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Preface
This book contains a thorough study of symmetric algebras, covering topics
such as block theory, representation theory and Clifford theory. It can also
serve as an introduction to the Hecke algebras of complex reflection groups.
Its aim is the study of the blocks and the determination of the families of
characters of the cyclotomic Hecke algebras associated to complex reflection
groups.
I would like to thank my thesis’ advisor, Michel Broue´, for his advice.
These Springer Lecture Notes were, after all, his idea. I am grateful to Jean
Michel for his help with the realization and presentation of the program-
ming part. I would also like to thank Gunter Malle for his suggestion that
I generalize my results on Hecke algebras, which led to the notion of “es-
sential algebras”. Finally, I express my thanks to Ce´dric Bonnafe´, Meinolf
Geck, Nicolas Jacon, Raphae¨l Rouquier and Jacques The´venaz for their use-
ful comments.
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Introduction
The finite groups of matrices with coefficients in Q generated by reflections,
known as Weyl groups, are a fundamental building block in the classification
of semisimple complex Lie algebras and Lie groups, as well as semisimple
algebraic groups over arbitrary algebraically closed fields. They are also a
foundation for many other significant mathematical theories, including braid
groups and Hecke algebras.
The Weyl groups are particular cases of complex reflection groups, finite
groups of matrices with coefficients in a finite abelian extension of Q gen-
erated by “pseudo-reflections” (elements whose vector space of fixed points
is a hyperplane) — if the coefficients belong to R, then these are the finite
Coxeter groups.
The work of Lusztig on the irreducible characters of reductive groups over
finite fields has displayed the important role of the “families of characters”
of the Weyl groups concerned. However, only recently was it realized that it
would be of great interest to generalize the notion of families of characters
to the complex reflection groups, or more precisely to the cyclotomic Hecke
algebras associated to complex reflection groups.
On the one hand, the complex reflection groups and their associated cyclo-
tomic Hecke algebras appear naturally in the classification of the “cyclotomic
Harish-Chandra series” of the characters of the finite reductive groups, gen-
eralizing the role of the Weyl group and its traditional Hecke algebra in the
principal series. Since the families of characters of the Weyl group play an
essential role in the definition of the families of unipotent characters of the
corresponding finite reductive group (cf. [44]), we can hope that the fam-
ilies of characters of the cyclotomic Hecke algebras play a key role in the
organization of families of unipotent characters more generally.
On the other hand, for some complex reflection groups (non-Coxeter) W ,
some data have been gathered which seem to indicate that behind the group
W , there exists another mysterious object - the Spets (cf. [20], [51]) - that
could play the role of the “series of finite reductive groups with Weyl group
W”. In some cases, one can define the unipotent characters of the Spets,
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which are controlled by the “spetsial” Hecke algebra of W , a generalization
of the classical Hecke algebra of the Weyl groups.
The main obstacle for this generalization is the lack of Kazhdan-Lusztig
bases for the non-Coxeter complex reflection groups. However, more recent
results of Gyoja ([40]) and Rouquier ([57]) have made possible the definition
of a substitute for families of characters which can be applied to all complex
reflection groups. Gyoja has shown (case by case) that the partition into
“p-blocks” of the Iwahori-Hecke algebra of a Weyl group W coincides with
the partition into families, when p is the unique bad prime number for W .
Later, Rouquier proved that the families of characters of a Weyl group W
are exactly the blocks of characters of the Iwahori-Hecke algebra of W over
a suitable coefficient ring, the “Rouquier ring”.
Broue´, Malle and Rouquier (cf. [21]) have shown that we can define the
generic Hecke algebra H(W ) associated to a complex reflection group W
as a quotient of the group algebra of the braid group of W . The algebra
H(W ) is an algebra over a Laurent polynomial ring in a set of indeterminates
v = (vi)0≤i≤m whose cardinality m depends on the group W . A cyclotomic
Hecke algebra is an algebra obtained from H(W ) via a specialization of the
form vi 7→ yni, where y is an indeterminate and ni ∈ Z for all i = 0, 1, . . . , m.
The blocks of a cyclotomic Hecke algebra over the Rouquier ring are the
Rouquier blocks of the cyclotomic Hecke algebra. Thus, the Rouquier blocks
generalize the notion of the families of characters to all complex reflection
groups.
In [18], Broue´ and Kim presented an algorithm for the determination of
the Rouquier blocks of the cyclotomic Hecke algebras of the groups G(d, 1, r)
and G(e, e, r). Later, Kim (cf. [41]) generalized this algorithm to include all
the groups of the infinite series G(de, e, r). However, it was realized recently
that their algorithm does not work in general, unless d is a power of a prime
number. Moreover, the Rouquier blocks of the “spetsial” cyclotomic Hecke
algebra of many exceptional irreducible complex reflection groups have been
calculated by Malle and Rouquier in [52]. In this book, we correct and
complete the determination of the Rouquier blocks for all cyclotomic Hecke
algebras and all complex reflection groups.
The key in our study of the Rouquier blocks has been the proof of the fact
that they have the property of “semi-continuity” (the name is due to C. Bon-
nafe´). Every complex reflection group W determines some numerical data,
which in turn determine the “essential” hyperplanes for W . To each essen-
tial hyperplane H , we can associate a partition B(H) of the set of irreducible
characters of W into blocks. Given a cyclotomic specialization vi 7→ yni, the
Rouquier blocks of the corresponding cyclotomic Hecke algebra depend only
on which essential hyperplanes the integers ni belong to. In particular, they
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are unions of the blocks associated with the essential hyperplanes to which
the integers ni belong and they are minimal with respect to that property.
The property of semi-continuity also appears in works on Kazhdan-Lusztig
cells (cf. [10], [9], [39]) and on Cherednik algebras (cf. [37]). The common
appearance of this as yet unexplained phenomenon implies a connection be-
tween these structures and the Rouquier blocks, for which the reason is not
yet apparent, but promises to be fruitful when explored thoroughly. In par-
ticular, due to the known relation between Kazhdan-Lusztig cells and families
of characters for Coxeter groups, this could be an indication of the existence
of Kazhdan-Lusztig bases for the (non-Coxeter) complex reflection groups.
Another indication of this fact comes from the determination of the
Rouquier blocks of the cyclotomic Hecke algebras of all complex reflection
groups, obtained in the last chapter of this book with the use of the theory
of “essential hyperplanes”. In the case of the Weyl groups and their usual
Hecke algebra, Lusztig attaches to every irreducible character two integers,
denoted by a and A, and shows (cf. [45], 3.3 and 3.4) that they are constant
on the families. In an analogous way, we can define integers a and A attached
to every irreducible character of a cyclotomic Hecke algebra of a complex re-
flection group. Using the classification of the Rouquier blocks, it has been
proved that the integers a and A are constant on the “families of characters”
of the cyclotomic Hecke algebras of all complex reflection groups (see end of
Chapter 4).
The first chapter of this book is dedicated to commutative algebra. The
need for the results presented in this chapter (some of them are well-known,
but others are completely new) arises form the fact that when we are working
on Hecke algebras of complex reflection groups, we work over integrally closed
rings, which are not necessarily unique factorization domains.
In the second chapter, we present some classical results of block theory
and representation theory of symmetric algebras. We see that the Schur ele-
ments associated to the irreducible characters of a symmetric algebra play a
crucial role in the determination of its blocks. Moreover, we generalize the re-
sults known as “Clifford theory” (cf. , for example, [28]), which determine the
blocks of certain subalgebras of symmetric algebras, to the case of “twisted
symmetric algebras of finite groups”. Finally, we give a new criterion for a
symmetric algebra to be split semisimple.
In the third chapter, we introduce the notion of “essential algebras”.
These are symmetric algebras whose Schur elements have a specific form:
they are products of irreducible polynomials evaluated on monomials. We
obtain many results on the block theory of these algebras, which we later
apply to the Hecke algebras, after we prove that they are essential in Chapter
4. In particular, we have our first encounter with the phenomenon of semi-
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continuity (see Theorem 3.3.2).
It is in the fourth chapter that we define for the first time the braid group,
the generic Hecke algebra and the cyclotomic Hecke algebras associated to
a complex reflection group. We show that the generic Hecke algebra of a
complex reflection group is essential, by proving that its Schur elements are
of the required form. Applying the results of Chapter 3, we obtain that
the Rouquier blocks (i.e., the families of characters) of the cyclotomic Hecke
algebras have the property of semi-continuity and only depend on some “es-
sential” hyperplanes for the group, which are determined by the generic Hecke
algebra.
In the fifth and final chapter of this book, we present the algorithms and
the results of the determination of the families of characters for all irreducible
complex reflection groups. The use of Clifford theory is essential, since it
allows us to restrict ourselves to the study of only certain cases of complex
reflection groups. The computations were made with the use of the GAP
package CHEVIE (cf. [36]) for the exceptional irreducible complex reflection
groups, whereas combinatorial methods were applied to the groups of the
infinite series. In particular, we show that the families of characters for the
latter can be obtained from the families of characters of the Weyl groups of
type B, already determined by Lusztig.
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Chapter 1
On Commutative Algebra
The first chapter contains some known facts and some new results on Com-
mutative Algebra. The former are presented here without their proofs (with
the exception of Theorem 1.4.1) for the convenience of the reader. They are
going to be crucial in the proofs of the results of Chapters 3 and 4.
In the first section of this chapter, we define the localization of a ring
and give some main properties. The second section is dedicated on integrally
closed rings. We study particular cases of integrally closed rings, such as val-
uation rings, discrete valuation rings and Krull rings. We use their properties
in order to obtain results on Laurent polynomial rings over integrally closed
rings. We state briefly some results on the completions of rings in section
1.3. In the fourth section, we introduce the notion of morphisms associated
with monomials. They are morphisms which allow us to pass from a Laurent
polynomial ring A in m + 1 indeterminates to a Laurent polynomial ring
B in m indeterminates, while sending a specific monomial to 1. Moreover,
we prove (Proposition 1.4.9) that every surjective morphism from A to B
which sends each indeterminate to a monomial is associated with a mono-
mial. We call adapted morphisms the compositions of morphisms associated
with monomials. They play a powerful role in the proof of the main results
of Chapters 3 and 4. Finally, in the last section of the first chapter, we give
a criterion (Theorem 1.5.6) for a polynomial to be irreducible in a Laurent
polynomial ring with coefficients in a field.
Throughout this chapter, all rings are assumed to be commutative with
1. Moreover, if R is a ring and x0, x1, . . . , xm is a set of indeterminates on R,
then we denote by R[x±10 , x
±1
1 , . . . , x
±1
m ] the Laurent polynomial ring in m+1
indeterminates R[x0, x0
−1, x1, x1
−1, . . . , xm, xm
−1].
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1.1 Localizations
Definition 1.1.1 Let R be a commutative ring with 1. We say that a subset
S of R is a multiplicatively closed set if 0 /∈ S, 1 ∈ S and every finite product
of elements of S belongs to S.
In the set R × S, we introduce an equivalence relation such that (r, s) is
equivalent to (r′, s′) if and only if there exists t ∈ S such that t(s′r−sr′) = 0.
We denote the equivalence class of (r, s) by r/s. The set of equivalence classes
becomes a ring under the operations such that the sum and the product of
r/s and r′/s′ are given by (s′r+ sr′)/ss′ and rr′/ss′ respectively. We denote
this ring by S−1R and we call it the localization of R at S. If S contains no
zero divisors of R, then any element r of R can be identified with the element
r/1 of S−1R and we can regard the latter as an R-algebra.
Remarks:
• If S is the set of all non-zero divisors of R, then S−1R is called the total
quotient ring of R. If, moreover, R is an integral domain, the total
quotient ring of R is the field of fractions of R.
• If R is Notherian, then S−1R is Noetherian.
• If p is a prime ideal of R, then the set S := R− p is a multiplicatively
closed subset of R. Then the ring S−1R is simply denoted by Rp.
The proofs for the following well known results concerning localizations
can be found in [11].
Proposition 1.1.2 Let A and B be two rings with multiplicative sets S and
T respectively and f an homomorphism from A to B such that f(S) is con-
tained in T . There exists a unique homomorphism f ′ from S−1A to T−1B
such that f ′(a/1) = f(a)/1 for every a ∈ A. Let us suppose now that T is
contained in the multiplicatively closed set of B generated by f(S). If f is
surjective (resp. injective), then f ′ is also surjective (resp. injective).
Corollary 1.1.3 Let A and B be two rings with multiplicative sets S and T
respectively such that A ⊆ B and S ⊆ T . Then S−1A ⊆ T−1B.
Proposition 1.1.4 Let A be a ring and S, T two multiplicative sets of A
such that S ⊆ T . We have S−1A = T−1A if and only if every prime ideal of
R that meets T meets S.
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The following proposition and its corollary give us information about the
ideals of the localization of a ring R at a multiplicatively closed subset S of
R.
Proposition 1.1.5 Let R be a ring and let S be a multiplicatively closed
subset of R. Then
1. Every ideal b′ of S−1R is of the form S−1b for some ideal b of R.
2. Let b be an ideal of R and let f be the canonical surjection R։ R/b.
Then f(S) is a multiplicatively closed subset of R/b and the homomor-
phism from S−1R to (f(S))−1(R/b) canonically associated with f is
surjective with kernel b′ = S−1b. By passing to quotients, an isomor-
phism between (S−1R)/b′ and (f(S))−1(R/b) is defined.
3. The application b′ 7→ b, restricted to the set of maximal (resp. prime)
ideals of S−1R, is an isomorphism (for the relation of inclusion) be-
tween this set and the set of maximal (resp. prime) ideals of R that do
not meet S.
4. If q′ is a prime ideal of S−1R and q is the prime ideal of R such that
q′ = S−1q (we have q ∩ S = ∅), then there exists an isomorphism from
Rq to (S
−1R)q′ which sends r/s to (r/1)/(s/1) for r ∈ R, s ∈ R− q.
Corollary 1.1.6 Let R be a ring, p a prime ideal of R and S := R − p.
For every ideal b of R which does not meet S, let b′ := bRp. Assume that
b′ 6= Rp. Then
1. Let f be the canonical surjection R ։ R/b. The ring homomorphism
from Rp to (R/b)p/b canonically associated with f is surjective and
its kernel is b′. Thus it defines, by passing to quotients, a canonical
isomorphism between Rp/b
′ and (R/b)p/b.
2. The application b′ 7→ b, restricted to the set of prime ideals of Rp, is an
isomorphism (for the relation of inclusion) between this set and the set
of prime ideals of R contained in p (thus do not meet S). Therefore,
pRp is the only maximal ideal of Rp.
3. If now b′ is a prime ideal of Rp, then there exists an isomorphism from
Rb to (Rp)b′ which sends r/s to (r/1)/(s/1) for r ∈ R, s ∈ R− b.
The notion of localization can also be extended to the modules over the
ring R.
Definition 1.1.7 Let R be a ring and S a multiplicatively closed set of R. If
M is an R-module, then we call localization of M at S and denote by S−1M
the S−1R-module M ⊗R S−1R.
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1.2 Integrally closed rings
Theorem-Definition 1.2.1 Let R be a ring, A an R-algebra and a an ele-
ment of A. The following properties are equivalent:
(i) The element a is a root of a monic polynomial with coefficients in R.
(ii) The subalgebra R[a] of A is an R-module of finite type.
(iii) There exists a faithful R[a]-module which is an R-module of finite type.
If a ∈ A verifies the conditions above, we say that it is integral over R.
Definition 1.2.2 Let R be a ring and A an R-algebra. The set of all ele-
ments of A that are integral over R is an R-subalgebra of A containing R; it
is called the integral closure of R in A. We say that R is integrally closed in
A, if R is an integral domain and if it coincides with its integral closure in
A. If now R is an integral domain and F is its field of fractions, then the
integral closure of R in F is named simply the integral closure of R, and if
R is integrally closed in F , then R is said to be integrally closed.
The following proposition ([12], §1, Prop.13) implies that transfer theorem
holds for integrally closed rings (corollary 1.2.4).
Proposition 1.2.3 If R is an integral domain, let us denote by R¯ the integral
closure of R. Let x0, . . . , xm be a set of indeterminates over R. Then the
integral closure of R[x0, . . . , xm] is R¯[x0, . . . , xm].
Corollary 1.2.4 Let R be an integral domain. Then R[x0, . . . , xm] is inte-
grally closed if and only if R is integrally closed.
Corollary 1.2.5 If K is a field, then every polynomial ring K[x0, . . . , xm]
is integrally closed.
The next proposition ([12], §1, Prop.16) along with its corollaries treats
the integral closures of localizations of rings.
Proposition 1.2.6 Let R be a ring, A an R-algebra, R¯ the integral closure
of R in A and S a multiplicatively closed subset of R which contains no zero
divisors. Then the integral closure of S−1R in S−1A is S−1R¯.
Corollary 1.2.7 Let R be an integral domain, R¯ the integral closure of R
and S a multiplicatively closed subset of R. Then the integral closure of S−1R
is S−1R¯.
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Corollary 1.2.8 If R is an integrally closed domain and S is a multiplica-
tively closed subset of R, then S−1R is also integrally closed.
Example 1.2.9 LetK be a finite field extension of Q and ZK the integral closure
of Z in K. Obviously, the ring ZK is integrally closed. Let x0, x1, . . . , xm be
indeterminates. Then the ring ZK [x
±
0 , x
±
1 , . . . , x
±
m] is also integrally closed.
1.2.1 Lifting prime ideals
Definition 1.2.10 Let R,R′ be two rings and let h : R → R′ be a ring
homomorphism. We say that a prime ideal a′ of R′ lies over a prime ideal a
of R, if a = h−1(a′).
The next result is [12], §2, Proposition 2.
Proposition 1.2.11 Let h : R → R′ be a ring homomorphism such that R′
is integral over R. Let p be a prime ideal of R, S := R − p and (p′i)i∈I the
family of all the prime ideals of R′ lying over p. If S ′ =
⋂
i∈I(R
′ − p′i), then
S−1R′ = S ′−1R′.
The following corollary of Proposition 1.2.11 deals with a case we will
encounter in a following chapter, where there exists a unique prime ideal
lying over the prime ideal p of R. In combination with Proposition 1.2.6,
Proposition 1.2.11 implies that
Corollary 1.2.12 Let R be an integral domain, A an R-algebra, R¯ the in-
tegral closure of R in A. Let p be a prime ideal of R and S := R−p. If there
exists a unique prime ideal p¯ of R¯ lying over p, then the integral closure of
Rp in S
−1A is R¯p¯.
1.2.2 Valuations
Definition 1.2.13 Let R be a ring and Γ a totally ordered abelian group.
We call valuation of R with values in Γ every application v : R → Γ ∪ {∞}
which satisfies the following properties:
(V1) v(xy) = v(x) + v(y) for x ∈ R, y ∈ R.
(V2) v(x+ y) ≥ inf(v(x), v(y)) for x ∈ R, y ∈ R.
(V3) v(1) = 0 and v(0) =∞.
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In particular, if v(x) 6= v(y), property (V2) gives v(x + y) = inf(v(x), v(y))
for x ∈ R, y ∈ R. Moreover, from property (V1), we have that if z ∈ R with
zn = 1 for some integer n ≥ 1, then nv(z) = v(zn) = v(1) = 0 and thus
v(z) = 0. Consequently, v(−x) = v(−1) + v(x) = v(x) for all x ∈ R.
Now let F be a field and let v : F → Γ be a valuation of F . The set A of
a ∈ F such that v(a) ≥ 0 is a local subring of F . Its maximal ideal m(A) is
the set of a ∈ A such that v(a) > 0. For all a ∈ F −A, we have a−1 ∈ m(A).
The ring A is called the ring of the valuation v on F .
We will now introduce the notion of a valuation ring. For more informa-
tion about valuation rings and their properties, see [13]. Some of them will
also be discussed in Chapter 2, Section 2.4.
Definition 1.2.14 Let R be an integral domain contained in a field F . Then
R is a valuation ring if for all non-zero element x ∈ F , we have x ∈ R or
x−1 ∈ R. Consequently, F is the field of fractions of R.
If R is a valuation ring, then it has the following properties:
• It is an integrally closed local ring.
• The set of the principal ideals of R is totally ordered by the relation of
inclusion.
• The set of the ideals of R is totally ordered by the relation of inclusion.
Let R be a valuation ring and F its field of fractions. Let us denote by
R× the set of units of R. Then the set ΓR := F
×/R× is an abelian group,
totally ordered by the relation of inclusion of the corresponding principal
ideals. If we denote by vR the canonical homomorphism of F
× onto ΓR and
set vR(0) =∞, then vR is a valuation of F whose ring is R.
The following proposition gives a characterization of integrally closed
rings in terms of valuation rings ([13], §1, Thm. 3).
Proposition 1.2.15 Let R be a subring of a field F . The integral closure
R¯ of R in F is the intersection of all valuation rings in F which contain R.
Consequently, an integral domain R is integrally closed if and only if it is the
intersection of a family of valuation rings contained in its field of fractions.
This characterization helped us to prove the following result about inte-
grally closed rings.
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Proposition 1.2.16 Let R be an integrally closed ring and f(x) =
∑
i aix
i,
g(x) =
∑
j bjx
j be two polynomials in R[x]. If there exists an element c ∈ R
such that all the coefficients of f(x)g(x) belong to cR, then all the products
aibj belong to cR.
Proof: Due to Proposition 1.2.15, it is enough to prove the result in the
case where R is a valuation ring.
From now on, let R be a valuation ring. Let v be a valuation of the
field of fractions of R such that the ring of valuation of v is R. Let κ :=
infi(v(ai)) and λ := infj(v(bj)). Then κ + λ = infi,j(v(aibj)). We will
show that κ + λ ≥ v(c) and thus c divides all the products aibj . Ar-
gue by contradiction and assume that κ + λ < v(c). Let ai1 , ai2 , . . . , air
with i1 < i2 < . . . < ir be all the elements among the ai with valuation
equal to κ. Respectively, let bj1, bj2 , . . . , bjs with j1 < j2 < . . . < js be
all the elements among the bj with valuation equal to λ. We have that
i1 + j1 < im + jn, ∀(m,n) 6= (1, 1). Therefore, the coefficient ci1+j1 of xi1+j1
in f(x)g(x) is of the form (ai1bj1 +
∑
(terms with valuation > κ + λ)) and
since v(ai1bj1) 6= v(
∑
(terms with valuation > κ+ λ)), we obtain that
v(ci1+j1) = inf(v(ai1bj1), v(
∑
(terms with valuation > κ+ λ))) = κ+ λ.
However, since all the coefficients of f(x)g(x) are divisible by c, we have that
v(ci1+j1) ≥ v(c) > κ + λ, which is a contradiction. 
The Propositions 1.2.17 and 1.2.19 derive from the one above. We will
make use of the results in corollaries 1.2.18 and 1.2.20 in Chapter 3.
Proposition 1.2.17 Let R be an integrally closed domain and let F be its
field of fractions. Let p be a prime ideal of R. Then
(R[x])pR[x] ∩ F [x] = Rp[x].
Proof: The inclusion Rp[x] ⊆ (R[x])pR[x]∩F [x] is obvious. Now, let f(x)
be an element of F [x]. Then f(x) can be written in the form r(x)/ξ, where
r(x) ∈ R[x] and ξ ∈ R. If, moreover, f(x) belongs to (R[x])pR[x], then there
exist s(x), t(x) ∈ R[x] with t(x) /∈ pR[x] such that f(x) = s(x)/t(x). Thus
we have
f(x) =
r(x)
ξ
=
s(x)
t(x)
.
All the coefficients of the product r(x)t(x) belong to ξR. Due to Propo-
sition 1.2.16, if r(x) =
∑
i aix
i and t(x) =
∑
j bjx
j , then all the products
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aibj belong to ξR. Since t(x) /∈ pR[x], there exists j0 such that bj0 /∈ p and
aibj0 ∈ ξR, ∀i. Consequently, bj0f(x) = bj0(r(x)/ξ) ∈ R[x] and hence all the
coefficients of f(x) belong to Rp. 
Corollary 1.2.18 Let R be an integrally closed domain and let F be its field
of fractions. Let p be a prime ideal of R. Then
1. (R[x, x−1])pR[x,x−1] ∩ F [x, x−1] = Rp[x, x−1].
2. (R[x0, . . . , xm])pR[x0,...,xm] ∩ F [x0, . . . , xm] = Rp[x0, . . . , xm].
3. (R[x±10 , . . . , x
±1
m ])pR[x±10 ,...,x
±1
m ]
∩ F [x±10 , . . . , x±1m ] = Rp[x±10 , . . . , x±1m ].
Proposition 1.2.19 Let R be an integrally closed domain and let F be its
field of fractions. Let r(x) and s(x) be two elements of R[x] such that s(x)
divides r(x) in F [x]. If one of the coefficients of s(x) is a unit in R, then
s(x) divides r(x) in R[x].
Proof: Since s(x) divides r(x) in F [x], there exists an element of the
form t(x)/ξ with t(x) ∈ R[x] and ξ ∈ R such that
r(x) =
s(x)t(x)
ξ
.
All the coefficients of the product s(x)t(x) belong to ξR. Due to Proposition
1.2.16, if s(x) =
∑
i aix
i and t(x) =
∑
j bjx
j , then all the products aibj be-
long to ξR. By assumption, there exists i0 such that ai0 is a unit in R and
ai0bj ∈ ξR, ∀j. Consequently, bj ∈ ξR, ∀j and thus t(x)/ξ ∈ R[x]. 
Corollary 1.2.20 Let R be an integrally closed domain and let F be its field
of fractions. Let r, s be two elements of R[x±10 , . . . , x
±1
m ] such that s divides
r in F [x±10 , . . . , x
±1
m ]. If one of the coefficients of s is a unit in R, then s
divides r in R[x±10 , . . . , x
±1
m ].
1.2.3 Discrete valuation rings and Krull rings
Definition 1.2.21 Let F be a field, Γ a totally ordered abelian group and v
a valuation of F with values in Γ. We say that the valuation v is discrete, if
Γ is isomorphic to Z.
Theorem-Definition 1.2.22 An integral domain R is a discrete valuation
ring, if it satisfies one of the following equivalent conditions:
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(i) R is the ring of a discrete valuation.
(ii) R is a local Dedekind ring.
(iii) R is a local principal ideal domain.
(iv) R is a Noetherian valuation ring.
By Proposition 1.2.15, integrally closed rings are intersections of valuation
rings. Krull rings are essentially intersections of discrete valuation rings.
Definition 1.2.23 An integral domain R is a Krull ring, if there exists a
family of valuations (vi)i∈I of the field of fractions F of R with the following
properties:
(K1) The valuations (vi)i∈I are discrete.
(K2) The intersection of the rings of (vi)i∈I is R.
(K3) For all x ∈ F×,there exists a finite number of i ∈ I such that vi(x) 6= 0.
The proofs of the following results and more information about Krull
rings can be found in [14], §1.
Theorem 1.2.24 Let R be an integral domain and let Spec1(R) be the set
of its prime ideals of height 1. Then R is a Krull ring if and only if the
following properties are satisfied:
1. For all p ∈ Spec1(R), Rp is a discrete valuation ring.
2. R is the intersection of Rp for all p ∈ Spec1(R).
3. For all r 6= 0 in R, there exists a finite number of ideals p ∈ Spec1(R)
such that r ∈ p.
Transfer theorem holds also for Krull rings:
Proposition 1.2.25 Let R be a Krull ring, F the field of fractions of R and
x an indeterminate. Then R[x] is also a Krull ring. Moreover, its prime
ideals of height 1 are:
• the prime ideals of the form pR[x], where p is a prime ideal of height 1
of R,
• the prime ideals of the form m∩R[x], where m is a prime ideal of F [x].
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The following proposition provides us with a simple characterization of
Krull rings, when they are Noetherian.
Proposition 1.2.26 Let R be a Noetherian ring. Then R is a Krull ring if
and only if it is integrally closed.
Example 1.2.27 Let K be a finite field extension of Q and ZK the integral clo-
sure of Z in K. The ring ZK is a Dedekind ring and thus Noetherian and integrally
closed. Let x0, x1, . . . , xm be indeterminates. Then the ring ZK [x
±
0 , x
±
1 , . . . , x
±
m] is
also Noetherian and integrally closed and thus a Krull ring.
1.3 Completions
For the proofs of all the following results concerning completions, the reader
can refer to [55], Chapter II.
Let I be an ideal of a commutative ring R and let M be an R-module.
We introduce a topology on M such that the open sets of M are unions of
an arbitrary number of sets of the form m + InM (m ∈ M). This topology
is called the I-adic topology of M .
Theorem 1.3.1 If M is a Noetherian R-module, then for any submodule N
of M , the I-adic topology of N coincides with the topology of N as a subspace
of M with the I-adic topology.
From now on, we will concentrate on semi-local rings and in particular,
on Noetherian semi-local rings.
Definition 1.3.2 A ring R is called semi-local, if it has only a finite number
of maximal ideals. The Jacobson radical m of R is the intersection of the
maximal ideals of R.
Theorem 1.3.3 Assume that R is a Noetherian semi-local ring with Jacob-
son radical m and let Rˆ be the completion of R with respect to the m-adic
topology. Then Rˆ is also a Noetherian semi-local ring and we have R ⊆ Rˆ.
Theorem 1.3.4 Assume that R is a Noetherian semi-local ring with Jacob-
son radical m and that M is a finitely generated R-module. Let Rˆ be the
completion of R with respect to the m-adic topology. Endow M with the m-
adic topology. Then M ⊗R Rˆ is the completion of M with respect to that
topology.
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Corollary 1.3.5 Let a be an ideal of a Noetherian semi-local ring R with
Jacobson radical m. Let Rˆ be the completion of R with respect to the m-adic
topology. Then the completion of a is aRˆ and aRˆ is isomorphic to a ⊗R Rˆ.
Furthermore, aRˆ∩R = a and Rˆ/aRˆ is the completion of R/a with respect to
the m-adic topology.
Theorem 1.3.6 Assume that R is a Noetherian semi-local ring with Jacob-
son radical m and let Rˆ be the completion of R with respect to the m-adic
topology. Then
1. The total quotient ring F of R (localization of R at the set of non-zero
divisors) is naturally a subring of the total quotient ring Fˆ of Rˆ.
2. For any ideal a of R, aRˆ ∩ F = a.
In particular, Rˆ ∩ F = R.
1.4 Morphisms associated with monomials and
adapted morphisms
We have the following elementary algebra result
Theorem-Definition 1.4.1 Let R be an integral domain and M a free R-
module of basis (ei)0≤i≤m. Let x = r0e0 + r1e1 + . . . + rmem be a non-zero
element of M . We set M∗ := HomR(M,R) and M
∗(x) := {ϕ(x) |ϕ ∈ M∗}.
Then the following assertions are equivalent:
(i) M∗(x) = R.
(ii)
∑m
i=0Rri = R.
(iii) There exists ϕ ∈M∗ such that ϕ(x) = 1.
(iv) There exists an R-submodule N of M such that M = Rx⊕N .
If x satisfies the conditions above, we say that x is a primitive element of M .
Proof:
(i)⇔ (ii) Let (e∗i )0≤i≤m be the basis of M∗ dual to (ei)0≤i≤m. Then M∗(x)
is generated by (e∗i (x))0≤i≤m and e
∗
i (x) = ri.
(ii)⇒ (iii) There exist u0, u1, . . . , um ∈ R such that
∑m
i=0 uiri = 1. If ϕ :=∑m
i=0 uie
∗
i , then ϕ(x) = 1.
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(iii)⇒ (iv) Let N := Kerϕ. For all y ∈M , we have
y = ϕ(y)x+ (y − ϕ(y)x).
Since ϕ(x) = 1, we have y ∈ Rx+N . Obviously, Rx ∩N = {0}.
(iv)⇒ (i) SinceM is free and R is an integral domain, x is torsion-free (oth-
erwise there exists r ∈ R, r 6= 0 such that∑mi=0(rri)ei = 0). Therefore,
the map
R→M, r 7→ rx
is an isomorphism of R-modules. Its inverse is a linear form on Rx
which sends x to 1. Composing it with the map
M ։M/N → R,
we obtain a linear form ϕ : M → R such that ϕ(x) = 1. We have
1 ∈M∗(x) and thus M∗(x) = R. 
We will apply the above result to the Z-module Zm+1. Let us consider
(ei)0≤i≤m the standard basis of Z
m+1 and let a := a0e0+a1e1+ . . .+amem be
an element of Zm+1 such that gcd(ai) = 1. Then, by Bezout’s theorem, there
exist u0, u1, . . . , um ∈ Z such that
∑m
i=0 uiai = 1 and hence
∑m
i=0 Zai = Z.
By Theorem 1.4.1, there exists a Z-submodule Na of Z
m+1 such that Zm+1 =
Za⊕Na. In particular, Na = Kerϕ, where ϕ :=
∑m
i=0 uie
∗
i . We will denote by
pa : Z
m+1
։ Na the projection of Z
m+1 onto Na such that Kerpa = Za. We
have a Z-module isomorphism ia : Na→˜Zm. Then fa := ia ◦ pa is a surjective
Z-module morphism Zm+1 ։ Zm with Kerfa = Za.
Now let R be an integral domain and let x0, x1, . . . , xm be m+1 indeter-
minates over R. Let G be the abelian group generated by all the monomials
in R[x±10 , x
±1
1 , . . . , x
±1
m ] with group operation the multiplication. Then G is
isomorphic to the additive group Zm+1 by the isomorphism defined as follows
θG : G →˜ Zm+1∏m
i=0 x
li
i 7→ (l0, l1, . . . , lm).
Lemma 1.4.2 We have R[x±10 , x
±1
1 , . . . , x
±1
m ] = R[G]
∼= R[Zm+1].
Respectively, if y1, . . . , ym are m indeterminates over R and H is the
group generated by all the monomials in R[y±11 , . . . , y
±1
m ], then H
∼= Zm and
R[y±11 , . . . , y
±1
m ] = R[H ]
∼= R[Zm].
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The morphism Fa := θH
−1 ◦ fa ◦ θG : G ։ H induces an R-algebra
morphism
ϕa : R[G] → R[H ]∑
g∈G agg 7→
∑
g∈G agFa(g)
Since Fa is surjective, the morphism ϕa is also surjective. Moreover, Kerϕa
is generated (as an R-module) by the set
< g − 1 | g ∈ G such that θG(g) ∈ Za > .
From now on, let A := R[x±10 , x
±1
1 , . . . , x
±1
m ] and B := R[y
±1
1 , y
±1
2 , . . . , y
±1
m ].
Let M :=
∏m
i=0 x
ai
i and set ϕM := ϕa. Then the map ϕM is an R-algebra
morphism from A to B with the following properties:
1. ϕM is surjective.
2. ϕM(xi) is a monomial in B for all i = 0, 1, . . . , m.
3. KerϕM = (M − 1)A.
Definition 1.4.3 Let M :=
∏m
i=0 x
ai
i be a monomial in A with gcd(ai) = 1.
An R-algebra morphism ϕM : A→ B defined as above will be called associated
with the monomial M .
Example 1.4.4 Let A := R[X±1, Y ±1, Z±1] and M := X5Y −3Z−2. We have
a := (5,−3,−2) and
(−1) · 5 + (−2) · (−3) + 0 · (−2) = 1.
Hence, with the notations above, we have
u0 = −1, u1 = −2, u3 = 0.
The map ϕ : Z3 → Z defined as
ϕ := −e∗0 − 2e∗1.
has Kerϕ = {(x0, x1, x2) ∈ Z3 |x0 = −2x1} = {(−2r, r, s) | r, s ∈ Z} =: Na.
By Theorem 1.4.1, we have Z3 = Za ⊕ Na and the projection pa : Z3 ։ Na
is the map
(y0, y1, y2) =: y 7→ y − ϕ(y)a = (6y0 + 10y1,−3y0 − 5y1,−2y0 − 4y1 + y2).
The Z-module Na is obviously isomorphic to Z
2 via
ia : (−2r, r, s) 7→ (r, s).
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Composing the two previous maps, we obtain a well defined surjection
Z3 ։ Z2
(y0, y1, y2) 7→ (−3y0 − 5y1,−2y0 − 4y1 + y2).
The above surjection induces (in the way described before) an R-algebra epimor-
phism
ϕM : R[X
±1, Y ±1, Z±1] ։ R[X±1, Y ±1]
X 7→ X−3Y −2
Y 7→ X−5Y −4
Z 7→ Y
By straightforward calculations, we can verify that KerϕM = (M − 1)A.
Proposition 1.4.5 LetM :=
∏m
i=0 x
ai
i be a monomial in A such that gcd(ai) =
1. Then
1. The ideal (M − 1)A is a prime ideal of A.
2. If p is a prime ideal of R, then the ideal qM := pA+ (M − 1)A is also
prime in A.
Proof:
1. Let ϕM : A → B be a morphism associated with M . Then ϕM is
surjective and KerϕM = (M − 1)A. By the 1st isomorphism theorem,
we have A/(M − 1)A ∼= B. Since B is an integral domain, the ideal
generated by (M − 1) is prime in A.
2. Set R′ := R/p, A′ := R′[x±10 , x
±1
1 , . . . , x
±1
m ], B
′ := R′[y±11 , . . . , y
±1
m ] .
The rings R′, A′ and B′ are integral domains and
A/qM ∼= A′/(M − 1)A′ ∼= B′.
Hence, the ideal qM is prime in A. 
The following assertions are now straightforward. Nevertheless, they are
stated for further reference.
Proposition 1.4.6 Let M :=
∏m
i=0 x
ai
i be a monomial in A with gcd(ai) = 1
and let ϕM : A → B be a morphism associated with M . Let p be a prime
ideal of R and set qM := pA + (M − 1)A. Then the morphism ϕM has the
following properties:
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1. If f ∈ A, then ϕM(f) ∈ pB if and only if f ∈ qM . Corollary 1.1.6(1)
implies that
AqM/(M − 1)AqM ∼= BpB.
2. If N is a monomial in A, then ϕM(N) = 1 if and only if there exists
k ∈ Z such that N = Mk.
Corollary 1.4.7 qM ∩ R = p.
Proof: Obviously p ⊆ qM ∩ R. Let ξ ∈ R such that ξ ∈ qM . If ϕM is a
morphism associated with M , then, by Proposition 1.4.6, ϕM(ξ) ∈ pB. But
ϕM(ξ) = ξ and pB ∩R = p. Thus ξ ∈ p. 
Remark: If m = 0 and we set x := x0, then A := R[x, x
−1] and B := R. The
only monomials that we can associate a morphism A → B with are x and
x−1. This morphism is unique and given by x 7→ 1.
The following lemma, whose proof is straightforward when arguing by
contradiction, will be used in the proofs of Propositions 1.4.9 and 1.4.12.
Lemma 1.4.8 Let G, H be two groups and p : G → H a group homomor-
phism. If R is an integral domain, let us denote by pR : R[G] → R[H ] the
R-algebra morphism induced by p. If pR is surjective, then p is also surjective.
Proposition 1.4.9 Let ϕ : A→ B be a surjective R-algebra morphism such
that for all i (0 ≤ i ≤ m), ϕ(xi) is a monomial in B. Then ϕ is associated
with a monomial in A.
Proof: Due to the isomorphism of Lemma 1.4.2, ϕ can be considered as
a surjective R-algebra morphism
ϕ : R[Zm+1]→ R[Zm].
The property of ϕ about the xi implies that the above morphism is induced
by a Z-module morphism f : Zm+1 → Zm, which is also surjective by Lemma
1.4.8. Since Zm is a free Z-module the following exact sequence sequence
splits
0→ Kerf → Zm+1 → Zm → 0
and we obtain that Zm+1 ∼= Kerf ⊕ Zm. Therefore, Kerf is a Z-module of
rank 1 and there exists a := (a0, a1, . . . , am) ∈ Zm+1 such that Kerf = Za.
By Theorem 1.4.1, a is a primitive element of Zm+1 and we must have
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∑m
i=0Zai = Z, whence gcd(ai) = 1. By definition, the morphism ϕ is as-
sociated with the monomial
∏m
i=0 x
ai
i . 
Now let r ∈ {1, . . . , m + 1} and Cr := R[y±1r , . . . , y±1m ], where yr, . . . , ym
are m+ 1− r indeterminates over R. For r = m+ 1, Cr = R.
Definition 1.4.10 An R-algebra morphism ϕ : A→ Cr is called adapted, if
ϕ = ϕr ◦ ϕr−1 ◦ . . . ◦ϕ1, where ϕi is a morphism associated with a monomial
for all i = 1, . . . , r. The family F := {ϕr, ϕr−1, . . . , ϕ1} is called an adapted
family for ϕ whose initial morphism is ϕ1.
Let us introduce the following notation: If M :=
∏m
i=0 x
ci
i is a monomial
such that gcd(ci) = d ∈ Z, then M◦ :=
∏m
i=0 x
ci/d
i .
Proposition 1.4.11 Let ϕ : A → Cr be an adapted morphism and M a
monomial in A such that ϕ(M) = 1. Then there exists an adapted family for
ϕ whose initial morphism is associated with M◦.
Proof: Let M =
∏m
i=0 x
ci
i be a monomial in A such that ϕ(M) = 1.
Note that ϕ(M) = 1 if and only if ϕ(M◦) = 1. Therefore, we can assume
that gcd(ci) = 1. We will prove the desired result by induction on r.
If r = 1, then, due to property 1.4.6(2), ϕ must be a morphism associated
with M . If r = 2, set B := R[z±11 , . . . , z
±1
m ]. Let ϕ := ϕb ◦ ϕa, where
• ϕa : A → B is a morphism associated with a monomial
∏m
i=0 x
ai
i in A
such that gcd(ai) = 1.
• ϕb : B → C2 is a morphism associated with a monomial
∏m
j=1 z
bj
j in B
such that gcd(bj) = 1.
By Theorem 1.4.1, the element a := (a0, a1, . . . , am) is a primitive element
of Zm+1 and the element b := (b1, . . . , bm) is a primitive element of Z
m.
Therefore, there exist a Z-submodule Na of Z
m+1 and a Z-submodule Nb
of Zm such that Zm+1 = Za ⊕ Na and Zm = Zb ⊕ Nb. We will denote by
pa : Z
m+1
։ Na the projection of Z
m+1 onto Na and by pb : Z
m
։ Nb
the projection of Zm onto Nb. We have isomorphisms ia : Na→˜Zm and
ib : Nb→˜Zm−1.
By definition of the associated morphism, ϕa is induced by the morphism
fa := ia ◦ pa : Zm+1 ։ Zm and ϕb by fb := ib ◦ pb : Zm ։ Zm−1. Set
f := fb ◦ fa. Then ϕ is the R-algebra morphism induced by f .
The morphism f is surjective. Since Zm−1 is a free Z-module, the follow-
ing exact sequence sequence splits
0→ Kerf → Zm+1 → Zm−1 → 0
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and we obtain that Zm+1 ∼= Kerf ⊕ Zm−1.
Let b˜ := i−1a (b). Then Kerf = Za ⊕ Zb˜. By assumption, we have that
c := (c0, c1, . . . , cm) ∈ Kerf . Therefore, there exist unique λ1, λ2 ∈ Z such
that c = λ1a + λ2b˜. Since gcd(ci) = 1, we must also have gcd(λ1, λ2) = 1.
Hence
∑2
i=1 Zλi = Z. By applying Theorem 1.4.1 to the Z-module Kerf ,
we obtain that c is a primitive element of Kerf . Consequently, f = f ′ ◦ fc,
where fc is a surjective Z-module morphism Z
m+1
։ Zm with Kerfc = Zc
and f ′ is a surjective Z-module morphism Zm ։ Zm−1. As far as the induced
R-algebra morphisms are concerned, we obtain that ϕ = ϕ ′ ◦ ϕc, where ϕc
is a morphism associated with the monomial M =
∏m
i=0 x
ci
i and, due to
Proposition 1.4.9, ϕ ′ is also a morphism associated with a monomial. Thus
the assertion is proven for r = 2.
Now, let us suppose that r > 2 and that the assertion holds for 1, 2, . . . , r−
1. If ϕ = ϕr ◦ϕr−1 ◦ . . .◦ϕ1, the induction hypothesis implies that there exist
morphisms associated with monomials ϕ′r, ϕ
′
r−1, . . . , ϕ
′
2 such that
• ϕ = ϕ′r ◦ . . . ◦ ϕ′2 ◦ ϕ1.
• ϕ′2 is associated with the monomial (ϕ1(M))◦.
We have that ϕ′2(ϕ1(M)) = 1. Once more, by induction hypothesis we obtain
that there exist morphisms associated with monomials ϕ′′2, ϕ
′′
1 such that
• ϕ′2 ◦ ϕ1 = ϕ′′2 ◦ ϕ′′1.
• ϕ′′1 is associated with M◦.
Thus we have
ϕ = ϕ′r ◦ . . . ◦ ϕ′3 ◦ ϕ′2 ◦ ϕ1 = ϕ′r ◦ . . . ◦ ϕ′3 ◦ ϕ′′2 ◦ ϕ′′1
and ϕ′′1 is associated with M
◦. 
Proposition 1.4.12 Let ϕ : A → Cr be a surjective R-algebra morphism
such that for all i (0 ≤ i ≤ m), ϕ(xi) is a monomial in Cr. Then ϕ is an
adapted morphism.
Proof: We will work again by induction on r. For r = 1, the above
result is Proposition 1.4.9. For r > 1, let us suppose that the result is true
for 1, . . . , r−1. Due to the isomorphism of Lemma 1.4.2, ϕ can be considered
as a surjective R-algebra morphism
ϕ : R[Zm+1]→ R[Zm+1−r].
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The property of ϕ about the xi implies that the above morphism is induced
by a Z-module morphism f : Zm+1 → Zm+1−r, which is also surjective by
Lemma 1.4.8. Since Zm+1−r is a free Z-module the following exact sequence
splits
0→ Kerf → Zm+1 → Zm+1−r → 0
and we obtain that Zm+1 ∼= Kerf ⊕ Zm+1−r. Therefore, Kerf is a Z-module
of rank r, i.e., Kerf ∼= Zr. We choose a primitive element a of Kerf . Then
there exists a Z-submodule Na of Kerf such that Kerf = Za ⊕ Na. Since
Kerf is a direct summand of Zm+1, a is also a primitive element of Zm+1 and
we have
Zm+1 ∼= Za⊕Na ⊕ Zm+1−r.
Thus, by Theorem 1.4.1, if (a0, a1, . . . , am) are the coefficients of a with re-
spect to the standard basis of Zm+1, then gcd(ai) = 1.
Let us denote by pa the projection Z
m+1
։ Na ⊕ Zm+1−r and by p ′ the
projection Na ⊕ Zm+1−r ։ Zm+1−r. We have f = p ′ ◦ pa. Consequently, if
we denote by i the Z-module isomorphism
i : Na ⊕ Zm+1−r→˜Zm
and set fa := i◦pa and f ′ := p ′ ◦ i−1, we obtain that f = f ′ ◦fa. If ϕa is the
R-algebra morphism induced by fa, then, by definition, ϕa is a morphism as-
sociated with the monomial
∏m
i=0 x
ai
i . The R-algebra morphism ϕ
′ induced
by f ′ is a surjective morphism with the same property as ϕ (it sends all
monomials to monomials). By induction hypothesis, ϕ ′ is an adapted mor-
phism. We have ϕ = ϕ ′ ◦ ϕa and so ϕ is also an adapted morphism. 
1.5 Irreducibility
In this section, we will discuss the irreducibility of polynomials in a Laurent
polynomial ring with coefficients in a field.
Let k be a field and y an indeterminate over k. We can use the following
theorem in order to determine the irreducibility of a polynomial of the form
yn − a in k[y] (cf.[42], Chapter 6, Thm. 9.1).
Theorem 1.5.1 Let k be a field, a ∈ k − {0} and n ∈ Z with n ≥ 2. The
polynomial yn − a is irreducible in k[y], if for every prime p dividing n, we
have a /∈ kp and if 4 divides n, we have a /∈ −4k4.
Let x0, x1, . . . , xm be a set of m+1 indeterminates over k. We will apply
Theorem 1.5.1 to the field k(x1, . . . , xm).
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Proposition 1.5.2 Let k be a field. The polynomial xa00 − ρ
∏m
i=1 x
ai
i with
ρ ∈ k−{0}, ai ∈ Z, gcd(ai) = 1 and a0 > 0 is irreducible in k(x1, . . . , xm)[x0].
Proof: If a0 = 1, the polynomial is of degree 1 and thus irreducible
in k(x1, . . . , xm)[x0]. If a0 ≥ 2, let p be a prime number dividing a0. Let
us suppose that ρ
∏m
i=1 x
ai
i belongs to k(x1, . . . , xm)
p, i.e., that there ex-
ist f(x1, . . . , xm), g(x1, . . . , xm) ∈ k[x1, . . . , xm] prime to each other, with
g(x1, . . . , xm) 6= 0, such that
ρ
m∏
i=1
xaii =
(
f(x1, . . . , xm)
g(x1, . . . , xm)
)p
The above relation can be rewritten as
g(x1, . . . , xm)
p ·
ρ ∏
{i | ai≥0}
xaii
 = f(x1, . . . , xm)p ·
 ∏
{i | ai<0}
x−aii
 .
We have that
gcd(f(x1, . . . , xm)
p, g(x1, . . . , xm)
p) = 1.
Since k[x1, . . . , xm] is a unique factorization domain and the xi are irreducible
in k[x1, . . . , xm], we also have that
gcd(
∏
{i | ai≥0}
xaii ,
∏
{i | ai<0}
x−aii ) = 1.
As a result,
f(x1, . . . , xm)
p = λρ ·
∏
{i | ai≥0}
xaii and g(x1, . . . , xm)
p = λ ·
∏
{i | ai<0}
x−aii .
for some λ ∈ k−{0}. If (λρ)1/p, λ1/p /∈ k, we have arrived to a contradiction.
Suppose that (λρ)1/p, λ1/p ∈ k. Once more, the fact that k[x1, . . . , xm] is a
unique factorization domain and the xi are irreducible in k[x1, . . . , xm] implies
that
f(x1, . . . , xm) = (λρ)
1/p ·
∏
{i | ai≥0}
xbii and g(x1, . . . , xm) = λ
1/p ·
∏
{i | ai<0}
x−bii ,
with bi ∈ Z and bip = ai, ∀i = 1, . . . , m. Since p divides a0, this contradicts
the fact that gcd(ai) = 1. In the same way, we can show that if 4 divides a0,
then ρ
∏m
i=1 x
ai
i /∈ −4k(x1, . . . , xm)4. Thus, by Theorem 1.5.1, xa00 −ρ
∏m
i=1 x
ai
i
is irreducible in k(x1, . . . , xm)[x0]. 
Thanks to Lemma 1.5.4, the above proposition implies that
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Proposition 1.5.3 Let k be a field. The polynomial xa00 −ρ
∏m
i=1 x
ai
i with ρ ∈
k − {0}, ai ∈ Z, gcd(ai) = 1 and a0 > 0 is irreducible in k[x±11 , . . . , x±1m ][x0].
Lemma 1.5.4 Let R be an integral domain with field of fractions F and
f(x) a polynomial in R[x]. If f(x) is irreducible in F [x] and at least one of
its coefficients is a unit in R, then f(x) is irreducible in R[x].
Proof: If f(x) = g(x)h(x) for two polynomials g(x), h(x) ∈ R[x], then
g(x) ∈ R or h(x) ∈ R. Let us suppose that g(x) ∈ R. Since one of the
coefficients of f(x) is a unit in R, g(x) must also be a unit in R. Thus, f(x)
is irreducible in R[x]. 
The next result is an immediate consequence of Proposition 1.5.3 and will
be used in the proof of Theorem 1.5.6.
Corollary 1.5.5 Let M :=
∏m
i=0 x
ai
i be a monomial in k[x
±1
0 , x
±1
1 , . . . , x
±1
m ]
such that gcd(ai) = 1 and let ρ ∈ k − {0}. Then M − ρ is an irreducible
element of k[x±10 , x
±1
1 , . . . , x
±1
m ].
Theorem 1.5.6 Let M :=
∏m
i=0 x
ai
i be a monomial in k[x
±1
0 , x
±1
1 , . . . , x
±1
m ]
such that gcd(ai) = 1. If f(x) is an irreducible element of k[x] such that
f(0) 6= 0, then f(M) is irreducible in k[x±10 , x±11 , . . . , x±1m ].
Proof: Suppose that f(M) = g · h with g, h ∈ k[x±10 , x±11 , . . . , x±1m ]. Let
ρ1, . . . , ρn be the roots of f(x) in a splitting field k
′. Then
f(x) = a(x− ρ1) . . . (x− ρn)
for some a ∈ k − {0}, whence
f(M) = a(M − ρ1) . . . (M − ρn).
By Corollary 1.5.5, M − ρj is irreducible in k′[x±10 , x±11 , . . . , x±1m ] for all j ∈
{1, . . . , n}. Since k′[x±10 , x±11 , . . . , x±1m ] is a unique factorization domain, we
must have
g = r ·
(
m∏
i=0
xbii
)
· (M − ρj1) . . . (M − ρjs)
for some r ∈ k − {0}, bi ∈ Z and j1, . . . , js ∈ {1, . . . , n} with j1 < j2 < . . . <
js. Thus, there exists g
′(x) ∈ k[x] such that
g =
(
m∏
i=0
xbii
)
· g′(M).
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Respectively, there exists h′(x) ∈ k[x] such that
h =
(
m∏
i=0
x−bii
)
· h′(M).
Thus, we obtain that
f(M) = g′(M)h′(M).
Since gcd(ai) = 1, there exist integers (ui)0≤i≤m such that
∑m
i=0 uiai = 1.
Let us now consider the k-algebra specialization
ϕ : k[x±10 , x
±1
1 , . . . , x
±1
m ] → k[x]
xi 7→ xui .
Then ϕ(M) = ϕ(
∏m
i=0 x
ai
i ) = x
∑m
i=0 uiai = x. If we apply ϕ to the equality
f(M) = g′(M)h′(M), we obtain that
f(x) = g′(x)h′(x).
Since f(x) is irreducible in k[x], we must have that either g′(x) ∈ k or h′(x) ∈
k. Respectively, we deduce that either g or h is a unit in k[x±10 , x
±1
1 , . . . , x
±1
m ].

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Chapter 2
On Blocks
The second chapter focuses on the study of blocks of algebras of finite type
and in particular, of symmetric algebras. In the first section, we introduce
the notion of blocks and show how we can reduce, in many different ways,
the problem of the determination of the blocks of an algebra to easier cases
(mostly by changing the ring of definition). In the second section, we give
the definition of a symmetric algebra and introduce the Schur elements asso-
ciated to its irreducible characters. We explain why the Schur elements play
an essential role in the determination of the blocks of a symmetric algebra.
Now, if we know the blocks of a symmetric algebra, then, given that certain
conditions are satisfied, we can obtain the Schur elements and the blocks
of its subalgebras with the use of a generalization of some classical results,
known as “Clifford theory”, to the case of “twisted symmetric algebras of
finite groups”. This is the object of section 2.3. Finally, in the last section,
we present some more results on the block theory of symmetric algebras,
which are related to the representation theory of these algebras. We define
decomposition maps and generalize results of Brauer theory to the case of
symmetric algebras defined over discrete valuation rings. Moreover, in sub-
section 2.4.4, we give a new criterion for a symmetric algebra to be split
semisimple.
Throughout this chapter, we use the simple example of group algebras
in order to illustrate some of the notions. However, when we introduce
Hecke algebras in Chapter 4, we will see that they are symmetric too. In
particular, the Appendix contains numerous applications of Clifford theory
to Hecke algebras. If the reader feels that they are in need of more examples
than the ones given in Chapter 2, they should feel free to refer to Chapter 4
or the Appendix.
31
2.1 Generalities
Let O be a commutative ring with a unit element and A be an O-algebra.
We denote by ZA the center of A.
An idempotent in A is an element e such that e2 = e. We say that e is
a central idempotent, if it is an idempotent in ZA. Two idempotents e1, e2
are orthogonal, if e1e2 = e2e1 = 0. Finally, an idempotent e is primitive,
if e 6= 0 and e can not be expressed as the sum of two non-zero orthogonal
idempotents.
Definition 2.1.1 The block-idempotents of A are the central primitive idem-
potents of A.
Let e be a block-idempotent of A. The two sided ideal Ae inherits a
structure of algebra, where the composition laws are those of A and the unit
element is e. The application
πe : A → Ae
h 7→ he
is an epimorphism of algebras. The algebra Ae is called a block of A. From
now on, abusing the language, we will also call blocks the block-idempotents
of A.
Lemma 2.1.2 The blocks of A are mutually orthogonal.
Proof: Let e be a block and f a central idempotent of A with f 6= e.
Then ef and e− ef are also central idempotents. We have e = ef + (e− ef)
and due to the primitivity of e, we deduce that either ef = 0 or e = ef . If f
is a block too, then either ef = 0 or f = ef = e. Therefore, f is orthogonal
to e. 
The above lemma gives rise to the following proposition.
Proposition 2.1.3 Suppose that the unity element 1 of A can be expressed
as a sum of blocks: 1 =
∑
e∈E e. Then
1. The set E is the set of all the blocks of A.
2. The family of morphisms (πe)e∈E defines an isomorphism of algebras
A→˜
∏
e∈E
Ae.
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Proof: If f is a block, then f =
∑
e∈E ef . Due to lemma 2.1.2, there
exists e ∈ E such that f = e. 
In the above context (1 is a sum of blocks), let us denote by Bl(A) the
set of all the blocks of A. Proposition 2.1.3 implies that the category Amod
of A-modules is a direct sum of the categories associated with the blocks:
Amod→˜
⊕
e∈Bl(A)
Aemod.
In particular, every representation of the O-algebra Ae defines (by composi-
tion with πe) a representation of A and we say, abusing the language, that it
“belongs to the block e”.
Every indecomposable representation of A belongs to one and only one
block. Thus the following partitions are defined:
Ind(A) =
⊔
e∈Bl(A)
Ind(A, e) and Irr(A) =
⊔
e∈Bl(A)
Irr(A, e),
where Ind(A) (resp. Irr(A)) denotes the set of indecomposable (resp. irre-
ducible) representations of A and Ind(A, e) (resp. Irr(A, e)) denotes the set
of the elements of Ind(A) (resp. Irr(A)) which belong to e.
We will consider two situations where 1 is a sum of blocks.
First case: Suppose that 1 is a sum of orthogonal primitive idempotents,
i.e., 1 =
∑
i∈P i, where
• every i ∈ P is a primitive idempotent,
• if i, j ∈ P , i 6= j, then ij = ji = 0.
Let us consider the equivalence relation B defined on P as the symmetric and
transitive closure of the relation “iAj 6= {0}”. Thus (iBj) if and only if there
exist i0, i1, . . . , in ∈ P with i0 = i and in = j such that for all k ∈ {1, . . . , n},
ik−1Aik 6= {0} or ikAik−1 6= {0}. To every equivalence class B of P with
respect to B, we associate the idempotent eB :=
∑
i∈B i.
Proposition 2.1.4 The map B 7→ eB is a bijection between the set of equiv-
alence classes of B and the set of blocks of A. In particular, we have that
1 =
∑
B∈P/B eB and 1 is sum of the blocks of A.
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Proof: It is clear that 1 =
∑
B∈P/B eB. Let a ∈ A and let B,B′ be two
equivalence classes of B with B 6= B′. Then, by definition of the relation B,
eBaeB′ = 0. Since 1 =
∑
B∈P/B eB, we have that eBa = eBaeB = aeB. Thus
eB ∈ ZA for all B ∈ P/B.
It remains to show that for all B ∈ P/B, the central idempotent eB is
primitive. Suppose that eB = e+ f , where e and f are two orthogonal prim-
itive idempotents in ZA. Then we have a partition B = Be ⊔ Bf , where
Be := {i ∈ B | ie = i} and Bf := {j ∈ B | jf = j}. For all i ∈ Be and
j ∈ Bf , we have iAj = ieAfj = iAefj = {0} and so no element of Be can
be B-equivalent to an element of Bf . Therefore, we must have either Be = ∅
or Bf = ∅, which implies that either e = 0 or f = 0. 
Second case: Suppose that ZA is a subalgebra of a commutative algebra
C where 1 is a sum of blocks. For example, if A is of finite type over O,
where O is an integral domain with field of fractions F , we can choose C to
be the center of the algebra FA := F ⊗O A. We set 1 =
∑
e∈E e, where E is
the set of blocks of C. For all S ⊆ E, set eS :=
∑
e∈S e. A subset S of E is
“on ZA” if eS ∈ ZA. If S and T are on ZA, then S ∩ T is on ZA.
Proposition 2.1.5 Let us denote by PE(ZA) the set of non-empty subsets
B of E which are on ZA and are minimal for these two properties. Then the
map PE(ZA)→ A,B 7→ eB induces a bijection between PE(ZA) and the set
of blocks of A. We have 1 =
∑
B∈PE(ZA)
eB.
Proof: Since every idempotent in C is of the form eS for some S ⊆ E, it
is clear that eB is a central primitive idempotent of A, for all B ∈ PE(ZA).
It remains to show that
1. If B,B′ are two distinct elements of PE(ZA), then B ∩ B′ = ∅.
2. PE(ZA) is a partition of E.
These two properties, stated in terms of idempotents, mean:
1. If B,B′ are two distinct elements of PE(ZA), then eB and eB′ are
orthogonal.
2. 1 =
∑
B∈PE(ZA)
eB.
Let us prove them:
1. We have eBeB′ = eB∩B′ and so B ∩ B′ = ∅, because B and B′ are
minimal.
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2. Set F :=
⋃
B∈PE(ZA)
B. Then eF =
∑
B∈PE(ZA)
eB ∈ ZA. Then
1−eF = eE−F ∈ ZA, which means that E−F is on ZA . If E−F 6= ∅,
then E−F contains an element of PE(ZA) in contradiction to the def-
inition of F . Thus F = E and PE(ZA) is a partition of E. 
Now let us assume that
• O is a commutative integral domain with field of fractions F ,
• K is a field extension of F ,
• A is an O-algebra, free and finitely generated as an O-module.
Suppose that the K-algebra KA := K ⊗O A is semisimple. Then KA is
isomorphic, by assumption, to a direct product of simple algebras:
KA ∼=
∏
χ∈Irr(KA)
Mχ,
where Irr(KA) denotes the set of irreducible characters of KA and Mχ is a
simple K-algebra.
For all χ ∈ Irr(KA), we denote by πχ : KA ։ Mχ the projection onto
the χ-factor and by eχ the element of KA such that
πχ′(eχ) =
{
1Mχ, if χ = χ
′,
0, if χ 6= χ′.
The following theorem results directly from Propositions 2.1.3 and 2.1.5.
Theorem 2.1.6
1. We have 1 =
∑
χ∈Irr(KA) eχ and the set {eχ}χ∈Irr(KA) is the set of all
the blocks of the algebra KA.
2. There exists a unique partition Bl(A) of Irr(KA) such that
(a) For all B ∈ Bl(A), the idempotent eB :=
∑
χ∈B eχ is a block of A.
(b) We have 1 =
∑
B∈Bl(A) eB and for every central idempotent e of A,
there exists a subset Bl(A, e) of Bl(A) such that
e =
∑
B∈Bl(A,e)
eB.
In particular the set {eB}B∈Bl(A) is the set of all the blocks of A.
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Remarks:
• If χ ∈ B for some B ∈ Bl(A), we say that “χ belongs to the block eB”.
• For all B ∈ Bl(A), we have
KAeB ∼=
∏
χ∈B
Mχ.
From now on, we make the following assumptions
Assumptions 2.1.7
(int) The ring O is a Noetherian and integrally closed domain with field of
fractions F and A is an O-algebra which is free and finitely generated
as an O-module.
(spl) The field K is a finite Galois extension of F and the algebra KA is split
(i.e., for every simple KA-module V , EndKA(V ) ∼= K) semisimple.
We denote by OK the integral closure of O in K.
Example 2.1.8 Let C6 be the cyclic group of order 6 and A := Z[C6]. If we
take K := Q(ζ6), where ζ6 := exp(
2pii
6 ), then the assumptions 2.1.7 are satisfied.
2.1.1 Blocks and integral closure
The Galois group Gal(K/F ) acts on KA = K⊗OA (viewed as an F -algebra)
as follows: if σ ∈ Gal(K/F ) and λ⊗ a ∈ KA, then σ(λ⊗ a) := σ(λ)⊗ a.
If V is a K-vector space and σ ∈ Gal(K/F ), we denote by σV the K-
vector space defined on the additive group V with multiplication λ.v :=
σ−1(λ)v for all λ ∈ K and v ∈ V . If ρ : KA→ EndK(V ) is a representation
of the K-algebra KA, then its composition with the action of σ−1 is also a
representation σρ : KA→ EndK(σV ):
KA
σ−1
// KA
ρ
// EndK(V ).
We denote by σχ the character of σρ and we define the action of Gal(K/F )
on Irr(KA) as follows: if σ ∈ Gal(K/F ) and χ ∈ Irr(KA), then
σ(χ) := σχ = σ ◦ χ ◦ σ−1.
This operation induces an action of Gal(K/F ) on the set of blocks of KA:
σ(eχ) = eσχ for all σ ∈ Gal(K/F ), χ ∈ Irr(KA).
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Hence, the group Gal(K/F ) acts on the set of idempotents of ZOKA and
thus on the set of blocks of OKA. Since F ∩OK = O, the idempotents of ZA
are the idempotents of ZOKA which are fixed by the action of Gal(K/F ).
As a consequence, the primitive idempotents of ZA are sums of the elements
of the orbits of Gal(K/F ) on the set of primitive idempotents of ZOKA.
Thus, the blocks of A are in bijection with the orbits of Gal(K/F ) on the set
of blocks of OKA. The following proposition is just a reformulation of this
result.
Proposition 2.1.9
1. Let B be a block of A and B′ a block of OKA contained in B. If
Gal(K/F )B′ denotes the stabilizer of B
′ in Gal(K/F ), then
B =
⋃
σ∈Gal(K/F )/Gal(K/F )B′
σ(B′) i.e., eB =
∑
σ∈Gal(K/F )/Gal(K/F )B′
σ(eB′).
2. Two characters χ, ψ ∈ Irr(KA) are in the same block of A if and only
if there exists σ ∈ Gal(K/F ) such that σ(χ) and ψ belong to the same
block of OKA.
Remark: For all χ ∈ B′, we have Gal(K/F )χ ⊆ Gal(K/F )B′ .
The assertion (2) of the proposition above allows us to transfer the prob-
lem of the classification of the blocks of A to that of the classification of the
blocks of OKA.
2.1.2 Blocks and prime ideals
We denote by Spec1(O) the set of prime ideals of height 1 of O. Since O
is Noetherian and integrally closed, Proposition 1.2.26 implies that O is a
Krull ring. By Theorem 1.2.24, we have
O =
⋂
p∈Spec1(O)
Op,
where Op := {x ∈ F | (∃a ∈ O − p)(ax ∈ O)} is the localization of O at p.
In particular, Op is a discrete valuation ring.
Let p be a prime ideal of O and OpA := Op ⊗O A. The blocks of OpA
are called the “p-blocks of A”. If χ, ψ ∈ Irr(KA) belong to the same block
of OpA, we write χ ∼p ψ.
37
Proposition 2.1.10 Two characters χ, ψ ∈ Irr(KA) belong to the same
block of A if and only if there exist a finite sequence χ0, χ1, . . . , χn ∈ Irr(KA)
and a finite sequence p1, . . . , pn ∈ Spec1(O) such that
• χ0 = χ and χn = ψ,
• for all j (1 ≤ j ≤ n), χj−1 ∼pj χj.
Proof: Let us denote by ∼ the equivalence relation on Irr(KA) defined
as the transitive closure of the relation “there exists p ∈ Spec1(O) such that
χ ∼p ψ”. Thus, we have to show that χ ∼ ψ if and only if χ and ψ belong
to the same block of A.
We will first show that the equivalence relation ∼ is finer than the relation
“being in the same block of A”. Let B be a block of A. Then B is a subset
of Irr(KA) such that
∑
χ∈B eχ ∈ A. Since O =
⋂
p∈Spec1(O)
Op, we have
that
∑
χ∈B eχ ∈ OpA for all p ∈ Spec1(O). Therefore, by Theorem 2.1.6,
C is a union of blocks of OpA for all p ∈ Spec1(O) and, hence, a union of
equivalence classes of ∼.
Now we will show that the relation “being in the same block of A”
is finer than the relation ∼. Let C be an equivalence class of ∼. Then∑
χ∈C eχ ∈ OpA for all p ∈ Spec1(O). Thus
∑
χ∈C eχ ∈
⋂
p∈Spec1(O)
OpA = A
and C is a union of blocks of A. 
Remark: More generally, if we denote by Spec(O) the set of prime ideals
of O, then
O =
⋂
p∈Spec(O)
Op.
Hence, Proposition 2.1.10 is also true, if we replace Spec1(O) by Spec(O).
However, in this case, Op is not always a discrete valuation ring.
Thanks to Proposition 2.1.10, we can transfer the problem of the deter-
mination of the blocks of A to that of the determination of the p-blocks of
A, where p runs over the set or prime ideals (of height 1) of O.
Example 2.1.11 Let C6 be the cyclic group of order 6 and A := Z[C6]. The
group C6 (and thus the algebra Q(ζ6)[C6]) has 6 irreducible characters χ1, . . . , χ6,
where
• χ1 is the trivial character,
• χ4(g) ∈ R for all g ∈ C6,
• χ2 is the conjugate of χ6,
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• χ3 is the conjugate of χ5,
• χ2(g)χ3(g) = χ4(g) for all g ∈ C6.
If p is a prime number, then the localization of Z at pZ is a discrete valuation ring.
By Brauer theory, the p-blocks of C6 are trivial, unless p divides the order of C6.
The 2-blocks of C6 are {χ1, χ4}, {χ2, χ5} and {χ3, χ6}, whereas the 3-blocks of C6
are {χ1, χ3, χ5} and {χ2, χ4, χ6}. Proposition 2.1.10 implies that all the irreducible
characters of C6 belong to the same block of A.
2.1.3 Blocks and quotient blocks
Let p be a prime ideal of O. Then Op is a local ring, whose maximal ideal
is p′ := pOp. Let q be a prime ideal of O such that q ⊆ p. Then q′ := qOp
is a prime ideal of Op. The natural surjection πq : Op ։ Op/q′ extends to a
morphism πq : OpA։ (Op/q′)A, which in turn induces a morphism
πq : ZOpA→ Z(Op/q′)A.
The following lemma will serve for the proof of Proposition 2.1.13.
Lemma 2.1.12 Let e be an idempotent of OpA whose image e¯ in (Op/q′)A
is central. Then e is central.
Proof: We have the following equality:
OpA = eOpAe⊕ eOpA(1− e)⊕ (1− e)OpAe⊕ (1− e)OpA(1− e).
Since e¯ is central, we have
e¯(Op/q′)A(1− e¯) = (1− e¯)(Op/q′)Ae¯ = {0},
i.e.,
eOpA(1− e) ⊆ qOpA and (1− e)OpAe ⊆ qOpA.
Since e and (1− e) are idempotents, we get
eOpA(1− e) ⊆ q′eOpA(1− e) and (1− e)OpAe ⊆ q′(1− e)OpAe.
However, q′ is contained in the maximal ideal p′ of Op. By Nakayama’s
lemma, we obtain that
eOpA(1− e) = (1− e)OpAe = {0}.
We deduce that
OpA = eOpAe⊕ (1− e)OpA(1− e)
and consequently, e is central. 
39
Proposition 2.1.13 If K = F , then the morphism
πq : ZOpA→ Z(Op/q′)A
induces a bijection between the set of blocks of OpA and the set of blocks of
(Op/q′)A.
Proof: From now on, the symbol ̂ will stand for p-adic completion. It
is immediate that πq sends a block of OpA to a sum of blocks of (Op/q′)A.
Now let e¯ be a block of (Op/q′)A. Following Theorem 1.3.3, all Noethe-
rian local rings are contained in their completions. By Corollary 1.3.5, the
completion of Op/q′ with respect to the p-adic topology is Oˆp/qOˆp. Thus,
e¯ ∈ (Oˆp/qOˆp)A ∼= OˆpA/qOˆpA. In particular, e¯ ∈ Z(Oˆp/qOˆp)A. By the
theorems of lifting idempotents (cf., for example, [62], Theorem 3.2) and the
lemma above, e¯ is lifted to a central idempotent e in OˆpA. Following Theorem
2.1.6, e is a sum of blocks of OˆpA. Since the algebra KA is split semisimple,
the blocks of OˆpA belong to KA. By Theorem 1.3.6, K ∩ Oˆp = Op and thus
e is a sum of primitive idempotents of OpA which belong to ZOˆpA. Since
OpA ∩ ZOˆpA = ZOpA, we deduce that e¯ is lifted to a sum of blocks of OpA
and this provides the block bijection. 
The following well-known result on blocks is the application of our Propo-
sition 2.1.13 to the case q = p.
Corollary 2.1.14 If K = F and kp is the residue field of Op, then the
morphism
πp : ZOpA→ ZkpA
induces a bijection between the set of blocks of OpA and the set of blocks of
kpA.
2.1.4 Blocks and central characters
Since KA is a split semisimple K-algebra, we have that
KA ∼=
∏
χ∈Irr(KA)
Mχ,
where Mχ is a matrix algebra isomorphic to Matχ(1)(K).
Recall that A is of finite type and thus integral over O ([12], §1, Def. 2).
The map πχ : KA։Mχ, restricted to ZKA, defines a map ωχ : ZKA։ K
(by Schur’s lemma), which in turn, restricted to ZA, defines the morphism
ωχ : ZA→ OK ,
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where OK denotes the integral closure of O in K.
Now let p be a prime ideal of O. In the case where Op is a discrete
valuation ring (for example, when p is a prime ideal of height 1), we have
the following result which is proven later in this chapter, Proposition 2.4.16.
For a different approach to its proof, see [18], Proposition 1.18.
Proposition 2.1.15 Suppose that Op is a discrete valuation ring with unique
maximal ideal p′ := pOp and K = F . Two characters χ, χ′ ∈ Irr(KA) belong
to the same block of OpA if and only if
ωχ(z) ≡ ωχ′(z) mod p′ for all z ∈ ZOpA.
2.2 Symmetric algebras
Let O be a ring and let A be an O-algebra. Suppose again that the assump-
tions 2.1.7 are satisfied.
Definition 2.2.1 A trace function on A is an O-linear map t : A→ O such
that t(ab) = t(ba) for all a, b ∈ A.
Definition 2.2.2 We say that a trace function t : A→ O is a symmetrizing
form on A or that A is a symmetric algebra if the morphism
tˆ : A→ HomO(A,O), a 7→ (x 7→ tˆ(a)(x) := t(ax))
is an isomorphism of A-modules-A.
Example 2.2.3 In the case where O = Z and A = Z[G] (G a finite group), we
can define the following symmetrizing form (“canonical”) on A
t : Z[G]→ Z,
∑
g∈G
agg 7→ a1,
where ag ∈ Z for all g ∈ G.
Since A is a free O-module of finite rank, we have the following isomor-
phism
HomO(A,O)⊗O A →˜ HomO(A,A)
ϕ⊗ a 7→ (x 7→ ϕ(x)a).
Composing it with the isomorphism
A⊗O A →˜ HomO(A,O)⊗O A
a⊗ b 7→ tˆ(a)⊗ b,
we obtain an isomorphism
A⊗O A→˜HomO(A,A).
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Definition 2.2.4 We denote by CA and we call Casimir of (A, t) the inverse
image of idA by the above isomorphism.
Example 2.2.5 In the case where O = Z, A = Z[G] (G a finite group) and t is
the canonical symmetrizing form, we have CZ[G] =
∑
g∈G g
−1 ⊗ g.
More generally, if (ei)i∈I is a basis of A over O and (e′i)i∈I is the dual
basis with respect to t (i.e., t(eie
′
j) = δij), then
CA =
∑
i∈I
e′i ⊗ ei.
In this case, let us denote by cA the image of CA by the multiplication
A ⊗ A → A, i.e., cA =
∑
i∈I e
′
iei. It is easy to check (see also [20], 7.9) the
following properties of the Casimir element:
Lemma 2.2.6 For all a ∈ A, we have
1.
∑
i ae
′
i ⊗ ei =
∑
i ei ⊗ e′ia.
2. aCA = CAa. Consequently, cA ∈ ZA.
3. a =
∑
i t(ae
′
i)ei =
∑
i t(aei)e
′
i =
∑
i t(e
′
i)eia =
∑
i t(ei)e
′
ia.
If τ : A → O is a linear form, we denote by τ∨ its inverse image by the
isomorphism tˆ, i.e., τ∨ is the element of A such that
t(τ∨a) = τ(a) for all a ∈ A.
The element τ∨ has the following properties:
Lemma 2.2.7
1. τ is a trace function if and only if τ∨ ∈ ZA.
2. We have τ∨ =
∑
i τ(e
′
i)ei =
∑
i τ(ei)e
′
i and more generally, for all
a ∈ A, we have τ∨a =∑i τ(e′ia)ei =∑i τ(eia)e′i.
Proof:
1. Recall that t is a trace function. Let a ∈ A. For all x ∈ A, we have
tˆ(τ∨a)(x) = t(τ∨ax) = τ(ax)
and
tˆ(aτ∨)(x) = t(aτ∨x) = t(τ∨xa) = τ(xa)
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If τ is a trace function, then τ(ax) = τ(xa) and hence, tˆ(τ∨a) = tˆ(aτ∨).
Since tˆ is an isomorphism, we obtain that τ∨a = aτ∨ and thus τ∨ ∈ ZA.
Now if τ∨ ∈ ZA and a, b ∈ A, then
τ(ab) = t(τ∨ab) = t(bτ∨a) = t(baτ∨) = t(τ∨ba) = τ(ba).
2. It derives from property 3 of Lemma 2.2.6 and the definition of τ∨. 
Let χreg be the character of the regular representation of A, i.e., the linear
form on A defined as
χreg(a) := trA/O(λa),
where λa : A→ A, x 7→ ax, is the endomorphism of left multiplication by a.
Proposition 2.2.8 We have χ∨reg = cA.
Proof: Let a ∈ A. The inverse image of λa by the isomorphism
A⊗O A→˜HomO(A,A) is aCA (by definition of the Casimir). Hence,
λa = (x 7→
∑
i
tˆ(e′ia)(x)ei) = (x 7→
∑
i
t(e′iax)ei)
and
trA/O(λa) =
∑
i
t(e′iaei) = t(a
∑
i
e′iei) = t(acA) = t(cAa).
Therefore, for all a ∈ A, we have χreg(a) = t(cAa), i.e., χ∨reg = cA. 
If A is a symmetric algebra with a symmetrizing form t, we obtain a
symmetrizing form tK on KA by extension of scalars. Every irreducible
character χ ∈ Irr(KA) is a trace function on KA and thus we can define
χ∨ ∈ ZKA.
Definition 2.2.9 For all χ ∈ Irr(KA), we call Schur element of χ with
respect to t and denote by sχ the element of K defined by
sχ := ωχ(χ
∨).
Proposition 2.2.10 For all χ ∈ Irr(KA), sχ ∈ OK .
The proof of the above result will be given in Proposition 2.4.6.
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Example 2.2.11 Let O := Z, A := Z[G] (G a finite group) and t the canonical
symmetrizing form. If K is an algebraically closed field of characteristic 0, then
KA is a split semisimple algebra and sχ = |G|/χ(1) for all χ ∈ Irr(KA). Because
of the integrality of the Schur elements, we must have |G|/χ(1) ∈ Z = ZK ∩Q for
all χ ∈ Irr(KA). Thus, we have shown that χ(1) divides |G|.
The following properties of the Schur elements can be derived easily from
the above (see also [17],[32],[33],[34],[20])
Proposition 2.2.12
1. We have
t =
∑
χ∈Irr(KA)
1
sχ
χ.
2. For all χ ∈ Irr(KA), the central primitive idempotent associated with
χ is
eχ =
1
sχ
χ∨ =
1
sχ
∑
i∈I
χ(e′i)ei.
3. For all χ ∈ Irr(KA), we have
sχχ(1) =
∑
i∈I
χ(e′i)χ(ei) and sχχ(1)
2 = χ(
∑
i∈I
e′iei) = χ(χ
∨
reg).
Corollary 2.2.13 The blocks of A are the non-empty subsets B of Irr(KA)
minimal with respect to the property∑
χ∈B
1
sχ
χ(a) ∈ O for all a ∈ A.
2.3 Twisted symmetric algebras of finite groups
This part is an adaptation of the section “Symmetric algebras of finite
groups” of [18] to a more general case.
Let A be an O-algebra such that the assumptions 2.1.7 are satisfied with
a symmetrizing form t. Let A¯ be a subalgebra of A free and of finite rank as
O-module.
We denote by A¯⊥ the orthogonal of A¯ with respect to t, i.e., the sub-A¯-
module-A¯ of A defined as
A¯⊥ := {a ∈ A | (∀a¯ ∈ A¯)(t(aa¯) = 0)}.
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Proposition 2.3.1
1. The restriction of t to A¯ is a symmetrizing form for A¯ if and only if
A¯⊕ A¯⊥ = A. In this case the projection of A onto A¯ parallel to A¯⊥ is
the map
BrAA¯ : A→ A¯ such that t(BrAA¯(a)a¯) = t(aa¯) for all a ∈ A and a¯ ∈ A¯.
2. If the restriction of t to A¯ is a symmetrizing form for A¯, then A¯⊥ is
the sub-A¯-module-A¯ of A defined by the following two properties:
(a) A = A¯⊕ A¯⊥,
(b) A¯⊥ ⊆ Kert.
Proof:
1. Let us denote by t¯ the restriction of t to A¯. Suppose that t¯ is a
symmetrizing form for A¯. Let a ∈ A. Then tˆ(a) := (x 7→ t(ax)) ∈
HomO(A,O). The restriction of tˆ(a) to A¯ belongs to HomO(A¯,O) and
therefore, there exists a¯ ∈ A¯ such that t¯(a¯x¯) = t(a¯x¯) = t(ax¯) for all
x¯ ∈ A¯. Thus a − a¯ ∈ A¯⊥ and since a = a¯ + (a − a¯), we obtain that
A = A¯+A¯⊥. If a¯ ∈ A¯∩A¯⊥, then we have ˆ¯t(a¯) = 0 ∈ HomO(A¯,O). Since
ˆ¯t is an isomorphism, we deduce that a¯ = 0. Therefore, A = A¯ ⊕ A¯⊥
and the definition of BrAA¯ is immediate.
Now suppose that A = A¯⊕ A¯⊥. We will show that the map
ˆ¯t : A¯ → HomO(A¯,O)
A¯ 7→ (x¯ 7→ t¯(a¯x¯) = t(a¯x¯))
is an isomorphism of A¯-modules-A¯. The map ˆ¯t is obviously injective,
because ˆ¯t(a¯) = 0 implies that a¯ ∈ A¯ ∩ A¯⊥ and thus a¯ = 0. Now let
f¯ be an element of HomO(A¯,O). The map f¯ can be extended to a
map f ∈ HomO(A,O) such that f(a) = f¯(BrAA¯(a)) for all a ∈ A, where
BrAA¯ denotes the projection of A onto A¯ parallel to A¯
⊥. Since t is a
symmetrizing form for A, there exists a ∈ A such that tˆ(a) = f , i.e.,
t(ax) = f(x) for all x ∈ A. Consequently, if x¯ ∈ A¯, we have
t(BrAA¯(a)x¯) = t(ax¯) = f(x¯) = f¯(x¯)
and thus ˆ¯t(BrAA¯(a)) = f¯ . Hence,
ˆ¯t is surjective.
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2. Let B be a sub-A¯-module-A¯ of A such that A = A¯⊕B and B ⊆ Kert.
Let b ∈ B. For all a¯ ∈ A¯, we have ba¯ ∈ B ⊆ Kert and thus t(ba¯) = 0.
Hence B ⊆ A¯⊥. Since the restriction of t to A¯ is a symmetrizing form
for A¯, we also have A = A¯⊕ A¯⊥. Now let a ∈ A¯⊥. Since A = A¯⊕ B,
there exist a¯ ∈ A¯ and b ∈ B such that a = a¯ + b. Since b ∈ A¯⊥, we
must have a = b ∈ B and therefore, B = A¯⊥. 
Example 2.3.2 In the case where O = Z and A = Z[G] (G a finite group), let
A¯ := Z[G¯] be the algebra of a subgroup G¯ of G. Then the morphism BrAA¯ is the
projection given by {
g 7→ g, if g ∈ G¯;
g 7→ 0, if g /∈ G¯.
Definition 2.3.3 Let A be a symmetric O-algebra with symmetrizing form
t. Let A¯ be a subalgebra of A. We say that A¯ is a symmetric subalgebra of
A, if it satisfies the following two conditions:
1. A¯ is free (of finite rank) as an O-module and the restriction ResAA¯(t) of
the form t to A¯ is a symmetrizing form on A¯,
2. A is free (of finite rank) as an A¯-module for the action of left multipli-
cation by the elements of A¯.
From now on, let us suppose that A¯ is a symmetric subalgebra of A and
set t¯ := ResAA¯(t). We denote by
IndAA¯ :A¯ mod→A mod and ResAA¯ :A mod→A¯ mod
the functors defined as usual by
IndAA¯ := A⊗A¯ − where A is viewed as an A-module-A¯
and
ResAA¯ := A⊗A − where A is viewed as an A¯-module-A.
Since A is free as A¯-module and as module-A¯, the functors ResAA¯ and Ind
A
A¯
are adjoint from both sides.
Moreover, let K be a finite Galois extension of the field of fractions of O
such that the algebras KA and KA¯ are both split semisimple.
We denote by 〈−,−〉KA the scalar product on the K-vector space of trace
functions for which the family (χ)χ∈Irr(KA) is orthonormal and 〈−,−〉KA¯ the
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scalar product on the K-vector space of trace functions for which the family
(χ¯)χ¯∈Irr(KA¯) is orthonormal.
Since the functors ResAA¯ and Ind
A
A¯ are adjoint from both sides, we obtain
the Frobenius reciprocity formula:
〈χ, IndKAKA¯(χ¯)〉KA = 〈ResKAKA¯(χ), χ¯〉KA¯.
For every element χ ∈ Irr(KA), let
ResKAKA¯(χ) =
∑
χ¯∈Irr(KA¯)
mχ,χ¯χ¯ (where mχ,χ¯ ∈ N).
Frobenius reciprocity implies that, for all χ¯ ∈ Irr(KA¯),
IndKAKA¯(χ¯) =
∑
χ∈Irr(KA)
mχ,χ¯χ.
The following property is immediate.
Lemma 2.3.4 For χ ∈ Irr(KA) and χ¯ ∈ Irr(KA¯), let e(χ) and e¯(χ¯) be
respectively the block-idempotents of KA and KA¯ associated with χ and χ¯.
The following conditions are equivalent:
(i) mχ,χ¯ 6= 0,
(ii) e(χ)e¯(χ¯) 6= 0.
For all χ¯ ∈ Irr(KA¯), we set
Irr(KA, χ¯) := {χ ∈ Irr(KA) |mχ,χ¯ 6= 0},
and for all χ ∈ Irr(KA),
Irr(KA¯, χ) := {χ¯ ∈ Irr(KA¯) |mχ,χ¯ 6= 0}.
We denote respectively by sχ and sχ¯ the Schur elements of χ and χ¯ ( with
respect to the symmetrizing forms t for A and t¯ for A¯).
Lemma 2.3.5 For all χ¯ ∈ Irr(KA¯) we have
1
sχ¯
=
∑
χ∈Irr(KA,χ¯)
mχ,χ¯
sχ
.
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Proof: It derives from the relations
t =
∑
χ∈Irr(KA)
1
sχ
χ, t¯ =
∑
χ¯∈Irr(KA¯)
1
sχ¯
χ¯, t¯ = ResAA¯(t).

In the next chapters, we will work on the Hecke algebras of complex
reflection groups, which, under certain assumptions, are symmetric. Some-
times the Hecke algebra of a group W appears as a symmetric subalgebra
of the Hecke algebra of another group W ′, which contains W . Since we will
be mostly interested in the determination of the blocks of these algebras, it
would be helpful, if we could obtain the blocks of the former from the blocks
of the latter or vice versa. This is possible with the use of a generalization
of some classical results known as “Clifford theory”.
“Clifford theory” was originally developed by A. H. Clifford in 1937 for
finite group algebras over a field (cf. [26]): if G is a finite group, F is a field
and N is a normal subgroup of G, then important information concerning
simple and indecomposable KG-modules can be obtained by applying (per-
haps repeatedly) three basic operations: (a) restriction to FN , (b) extension
from FN , (c) induction from FN . In the past twenty years, the theory has
enjoyed vigorous development. The foundations have been strengthened and
reorganized from new points of view and Clifford’s results have been gen-
eralized to various types of algebras (cf., for example, [28]). Here we will
generalize these results to the case of, what we are about to define as, the
twisted symmetric algebras of finite groups and in particular, of finite cyclic
groups.
Definition 2.3.6 Let A be a symmetric O-algebra with symmetrizing form
t. We say that A is the twisted symmetric algebra of a finite group G over
the subalgebra A¯, if the following conditions are satisfied:
1. A¯ is a symmetric subalgebra of A.
2. There exists a family {Ag | g ∈ G} of O-submodules of A such that
(a) A =
⊕
g∈GAg,
(b) AgAh = Agh for all g, h ∈ G,
(c) A1 = A¯,
(d) t(Ag) = 0 for all g ∈ G \ {1}.
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If that is the case, then Proposition 2.3.1 implies that⊕
g∈G\{1}
Ag = A¯
⊥.
Proposition 2.3.7 Let A be a symmetric O-algebra with symmetrizing form
t. The algebra A is the twisted symmetric algebra of a finite group G over
the subalgebra A¯ if and only if the following conditions are satisfied:
1. A¯ is a symmetric subalgebra of A.
2. There exists a family {ag | g ∈ G} of invertible elements of A such that
(a) A =
⊕
g∈G agA¯,
(b) agA¯ = A¯ag for all g ∈ G,
(c) agahA¯ = aghA¯ for all g, h ∈ G,
(d) a1 = 1,
(e) ag ∈ A¯⊥ for all g ∈ G \ {1}.
Proof: If A is the twisted symmetric algebra of a finite group G over the
subalgebra A¯, then A¯ is a symmetric subalgebra of A and there exists a family
{Ag | g ∈ G} of O-submodules of A which satisfy the conditions (a)–(d) of
Definition 2.3.6. Let g ∈ G. Then, by property (b), AgAg−1 = A1 = A¯. Since
1 ∈ A¯, there exists ag ∈ Ag and ag−1 ∈ Ag−1 such that agag−1 = 1. Now, if
x ∈ Ag, then x = aga−1g x ∈ agAg−1Ag = agA¯ and thus, Ag ⊆ agA¯. Property
(b) implies the inverse inclusion. In the same way, we show that Ag = A¯ag.
Hence, we obtain that there exists a family {ag | g ∈ G} of invertible elements
of A such that
A =
⊕
g∈G agA¯ and agA¯ = A¯ag for all g ∈ G.
We can choose a1 := 1. Moreover, for all g, h ∈ G, we have agah ∈ AgAh =
Agh. Since agah is a unit in A, we obtain that Agh = agahA¯, i.e., aghA¯ =
agahA¯. Finally, for all g ∈ G \ {1} and a¯ ∈ A¯, we have aga¯ ∈ agA¯ = Ag and
property (d) implies that t(aga¯) = 0. Thus, ag ∈ A¯⊥ for all g ∈ G \ {1}.
Now, let us suppose that the conditions 1 and 2 are satisfied. For all
g ∈ G, we set Ag := agA¯ = A¯ag. We only need to show that the fam-
ily {Ag | g ∈ G} satisfies the conditions (b), (c) and (d) of Definition 2.3.6.
Obviously, A1 = a1A¯ = 1A¯ = A¯. Moreover, if g ∈ G \ {1} and x ∈ Ag,
then there exists a¯ ∈ A¯ such that x = aga¯. Since ag ∈ A¯⊥, we obtain that
t(x) = t(aga¯) = 0. Hence, t(Ag) = 0 for all g ∈ G \ {1}. It remains to
show that AgAh = Agh for all g, h ∈ G. We have AgAh = (agA¯)(ahA¯) =
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ag(A¯ah)A¯ = ag(ahA¯)A¯ = agahA¯ = aghA¯ = Agh. 
From now on, let (A, t) be the twisted symmetric algebra of a finite group
G over the subalgebra A¯. Due to the proposition above, for all g ∈ G,
there exists ag ∈ Ag ∩ A× such that Ag = agA¯ = A¯ag. We fix a system of
representatives Rep(A/A¯) := {ag | g ∈ G}.
Proposition 2.3.8 Let (e¯i)i∈I be a basis of A¯ over O and (e¯′i)i∈I its dual
with respect to the symmetrizing form t¯. Then the families
(e¯iag)i∈I,ag∈Rep(A/A¯) and (a
−1
g e¯
′
i)i∈I,ag∈Rep(A/A¯)
are two O-bases of A dual to each other.
2.3.1 Action of G on ZA¯
Lemma 2.3.9 Let a¯ ∈ ZA¯ and g ∈ G. There exists a unique element g(a¯)
of A¯ satisfying
g(a¯)xg = xga¯ for all xg ∈ Ag. (†)
In particular, g(a¯) = aga¯a
−1
g .
Proof: For all xg ∈ Ag, we have a−1g xg ∈ A¯. Set g(a¯) := aga¯a−1g . Since
a¯ ∈ ZA¯, we obtain that g(a¯)xg = aga¯a−1g xg = aga−1g xga¯ = xga¯. Now, let y be
another element of A such that yxg = xga¯ for all xg ∈ Ag. Then yag = aga¯,
whence y = g(a¯). Therefore, g(a¯) is the unique element of A which satisfies
(†). 
Remark: Note that g(a¯) does not depend on the choice of ag.
Proposition 2.3.10 The map a¯ 7→ g(a¯) defines an action of G as ring
automorphism of ZA¯.
Proof: Let a¯ ∈ ZA¯ and g ∈ G. We will show that g(a¯) ∈ ZA¯. If x¯ ∈ A¯,
then x¯ag ∈ Ag and we have
x¯(g(a¯)ag) = x¯(aga¯) = (x¯ag)a¯ = g(a¯)(x¯ag).
Multiplying both sides by a−1g , we obtain that
x¯g(a¯) = g(a¯)x¯
and hence, g(a¯) ∈ ZA¯.
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Since a1 = 1, we have 1G(a¯) = a¯. If g1, g2 ∈ G, then equation (†) gives
g1(g2(a¯))ag1ag2 = ag1g2(a¯)ag2 = ag1ag2a¯.
Due to property (b) of Definition 2.3.6, the product ag1ag2 generates the
submodule Ag1g2. Therefore, g1(g2(a¯))u = ua¯ for all u ∈ Ag1g2 . By Lemma
2.3.9, we obtain that (g1g2)(a¯) = g1(g2(a¯)).
Finally, let us fix g ∈ G. By definition, the map a¯ 7→ g(a¯) is an additive
automorphism of ZA¯. If a¯1, a¯2 ∈ ZA¯, then
xga¯1a¯2 = g(a¯2)xga¯1 = g(a¯1)g(a¯2)xg for all xg ∈ Ag.
By Lemma 2.3.9, we obtain that g(a¯1a¯2) = g(a¯1)g(a¯2). 
Now let b¯ be a block(-idempotent) of A¯. If g ∈ G, then g(b¯) is also a
block of A¯. So we must have either g(b¯) = b¯ or g(b¯) orthogonal to b¯. Set
Tr(G, b¯) :=
∑
g∈G/Gb¯
g(b¯),
where Gb¯ := {g ∈ G | g(b¯) = b¯}. It is clear that
• b¯ is a central idempotent of⊕g∈Gb¯ Ag =: AGb¯ ,
• Tr(G, b¯) is a central idempotent of A.
From now on, let b := Tr(G, b¯) and xg ∈ Ag. We have
• b¯xg b¯ =
{
xg b¯ = b¯xg, if g ∈ Gb¯;
0, if g /∈ Gb¯,
• b¯xgb = b¯xg and bxg b¯ = xg b¯.
Proposition 2.3.11 The applications
bAb¯⊗AG
b¯
b¯ b¯Ab→ Ab
baga¯b¯⊗ b¯a¯′ag′b 7→ aga¯b¯a¯′ag′
ab 7→∑g∈G/Gb¯ baag b¯⊗ b¯a−1g ,
and 
b¯Ab⊗Ab bAb¯→ AGb¯ b¯
b¯a¯agb⊗ bag′ a¯′b¯ 7→
{
b¯a¯agag′ a¯
′b¯, if gg′ ∈ Gb¯;
0, if not.
a¯ag b¯ 7→ a¯ag b¯⊗ b¯ ( where g ∈ Gb¯),
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define isomorphisms inverse to each other
bAb¯ ⊗AG
b¯
b¯ b¯Ab ↔˜Ab and b¯Ab⊗Ab bAb¯ ↔˜AGb¯ b¯.
Therefore, bAb¯ and b¯Ab are Morita equivalent. In particular, the functors
IndAA¯ = (bAb¯⊗AG
b¯
b¯ −) and b¯ ·ResAA¯ = (b¯Ab⊗Ab −)
define category equivalences inverse to each other between AG
b¯
b¯mod and
Abmod.
2.3.2 Multiplication of an A-module by an OG-module
Let X be an A-module and ρ : A → EndO(X) be the structural morphism.
We define an additive functor
X · − :OG mod→A mod, Y 7→ X · Y
as follows: If Y is an OG-module and σ : OG → EndO(Y ) is the structural
morphism, we denote by X · Y the O-module X ⊗O Y . The action of A on
the latter is given by the morphism
ρ · σ : A→ EndO(X ⊗ Y ), a¯ag 7→ ρ(a¯ag)⊗ σ(g).
Proposition 2.3.12 Let X be an A¯-module. The application
A⊗A¯ X → X · OG
defined by
ag ⊗A¯ x 7→ ρ(ag)(x)⊗O g (for all x ∈ X and g ∈ G)
is an isomorphism of A-modules
IndAA¯(X)→˜X · OG.
2.3.3 Induction and restriction of KA-modules and KA¯-
modules
Let X be a KA-module of character χ and Y a KG-module of character ξ.
We denote by χ · ξ the character of the KA-module X · Y . From now on, all
group algebras over K will be considered split semisimple.
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Proposition 2.3.13 Let χ be an irreducible character of KA which restricts
to an irreducible character χ¯ of KA¯. Then
1. The characters (χ ·ξ)ξ∈Irr(KG) are distinct irreducible characters of KA.
2. We have
IndKAKA¯(χ¯) =
∑
ξ∈Irr(KG)
ξ(1)(χ · ξ).
Proof: The second relation results from Proposition 2.3.12. We have
〈IndKAKA¯(χ¯), IndKAKA¯(χ¯)〉KA =
∑
ξ,ξ′∈Irr(KG)
ξ(1)ξ′(1)〈χ · ξ, χ · ξ′〉KA.
Frobenius reciprocity now gives
〈IndKAKA¯(χ¯), IndKAKA¯(χ¯)〉KA = 〈ResKAKA¯(
∑
ξ∈Irr(KG) ξ(1)χ · ξ), χ¯〉KA¯
= 〈∑ξ∈Irr(KG) ξ(1)2χ¯, χ¯〉KA¯
=
∑
ξ∈Irr(KG) ξ(1)
2 = |G|,
whence we obtain
|G| =
∑
ξ,ξ′∈Irr(KG)
ξ(1)ξ′(1)〈χ · ξ, χ · ξ′〉KA.
Since |G| = ∑ξ∈Irr(KG) ξ(1)2, we must have 〈χ · ξ, χ · ξ′〉KA = δξ,ξ′ and the
proof is complete. 
For all χ¯ ∈ Irr(KA¯), we denote by e¯(χ¯) the block of KA¯ associated with
χ¯. We have seen that if g ∈ G, then g(e¯(χ¯)) is also a block of KA¯. Since
KA¯ is split semisimple, it must be associated with an irreducible character
g(χ¯) of KA¯. Thus, we can define an action of G on Irr(KA¯) such that for
all g ∈ G, e¯(g(χ¯)) = g(e¯(χ¯)). We denote by Gχ¯ the stabilizer of χ¯ in G.
Obviously, Gχ¯ = Ge¯(χ¯).
Proposition 2.3.14 Let χ¯ ∈ Irr(KA¯) and suppose that χ¯ is extended to a
character χ˜ ∈ Irr(KAGχ¯) (i.e., Res
KAGχ¯
KA¯
(χ˜) = χ¯). We set
χ := IndKAKAGχ¯ (χ˜) and χξ := Ind
KA
KAGχ¯
(χ˜ · ξ) for all ξ ∈ Irr(KGχ¯).
Then
1. The characters (χξ)ξ∈Irr(KGχ¯) are distinct irreducible characters of KA.
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2. We have
IndKAKA¯(χ¯) =
∑
ξ∈Irr(KGχ¯)
ξ(1)χξ.
In particular,
mχξ,χ¯ = ξ(1) and χξ(1) = |G : Gχ¯|χ¯(1)ξ(1).
3. For all ξ ∈ Irr(KGχ¯), we have
sχξ =
|Gχ¯|
ξ(1)
sχ¯.
Proof:
1. By Proposition 2.3.13, we obtain that the characters (χ˜ · ξ)ξ∈Irr(KGχ¯)
are distinct irreducible characters of Irr(KAGχ¯). Now let e¯(χ¯) be the
block of KA¯ associated with the irreducible character χ¯. We have
seen that e¯(χ¯) is a central idempotent of KAGχ¯ . Proposition 2.3.11
implies that the functor IndKAKA¯ defines a Morita equivalence between
the category KAGχ¯ e¯(χ¯)mod and its image. Therefore, the characters
(IndKAKAGχ¯ (χ˜ · ξ))ξ∈Irr(KGχ¯) are distinct irreducible characters of KA.
2. By Proposition 2.3.13, we obtain that
Ind
KAGχ¯
KA¯
(χ¯) =
∑
ξ∈Irr(KGχ¯)
ξ(1)χ˜ · ξ.
Applying IndKAKAGχ¯ to both sides gives us the required relation. Obvi-
ously, mχξ,χ¯ = ξ(1).
Now let us calculate the value of χξ(a¯) for any a¯ ∈ A¯. Let Y be an irre-
ducibleKAGχ¯-module of character ψ.Then Ind
KA
KAGχ¯
(Y ) = KA⊗KAGχ¯Y
has character IndKAKAGχ¯ (ψ). We have KA =
⊕
g∈G/Gχ¯
agKA¯. Let a¯ ∈ A¯.
Then
a¯IndKAKAGχ¯ (Y ) =
⊕
g∈G/Gχ¯
a¯agKA¯⊗KAGχ¯ Y
=
⊕
g∈G/Gχ¯
ag(a
−1
g a¯ag)KA¯⊗KAGχ¯ Y
=
⊕
g∈G/Gχ¯
agKA¯⊗KAGχ¯ (a−1g a¯ag)Y.
Thus, IndKAKAGχ¯ (ψ)(a¯) =
∑
g∈G/Gχ¯
ψ(a−1g a¯ag) and
χξ(a¯) =
∑
g∈G/Gχ¯
(χ˜ · ξ)(a−1g a¯ag) =
∑
g∈G/Gχ¯
χ¯(a−1g a¯ag)ξ(1).
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Therefore,
χξ(1) =
∑
g∈G/Gχ¯
χ¯(1)ξ(1) = |G : Gχ¯|χ¯(1)ξ(1).
3. Let (e¯i)i∈I be a basis of A¯ as O-module and let (e¯′i)i∈I be its dual
with respect to the symmetrizing form t¯. Proposition 2.2.12(3), in
combination with Proposition 2.3.8, gives
sχξχξ(1)
2 = χξ(
∑
i∈I,g∈G
e¯′iaga
−1
g e¯i) = χξ(|G|
∑
i∈I
e¯′ie¯i).
However,
∑
i∈I,g∈G e¯
′
iaga
−1
g e¯i belongs to to center of A (by Lemma 2.2.6)
and thus, for all h ∈ G,
ah
−1(
∑
i∈I
e¯′iaga
−1
g e¯i)ah =
∑
i∈I
e¯′iaga
−1
g e¯i = |G|
∑
i∈I
e¯′ie¯i.
Since
∑
i∈I e¯
′
ie¯i ∈ A¯, we must have
χξ(|G|
∑
i∈I e¯
′
ie¯i) =
∑
h∈G/Gχ¯
χ¯(ah
−1(|G|∑i∈I e¯′ie¯i)ah)ξ(1)
=
∑
h∈G/Gχ¯
χ¯(|G|∑i∈I e¯′ie¯i)ξ(1)
= |G : Gχ¯||G|ξ(1)χ¯(
∑
i∈I e¯
′
ie¯i)
= |G : Gχ¯|2|Gχ¯|ξ(1)sχ¯χ¯(1)2.
So we obtain
sχξχξ(1)
2 = |G : Gχ¯|2|Gχ¯|ξ(1)χ¯(1)2sχ¯.
Replacing χξ(1) = |G : Gχ¯|χ¯(1)ξ(1) gives
sχξξ(1) = |Gχ¯|sχ¯.

Now let Ω¯ be the orbit of the character χ¯ ∈ Irr(KA¯) under the action of
G. We have |Ω¯| = |G|/|Gχ¯|. Define
e¯(Ω¯) =
∑
g∈G/Gχ¯
e¯(g(χ¯)) =
∑
g∈G/Gχ¯
g(e¯(χ¯)).
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If χ¯ ∈ Ω¯, the set Irr(KA, χ¯) depends only on Ω¯ and we set Irr(KA, Ω¯) :=
Irr(KA, χ¯). The idempotent e¯(Ω¯) belongs to the algebra (ZKA¯)G of the
elements in the center of KA¯ fixed by G and thus to the center of KA (since
it commutes with all elements of A¯ and all ag, g ∈ G). Therefore, it must be
a sum of blocks of KA, i.e.,
e¯(Ω¯) =
∑
χ∈Irr(KA,Ω¯)
e(χ).
Let X be an irreducible KA-module of character χ and X¯ an irreducible
KA¯-submodule of ResKAKA¯(X) of character χ¯. For g ∈ G, the KA¯-submodule
g(X¯) of ResKAKA¯(X) has character g(χ¯). Then
∑
g∈G g(X¯) is a KA-submodule
of X . We deduce that
ResKAKA¯(X) = (
⊕
g∈G/Gχ¯
g(X¯))mχ,χ¯ ,
i.e.,
ResKAKA¯(χ) = mχ,χ¯
∑
g∈G/Gχ¯
g(χ¯).
In particular, we see that Irr(KA¯, χ) is an orbit of G on Irr(KA¯). Notice
that χ(1) = mχ,χ¯|Ω¯|χ¯(1).
Case where G is cyclic
Suppose that G is a cyclic group of order d and let g ∈ G be a genera-
tor of G (we can choose Rep(A/A¯) = {1, ag, a2g, . . . , ad−1g }). We will show
that the assumptions of Proposition 2.3.14 are satisfied for all irreducible
characters of KA¯.
Let X¯ be an irreducible KA¯-module and let ρ¯ : KA¯→ EndK(X¯) be the
structural morphism. Since the representation of X¯ is invariant by the action
of Gχ¯, there exists an automorphism α of the K-vector space X¯ such that
αρ¯(a¯)α−1 = g(ρ¯)(a¯),
for all g ∈ Gχ¯.
The subgroup Gχ¯ is also cyclic. Let d(χ¯) := |Gχ¯|. Then
ρ¯(a¯) = αd(χ¯)ρ¯(a¯)α−d(χ¯).
Since X¯ is irreducible and KA¯ is split semisimple, αd(χ¯) must be a scalar.
Instead of enlarging the field K, we can assume that K contains a d(χ¯)-th
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root of that scalar. By dividing α by that root, we reduce to the case where
αd(χ¯) = 1.
This allows us to extend the structural morphism ρ¯ : KA¯ → EndK(X¯)
to a morphism
ρ˜ : KAGχ¯ → EndK(X¯)
such that
ρ˜(a¯ajh) := ρ¯(a¯)α
j for 0 ≤ j < d(χ¯),
where h := gd/d(χ¯) generates Gχ¯. The morphism ρ˜ defines a KAGχ¯-module
X˜ of character χ˜. By definition of ρ˜, Res
KAGχ¯
KA¯
(χ˜) = χ¯.
Since the group G is abelian, the set Irr(KG) forms a group, which we
denote by G∨. The application ψ 7→ ψ · ξ, where ψ ∈ Irr(KA) and ξ ∈ G∨,
defines an action of G∨ on Irr(KA).
Let Ω be the orbit of χ˜ under the action of (Gχ¯)
∨. By Proposition
2.3.13, we obtain that Ω is a regular orbit (i.e., |Ω| = |Gχ¯|) and that
Ω = Irr(KAGχ¯ , χ¯). Like in Proposition 2.3.14, we introduce the notations
χ := IndKAKAGχ¯ (χ˜) and χξ := Ind
KA
KAGχ¯
(χ˜ · ξ) for all ξ ∈ (Gχ¯)∨.
Then
Irr(KA, χ¯) = {χξ | ξ ∈ (Gχ¯)∨} and mχξ,χ¯ = ξ(1) = 1 for all ξ ∈ (Gχ¯)∨.
Recall that |Gχ¯| = d(χ¯). There exists a surjective morphism G ։ Gχ¯
defined by g 7→ gd/d(χ¯), which induces an inclusion (Gχ¯)∨ →֒ G∨. If ξ ∈
(Gχ¯)
∨, we denote (abusing notation) by ξ its image in G∨ by the above
injection. It is easy to check that χξ = χ · ξ.
Hence, Proposition 2.3.14 implies the following result.
Proposition 2.3.15 If the group G is cyclic, then there exists a bijection
Irr(KA¯)/G ↔˜ Irr(KA)/G∨
Ω¯ ↔ Ω
such that
e¯(Ω¯) = e(Ω), |Ω¯||Ω| = |G| and

∀χ ∈ Ω, ResKAKA¯(χ) =
∑
χ¯∈Ω¯ χ¯
∀χ¯ ∈ Ω¯, IndKAKA¯(χ¯) =
∑
χ∈Ω χ
Moreover, for all χ ∈ Ω and χ¯ ∈ Ω¯, we have
sχ = |Ω|sχ¯.
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2.3.4 Blocks of A and blocks of A¯
Let us denote by Bl(A) the set of blocks of A and by Bl(A¯) the set of blocks
of A¯. For b¯ ∈ Bl(A¯), we have set
Tr(G, b¯) :=
∑
g∈G/Gb¯
g(b¯).
The algebra (ZA¯)G is contained in both ZA¯ and ZA and the set of its
blocks is
Bl((ZA¯)G) = {Tr(G, b¯) | b¯ ∈ Bl(A¯)/G}.
Moreover, Tr(G, b¯) is a sum of blocks of A and we define the subset Bl(A, b¯)
of Bl(A) as follows:
Tr(G, b¯) :=
∑
b∈Bl(A,b¯)
b.
Lemma 2.3.16 Let b¯ be a block of A¯ and B¯ := Irr(KA¯b¯). Then
1. For all χ¯ ∈ B¯, we have Gχ¯ ⊆ Gb¯.
2. We have
Tr(G, b¯) =
∑
χ¯∈B¯/G
Tr(G, e¯(χ¯)) =
∑
{Ω¯ | Ω¯∩B¯ 6=∅}
e¯(Ω¯).
Proof:
1. We have b¯ =
∑
χ¯∈B¯ e¯(χ¯). If g /∈ Gb¯, then the blocks b¯ and g(b¯) are
orthogonal. Hence, g /∈ Gχ¯ for all χ¯ ∈ B¯.
2. Note that b¯ =
∑
χ¯∈B¯ e¯(χ¯) =
∑
χ¯∈B¯/Gb¯
Tr(Gb¯, e¯(χ¯)). Thus,
Tr(G, b¯) =
∑
χ¯∈B¯/G
Tr(G, e¯(χ¯)) =
∑
{Ω¯ | Ω¯∩B¯ 6=∅}
e¯(Ω¯),
by the definition of e¯(Ω¯). 
Now let G∨ := Hom(G,K×). We suppose that K = F . The multiplica-
tion of the characters of KA by the characters of KG defines an action of
the group G∨ on Irr(KA). This action is induced by the operation of G∨ on
the algebra A, which is defined in the following way:
ξ · (a¯ag) := ξ(g)a¯ag for all ξ ∈ G∨, a¯ ∈ A¯, g ∈ G.
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In particular, G∨ acts on the set of blocks of A. If b is a block of A, we
denote by ξ · b the product of ξ and b and by (G∨)b the stabilizer of b in G∨.
We set
Tr(G∨, b) :=
∑
ξ∈G∨/(G∨)b
ξ · b.
The set of blocks of the algebra (ZA)G
∨
is given by
Bl((ZA)G
∨
) = {Tr(G∨, b) | b ∈ Bl(A)/G∨}.
The following lemma is the analogue of Lemma 2.3.16
Lemma 2.3.17 Let b be a block of A and B := Irr(KAb). Then
1. For all χ ∈ B, we have (G∨)χ ⊆ (G∨)b.
2. We have
Tr(G∨, b) =
∑
χ∈B/G∨
Tr(G∨, e(χ)) =
∑
{Ω |Ω∩B 6=∅}
e(Ω).
Case where G is cyclic
For every orbit Y¯ of G on Bl(A¯), we denote by b¯(Y¯) the block of (ZA¯)G
defined as
b¯(Y¯) :=
∑
b¯∈Y¯
b¯.
For every orbit Y of G∨ on Bl(A), we denote by b(Y) the block of (ZA)G∨
defined as
b(Y) :=
∑
b∈Y
b.
The following proposition results from Proposition 2.3.15 and Lemmas
2.3.16 and 2.3.17.
Proposition 2.3.18 If the group G is cyclic, then there exists a bijection
Bl(A¯)/G ↔˜ Bl(A)/G∨
Y¯ ↔ Y
such that
b¯(Y¯) = b(Y),
i.e.,
Tr(G, b¯) = Tr(G∨, b) for all b¯ ∈ Y¯ and b ∈ Y .
In particular, the algebras (ZA¯)G and (ZA)G
∨
have the same blocks.
Corollary 2.3.19 If the blocks of A are stable under the action of G∨, then
the blocks of A coincide with the blocks of (ZA¯)G.
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2.4 Representation theory of symmetric al-
gebras
In the last section of Chapter 2, we present some results concerning the
representation theory of symmetric algebras. If a symmetric algebra satisfies
certain conditions, we can define a decomposition map (and consequently, a
decomposition matrix) and obtain the blocks with the use of a Brauer graph.
In order to check whether the required conditions are satisfied, we have to
know when a symmetric algebra is split or semisimple. In subsection 2.4.4,
we prove a theorem which gives us a new criterion for a symmetric algebra
to be split and semisimple. With only this exception, all the results in this
section are well-known and mostly taken from the seventh chapter of [33].
2.4.1 Grothendieck groups
Let O be an integral domain and K a field containing O. Let A be an
O-algebra free and finitely generated as an O-module.
LetR0(KA) be the Grothendieck group of finite-dimensionalKA-modules.
Thus, R0(KA) is generated by expressions [V ], one for each KA-module V
(up to isomorphism), with relations [V ] = [V ′]+ [V ′′] for each exact sequence
0 → V ′ → V → V ′′ → 0 of KA-modules. Two KA-modules V, V ′ give
rise to the same element in R0(KA), if V and V
′ have the same composi-
tion factors, counting multiplicities. It follows that R0(KA) is free abelian
with basis given by the isomorphism classes of simple modules. Finally, let
R+0 (KA) be the subset of R0(KA) consisting of elements [V ], where V is a
finite-dimensional KA-module.
Definition 2.4.1 Let x be an indeterminate over K and Maps(A,K[x]) the
K-algebra of maps from A to K[x] (with pointwise multiplication of maps
as algebra multiplication). If V is a KA-module, let ρV : KA → EndK(V )
denote its structural morphism. We define the map
pK : R
+
0 (KA) → Maps(A,K[x])
[V ] 7→ (a 7→ characteristic polynomial of ρV (a)).
Considering Maps(A,K[x]) as a semigroup with respect to multiplication, the
map pK is a semigroup homomorphism.
Let Irr(KA) be the set of all irreducible characters of the algebra KA
(i.e., the set of all characters χV , where V is a simple KA-module). The
following result is known as the “Brauer-Nesbitt lemma” (cf. [15], Lemma
2).
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Lemma 2.4.2 Assume that Irr(KA) is a linearly independent subset of HomK(KA,K).
Then the map pK is injective.
Proof: Let V, V ′ be two KA-modules such that pK([V ]) = pK([V
′]).
Since [V ], [V ′] only depend on the composition factors of V, V ′, we may as-
sume that V, V ′ are semisimple modules. Let
V =
n⊕
i=1
aiVi and V
′ =
n⊕
i=1
biVi,
where the Vi are pairwise non-isomorphic simple KA-modules and ai, bi ≥ 0
for all i. We have to show that ai = bi for all i.
If, for some i, we have both ai > 0 and bi > 0, then we can write
V = Vi ⊕ V˜ and V ′ = Vi ⊕ V˜ ′. Since pK is a semigroup homomorphism, we
obtain
pK([Vi]) · pK([V˜ ]) = pK([V ]) = pK([V ′]) = pK([Vi]) · pK([V˜ ′]),
and, dividing by pK([Vi]), we conclude that pK([V˜ ]) = pK([V˜
′]). Thus, we
can suppose that, for all i, we have ai = 0 or bi = 0. Taking characters yields
that
χV =
∑
i
aiχVi and χV ′ =
∑
i
biχVi.
For each a ∈ A, the character values χV (a) and χV ′(a) appear as coef-
ficients in the polynomials pK([V ])(a) and pK([V
′])(a) respectively. Since
pK([V ]) = pK([V
′]), we deduce that
∑
i(ai − bi)χVi = 0. By assumption, the
characters χVi are linearly independent. So we must have (ai− bi)1K = 0 for
all i. Since for all i, ai = 0 or bi = 0, this means that ai1K = 0 and bi1K = 0
for all i. If the field K has characteristic 0, we conclude that ai = bi = 0
for all i and we are done. If K has characteristic p > 0, we conclude that p
divides all ai and all bi and so
1
p
[V ] and 1
p
[V ′] exist in R+0 (KA). We also have
pK(
1
p
[V ]) = pK(
1
p
[V ′]). Repeating the above argument for 1
p
[V ] and 1
p
[V ′]
yields that the multiplicity of Vi in each of these modules is still divisible
by p. If we repeat this again and again, we deduce that ai and bi should be
divisible by arbitrary powers of p. This forces ai = bi = 0 for all i, as desired.

Remark: The assumption of the Brauer-Nesbitt lemma is satisfied when (but
not only when) KA is split or K is a perfect field.
The following lemma (cf. [33], Lemma 7.3.4) implies the compatibility of
the map pK with the field extensions of K .
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Lemma 2.4.3 Let K ⊆ K ′ be a field extension. Then there is a canonical
map dK
′
K : R0(KA)→ R0(K ′A) given by [V ] 7→ [K ′ ⊗K V ]. Furthermore, we
have a commutative diagram
R+0 (KA)
dK
′
K

pK
//Maps(A,K[x])
τK
′
K

R+0 (K
′A)
pK′
//Maps(A,K ′[x])
where τK
′
K is the canonical embedding. If, moreover, KA is split, then d
K ′
K is
an isomorphism which preserves isomorphism classes of simple modules.
2.4.2 Integrality
We have seen in Chapter 1 that a subring R ⊆ K is a valuation ring if, for
each non-zero element x ∈ K, we have x ∈ R or x−1 ∈ R. Consequently, K
is the field of fractions of R.
Such a valuation ring is a local ring whose maximal ideal we will denote
by mR. Valuation rings have interesting properties, some of which are:
(V1) If I is a prime ideal of O, then there exists a valuation ring R ⊆ K
such that O ⊆ R and mR ∩ O = I.
(V2) Every finitely generated torsion-free module over a valuation ring in
K is free.
(V3) The intersection of all valuation rings R ⊆ K with O ⊆ R is the
integral closure of O in K; each valuation ring itself is integrally closed
in K (Proposition 1.2.15).
Lemma 2.4.4 Let V be a KA-module. Choosing a K-basis of V , we obtain a
corresponding matrix representation ρ : KA→ Mn(K), where n = dimK(V ).
If R ⊆ K is a valuation ring with O ⊆ R, then a basis of V can be chosen
so that ρ(a) ∈ Mn(R) for all a ∈ A. In that case, we say that V is realized
over R.
Proof: Let (v1, . . . , vn) be a K-basis of V and B an O-basis for A. Let V˜
be the R-submodule of V spanned by the finite set {vib | 1 ≤ i ≤ n, b ∈ B}.
Then V˜ is invariant under the action of RA and hence a finitely generated
RA-module. Since it is contained in a K-vector space, it is also torsion-free.
So (V2) implies that V˜ is an RA-lattice (a finitely generated RA-module
which is free as an R-module) such that K ⊗R V˜ ∼= V . Thus, any R-basis
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of V˜ is also a K-basis of V with the required property. 
Remark: Note that the above argument only requires that R is a subring
of K such that K is the field of fractions of R and R satisfies (V2). These
conditions also hold, for example, when R is a principal ideal domain with
K as field of fractions.
The following two important results ([33], Propositions 7.3.8 and 7.3.9)
derive from the above lemma.
Proposition 2.4.5 Let V be a KA-module and OK be the integral closure
of O in K. Then we have pK([V ])(a) ∈ OK [x] for all a ∈ A. Thus the map
pK of Definition 2.4.1 is in fact a map R
+
0 (KA)→ Maps(A,OK [x]).
Proof: Fix a ∈ A. Let R ⊆ K be a valuation ring with O ⊆ R. By
Lemma 2.4.4, there exists a basis of V such that the action of a on V with
respect to that basis is given by a matrix with coefficients in R. Therefore,
we have that pK([V ])(a) ∈ R[x]. Since this holds for all valuation rings R in
K containing O, property (V3) implies that pK([V ])(a) ∈ OK [x]. 
Note that, in particular, Proposition 2.4.5 implies that χV (a) ∈ OK for
all a ∈ A, where χV is the character of the representation ρV .
The next proposition is a result on symmetric algebras already mentioned
in section 2.2 (Proposition 2.2.10): the integrality of the Schur elements.
Proposition 2.4.6 Assume that we have a symmetrizing form t on A. Let
V be a split simple KA-module (i.e., EndKA(V ) ∼= K) and let sV be its Schur
element with respect to the induced form tK on KA. Then sV ∈ OK .
Proof: Let R ⊆ K be a valuation ring with O ⊆ R. By Lemma 2.4.4,
we can assume that V affords a representation ρ : KA → Mn(K) such that
ρ(a) ∈ Mn(R) for all a ∈ A. Let B be an O-basis of A and let B′ be its dual
with respect to t. Then sV =
∑
b∈B ρ(b)ijρ(b
′)ji for all 1 ≤ i, j ≤ n ([33], Cor.
7.2.2). All terms in the sum lie in R and so sV ∈ R. Since this holds for all
valuation rings R in K containing O, property (V3) implies that sV ∈ OK .

2.4.3 The decomposition map
Now, we moreover assume that the ring O is integrally closed in K, i.e.,
OK = O. Throughout we will fix a ring homomorphism θ : O → L into
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a field L such that L is the field of fractions of θ(O). We call such a ring
homomorphism a specialization of O.
Let R ⊆ K be a valuation ring with O ⊆ R and mR ∩ O = Kerθ (note
that Kerθ is a prime ideal, since θ(O) is contained in a field). Let k be the
residue field of R. Then the restriction of the canonical map π : R → k to
O has kernel mR ∩ O = Kerθ. Since L is the field of fractions of θ(O), we
may regard L as a subfield of k. Thus, we obtain a commutative diagram
O
θ

⊆ R
pi

⊆ K
L ⊆ k
From now on, we make the following assumption:
Assumption 2.4.7 (a) LA is split or (b) L = k and k is perfect.
The map θ : O → L induces a map A→ LA, a 7→ 1⊗a. One consequence
of the assumption 2.4.7 is that, due to Lemma 2.4.3, the map dkL : R0(LA)→
R0(kA) is an isomorphism which preserves isomorphism classes of simple
modules. Thus we can identify R0(LA) and R0(kA). Moreover, the Brauer-
Nesbitt lemma holds for LA, i.e., the map pL : R
+
0 (LA)→ Maps(A,L[x]) is
injective.
Let V be a KA-module and R ⊆ K be a valuation ring with O ⊆ R.
By Lemma 2.4.4, there exists a K-basis of V such that the corresponding
matrix representation ρ : KA → Mn(K) (n = dimK(V )) has the property
that ρ(a) ∈ Mn(R) for all a ∈ A. Following the proof of Lemma 2.4.4, that
basis generates an RA-lattice V˜ such that K⊗R V˜ = V . The k-vector space
k⊗R V˜ is a kA-module via (1⊗ v)(1⊗ a) = 1⊗ va (v ∈ V˜ , a ∈ A), which we
call the modular reduction of V˜ . To simplify notation, we shall write
KV˜ := K ⊗R V˜ and kV˜ := k ⊗R V˜ .
The matrix representation ρk : kA→ Mn(k) afforded by kV˜ is given by
ρk(1⊗ a) = (π(aij)) where a ∈ A and ρ(a) = (aij).
Note that if V˜ ′ is another RA-lattice such that K ⊗R V˜ ′ ∼= V , then V˜ and
V˜ ′ need not be isomorphic. The same hold for the kA-modules k ⊗R V˜ and
k ⊗R V˜ ′.
Now we are ready to state and prove the following result (cf. [33], Theorem
7.4.3), which associates to A a decomposition map, in the case where O is
integrally closed in K .
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Theorem-Definition 2.4.8 Let θ : O → L be a ring homomorphism into a
field L such that L is the field of fractions of θ(O) and O is integrally closed
in K. Assume that we have chosen a valuation ring R with O ⊆ R ⊆ K and
mR ∩ O = Kerθ and that the assumption 2.4.7 is satisfied. Then
(a) The modular reduction induces an additive map dθ : R
+
0 (KA)→ R+0 (LA)
such that dθ([KV˜ ]) = [kV˜ ], where V˜ is anRA-lattice and [kV˜ ] is regarded
as an element of R+0 (LA) via the identification of R0(kA) and R0(LA).
(b) By Proposition 2.4.5, the image of pK is contained in Maps(A,O[x]) and
we have the following commutative diagram
R+0 (KA)
dθ

pK
//Maps(A,O[x])
τθ

R+0 (LA)
pL
//Maps(A,L[x])
where τθ : Maps(A,O[x])→ Maps(A,L[x]) is the map induced by θ.
(c) The map dθ is uniquely determined by the commutativity of the above
diagram. In particular, the map dθ depends only on θ and not on the
choice of R.
The map dθ will be called the decomposition map associated with the special-
ization θ : O → L. The matrix of that map with respect to the bases of
R0(KA) and R0(LA) consisting of the classes of the simple modules is called
the decomposition matrix associated with θ.
Proof: Let V˜ be an RA-lattice and a ∈ A. Let (aij) ∈ Mn(R) be the
matrix describing the action of a on V˜ with respect to a chosen R-basis of
V˜ . Due to the properties of modular reduction, the action of 1⊗ a ∈ kA on
kV˜ is given by the matrix (π(aij)). Then, by definition, pL([kV˜ ])(a) is the
characteristic polynomial of (π(aij)). On the other hand, applying θ (which
is the restriction of π to O) to the coefficients of the characteristic polynomial
of (aij) returns (τθ ◦pK)([KV˜ ])(a). Since the two actions just described com-
mute, the two polynomials obtained are equal. Thus the following relation
is established:
pL([kV˜ ]) = τθ ◦ pK([KV˜ ]) for all RA-lattices V˜ (†)
Now let us prove (a). We have to show that the map dθ is well-defined
i.e., if V˜ , V˜ ′ are two RA-lattices such that KV˜ and KV˜ ′ have the same
composition factors (counting multiplicities), then the classes of kV˜ and kV˜ ′
65
in R0(LA) are the same. Since [KV˜ ] = [KV˜
′], the endomorphisms ρKV˜ (a)
and ρKV˜ ′(a) are conjugate for all a ∈ A. The equality (†) implies that
pL([kV˜ ])(a) = pL([kV˜
′])(a) for all a ∈ A.
We have already remarked that, since the assumption 2.4.7 is satisfied, the
Brauer-Nesbitt lemma holds for LA. So we conclude that [kV˜ ] = [kV˜ ′], as
desired.
Having established the existence of dθ, we have [kV˜ ] = dθ([KV˜ ]) for any
RA-lattice V˜ . Hence (†) yields the commutativity of the diagram in (b).
Finally, by the Brauer-Nesbitt lemma, the map pL is injective. Hence
there exists at most one map which makes the diagram in (b) commutative.
This proves (c). 
Remark: Note that if O is a discrete valuation ring and L its residue field,
we do not need the assumption 2.4.7 in order to define a decomposition map
from R+0 (KA) to R
+
0 (LA) associated with the canonical map θ : O → L. For
a given KA-module V , there exists an A-lattice V˜ such that V = K ⊗O V˜ .
The map dθ : R
+
0 (KA) → R+0 (LA), [KV˜ ] 7→ [LV˜ ] is well and uniquely de-
fined. For the details of this construction, see [27], §16C.
Recall from Proposition 2.4.5 that if V is aKA-module, then its character
χV restricts to a trace function χ˙V : A→ O. Now, any linear map λ : A→ O
induces an L-linear map
λL : LA→ L, 1⊗ a 7→ θ(λ(a))(a ∈ A).
It is clear that if λ is a trace function, so is λL. Applying this to χ˙V shows
that χ˙LV is a trace function on LA. Since character values occur as coefficients
in characteristic polynomials, Theorem 2.4.8 implies that χ˙LV is the character
of dθ([V ]). Moreover, for any simple KA-module V , we have
χ˙LV =
∑
V ′
dV V ′χV ′,
where the sum is over all simple LA-modules V ′ (up to isomorphism) and
D = (dV V ′) is the decomposition matrix associated with θ.
The following result gives a criterion for dθ to be trivial. It is known
as “Tits’ deformation theorem”. For its proof, the reader may refer, for
example, to [33], Theorem 7.4.6.
Theorem 2.4.9 Assume that KA and LA are split. If LA is semisimple,
then KA is also semisimple and the decomposition map dθ is an isomorphism
which preserves isomorphism classes of simple modules. In particular, the
map Irr(KA)→ Irr(LA), χ 7→ χ˙L is a bijection.
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Finally, if A is symmetric, we can check whether the assumption of Tits’
deformation theorem is satisfied, using the following semisimplicity criterion
(cf. [33], Thm. 7.4.7).
Theorem 2.4.10 Assume that KA and LA are split and that A is symmet-
ric with symmetrizing form t. For any simple KA-module V , let sV ∈ O be
the Schur element with respect to the induced symmetrizing form tK on KA.
Then LA is semisimple if and only if θ(sV ) 6= 0 for all V .
Corollary 2.4.11 Let K be the field of fractions of O. Assume that KA is
split semisimple and that A is symmetric with symmetrizing form t. If the
map θ is injective, then LA is split semisimple.
2.4.4 A variation for Tits’ deformation theorem
Let us suppose that O is a Krull ring and θ : O → L is a ring homomorphism
into a field L such that L is the field of fractions of θ(O). We will give a new
criterion for the algebra LA to be split semisimple.
Theorem 2.4.12 Let K be the field of fractions of O. Assume that KA
is split semisimple and that A is symmetric with symmetrizing form t. For
any simple KA-module V , let sV ∈ O be the Schur element with respect to
the induced symmetrizing form tK on KA. If Kerθ is a prime ideal of O of
height 1, then LA is split semisimple if and only if θ(sV ) 6= 0 for all V .
Proof: If LA is split semisimple, then Theorem 2.4.10 implies that θ(sV ) 6=
0 for all V . Now let us denote by Irr(KA) the set of irreducible characters of
KA. If χ is the character afforded by a simpleKA-module Vχ, then sχ := sVχ.
We set q := Kerθ and suppose that sχ /∈ q for all χ ∈ Irr(KA). Since KA is
split semisimple, it is isomorphic to a product of matrix algebras over K:
KA ∼=
∏
χ∈Irr(KA)
EndK(Vχ)
Let us denote by πχ : KA ։ EndK(Vχ) the projection onto the χ-factor,
such that π :=
∏
χ∈Irr(KA) πχ is the above isomorphism. Then χ = trVχ ◦ πχ,
where trVχ denotes the standard trace on EndK(Vχ).
Let B,B′ be two dual bases of A with respect to the symmetrizing form
t. By Lemma 2.2.7, for all a ∈ KA and χ ∈ Irr(KA), we have
χ∨a =
∑
b∈B
χ(b′a)b.
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Applying π to both sides yields
π(χ∨)π(a) =
∑
b∈B
χ(b′a)π(b).
By definition of the Schur element, if ωχ denotes the central character asso-
ciated with χ, then sχ = ωχ(χ
∨) = πχ(χ
∨) = π(χ∨). Thus, if α ∈ EndK(Vχ),
then
π−1(α) =
1
sχ
∑
b∈B
trVχ(πχ(b
′)α)b. (†)
Since O is a Krull ring and q is a prime ideal of height 1 of O, the ring
Oq is, by Theorem 1.2.24, a discrete valuation ring. Thanks to Lemma 2.4.4,
there exists an OqA-lattice V˜χ such that K ⊗Oq V˜χ ∼= Vχ.
Moreover, 1/sχ ∈ Oq for all χ ∈ Irr(KA). Due to the relation (†), the
map π induces an isomorphism
OqA ∼=
∏
χ∈Irr(KA)
EndOq(V˜χ),
i.e., OqA is isomorphic to a product of matrix algebras over Oq. Since
Kerθ = q, the above isomorphism remains after applying θ to both sides.
Therefore, we obtain that LA is isomorphic to a product of matrix algebras
over L and thus split semisimple. 
If that is the case, then the assumption of Tits’ deformation theorem is
satisfied and there exists a bijection Irr(KA)↔ Irr(LA).
2.4.5 Symmetric algebras over discrete valuation rings
From now on, we assume that the following conditions are satisfied:
• O is a discrete valuation ring inK andK is perfect; let v : K → Z∪{∞}
be the corresponding valuation and p the maximal ideal of O.
• KA is split semisimple.
• θ : O → L is the canonical map onto the residue field L of O.
• A is a symmetric algebra with symmetrizing form t.
We have already seen that we have a well-defined decomposition map
dθ : R
+
0 (KA) → R+0 (LA). The decomposition matrix associated with dθ is
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the |Irr(KA)|× |Irr(LA)| matrix D = (dχφ) with non-negative integer entries
such that
dθ([Vχ]) =
∑
φ∈Irr(LA)
dχφ[V
′
φ] for all χ ∈ Irr(KA),
where Vχ is a simple KA-module with character χ and V
′
φ is a simple LA-
module with character φ. We sometimes call the characters ofKA “ordinary”
and the characters of LA “modular”. We say that φ ∈ Irr(LA) is a modular
constituent of χ ∈ Irr(KA), if dχφ 6= 0.
The rows of D describe the decomposition of dθ([Vχ]) in the standard
basis of R0(LA). An interpretation of the columns is given by the following
result (cf. [33], Theorem 7.5.2), which is part of Brauer’s classical theory of
modular representations (“Brauer reciprocity”).
Theorem 2.4.13 For each φ ∈ Irr(LA), there exists some primitive idem-
potent eφ ∈ A such that
[eφKA] =
∑
χ∈Irr(KA)
dχφ[Vχ] ∈ R+0 (KA).
Let φ ∈ Irr(LA). Consider the map ψ(φ) : ZKA→ K defined by
ψ(φ) :=
∑
χ∈Irr(KA)
dχφ
sχ
ωχ,
where ωχ : ZKA։ K is the central character associated with χ ∈ Irr(KA),
as defined in subsection 2.1.4. The next result is due to Geck and Rouquier
(cf. [34], Proposition 4.4).
Theorem 2.4.14 The map ψ(φ) restricts to a map ZA→ O. In particular,
ψ(φ)(1) =
∑
χ∈Irr(KA)
dχφ
sχ
∈ O.
Proof: Let us denote by tK the induced symmetrizing form on KA. If
eφ is an idempotent as in Theorem 2.4.13, then we can define a K-linear map
λφ : ZKA → K, z 7→ tK(zeφ). We claim that λφ = ψ(φ). Since KA is split
semisimple, the elements {χ∨ |χ ∈ Irr(KA)} form a basis of ZKA (recall
that χ∨ is the element of ZKA such that tK(χ∨x) = χ(x) for all x ∈ KA).
It is, therefore, sufficient to show that
λφ(χ
∨) = ψ(φ)(χ∨) for all χ ∈ Irr(KA).
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We have ψ(φ)(χ∨) = dχφ1K . Now consider the left-hand side.
λφ(χ
∨) = tK(χ∨eφ) = χ(eφ) = dimK(Vχeφ)1K
= dimK(HomK(eφKA, Vχ))1K = dχφ1K .
Hence the above claim is established.
Finally, it remains to observe that since eφ ∈ A, the function λφ takes
values in O on all elements of A. 
Finally, we will treat the block distribution of characters. For this pur-
pose, we introduce the following notions.
Definition 2.4.15
1. The Brauer graph associated with A has vertices labeled by the irre-
ducible characters of KA and an edge joining χ, χ′ ∈ Irr(KA) if χ 6= χ′
and there exists some φ ∈ Irr(LA) such that dχφ 6= 0 6= dχ′φ, i.e., there.
A connected component of the Brauer graph is called a block.
2. Let χ ∈ Irr(KA). Recall that 0 6= sχ ∈ O. Let δχ := v(sχ), where v
is the given valuation. Then δχ is called the defect of χ and we have
δχ ≥ 0 for all χ ∈ Irr(KA). If B is a block, then δB := max{δχ |χ ∈ B}
is called the defect of B.
Following [31], I.17.9, each block B of A corresponds to a central prim-
itive idempotent (i.e., block-idempotent) eB of A. If χ ∈ B and eχ is its
corresponding central primitive idempotent in KA, then eBeχ 6= 0.
Every χ ∈ Irr(KA) determines a central character ωχ : ZKA → K.
Since O is integrally closed, we have ωχ(z) ∈ O for all z ∈ ZA. We have
the following standard result (already presented in subsection 2.1.4) relating
blocks with central characters.
Proposition 2.4.16 Let χ, χ′ ∈ Irr(KA). Then χ and χ′ belong to the same
block of A if and only if
θ(ωχ(z)) = θ(ωχ′(z)) for all z ∈ ZA.
i.e.,
ωχ(z) ≡ ωχ′(z) mod p for all z ∈ ZA.
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Proof: First assume that χ, χ′ belong to the same block of A, i.e., they
belong to a connected component of the Brauer graph. It is sufficient to
consider the case where χ, χ′ are directly linked on the Brauer graph, i.e.,
there exists some φ ∈ Irr(LA) such that dχφ 6= 0 6= dχ′φ. Let V˜χ (resp. V˜χ′)
be an A-lattice such that KV˜χ (resp. KV˜χ′) affords χ (resp. χ
′). Let z ∈ ZA.
Then 1⊗ z acts by the scalar θ(ωχ(z)) on every modular constituent of kV˜χ.
Similarly, 1⊗ z acts by the scalar θ(ωχ′(z)) on every modular constituent of
kV˜χ′ . Since, by assumption, KV˜χ and KV˜χ′ have a modular constituent in
common, we have θ(ωχ(z)) = θ(ωχ′(z)), as desired.
Now assume that χ belongs to the block B and χ′ to the block B′, with
B 6= B′. Let eB, eB′ be the corresponding central primitive idempotents.
Then ωχ(eB) = 1 and ωχ′(eB) = 0. Consequently, θ(ωχ(eB)) 6= θ(ωχ′(eB)).
Using the above characterization of blocks, we can prove the following
result about the characters of defect 0, i.e., the characters whose Schur ele-
ments do not belong to the maximal ideal p of O.
Theorem 2.4.17 Let χ ∈ Irr(KA) with θ(sχ) 6= 0. Then χ is an isolated
vertex in the Brauer graph and the corresponding decomposition matrix is
just (1).
Proof: Let tK be the induced symmetrizing form on KA and tˆK the
isomorphism from KA to HomK(KA,K) induced by t
K . The irreducible
character χ ∈ Irr(KA) is a trace function on KA and thus we can define
χ∨ := (tˆK)−1(χ) ∈ ZKA. Since χ restricts to a trace function A → O,
we have in fact χ∨ ∈ ZA. By definition, we have that ωχ(χ∨) = sχ and
ωχ′(χ
∨) = 0 for any χ′ ∈ Irr(KA), χ′ 6= χ. Now assume that there exists
some character χ′ which is linked to χ in the Brauer graph. Proposition
2.4.16 implies that 0 6= θ(sχ) = θ(ωχ(χ∨)) = θ(ωχ′(χ∨)) = 0, which is
absurd.
It remains to show that dθ([Vχ]) is the class of a simple module in R
+
0 (LA).
By Lemma 2.4.4, there exists a basis of Vχ and a corresponding representa-
tion ρ : KA→ Mn(K) afforded by Vχ such that ρ(a) ∈ Mn(O) for all a ∈ A.
Let B be an O-basis of A and let B′ be its dual with respect to t. We have
seen in the proof of Proposition 2.4.6 that sχ =
∑
b∈B ρ(b)ijρ(b
′)ji for all
1 ≤ i, j ≤ n. All terms in this expression lie in O. So we can apply the
map θ and obtain a similar relation for θ(sχ) with respect to the module
LV˜χ, where V˜χ ⊆ Vχ is the A-lattice spanned by the above basis of Vχ. Since
θ(sχ) 6= 0, the module LV˜χ is simple ([33], Lemma 7.2.3). 
The next result ([52], Lemma 2.6(b)) is a consequence of Theorems 2.4.14
and 2.4.17.
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Proposition 2.4.18 Assume that the canonical map ZA→ ZLA is surjec-
tive and let χ ∈ Irr(KA). Then χ is a block by itself if and only if θ(sχ) 6= 0.
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Chapter 3
On Essential algebras
In this chapter we introduce the notion of “essential algebras”. These are
symmetric algebras defined over a Laurent polynomial ring whose Schur el-
ements are polynomials of a specific form (described by Definition 3.1.1).
This form gives rise to the definition of the “essential monomials” for the
algebra. As we have seen in the previous chapter, the Schur elements play
an important role in the determination of the blocks of a symmetric algebra.
In the following sections, we see how the form of the Schur elements affects
the behavior of the blocks of an essential algebra when specialized via dif-
ferent types of morphisms (a morphism associated with a monomial in 3.2,
an adapted morphism in 3.3, the morphism In defined in 3.4). In particular,
in the first two cases, we show that the blocks depend only on the essential
monomials for the algebra.
In the next chapter, we will see that the generic Hecke algebras of complex
reflection groups are a particular case of essential algebras.
3.1 Generalities
Let R be a Noetherian integrally closed domain with field of fractions K. Let
x = (xi)0≤i≤m be a set ofm+1 indeterminates over R. We set A := R[x,x
−1]
the Laurent polynomial ring in these indeterminates. The ring A is also a
Noetherian integrally closed domain and thus a Krull ring, by Proposition
1.2.26. The field of fractions of A is K(x). Let H be an A-algebra such that
• H is free and finitely generated as an A-module.
• There exists a linear form t : H → A which is symmetrizing on H .
• The algebra K(x)H := K(x)⊗A H is split semisimple.
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Due to Proposition 2.2.12, we have that the symmetrizing form t is of the
form
t =
∑
χ∈Irr(K(x)H)
1
sχ
χ,
where sχ denotes the Schur element of χ with respect to t. We know that
sχ ∈ A by Proposition 2.2.10. Moreover, for all χ ∈ Irr(K(x)H), the block-
idempotent of K(x)H associated to χ is eχ = χ
∨/sχ (for the definition and
properties of χ∨, see Lemma 2.2.7).
Definition 3.1.1 We say that the algebra H is essential if, for each irre-
ducible character χ ∈ Irr(K(x)H), the Schur element sχ associated to χ is
an element of A of the form
sχ = ξχNχ
∏
i∈Iχ
Ψχ,i(Mχ,i)
nχ,i
where
(a) ξχ is an element of R,
(b) Nχ is a monomial in A,
(c) Iχ is an index set,
(d) (Ψχ,i)i∈Iχ is a family of monic polynomials in R[x] of degree at least 1,
which are irreducible over K, prime to x and x− 1 and whose constant
term is a unit in R,
(e) (Mχ,i)i∈Iχ is a family of primitive monomials in A, i.e., ifMχ,i =
∏m
i=0 x
ai
i ,
then gcd(ai) = 1,
(f) (nχ,i)i∈Iχ is a family of positive integers.
Following Theorem 1.5.6, Definition 3.1.1 describes the factorization of sχ
into irreducible factors in K[x,x−1]. This factorization is unique. However,
this does not mean that the monomials Mχ,i appearing in it are unique.
Suppose that
Ψχ(Mχ) = uΦχ(Nχ),
where
• Ψχ,Φχ are two K-irreducible polynomials as in Definition 3.1.1(d),
• Mχ, Nχ are two primitive monomials in A,
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• u is a unit of K[x,x−1].
Since the coefficients of Ψχ belong to R and the constant term of Φχ is a unit
in R, we deduce that u ∈ R[x,x−1]. Let ϕM be an R-algebra morphism from
A to a Laurent polynomial ring R[y,y−1] in m indeterminates associated
with the monomial Mχ (recall Definition 1.4.3). If we apply ϕM to the above
equality, we obtain
Ψχ(1) = ϕM(u)Φχ(ϕM(Nχ)).
The morphism ϕM sends u to a unit and Nχ to a monomial in K[y,y
−1].
Since Ψχ(1) ∈ R and Φχ is prime to x, we deduce that ϕM(Nχ) = 1. By
Proposition 1.4.6(2) and the fact that Nχ is primitive, we obtain that
Nχ = M
±1
χ .
Now, if Mχ = Nχ, then Ψχ = Φχ and u = 1. If Nχ = M
−1
χ , then deg(Ψχ) =
deg(Φχ) and u = Ψχ(0)M
deg(Ψχ)
χ . We summarize the above results into the
following proposition.
Proposition 3.1.2 Let χ ∈ Irr(K(x)H) and assume that the Schur element
sχ associated to χ has the factorization described in Definition 3.1.1. Then
1. The monomials (Mχ,i)i∈Iχ are unique up to inversion.
2. The coefficient ξχ is unique up to multiplication by a unit of R.
Now let p be a prime ideal of R. If Ψχ,i(Mχ,i) is a factor of sχ and
Ψχ,i(1) ∈ p, then the monomial Mχ,i is called p-essential for χ in A. By
Proposition 1.4.6(1), we have
Ψχ,i(1) ∈ p⇔ Ψχ,i(Mχ,i) ∈ qχ,i, (†)
where qχ,i := (Mχ,i − 1)A + pA. We deduce that Mχ,i is p-essential for χ if
and only if M−1χ,i is p-essential for χ.
Recall that, by Proposition 1.4.5, qχ,i is a prime ideal of A. Due to
the primeness of qχ,i and the proposition above, the following result is an
immediate consequence of (†).
Proposition 3.1.3 Let M be a primitive monomial in A and qM := (M −
1)A+pA. Then M is p-essential for χ in A if and only if sχ/ξχ ∈ qM , where
ξχ denotes the coefficient of sχ.
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Proof: If M is a p-essential monomial for χ in A, then there exists a
polynomial Ψ as in Definition 3.1.1(d) such that Ψ(M) is a factor of sχ and
Ψ(1) ∈ p. By (†), we have that Ψ(M) ∈ qM , whence sχ/ξχ ∈ qM . Now,
if sχ/ξχ ∈ qM , then, since qM is a prime ideal of A, there exists a poly-
nomial Φ as in Definition 3.1.1(d) and a primitive monomial N such that
Φ(N) is an irreducible factor of sχ and Φ(N) ∈ qM . Let ϕM be an R-algebra
morphism from A to a Laurent polynomial ring B in m indeterminates as-
sociated with the monomial M . By Proposition 1.4.6(1), we obtain that
ϕM(Φ(N)) = Φ(ϕM (N)) ∈ pB. Since φM(N) is a monomial in B and the
constant term of Φ is a unit in R, we must have ϕM(N) = 1 and Φ(1) ∈ p.
Since N is primitive, Proposition 1.4.6(2) implies that N = M±1. By defini-
tion, M is a p-essential monomial for χ. 
A primitive monomial M in A is called p-essential for H , if there exists
an irreducible character χ ∈ Irr(K(x)H) such that M is p-essential for χ.
3.2 Specialization via morphisms associated
with monomials
From now on, we assume that the algebra H is essential. Let M :=
∏m
i=0 x
ai
i
be a monomial in A such that ai ∈ Z and gcd(ai) = 1, i.e., M is prim-
itive. Let y = (yj)1≤j≤m be a set of m indeterminates over R. We set
B := R[y±11 , . . . , y
±1
m ] and consider ϕM : A → B an R-algebra morphism as-
sociated with M . Let us denote by HϕM the algebra obtained from H via the
specialization ϕM . The algebra HϕM has also a symmetrizing form defined
as the specialization of t via ϕM .
Proposition 3.2.1 The algebra K(y)HϕM is split semisimple.
Proof: By assumption, the algebra K(x)H is split semisimple. The ring
A is a Krull ring and KerϕM = (M − 1)A is a prime ideal of height 1 of A.
Let χ ∈ Irr(K(x)H). Using the same description for the Schur element sχ
associated to χ as in Definition 3.1.1, we obtain that
ϕM(sχ) = ξχϕM(Nχ)
∏
i∈Iχ
Ψχ,i(ϕM(Mχ,i))
nχ,i.
Since ϕM(Nχ) and ϕM(Mχ,i) are monomials in B and Ψχ,i(1) 6= 0 for all
i ∈ Iχ, we deduce that ϕM(sχ) 6= 0. Thus, we can apply Theorem 2.4.12 and
obtain that the algebra K(y)HϕM is split semisimple. 
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By “Tits’ deformation theorem” (Theorem 2.4.9), the map ϕM induces
a bijection between the set of irreducible characters of the algebra K(x)H
and the set of irreducible characters of the algebra K(y)HϕM . The Schur
elements of the latter are the specializations of the Schur elements of K(x)H
via ϕM and hence, HϕM is also essential.
From now on, whenever we refer to irreducible characters, we mean irre-
ducible characters of the algebra K(x)H . Due to the bijection induced by
“Tits’ deformation theorem”, we can compare the blocks of H and HϕM (in
terms of partitions of Irr(K(x)H)) over suitable rings.
Let p be a prime ideal of R and qM := (M − 1)A+ pA.
Proposition 3.2.2 The blocks of BpBHϕM coincide with the blocks of AqMH.
Proof: Let us denote by nM the kernel of ϕM , i.e., nM := (M −1)A. By
Proposition 1.4.6(1), we have that AqM/nMAqM
∼= BpB. Proposition 2.1.13
implies that the canonical surjection AqMH ։ (AqM/nMAqM )H induces a
block bijection between these two algebras, whence the desired result. 
Remark: Proposition 3.2.2 implies that the p-blocks of an algebra obtained
as the specialization of H via a morphism associated with a monomial M do
not depend on the actual choice of the morphism.
Proposition 3.2.3 If two irreducible characters χ and ψ are in the same
block of ApAH, then they are in the same block of AqMH.
Proof: Let C be a block of AqMH . Then
∑
χ∈C eχ ∈ AqMH ⊂ ApAH .
Thus C is a union of blocks of ApAH . 
Corollary 3.2.4 If two irreducible characters χ and ψ are in the same block
of ApAH, then they are in the same block of BpBHϕM .
The corollary above implies that the size of p-blocks grows larger as the
number of indeterminates becomes smaller. However, we will now see that
the size of blocks remains the same, if our specialization is not associated
with a p-essential monomial.
Proposition 3.2.5 Let C be a block of ApAH. If M is not a p-essential
monomial for any χ ∈ C, then C is a block of AqMH (and thus of BpBHϕM ).
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Proof: Using the notations of Definition 3.1.1, Proposition 3.1.3 implies
that, for all χ ∈ C, we have sχ/ξχ /∈ qM . Since C is a block of ApAH , we
have ∑
χ∈C
eχ =
∑
χ∈C
χ∨
sχ
∈ ApAH.
If B,B′ are two A-bases of H dual to each other, then χ∨ =∑b∈B χ(b)b′ and
the above relation implies that∑
χ∈C
χ(b)
sχ
∈ ApA, ∀b ∈ B.
Set fb :=
∑
χ∈C(χ(b)/sχ) ∈ ApA. Then fb is of the form rb/(ξs), where
ξ :=
∏
χ∈C
ξχ ∈ R and s :=
∏
χ∈C
sχ/ξχ ∈ A.
Since qM is a prime ideal of A, the element s, by assumption, doesn’t belong
to qM . Moreover, we have that rb/ξ ∈ ApA. By Corollary 1.2.18, there exists
ξ′ ∈ R − p such that rb/ξ = r′b/ξ′ for some r′b ∈ A. Since qM ∩ R = p
(cf. Corollary 1.4.7), the element ξ′ doesn’t belong to the ideal qM either.
Therefore, fb = r
′
b/(ξ
′s) ∈ AqM ∀b ∈ B, whence
∑
χ∈C eχ ∈ AqMH . Thus,
C is a union of blocks of AqMH . Since the blocks of AqMH are unions of
blocks of ApAH , by Proposition 3.2.3, we eventually obtain that C is a block
of AqMH . 
Corollary 3.2.6 IfM is not a p-essential monomial for any χ ∈ Irr(K(x)H),
then the blocks of AqMH coincide with the blocks of ApAH.
Of course, all the above results hold for B in the place of A, if we further
specialize B (and HϕM ) via a morphism associated with a monomial in B.
3.3 Specialization via adapted morphisms
For r ∈ {1, . . . , m+1}, we set Cr := R[y,y−1], where y := (yj)r≤j≤m is a set
of m+ 1− r indeterminates over R. For r = m+ 1, Cr = R.
From now on, we fix r ∈ {1, . . . , m+ 1} and set R := Cr. We recall that
an R-algebra morphism ϕ : A→R is called adapted, if ϕ = ϕr◦ϕr−1◦. . .◦ϕ1,
where ϕi is a morphism associated with a monomial for all i = 1, . . . , r. The
family F := {ϕr, ϕr−1, . . . , ϕ1} is called an adapted family for ϕ whose initial
morphism is ϕ1.
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Let ϕ : A → R be an adapted morphism and let us denote by Hϕ the
algebra obtained as the specialization of H via ϕ. Applying Proposition
3.2.1 r times, we obtain that the algebra K(y)Hϕ is split semisimple. By
“Tits’ deformation theorem”, the morphism ϕ induces a bijection from the
set Irr(K(x)H) to the set Irr(K(y)Hϕ) of irreducible characters of K(y)Hϕ.
Therefore, whenever we refer to irreducible characters, we mean irreducible
characters of the algebra K(x)H .
IfM :=
∏m
i=0 x
bi
i is a monomial such that gcd(bi) = d ∈ Z, then we denote
M◦ :=
∏m
i=0 x
bi/d
i . Once more, let p be a prime ideal of R.
Proposition 3.3.1 Let ϕ : A → R be an adapted morphism and Hϕ the
algebra obtained as the specialization of H via ϕ. If M is a monomial in A
such that ϕ(M) = 1 and qM◦ := (M
◦ − 1)A+ pA, then the blocks of RpRHϕ
are unions of blocks of AqM◦H.
Proof: Let M be a monomial in A such that ϕ(M) = 1. Due to propo-
sition 1.4.11, there exists an adapted family for ϕ whose initial morphism
ϕ1 is associated with M
◦. Let us denote by B the image of ϕ1 and by Hϕ1
the algebra obtained as the specialization of H via ϕ1. Due to Proposition
3.2.2, the blocks of BpBHϕ1 coincide with the blocks of AqM◦H . Now, by
corollary 3.2.4, if two irreducible characters belong to the same p-block of an
essential algebra, then they belong to the same p-block of its specialization
via a morphism associated with a monomial. Inductively, we obtain that the
blocks of RpRHϕ are unions of blocks of BpBHϕ1 and thus of AqM◦H . 
We will now state and prove our main result concerning the p-blocks of
essential algebras. Let ϕ : A → R be an adapted morphism and Hϕ the
algebra obtained as the specialization of H via ϕ. Let M1, . . . ,Mk be all the
p-essential monomials for H such that φ(Mj) = 1 for all j = 1, . . . , k. Note
that we can easily find all p-essential monomials for H by looking at the
unique factorization of its Schur elements in K[x,x−1]. We have M◦j = Mj
for all j = 1, . . . , k. Set q0 := pA, qj := pA+ (Mj − 1)A for j = 1, . . . , k and
Q := {q0, q1, . . . , qk}.
Now let q ∈ Q. If two irreducible characters χ, ψ belong to the same
block of AqH , we write χ ∼q ψ.
Theorem 3.3.2 Two irreducible characters χ, ψ ∈ Irr(K(x)H) are in the
same block ofRpRHϕ if and only if there exist a finite sequence χ0, χ1, . . . , χn ∈
Irr(K(x)H) and a finite sequence qj1, . . . , qjn ∈ Q such that
• χ0 = χ and χn = ψ,
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• for all i (1 ≤ i ≤ n), χi−1 ∼qji χi.
Proof: Let us denote by ∼ the equivalence relation on Irr(K(x)H) de-
fined as the transitive closure of the relation “there exists q ∈ Q such that
χ ∼q ψ”. We have to show that χ and ψ are in the same block of RpRHϕ if
and only if χ ∼ ψ.
If χ ∼ ψ, then Proposition 3.3.1 implies that χ and ψ are in the same
block of RpRHϕ. Now let C be an equivalence class of ∼. We have that C is
a union of blocks of AqH , for all q ∈ Q. Therefore,∑
θ∈C
θ∨
sθ
∈ AqH, ∀q ∈ Q.
If B,B′ are two dual bases of H with respect to the symmetrizing form t,
then θ∨ =
∑
b∈B θ(b)b
′ and hence,
∑
θ∈C
θ(b)
sθ
∈ Aq, ∀q ∈ Q, ∀b ∈ B.
Using the notations for sθ of Definition 3.1.1, set ξC :=
∏
θ∈C ξθ and sC :=∏
θ∈C(sθ/ξθ). Then, for all b ∈ B, there exists an element rC,b ∈ A such that∑
θ∈C
θ(b)
sθ
=
rC,b
ξCsC
.
The element sC ∈ A is product of terms (monic K-irreducible polynomi-
als taking values on monomials) which are irreducible in K[x,x−1], due to
Theorem 1.5.6. We also have sC /∈ pA.
Fix b ∈ B. The ring K[x,x−1] is a unique factorization domain and thus
the quotient rC,b/sC can be written uniquely in the form r/αs, where
• r, s ∈ A,
• α ∈ R,
• s divides sC in A,
• gcd(r, s) = 1 in K[x,x−1].
Setting ξ := αξC , we obtain
rC,b
ξCsC
=
r
ξs
∈ Aq, ∀q ∈ Q.
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Thus, for all q ∈ Q, there exist rq, sq ∈ A with sq /∈ q such that
r
ξs
=
rq
sq
.
Since gcd(r, s) = 1, we obtain that s divides sq in K[x,x
−1]. However, s
divides sC in A and hence, s is a product of monic K-irreducible polynomials
taking values on monomials. Consequently, at least one of the coefficients of
s is a unit in A. Corollary 1.2.20 implies that s divides sq in A. Therefore,
s /∈ q for all q ∈ Q.
Moreover, we have that r/ξ ∈ Aq0 = ApA. By Corollary 1.2.18, there
exist r′ ∈ A and ξ′ ∈ R−p such that r/ξ = r′/ξ′. Since q∩R = p, we deduce
that ξ′ /∈ q for all q ∈ Q. Thus,
r
ξs
=
r′
ξ′s
∈ Aq, ∀q ∈ Q.
Now let us suppose that ϕ(ξ′s) = ξ′ϕ(s) belongs to pR. Since ξ′ /∈ p, we
must have ϕ(s) ∈ pR. However, the morphism ϕ sends every monomial of
A to a monomial in R. Since s /∈ pA and s divides sC , s must have a factor
of the form Ψ(M), where
• M is a primitive monomial in A such that ϕ(M) = 1,
• Ψ is a monic K-irreducible polynomial as in Definition 3.1.1(d) such
that Ψ(1) ∈ p.
By Proposition 1.4.6(1), we obtain that s ∈ qM := (M − 1)A+ pA.
Since s divides sC , Ψ(M) also divides sC . By definition, M is a p-
essential monomial for some irreducible character θ ∈ C. Consequently,
M ∈ {M1, . . . ,Mk}. This contradicts the fact that s /∈ q for all q ∈ Q.
Therefore, ϕ(ξ′s) /∈ pR and so we have
ϕ(rC,b)
ϕ(ξCsC)
=
ϕ(r′)
ϕ(ξ′s)
∈ RpR.
This equality holds for all b ∈ B and hence,∑
θ∈C
ϕ(θ∨)
ϕ(sθ)
∈ RpRHϕ.
Thus, C is a union of blocks of RpRHϕ. 
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Remark: We can obtain Corollary 3.2.6 as an application of the above theo-
rem for Q = {q0}.
Theorem 3.3.2 allows us to calculate the blocks ofRpRHϕ for any adapted
morphism ϕ : A→ R, if we know the blocks of ApAH and the blocks of AqMH
for all p-essential monomials M . Thus, the study of the blocks of the algebra
H in a finite number of cases gives us the p-blocks of all essential algebras
obtained via such specializations.
3.4 The map In
Let n be an integer, n 6= 0, and let y := (yi)0≤i≤m be a set ofm+1 indetermi-
nates over R. Define In : A→ A′ := R[y,y−1] to be the R-algebra morphism
xi 7→ yni . Obviously, In is injective. Therefore, if we denote by H ′ the al-
gebra obtained as the specialization of H via In, Corollary 2.4.11 implies
that the algebra K(y)H ′ is split semisimple. Again, by “Tits’ deformation
theorem”, the morphism In induces a bijection from the set Irr(K(x)H) to
the set Irr(K(y)H ′). Again, let p be a prime ideal of R.
Lemma 3.4.1 The blocks of A′pA′H
′ coincide with the blocks of ApAH.
Proof: Since the map In is injective, we can consider A as a subring of
A′ via the identification xi = y
n
i for all i = 0, 1, . . . , m. By Corollary 1.1.3,
we obtain that ApA is contained in A
′
pA′ and hence, the blocks of ApAH are
unions of blocks of A′pA′H
′.
Now let C be a block of A′pA′H
′. Since the field of fractions of A is a
splitting field for H (and thus for H ′), we obtain that∑
χ∈C
eχ ∈ (A′pA′ ∩K(x))H ′.
If A′pA′∩K(x) = ApA, then C is also a union of blocks of ApAH and we obtain
the desired result.
In order to prove that A′pA′ ∩K(x) = ApA, it suffices to show that:
(a) The ring ApA is integrally closed.
(b) The ring A′pA′ is integral over ApA.
Since the ring A is integrally closed, (a) is immediate by Corollary 1.2.8.
For (b), we have that A′ is integral over A, since yni − xi = 0, for all
i = 0, 1, . . . , m. Moreover, A′ is integrally closed and thus the integral closure
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of A in K(y). The only prime ideal of A′ lying over pA is pA′. Following
Corollary 1.2.12, we obtain that the integral closure of ApA in K(y) is A
′
pA′ .
Thus, A′pA′ is integral over ApA. 
We can consider In as an endomorphism of A and denote it by InA. If k
is another non-zero integer, then IkA ◦ InA = InA ◦ IkA = IknA . If now ϕ : A→ R
is an adapted morphism, we can easily check that ϕ ◦ InA = InR ◦ ϕ. Abusing
notation, we write ϕ ◦ In = In ◦ ϕ.
Corollary 3.4.2 Let ϕ : A→R be an adapted morphism and Hϕ the algebra
obtained as the specialization of H via ϕ. Let φ : A → R be an R-algebra
morphism such that Iα ◦ ϕ = Iβ ◦ φ for some α, β ∈ Z \ {0}. If Hφ is the
algebra obtained as the specialization of H via φ, then the blocks of RpRHφ
coincide with the blocks of RpRHϕ and we can use Theorem 3.3.2 to calculate
them.
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Chapter 4
On Hecke algebras
We will start this chapter by giving the definition and the classification of
complex reflection groups. We will also define the braid group and the pure
braid group associated to a complex reflection group. We will then introduce
the generic Hecke algebra of a complex reflection group, which is a quotient
of the group algebra of the associated braid group defined over a Laurent
polynomial in a finite number of indeterminates. Under certain assump-
tions, which have been verified for all but a finite number of cases, we prove
(Theorem 4.2.5) that the generic Hecke algebras of complex reflection groups
are essential. Therefore, all results obtained in Chapter 3 apply to the case
of the generic Hecke algebras.
A cyclotomic Hecke algebra is obtained from the generic Hecke algebra via
a cyclotomic specialization (Definition 4.3.1). We prove (Theorem 4.3.3) that
any cyclotomic specialization is essentially an adapted morphism. Thus, we
can use Theorem 3.3.2 in order to obtain the Rouquier blocks of a cyclotomic
Hecke algebra (i.e., its blocks over the Rouquier ring, defined in section 4.4),
which are a substitute for the families of characters that can be applied to
all complex reflection groups. We will see that the Rouquier blocks have the
property of semi-continuity, thus depending only on some “essential” hyper-
planes for the group, which are determined by the generic Hecke algebra.
The theory developed in this chapter will allow us to determine the
Rouquier blocks of the cyclotomic Hecke algebras of all (irreducible) com-
plex reflection groups in the next and final chapter.
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4.1 Complex reflection groups and associated
braid groups
Let µ∞ be the group of all the roots of unity in C and K a number field
contained in Q(µ∞). We denote by µ(K) the group of all the roots of unity
of K. For every integer d > 1, we set ζd := exp(2πi/d) and denote by µd
the group of all the d-th roots of unity. Let V be a K-vector space of finite
dimension r.
4.1.1 Complex reflection groups
Definition 4.1.1 A pseudo-reflection is a non-trivial element s of GL(V )
which acts trivially on a hyperplane, called the reflecting hyperplane of s.
If W is a finite subgroup of GL(V ) generated by pseudo-reflections, then
(V,W ) is called a K-reflection group of rank r.
We have the following classification of complex reflection groups, also
known as the “Shephard-Todd classification”. For more details about the
classification, one may refer to [60].
Theorem 4.1.2 Let (V,W ) be an irreducible complex reflection group (i.e.,
W acts irreducibly on V ). Then one of the following assertions is true:
• There exist non-zero integers d, e, r such that (V,W ) ∼= G(de, e, r),
where G(de, e, r) is the group of all r× r monomial matrices with non-
zero entries in µde such that the product of all non-zero entries lies in
µd.
• (V,W ) is isomorphic to one of the 34 exceptional groups Gn (n =
4, . . . , 37).
Remark: Among the irreducible complex reflection groups, we encounter the
irreducible real reflection groups. In particular, we have:
• G(1, 1, r) ∼= Ar−1 for r ≥ 2,
• G(2, 1, r) ∼= Br (or Cr) for r ≥ 2,
• G(2, 2, r) ∼= Dr for r ≥ 4,
• G(e, e, 2) ∼= I2(e), where I2(e) denotes the dihedral group of order 2e,
• G23 = H3, G28 = F4, G30 = H4, G35 = E6, G36 = E7, G37 = E8.
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The following theorem has been proved (using a case by case analysis)
by Benard ([5]) and Bessis ([7]) and generalizes a well known result for Weyl
groups.
Theorem-Definition 4.1.3 Let (V,W ) be a reflection group. Let K be the
field generated by the traces on V of all the elements of W . Then all irre-
ducible KW -representations are absolutely irreducible i.e., K is a splitting
field for W . The field K is called the field of definition of the group W .
• If K ⊆ R, then W is a (finite) Coxeter group.
• If K = Q, then W is a Weyl group.
4.1.2 Braid groups associated to complex reflection groups
For all definitions and results about braid groups we follow [21]. Note that
for a given topological space X and a point x0 ∈ X , we denote by Π1(X, x0)
the fundamental group with base point x0.
Let V be a K-vector space of finite dimension r. Let W be a finite
subgroup of GL(V ) generated by pseudo-reflections and acting irreducibly
on V . We denote by A the set of its reflecting hyperplanes. We define the
regular variety V reg := C⊗ V −⋃H∈A C⊗H . For x0 ∈ V reg, we define P :=
Π1(V
reg, x0) the pure braid group (at x0) associated with W . If p : V
reg →
V reg/W denotes the canonical surjection, we define B := Π1(V
reg/W, p(x0))
the braid group (at x0) associated with W .
The projection p induces a surjective map B ։W,σ 7→ σ¯ as follows: Let
σ˜ : [0, 1] → V reg be a path in V reg such that σ˜(0) = x0, which lifts σ. Then
σ¯ is defined by the equality σ¯(x0) = σ˜(1). Note that the map σ 7→ σ¯ is an
anti-morphism.
Denoting by W op the group opposite to W , we have the following short
exact sequence
1→ P → B →W op → 1,
where the map B →W op is defined by σ 7→ σ¯.
Now, for every hyperplane H ∈ A, we set eH the order of the group
WH , where WH is the subgroup of W formed by idV and all the reflections
fixing the hyperplane H . The group WH is cyclic: if sH denotes an element
of WH with determinant ζH := ζeH , then WH =< sH > and sH is called a
distinguished reflection in W .
Let LH := Im(s−idV ). Then, for all x ∈ V , we have x = prH(x)+prLH (x)
with prH(x) ∈ H and prLH (x) ∈ LH . Thus, sH(x) = prH(x) + ζHprLH(x).
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If t ∈ R, we set ζ tH := exp(2πit/eH) and we denote by stH the element of
GL(V ) (a pseudo-reflection if t 6= 0) defined by
stH(x) := prH(x) + ζ
t
HprLH (x).
For x ∈ V , we denote by σH,x the path in V from x to sH(x) defined by
σH,x : [0, 1]→ V, t 7→ stH(x).
Let γ be a path in V reg with initial point x0 and terminal point xH . Then
γ−1 is the path in V reg with initial point xH and terminal point x0 such that
γ−1(t) = γ(1− t) for all t ∈ [0, 1].
Thus, we can define the path sH(γ
−1) : t 7→ sH(γ−1(t)), which goes from
sH(xH) to sH(x0) and lies also in V
reg, since for all x ∈ V reg, sH(x) ∈ V reg (If
sH(x) /∈ V reg, then sH(x) must belong to a hyperplane H ′. If sH′ is a distin-
guished pseudo-reflection with reflecting hyperplane H ′, then sH′(sH(x)) =
sH(x) and sH
−1(sH′(sH(x))) = x. However, sH
−1sH′sH is a reflection and x
belongs to its reflecting hyperplane, s−1H (H
′). This contradicts the fact that
x belongs to V reg.). Now we define a path from x0 to sH(x0) as follows:
σH,γ := sH(γ
−1(t)) · σH,xH · γ
If xH is chosen “close to H and far from the other reflecting hyperplanes”,
the path σH,γ lies in V
reg and its homotopy class does not depend on the
choice of xH . The element it induces in the braid group B, sH,γ, is a distin-
guished braid reflection around the image of H in V reg/W .
Proposition 4.1.4
1. The braid group B is generated by the distinguished braid reflections
around the images of the hyperplanes H ∈ A in V reg/W .
2. The image of sH,γ in W is sH .
3. Whenever γ′ is a path in V reg from x0 to xH , if λ denotes the loop in
V reg defined by λ := γ′−1γ, then
σH,γ′ = sH(λ) · σH,γ · λ−1.
In particular, sH,γ and sH,γ are conjugate in P .
4. The path
∏j=0
j=eH−1
σH,sj
H
(γ), a loop in V
reg, induces the element seHH,γ
in the braid group B and belongs to the pure braid group P . It is a
distinguished braid reflection around H in P .
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Definition 4.1.5 Let s be a distinguished pseudo-reflection in W with re-
flecting hyperplane H. An s-distinguished braid reflection or monodromy gen-
erator is a distinguished braid reflection s around the image of H in V reg/W
such that s¯ = s.
Definition 4.1.6 Let x0 ∈ V reg as before. We denote by τ the element of P
defined by the loop t 7→ x0exp(2πit).
Lemma 4.1.7 We have τ ∈ ZP .
Theorem-Definition 4.1.8 Given C ∈ A/W , there exists a unique length
function lC : B → Z defined as follows: if b = sn11 · sn22 · · · snmm where (for all
j) nj ∈ Z and sj is a distinguished braid reflection around an element of Cj,
then
lC(b) =
∑
{j | Cj=C}
nj .
The length function l : B → Z is defined, for all b ∈ B, as
l(b) =
∑
C∈A/W
lC(b).
We say that B has an Artin-like presentation (cf. [56], 5.2), if it has a
presentation of the form
< s ∈ S | {vi = wi}i∈I >,
where S is a finite set of distinguished braid reflections and I is a finite set
of relations which are multi-homogeneous, i.e., such that, for each i, vi and
wi are positive words in elements of S (and hence, for each C ∈ A/W , we
have lC(vi) = lC(wi)).
The following result by Bessis ([8], Theorem 0.1) shows that any braid
group has an Artin-like presentation.
Theorem 4.1.9 Let W be a complex reflection group with associated braid
group B. Then there exists a subset S = {s1, . . . , sn} of B such that
1. The elements s1, . . . , sn are distinguished braid reflection and therefore,
their images s1, . . . , sn in W are distinguished reflections.
2. The set S generates B and therefore, S := {s1, . . . , sn} generates W .
3. There exists a set R of relations of the form w1 = w2, where w1 and
w2 are positive words of equal length in the elements of S, such that
< S | R > is a presentation of B.
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4. Viewing now R as a set of relations in S, the group W is presented by
< S | R; (∀s ∈ S)(ses = 1) >,
where es denotes the order of s in W .
4.2 Generic Hecke algebras
Let K, V,W,A, P, B be defined as in the previous section. For every orbit C
of W on A, we set eC the common order of the subgroups WH , where H is
any element of C and WH the subgroup formed by idV and all the reflections
fixing the hyperplane H .
We choose a set of indeterminates u = (uC,j)(C∈A/W )(0≤j≤eC−1) and we
denote by Z[u,u−1] the Laurent polynomial ring in all the indeterminates u.
We define the generic Hecke algebra H of W to be the quotient of the group
algebra Z[u,u−1]B by the ideal generated by the elements of the form
(s− uC,0)(s− uC,1) . . . (s− uC,eC−1),
where C runs over the set A/W and s runs over the set of monodromy
generators around the images in V reg/W of the elements of the hyperplane
orbit C.
Example 4.2.1 Let W := G2 =< s, t | ststst = tststs, s2 = t2 = 1 > be the di-
hedral group of order 12. Then the generic Hecke algebra of W is defined over the
Laurent polynomial ring in four indeterminates Z[u0, u
−1
0 , u1, u
−1
1 , w0, w
−1
0 , w1, w
−1
1 ]
and can be presented as follows:
H(G2) =< S, T | STSTST = TSTSTS, (S − u0)(S − u1) = 0,
(T − w0)(T − w1) = 0 > .
Example 4.2.2 Let W := G4 =< s, t | sts = tst, s3 = t3 = 1 >. Then s and t
are conjugate in W and their reflecting hyperplanes belong to the same orbit of
W on A. The generic Hecke algebra of W can be presented as follows:
H(G4) =< S, T | STS = TST, (S − u0)(S − u1)(S − u2) = 0,
(T − u0)(T − u1)(T − u2) = 0 > .
We make some assumptions for the generic Hecke algebra H. Note that
they have been verified for all but a finite number of irreducible complex
reflection groups ([20], remarks before 1.17, § 2; [35]).
Assumptions 4.2.3 The algebra H is a free Z[u,u−1]-module of rank |W |.
Moreover, there exists a linear form t : H → Z[u,u−1] with the following
properties:
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1. t is a symmetrizing form on H, i.e., t(hh′) = t(h′h) for all h, h′ ∈ H
and the map
tˆ : H → Hom(H,Z[u,u−1])
h 7→ (h′ 7→ t(hh′))
is an isomorphism.
2. Via the specialization uC,j 7→ ζjeC , the form t becomes the canonical
symmetrizing form on the group algebra ZK [W ].
3. If we denote by α 7→ α∗ the automorphism of Z[u,u−1] consisting of
the simultaneous inversion of the indeterminates, then for all b ∈ B,
we have
t(b−1)∗ =
t(bτ)
t(τ)
,
where τ is the (central) element of P defined by the loop t 7→ x0exp(2πit).
We know that the form t is unique ([20], 2.1). From now on, we suppose
that the assumptions 4.2.3 are satisfied. Then we have the following result
by G. Malle ([49], 5.2).
Theorem 4.2.4 Let v = (vC,j)(C∈A/W )(0≤j≤eC−1) be a set of
∑
C∈A/W eC in-
determinates such that, for every C, j, we have v|µ(K)|C,j = ζ−jeC uC,j. Then the
K(v)-algebra K(v)H is split semisimple.
By “Tits’ deformation theorem” (Theorem 2.4.9), it follows that the spe-
cialization vC,j 7→ 1 induces a bijection χv 7→ χ from the set Irr(K(v)H) of
absolutely irreducible characters of K(v)H to the set Irr(W ) of absolutely
irreducible characters of W , such that the following diagram is commutative
χv : H → ZK [v,v−1]
↓ ↓
χ : ZK [W ] → ZK .
Since the assumptions 4.2.3 are satisfied and the algebra K(v)H is split
semisimple, we can define the Schur element sχ(v) for every irreducible char-
acter χv of K(v)H with respect to the symmetrizing form t. The following
result describes the form of the Schur elements associated to the irreducible
characters of K(v)H.
Theorem 4.2.5 The Schur element sχ(v) associated to the irreducible char-
acter χv of K(v)H is an element of ZK [v,v−1] of the form
sχ(v) = ξχNχ
∏
i∈Iχ
Ψχ,i(Mχ,i)
nχ,i
where
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(a) ξχ is an element of ZK ,
(b) Nχ =
∏
C,j v
bC,j
C,j is a monomial in ZK [v,v
−1] with
∑eC−1
j=0 bC,j = 0 for all
C ∈ A/W ,
(c) Iχ is an index set,
(d) (Ψχ,i)i∈Iχ is a family of K-cyclotomic polynomials in one variable (i.e.,
minimal polynomials of the roots of unity over K),
(e) (Mχ,i)i∈Iχ is a family of monomials in ZK [v,v
−1] such that if Mχ,i =∏
C,j v
aC,j
C,j , then gcd(aC,j) = 1 and
∑eC−1
j=0 aC,j = 0 for all C ∈ A/W ,
(f) (nχ,i)i∈Iχ is a family of positive integers.
Proof: By Proposition 2.2.10, we have that sχ(v) ∈ ZK [v,v−1]. The
rest is a case by case analysis: Let us first consider the group G(d, 1, r). The
Schur elements of H(G(d, 1, r)) have been calculated independently by Geck,
Iancu and Malle ([35]) and by Mathas ([53]). Following Theorem 6.7.2, they
are obviously of the desired form. Moreover, in the Appendix we give the
generic Schur elements for the groups G(2d, 2, 2), G7, G11, G19, G26, G32
(calculated by Malle in [48] and [50]) and F4 (calculated by Lusztig in [46])
and show that they are of the form described above. In the Appendix, we
also give the specializations of the parameters which make
• H(G(de, 1, r)) the twisted symmetric algebra of the cyclic group Ce
over H(G(de, e, r)) in the case where r > 2 or r = 2 and e is odd.
• H(G(de, 2, 2)) the twisted symmetric algebra of the cyclic group Ce/2
over H(G(de, e, 2)) in the case where e is even.
• H(G7) the twisted symmetric algebra of some finite cyclic group over
H(G4), H(G5) and H(G6).
• H(G11) the twisted symmetric algebra of some finite cyclic group over
H(G8), H(G9), H(G10), H(G12), H(G13), H(G14) and H(G15).
• H(G19) the twisted symmetric algebra of some finite cyclic group over
H(G16), H(G17), H(G18), H(G20), H(G21) and H(G22).
• H(G26) the twisted symmetric algebra of the cyclic group C2 over
H(G25).
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In all these cases, Proposition 2.3.15 implies that the Schur elements of the
twisted symmetric algebra are scalar multiples of the Schur elements of the
subalgebra. Due to the nature of the specializations (each indeterminate is
sent to an indeterminate or a root of unity or a product of the two), the
Schur elements of the subalgebra are also of the desired form.
Finally, if W is one of the remaining exceptional irreducible complex
reflection groups, then W has one hyperplane orbit C with eC = 2. The
generic Hecke algebra of W is defined over a Laurent polynomial ring in
two indeterminates vC,0 and vC,1. Its Schur elements should be products of
K-cyclotomic polynomials in one variable v := vC,0v
−1
C,1. The generic Schur
elements have been calculated
• for E6 and E7 by Surowski ([61]),
• for E8 by Benson ([6]),
• for H3 by Lusztig ([43]),
• for H4 by Alvis and Lusztig ([1]),
• for G24, G27, G29, G31, G33 and G34 by Malle ([50]),
and they are, indeed, products of K-cyclotomic polynomials in “one” vari-
able.
Note that in order to write the Schur elements in the desired form, we
have used the GAP Package CHEVIE (where some mistakes in the articles
cited above have been corrected). 
Remark: It is a consequence of [58], Theorem 3.5, that the irreducible factors
of the generic Schur elements over C[v,v−1] are divisors of Laurent polyno-
mials of the form M(v)n − 1, where
• M(v) is a monomial in C[v,v−1],
• n is a positive integer.
We have seen that the specialization vC,j 7→ 1 induces a bijection χv 7→ χ
from Irr(K(v)H) to Irr(W ). Due to the assumptions 4.2.3, it sends sχ(v)
to |W |/χ(1), which is the Schur element of χ with respect to the canoni-
cal symmetrizing form. Therefore, the first cyclotomic polynomial does not
appear in the factorization of sχ(v) (otherwise the specialization vC,j 7→ 1
would send sχ(v) to 0).
The following result is an immediate application of Definition 3.1.1.
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Theorem 4.2.6 The algebra H, defined over the ring ZK [v,v−1], is an es-
sential algebra.
Thanks to Theorem 4.2.6, all the results of Chapter 3 can be applied to
the generic Hecke algebra of an irreducible complex reflection group.
Definition 4.2.7 Let p be a prime ideal of ZK . We say that a (primitive)
monomial M in ZK [v,v
−1] is p-essential for W , if M is p-essential for H.
Example 4.2.8 Let W := G2. The group G2 is a Weyl group. We have seen
that
H(G2) =< S, T | STSTST = TSTSTS, (S − u0)(S − u1) = 0,
(T − w0)(T − w1) = 0 > .
Set x20 := u0, x
2
1 := −u1, y20 := w0, y21 := −w1. By Theorem 4.2.4, the algebra
Q(x0, x1, y0, y1)H(G2) is split semisimple and hence, there exists a bijection be-
tween its irreducible characters and the irreducible characters of G2. The group
G2 has 4 irreducible characters of degree 1 and 2 irreducible characters of degree
2. Set
s1(x0, x1, y0, y1) := Φ4(x0x
−1
1 ) · Φ4(y0y−11 ) · Φ3(x0x−11 y0y−11 ) · Φ6(x0x−11 y0y−11 ),
s2(x0, x1, y0, y1) := 2x
−2
0 x
2
1 · Φ3(x0x−11 y0y−11 ) · Φ6(x0x−11 y−10 y1),
where Φ3(x) = x
2 + x+ 1, Φ4(x) = x
2 + 1, Φ6(x) = x
2 − x+ 1.
The Schur elements of H(G2) are
s1(x0, x1, y0, y1), s1(x0, x1, y1, y0), s1(x1, x0, y0, y1), s1(x1, x0, y1, y0),
s2(x0, x1, y0, y1), s2(x0, x1, y1, y0).
Since Φ3(1) = 3, Φ4(1) = 2 and Φ6(1) = 1, we obtain that
• the (2)-essential monomials for G2 are x0x−11 and y0y−11 (and their inverses),
• the (3)-essential monomials for G2 are x0x−11 y0y−11 and x0x−11 y−10 y1 (and
their inverses).
Example 4.2.9 Let W := G4. The field of definition of G4 is Q(ζ3). We have
seen that
H(G4) =< S, T | STS = TST, (S − u0)(S − u1)(S − u2) = 0,
(T − u0)(T − u1)(T − u2) = 0 > .
Set v60 := u0, v
6
1 := ζ
2
3u1, v
6
2 := ζ3u2. By Theorem 4.2.4, the algebraQ(ζ3)(v0, v1, v2)H(G4)
is split semisimple and hence, there exists a bijection between its irreducible char-
acters and the irreducible characters of G4. The group G4 has 3 irreducible char-
acters of degree 1, 3 irreducible characters of degree 2 and 1 irreducible character
of degree 3. Set
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s1(v0, v1, v2) = Φ
′′
9(v0v
−1
1 )·Φ′18(v0v−11 )·Φ4(v0v−11 )·Φ′12(v0v−11 )·Φ′′12(v0v−11 )·Φ′36(v0v−11 )·
Φ′9(v0v
−1
2 ) · Φ′′18(v0v−12 ) · Φ4(v0v−12 ) · Φ′12(v0v−12 ) · Φ′′12(v0v−12 ) · Φ′′36(v0v−12 ) ·
Φ4(v
2
0v
−1
1 v
−1
2 ) · Φ′12(v20v−11 v−12 ) · Φ′′12(v20v−11 v−12 ),
s2(v0, v1, v2) = −ζ23v62v−61 ·Φ′9(v1v−10 )·Φ′′18(v1v−10 )·Φ′′9(v2v−10 )·Φ′18(v2v−10 )·Φ4(v1v−12 )·
Φ′12(v1v
−1
2 )·Φ′′12(v1v−12 )·Φ′36(v1v−12 )·Φ4(v−20 v1v2)·Φ′12(v−20 v1v2)·Φ′′12(v−20 v1v2),
s3(v0, v1, v2) = Φ4(v
2
0v
−1
1 v
−1
2 )·Φ′12(v20v−11 v−12 )·Φ′′12(v20v−11 v−12 )·Φ4(v21v−12 v−10 )·Φ′12(v21v−12 v−10 )·
Φ′′12(v
2
1v
−1
2 v
−1
0 ) · Φ4(v22v−10 v−11 ) · Φ′12(v22v−10 v−11 ) · Φ′′12(v22v−10 v−11 ),
where Φ4(x) = x
2 + 1, Φ′9(x) = x
3 − ζ3, Φ′′9(x) = x3 − ζ23 , Φ′′12(x) = x2 + ζ3,
Φ′12(x) = x
2 + ζ23 , Φ
′′
18(x) = x
3 + ζ3, Φ
′
18(x) = x
3 + ζ23 , Φ
′′
36(x) = x
6 + ζ3,
Φ′36(x) = x
6 + ζ23 .
The Schur elements of H(G4) are
s1(v0, v1, v2), s1(v1, v2, v0), s1(v2, v0, v1),
s2(v0, v1, v2), s2(v1, v2, v0), s2(v2, v0, v1), s3(v0, v1, v2).
We deduce that the (2)-essential monomials for G4 are
v0v
−1
1 , v0v
−1
2 , v1v
−1
2 , v
2
0v
−1
1 v
−1
2 , v
2
1v
−1
2 v
−1
0 , v
2
2v
−1
0 v
−1
1 .
The first three are also the (1− ζ3)-essential monomials for G4.
4.3 Cyclotomic Hecke algebras
Let y be an indeterminate. We set x := y|µ(K)|.
Definition 4.3.1 A cyclotomic specialization of H is a ZK-algebra mor-
phism φ : ZK [v,v
−1]→ ZK [y, y−1] with the following properties:
• φ : vC,j 7→ ynC,j where nC,j ∈ Z for all C and j.
• For all C ∈ A/W , if z is another indeterminate, the element of ZK [y, y−1, z]
defined by
ΓC(y, z) :=
eC−1∏
j=0
(z − ζjeCynC,j)
is invariant by the action of Gal(K(y)/K(x)).
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If φ is a cyclotomic specialization of H, the corresponding cyclotomic
Hecke algebra is the ZK [y, y
−1]-algebra, denoted by Hφ, which is obtained as
the specialization of the ZK [v,v
−1]-algebra H via the morphism φ. It also
has a symmetrizing form tφ defined as the specialization of the canonical
form t.
Remark: Sometimes we describe the morphism φ by the formula
uC,j 7→ ζjeCxnC,j .
If now we set q := ζx for some root of unity ζ ∈ µ(K), then the cyclotomic
specialization φ becomes a ζ-cyclotomic specialization and Hφ can be also
considered over ZK [q, q
−1].
Example 4.3.2 The “spetsial” cyclotomic Hecke algebraHsq(W ) is the 1-cyclotomic
algebra obtained by the specialization
uC,0 7→ q, uC,j 7→ ζjeC for 1 ≤ j ≤ eC − 1, for all C ∈ A/W.
For example,
Hsq(G2) =< S, T |STSTST = TSTSTS, (S − q)(S + 1) = (T − q)(T + 1) = 0 > .
and
Hsq(G4) =< S, T |STS = TST, (S − q)(S2 +S +1) = (T − q)(T 2 + T +1) = 0 > .
Set A := ZK [v,v
−1] and Ω := ZK [y, y
−1]. Let φ : A→ Ω be a cyclotomic
specialization such that φ(vC,j) = y
nC,j for all C, j. Recall that, for α ∈ Z\{0},
we denote by Iα : Ω→ Ω the monomorphism y 7→ yα.
Theorem 4.3.3 Let φ : A → Ω be a cyclotomic specialization like above.
Then there exist an adapted ZK-algebra morphism ϕ : A→ Ω and α ∈ Z\{0}
such that
φ = Iα ◦ ϕ.
Proof: We set d := gcd(nC,j) and consider the cyclotomic specialization
ϕ : vC,j 7→ ynC,j/d. We have φ = Id ◦ ϕ. Since gcd(nC,j/d) = 1, there exist
aC,j ∈ Z such that ∑
C,j
aC,j(nC,j/d) = 1.
We have y = ϕ(
∏
C,j v
aC,j
C,j ) an hence, ϕ is surjective. Then, by Proposition
1.4.12, ϕ is adapted. 
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Let ϕ be defined as in Theorem 4.3.3 and Hϕ the corresponding cyclo-
tomic Hecke algebra. Proposition 3.2.1 implies that the algebra K(y)Hϕ is
split semisimple. Due to Corollary 2.4.11 and the theorem above, we deduce
that
Proposition 4.3.4 The algebra K(y)Hφ is split semisimple.
For y = 1, the algebra K(y)Hφ specializes to the group algebra KW
(the form tφ becoming the canonical form on the group algebra). Thus, by
“Tits’ deformation theorem”, the specialization vC,j 7→ 1 defines the following
bijections
Irr(K(v)H) ↔ Irr(K(y)Hφ) ↔ Irr(W )
χv 7→ χφ 7→ χ.
The following result is an immediate consequence of Theorem 4.2.5.
Proposition 4.3.5 The Schur element sχφ(y) associated to the irreducible
character χφ of K(y)Hφ is a Laurent polynomial in y of the form
sχφ(y) = ψχ,φy
aχ,φ
∏
Φ∈CK
Φ(y)nχ,φ,Φ
where ψχ,φ ∈ ZK , aχ,φ ∈ Z, nχ,φ,Φ ∈ N and CK is a set of K-cyclotomic
polynomials.
4.3.1 Essential hyperplanes
Let p be a prime ideal of ZK . Let φ : vC,j 7→ ynC,j be a cyclotomic special-
ization of H and let ϕ be an adapted morphism as in Theorem 4.3.3. By
Corollary 3.4.2, the blocks of ΩpΩHφ coincide with the blocks of ΩpΩHϕ and
the latter can be calculated with the use of Theorem 3.3.2. Therefore, we
need to know which p-essential monomials are sent to 1 by ϕ.
Let M :=
∏
C,j v
aC,j
C,j be a p-essential monomial for W . Then
ϕ(M) = 1⇔ φ(M) = 1⇔
∑
C,j
aC,jnC,j = 0.
Set m :=
∑
C∈A/W eC. The hyperplane defined in C
m by the relation∑
C,j
aC,jtC,j = 0,
where (tC,j)C,j is a set of m indeterminates, is called p-essential hyperplane
for W . A hyperplane in Cm is called essential for W , if it is p-essential for
some prime ideal p of ZK .
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Example 4.3.6 Let W := G2. Following Example 4.2.8, let
φ : x0 7→ yn0 , x1 7→ yn1 , y0 7→ ym0 , y1 7→ ym1
be a cyclotomic specialization. Then
• the (2)-essential hyperplanes for G2 are N0 −N1 = 0 and M0 −M1 = 0,
• the (3)-essential hyperplanes for G2 are N0 −N1 +M0 −M1 = 0 and N0 −
N1 −M0 +M1 = 0.
Example 4.3.7 Let W := G4. Following Example 4.2.9, let φ : vi 7→ yni for
i = 0, 1, 2 be a cyclotomic specialization. Then the hyperplanes
• N0 −N1 = 0, N0 −N2 = 0 and N1 −N2 = 0 are (2)-essential and (1 − ζ3)-
essential for G4,
• 2N0 − N1 − N2 = 0, 2N1 − N2 − N0 = 0 and 2N2 − N0 − N1 = 0 are just
(2)-essential for G4.
In order to calculate the blocks of ΩpΩHφ, we check to which p-essential
hyperplanes the nC,j belong and we apply Theorem 3.3.2:
• If the nC,j belong to no p-essential hyperplane, then the blocks of ΩpΩHφ
coincide with the blocks of ApAH. We call these blocks p-blocks asso-
ciated with no essential hyperplane.
• If the nC,j belong to exactly one p-essential hyperplane HM , correspond-
ing to the p-essential monomial M , then the blocks of ΩpΩHφ coincide
with the blocks of AqMH, where qM := pA+ (M − 1)A. We call these
blocks p-blocks associated with the essential hyperplane HM .
• If the nC,j belong to more than one p-essential hyperplane, then, fol-
lowing Theorem 3.3.2, the blocks of ΩpΩHφ are unions of the p-blocks
associated with the p-essential hyperplanes to which the nC,j belong
and they are minimal with respect to that property.
This last property of the p-blocks is called “property of semi-continuity”
(the name is due to C. Bonnafe´). The property of semi-continuity also ap-
pears in works on Kazhdan-Lusztig cells (cf. [10], [9], [39]) and on Cherednik
algebras (cf. [37]). In the next section, we will see that the Rouquier blocks
of the cyclotomic Hecke algebras also have this property.
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4.3.2 Group algebra
Let p be a prime ideal of ZK lying over a prime number p and let φ : vC,j 7→
ynC,j be a cyclotomic specialization of H. If nC,j = n ∈ Z for all C and
j, then the nC,j belong to all p-essential hyperplanes for W and we have
ΩpΩHφ ∼= ΩpΩW . Note that, since the ring ΩpΩ is a discrete valuation ring
(by Theorem 1.2.24), the blocks of ΩpΩW are the p-blocks ofW as determined
by Brauer theory. Due to Theorem 3.3.2, we obtain the following result which
relates the p-blocks of any cyclotomic Hecke algebra to the p-blocks of W .
Proposition 4.3.8 Let φ : vC,j 7→ ynC,j be a cyclotomic specialization of H.
If two irreducible characters χ, ψ ∈ Irr(W ) are in the same block of ΩpΩHφ,
then they are in the same p-block of W .
Proof: The blocks of ΩpΩHφ are unions of the blocks of AqMH for all
p-essential monomials M such that φ(M) = 1, whereas the p-blocks of W
are unions of the blocks of AqMH for all p-essential monomials M . 
However, we know from Brauer theory that if the order of the group W is
prime to p, then every character of W is a p-block by itself (see, for example,
[59], 15.5, Proposition 43). It is an immediate consequence of Proposition
4.3.8 that
Corollary 4.3.9 If p is a prime ideal of ZK lying over a prime number p
which does not divide the order of the group W , then the blocks of ΩpΩHφ are
singletons.
4.4 Rouquier blocks of the cyclotomic Hecke
algebras
Definition 4.4.1 We call Rouquier ring of K and denote by RK(y) the ZK-
subalgebra of K(y)
RK(y) := ZK [y, y−1, (yn − 1)−1n≥1]
Let φ : vC,j 7→ ynC,j be a cyclotomic specialization and Hφ the correspond-
ing cyclotomic Hecke algebra. The Rouquier blocks of Hφ are the blocks of
the algebra RK(y)Hφ.
It has been shown by Rouquier (cf. [57]), that if W is a Weyl group
and Hφ is obtained via the “spetsial” cyclotomic specialization (see Example
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4.3.2), then the Rouquier blocks of Hφ coincide with the families of charac-
ters defined by Lusztig. Thus, the Rouquier blocks generalize the notion of
“families of characters” to all complex reflection groups.
Remark: We have seen that if we set q := ζy|µ(K)| for some root of unity
ζ ∈ µ(K), then the cyclotomic Hecke algebra Hφ can be also considered over
the ring ZK [q, q
−1]. We define the Rouquier blocks of Hφ to be the blocks
of RK(y)Hφ. However, in other texts, as, for example, in [18], the Rouquier
blocks are defined to be the blocks of RK(q)Hφ. Since RK(y) is the inte-
gral closure of RK(q) in the splitting field K(y) for Hφ, Proposition 2.1.9
establishes the (determining) relation between the blocks of RK(y)Hφ and
the blocks of RK(q)Hφ.
The Rouquier ring RK(y) has many interesting properties. The next
result describes some of them.
Proposition 4.4.2
1. The group of units RK(y)× of the Rouquier ring RK(y) consists of the
elements of the form
uyn
∏
Φ∈Cycl(K)
Φ(y)nΦ,
where u ∈ Z×K , n, nΦ ∈ Z, Cycl(K) is the set of K-cyclotomic polyno-
mials and nΦ = 0 for all but a finite number of Φ.
2. The prime ideals of RK(y) are
• the zero ideal {0},
• the ideals of the form pRK(y), where p is a prime ideal of ZK ,
• the ideals of the form P (y)RK(y), where P (y) is an irreducible
element of ZK [y] of degree at least 1, prime to y and to Φ(y) for
all Φ ∈ Cycl(K).
3. The Rouquier ring RK(y) is a Dedekind ring.
Proof:
1. This part is immediate from the definition of K-cyclotomic polynomi-
als.
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2. Since RK(y) is an integral domain, the zero ideal is prime.
The ring ZK is a Dedekind ring and thus a Krull ring, by Proposition
1.2.26. Proposition 1.2.25 implies that the ring ZK [y] is also a Krull
ring whose prime ideals of height 1 are of the form pZK [y] (p prime
in ZK) and P (y)ZK[y] (P (y) irreducible in ZK [y] of degree at least 1).
Moreover, ZK has an infinite number of non-zero prime ideals whose
intersection is the zero ideal. Since all non-zero prime ideals of ZK are
maximal, we obtain that every prime ideal of ZK is the intersection of
maximal ideals. Thus ZK is, by definition, a Jacobson ring (cf. [30],
§4.5). The general form of the Nullstellensatz ([30], Theorem 4.19)
implies that for every maximal ideal m of ZK [y], the ideal m ∩ ZK is a
maximal ideal of ZK . We deduce that the maximal ideals of ZK [y] are
of the form pZK [y] + P (y)ZK[y] (p prime in ZK and P (y) of degree at
least 1 irreducible modulo p). Since ZK [y] has Krull dimension 2, we
have now described all its prime ideals.
The Rouquier ring RK(y) is a localization of ZK [y]. Therefore, in
order to prove that the non-zero prime ideals of RK(y) are the ones
described above, it is enough to show that mRK(y) = RK(y) for all
maximal ideals m of ZK [y]. For this, it suffices to show that pRK(y) is
a maximal ideal of RK(y) for all prime ideals p of ZK .
Let p be a prime ideal of ZK . Then
RK(y)/pRK(y) ∼= Fp[y, y−1, (yn − 1)−1n≥1],
where Fp denotes the finite field ZK/p. Since Fp is finite, every non-zero
polynomial in Fp[y] is a product of elements which divide y or y
n − 1
for some n ∈ N. Thus every non-zero element of Fp[y] is invertible in
RK(y)/pRK(y). Consequently, we obtain that
RK(y)/pRK(y) ∼= Fp(y),
whence p generates a maximal ideal in RK(y).
3. The ringRK(y) is the localization of a Noetherian integrally closed ring
and thus Noetherian and integrally closed itself. Moreover, following
the description of its prime ideals in part 2, it has Krull dimension 1.
Remark: If P (y) is an irreducible element of ZK [y] of degree at least 1, prime
to y and to Φ(y) for all Φ ∈ Cycl(K), then the field RK(y)/P (y)RK(y) is
isomorphic to the field of fractions of the ring ZK [y]/P (y)ZK[y].
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Now let us recall the form of the Schur elements of the cyclotomic Hecke
algebra Hφ given in Proposition 4.3.5. If χφ is an irreducible character of
K(y)Hφ, then its Schur element sχφ(y) is of the form
sχφ(y) = ψχ,φy
aχ,φ
∏
Φ∈CK
Φ(y)nχ,φ,Φ
where ψχ,φ ∈ ZK , aχ,φ ∈ Z, nχ,φ,Φ ∈ N and CK is a set of K-cyclotomic
polynomials.
Definition 4.4.3 A prime ideal p of ZK lying over a prime number p is
φ-bad for W , if there exists χφ ∈ Irr(K(y)Hφ) with ψχ,φ ∈ p. If p is φ-bad
for W , we say that p is a φ-bad prime number for W .
Remark: If W is a Weyl group and φ is the “spetsial” cyclotomic specializa-
tion, then the φ-bad prime ideals are the ideals generated by the bad prime
numbers (in the “usual” sense) for W (see [34], 5.2).
Note that if p is a φ-bad prime number for W , then p must divide the
order of the group (since sχφ(1) = |W |/χ(1)).
Let us denote byO the Rouquier ring. By Proposition 2.1.10, the Rouquier
blocks of Hφ are unions of the blocks of OPHφ, where P runs over the
set of prime ideals of O. However, in all of the following cases, due to
the form of the Schur elements, the blocks of OPHφ are singletons (i.e.,
eχφ = χ
∨
φ/sχφ ∈ OPHφ for all χφ ∈ Irr(K(y)Hφ)):
• P is the zero ideal {0}.
• P is of the form P (y)O, where P (y) is an irreducible element of ZK [y]
of degree at least 1, prime to y and to Φ(y) for all Φ ∈ Cycl(K).
• P is of the form pO, where p is a prime ideal of ZK which is not φ-bad
for W .
Therefore, the blocks of OHφ are, simply, unions of the blocks of OpOHφ,
where p runs over the set of φ-bad prime ideals p of ZK . More precisely, we
have that
Proposition 4.4.4 Let χ, ψ ∈ Irr(W ). The characters χφ and ψφ are in
the same Rouquier block of Hφ if and only if there exist a finite sequence
χ0, χ1, . . . , χn ∈ Irr(W ) and a finite sequence p1, . . . , pn of φ-bad prime ideals
for W such that
101
• (χ0)φ = χφ and (χn)φ = ψφ,
• for all j (1 ≤ j ≤ n), (χj−1)φ and (χj)φ are in the same block of
OpjOHφ.
By Proposition 1.1.5(4), we obtain thatOpO ∼= ΩpΩ, where Ω := ZK [y, y−1].
In the previous section we saw how we can use Theorem 3.3.2 to calculate the
blocks of ΩpΩHφ and thus obtain the Rouquier blocks of Hφ. We deduce that
the Rouquier blocks of the cyclotomic Hecke algebras also have the property
of semi-continuity :
• If the nC,j belong to no essential hyperplane for W , then the Rouquier
blocks of Hφ are the Rouquier blocks associated with no essential hy-
perplane.
• If the nC,j belong to exactly one essential hyperplane H for W , then
the Rouquier blocks of Hφ are the Rouquier blocks associated with the
essential hyperplane H .
• If the nC,j belong to more than one essential hyperplane, then the
Rouquier blocks of Hφ are unions of the Rouquier blocks associated
with the essential hyperplanes to which the nC,j belong and they are
minimal with respect to that property.
4.4.1 Rouquier blocks and central morphisms
The following description of the Rouquier blocks results from Proposition
2.1.15 and the description of φ-bad prime ideals for W .
Proposition 4.4.5 Let χ, ψ ∈ Irr(W ). The characters χφ and ψφ are in
the same Rouquier block of Hφ if and only if there exists a finite sequence
χ0, χ1, . . . , χn ∈ Irr(W ) and a finite sequence p1, . . . , pn of φ-bad prime ideals
for W such that
• (χ0)φ = χφ and (χn)φ = ψφ,
• for all j (1 ≤ j ≤ n), ω(χj−1)φ ≡ ω(χj)φ mod pjOpjO.
4.4.2 Rouquier blocks and functions a and A
Following the notations of [20], 6B, for every element P (y) ∈ C(y), we call
• valuation of P (y) at y and denote by valy(P ) the order of P (y) at 0
(we have valy(P ) < 0 if 0 is a pole of P (y) and valy(P ) > 0 if 0 is a
zero of P (y)),
102
• degree of P (y) at y and denote by degy(P ) the opposite of the valuation
of P (1/y).
Moreover, if x := y|µ(K)|, then
valx(P (y)) :=
valy(P )
|µ(K)| and degx(P (y)) :=
degy(P )
|µ(K)| .
For χ ∈ Irr(W ), we define
aχφ := valx(sχφ(y)) and Aχφ := degx(sχφ(y)).
The following result is proven in [18], Proposition 2.9.
Proposition 4.4.6
1. For all χ ∈ Irr(W ), we have
ωχφ(τ) = tφ(τ)x
aχφ+Aχφ ,
where τ is the central element of the pure braid group defined in 4.1.6.
2. Let χ, ψ ∈ Irr(W ). If χφ and ψφ belong to the same Rouquier block,
then
aχφ + Aχφ = aψφ + Aψφ.
Proof:
1. If P (y) ∈ C[y, y−1], we denote by P (y)∗ the polynomial whose coeffi-
cients are the complex conjugates of those of P (y). By [20], 2.8, we
know that the Schur element sχφ(y) is semi-palindromic and satisfies
sχφ(y
−1)∗ =
tφ(τ)
ωχφ(τ)
sχφ(y).
We deduce ([20], 6.5, 6.6) that
tφ(τ)
ωχφ(τ)
= ξx−(aχφ+Aχφ),
for some ξ ∈ C. For y = x = 1, the first equation gives tφ(τ) = ωχφ(τ)
and the second one ξ = 1. Thus we obtain
ωχφ(τ) = tφ(τ)x
aχφ+Aχφ .
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2. Suppose that χφ and ψφ belong to the same Rouquier block. Due to
Proposition 4.4.5, it is enough to show that if there exists a φ-bad
prime ideal p of ZK such that ωχφ ≡ ωψφ mod pOpO, then aχφ +Aχφ =
aψφ + Aψφ . If ωχφ ≡ ωψφ mod pOpO, then, in particular, ωχφ(τ) ≡
ωψφ(τ) mod pOpO. Part 1 implies that
tφ(τ)x
aχφ+Aχφ ≡ tφ(τ)xaψφ+Aψφ mod pOpO.
We know by [20], 2.1 that tφ(τ) is of the form ξx
M , where ξ is a root of
unity and M ∈ Z. Thus tφ(τ) /∈ pOpO and the above congruence gives
xaχφ+Aχφ ≡ xaψφ+Aψφ mod pOpO,
whence
aχφ + Aχφ = aψφ + Aψφ.

Remark: For all Coxeter groups, Lusztig has proved (cf., for example, [45],
3.3 and 3.4) that if χφ and ψφ belong to the same Rouquier block of the
Iwahori-Hecke algebra, then aχφ = aψφ and Aχφ = Aψφ . This assertion has
also been proved
• for almost all cyclotomic Hecke algebras of the groups G(d, 1, r) and
G(e, e, r) in [18],
• for the “spetsial” cyclotomic Hecke algebra of the “spetsial” exceptional
complex reflection groups in [52].
Using the results of the next chapter, we have been able to obtain the same
result for all cyclotomic Hecke algebras
• of the groups G(d, 1, r) in [24],
• of the groups G(de, e, r) in [25], and
• of all exceptional irreducible complex reflection groups in [22],
thus completing its proof for all complex reflection groups.
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Chapter 5
On the determination of the
Rouquier blocks
The aim of this chapter is the determination of the Rouquier blocks of the
cyclotomic Hecke algebras of all irreducible complex reflection groups. In the
last chapter, we saw that the Rouquier blocks have the property of “semi-
continuity”. This property allows us to obtain the Rouquier blocks for any
cyclotomic Hecke algebra by actually calculating them in a small number
of cases. Following the theory developed in the two previous chapters, we
only need to determine the Rouquier blocks “associated with no and each
essential hyperplane” for all irreducible complex reflection groups.
For the exceptional irreducible complex reflection groups, the computa-
tions were made with the use of the GAP package CHEVIE (cf. [36]). In
section 5.2, we give the algorithm which has been used. This algorithm is
heuristic and was applied only to the groups G7, G11, G19, G26, G28 and G32.
The results presented in the Appendix allow us to use Clifford Theory in
order to obtain the Rouquier blocks for the groups G4, . . . , G22 and G25. The
remaining groups have already been studied by Malle and Rouquier in [52].
We have stored all the calculated data in a computer file and created GAP
functions to display them. These functions are presented in this chapter and
can be found on my webpage ([23]).
As far as the groups of the infinite series are concerned, Clifford theory
again allows us to obtain the Rouquier blocks of the cyclotomic Hecke al-
gebras of G(de, e, r) (when r > 2 or r = 2 and e is odd) and G(2fd, 2f, 2)
from those of G(de, 1, r) and G(2fd, 2, 2) respectively. Therefore, only the
last two cases need to be studied thoroughly.
In section 5.3, we determine the Rouquier blocks associated with the
essential hyperplanes for the group G(d, 1, r). The algorithm of Lyle and
Mathas (cf. [47]) for the determination of the blocks of an Ariki-Koike alge-
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bra over a field has played a key role in the achievement of this goal. The
description of the Rouquier blocks for G(d, 1, r) is combinatorial and demon-
strates an unexpected relation between them and the families of characters
of the Weyl groups of type Bn, n ≤ r.
In section 5.4, we calculate the Rouquier blocks associated with no and
each essential hyperplane for the group G(2d, 2, 2). The method used follows
the same principles as the algorithm for the exceptional irreducible complex
reflection groups.
Finally, in section 5.5, we explain how exactly we apply the results of
Clifford theory (Propositions 2.3.15 and 2.3.18) to obtain the Rouquier blocks
of the cyclotomic Hecke algebras of the groups G(de, e, r).
5.1 General principles
Let W be an irreducible complex reflection group with field of definition K
and let H be its generic Hecke algebra. We suppose that the assumptions
4.2.3 are satisfied. Following Theorem 4.2.4, we can find a set of indetermi-
nates v such that the algebraK(v)H is split semisimple. Set A := ZK [v,v−1]
and let us denote by O the Rouquier ring RK(y) of K. Let p be a prime
ideal of ZK lying over a prime number p which divides the order of the group
W . We can determine the p-essential hyperplanes W from the factorization
of the Schur elements of H over K[v,v−1].
Let φ∅ : vC,j 7→ ynC,j be a cyclotomic specialization such that the integers
nC,j belong to no essential hyperplane forW . Such a cyclotomic specialization
will be called associated with no essential hyperplane. The blocks of OpOHφ∅
are called p-blocks associated with no essential hyperplane and coincide with
the blocks of ApAH.
Let φH : vC,j 7→ ynC,j be a cyclotomic specialization such that the in-
tegers nC,j belong to exactly one essential hyperplane H , corresponding to
the essential monomial M . Such a cyclotomic specialization will be called
associated with the essential hyperplane H . The blocks of OpOHφH are called
p-blocks associated with the essential hyperplane H . If H is not p-essential for
W , then the blocks of OpOHφH coincide with the p-blocks associated with no
essential hyperplane. If H is p-essential for W , then the blocks of OpOHφH
coincide with the blocks of AqMH, where qM = (M − 1)A+ pA. By Proposi-
tion 3.2.3, the p-blocks associated with the essential hyperplane H are unions
of p-blocks associated with no essential hyperplane.
Following Proposition 4.4.4, the Rouquier blocks of Hφ∅ can be obtained
as unions of p-blocks associated with no essential hyperplane, where p runs
over the set of prime ideals of ZK lying over the prime divisors of |W | (if
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p is not φ∅-bad, then the corresponding p-blocks are trivial). The Rouquier
blocks ofHφ∅ are the Rouquier blocks associated with no essential hyperplane.
Respectively, the Rouquier blocks of HφH are the Rouquier blocks associated
with the essential hyperplane H . Like the p-blocks, the Rouquier blocks
associated with the essential hyperplane H are unions of Rouquier blocks
associated with no essential hyperplane.
The following result is a consequence of Theorem 3.3.2 and summarizes
the results of Chapter 4.
Theorem 5.1.1 Let φ : vC,j 7→ ynC,j be a cyclotomic specialization which is
not associated with no essential hyperplane. Let E be the set of all essential
hyperplanes to which the integers nC,j belong. Let χ, ψ ∈ Irr(W ). The charac-
ters χφ and ψφ belong to the same block of OpOHφ if and only if there exist a
finite sequence χ0, χ1, . . . , χn ∈ Irr(W ) and a finite sequence H1, . . . , Hn ∈ E
such that
• (χ0)φ = χφ and (χn)φ = ψφ,
• for all j (1 ≤ j ≤ n), (χj−1)φ and (χj)φ are in the same p-block
associated with the essential hyperplane Hj.
Moreover, the characters χφ and ψφ belong to the same Rouquier block of Hφ
if and only if there exist a finite sequence χ0, χ1, . . . , χn ∈ Irr(W ) and a finite
sequence H1, . . . , Hn ∈ E such that
• (χ0)φ = χφ and (χn)φ = ψφ,
• for all j (1 ≤ j ≤ n), (χj−1)φ and (χj)φ are in the same Rouquier
block associated with the essential hyperplane Hj.
Thanks to the above theorem, in order to determine the Rouquier blocks
of any cyclotomic Hecke algebra associated to W , we only need to consider
a cyclotomic specialization associated with no and each essential hyperplane
and
• either calculate their p-blocks, for all prime ideals p lying over the
prime divisors of |W |, and use Proposition 4.4.4 in order to obtain
their Rouquier blocks,
• or calculate directly their Rouquier blocks.
In the case of the exceptional groups, we will use the first method, whereas
in the case of the groups of the infinite series, we will mostly use the sec-
ond one. In both cases, we will need some criteria in order to determine
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the corresponding partitions of Irr(W ) into blocks. These are results which
have already been presented in previous chapters, but we are going to repeat
here for the convenience of the reader. Once more, let φ : vC,j 7→ ynC,j be
a cyclotomic specialization and let p be a prime ideal of ZK lying over the
prime number p.
Proposition 2.4.18. An irreducible character χ ∈ Irr(W ) is a block of
OpOHφ by itself if and only if sχφ /∈ pZK [y, y−1].
Proposition 3.2.5. Let C be a block of ApAH. If M is an essential mono-
mial for W which is not p-essential for any χ ∈ C , then C is a block of
AqMH, where qM = (M − 1)A+ pA.
Proposition 4.3.8. If χ, ψ ∈ Irr(W ) belong to the same block of OpOHφ,
then they are in the same p-block of W .
Proposition 4.4.6. If χ, ψ ∈ Irr(W ) are in the same block of OpOHφ,
then they are in the same Rouquier block of Hφ and we have
aχφ + Aχφ = aψφ + Aψφ.
5.2 The exceptional irreducible complex re-
flection groups
Let W := Gn (4 ≤ n ≤ 37) be an irreducible exceptional complex reflection
group with field of definition K.
If n ∈ {23, 24, 27, 29, 30, 31, 33, 34, 35, 36, 37}, then W has only one hy-
perplane orbit C with eC = 2. The generic Hecke algebra ofW is defined over
a Laurent polynomial ring in two indeterminates vC,0 and vC,1 and the only
essential monomial for W is vC,0v
−1
C,1.
If φ is the “spetsial” cyclotomic specialization (see Example 4.3.2), then
φ is associated with no essential hyperplane for W . The p-blocks, for all φ-
bad prime ideals p, and the Rouquier blocks of the spetsial cyclotomic Hecke
algebra of these groups have been calculated by Malle and Rouquier in [52].
If φ is a cyclotomic specialization associated with the unique essential
hyperplane for W , then Hφ is isomorphic to the group algebra ZKW . Its p-
blocks are known from Brauer theory, whereas there exists a single Rouquier
block (see also [57], §3, Rem.1).
Therefore, we will only study in detail the remaining cases.
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5.2.1 Essential hyperplanes
Let p1, p2 be two prime ideal of ZK lying over the same prime number p. If
Ψ is a K-cyclotomic polynomial, then Ψ(1) ∈ p1 if and only if Ψ1 ∈ p2. We
deduce that an essential hyperplane is p1-essential for W if and only if it is
p2-essential for W . Therefore, we can talk about determining the p-essential
hyperplanes for W , where p runs over the set of prime divisors of |W |.
Together with Jean Michel, we have programmed into the GAP package
CHEVIE the Schur elements of the generic Hecke algebras of all exceptional
irreducible complex reflection groups in factorized form (function SchurMod-
els and SchurData). Given a prime ideal p of ZK , GAP provides us with a
way to determine whether an element of ZK belongs to p. Therefore, we can
easily determine the p-essential monomials and thus, the p-essential hyper-
planes for W .
In particular, we only need to follow this procedure for the groups G7,
G11, G19, G26, G28 and G32. In the Appendix, we give the specializations of
the parameters which make
• H(G7) the twisted symmetric algebra of some finite cyclic group over
H(G4), H(G5) and H(G6).
• H(G11) the twisted symmetric algebra of some finite cyclic group over
H(G8), H(G9), H(G10), H(G12), H(G13), H(G14) and H(G15).
• H(G19) the twisted symmetric algebra of some finite cyclic group over
H(G16), H(G17), H(G18), H(G20), H(G21) and H(G22).
• H(G26) the twisted symmetric algebra of the cyclic group C2 over
H(G25).
In all these cases, Proposition 2.3.15 implies that the Schur elements of the
twisted symmetric algebra are scalar multiples of the Schur elements of the
subalgebra. Due to the nature of the specializations, we can obtain the
essential hyperplanes for the smaller group from the ones of the larger.
Example 5.2.1 The essential hyperplanes for G7 are given in Example 5.2.3
(note that different letters represent different hyperplane orbits). The only 3-
essential hyperplanes for G7 are:
c1 − c2 = 0, c0 − c1 = 0, c0 − c2 = 0
b1 − b2 = 0, b0 − b1 = 0, b0 − b2 = 0
All its remaining essential hyperplanes are strictly 2-essential. From these, we can
obtain the p-essential hyperplanes (where p = 2, 3)
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• for G6 by setting b0 = b1 = b2 = 0,
• for G5 by setting a0 = a1 = 0,
• for G4 by setting a0 = a1 = b0 = b1 = b2 = 0.
We have created the GAP function EssentialHyperplanes which is applied
as follows:
gap> EssentialHyperplanes(W,p);
and returns
• the essential hyperplanes for W , if p = 0.
• the p-essential hyperplanes for W , if p divides the order of W .
• error, if p does not divide the order of W .
Example 5.2.2
gap> W:=ComplexReflectionGroup(4);
gap> EssentialHyperplanes(W,0);
c_1-c_2=0
c_0-c_1=0
c_0-c_2=0
2c_0-c_1-c_2=0
c_0-2c_1+c_2=0
c_0+c_1-2c_2=0
gap> EssentialHyperplanes(W,2);
2c_0-c_1-c_2=0
c_0-2c_1+c_2=0
c_0+c_1-2c_2=0
c_0-c_1=0
c_1-c_2=0
c_0-c_2=0
gap> EssentialHyperplanes(W,3);
c_1-c_2=0
c_0-c_1=0
c_0-c_2=0
gap> EssentialHyperplanes(W,5);
Error, The number p should divide the order of the group
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5.2.2 Algorithm
Let p be a prime ideal of ZK lying over a prime number p which divides the
order of the group W . In this section, we will present an algorithm for the
determination of the p-blocks associated with no and each essential hyper-
plane for W . We retake here the notations of section 5.1.
If we are interested in calculating the blocks of ApAH, we follow the steps
below:
1. We select the characters χ ∈ Irr(W ) whose generic Schur elements be-
long to pA. The remaining ones will be blocks of ApAH by themselves,
due to Proposition 2.4.18. Thus we form a first partition λ1 of Irr(W );
one part formed by the selected characters, each remaining character
forming a part by itself.
2. We calculate the p-blocks ofW . By Proposition 4.3.8, if two irreducible
characters are not in the same p-block ofW , then they can not be in the
same block of ApAH. We intersect the partition λ1 with the partition
obtained by the p-blocks of W and we obtain a finer partition, named
λ2.
3. We find a cyclotomic specialization φ : vC,j 7→ ynC,j associated with no
essential hyperplane by trying and checking random values for the nC,j.
Following Proposition 4.4.6, we take the intersection of the partition
we already have with the subsets of Irr(W ), where the sum aχφ + Aχφ
remains constant. This procedure is repeated several times, because
sometimes the partition becomes finer after some repetitions. Finally,
we obtain the partition λ3, which is the finest of all.
If we are interested in calculating the blocks of AqMH for some p-essential
monomial M , the procedure is more or less the same:
1. We select the characters χ ∈ Irr(W ) for which M is a p-essential mono-
mial. We form a first partition λ1 of Irr(W ); one part formed by the
selected characters, each remaining character forming a part by itself.
The idea is that, by Proposition 3.2.5, if M is not p-essential for any
character in a block C of ApAH, then C is a block of AqMH. This
explains step 4.
2. We calculate the p-blocks ofW . By Proposition 4.3.8, if two irreducible
characters are not in the same p-block ofW , then they can not be in the
same block of AqMH. We intersect the partition λ1 with the partition
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obtained by the p-blocks of W and we obtain a finer partition, named
λ2.
3. We find a cyclotomic specialization φ : vC,j 7→ ynC,j associated with
the p-essential hyperplane defined by M (again by trying and checking
random values for the nC,j). We repeat the third step as described for
ApAH to obtain partition λ3.
4. We take the union of λ3 and the partition defined by the blocks of
ApAH.
The above algorithm is, due to step 3, heuristic. However, we will see in
the next section that we only need to apply this algorithm to the groups G7,
G11, G19, G26, G28 and G32. In these cases, we have been able to determine
(using again the criteria presented in section 5.1) that the partition obtained
at the end is minimal and corresponds to the blocks we are looking for.
Remark: Eventually, the above algorithm provides us with the correct Rouquier
blocks for all exceptional irreducible complex reflection groups, except for
G34.
Remark: If p1, p2 are two prime ideals of ZK lying over the same prime
number p, we have observed that, for all exceptional irreducible complex
reflection groups, the p1-blocks always coincide with the p2-blocks. There-
fore, we can talk about determining the p-blocks associated with no and each
essential hyperplane.
5.2.3 Results
With the help of the GAP package CHEVIE, we created a program which
implements the algorithm of the previous section. Using Proposition 4.4.4,
we have been able to determine the Rouquier blocks associated with no and
each essential hyperplane for the groups G7, G11, G19, G26, G28 and G32.
Now, Clifford theory allows us to calculate the Rouquier blocks associ-
ated with no and each essential hyperplane for the remaining exceptional
irreducible complex reflection groups. In all the cases presented in the Ap-
pendix, the explicit calculation of the blocks of the twisted symmetric alge-
bras with the use of the algorithm of the previous section has shown that the
assumptions of Corollary 2.3.19 are satisfied. Moreover, in all these cases, if
H is the twisted symmetric algebra of the finite cyclic group G over H¯ , then
each irreducible character of H restricts to an irreducible character of H¯.
Using the notations of Proposition 2.3.15, this means that |Ω¯| = 1, whence
112
the blocks of H¯ are stable under the action of G. We deduce that the block-
idempotents of H and H¯ over the Rouquier ring coincide. In particular, if C
is a block (of characters) of H , then {ResHH¯(χ) |χ ∈ C} is a block of H¯ .
We will give here the example of G7 and show how we obtain the blocks
of G6 from those of G7. Nevertheless, let us first explain the notations of
characters used by the CHEVIE package.
Let W be an exceptional irreducible complex reflection group. For χ ∈
Irr(W ), we set d(χ) := χ(1) and we denote by b(χ) the valuation of the
fake degree of χ (for the definition of the fake degree see [16], 1.20). The
irreducible characters χ of W are determined by the corresponding pairs
(d(χ), b(χ)) and we write χ = φd,b, where d := d(χ) and b := b(χ). If two
irreducible characters χ and χ′ have d(χ) = d(χ′) and b(χ) = b(χ′), we use
primes “ ′ ” to distinguish them (following [51], [52]).
Example 5.2.3 The generic Hecke algebra of G7 is
H(G7) = < S, T,U | STU = TUS = UST
(S − x0)(S − x1) = 0
(T − y0)(T − y1)(T − y2) = 0
(U − z0)(U − z1)(U − z2) = 0 >
Let
φ :

xi 7→ (ζ2)iqai (0 ≤ i < 2),
yj 7→ (ζ3)jqbj (0 ≤ j < 3),
zk 7→ (ζ3)kqck (0 ≤ k < 3)
be a cyclotomic specialization of H(G7). The only prime numbers which divide
the order of G7 are 2 and 3. Using the algorithm of the previous section, we have
determined the Rouquier blocks associated with no and each essential hyperplane
for G7. We present here only the non-trivial ones:
No essential hyperplane
{φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′},
{φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
c1 − c2 = 0
{φ1,4′ , φ1,8′}, {φ1,8′′ , φ1,12′}, {φ1,12′′ , φ1,16}, {φ1,10′ , φ1,14′}, {φ1,14′′ , φ1,18′}, {φ1,18′′ , φ1,22},
{φ2,9′ , φ2,15}, {φ2,7′ , φ2,11′ , φ2,13′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,9′′ , φ2,5′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′},
{φ2,9′′′ , φ2,7′′′ , φ2,3′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
c0 − c1 = 0
{φ1,0, φ1,4′}, {φ1,4′′ , φ1,8′′}, {φ1,8′′′ , φ1,12′′}, {φ1,6, φ1,10′}, {φ1,10′′ , φ1,14′′ }, {φ1,14′′′ , φ1,18′′},
{φ2,9′ , φ2,7′ , φ2,15, φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,11′′ , φ2,13′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,9′′′ , φ2,5′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
c0 − c2 = 0
{φ1,0, φ1,8′}, {φ1,4′′ , φ1,12′}, {φ1,8′′′ , φ1,16}, {φ1,6, φ1,14′}, {φ1,10′′ , φ1,18′}, {φ1,14′′′ , φ1,22},
{φ2,9′ , φ2,11′ , φ2,15, φ2,5′}, {φ2,7′ , φ2,13′}, {φ2,7′′ , φ2,9′′ , φ2,13′′ , φ2,3′}, {φ2,11′′ , φ2,5′′},
{φ2,11′′′ , φ2,7′′′ , φ2,5′′′ , φ2,1}, {φ2,9′′′ , φ2,3′′}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
113
b1 − b2 = 0
{φ1,4′′ , φ1,8′′′}, {φ1,8′′ , φ1,12′′ }, {φ1,12′ , φ1,16}, {φ1,10′′ , φ1,14′′′ }, {φ1,14′′ , φ1,18′′},
{φ1,18′ , φ1,22}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,11′′′ , φ2,13′′ , φ2,5′′′},
{φ2,11′′ , φ2,9′′′ , φ2,5′′ , φ2,3′′}, {φ2,9′′ , φ2,7′′′ , φ2,3′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
b0 − b1 = 0
{φ1,0, φ1,4′′}, {φ1,4′ , φ1,8′′}, {φ1,8′ , φ1,12′}, {φ1,6, φ1,10′′}, {φ1,10′ , φ1,14′′}, {φ1,14′ , φ1,18′},
{φ2,9′ , φ2,7′′ , φ2,15, φ2,13′′}, {φ2,7′ , φ2,11′′ , φ2,13′ , φ2,5′′}, {φ2,11′ , φ2,9′′ , φ2,5′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
b0 − b2 = 0
{φ1,0, φ1,8′′′}, {φ1,4′ , φ1,12′′}, {φ1,8′ , φ1,16}, {φ1,6, φ1,14′′′}, {φ1,10′ , φ1,18′′}, {φ1,14′ , φ1,22},
{φ2,9′ , φ2,11′′′ , φ2,15, φ2,5′′′}, {φ2,7′ , φ2,9′′′ , φ2,13′ , φ2,3′′}, {φ2,11′ , φ2,7′′′ , φ2,5′ , φ2,1}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − 2b0 + b1 + b2 − 2c0 + c1 + c2 = 0
{φ1,6, φ2,9′ , φ2,15, φ3,4, φ3,8, φ3,12}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}
a0 − a1 − 2b0 + b1 + b2 + c0 − 2c1 + c2 = 0
{φ1,10′ , φ2,7′ , φ2,13′ , φ3,4, φ3,8, φ3,12}, {φ2,9′ , φ2,15}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}
a0 − a1 − 2b0 + b1 + b2 + c0 + c1 − 2c2 = 0
{φ1,14′ , φ2,11′ , φ2,5′ , φ3,4, φ3,8, φ3,12}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}
a0 − a1 − b0 − b1 + 2b2 − c0 − c1 + 2c2 = 0
{φ1,16, φ2,7′′′ , φ2,1, φ3,6, φ3,10, φ3,2}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 − b1 + 2b2 − c0 + 2c1 − c2 = 0
{φ1,12′′ , φ2,9′′′ , φ2,3′′ , φ3,6, φ3,10, φ3,2}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,7′′′ , φ2,1}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 − b1 + 2b2 + 2c0 − c1 − c2 = 0
{φ1,8′′′ , φ2,11′′′ , φ2,5′′′ , φ3,6, φ3,10, φ3,2}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 + b2 − c0 + c1 = 0
{φ1,12′′ , φ1,6, φ2,9′′ , φ2,3′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 + b2 − c1 + c2 = 0
{φ1,16, φ1,10′ , φ2,7′′ , φ2,13′′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 + b2 + c0 − c2 = 0
{φ1,8′′′ , φ1,14′ , φ2,11′′ , φ2,5′′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 + b1 − c0 + c2 = 0
{φ1,12′ , φ1,6, φ2,9′′′ , φ2,3′′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′ }, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 + b1 + c1 − c2 = 0
{φ1,8′′ , φ1,14′ , φ2,11′′′ , φ2,5′′′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 + b1 + c0 − c1 = 0
{φ1,4′′ , φ1,10′ , φ2,7′′′ , φ2,1}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′ }, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
114
a0 − a1 − b0 + 2b1 − b2 − c0 − c1 + 2c2 = 0
{φ1,12′ , φ2,9′′ , φ2,3′ , φ3,6, φ3,10, φ3,2}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 + 2b1 − b2 − c0 + 2c1 − c2 = 0
{φ1,8′′ , φ2,11′′ , φ2,5′′ , φ3,6, φ3,10, φ3,2}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b0 + 2b1 − b2 + 2c0 − c1 − c2 = 0
{φ1,4′′ , φ2,7′′ , φ2,13′′ , φ3,6, φ3,10, φ3,2}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b1 + b2 − c0 + c2 = 0
{φ1,16, φ1,10′′ , φ2,7′ , φ2,13′}, {φ2,9′ , φ2,15}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b1 + b2 + c1 − c2 = 0
{φ1,12′′ , φ1,18′ , φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 − b1 + b2 + c0 − c1 = 0
{φ1,8′′′ , φ1,14′′ , φ2,11′ , φ2,5′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 = 0
{φ1,0, φ1,6}, {φ1,4′ , φ1,10′}, {φ1,8′ , φ1,14′}, {φ1,4′′ , φ1,10′′}, {φ1,8′′ , φ1,14′′}, {φ1,12′ , φ1,18′}, {φ1,8′′′ , φ1,14′′′},
{φ1,12′′ , φ1,18′′}, {φ1,16, φ1,22}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,4, φ3,10, φ3,8, φ3,2, φ3,12}
a0 − a1 + b1 − b2 − c0 + c1 = 0
{φ1,8′′ , φ1,14′′′ , φ2,11′ , φ2,5′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + b1 − b2 − c1 + c2 = 0
{φ1,12′ , φ1,18′′ , φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + b1 − b2 + c0 − c2 = 0
{φ1,4′′ , φ1,22, φ2,7′ , φ2,13′}, {φ2,9′ , φ2,15}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + b0 − 2b1 + b2 − 2c0 + c1 + c2 = 0
{φ1,10′′ , φ2,7′′ , φ2,13′′ , φ3,4, φ3,8, φ3,12}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}
a0 − a1 + b0 − 2b1 + b2 + c0 − 2c1 + c2 = 0
{φ1,14′′ , φ2,11′′ , φ2,5′′ , φ3,4, φ3,8, φ3,12}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}
a0 − a1 + b0 − 2b1 + b2 + c0 + c1 − 2c2 = 0
{φ1,18′ , φ2,9′′ , φ2,3′ , φ3,4, φ3,8, φ3,12}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}
a0 − a1 + b0 − b1 − c0 + c1 = 0
{φ1,4′ , φ1,10′′ , φ2,7′′′ , φ2,1}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′ }, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + b0 − b1 − c1 + c2 = 0
{φ1,8′ , φ1,14′′ , φ2,11′′′ , φ2,5′′′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
115
a0 − a1 + b0 − b1 + c0 − c2 = 0
{φ1,0, φ1,18′ , φ2,9′′′ , φ2,3′′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′ }, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + b0 − b2 − c0 + c2 = 0
{φ1,8′ , φ1,14′′′ , φ2,11′′ , φ2,5′′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + b0 − b2 + c1 − c2 = 0
{φ1,4′ , φ1,22, φ2,7′′ , φ2,13′′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + b0 − b2 + c0 − c1 = 0
{φ1,0, φ1,18′′ , φ2,9′′ , φ2,3′}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + b0 + b1 − 2b2 − 2c0 + c1 + c2 = 0
{φ1,14′′′ , φ2,11′′′ , φ2,5′′′ , φ3,4, φ3,8, φ3,12}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}
a0 − a1 + b0 + b1 − 2b2 + c0 − 2c1 + c2 = 0
{φ1,18′′ , φ2,9′′′ , φ2,3′′ , φ3,4, φ3,8, φ3,12}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,7′′′ , φ2,1}, {φ3,6, φ3,10, φ3,2}
a0 − a1 + b0 + b1 − 2b2 + c0 + c1 − 2c2 = 0
{φ1,22, φ2,7′′′ , φ2,1, φ3,4, φ3,8, φ3,12}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′},
{φ2,11′′ , φ2,5′′}, {φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ3,6, φ3,10, φ3,2}
a0 − a1 + 2b0 − b1 − b2 − c0 − c1 + 2c2 = 0
{φ1,8′ , φ2,11′ , φ2,5′ , φ3,6, φ3,10, φ3,2}, {φ2,9′ , φ2,15}, {φ2,7′ , φ2,13′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + 2b0 − b1 − b2 − c0 + 2c1 − c2 = 0
{φ1,4′ , φ2,7′ , φ2,13′ , φ3,6, φ3,10, φ3,2}, {φ2,9′ , φ2,15}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,4, φ3,8, φ3,12}
a0 − a1 + 2b0 − b1 − b2 + 2c0 − c1 − c2 = 0
{φ1,0, φ2,9′ , φ2,15, φ3,6, φ3,10, φ3,2}, {φ2,7′ , φ2,13′}, {φ2,11′ , φ2,5′}, {φ2,7′′ , φ2,13′′}, {φ2,11′′ , φ2,5′′},
{φ2,9′′ , φ2,3′}, {φ2,11′′′ , φ2,5′′′}, {φ2,9′′′ , φ2,3′′}, {φ2,7′′′ , φ2,1}, {φ3,4, φ3,8, φ3,12}
Now, by Lemma 6.1.1, the generic Hecke algebra H(G6) of G6 is isomorphic
to the subalgebra H¯ :=< S,U > of the following specialization H of H(G7)
H := < S, T,U | STU = TUS = UST, T 3 = 1
(S − x0)(S − x1) = 0
(U − z0)(U − z1)(U − z2) = 0 >
The algebra H is the twisted symmetric algebra of the cyclic group C3 over the
symmetric subalgebra H¯ and this holds for all further specializations of the pa-
rameters. If we denote by φ the characters of H and by ψ the characters of H¯, we
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have
IndHH¯(ψ1,0) = φ1,0 + φ1,4′′ + φ1,8′′′ Ind
H
H¯(ψ1,4) = φ1,4′ + φ1,8′′ + φ1,12′′
IndHH¯(ψ1,8) = φ1,8′ + φ1,12′ + φ1,16 Ind
H
H¯(ψ1,6) = φ1,6 + φ1,10′′ + φ1,14′′′
IndHH¯(ψ1,10) = φ1,10′ + φ1,14′′ + φ1,18′′ Ind
H
H¯(ψ1,14) = φ1,14′ + φ1,18′ + φ1,22
IndHH¯(ψ2,5′′) = φ2,9′ + φ2,13′′ + φ2,5′′′ Ind
H
H¯(ψ2,3′′) = φ2,7′ + φ2,11′′ + φ2,3′′
IndHH¯(ψ2,3′) = φ2,11′ + φ2,7′′′ + φ2,3′ Ind
H
H¯(ψ2,7) = φ2,7′′ + φ2,11′′′ + φ2,15
IndHH¯(ψ2,1) = φ2,9′′ + φ2,5′ + φ2,1 Ind
H
H¯(ψ2,5′) = φ2,9′′′ + φ2,13′ + φ2,5′′
IndHH¯(ψ3,2) = φ3,6 + φ3,10 + φ3,2 Ind
H
H¯(ψ3,4) = φ3,4 + φ3,8 + φ3,12
Let
θ :
{
xi 7→ (ζ2)iqai (0 ≤ i < 2),
zk 7→ (ζ3)kqck (0 ≤ k < 3)
be a cyclotomic specialization of H(G6). Let us consider the corresponding cyclo-
tomic specialization of H(G7)
ϑ :

xi 7→ (ζ2)iqai (0 ≤ i < 2),
yj 7→ (ζ3)j (0 ≤ j < 3),
zk 7→ (ζ3)kqck (0 ≤ k < 3).
Then (H(G7))ϑ is the twisted symmetric algebra of the cyclic group C3 over the
symmetric subalgebra (H(G6))θ. Therefore, the essential hyperplanes for G6 are
obtained from the essential hyperplanes for G7 by setting b0 = b1 = b2 = 0. If
now, for example, θ is associated with no essential hyperplane for G6, then the
Rouquier blocks of (H(G7))ϑ are:
{φ1,0, φ1,4′′ , φ1,8′′′}, {φ1,4′ , φ1,8′′ , φ1,12′′}, {φ1,8′ , φ1,12′ , φ1,16},
{φ1,6, φ1,10′′ , φ1,14′′′}, {φ1,10′ , φ1,14′′ , φ1,18′′}, {φ1,14′ , φ1,18′ , φ1,22},
{φ2,9′ , φ2,13′′ , φ2,5′′′ , φ2,7′′ , φ2,11′′′ , φ2,15}, {φ2,7′ , φ2,11′′ , φ2,3′′ , φ2,9′′′ , φ2,13′ , φ2,5′′},
{φ2,11′ , φ2,7′′′ , φ2,3′ , φ2,9′′ , φ2,5′ , φ2,1}, {φ3,6, φ3,10, φ3,2}, {φ3,4, φ3,8, φ3,12}.
By Clifford theory, the Rouquier blocks of (H(G6))θ, i.e., the Rouquier blocks
associated with no essential hyperplane for G6 are:
{ψ1,0}, {ψ1,4}, {ψ1,8}, {ψ1,6}, {ψ1,10}, {ψ1,14},
{ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}, {ψ2,3′ , ψ2,1}, {ψ3,2}, {ψ3,4}.
In the same way, we obtain the Rouquier blocks associated with each essential
hyperplane for G6. Here we present only the non-trivial ones:
No essential hyperplane
{ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}, {ψ2,3′ , ψ2,1}
c1 − c2 = 0
{ψ1,4, ψ1,8}, {ψ1,10, ψ1,14}, {ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,3′ , ψ2,1, ψ2,5′}
c0 − c1 = 0
{ψ1,0, ψ1,4}, {ψ1,6, ψ1,10}, {ψ2,5′′ , ψ2,3′′ , ψ2,7, ψ2,5′}, {ψ2,3′ , ψ2,1}
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c0 − c2 = 0
{ψ1,0, ψ1,8}, {ψ1,6, ψ1,14}, {ψ2,5′′ , ψ2,3′ , ψ2,7, ψ2,1}, {ψ2,3′′ , ψ2,5′}
a0 − a1 − 2c0 + c1 + c2 = 0
{ψ1,6, ψ2,5′′ , ψ2,7, ψ3,4}, {ψ2,3′′ , ψ2,5′}, {ψ2,3′ , ψ2,1}
a0 − a1 + c0 − 2c1 + c2 = 0
{ψ1,10, ψ2,3′′ , ψ2,5′ , ψ3,4}, {ψ2,5′′ , ψ2,7}, {ψ2,3′ , ψ2,1}
a0 − a1 + c0 + c1 − 2c2 = 0
{ψ1,14, ψ2,3′ , ψ2,1, ψ3,4}, {ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}
a0 − a1 − c0 − c1 + 2c2 = 0
{ψ1,8, ψ2,3′ , ψ2,1, ψ3,2}, {ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}
a0 − a1 − c0 + 2c1 − c2 = 0
{ψ1,4, ψ2,3′′ , ψ2,5′ , ψ3,2}, {ψ2,5′′ , ψ2,7}, {ψ2,3′ , ψ2,1}
a0 − a1 + 2c0 − c1 − c2 = 0
{ψ1,0, ψ2,5′′ , ψ2,7, ψ3,2}, {ψ2,3′′ , ψ2,5′}, {ψ2,3′ , ψ2,1}
a0 − a1 − c0 + c1 = 0
{ψ1,4, ψ1,6, ψ2,3′ , ψ2,1}, {ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}
a0 − a1 − c1 + c2 = 0
{ψ1,8, ψ1,10, ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}, {ψ2,3′ , ψ2,1}
a0 − a1 + c0 − c2 = 0
{ψ1,0, ψ1,14, ψ2,3′′ , ψ2,5′}, {ψ2,5′′ , ψ2,7}, {ψ2,3′ , ψ2,1}
a0 − a1 − c0 + c2 = 0
{ψ1,8, ψ1,6, ψ2,3′′ , ψ2,5′}, {ψ2,5′′ , ψ2,7}, {ψ2,3′ , ψ2,1}
a0 − a1 + c1 − c2 = 0
{ψ1,4, ψ1,14, ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}, {ψ2,3′ , ψ2,1}
a0 − a1 + c0 − c1 = 0
{ψ1,0, ψ1,10, ψ2,3′ , ψ2,1}, {ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}
a0 − a1 = 0
{ψ1,0, ψ1,6}, {ψ1,4, ψ1,10}, {ψ1,8, ψ1,14}, {ψ2,5′′ , ψ2,7}, {ψ2,3′′ , ψ2,5′}, {ψ2,3′ , ψ2,1}, {ψ3,2, ψ3,4}
Since it will take too many pages to give here the Rouquier blocks asso-
ciated with all essential hyperplanes for all exceptional irreducible complex
reflection groups, and in order to make it easier to work with them, we have
stored these data in a computer file and created two GAP functions which
display them. These functions are called AllBlocks and DisplayAllBlocks
and they can be found on my webpage, along with explanations for their use.
Here is an example of the use of the second one on the group G4.
Example 5.2.4 gap> W:=ComplexReflectionGroup(4);
gap> DisplayAllBlocks(W);
No essential hyperplane
[["phi{1,0}"],["phi{1,4}"],["phi{1,8}"], ["phi{2,5}"],
["phi{2,3}"],["phi{2,1}"],["phi{3,2}"]]
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c_1-c_2=0
[["phi{1,0}"],["phi{1,4}","phi{1,8}","phi{2,5}"],
["phi{2,3}","phi{2,1}"],["phi{3,2}"]]
c_0-c_1=0
[["phi{1,0}","phi{1,4}","phi{2,1}"],["phi{1,8}"],
["phi{2,5}","phi{2,3}"],["phi{3,2}"]]
c_0-c_2=0
[["phi{1,0}","phi{1,8}","phi{2,3}"],["phi{1,4}"],
["phi{2,5}","phi{2,1}"],["phi{3,2}"]]
2c_0-c_1-c_2=0
[["phi{1,0}","phi{2,5}","phi{3,2}"],
["phi{1,4}"],["phi{1,8}"], ["phi{2,3}"],["phi{2,1}"]]
c_0-2c_1+c_2=0
[["phi{1,0}"],["phi{1,4}","phi{2,3}","phi{3,2}"], ["phi{1,8}"],
["phi{2,5}"],["phi{2,1}"]]
c_0+c_1-2c_2=0
[["phi{1,0}"],["phi{1,4}"],["phi{1,8}","phi{2,1}","phi{3,2}"],
["phi{2,5}"],["phi{2,3}"]]
LetW be any exceptional irreducible complex reflection group. Now that
we have the Rouquier blocks associated with no and each essential hyperplane
forW , we can determine the Rouquier blocks of any cyclotomic Hecke algebra
associated to W with the use of Theorem 5.1.1. We have also created the
GAP functions RouquierBlocks and DisplayRouquierBlocks (corresponding
to AllBlocks and DisplayAllBlocks) which, given a cyclotomic specialization
φ : uC,j 7→ ζjeCqnC,j , check to which essential hyperplanes the integers nC,j be-
long and, using the stored data, apply Theorem 5.1.1 to return the Rouquier
blocks of Hφ. We will give here an example of their use on G4.
Example 5.2.5 The generic Hecke algebra of G4 has a presantation of the form
H(G4) = < S, T | STS = TST, (S − u0)(S − u1)(S − u2) = 0
(T − u0)(T − u1)(T − u2) = 0 >
If we want to calculate the Rouquier blocks of the cyclotomic Hecke algebra
Hφ = < S, T | STS = TST, (S − 1)(S − ζ3q)(S − ζ23q2) = 0
(T − 1)(T − ζ3q)(T − ζ23q2) = 0 >
we use the following commands (the way to define a cyclotomic Hecke algebra in
CHEVIE is explained in the GAP manual, cf., for example, [54]):
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gap> W:=ComplexReflectionGroup(4);
gap> H:=Hecke(W,[[1,E(3)*q,E(3)^2*q^2]]);
gap> DisplayRouquierBlocks(H);
[["phi{1,0}"],["phi{1,4}","phi{2,3}","phi{3,2}"],
["phi{1,8}"],["phi{2,5}"],[ "phi{2,1}"]]
5.3 The groups G(d, 1, r)
The group G(d, 1, r) is the group of all r×r monomial matrices with non-zero
entries in µd. It is isomorphic to the wreath product µd ≀Sr and its field of
definition is Q(ζd).
We will start by introducing some notations and results in combinatorics
(cf. [18], §3A) which will be useful for the description of the Rouquier blocks
of the cyclotomic Ariki-Koike algebras, i.e., the cyclotomic Hecke algebras
associated to the group G(d, 1, r).
5.3.1 Combinatorics
Let λ = (λ1, λ2, . . . , λh) be a partition, i.e., a finite decreasing sequence of
positive integers
λ1 ≥ λ2 ≥ . . . ≥ λh ≥ 1.
The integer
|λ| := λ1 + λ2 + . . .+ λh
is called the size of λ. We also say that λ is a partition of |λ|. The integer h
is called the height of λ and we set hλ := h. To each partition λ we associate
its β-number, βλ = (β1, β2, . . . , βh), defined by
β1 := h + λ1 − 1, β2 := h+ λ2 − 2, . . . , βh := h+ λh − h.
Example 5.3.1 If λ = (4, 2, 2, 1), then βλ = (7, 4, 3, 1).
Let n be a non-negative integer. The n-shifted β-number of λ is the sequence
of numbers defined by
βλ[n] := (β1 + n, β2 + n, . . . , βh + n, n− 1, n− 2, . . . , 1, 0).
We have βλ[0] = βλ.
Example 5.3.2 If λ = (4, 2, 2, 1), then βλ[3] = (10, 7, 6, 4, 2, 1, 0).
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Multipartitions
Let d be a positive integer and let λ = (λ(0), λ(1), . . . , λ(d−1)) be a d-partition,
i.e., a family of d partitions indexed by the set {0, 1, . . . , d− 1}. We set
h(a) := hλ(a), β
(a) := βλ(a)
and we have
λ(a) = (λ
(a)
1 , λ
(a)
2 , . . . , λ
(a)
h(a)
).
The integer
|λ| :=
d−1∑
a=0
|λ(a)|
is called the size of λ. We also say that λ is a d-partition of |λ|.
Ordinary symbols
Let λ = (λ(0), λ(1), . . . , λ(d−1)) be a d-partition. We call d-height of λ the
family (h(0), h(1), . . . , h(d−1)) and we define the height of λ to be the integer
hλ := max {h(a) | 0 ≤ a ≤ d− 1}.
Definition 5.3.3 The ordinary standard symbol of λ is the family of num-
bers defined by
Bλ = (B
(0)
λ , B
(1)
λ , . . . , B
(d−1)
λ ),
where, for all a (0 ≤ a ≤ d− 1), we have
B
(a)
λ := β
(a)[hλ − h(a)].
An ordinary symbol of λ is a symbol obtained from the ordinary standard
symbol by shifting all the rows by the same integer.
The ordinary standard symbol of a d-partition λ is of the form
B
(0)
λ = b
(0)
1 b
(0)
2 . . . b
(0)
hλ
B
(1)
λ = b
(1)
1 b
(1)
2 . . . b
(1)
hλ
...
...
...
...
...
B
(d−1)
λ = b
(d−1)
1 b
(d−1)
2 . . . b
(d−1)
hλ
The ordinary content of a d-partition of ordinary standard symbol Bλ is
the multiset
Contλ := B
(0)
λ ∪ B(1)λ ∪ . . . ∪ B(d−1)λ
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or (with the above notations) the polynomial defined by
Contλ(x) :=
∑
0≤a<d
∑
1≤i≤hλ
xb
(a)
i .
Example 5.3.4 If d = 2 and λ = ((2, 1), (3)), then
Bλ =
(
3 1
4 0
)
We have Contλ = {0, 1, 3, 4} or Contλ(x) = 1 + x+ x3 + x4.
Charged symbols
Let us suppose that we have a given “weight system”, i.e., a family of integers
m := (m(0), m(1), . . . , m(d−1)).
Let λ = (λ(0), λ(1), . . . , λ(d−1)) be a d-partition. We call (d,m)-charged height
of λ the family (hc(0), hc(1), . . . , hc(d−1)), where
hc(0) := h(0) −m(0), hc(1) := h(1) −m(1), . . . , hc(d−1) := h(d−1) −m(d−1).
We define the m-charged height of λ to be the integer
hcλ := max {hc(a) | 0 ≤ a ≤ d− 1}.
Definition 5.3.5 The m-charged standard symbol of λ is the family of num-
bers defined by
Bcλ = (Bc
(0)
λ , Bc
(1)
λ , . . . , Bc
(d−1)
λ ),
where, for all a (0 ≤ a ≤ d− 1), we have
Bc
(a)
λ := β
(a)[hcλ − hc(a)].
An m-charged symbol of λ is a symbol obtained from the m-charged standard
symbol by shifting all the rows by the same integer.
Remark: The ordinary symbols correspond to the weight system
m(0) = m(1) = . . . = m(d−1) = 0.
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The m-charged standard symbol of λ is a tableau of numbers arranged
into d rows indexed by the set {0, 1, . . . , d − 1} such that the ath row has
length equal to hcλ+m
(a). For all a (0 ≤ a ≤ d−1), we set l(a) := hcλ+m(a)
and we denote by
Bc
(a)
λ = bc
(a)
1 bc
(a)
2 . . . bc
(a)
l(a)
the ath row of the m-charged standard symbol.
The m-charged content of a d-partition of m-charged standard symbol
Bcλ is the multiset
Contcλ := Bc
(0)
λ ∪Bc(1)λ ∪ . . . ∪ Bc(d−1)λ
or (with the above notations) the polynomial defined by
Contcλ(x) :=
∑
0≤a<d
∑
1≤i≤l(a)
xbc
(a)
i .
Example 5.3.6 If d = 2, λ = ((2, 1), (3)) and m = (−1, 2), then
Bcλ =
(
3 1
7 3 2 1 0
)
We have Contcλ = {0, 1, 1, 2, 3, 3, 7} or Contcλ(x) = 1 + 2x+ x2 + 2x3 + x7.
5.3.2 Ariki-Koike algebras
The generic Ariki-Koike algebra associated to G(d, 1, r) (cf. [4], [19]) is the
algebra Hd,r generated over the Laurent polynomial ring in d+ 1 indetermi-
nates
Ld := Z[u0, u−10 , u1, u−11 , . . . , ud−1, u−1d−1, x, x−1]
by the elements s, t1, t2, . . . , tr−1 satisfying the relations
• st1st1 = t1st1s, stj = tjs for j 6= 1,
• tjtj+1tj = tj+1tjtj+1, titj = tjti for |i− j| > 1,
• (s− u0)(s− u1) . . . (s− ud−1) = 0,
• (tj − x)(tj + 1) = 0 for all j = 1, 2, . . . , r − 1.
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Remark: If the last relation in the above definition is replaced by
(tj − x)(tj − 1) = 0,
then we obtain a presentation of the generic Hecke algebra of G(d, 1, r). How-
ever, the second “−” becomes a “+”, when we specialize via a cyclotomic
specialization, so we might as well consider the generic Ariki-Koike algebra
instead.
For every d-partition λ of r, we consider the free Ld-module which has
as basis the family of standard tableaux of λ. We can give to this module
the structure of a Hd,r-module (cf. [4], [3], [38]) and hence obtain the Specht
module Spλ associated to λ.
Let Kd be the field of fractions of Ld. The KdHd,r-module KdSpλ, ob-
tained by extension of scalars, is absolutely irreducible and every irreducible
KdHd,r-module is isomorphic to a module of this type. Thus, Kd is a splitting
field for Hd,r. We denote by χλ the (absolutely) irreducible character of the
KdHd,r-module KdSpλ.
5.3.3 Rouquier blocks, charged content and residues
Let q be an indeterminate and let
φ :
{
ua 7→ ζadqma (0 ≤ a < d),
x 7→ qn
be a cyclotomic specialization of Hd,r. Since the algebra KdHd,r is split, we
can deduce easily from Theorem 4.2.4 and Proposition 4.3.4 that the algebra
Q(ζd, q)(Hd,r)φ is split semisimple. Therefore, the Rouquier blocks of (Hd,r)φ
are the blocks of the algebra RQ(ζd)(q)(Hd,r)φ, where
RQ(ζd)(q) = Z[ζd][q, q−1, (qn − 1)−1n≥1].
Theorem 3.13 in [18] gives a description of the Rouquier blocks of (Hd,r)φ
when n 6= 0. However, in the proof it is supposed that 1− ζd always belongs
to a prime ideal of Z[ζd]. This is not correct, unless d is a power of a prime
number. Therefore, we will state here the part of the theorem that is correct
and only for the case n = 1.
Theorem 5.3.7 Let φ be a cyclotomic specialization ofHd,r such that φ(x) =
q. Let λ and µ be two d-partitions of r. If the irreducible characters (χλ)φ
and (χµ)φ are in the same Rouquier block of (Hd,r)φ, then Contcλ = Contcµ
with respect to the weight system m = (m0, m1, . . . , md−1). The converse
holds when d is a power of a prime number.
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Remark: In [24], we have proved that the converse of Theorem 5.3.7, and
thus the description by Broue´ and Kim, holds when φ is the “spetsial” cy-
clotomic specialization and d is any positive integer.
Set O := RQ(ζd)(q). Let p be a prime ideal of Z[ζd] lying over a prime
number p. By Proposition 4.4.2, the ring O is a Dedekind ring, whence OpO
is a discrete valuation ring. Let us denote by kp the residue field of OpO and
by πp the canonical surjection OpO ։ kp. Following Corollary 2.1.14, the
morphism πp induces a block bijection between OpO(Hd,r)φ and kp(Hd,r)φ.
Definition 5.3.8 The diagram of a d-partition λ is the set
[λ] := {(i, j, a) | (0 ≤ a ≤ d− 1)(1 ≤ i ≤ h(a))(1 ≤ j ≤ λ(a)i )}.
A node of λ is any ordered triple (i, j, a) ∈ [λ]. The p-residue of the node
x = (i, j, a) with respect to φ is
resp,φ(x) :=

(πp(j − i), πp(φ(ua))), if n = 0 and πp(φ(ua)) 6= πp(φ(ub)) for b 6= a,
πp(φ(uax
j−i)), otherwise.
Let Resp,φ := {resp,φ(x) | x ∈ [λ] for some d-partition λ of r} be the set of
all possible residues. For any d-partition λ of r and f ∈ Resp,φ, we set
Cf(λ) := |{x ∈ [λ] | resp,φ(x) = f}|.
Definition 5.3.9 Let λ and µ be two d-partitions of r. We say that λ and µ
are p-residue equivalent with respect to φ if Cf(λ) = Cf(µ) for all f ∈ Resp,φ.
Then [47], Theorem 2.13 implies that
Theorem 5.3.10 Let λ and µ be two d-partitions of r. The irreducible char-
acters (χλ)φ and (χµ)φ are in the same block of OpO(Hd,r)φ if and only if λ
and µ are p-residue equivalent with respect to φ.
Corollary 5.3.11 Let p1 and p2 be two prime ideals of Z[ζd] lying over the
same prime number p. Then the blocks of Op1O(Hd,r)φ coincide with the
blocks of Op2O(Hd,r)φ.
Proof: Let p be a prime ideal of Z[ζd] lying over p and let a, b, c, d ∈ Z
such that 0 ≤ a ≤ b ≤ d−1. We have πp(ζadqc) = πp(ζbdqd) if and only if c = d
and πp(ζ
a
d ) = πp(ζ
b
d). If πp(ζ
a
d ) = πp(ζ
b
d), then the element ζ
a
d − ζbd belongs
to all the prime ideals lying over p. Following the definition of p-residue, we
deduce that two d-partitions λ and µ of r are p1-residue equivalent with re-
spect to φ if and only if λ and µ are p2-residue equivalent with respect to φ.
Theorem 5.3.10, in combination with Proposition 4.4.4, gives
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Proposition 5.3.12 Let λ and µ be two d-partitions of r. The irreducible
characters (χλ)φ and (χµ)φ are in the same Rouquier block of (Hd,r)φ if and
only if there exist a finite sequence λ(0), λ(1), . . . , λ(m) of d-partitions of r and
a finite sequence p1, . . . , pm of φ-bad prime ideals for G(d, 1, r) such that
• λ(0) = λ and λ(m) = µ,
• for all i (1 ≤ i ≤ m), the d-partitions λ(i−1) and λ(i) are pi-residue
equivalent with respect to φ.
5.3.4 Essential hyperplanes
The Schur elements of the algebra KdHd,r have been independently calcu-
lated by Geck, Iancu and Malle ([35]) and by Mathas ([53]). Following their
description by Theorem 6.7.2, we deduce that the essential hyperplanes for
G(d, 1, r) are of the form
• N = 0,
• kN +Ms −Mt = 0, where 0 ≤ s < t < d and −r < k < r.
The hyperplane N = 0 is always essential for G(d, 1, r). Let H be a hyper-
plane of the form kN +Ms −Mt = 0, where 0 ≤ s < t < d and −r < k < r.
The hyperplane H is essential for G(d, 1, r) if and only if there exists a prime
ideal p of Z[ζd] such that ζ
s
d − ζ td ∈ p. In this case, H is p-essential for
G(d, 1, r). In particular, if p1 and p2 are two prime ideals of Z[ζd] lying
over the same prime number p, then H is p1-essential if and only if it is
p2-essential.
Example 5.3.13 The hyperplaneM0 =M1 is (2)-essential forG(2, 1, r), whereas
it is not essential for G(6, 1, r), for all r > 0.
5.3.5 Results
Now we are going to determine the Rouquier blocks associated with no and
each essential hyperplane for G(d, 1, r). All the results presented in this
section have been first published in [24].
Proposition 5.3.14 The Rouquier blocks associated with no essential hy-
perplane for G(d, 1, r) are trivial.
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Proof: Let φ be a cyclotomic specialization assoiciated with no essential
hyperplane for G(d, 1, r). By Theorem 6.7.2, the coefficients of the Schur
elements of KdHd,r are units in Z[ζd]. We deduce that there are no φ-bad
prime ideals for G(d, 1, r), whence every irreducible character is a Rouquier
block by itself. 
Proposition 5.3.15 Let λ, µ be two d-partitions of r. The following two
assertions are equivalent:
(i) The irreducible characters χλ and χµ are in the same Rouquier block
associated with the essential hyperplane N = 0.
(ii) We have |λ(a)| = |µ(a)| for all a = 0, 1, . . . , d− 1.
Proof: Let
φ :
{
ua 7→ ζadqma (0 ≤ a < d),
x 7→ 1
be a cyclotomic specialization associated with the essential hyperplane N =
0.
(i)⇒ (ii) Due to Proposition 5.3.12, it is enough to prove that if two d-
partitions λ, µ of r are p-residue equivalent with respect to φ for some
prime ideal p of Z[ζd], then |λ(a)| = |µ(a)| for all a = 0, 1, . . . , d − 1.
Since the integers ma (0 ≤ a < d) do not belong to another essential
hyperplane for G(d, 1, r), we have πp(ζ
a
dq
ma) 6= πp(ζbdqmb) for all 0 ≤
a < b < d. If x = (i, j, a) is a node of λ or µ, then resp,φ(x) = (πp(j −
i), πp(ζ
a
dq
ma)). Since λ and µ are p-residue equivalent, the number of
nodes of λ whose p-residue’s second entry is πp(ζ
a
dq
ma) must be equal to
the number of nodes of µ whose p-residue’s second entry is πp(ζ
a
dq
ma),
for all a = 0, 1, . . . , d− 1. We deduce that
|λ(a)| = |{(i, j, a) | (1 ≤ i ≤ h(a)λ )(1 ≤ j ≤ λ(a)i )}| =
= |{(i, j, a) | (1 ≤ i ≤ h(a)µ )(1 ≤ j ≤ µ(a)i )}| = |µ(a)|
for all a = 0, 1, . . . , d− 1.
(ii)⇒ (i) Let a ∈ {0, 1, . . . , d− 1}. It is enough to show that if λ and µ are
two distinct d-partitions of r such that
|λ(a)| = |µ(a)| and λ(b) = µ(b) for all b 6= a,
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then (χλ)φ and (χµ)φ are in the same Rouquier block of (Hd,r)φ. Set
l := |λ(a)| = |µ(a)|. The partitions λ(a) and µ(a) correspond to two
distinct irreducible characters of the group Sl. The cyclotomic Ariki-
Koike algebra obtained from H1,l via a cyclotomic specialization asso-
ciated with the hyperplane N = 0 is isomorphic to the group algebra
Z[Sl]. For any finite group, it is known that 1 is the only block-
idempotent of its group algebra over Z (see also [57], §3, Rem.1). Thus,
all irreducible characters of Sl belong to the same Rouquier block of
Z[Sl]. Proposition 5.3.12 implies that there exist a finite sequence
ν(0), ν(1), . . . , ν(m) of partitions of l and a finite sequence p1, p2, . . . , pm
of prime numbers dividing the order of Sl such that
• ν(0) = λ(a) and ν(m) = µ(a),
• for all i (1 ≤ i ≤ m), ν(i−1) and ν(i) are (pi)-residue equivalent
with respect to the cyclotomic specialization of H1,l associated
with the essential hyperplane N = 0.
For all i (1 ≤ i ≤ m), we define νd,i to be the d-partition of r such that
ν
(a)
d,i := λ(i) and ν
(b)
d,i := λ
(b) for all b 6= a.
Let pi be a prime ideal of Z[ζd] lying over the prime number pi. Then
we have
• νd,0 = λ and νd,m = µ,
• for all i (1 ≤ i ≤ m), νd,i−1 and νd,i are pi-residue equivalent with
respect to φ.
By Proposition 5.3.12, the characters (χλ)φ and (χµ)φ are in the same
Rouquier block of (Hd,r)φ. 
Proposition 5.3.16 Let λ, µ be two d-partitions of r and let H be an es-
sential hyperplane for G(d, 1, r) of the form kN + Ms − Mt = 0, where
0 ≤ s < t < d and −r < k < r. The irreducible characters χλ and χµ
are in the same Rouquier block associated with the hyperplane H if and only
if the following conditions are satisfied:
1. We have λ(a) = µ(a) for all a /∈ {s, t}.
2. If λst := (λ(s), λ(t)) and µst := (µ(s), µ(t)), then Contcλst = Contcµst
with respect to the weight system (0, k).
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Proof: Let
φ :
{
ua 7→ ζadqma (0 ≤ j < d),
x 7→ qn
be a cyclotomic specialization associated with the essential hyperplane H .
We can assume, without loss of generality, that n = 1. We can also assume
that ms = 0 and mt = k.
Suppose that (χλ)φ and (χµ)φ belong to the same Rouquier block of
(Hd,r)φ. By Theorem 5.3.7, we have Contcλ = Contcµ with respect to the
weight system m = (m0, m1, . . . , md−1). Since the ma, a /∈ {s, t}, can take
any value (as long as they do not belong to another essential hyperplane),
the equality Contcλ = Contcµ yields the first condition. Moreover, the m-
charged standard symbols Bcλ and Bcµ must have the same cardinality,
whence hcλ = hcµ. Therefore, we obtain
Bc
(a)
λ = β
(a)
λ [hcλ − hc(a)λ ] = β(a)µ [hcµ − hc(a)µ ] = Bc(a)µ for all a /∈ {s, t},
whence we deduce the following equality between multisets:
Bc
(s)
λ ∪Bc(t)λ = Bc(s)µ ∪ Bc(t)µ .
We can assume that the ma, a /∈ {s, t}, are sufficiently large so that
hcλ ∈ {hc(s)λ , hc(t)λ } and hcµ ∈ {hc(s)µ , hc(t)µ }.
If λst := (λ(s), λ(t)) and µst := (µ(s), µ(t)), then we have
Bc
(0)
λst = Bc
(s)
λ , Bc
(1)
λst = Bc
(t)
λ , Bc
(0)
µst = Bc
(s)
µ , Bc
(1)
µst = Bc
(t)
µ
with respect to the weight system (0, k). By definition, we obtain Contcλst =
Contcµst with respect to the weight system (0, k).
Now let us suppose that the conditions 1 and 2 are satisfied. Since H
is an essential hyperplane for G(d, 1, r), there exists a prime ideal p of Z[ζd]
such that ζsd − ζ td ∈ p. We are going to show that the partitions λ and µ
are p-residue equivalent with respect to φ. Thanks to the first condition, we
only need to compare the p-residues of the nodes with third entry s or t.
Set l := |λst|. The first condition yields that |µst| = l. Let H2,l be the
generic Ariki-Koike algebra associated to the group G(2, 1, l). The algebra
H2,l is defined over the Laurent polynomial ring
Z[U0, U
−1
0 , U1, U
−1
1 , X,X
−1].
Let us consider the cyclotomic specialization
ϑ : U0 7→ 1, U1 7→ −qk, X 7→ q.
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Due to Theorem 5.3.7, the condition 2 implies that the characters (χλst)ϑ
and (χµst)ϑ belong to the same Rouquier block of (H2,l)ϑ. We deduce that
kN +M0 −M1 = 0 is a (2)-essential hyperplane for G(2, 1, l) and that ϑ is
associated with this hyperplane. Following Proposition 5.3.12, λst and µst
must be (2)-residue equivalent with respect to ϑ. We have
• (i, j, 0) ∈ [λst] (resp. [µst]) if and only if (i, j, s) ∈ [λ] (resp. [µ]). More-
over, res(2),ϑ(i, j, 0) = π(2)(q
j−i), whereas resp,φ(i, j, s) = πp(ζ
s
dq
j−i).
• (i, j, 1) ∈ [λst] (resp. [µst]) if and only if (i, j, t) ∈ [λ] (resp. [µ]). More-
over, res(2),ϑ(i, j, 1) = π(2)(−qk+j−i), whereas resp,φ(i, j, s) = πp(ζ tdqk+j−i).
Note that we have π(2)(1) = π(2)(−1) and πp(ζsd) = πp(ζ td). We deduce that
λst and µst are (2)-residue equivalent with respect to ϑ if and only if λ and
µ are p-residue equivalent with respect to φ. 
The following result is a corollary of the above proposition. However, we
will show that it can also be obtained independently, with the use of the
Morita equivalences established in [29].
Corollary 5.3.17 Let λ, µ be two d-partitions of r and let H be an essential
hyperplane for G(d, 1, r) of the form kN +Ms−Mt = 0, where 0 ≤ s < t < d
and −r < k < r. Let
φ :
{
ua 7→ ζadqma (0 ≤ a < d),
x 7→ qn
be a cyclotomic specialization associated with the essential hyperplane H.
The irreducible characters (χλ)φ and (χµ)φ are in the same Rouquier block
of (Hd,r)φ if and only if the following conditions are satisfied:
1. We have λ(a) = µ(a) for all a /∈ {s, t}.
2. If λst := (λ(s), λ(t)), µst := (µ(s), µ(t)) and l := |λst| = |µst|, then the
characters (χλst)ϑ and (χµst)ϑ belong to the same Rouquier block of the
cyclotomic Ariki-Koike algebra of G(2, 1, l) obtained via the specializa-
tion
ϑ : U0 7→ qms , U1 7→ −qmt , X 7→ qn.
Proof: Set O := RQ(ζd)(q). Since H is an essential hyperplane for
G(d, 1, r), there exists a prime ideal p of Z[ζd] such that ζ
s
d − ζ td ∈ p. Due to
Corollary 5.3.11, the Rouquier blocks of (Hd,r)φ coincide with the blocks of
OpO(Hd,r)φ.
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From now on, all algebras are considered over the ring OpO. Following
[29], Theorem 1.1, we obtain that the algebra (Hd,r)φ is Morita equivalent to
the algebra
A :=
⊕
n1, . . . , nd−1 ≥ 0
n1 + . . . + nd−1 = r
(H2,n1)φ′ ⊗H(Sn2)φ′′ ⊗ . . .⊗H(Snd−1)φ′′ ,
where φ′ is the restriction of φ to Z[us, u
−1
s , ut, u
−1
t , x, x
−1] and φ′′ is the
restriction of φ to Z[x, x−1]. Therefore, (Hd,r)φ and A have the same blocks.
Since n 6= 0, the blocks of H(Sn2)φ′′,. . ., H(Sn2)φ′′ are trivial. Thus,
we obtain that the irreducible characters (χλ)φ and (χµ)φ are in the same
(Rouquier) block of (Hd,r)φ if and only if the following conditions are satisfied:
1. We have λ(a) = µ(a) for all a /∈ {s, t}.
2. If λst := (λ(s), λ(t)), µst := (µ(s), µ(t)) and l := |λst| = |µst|, then the
characters (χλst)φ′ and (χµst)φ′ belong to the same block of (H2,l)φ′ .
Theorem 5.3.10 implies that the second condition holds if and only if the
2-partitions λst and µst are p-residue equivalent with respect to φ′. Using
the same argumentation as in the proof of Proposition 5.3.16, we obtain that
λst and µst are p-residue equivalent with respect to φ′ if and only if they are
(2)-residue equivalent with respect to ϑ, i.e., if and only if the characters
(χλst)ϑ and (χµst)ϑ belong to the same Rouquier block of (H2,l)ϑ. 
Example 5.3.18 Let d := 3 and r := 3. The irreducible characters of G(3, 1, 3)
are parametrized by the 3-partitions of 3. The generic Ariki-Koike algebra associ-
ated to G(3, 1, 3) is the algebra H3,3 generated over the Laurent polynomial ring
in 4 indeterminates
Z[u0, u
−1
0 , u1, u
−1
1 , u2, u
−1
2 , x, x
−1]
by the elements s, t1, t2 satisfying the relations
• st1st1 = t1st1s, st2 = t2s, t1t2t1 = t2t1t2,
• (s− u0)(s − u1)(s− u2) = 0,
• (t1 − x)(t1 + 1) = (t2 − x)(t2 + 1) = 0.
Let
φ :
{
ua 7→ ζa3 qma (0 ≤ a ≤ 2),
x 7→ qn
be a cyclotomic specialization of H3,3. The essential hyperplanes for G(3, 1, 3) are:
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• N = 0.
• kN +M0 −M1 = 0 for k ∈ {−2,−1, 0, 1, 2}.
• kN +M0 −M2 = 0 for k ∈ {−2,−1, 0, 1, 2}.
• kN +M1 −M2 = 0 for k ∈ {−2,−1, 0, 1, 2}.
Let us suppose that m0 = 0, m1 = 0, m2 = 5 and n = 1. These integers belong
only to the essential hyperplane M0 −M1 = 0. Following Proposition 5.3.16, two
irreducible characters (χλ)φ, (χµ)φ are in the same Rouquier block of (H3,3)φ if
and only if
1. We have λ(2) = µ(2).
2. If λ01 := (λ(0), λ(1)) and µ01 := (µ(0), µ(1)), then Contcλ01 = Contcµ01 with
respect to the weight system (0, 0), i.e., Contλ01 = Contµ01 .
The first condition yields immediately that the irreducible characters correspond-
ing to the 3-partitions (∅, ∅, (1, 1, 1)), (∅, ∅, (2, 1)) and (∅, ∅, (3)) are singletons.
Moreover, we have:
B((1,1,1),∅) =
(
3 2 1
2 1 0
)
, B(∅,(1,1,1)) =
(
2 1 0
3 2 1
)
,
B((2,1),∅) =
(
3 1
1 0
)
, B(∅,(2,1)) =
(
1 0
3 1
)
,
B((3),∅) =
(
3
0
)
, B(∅,(3)) =
(
0
3
)
,
B((1,1),(1)) =
(
2 1
2 0
)
, B((1),(1,1)) =
(
2 0
2 1
)
,
B((2),(1)) =
(
2
1
)
, B((1),(2)) =
(
1
2
)
,
B((1,1),∅) =
(
2 1
1 0
)
, B(∅,(1,1)) =
(
1 0
2 1
)
,
B((2),∅) =
(
2
0
)
, B(∅,(2)) =
(
0
2
)
,
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B((1),∅) =
(
1
0
)
, B(∅,(1)) =
(
0
1
)
,
B((1),(1)) =
(
1
1
)
.
Hence, the Rouquier blocks of (H3,3)φ are:
1. {χ((1),(1),(1))},
2. {χ(∅,∅,(1,1,1))},
3. {χ(∅,∅,(2,1))},
4. {χ(∅,∅,(3))},
5. {χ((1,1,1),∅,∅), χ(∅,(1,1,1),∅)},
6. {χ((2,1),∅,∅), χ(∅,(2,1),∅)},
7. {χ((3),∅,∅), χ(∅,(3),∅)},
8. {χ((1,1),(1),∅), χ((1),(1,1),∅)},
9. {χ((2),(1),∅), χ((1),(2),∅)},
10. {χ((1,1),∅,(1)), χ(∅,(1,1),(1))},
11. {χ((2),∅,(1)), χ(∅,(2),(1))},
12. {χ((1),∅,(1,1)), χ(∅,(1),(1,1))},
13. {χ((1),∅,(2)), χ(∅,(1),(2))}.
By definition, these are the Rouquier blocks associated with the (1− ζ3)-essential
hyperplane M0 −M1 = 0.
If now we take m0 = m1 = m2 = 0 and n = 1, then the Rouquier blocks of
(H3,3)φ are unions of the Rouquier blocks associated with the essential hyperplanes
M0 −M1 = 0, M0 −M2 = 0 and M1 −M2 = 0. Following Theorem 5.1.1, the
Rouquier blocks of (H3,3)φ are:
1. {χ((1),(1),(1))},
2. {χ((1,1,1),∅,∅), χ(∅,(1,1,1),∅), χ(∅,∅,(1,1,1))},
3. {χ((2,1),∅,∅), χ(∅,(2,1),∅), χ(∅,∅,(2,1))},
4. {χ((3),∅,∅), χ(∅,(3),∅), χ(∅,∅,(3))},
5. {χ((1,1),(1),∅), χ((1),(1,1),∅), χ((1,1),∅,(1)), χ((1),∅,(1,1)), χ(∅,(1,1),(1)) , χ(∅,(1),(1,1))},
6. {χ((2),(1),∅), χ((1),(2),∅) , χ((2),∅,(1)), χ((1),∅,(2)), χ(∅,(2),(1)), χ(∅,(1),(2))}.
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5.4 The groups G(2d, 2, 2)
Let d ≥ 1. The group G(2d, 2, 2) has 4d irreducible characters of degree 1,
χijk (0 ≤ i, j ≤ 1, 0 ≤ k < d),
and d2 − d irreducible characters of degree 2,
χ1kl, χ
2
kl (0 ≤ k 6= l < d),
where χ1,2kl = χ
1,2
lk . The field of definition of G(2d, 2, 2) is Q(ζ2d).
The generic Hecke algebra of the group G(2d, 2, 2) is the algebra H2d
generated over the Laurent polynomial ring in d+ 4 indeterminates
Z[x0, x
−1
0 , x1, x
−1
1 , y0, y
−1
0 , y1, y
−1
1 , z0, z
−1
0 , z1, z
−1
1 , . . . , zd−1, z
−1
d−1]
by the elements s, t,u satisfying the relations
• stu = tus = ust,
• (s−x0)(s−x1) = (t− y0)(t− y1) = (u− z0)(u− z1) . . . (u− zd−1) = 0.
5.4.1 Essential hyperplanes
Let
φ :

xi 7→ (−1)iqai (0 ≤ i < 2)
yj 7→ (−1)jqbj (0 ≤ j < 2)
zk 7→ ζkdqck (0 ≤ k < d)
be a cyclotomic specialization of H2d.
The essential hyperplanes for G(2d, 2, 2) are determined by the Schur
elements of H2d. The Schur elements of H2d have been calculated by Malle
([48], Theorem 3.11). Following their description (see subsection 6.7.3), the
essential hyperplanes for G(2d, 2, 2) are:
• A0 − A1 = 0 (2-essential),
• B0 − B1 = 0 (2-essential),
• Ck −Cl = 0, where 0 ≤ k < l < d and ζkd − ζ ld belongs to a prime ideal
p of Z[ζ2d] (p-essential),
• Ai−A1−i+Bj −B1−j +Ck−Cl = 0, where 0 ≤ i, j ≤ 1, 0 ≤ k < l < d
and ζkd − ζ ld belongs to a prime ideal p of Z[ζ2d] (p-essential).
Remark: When we say that a hyperplane is 2-essential, we mean that it is
I-essential for all prime ideals I of Z[ζ2d] lying over 2.
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5.4.2 Results
In order to determine the Rouquier blocks associated with no and each es-
sential hyperplane for G(2d, 2, 2), we are going to use Proposition 4.4.6. Fol-
lowing that result, if two irreducible characters χφ and ψφ belong to the same
Rouquier block of (H2d)φ, then
aχφ + Aχφ = aψφ + Aψφ.
Using the formulas for the Schur elements of H2d given in the Appendix, we
can obtain the value of the sum aχφ + Aχφ for all χ ∈ Irr(G(2d, 2, 2)):
Proposition 5.4.1 Let χ ∈ Irr(G(2d, 2, 2)). If χ is a linear character χijk,
then
aχφ + Aχφ = d(ai − a1−i + bj − b1−j + 2ck)− 2
d−1∑
l=0
cl.
If χ is a character χ1,2kl of degree 2, then
aχφ + Aχφ = d(ck + cl)− 2
d−1∑
m=0
cm.
Now we are ready to prove our main result ([25], Theorem 4.3):
Theorem 5.4.2 For the group G(2d, 2, 2), we have that:
1. The non-trivial Rouquier blocks associated with no essential hyperplane
are
{χ1kl, χ2kl} for all 0 ≤ k < l < d.
2. The non-trivial Rouquier blocks associated with the 2-essential hyper-
plane A0 = A1 are
{χ0jk, χ1jk} for all 0 ≤ j ≤ 1 and 0 ≤ k < d,
{χ1kl, χ2kl} for all 0 ≤ k < l < d.
3. The non-trivial Rouquier blocks associated with the 2-essential hyper-
plane B0 = B1 are
{χi0k, χi1k} for all 0 ≤ i ≤ 1 and 0 ≤ k < d,
{χ1kl, χ2kl} for all 0 ≤ k < l < d.
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4. The non-trivial Rouquier blocks associated with the p-essential hyper-
plane Ck = Cl (0 ≤ k < l < d) are
{χijk, χijl} for all 0 ≤ i, j ≤ 1,
{χ1km, χ2km, χ1lm, χ2lm} for all 0 ≤ m < d with m /∈ {k, l},
{χ1kl, χ2kl},
{χ1rs, χ2rs} for all 0 ≤ r < s < d with r, s /∈ {k, l}.
5. The non-trivial Rouquier blocks associated with the p-essential hyper-
plane Ai−A1−i+Bj−B1−j+Ck−Cl = 0 (0 ≤ i, j ≤ 1, 0 ≤ k < l < d)
are
{χijk, χ1−i,1−j,l, χ1kl, χ2kl},
{χ1rs, χ2rs} for all 0 ≤ r < s < d with (r, s) 6= (k, l).
Proof: Let
φ :

xi 7→ (−1)iqai (0 ≤ i < 2)
yj 7→ (−1)jqbj (0 ≤ j < 2)
zk 7→ ζkdqck (0 ≤ k < d)
be a cyclotomic specialization of H2d.
1. If φ is a cyclotomic specialization associated with no essential hyper-
plane, then, by Proposition 2.4.18, each linear character is a Rouquier
block by itself, whereas any character of degree 2 is not. Due to the
formulas of Proposition 5.4.1, Proposition 4.4.6 yields that the charac-
ter χ1kl (0 ≤ k < l < d) can be in the same Rouquier block only with
the character χ2kl.
2. Suppose that φ is a cyclotomic specialization associated with the essen-
tial hyperplane A0 = A1. Since the hyperplane A0 = A1 is not essential
for the characters of degree 2, Proposition 3.2.5 implies that {χ1kl, χ2kl}
is a Rouquier block of (H2d)φ for all 0 ≤ k < l < d. Moreover, the
hyperplane A0 = A1 is 2-essential for all characters of degree 1 and
thus, due to Proposition 2.4.18, there exist no linear character which is
a block by itself. Due to the formulas of Proposition 5.4.1, Proposition
4.4.6 yields that the character χ0jk (0 ≤ j ≤ 1, 0 ≤ k < d) can be in
the same Rouquier block only with the character χ1jk.
3. If φ is a cyclotomic specialization associated with the essential hyper-
plane B0 = B1, we proceed as in the previous case.
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4. If φ is a cyclotomic specialization associated with the p-essential hy-
perplane Ck = Cl, where 0 ≤ k < l < d, then the Rouquier blocks of
(H2d)φ are unions of the Rouquier blocks associated with no essential
hyperplane, due to Proposition 3.2.3. Hence, the characters χ1rs and
χ2rs are in the same Rouquier block of (H2d)φ for all 0 ≤ r < s < d.
Now, the hyperplane Ck = Cl is p-essential for the following characters:
• χijk, χijl, for all 0 ≤ i, j ≤ 1,
• χ1,2km, χ1,2lm , for all 0 ≤ m < d with m /∈ {k, l}.
Due to the formulas of Proposition 5.4.1, Proposition 4.4.6 yields that
• the character χijk (0 ≤ i, j ≤ 1) can be in the same Rouquier
block only with the character χijl,
• the character χ1km (0 ≤ m < d with m /∈ {k, l}) can be in the
same Rouquier block only with the characters χ2km, χ
1
lm, χ
2
lm.
It remains to show that {χ1km, χ2km} (0 ≤ m < d with m /∈ {k, l}) is not
a Rouquier block of (H2d)φ. Following [48], Table 3.10, there exists an
element T1 of H2d such that
χ1km(T1) = χ
2
km(T1) = x0 + x1.
Suppose that {χ1km, χ2km} is a Rouquier block of (H2d)φ and set y|µ(Q(ζ2d))| :=
q. Then, by Corollary 2.2.13, we must have
φ(χ1km(T1))
φ(sχ1
km
)
+
φ(χ2km(T1))
φ(sχ2
km
)
∈ O,
where O denotes the Rouquier ring of Q(ζ2d). We have
φ(χ1km(T1))
φ(sχ1
km
)
+
φ(χ2km(T1))
φ(sχ2
km
)
= φ(x0 + x1) · ( 1
φ(sχ1
km
)
+
1
φ(sχ2
km
)
),
where
φ(x0 + x1) = q
a0 − qa1 = ya0|µ(Q(ζ2d))| − ya1|µ(Q(ζ2d))|.
Since φ is associated with the hyperplane Ck = Cl, we must have
a0 6= a1, whence φ(x0 + x1)−1 ∈ O. We deduce that
1
φ(sχ1
km
)
+
1
φ(sχ2
km
)
∈ O.
Using the formulas for the description of the Schur elements of χ1,2km
given in the Appendix, we can easily calculate that the above element
does not belong to the Rouquier ring.
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5. Suppose that φ is a cyclotomic specialization associated with the p-
essential hyperplane Ai − A1−i + Bj − B1−j + Ck − Cl = 0, where
0 ≤ i, j ≤ 1 and 0 ≤ k < l < d. We have to distinguish two cases:
(a) If p is lying over an odd prime number, then this hyperplane is
p-essential for only three characters: χijk, χ1−i,1−j,l and either χ
1
kl
or χ2kl. If O is the Rouquier ring of Q(ζ2d), then, by Proposi-
tion 2.4.18, these three characters belong to the same block of
OpO(H2d)φ. All the remaining characters are blocks of OpO(H2d)φ
by themselves. Since the Rouquier blocks of (H2d)φ are unions of
the Rouquier blocks associated with no essential hyperplane, we
obtain the desired result.
(b) If p is lying over 2, then the hyperplane Ai −A1−i +Bj −B1−j +
Ck − Cl = 0 is p-essential for the characters χijk, χ1−i,1−j,l, χ1kl
and χ2kl. Using the same argumentation as in case 4, we can show
that the set {χijk, χ1−i,1−j,l, χ1kl, χ2kl} is a Rouquier block of (H2d)φ
(and not a union of two Rouquier blocks). Due to Proposition
3.2.5, the remaining Rouquier blocks associated with no essential
hyperplane remain as they are. 
Example 5.4.3 Let d := 2. The group G(4, 2, 2) has 8 irreducible characters of
degree 1, χijk (0 ≤ i, j, k ≤ 1), and 2 irreducible characters of degree 2, χ1,201 . The
generic Hecke algebra of the group G(4, 2, 2) is the algebra H4 generated over the
Laurent polynomial ring in 6 indeterminates
Z[x0, x
−1
0 , x1, x
−1
1 , y0, y
−1
0 , y1, y
−1
1 , z0, z
−1
0 , z1, z
−1
1 ]
by the elements s, t,u satisfying the relations
• stu = tus = ust,
• (s− x0)(s− x1) = (t − y0)(t − y1) = (u− z0)(u− z1) = 0.
Let
φ :

xi 7→ (−1)iqai (0 ≤ i < 2)
yj 7→ (−1)jqbj (0 ≤ j < 2)
zk 7→ (−1)kqck (0 ≤ k < 2)
be a cyclotomic specialization of H4. The essential hyperplanes for G(4, 2, 2) are:
• H1 : A0 = A1,
• H2 : B0 = B1,
• H3 : C0 = C1,
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• H4 : A0 −A1 +B0 −B1 + C0 − C1 = 0.
• H5 : A0 −A1 +B1 −B0 + C0 − C1 = 0.
• H6 : A1 −A0 +B0 −B1 + C0 − C1 = 0.
• H7 : A1 −A0 +B1 −B0 + C0 − C1 = 0.
The only non-trivial Rouquier block associated with no essential hyperplane is
{χ101, χ201}. The Rouquier blocks associated with
• H1 are: {χ000, χ100}, {χ001, χ101}, {χ010, χ110}, {χ011, χ111}, {χ101, χ201}.
• H2 are: {χ000, χ010}, {χ001, χ011}, {χ100, χ110}, {χ101, χ111}, {χ101, χ201}.
• H3 are: {χ000, χ001}, {χ010, χ011}, {χ100, χ101}, {χ110, χ111}, {χ101, χ201}.
• H4 are: {χ001}, {χ010}, {χ011}, {χ100}, {χ101}, {χ110}, {χ000, χ111, χ101, χ201}.
• H5 are: {χ000}, {χ001}, {χ011}, {χ100}, {χ110}, {χ111}, {χ010, χ101, χ101, χ201}.
• H6 are: {χ000}, {χ001}, {χ010}, {χ101}, {χ110}, {χ111}, {χ100, χ011, χ101, χ201}.
• H7 are: {χ000}, {χ010}, {χ011}, {χ100}, {χ101}, {χ111}, {χ110, χ001, χ101, χ201}.
Let us take a0 = 2, a1 = 4, b0 = 3, b1 = 1 and c0 = c1 = 0. These integers belong
to the essential hyperplanes H3, H4 and H7. By Theorem 5.1.1, the Rouquier
blocks of (H4)φ are
{χ000, χ001, χ110, χ111, χ101, χ201}, {χ010, χ011}, {χ100, χ101}.
5.5 The groups G(de, e, r)
All the results in this section have first appeared in [25].
5.5.1 The groups G(de, e, r), r > 2
We define the Hecke algebra of G(de, e, r), r > 2, to be the algebra Hde,e,r
generated over the Laurent polynomial ring in d+ 1 indeterminates
Z[v0, v
−1
0 , v1, v
−1
1 , . . . , vd−1, v
−1
d−1, x, x
−1]
by the elements a0, a1, . . . , ar satisfying the relations
• (a0− v0)(a0− v1) . . . (a0− vd−1) = (aj − x)(aj +1) = 0 for j = 1, . . . , r,
• a1a3a1 = a3a1a3, ajaj+1aj = aj+1ajaj+1 for j = 2, . . . , r − 1,
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• a1a2a3a1a2a3 = a3a1a2a3a1a2,
• a1aj = aja1 for j = 4, . . . , r,
• aiaj = ajai for 2 ≤ i < j ≤ r with j − i > 1,
• a0aj = aja0 for j = 3, . . . , r,
• a0a1a2 = a1a2a0,
• a2a0a1a2a1a2a1 . . .︸ ︷︷ ︸
e+1 factors
= a0a1a2a1a2a1a2 . . .︸ ︷︷ ︸
e+1 factors
.
Let
φ :
{
vj 7→ ζjdqnj (0 ≤ j < d),
x 7→ qn
be a cyclotomic specialization ofHde,e,r. Following Theorem 5.1.1, the Rouquier
blocks of (Hde,e,r)φ coincide with the Rouquier blocks of (Hde,e,r)φe , where
φe :
{
vj 7→ ζjdqenj (0 ≤ j < d),
x 7→ qen,
since the integers {(nj)0≤j<d, n} and {(enj)0≤j<d, en} belong to the same
essential hyperplanes for G(de, e, r).
We now consider the generic Ariki-Koike algebra Hde,r generated over the
ring
Z[u0, u
−1
0 , u1, u
−1
1 , . . . , ude−1, u
−1
de−1, x, x
−1]
by the elements s, t1, t2, . . . , tr−1 satisfying the relations described in subsec-
tion 5.3.2. Let us consider the following cyclotomic specialization of Hde,r:
ϑ :
{
ua 7→ ζadeqma (0 ≤ a < de,ma := namod d),
x 7→ qen.
Following Lemma 6.7.1, the algebra (Hde,r)ϑ is the twisted symmetric algebra
of the cyclic group Ce over the symmetric subalgebra (Hde,e,r)φe .
From now on, set H := (Hde,r)ϑ, H¯ := (Hde,e,r)φe , G := Ce, K := Q(ζde)
and let RK(q) be the Rouquier ring of K. Applying Proposition 2.3.18 gives:
Proposition 5.5.1 The block-idempotents of (ZRK(q)H¯)G coincide with the
block-idempotents of (ZRK(q)H)G∨.
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The action of the cyclic group G∨ of order e on Irr(K(q)H) corresponds
to the action generated by the cyclic permutation by d-packages on the de-
partitions of r (cf., for example, [49], §4.A):
τd : (λ
(0), . . . , λ(d−1), λ(d), . . . , λ(2d−1), . . . , λ(de−d), . . . , λ(de−1))
7→ (λ(de−d), . . . , λ(de−1), λ(0), . . . , λ(d−1), . . . , λ(de−2d), . . . , λ(de−d−1)).
The de-partitions which are fixed by the action of G∨, i.e., the de-partitions
which are of the form
(λ(0), . . . , λ(d−1), λ(0), . . . , λ(d−1), . . . , λ(0), . . . , λ(d−1)),
where the first d partitions are repeated e times, are called d-stuttering.
Proposition 5.5.2 If λ is a de-partition of r, then the characters χλ and
χτd(λ) belong to the same Rouquier block of H. In particular, the blocks of
RK(q)H are stable under the action of G∨.
Proof: The symmetric groupSde acts naturally on the set of de-partitions
of r, and thus on Irr(K(q)H): If τ ∈ Sde and λ = (λ(0), λ(1), . . . , λ(de−1)) is
a de-partition of r, then τ(λ) := (λ(τ(0)), λ(τ(1)), . . . , λ(τ(de−1))). The action of
G∨ on Irr(K(q)H) corresponds to the action of the cyclic subgroup of order
e of Sde generated by the element
τd =
d−1∏
j=0
e−1∏
i=1
σj,i
where σj,i denotes the transposition (j, j + id). In order to prove that the
characters χλ and χτd(λ) belong to the same Rouquier block of H, it suffices
to show that the characters χλ and χσj,i(λ) are in the same Rouquier block of
H for all j (0 ≤ j < d) and i (0 ≤ i < e).
Following Theorem 5.1.1, the Rouquier blocks of H are unions of the
Rouquier blocks associated with all the essential hyperplanes of the form
Ms = Mt (0 ≤ s < t < de, s ≡ t mod d).
Recall that the hyperplane Ms = Mt is actually essential for G(de, 1, r) if
and only if the element ζsde − ζ tde belongs to a prime ideal of Z[ζde].
Suppose that e = pa11 p
a2
2 . . . p
am
m , where the pk are distinct prime numbers.
For k ∈ {1, 2, . . . , m}, we set ck := e/pakk . Then gcd(ck) = 1 and by Bezout’s
theorem, there exist integers (bk)1≤k≤m such that
∑m
k=1 bkck = 1. We have
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i =
∑m
k=1 ik, where ik := ibkck. The element 1− ζ ike belongs to all the prime
ideals of Z[ζde] lying over the prime number pk. Now set
l0 := 0 and lk := (lk−1 + ik)mod e, for all k (1 ≤ k ≤ m).
We have that the element ζ
j+lk−1d
de − ζj+lkdde = ζj+lk−1dde (1 − ζ ike ) belongs to
all the prime ideals of Z[ζde] lying over the prime number pk. Therefore, the
hyperplaneMj+lk−1d = Mj+lkd is essential forG(de, 1, r) for all k (1 ≤ k ≤ m).
Moreover, if we denote by τj,i,k the transposition (j + lk−1d, j + lkd), then
• we have λ(a) = τj,i,k(λ)(a) for all a /∈ {j + lk−1d, j + lkd},
• the 2-partitions (λ(j+lk−1d), λ(j+lkd)) and (τj,i,k(λ)(j+lk−1d), τj,i,k(λ)(j+lkd)) =
(λ(j+lkd), λ(j+lk−1d)) have the same ordinary content.
By Proposition 5.3.16, the characters χλ and χτj,i,k(λ) belong to the same
Rouquier block associated with the essential hyperplane Mj+lk−1d = Mj+lkd
and thus, to the same Rouquier block of H. We have
σj,i = τj,i,1 ◦ τj,i,2 ◦ . . . ◦ τj,i,m−1 ◦ τj,i,m ◦ τj,i,m−1 ◦ . . . ◦ τj,i,2 ◦ τj,i,1.
Consequently, the characters χλ and χσj,i(λ) belong to the same Rouquier
block of H for all j (0 ≤ j < d) and i (0 ≤ i < e). 
Thanks to the above result, Proposition 5.5.1 now reads:
Corollary 5.5.3 The block-idempotents of (ZRK(q)H¯)G coincide with the
block-idempotents of RK(q)H.
The following theorem demonstrates how we obtain the Rouquier blocks
of H¯ from the Rouquier blocks of H (already determined in section 5.3).
Theorem 5.5.4 Let λ be a de-partition of r and χλ the corresponding irre-
ducible character of G(de, 1, r). We define Irr(K(q)H¯)λ to be the subset of
Irr(K(q)H¯) with the property:
Res
K(q)H
K(q)H¯
(χλ) =
∑
χ¯∈Irr(K(q)H¯)λ
χ¯.
Then
1. If λ is d-stuttering and χλ is a block of RK(q)H by itself, then there
are e irreducible characters (χ¯)χ¯∈Irr(K(q)H¯)λ. Each of these characters is
a block of RK(q)H¯ by itself.
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2. The other blocks of RK(q)H are in bijection with the remaining blocks
of RK(q)H¯ via the map of Proposition 2.3.18, i.e., the correspond-
ing block-idempotents of RK(q)H coincide with the remaining block-
idempotents of RK(q)H¯.
Proof: If λ is a d-stuttering partition, then it is the only element in
its orbit Ω under the action of G∨. Set Ω¯ := Irr(K(q)H¯)λ. By Proposition
2.3.15, we have |Ω||Ω¯| = |G| = e, whence |Ω¯| = e. Moreover, if χ¯ ∈ Ω¯, then
its Schur element sχ¯ is equal to the Schur element sλ of χλ. If χλ is a block
of RK(q)H by itself, then, Propositions 4.4.4 and 2.4.18 imply that sλ = sχ¯
is invertible in RK(q). Thus, χ¯ is a block of RK(q)H¯ by itself.
If λ is d-stuttering and χλ is not a block of RK(q)H by itself, then, due
to Theorem 5.1.1, there exists a de-partition µ 6= λ such that χλ and χµ
belong to the same Rouquier block associated with an essential hyperplane
H for G(de, 1, r) such that the integers {(ma)0≤a<de, en} belong to H . If
H is N = 0, then, by Proposition 5.3.15, we have |λ(a)| = |µ(a)| for all
a = 0, 1, . . . , de − 1. Since λ 6= µ, there exists b ∈ {0, 1, . . . , de − 1} such
that λ(b) 6= µ(b). If ν is the de-partition of r obtained from λ by replacing
λ(b) with µ(b), then χλ and χν belong to the same block of RK(q)H and ν is
not d-stuttering. If H is of the form kN +Ms −Mt = 0, where − r < k <
r and 0 ≤ s < t < de, then λ(a) = µ(a) for all a /∈ {s, t}. If s 6≡ tmod d or
e > 2, then µ can not be d-stuttering. Suppose now that s ≡ tmod d and
e = 2. The description of sλ by Theorem 6.7.2 implies that the hyperplane
Ms = Mt is not essential for χλ. Due to Proposition 3.2.5, we deduce that
k 6= 0. Since the integers {(ma)0≤a<de, en} belong to H and ms = mt, we
must have n = 0. If µ is d-stuttering, then µ(s) = µ(t) and |µ(s)| = |µ(t)| =
|λ(t)| = |λ(s)|. Let ν be the de-partition obtained from λ by replacing λ(t)
with µ(t). Then ν is not d-stuttering and the characters χλ and χν belong
to the same Rouquier block associated with the essential hyperplane N = 0.
Since n = 0, Theorem 5.1.1 implies that χλ and χν belong to the same block
of RK(q)H. We will now show that the blocks of RK(q)H which contain
at least one character corresponding to a not d-stuttering partition are in
bijection with the remaining blocks of RK(q)H¯ via the map of Proposition
2.3.18.
Suppose that λ is not a d-stuttering partition and b is the block containing
χλ. Let χ¯ ∈ Irr(K(q)H¯)λ and let b¯ be the block of RK(q)H¯ which contains
χ¯. In order to establish the desired bijection, we have to show that b¯ is
stable under the action of G, i.e., that b¯ = Tr(G, b¯) :=
∑
g∈G/Gb¯
g(b¯). By
Proposition 2.3.15, we have that b = Tr(G, b¯).
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If λ = (λ(0), . . . , λ(d−1), λ(d), . . . , λ(2d−1), . . . , λ(ed−d), . . . , λ(ed−1)), then, for
i = 0, 1, . . . , e− 1, we define the d-partition λ(i) as follows:
λ(i) := (λ
(id), λ(id+1), . . . , λ(id+d−1))
and we have
λ = (λ(0), λ(1), . . . , λ(e−1)).
Since λ is not d-stuttering, there exists m ∈ {1, . . . , e− 1} such that λ(0) 6=
λ(m). If p is any prime divisor of e, we denote by λ(p) the de-partition
obtained from λ by exchanging λ(m) and λ(e/p). Set
σp :=
d−1∏
j=0
σj,m · σj,e/p · σj,m,
where σj,i denotes the transposition (j, j + id) for all i (0 ≤ i < e). Then
λ(p) = σp(λ). In the proof of Proposition 5.5.2, we showed that the characters
χλ and χσj,i(λ) are in the same Rouquier block of H for all j (0 ≤ j < d) and
i (0 ≤ i < e). Therefore, the characters χλ and χλ(p) belong to the same
block of RK(q)H. Moreover, by construction, the de-partition λ(p) is not
fixed by the generator τ
e/p
d of the unique subgroup of order p of G
∨. Thus,
the order of the stabilizer G∨χλ(p) of χλ(p) is prime to p.
By Proposition 2.3.15, we know that for each χ¯p ∈ Irr(K(q)H¯)λ(p), we
have |G∨χλ(p)||Gχ¯p| = e. Hence, |Gχ¯p| is divisible by the largest power of p
dividing e. Since b = Tr(G, b¯), the elements of Irr(K(q)H¯)λ(p) belong to
blocks of RK(q)H¯ conjugate of b¯ by G, whose stabilizer is Gb¯. Following
Lemma 2.3.16, we deduce that, for any prime number p, |Gb¯| is divisible by
the largest power of p dividing e. Thus, Gb¯ = G and Tr(G, b¯) = b¯. 
Example 5.5.5 Let d := 1, e := 3 and r := 3. The Hecke algebra of G(3, 3, 3)
is the algebra H3,3,3 generated over the Laurent polynomial ring Z[x, x−1] by the
elements a1, a2, a3 satisfying the relations
• a1a2a1 = a2a1a2, a1a3a1 = a3a1a3, a2a3a2 = a3a2a3,
• a1a2a3a1a2a3 = a3a1a2a3a1a2,
• (a1 − x)(a1 + 1) = (a2 − x)(a2 + 1) = (a3 − x)(a3 + 1) = 0.
Let φ : x 7→ qn with n 6= 0 be a cyclotomic specialization of H3,3,3. We can apply
Theorem 5.5.4 and obtain the Rouquier blocks of (H3,3,3)φ from the Rouquier
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blocks of (H3,3)ϑ, where H3,3 is the generic Ariki-Koike algebra associated to
G(3, 1, 3) and
ϑ :
{
ua 7→ ζa3 (0 ≤ a ≤ 2),
x 7→ qn.
Since n 6= 0, the Rouquier blocks of (H3,3)ϑ coincide with the Rouquier blocks of
(H3,3)θ, where
θ :
{
ua 7→ ζa3 (0 ≤ a ≤ 2),
x 7→ q.
The latter have been calculated in Example 5.3.18 and are:
1. {χ((1),(1),(1))},
2. {χ((1,1,1),∅,∅), χ(∅,(1,1,1),∅), χ(∅,∅,(1,1,1))},
3. {χ((2,1),∅,∅), χ(∅,(2,1),∅), χ(∅,∅,(2,1))},
4. {χ((3),∅,∅), χ(∅,(3),∅), χ(∅,∅,(3))},
5. {χ((1,1),(1),∅), χ((1),(1,1),∅), χ((1,1),∅,(1)), χ((1),∅,(1,1)), χ(∅,(1,1),(1)) , χ(∅,(1),(1,1))},
6. {χ((2),(1),∅), χ((1),(2),∅) , χ((2),∅,(1)), χ((1),∅,(2)), χ(∅,(2),(1)), χ(∅,(1),(2))}.
Set H := (H3,3)ϑ, H¯ := (H3,3,3)φ and K := Q(ζ3). We have that
Irr(K(q)H¯) = {ψ1, ψ2, . . . , ψ10},
where
• ψ1 = ResK(q)HK(q)H¯(χ((1,1,1),∅,∅)) = Res
K(q)H
K(q)H¯
(χ(∅,(1,1,1),∅)) = Res
K(q)H
K(q)H¯
(χ(∅,∅,(1,1,1))),
• ψ2 = ResK(q)HK(q)H¯(χ((2,1),∅,∅)) = Res
K(q)H
K(q)H¯
(χ(∅,(2,1),∅)) = Res
K(q)H
K(q)H¯
(χ(∅,∅,(2,1))),
• ψ3 = ResK(q)HK(q)H¯(χ((3),∅,∅)) = Res
K(q)H
K(q)H¯
(χ(∅,(3),∅)) = Res
K(q)H
K(q)H¯
(χ(∅,∅,(3))),
• ψ4 = ResK(q)HK(q)H¯(χ((1,1),(1),∅)) = Res
K(q)H
K(q)H¯
(χ(∅,(1,1),(1))) = Res
K(q)H
K(q)H¯
(χ((1),∅,(1,1))),
• ψ5 = ResK(q)HK(q)H¯(χ((1),(1,1),∅)) = Res
K(q)H
K(q)H¯
(χ(∅,(1),(1,1))) = Res
K(q)H
K(q)H¯
(χ((1,1),∅,(1))),
• ψ6 = ResK(q)HK(q)H¯(χ((2),(1),∅)) = Res
K(q)H
K(q)H¯
(χ(∅,(2),(1))) = Res
K(q)H
K(q)H¯
(χ((1),∅,(2))),
• ψ7 = ResK(q)HK(q)H¯(χ((1),(2),∅)) = Res
K(q)H
K(q)H¯
(χ(∅,(1),(2))) = Res
K(q)H
K(q)H¯
(χ((2),∅,(1))),
• ψ8 + ψ9 + ψ10 = ResK(q)HK(q)H¯(χ((1),(1),(1))).
Following Theorem 5.5.4, the Rouquier blocks of H¯ are
{ψ1}, {ψ2}, {ψ3}, {ψ4, ψ5}, {ψ6, ψ7}, {ψ8}, {ψ9}, {ψ10}.
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5.5.2 The groups G(de, e, 2)
If the integer e is odd, then everything that we said in the previous section
applies to the case of G(de, e, 2). Hence, we can obtain the Rouquier blocks
of the cyclotomic Hecke algebras of G(de, e, 2) from those of G(de, 1, 2).
If e is even, then Clifford theory allows us to obtain the Rouquier blocks
of the cyclotomic Hecke algebras of G(de, e, 2) from those of G(de, 2, 2).
Let f, d ≥ 1. We denote byH2fd,2f,2 the generic Hecke algebra ofG(2fd, 2f, 2)
generated over the Laurent polynomial ring in d+ 4 indeterminates
Z[x0, x
−1
0 , x1, x
−1
1 , y0, y
−1
0 , y1, y
−1
1 , u0, u
−1
0 , u1, u
−1
1 . . . , ud−1, u
−1
d−1],
by the elements S, T, U satisfying the relations
• STU = UST , TUS(TS)f−1 = U(ST )f ,
• (S−x0)(S−x1) = (T−y0)(T−y1) = (U−u0)(U−u1) . . . (U−ud−1) = 0.
Let
φ :

xi 7→ (−1)iqai (0 ≤ i ≤ 1),
yj 7→ (−1)jqbj (0 ≤ j ≤ 1),
uh 7→ ζhd qeh (0 ≤ h < d).
be a cyclotomic specialization of H2fd,2f,2. Following Theorem 5.1.1, the
Rouquier blocks of (H2fd,2f,2)φ coincide with the Rouquier blocks of (H2fd,2f,2)φf ,
where
φf :

xi 7→ (−1)iqfai (0 ≤ i ≤ 1),
yj 7→ (−1)jqfbj (0 ≤ j ≤ 1),
uh 7→ ζhd qfeh (0 ≤ h < d),
since the integers {ai, bj, eh} and {fai, fbj , feh} belong to the same essential
hyperplanes for G(2fd, 2f, 2).
We now consider the generic Hecke algebra H2fd of G(2fd, 2, 2) generated
over the ring
Z[x0, x
−1
0 , x1, x
−1
1 , y0, y
−1
0 , y1, y
−1
1 , z0, z
−1
0 , z1, z
−1
1 . . . , zfd−1, z
−1
fd−1]
by the elements s, t,u satisfying the relations
• stu = tus = ust,
• (s−x0)(s−x1) = (t−y0)(t−y1) = (u− z0)(u− z1) . . . (u− zfd−1) = 0.
Let us consider the following cyclotomic specialization of H2fd:
ϑ :

xi 7→ (−1)iqfai (0 ≤ i ≤ 1),
yj 7→ (−1)jqfbj (0 ≤ j ≤ 1),
zk 7→ ζkfdqck (0 ≤ k < fd, ck := ekmod d).
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Following Lemma 6.7.3, the algebra (H2fd)ϑ is the twisted symmetric algebra
of the cyclic group Cf over the symmetric subalgebra (H2fd,2f,2)φf .
From now on, set H := (H2fd)ϑ, H¯ := (H2fd,2f,2)φf , G := Cf , K :=
Q(ζ2fd), y
|µ(K)| := q and let RK(y) be the Rouquier ring of K. Applying
Proposition 2.3.18 gives:
Proposition 5.5.6 The block-idempotents of (ZRK(y)H¯)G coincide with the
block-idempotents of (ZRK(y)H)G∨.
The action of the cyclic group G∨ of order f on Irr(K(y)H) corresponds
to the action
χi,j,k 7→ χi,j,k+d (0 ≤ i, j ≤ 1, 0 ≤ k < fd),
χ1,2k,l 7→ χ1,2k+d,l+d (0 ≤ k < l < fd),
where all the indexes are considered mod fd.
Let χ ∈ Irr(K(y)H). If we denote by Ω the orbit of χ under the action
of G∨, then |Ω| = f . We define Ω¯ to be the subset of Irr(K(y)H¯) with the
property:
Res
K(y)H
K(y)H¯
(χ) =
∑
χ¯∈Ω¯
χ¯.
By Proposition 2.3.15, we know that |Ω||Ω¯| = f , whence |Ω¯| = 1. Since
Ω¯ is also the orbit of χ¯ under the action of G, we deduce that the block-
idempotents of RK(y)H¯ are fixed by the action of G.
With the help of the following lemma, we will show that the Rouquier
blocks of H are also stable under the action of G∨. Here the results of
Theorem 5.4.2 are going to be used as definitions.
Lemma 5.5.7 Let k1, k2 and k3 be three distinct elements of {0, 1, . . . , fd−
1}. If the blocks of RK(y)H are unions of the Rouquier blocks associated
with the (not necessarily essential) hyperplanes Ck1 = Ck2 and Ck2 = Ck3,
then they are also unions of the Rouquier blocks associated with the (not
necessarily essential) hyperplane Ck1 = Ck3.
Proof: We only need to show that
(a) the characters χi,j,k1 and χi,j,k3 are in the same block of RK(y)H for all
0 ≤ i, j ≤ 1,
(b) the characters χ1,2k1,m and χ
1,2
k3,m
are in the same block of RK(y)H for all
0 ≤ m < fd with m /∈ {k1, k3}.
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Since the blocks of RK(y)H are unions of the Rouquier blocks associated
with the hyperplanes Ck1 = Ck2 and Ck2 = Ck3, Theorem 5.4.2 implies that
(1) the characters χi,j,k1 and χi,j,k2 are in the same block of RK(y)H for all
0 ≤ i, j ≤ 1,
(2) the characters χi,j,k2 and χi,j,k3 are in the same block of RK(y)H for all
0 ≤ i, j ≤ 1,
(3) the characters χ1,2k1,m and χ
1,2
k2,m
are in the same block of RK(y)H for all
0 ≤ m < fd with m /∈ {k1, k2},
(4) the characters χ1,2k2,m and χ
1,2
k3,m
are in the same block of RK(y)H for all
0 ≤ m < fd with m /∈ {k2, k3}.
We immediately deduce (a) for all 0 ≤ i, j ≤ 1 and (b) for all 0 ≤ m < fd
with m /∈ {k1, k2, k3}. Finally, (3) implies that the characters χ1,2k1,k3 and χ1,2k2,k3
are in the same block of RK(y)H, whereas by (4), χ1,2k1,k2 and χ1,2k1,k3 are also
in the same block of RK(y)H. Thus, the characters χ1,2k1,k2 and χ1,2k2,k3 belong
to the same Rouquier block of H. 
Theorem 5.5.8 The Rouquier blocks of H are stable under the action of
G∨. In particular, the block-idempotents of RK(y)H¯ coincide with the block-
idempotents of RK(y)H.
Proof: Following Theorem 5.1.1, the Rouquier blocks of H are unions of
the Rouquier blocks associated with all the essential hyperplanes of the form
Ch+md = Ch+nd (0 ≤ h < d, 0 ≤ m < n < f).
Recall that the hyperplane Ch+md = Ch+nd is actually essential forG(2fd, 2, 2)
if and only if the element ζh+mdfd − ζh+ndfd belongs to a prime ideal of Z[ζ2fd].
Suppose that f = pt11 p
t2
2 . . . p
tr
r , where the pi are distinct prime numbers.
For s ∈ {1, 2, . . . , r}, we set hs := f/ptss . Then gcd(hs) = 1 and by Bezout’s
theorem, there exist integers (gs)1≤s≤r such that
∑r
s=1 gshs = 1. The element
1−ζgshsf belongs to all the prime ideals of Z[ζ2fd] lying over the prime number
ps. Let h ∈ {0, 1, . . . , d− 1} and m ∈ {0, 1, . . . , f − 2} and set
l0 := m and ls := (ls−1 + gshs) mod f, for all s (1 ≤ s ≤ r).
We have that the element ζ
h+ls−1d
fd − ζh+lsdfd = ζh+ls−1dfd (1 − ζgshsf ) belongs to
all the prime ideals of Z[ζ2fd] lying over the prime number ps. Therefore, the
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hyperplane Ch+ls−1d = Ch+lsd is essential for G(2fd, 2, 2) for all s (1 ≤ s ≤ r).
Since l0 = m and lr = m+ 1, Lemma 5.5.7 implies that the Rouquier blocks
of H are unions of the Rouquier blocks associated with the (not necessarily
essential) hyperplane
Ch+md = Ch+(m+1)d,
following their description by Theorem 5.4.2. Since this holds for all m (0 ≤
m ≤ f − 2), Lemma 5.5.7 again implies that the Rouquier blocks of H are
unions of the Rouquier blocks associated with all the hyperplanes of the form
Ch+md = Ch+nd (0 ≤ m < n < f),
for all h (0 ≤ h < d). Consequently, we obtain that
• the characters (χi,j,h+md)0≤m<f are in the same block of RK(y)H for
all 0 ≤ i, j ≤ 1 and 0 ≤ h < d,
• the characters (χ1,2h+md,h+nd)0≤m<n<f are in the same block of RK(y)H
for all 0 ≤ h < d,
• the characters (χ1,2h+md,h′+nd)0≤m,n<f are in the same block of RK(y)H
for all 0 ≤ h < h′ < d.
Thus, the blocks of RK(y)H are stable under the action of G∨. Now, Propo-
sition 5.5.6 implies that the block-idempotents of RK(y)H¯ coincide with the
block-idempotents of RK(y)H. 
Thanks to the above result, in order to determine the Rouquier blocks of
H¯, it suffices to calculate the Rouquier blocks of H: If C is a Rouquier block
of H, then {ResK(y)H
K(y)H¯
(χ) |χ ∈ C} is a Rouquier block of H¯.
Example 5.5.9 Let f := 2 and d := 1. The group G(4, 4, 2) is isomorphic to the
group G(2, 1, 2). The generic Hecke algebra H4,2,2 of G(4, 4, 2) is generated over
the Laurent polynomial ring in 4 indeterminates
Z[x0, x
−1
0 , x1, x
−1
1 , y0, y
−1
0 , y1, y
−1
1 ],
by the elements S and T satisfying the relations
• (S − x0)(S − x1) = (T − y0)(T − y1) = 0.
• STST = TSTS.
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Let
φ :
{
xi 7→ (−1)iqai (0 ≤ i ≤ 1),
yj 7→ (−1)jqbj (0 ≤ j ≤ 1)
be a cyclotomic specialization of H4,2,2. Since G(4, 4, 2) ≃ G(2, 1, 2), we can use
the results on the Ariki-Koike algebras in order to determine the Rouquier blocks
of (H4,2,2)φ. However, here we will demonstrate how we can apply Theorem 5.5.8
and obtain the Rouquier blocks of (H4,2,2)φ from the Rouquier blocks of (H4)ϑ,
where H4 is the generic Hecke algebra associated to G(4, 2, 2) and
ϑ :

xi 7→ (−1)iqai (0 ≤ i ≤ 1),
yj 7→ (−1)jqbj (0 ≤ j ≤ 1),
zk 7→ (−1)k (0 ≤ k ≤ 1).
Set H := (H4)ϑ, H¯ := (H4,4,2)φ, K := Q(i) and y|µ(K)| := q. We have that
Irr(K(y)H¯) = {χ((2),∅), χ(∅,(2)), χ((1,1),∅), χ(∅,(1,1)), χ((1),(1))},
where
• χ((2),∅) = ResK(y)HK(y)H¯(χ000) = Res
K(y)H
K(y)H¯
(χ001),
• χ(∅,(2)) = ResK(y)HK(y)H¯(χ010) = Res
K(y)H
K(y)H¯
(χ011),
• χ((1,1),∅) = ResK(y)HK(y)H¯(χ100) = Res
K(y)H
K(y)H¯
(χ101),
• χ(∅,(1,1)) = ResK(y)HK(y)H¯(χ110) = Res
K(y)H
K(y)H¯
(χ111),
• χ((1),(1)) = ResK(y)HK(y)H¯(χ101) = Res
K(y)H
K(y)H¯
(χ201).
Following Theorem 5.5.8, the Rouquier blocks associated with no essential hyper-
plane for G(4, 4, 2) are trivial (as expected). For a0 = 2, a1 = 4, b0 = 3 and b1 = 1,
the Rouquier blocks of H have been calculated in Example 5.4.3 and are:
{χ000, χ001, χ110, χ111, χ101, χ201}, {χ010, χ011}, {χ100, χ101}.
Thanks to Theorem 5.5.8, we deduce that the Rouquier blocks of H¯ are:
{χ((2),∅), χ(∅,(1,1)), χ((1),(1))}, {χ(∅,(2))}, {χ((1,1),∅)}.
We can verify the above result with the use of Proposition 5.3.16, which yields
that two irreducible characters (χλ)φ and (χµ)φ are in the same Rouquier block of
H¯ if and only if Contcλ = Contcµ with respect to the weight system (0, 1).
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Chapter 6
Appendix: Clifford theory and
Schur elements for the Hecke
algebras of complex reflection
groups
Let W be a complex reflection group and let us denote by H(W ) its generic
Hecke algebra. Suppose that the assumptions 4.2.3 are satisfied. Let W ′ be
another complex reflection group such that, for some specialization of the
parameters, H(W ) becomes the twisted symmetric algebra of a finite cyclic
group G over the symmetric subalgebra H(W ′). Then, if we know the Schur
elements and the blocks of H(W ), we can use Propositions 2.3.15 and 2.3.18
in order to calculate the Schur elements and the blocks of H(W ′).
In particular, in all the cases of exceptional irreducible complex reflec-
tion groups that will be studied below, if we denote by χ′ the (irreducible)
restriction to H(W ′) of an irreducible character χ ∈ Irr(H(W )), then the
corresponding Schur elements verify
sχ = |W : W ′|sχ′.
Throughout the Appendix, we denote by Φn the n
th Q-cyclotomic poly-
nomial, i.e., the minimal polynomial of ζn over Q. The notations for the irre-
ducible characters of the exceptional irreducible complex reflection groups are
the ones used by the GAP package CHEVIE and are explained in subsection
5.2.3.
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6.1 The groups G4,. . . ,G7
The following table gives the specializations of the parameters of the generic
Hecke algebraH(G7), (x0, x1; y0, y1, y2; z0, z1, z2), which give the generic Hecke
algebras of the groups G4, G5 and G6 ([48], Table 4.6).
Group Index S T U
G7 1 x0, x1 y0, y1, y2 z0, z1, z2
G5 2 1,−1 y0, y1, y2 z0, z1, z2
G6 3 x0, x1 1, ζ3, ζ
2
3 z0, z1, z2
G4 6 1,−1 1, ζ3, ζ23 z0, z1, z2
Specializations of the parameters for H(G7)
Lemma 6.1.1
1. The algebra H(G7) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2) 7→ (1,−1; y0, y1, y2; z0, z1, z2)
is the twisted symmetric algebra of the cyclic group C2 over the sym-
metric subalgebra H(G5) with parameters (y0, y1, y2; z0, z1, z2).
2. The algebra H(G7) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2) 7→ (x0, x1; 1, ζ3, ζ23 ; z0, z1, z2)
is the twisted symmetric algebra of the cyclic group C3 over the sym-
metric subalgebra H(G6) with parameters (x0, x1; z0, z1, z2).
3. The algebra H(G6) specialized via
(x0, x1; z0, z1, z2) 7→ (1,−1; z0, z1, z2)
is the twisted symmetric algebra of the cyclic group C2 over the sym-
metric subalgebra H(G4) with parameters (z0, z1, z2).
Proof: We have
H(G7) = < S, T,U | STU = TUS = UST,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1)(T − y2) = 0,
(U − z0)(U − z1)(U − z2) = 0 > .
152
1. Let
A := < S, T,U | STU = TUS = UST, S2 = 1,
(T − y0)(T − y1)(T − y2) = 0,
(U − z0)(U − z1)(U − z2) = 0 >
and
A¯ :=< T,U > .
Then
A = A¯⊕ SA¯ = A¯⊕ A¯S and A¯ ∼= H(G5).
2. Let
A := < S, T,U | STU = TUS = UST, T 3 = 1,
(S − x0)(S − x1) = 0,
(U − z0)(U − z1)(U − z2) = 0 >
and
A¯ :=< S,U > .
Then
A =
2⊕
i=0
T iA¯ =
2⊕
i=0
A¯T i and A¯ ∼= H(G6).
3. Let
A := < S,U | SUSUSU = USUSUS, S2 = 1,
(U − z0)(U − z1)(U − z2) = 0 >
and
A¯ :=< U,SUS > .
Then
A = A¯⊕ SA¯ = A¯⊕ A¯S and A¯ ∼= H(G4).

The Schur elements of all irreducible characters of H(G7) are calculated
in [48]. They are obtained via Galois transformations (permutation of inde-
terminates, permutation of roots of unity or combination of the two) from
the following ones:
sφ1,0 = Φ1(x0/x1) ·Φ1(x0y20z20/x1y1y2z1z2) ·Φ1(y0/y1) ·Φ1(y0/y2) ·Φ1(z0/z1) ·Φ1(z0/z2) ·
Φ1(x0y0z0/x1y1z1) · Φ1(x0y0z0/x1y1z2) · Φ1(x0y0z0/x1y2z1) · Φ1(x0y0z0/x1y2z2)
sφ
2,9′
= 2y2/y0Φ1(y0/y1) ·Φ1(y2/y0) ·Φ1(z1/z0) ·Φ1(z2/z0) · Φ1(r/x0y0z0) ·Φ1(r/x0y2z1) ·
Φ1(r/x0y2z2) · Φ1(r/x1y0z0) · Φ1(r/x1y2z1) · Φ1(r/x1y2z2)
where r = 2
√
x0x1y1y2z1z2
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sφ3,6 = 3Φ1(x1/x0)·Φ1(x0y0z0/r)·Φ1(x0y0z1/r)·Φ1(x0y0z2/r)·Φ1(x0y1z0/r)·Φ1(x0y1z1/r)·
Φ1(x0y1z2/r) · Φ1(x0y2z0/r) · Φ1(x0y2z1/r) · Φ1(x0y2z2/r)
where r = 3
√
x2
0
x1y0y1y2z0z1z2
Following Theorem 4.2.4 and [49], Table 8.1, if we set
X12i := (ζ2)
−ixi (i = 0, 1),
Y 12j := (ζ3)
−jyj (j = 0, 1, 2),
Z12k := (ζ3)
−kzk (k = 0, 1, 2),
thenQ(ζ12)(X0, X1, Y0, Y1, Y2, Z0, Z1, Z2) is a splitting field forH(G7). Hence,
the factorization of the Schur elements over that field is as described by
Theorem 4.2.5.
6.2 The groups G8, . . . , G15
The following table gives the specializations of the parameters of the generic
Hecke algebra H(G11), (x0, x1; y0, y1, y2; z0, z1, z2, z3), which give the generic
Hecke algebras of the groups G8, . . . , G15 ([48], Table 4.9).
Group Index S T U
G11 1 x0, x1 y0, y1, y2 z0, z1, z2, z3
G10 2 1,−1 y0, y1, y2 z1, z1, z2, z3
G15 2 x0, x1 y0, y1, y2
√
u0,
√
u1,−√u0,−√u1
G9 3 x0, x1 1, ζ3, ζ
2
3 z0, z1, z2, z3
G14 4 x0, x1 y0, y1, y2 1, i,−1,−i
G8 6 1,−1 1, ζ3, ζ23 z0, z1, z2, z3
G13 6 x0, x1 1, ζ3, ζ
2
3
√
u0,
√
u1,−√u0,−√u1
G12 12 x0, x1 1, ζ3, ζ
2
3 1, i,−1,−i
Specializations of the parameters for H(G11)
Lemma 6.2.1
1. The algebra H(G11) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2, z3) 7→ (1,−1; y0, y1, y2; z0, z1, z2, z3)
is the twisted symmetric algebra of the cyclic group C2 over the sym-
metric subalgebra H(G10) with parameters (y0, y1, y2; z0, z1, z2, z3).
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2. The algebra H(G11) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2, z3) 7→ (x0, x1; 1, ζ3, ζ23 ; z0, z1, z2, z3)
is the twisted symmetric algebra of the cyclic group C3 over the sym-
metric subalgebra H(G9) with parameters (x0, x1; z0, z1, z2, z3).
3. The algebra H(G9) specialized via
(x0, x1; z0, z1, z2, z3) 7→ (1,−1; z0, z1, z2, z3)
is the twisted symmetric algebra of the cyclic group C2 over the sym-
metric subalgebra H(G8) with parameters (z0, z1, z2, z3).
4. The algebra H(G11) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2, z3) 7→ (x0, x1; y0, y1, y2; 1, i,−1,−i)
is the twisted symmetric algebra of the cyclic group C4 over the sym-
metric subalgebra H(G14) with parameters (x0, x1; y0, y1, y2).
5. The algebra H(G14) specialized via
(x0, x1; y0, y1, y2) 7→ (x0, x1; 1, ζ3, ζ23)
is the twisted symmetric algebra of the cyclic group C3 over the sym-
metric subalgebra H(G12) with parameters (x0, x1).
6. The algebra H(G11) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2, z3) 7→ (x0, x1; y0, y1, y2;√u0,√u1,−√u0,−√u1)
is the twisted symmetric algebra of the cyclic group C2 over the sym-
metric subalgebra H(G15) with parameters (x0, x1; y0, y1, y2; u0, u1).
7. The algebra H(G15) specialized via
(x0, x1; y0, y1, y2; u0, u1) 7→ (x0, x1; 1, ζ3, ζ23 ; u0, u1)
is the twisted symmetric algebra of the cyclic group C3 over the sym-
metric subalgebra H(G13) with parameters (x0, x1; u0, u1).
Proof: We have
H(G11) = < S, T,U | STU = TUS = UST,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1)(T − y2) = 0,
(U − z0)(U − z1)(U − z2)(U − z3) = 0 > .
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1. Let
A := < S, T,U | STU = TUS = UST, S2 = 1,
(T − y0)(T − y1)(T − y2) = 0,
(U − z0)(U − z1)(U − z2)(U − z3) = 0 >
and
A¯ :=< T,U > .
Then
A = A¯⊕ SA¯ = A¯⊕ A¯S and A¯ ∼= H(G10).
2. Let
A := < S, T,U | STU = TUS = UST, T 3 = 1,
(S − x0)(S − x1) = 0,
(U − z0)(U − z1)(U − z2)(U − z3) = 0 >
and
A¯ :=< S,U > .
Then
A =
2⊕
i=0
T iA¯ =
2⊕
i=0
A¯T i and A¯ ∼= H(G9).
3. Let
A := < S,U | SUSUSU = USUSUS, S2 = 1,
(U − z0)(U − z1)(U − z2)(U − z3) = 0 >
and
A¯ :=< U,SUS > .
Then
A = A¯⊕ SA¯ = A¯⊕ A¯S and A¯ ∼= H(G8).
4. Let
A := < S, T,U | STU = TUS = UST,U4 = 1,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1)(T − y2) = 0 >
and
A¯ :=< S, T > .
Then
A =
3⊕
i=0
U iA¯ =
3⊕
i=0
A¯U i and A¯ ∼= H(G14).
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5. Let
A := < S, T | STSTSTST = TSTSTSTS, T 3 = 1,
(S − x0)(S − x1) = 0 >
and
A¯ :=< S, TST 2, T 2ST > .
Then
A =
2⊕
i=0
T iA¯ =
2⊕
i=0
A¯T i and A¯ ∼= H(G12).
6. Let
A := < S, T,U | STU = TUS = UST,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1)(T − y2) = 0,
(U2 − u0)(U2 − u1) = 0 >
and
A¯ :=< S, T,U2 > .
Then
A = A¯⊕ UA¯ = A¯⊕ A¯U and A¯ ∼= H(G15).
7. Let
A := < U2, S, T | STU2 = U2ST,U2STST = TU2STS, T 3 = 1,
(S − x0)(S − x1) = 0,
(U2 − u0)(U2 − u1) = 0 >
and
A¯ :=< U2, S, T 2ST > .
Then
A =
2⊕
i=0
T iA¯ =
2⊕
i=0
A¯T i and A¯ ∼= H(G13).

The Schur elements of all irreducible characters of H(G11) are calculated
in [48]. They are obtained via Galois transformations from the following ones:
sφ1,0 = Φ1(x0/x1)·Φ1(y0/y1)·Φ1(y0/y2)·Φ1(z0/z1)·Φ1(z0/z2)·Φ1(z0/z3)·Φ1(x0y0z0/x1y1z1)·
Φ1(x0y0z0/x1y1z2) · Φ1(x0y0z0/x1y1z3) · Φ1(x0y0z0/x1y2z1) · Φ1(x0y0z0/x1y2z2) ·
Φ1(x0y0z0/x1y2z3)·Φ1(x0y20z20/x1y1y2z1z2)·Φ1(x0y20z20/x1y1y2z1z3)·Φ1(x0y20z20/x1y1y2z2z3)·
Φ1(x
2
0
y2
0
z3
0
/x2
1
y1y2z1z2z3)
sφ2,1 = −2z1/z0Φ1(y0/y2) · Φ1(y1/y2) · Φ1(z0/z2) · Φ1(z0/z3) · Φ1(z1/z2) · Φ1(z1/z3) ·
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Φ1(y0z0z1/y2z2z3) · Φ1(y1z0z1/y2z2z3) · Φ1(r/x0y2z2) · Φ1(r/x0y2z3) · Φ1(r/x1y2z2) ·
Φ1(r/x1y2z3) · Φ1(r/x0y0z1) · Φ1(r/x0y1z1) · Φ1(r/x1y0z1) · Φ1(r/x1y1z1)
where r = 2
√
x0x1y0y1z0z1
sφ3,2 = 3Φ1(x1/x0) · Φ1(z1/z3) · Φ1(z2/z3) · Φ1(z0/z3) · Φ1(r/x1y0z3) · Φ1(r/x1y1z3) ·
Φ1(r/x1y2z3) · Φ1(x0y0z0/r) · Φ1(x0y0z1/r) · Φ1(x0y0z2/r) · Φ1(x0y1z0/r) ·
Φ1(x0y1z1/r) · Φ1(x0y1z2/r) · Φ1(x0y2z0/r) · Φ1(x0y2z1/r) · Φ1(x0y2z2/r)
where r = 3
√
x2
0
x1y0y1y2z0z1z2
sφ4,21 = −4Φ1(y0/y1)·Φ1(y0/y2)· Φ1(r/x0y0z0)·Φ1(r/x1y0z0)·Φ1(x0y0z1/r)·Φ1(x0y0z2/r)·
Φ1(x0y0z3/r) · Φ1(x1y0z1/r) · Φ1(x1y0z2/r) · Φ1(x1y0z3/r) ·
Φ1(x0x1y0y1z0z1/r
2) · Φ1(x0x1y0y1z0z2/r2) · Φ1(x0x1y0y1z0z3/r2) ·
Φ1(x0x1y0y2z0z1/r
2) · Φ1(x0x1y0y2z0z2/r2) · Φ1(x0x1y0y2z0z3/r2)
where r = 4
√
x2
0
x2
1
y2
0
y1y2z0z1z2z3
Following Theorem 4.2.4 and [49], Table 8.1, if we set
X24i := (ζ2)
−ixi (i = 0, 1),
Y 24j := (ζ3)
−jyj (j = 0, 1, 2),
Z24k := (ζ4)
−kzk (k = 0, 1, 2, 3),
then Q(ζ24)(X0, X1, Y0, Y1, Y2, Z0, Z1, Z2, Z3) is a splitting field for H(G11).
Hence, the factorization of the Schur elements over that field is as described
by Theorem 4.2.5.
6.3 The groups G16, . . . , G22
The following table gives the specializations of the parameters of the generic
Hecke algebraH(G19), (x0, x1; y0, y1, y2; z0, z1, z2, z3, z4), which give the generic
Hecke algebras of the groups G16, . . . , G22 ([48], Table 4.12).
Group Index S T U
G19 1 x0, x1 y0, y1, y2 z0, z1, z2, z3, z4
G18 2 1,−1 y0, y1, y2 z0, z1, z2, z3, z4
G17 3 x0, x1 1, ζ3, ζ
2
3 z0, z1, z2, z3, z4
G21 5 x0, x1 y0, y1, y2 1, ζ5, ζ
2
5 , ζ
3
5 , ζ
4
5
G16 6 1,−1 1, ζ3, ζ23 z0, z1, z2, z3, z4
G20 10 1,−1 y0, y1, y2 1, ζ5, ζ25 , ζ35 , ζ45
G22 15 x0, x1 1, ζ3, ζ
2
3 1, ζ5, ζ
2
5 , ζ
3
5 , ζ
4
5
Specializations of the parameters for H(G19)
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Lemma 6.3.1
1. The algebra H(G19) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2, z3, z4) 7→ (1,−1; y0, y1, y2; z0, z1, z2, z3, z4)
is the twisted symmetric algebra of the cyclic group C2 over the sym-
metric subalgebra H(G18) with parameters (y0, y1, y2; z0, z1, z2, z3, z4).
2. The algebra H(G19) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2, z3, z4) 7→ (x0, x1; 1, ζ3, ζ23 ; z0, z1, z2, z3, z4)
is the twisted symmetric algebra of the cyclic group C3 over the sym-
metric subalgebra H(G17) with parameters (x0, x1; z0, z1, z2, z3, z4).
3. The algebra H(G17) specialized via
(x0, x1; z0, z1, z2, z3, z4) 7→ (1,−1; z0, z1, z2, z3, z4)
is the twisted symmetric algebra of the cyclic group C2 over the sym-
metric subalgebra H(G16) with parameters (z0, z1, z2, z3, z4).
4. The algebra H(G19) specialized via
(x0, x1; y0, y1, y2; z0, z1, z2, z3, z4) 7→ (x0, x1; y0, y1, y2; 1, ζ5, ζ25 , ζ35 , ζ45)
is the twisted symmetric algebra of the cyclic group C5 over the sym-
metric subalgebra H(G21) with parameters (x0, x1; y0, y1, y2).
5. The algebra H(G21) specialized via
(x0, x1; y0, y1, y2) 7→ (1,−1; y0, y1, y2)
is the twisted symmetric algebra of the cyclic group C2 over the sym-
metric subalgebra H(G20) with parameters (y0, y1, y2).
6. The algebra H(G21) specialized via
(x0, x1; y0, y1, y2) 7→ (x0, x1; 1, ζ3, ζ23)
is the twisted symmetric algebra of the cyclic group C3 over the sym-
metric subalgebra H(G22) with parameters (x0, x1).
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Proof: We have
H(G19) = < S, T,U | STU = TUS = UST,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1)(T − y2) = 0,
(U − z0)(U − z1)(U − z2)(U − z3)(U − z4) = 0 > .
1. Let
A := < S, T,U | STU = TUS = UST, S2 = 1,
(T − y0)(T − y1)(T − y2) = 0,
(U − z0)(U − z1)(U − z2)(U − z3)(U − z4) = 0 >
and
A¯ :=< T,U > .
Then
A = A¯⊕ SA¯ = A¯⊕ A¯S and A¯ ∼= H(G18).
2. Let
A := < S, T,U | STU = TUS = UST, T 3 = 1,
(S − x0)(S − x1) = 0,
(U − z0)(U − z1)(U − z2)(U − z3)(U − z4) = 0 >
and
A¯ :=< S,U > .
Then
A =
2⊕
i=0
T iA¯ =
2⊕
i=0
A¯T i and A¯ ∼= H(G17).
3. Let
A := < S,U | SUSUSU = USUSUS, S2 = 1,
(U − z0)(U − z1)(U − z2)(U − z3)(U − z4) = 0 >
and
A¯ :=< U,SUS > .
Then
A = A¯⊕ SA¯ = A¯⊕ A¯S and A¯ ∼= H(G16).
4. Let
A := < S, T,U | STU = TUS = UST,U5 = 1,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1)(T − y2) = 0 >
and
A¯ :=< S, T > .
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Then
A =
4⊕
i=0
U iA¯ =
4⊕
i=0
A¯U i and A¯ ∼= H(G21).
5. Let
A := < S, T | STSTSTSTST = TSTSTSTSTS, S2 = 1,
(T − y0)(T − y1)(T − y2) = 0 >
and
A¯ :=< T,STS > .
Then
A = A¯⊕ SA¯ = A¯⊕ A¯S and A¯ ∼= H(G20).
6. Let
A := < S, T | STSTSTSTST = TSTSTSTSTS, T 3 = 1,
(S − x0)(S − x1) = 0 >
and
A¯ :=< S, TST 2, T 2ST > .
Then
A =
2⊕
i=0
T iA¯ =
2⊕
i=0
A¯T i and A¯ ∼= H(G22).

The Schur elements of all irreducible characters of H(G19) are calculated
in [48]. They are obtained via Galois transformations from the following ones:
sφ1,0 = Φ1(x0/x1) · Φ1(y0/y1) · Φ1(y0/y2) · Φ1(z0/z1) · Φ1(z0/z2) · Φ1(z0/z3) · Φ1(z0/z4) ·
Φ1(x0y0z0/x1y1z1) · Φ1(x0y0z0/x1y1z2) · Φ1(x0y0z0/x1y1z3) · Φ1(x0y0z0/x1y1z4) ·
Φ1(x0y0z0/x1y2z1) · Φ1(x0y0z0/x1y2z2) · Φ1(x0y0z0/x1y2z3) · Φ1(x0y0z0/x1y2z4) ·
Φ1(x0y
2
0z
2
0/x1y1y2z1z2) · Φ1(x0y20z20/x1y1y2z1z3) · Φ1(x0y20z20/x1y1y2z1z4) ·
Φ1(x0y
2
0
z2
0
/x1y1y2z2z3) · Φ1(x0y20z20/x1y1y2z2z4) · Φ1(x0y20z20/x1y1y2z3z4) ·
Φ1(x
2
0
y2
0
z3
0
/x2
1
y1y2z1z2z3) · Φ1(x20y20z30/x21y1y2z1z2z4) · Φ1(x20y20z30/x21y1y2z1z3z4) ·
Φ1(x
2
0y
2
0z
3
0/x
2
1y1y2z2z3z4) · Φ1(x20y30z40/x21y21y2z1z2z3z4) · Φ1(x20y30z40/x21y1y22z1z2z3z4) ·
Φ1(x
3
0
y4
0
z4
0
/x3
1
y2
1
y2
2
z1z2z3z4)
sφ
2,31′
= −2Φ1(y0/y2) ·Φ1(y1/y2) ·Φ1(z0/z2) ·Φ1(z0/z3) ·Φ1(z0/z4) ·Φ1(z1/z2) ·Φ1(z1/z3) ·
Φ1(z1/z4) ·Φ1(y0z0z1/y2z2z3) ·Φ1(y0z0z1/y2z2z4) ·Φ1(y0z0z1/y2z3z4) ·Φ1(y1z0z1/y2z2z3) ·
Φ1(y1z0z1/y2z2z4) · Φ1(y1z0z1/y2z3z4) · Φ1(y0y1z0z21/y22z2z3z4) · Φ1(y0y1z20z1/y22z2z3z4) ·
Φ1(r/x0y0z0) ·Φ1(x0y0z1/r) ·Φ1(x1y0z0/r) ·Φ1(r/x1y0z1) · Φ1(r/x1y2z2) ·Φ1(r/x1y2z3) ·
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Φ1(r/x1y2z4) · Φ1(r/x0y2z2) · Φ1(r/x0y2z3) · Φ1(r/x0y2z4) · Φ1(rz0z1/x0y2z2z3z4) ·
Φ1(rz0z1/x1y2z2z3z4)
where r = 2
√
x0x1y0y1z0z1
sφ
3,22′
= 3Φ1(x1/x0) ·Φ1(z0/z3) ·Φ1(z0/z4) ·Φ1(z1/z3) ·Φ1(z1/z4) ·Φ1(z2/z3) ·Φ1(z2/z4) ·
Φ1(x0z0z1/x1z3z4) ·Φ1(x0z0z2/x1z3z4) ·Φ1(x0z1z2/x1z3z4) ·Φ1(r/x1y0z3) ·Φ1(r/x1y0z4) ·
Φ1(r/x1y1z3) ·Φ1(r/x1y1z4) ·Φ1(r/x1y2z3) ·Φ1(r/x1y2z4) ·Φ1(x0y0z0/r) ·Φ1(x0y0z1/r) ·
Φ1(x0y0z2/r) · Φ1(x0y1z0/r) · Φ1(x0y1z1/r) · Φ1(x0y1z2/r) · Φ1(x0y2z0/r) · Φ1(x0y2z1/r) ·
Φ1(x0y2z2/r) · Φ1(r2/x0x1y0y1z3z4) · Φ1(r2/x0x1y0y2z3z4) · Φ1(r2/x0x1y1y2z3z4)
where r = 3
√
x2
0
x1y0y 1y2z0z1z2
sφ4,18 = −4Φ1(y1/y0)·Φ1(y0/y2)·Φ1(z0/z4)·Φ1(z1/z4)·Φ1(z2/z4)·Φ1(z3/z4)·Φ1(x0y0z0/r)·
Φ1(x0y0z1/r) · Φ1(x0y0z2/r) · Φ1(x0y0z3/r) · Φ1(x1y0z0/r) · Φ1(x1y0z1/r) · Φ1(x1y0z2/r) ·
Φ1(x1y0z3/r) · Φ1(r/x0y1z4) · Φ1(r/x1y1z4) · Φ1(r/x0y2z4) · Φ1(r/x1y2z4) ·
Φ1(r
2/x0x1y0y1z0z1) ·Φ1(r2/x0x1y0y1z0z2) ·Φ1(x0x1y0y1z0z3/r2) ·Φ1(x0x1y0y1z1z2/r2) ·
Φ1(r
2/x0x1y0y1z1z3) ·Φ1(r2/x0x1y0y1z2z3) ·Φ1(r2/x0x1y1y2z0z4) ·Φ1(r2/x0x1y1y2z1z4) ·
Φ1(r
2/x0x1y1y2z2z4) · Φ1(r2/x0x1y1y2z3z4)
where r = 4
√
x2
0
x2
1
y2
0
y1y2z0z1z2z3
sφ5,16 = 5Φ1(x0/x1) · Φ1(y2/y0) · Φ1(y2/y1) · Φ1(x0y0z0/r) · Φ1(x0y0z1/r) · Φ1(x0y0z2/r) ·
Φ1(x0y0z3/r) ·Φ1(x0y0z4/r) · Φ1(x0y1z0/r) ·Φ1(x0y1z1/r) ·Φ1(x0y1z2/r) ·Φ1(x0y1z3/r) ·
Φ1(x0y1z4/r) · Φ1(r/x1y2z0) · Φ1(r/x1y2z1) · Φ1(r/x1y2z2) · Φ1(r/x1y2z3) · Φ1(r/x1y2z4) ·
Φ1(x0x1y0y1z0z1/r
2) · Φ1(x0x1y0y1z0z2/r2) ·
Φ1(x0x1y0y1z0z3/r
2) ·Φ1(x0x1y0y1z0z4/r2) ·Φ1(x0x1y0y1z1z2/r2) ·Φ1(x0x1y0y1z1z3/r2) ·
Φ1(x0x1y0y1z1z4/r
2) · Φ1(x0x1y0y1z2z3/r2) · Φ1(x0x1y0y1z2z4/r2) · Φ1(x0x1y0y1z3z4/r2)
where r = 5
√
x3
0
x2
1
y2
0
y2
1
y2z0z1z2z3z4
sφ6,15 = −6Φ1(z0/z1) · Φ1(z0/z2) · Φ1(z0/z3) · Φ1(z0/z4) · Φ1(r/x0y0z0) · Φ1(r/x0y1z0) ·
Φ1(r/x0y2z0) · Φ1(x1y0z0/r) · Φ1(x1y1z0/r) · Φ1(x1y2z0/r) · Φ1(x0x1y0y1z0z1/r2) ·
Φ1(x0x1y0y1z0z2/r
2) ·Φ1(x0x1y0y1z0z3/r2) ·Φ1(x0x1y0y1z0z4/r2) ·Φ1(x0x1y0y2z0z1/r2) ·
Φ1(x0x1y0y2z0z2/r
2) ·Φ1(x0x1y0y2z0z3/r2) ·Φ1(x0x1y0y2z0z4/r2) ·Φ1(x0x1y1y2z0z1/r2) ·
Φ1(x0x1y1y2z0z2/r
2) · Φ1(x0x1y1y2z0z3/r2) · Φ1(x0x1y1y2z0z4/r2) ·
Φ1(x
2
0
x1y0y1y2z0z1z2/r
3) · Φ1(x20x1y0y1y2z0z1z3/r3) · Φ1(x20x1y0y1y2z0z1z4/r3) ·
Φ1(x
2
0
x1y0y1y2z0z2z3/r
3) · Φ1(x20x1y0y1y2z0z2z4/r3) · Φ1(x20x1y0y1y2z0z3z4/r3)
where r = 6
√
x3
0
x3
1
y2
0
y2
1
y2
2
z2
0
z1z2z3z4
Following Theorem 4.2.4 and [49], Table 8.1, if we set
X60i := (ζ2)
−ixi (i = 0, 1),
Y 60j := (ζ3)
−jyj (j = 0, 1, 2),
Z60k := (ζ5)
−kzk (k = 0, 1, 2, 3, 4),
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thenQ(ζ60)(X0, X1, Y0, Y1, Y2, Z0, Z1, Z2, Z3, Z4) is a splitting field forH(G19).
Hence, the factorization of the Schur elements over that field is as described
by Theorem 4.2.5.
6.4 The groups G25, G26
The following table gives the specialization of the parameters of the generic
Hecke algebra H(G26), (x0, x1; y0, y1, y2), which gives the generic Hecke alge-
bra of the group G25 ([50], Theorem 6.3).
Group Index S T
G26 1 x0, x1 y0, y1, y2
G25 2 1,−1 y0, y1, y2
Specialization of the parameters for H(G26)
Lemma 6.4.1 The algebra H(G26) specialized via
(x0, x1; y0, y1, y2) 7→ (1,−1; y0, y1, y2)
is the twisted symmetric algebra of the cyclic group C2 over the symmetric
subalgebra H(G25) with parameters (y0, y1, y2).
Proof: We have
H(G26) = < S, T,U | STST = TSTS,UTU = TUT, SU = US,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1)(T − y2) = 0,
(U − y0)(U − y1)(U − y2) = 0 > .
Let
A := < S, T,U | STST = TSTS,UTU = TUT, SU = US, S2 = 1,
(T − y0)(T − y1)(T − y2) = 0,
(U − y0)(U − y1)(U − y2) = 0 >
and
A¯ :=< SUS, T, U > .
Then
A = A¯⊕ SA¯ = A¯⊕ A¯S and A¯ ∼= H(G25).

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The Schur elements of all irreducible characters of H(G26) are calculated
in [50]. They are obtained via Galois transformations from the following ones:
sφ1,0 = −Φ1(x0/x1)·Φ1(y0/y1)·Φ1(y0/y2)·Φ2(x0y0/x1y1)·Φ2(x0y0/x1y2)·Φ1(x0y20/x1y21)·
Φ1(x0y
2
0
/x1y
2
2
)·Φ2(x0y30/x1y21y2)·Φ2(x0y30/x1y1y22)·Φ6(x0y20/x1y1y2)·Φ2(y20/y1y2)·Φ6(y0/y1)·
Φ6(y0/y2)
sφ2,3 = y1/y0Φ1(x0/x1)·Φ1(y0/y2)·Φ1(y1/y2)·Φ1(x0y0/x1y2)·Φ1(x0y1/x1y2)·Φ2(x0y0/x1y2)·
Φ2(x0y1/x1y2) ·Φ2(x0y0/x1y1) ·Φ2(x0y1/x1y0) ·Φ6(x0y0y1/x1y22) ·Φ2(y0y1/y22) ·Φ6(y0/y1)
sφ3,6 = −Φ1(x0/x1)·Φ3(x0/x1)·Φ2(x0y0/x1y1)·Φ2(x0y0/x1y2)·Φ2(x0y1/x1y0)·Φ2(x0y1/x1y2)·
Φ2(x0y2/x1y0) · Φ2(x0y2/x1y1) · Φ2(y0y1/y22) · Φ2(y0y2/y21) · Φ2(y1y2/y20)
sφ3,1 = −Φ1(x1/x0)·Φ1(y0/y1)·Φ1(y0/y2)·Φ2(y0/y2)·Φ1(y1/y2)·Φ2(y0y1/y22)·Φ2(y20/y1y2)·
Φ6(y0/y2) · Φ2(x0y0/x1y2) · Φ2(x0y1/x1y0) · Φ1(x0y20/x1y21) ·
Φ2(x0y
2
0y1/x1y
3
2)
sφ6,2 = Φ1(x0/x1) ·Φ1(y1/y0) ·Φ1(y0/y2) ·Φ1(y1/y2) ·Φ2(y2/y0) ·Φ6(y0/y2) ·Φ2(y0y2/y21) ·
Φ1(x0y1/x1y2) · Φ2(x1y0/x0y2) · Φ2(x0y1/x1y2) · Φ2(x0y30/x1y21y2)
sφ8,3 = 2Φ1(y0/y1)·Φ1(y0/y2)·Φ2(x1y2/x0y1)·Φ2(x1y1/x0y2)·Φ2(ry0/x1y22)·Φ2(ry0/x1y21)·
Φ1(ry2/x1y0y1) · Φ1(ry1/x1y0y2) · Φ3(ry0/x1y1y2) · Φ3(ry0/x0y1y2)
where r = 2
√−x0x1y1y2
sφ9,7 = Φ1(ζ
2
3
) ·Φ6(y0/y1) · Φ6(y2/y0) ·Φ6(y1/y2) ·Φ2(ζ3x0y1y2/x1y20) ·Φ2(ζ3x0y0y2/x1y21) ·
Φ2(ζ3x0y0y1/x1y
2
2
) · Φ1(x1/x0) · Φ1(ζ3x0/x1)
Following Theorem 4.2.4 and [49], Table 8.2, if we set
X6i := (ζ2)
−ixi (i = 0, 1),
Y 6j := (ζ3)
−jyj (j = 0, 1, 2),
then Q(ζ3)(X1, X2, Y1, Y2, Y2) is a splitting field for H(G26). Hence, the fac-
torization of the Schur elements over that field is as described by Theorem
4.2.5.
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6.5 The group G28 (“F4”)
Let H(G28) be the generic Hecke algebra of the real reflection group G28 over
the ring Z[x±0 , x
±
1 , y
±
0 , y
±
1 ]. We have
H(G28) = < S1, S2, T1, T2 | S1S2S1 = S2S1S2, T1T2T1 = T2T1T2,
S1T1 = T1S1, S1T2 = T2S1, S2T2 = T2S2,
S2T1S2T1 = T1S2T1S2,
(Si − x0)(Si − x1) = (Ti − y0)(Ti − y1) = 0 > .
The Schur elements of all irreducible characters of H(G28) have been calcu-
lated in [46]. They are obtained via Galois transformations from the following
ones:
sφ1,0 = Φ1(y0/y1) · Φ6(y0/y1) · Φ1(x0/x1) · Φ6(x0/x1) · Φ1(x0y20/x1y21) · Φ6(x0y0/x1y1) ·
Φ1(x
2
0
y0/x
2
1
y1) · Φ4(x0y0/x1y1) · Φ2(x0y0/x1y1) · Φ2(x0y0/x1y1)
sφ
2,4′′
= −y1/y0Φ6(y0/y1) ·Φ3(x0/x1) ·Φ6(x0/x1) ·Φ1(x0/x1) · Φ1(x0/x1) ·Φ1(x20y0/x21y1) ·
Φ2(x0y0/x1y1) · Φ2(x0y1/x1y0) · Φ1(x20y1/x21y0)
sφ4,8 = 2Φ6(y0/y1)·Φ6(x1/x0)·Φ2(x0y1/x1y0)·Φ2(x0y1/x1y0)·Φ2(x1y1/x0y0)·Φ2(x0y0/x1y1)
sφ4,1 = Φ1(y0/y1) · Φ6(y0/y1) · Φ1(x1/x0) · Φ6(x0/x1) · Φ2(x0y1/x1y0) · Φ6(x0y0/x1y1) ·
Φ2(x0y0/x1y1) · Φ2(x0y0/x1y1)
sφ
6,6′′
= 3Φ1(y1/y0) · Φ1(y1/y0) · Φ1(x1/x0) · Φ1(x1/x0) · Φ6(x0y0/x1y1) · Φ2(x0y1/x1y0) ·
Φ2(x1y0/x0y1)
sφ
8,3′′
= −y1/y0Φ6(y0/y1) ·Φ6(x0/x1) ·Φ1(x0/x1) ·Φ1(x1/x0) ·Φ3(x0/x1) ·Φ1(x0y21/x1y20) ·
Φ1(x0y
2
0/x1y
2
1)
sφ9,2 = Φ1(y0/y1)·Φ1(x0/x1)·Φ1(x0y21/x1y20)·Φ4(x0y0/x1y1)·Φ1(x21y0/x20y1)·Φ2(x0y0/x1y1)·
Φ2(x0y0/x1y1)
sφ12,4 = 6Φ3(y0/y1)·Φ3(x1/x0)·Φ2(x0y1/x1y0)·Φ2(x0y1/x1y0)·Φ2(x0y0/x1y1)·Φ2(x1y1/x0y0)
sφ16,5 = 2x1y1/x0y0Φ6(y0/y1) · Φ6(x1/x0) · Φ4(x0y1/x1y0) · Φ4(x0y0/x1y1)
Following Theorem 4.2.4, if we set
X2i := (ζ2)
−ixi (i = 0, 1),
Y 2j := (ζ2)
−jyj (j = 0, 1),
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then Q(X0, X1, Y0, Y1) is a splitting field for H(G28). Hence, the factorization
of the Schur elements over that field is as described by Theorem 4.2.5.
6.6 The group G32
Let H(G32) be the generic Hecke algebra of the complex reflection group G32
over the ring Z[x±0 , x
±
1 , x
±
2 ]. We have
H(G32) = < S1, S2, S3, S4 | SiSi+1Si = Si+1SiSi+1,
SiSj = SjSi when |i− j| > 1,
(Si − x0)(Si − x1)(Si − x2) = 0 > .
The Schur elements of all irreducible characters of H(G32) have been calcu-
lated in [50]. They are obtained via Galois transformations from the following
ones:
sφ1,0 = Φ1(x0/x2)·Φ1(x0/x2)·Φ1(x0/x1)·Φ1(x0/x1)·Φ1(x30/x1x22)·Φ1(x30/x21x2)·Φ1(x50/x31x22)·
Φ1(x
5
0
/x2
1
x3
2
)·Φ2(x40/x1x32)·Φ2(x40/x31x2)·Φ2(x20/x1x2)·Φ2(x20/x1x2)·Φ6(x0/x2)·Φ6(x0/x1)·
Φ6(x
3
0/x1x
2
2)·Φ6(x30/x21x2)·Φ6(x20/x1x2)·Φ4(x20/x1x2)·Φ4(x0/x2)·Φ4(x0/x1)·Φ3(x20/x1x2)·
Φ10(x0/x2) · Φ10(x0/x1) · Φ5(x20/x1x2)
sφ4,1 = Φ1(x
4
0/x1x
3
2) · Φ1(x30/x1x22) · Φ1(x30/x21x2) · Φ1(x20x1/x32) · Φ1(x1/x0) · Φ1(x1/x2) ·
Φ1(x0/x2) ·Φ1(x0/x2) ·Φ2(x50/x1x42) ·Φ2(x30x1/x42) ·Φ2(x30/x1x22) ·Φ2(x20/x1x2) ·Φ2(x0/x2) ·
Φ2(x0x1/x
2
2) · Φ6(x0/x2) · Φ6(x0/x1) · Φ4(x0/x2) · Φ3(x20/x1x2) · Φ10(x0/x1) · Φ15(x0/x2)
sφ5,4 = Φ1(x
3
0
x2
1
/x5
2
)·Φ1(x20x1/x32)·Φ1(x0/x2)·Φ1(x0/x2)·Φ1(x1/x0)·Φ1(x1/x0)·Φ1(x1/x2)·
Φ1(x1/x2)·Φ2(x30/x1x22)·Φ2(x0x21/x32)·Φ2(x1/x2)·Φ2(x20/x1x2)·Φ2(x0x1/x22)·Φ2(x40x1/x52)·
Φ2(x0/x2) · Φ2(x0/x2) · Φ6(x0/x2) · Φ6(x0/x2) · Φ6(x0/x1) · Φ4(x0/x1) · Φ3(x0x1/x22) ·
Φ12(x0/x2)
sφ6,8 = x
2
1
/x2
0
Φ1(x0/x1) · Φ1(x1/x0) · Φ1(x0/x2) · Φ1(x1/x2) · Φ1(x0/x2) · Φ1(x1/x2) ·
Φ1(x0x
2
1/x
3
2) · Φ1(x20x1/x32) · Φ2(x0x21/x32) · Φ2(x20x1/x32) · Φ2(x20/x1x2) · Φ2(x21/x0x2) ·
Φ2(x0x1/x
2
2
) ·Φ2(x0x1/x22) ·Φ2(x1/x2) ·Φ2(x0/x2) ·Φ6(x0x1/x22) ·Φ6(x0/x2) ·Φ6(x1/x2) ·
Φ10(x0/x1) · Φ5(x0x1/x22)
sφ10,2 = Φ1(x
2
0
x1/x
3
2
)·Φ1(x30/x1x22)·Φ1(x1/x2)·Φ1(x1/x2)·Φ1(x1/x0)·Φ1(x2/x0)·Φ1(x0/x2)·
Φ1(x0/x2) ·Φ2(x40/x31x2) ·Φ2(x30/x1x22) ·Φ2(x0x1/x22) ·Φ2(x0x2/x21) ·Φ2(x0/x2) ·Φ2(x0/x2) ·
Φ2(x1/x2) · Φ2(x20/x1x2) · Φ6(x20x1/x32) · Φ6(x0/x2) · Φ6(x0/x1) · Φ4(x0/x2) · Φ3(x20/x1x2)
sφ15,6 = Φ1(x
3
0/x1x
2
2)·Φ1(x30/x21x2)·Φ1(x0/x1)·Φ1(x0/x1)·Φ1(x2/x1)·Φ1(x2/x1)·Φ1(x2/x0)·
Φ1(x0/x2) ·Φ2(x30x2/x41) ·Φ2(x30x1/x42) ·Φ2(x21/x0x2) ·Φ2(x0x1/x22) ·Φ2(x0/x2) ·Φ2(x0/x1) ·
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Φ2(x
2
0/x1x2) · Φ2(x20/x1x2) · Φ6(x20/x1x2) · Φ6(x0/x1) · Φ6(x0/x2) · Φ4(x20/x1x2)
sφ15,8 = Φ1(x
2
1x2/x
3
0)·Φ1(x20x2/x31)·Φ1(x0/x2)·Φ1(x0/x2)·Φ1(x1/x2)·Φ1(x1/x2)·Φ1(x1/x0)·
Φ1(x0/x1) ·Φ2(x1x2/x20) ·Φ2(x0x2/x21) ·Φ2(x0x1/x22) ·Φ2(x0x1/x22) ·Φ2(x1/x2) ·Φ2(x1/x2) ·
Φ2(x0/x2) · Φ2(x0/x2) · Φ6(x0/x2) · Φ6(x1/x2) · Φ4(x0x1/x22)
sφ20,3 = Φ1(x
2
0
x2/x
3
1
)·Φ1(x0/x1)·Φ1(x0/x1)·Φ1(x2/x0)·Φ1(x0/x2)·Φ1(x40/x1x32)·Φ1(x30/x1x22)·
Φ1(x1/x2) ·Φ2(x0x21/x32) ·Φ2(x21/x0x2) ·Φ2(x20/x1x2) ·Φ2(x0x1/x22) ·Φ2(x0/x2) ·Φ2(x2/x0) ·
Φ6(x
3
0
/x2
1
x2) · Φ6(x0/x2) · Φ4(x0/x2) · Φ3(x0x1/x22)
sφ20,5 = −Φ1(x31/x20x2) ·Φ1(x30/x21x2) ·Φ1(x0x21/x32) ·Φ1(x20x1/x32) ·Φ1(x2/x1) ·Φ1(x2/x1) ·
Φ1(x0/x2)·Φ1(x0/x2)·Φ2(x31/x0x22)·Φ2(x30/x1x22)·Φ2(x0x1/x22)·Φ2(x0x1/x22)·Φ6(x0x1/x22)·
Φ6(x1/x0) · Φ6(x1/x2) · Φ6(x0/x2) · Φ3(x0x1/x22)
sφ20,7 = Φ1(x
3
0
x1/x
4
2
)·Φ1(x0x21/x32)·Φ1(x1/x0)·Φ1(x1/x0)·Φ1(x2/x0)·Φ1(x0/x2)·Φ1(x1/x2)·
Φ1(x1/x2) ·Φ2(x0/x2) ·Φ2(x2/x0) ·Φ2(x30x2/x41) ·Φ2(x0x21/x32) ·Φ2(x0x1/x22) ·Φ2(x21/x0x2) ·
Φ6(x0/x2) · Φ6(x0/x2) · Φ6(x1/x2) · Φ3(x20/x1x2)
sφ20,12 = 2Φ1(x2/x1)·Φ1(x1/x2)·Φ1(x2/x0)·Φ1(x1/x0)·Φ1(x2/x0) ·Φ1(x1/x0)·Φ1(x0/x2)·
Φ1(x0/x1) ·Φ2(x0x21/x32) ·Φ2(x0x22/x31) ·Φ2(x20/x1x2) ·Φ2(x1x2/x20) ·Φ2(x0/x1) ·Φ2(x0/x2) ·
Φ2(x0/x1) · Φ2(x0/x2) · Φ6(x2/x1) · Φ6(x1/x2) · Φ3(x20/x1x2)
sφ24,6 = Φ1(x
3
1
/x2
0
x2) · Φ1(x32/x20x1) · Φ1(x0/x1) · Φ1(x0/x2) · Φ1(x0/x1) · Φ1(x0/x2) ·
Φ1(x2/x1) · Φ1(x1/x2) · Φ2(x0/x1) · Φ2(x0/x2) · Φ2(x0x2/x21) · Φ2(x0x1/x22) · Φ6(x0/x1) ·
Φ6(x0/x2) · Φ4(x0/x1) · Φ4(x0/x2) · Φ5(x20/x1x2)
sφ30,4 = Φ1(x
5
0/x
3
1x
2
2)·Φ1(x0/x2)·Φ1(x1/x0)·Φ1(x1/x0)·Φ1(x1/x2)·Φ1(x1/x2)·Φ1(x0/x2)·
Φ1(x0/x2) · Φ2(x1/x0) · Φ2(x1/x2) · Φ2(x2/x0) · Φ2(x50/x1x42) · Φ2(x0x22/x31) · Φ2(x0/x2) ·
Φ2(x0x2/x
2
1) · Φ2(x20/x1x2) · Φ6(x0/x1) · Φ6(x1/x2) · Φ6(x0/x2) · Φ4(x0/x2)
sφ
30,12′
= Φ1(x
5
1
/x3
0
x2
2
)·Φ1(x1/x2)·Φ1(x0/x1)·Φ1(x0/x1)·Φ1(x0/x2)·Φ1(x0/x2)·Φ1(x1/x2)·
Φ1(x1/x2) · Φ2(x0/x1) · Φ2(x0/x2) · Φ2(x2/x1) · Φ2(x51/x0x42) · Φ2(x1x22/x30) · Φ2(x1/x2) ·
Φ2(x1x2/x
2
0
) · Φ2(x21/x0x2) · Φ6(x1/x0) · Φ6(x0/x2) · Φ6(x1/x2) · Φ4(x1/x2)
sφ36,5 = Φ1(1/ζ3) ·Φ1(x0/x2) ·Φ1(x1/x0) ·Φ1(ζ3x20/x1x2) ·Φ1(ζ23x0x2/x21) ·Φ1(x22/ζ23x0x1) ·
Φ2(x1x2/x
2
0
)·Φ2(x20x2/ζ3x31)·Φ2(ζ23x20x1/x32)·Φ6(x20/x1x2)·Φ6(x0/x1)·Φ6(x0/x2)·Φ6(x1/x2)·
Φ5(ζ3x0/x2) · Φ5(ζ3x0/x1)
sφ40,8 = Φ1(x
3
0
x2
1
/x5
2
)·Φ1(x1/x0)·Φ1(x0/x1)·Φ1(x0/x2)·Φ1(x2/x0)·Φ1(x0/x2)·Φ1(x21x2/x30)·
Φ1(x2/x1) · Φ2(x0/x1) · Φ2(x0x1/x22) · Φ2(x20/x1x2) · Φ2(x0/x2) · Φ6(x0/x1) · Φ6(x1/x2) ·
Φ4(x0/x1) · Φ4(x0/x2) · Φ3(x0x2/x21)
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sφ45,6 = Φ1(ζ3) · Φ1(ζ23x20/x1x2) · Φ1(ζ3x0x2/x21) · Φ1(ζ3x0x1/x22) · Φ1(x2/x0) · Φ1(x1/x2) ·
Φ2(ζ
2
3x
2
0x2/x
3
1) · Φ2(ζ23x21x2/x30) · Φ2(x0/ζ23x2) · Φ2(ζ3x1/x2) · Φ2(x0x1/x22) · Φ6(x1/x0) ·
Φ6(x1/x2) · Φ6(x0/x2) · Φ6(x0x1/x22) · Φ4(ζ3x0/x2) · Φ4(ζ3x1/x2)
sφ60,7 = Φ1(x0x
2
1/x
3
2)·Φ1(x0/x1)·Φ1(x0/x1)·Φ1(x1/x2)·Φ1(x1/x2)·Φ1(x0/x2)·Φ1(x0/x2)·
Φ1(x1x
2
2
/x3
0
) ·Φ2(x0/x1) ·Φ2(x40x1/x52) ·Φ2(x21/x0x2) ·Φ2(x1x2/x20) ·Φ2(x1/x2) ·Φ2(x1/x2) ·
Φ6(x0/x1) · Φ6(x2/x1) · Φ4(x0/x1)
sφ
60,11′′
= Φ1(x1x
3
2
/x4
0
)·Φ1(x0/x1)·Φ1(x0/x1)·Φ1(x1/x2)·Φ1(x1/x2)·Φ1(x2/x0)·Φ1(x2/x0)·
Φ1(x0x
3
2/x
4
1)·Φ2(x21/x0x2)·Φ2(x0x1/x22)·Φ2(x0x1/x22)·Φ2(x20/x1x2)·Φ2(x0/x1)·Φ2(x0/x1)·
Φ6(x0x1/x
2
2
) · Φ6(x1/x0)
sφ60,12 = 2Φ1(x0x
2
2/x
3
1) · Φ1(x0x21/x32) · Φ1(x1/x0) · Φ1(x1/x0) · Φ1(x1/x0) · Φ1(x2/x0) ·
Φ1(x2/x0) ·Φ1(x2/x0) ·Φ2(x2/x1) ·Φ2(x1/x2) ·Φ2(x20/x1x2) ·Φ2(x20/x1x2) ·Φ6(x20/x1x2) ·
Φ6(x1/x2) · Φ6(x2/x1) · Φ4(x0/x1) · Φ4(x0/x2)
sφ64,8 = 2Φ1(rx1/x
2
2
)·Φ1(x22/rx0)·Φ1(x0/x2)·Φ1(x2/x1)·Φ1(x0/x1)·Φ1(x1/x0)·Φ1(x30/x1x22)·
Φ1(x0x
2
2/x
3
1) · Φ2(rx20/x21x2) · Φ2(rx21/x20x2) · Φ3(x0x1/x22) · Φ10(r/x2) · Φ15(r/x0)
where r = 2
√
x0x1
sφ80,9 = 2Φ1(x0x
2
2/x
3
1) · Φ1(x0x21/x32) · Φ1(x0/x1) · Φ1(x0/x1) · Φ1(x2/x0) · Φ1(x2/x0) ·
Φ1(x2/x1) · Φ1(x2/x1) · Φ2(x0/x2) · Φ2(x0/x1) · Φ4(x1x2/x20) · Φ4(x0/x1) · Φ4(x0/x2) ·
Φ3(x
2
0/x1x2) · Φ12(x1/x2)
sφ81,10 = 3Φ2(rx2/x
2
0
) · Φ2(rx2/x21) · Φ2(rx0/x22) · Φ2(rx0/x21) · Φ2(rx1/x20) · Φ2(rx1/x22) ·
Φ2(x0x1/x
2
2) · Φ2(x0x2/x21) · Φ2(x1x2/x20) · Φ2(r/x2) · Φ2(r/x0) · Φ2(r/x1) · Φ4(r2/x0x1) ·
Φ4(r
2/x0x2) · Φ4(r2/x1x2) · Φ5(r/x0) · Φ5(r/x2) · Φ5(r/x1)
where r = 3
√
x0x1x2
Following Theorem 4.2.4 and [49], Table 8.2, if we set
X6i := (ζ3)
−ixi (i = 0, 1, 2),
then Q(ζ3)(X0, X1, X2) is a splitting field for H(G32). Hence, the factoriza-
tion of the Schur elements over that field is as described by Theorem 4.2.5.
6.7 The groups G(de, e, r)
The generic Hecke algebras of the groups G(de, e, r) are presented in Chap-
ter 5. Here we will only give some applications of Clifford theory and a
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description of their Schur elements.
6.7.1 The groups G(de, e, r), r > 2
Proposition 1.6 of [2] yields the specialization of the parameters of the generic
Hecke algebraH(G(de, 1, r)), (x0, x1; u0, u1, . . . , ude−1), which gives the generic
Hecke algebra of the group G(de, e, r).
Lemma 6.7.1 The algebra H(G(de, 1, r)) specialized via{
xi 7→ xi (0 ≤ i ≤ 1),
uk 7→ ζ [k/d]e v1/ekmod d (0 ≤ k ≤ de− 1)
is the twisted symmetric algebra of the cyclic group Ce over the symmetric
subalgebra H(G(de, e, r)) with parameters (x0, x1; v0, v1, . . . , vd−1).
Proof: The algebraH(G(de, 1, r)) is generated by the elements s, t1, t2, . . . , tr−1
satisfying the relations
• st1st1 = t1st1s, stj = tjs for j 6= 1,
• tjtj+1tj = tj+1tjtj+1, titj = tjti for |i− j| > 1,
• (s− u0)(s − u1) . . . (s− ude−1) = (tj − x0)(tj − x1) = 0.
Let A be the algebra obtained from H(G(de, 1, r)) via the given specialization, i.e.,
the algebra generated by the elements s, t1, t2, . . . , tr−1 satisfying the same braid
relations as above, as well as:
(se − v0)(se − v1) . . . (se − vd−1) = (tj − x0)(tj − x1) = 0.
If A¯ :=< se, t˜1 := s
−1
t1s, t1, t2, . . . , tr−1 >, then
A =
e−1⊕
i=0
s
iA¯ =
e−1⊕
i=0
A¯si and A¯ ∼= H(G(de, e, r)).

For x1 = −1, the algebra H(G(de, 1, r)) becomes the generic Ariki-Koike
algebra Hde,r associated to G(de, 1, r). Set n := de and x := x0. The
following result, which has been obtained independently by Geck, Iancu and
Malle ([35]) and by Mathas ([53]), gives a description of the Schur elements
of Hn,r. Recall that the irreducible characters of G(n, 1, r) are parametrized
by the n-partitions of r.
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Theorem 6.7.2 Let λ be an n-partition of r with ordinary standard symbol
Bλ = (B
(0)
λ , B
(1)
λ , . . . , B
(n−1)
λ ). Fix L ≥ hλ, where hλ is the height of λ. We set
Bλ,L := (B
(0)
λ [L−hλ], B(1)λ [L−hλ], . . . , B(n−1)λ [L−hλ]) = (B(0)λ,L, B(1)λ,L, . . . , B(n−1)λ,L )
and B
(s)
λ,L = (b
(s)
1 , b
(s)
2 , . . . , b
(s)
L ). Let aL := r(n−1)+
(
n
2
)(
L
2
)
and bL := nL(L−
1)(2nL−n−3)/12. Then the Schur element of the irreducible character χλ is
given by the formulae sλ = (−1)aLxbL(x− 1)−r(u0u1 . . . un−1)−rνλ/δλ, where
νλ =
∏
0≤s<t<n
(us − ut)L
∏
0≤s,t<n
∏
bs∈B
(s)
λ,L
∏
1≤k≤bs
(xkus − ut)
and
δλ =
∏
0≤s<t<n
∏
(bs,bt)∈B
(s)
λ,L
×B
(t)
λ,L
(xbsus − xbtut)
∏
0≤s<n
∏
1≤i<j≤L
(xb
(s)
i us − xb
(s)
j us).
Following [16], Table 1, the field of definition of G(n, 1, r) is K := Q(ζn). By
Theorem 4.2.4, if we set
X |µ(K)| := x,
U
|µ(K)|
k := (ζn)
−kuk (k = 0, 1, . . . , n− 1),
then the algebra K(X,U0, U1, . . . , Un−1)Hn,r is split semisimple. We easily
deduce that the factorization of the Schur elements of this algebra is as
described by Theorem 4.2.5.
6.7.2 The groups G(de, e, 2), e odd
Lemma 6.7.1 holds when r = 2 and e is odd.
6.7.3 The groups G(de, e, 2), e even
Suppose that e = 2f for some f ≥ 1. Proposition 1.6 of [2] yields the
specialization of the parameters of the generic Hecke algebra H(G(2fd, 2, 2)),
(x0, x1; y0, y1; z0, z1, . . . , zfd−1), which gives the generic Hecke algebra of the
group G(2fd, 2f, 2).
Lemma 6.7.3 The algebra H(G(2fd, 2, 2)) specialized via
xi 7→ xi (0 ≤ i ≤ 1),
yj 7→ yj (0 ≤ j ≤ 1),
zk 7→ ζ [k/d]f u1/fkmod d (0 ≤ k ≤ fd− 1)
is the twisted symmetric algebra of the cyclic group Cf over the symmetric
subalgebra H(G(2fd, 2f, 2)) with parameters (x0, x1; y0, y1; u0, u1, . . . , ud−1).
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Proof: We have
H(G(2fd, 2, 2)) = < S, T,U | STU = TUS = UST,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1) = 0,
(U − z0)(U − z1) . . . (U − zfd−1) = 0 > .
Let
A := < S, T,U | STU = TUS = UST,
(S − x0)(S − x1) = 0,
(T − y0)(T − y1) = 0,
(Uf − u0)(Uf − u1) . . . (Uf − ud−1) = 0 >
and
A¯ :=< S, T,Uf > .
Then
A =
f−1⊕
i=0
U iA¯ =
f−1⊕
i=0
A¯U i and A¯ ∼= H(G(2fd, 2f, 2)).

Set n := fd = de/2. The group G(2n, 2, 2) has 4n irreducible characters
of degree 1,
χijk (0 ≤ i, j ≤ 1) (0 ≤ k < n),
and n2 − n irreducible characters of degree 2,
χ1kl, χ
2
kl (0 ≤ k < l < n).
Following [48], Theorem 3.11, the Schur elements of the irreducible char-
acters of H(G(2n, 2, 2)) are:
sχijk = Φ1(xix
−1
1−i) · Φ1(yjy−11−j) ·
∏n−1
l=0, l 6=k(Φ1(zkz
−1
l ) · Φ1(xix−11−iyjy−11−jzkz−1l ))
sχ1,2
kl
= −2∏n−1m=0,m 6=k,l(Φ1(zkz−1m )·Φ1(zlz−1m ))·∏1i=0(Φ1(XiX−11−iYiY −11−iZkZ−1l )·Φ1(XiX−11−iY1−iY −1i ZlZ−1k ))
where X2i := xi, Y
2
j := yj , Z
2
k := zk.
Following [16], Table 1, the field of definition of G(2n, 2, 2) is K := Q(ζ2n).
By Theorem 4.2.4, if we set
X |µ(K)|i := (ζ2)−ixi (i = 0, 1),
Y |µ(K)|j := (ζ2)−jyj (j = 0, 1),
Z |µ(K)|k := (ζn)−kzk (k = 0, 1, . . . , n− 1),
then the algebraK(X0,X1,Y0,Y1,Z0,Z1, . . . ,Zn−1)H(G(2n, 2, 2)) is split semisim-
ple. Hence, the factorization of the Schur elements of this algebra is as de-
scribed by Theorem 4.2.5.
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