Abstract-Recent large deployment of high-speed metro Ethernet networks creates opportunity to connect legacy telephone exchange centers and cellular telephone base stations to the core telephony network. The success of data and legacy voice services convergence shall depend on whether it can provide the customer with the required QoS or not. Packet-base telephony service requires stringent bounds on end-to-end packet delay, jitter, and loss. New protocols such as MPLS and Diffserv are realized due to the major advantages associated with them such as QoS. This paper studies the performance of connecting telephone exchange centers over a metro Ethernet network using MPLS and DiffServ QoS model. We will implement some simulations to evaluate the performance in terms of delay, jitter and loss.
I. INTRODUCTION
Given the emerging deployment of metro Ethernets [1] , a major aspect of interest is to employ these networks to connect legacy telephone centers and GSM base stations to the core telephony network. This protects investments in existing infrastructure and creates new revenues for network providers. However, to implement this convergence, these networks have to be configured in a way that customary QoS requirements for telephony, can be met. This is a crucial problem given that the data cross traffic in these networks is bursty. This burstiness can cause excessive queuing delay and frame losses due to buffer overflow.
In a telephone exchange or Base Station, the analog voice signal arriving from a user is converted to a digital signal. Then multiple calls are aggregated using Time division multiplexing (TDM) and transmitted over a single line with sufficient capacity. In Europe and Middle East, usually 32 voice channels are multiplexed into a single carrier, named the E1 standard with a bit rate equal to 2.048 Mbps [2] .
During the past years, there is considerable interest in technologies, systems, and architectures supporting voice over packet (VoP) applications. Two factors have held back the deployment of VoP at the technical level on a broad scale: quality of service (QoS) considerations and robust signaling. Sager, Baumann and Fiedler [2] - [3] , introduced the QoS problem of carrying TDM telephony traffic over native Metropolitan Gigabit Ethernets. They showed by simulation and analytic evaluation that QoS requirements defined by the Metro Ethernet Forum cannot be met even when data traffic utilization is as low as 1%. They didn't use any priority or QoS mechanism in your work.
Salah [4] , considered the deploying of VoIP in a small enterprise network. He studied the QoS requirements and utilized both analysis and simulation tools to determine the number of VoIP calls that can be supported for a typical native Ethernet network. Furthermore, he discussed some design and engineering issues including QoS requirements. He didn't consider QoS mechanisms in his work.
Wright, in his paper [5] , compared the advantages of VoMPLS with VoATM, VoIP, and VoFR, from the viewpoints of bandwidth utilization, implementation issues, and the region of the network (access/backbone) in which implementation takes place. He concluded that VoMPLSoPPP is more efficient than VoMPLSoEthernet, and VoIP is highly inefficient.
In [6] , authors proposed two new AF service models for overlay networks to accommodate emerging applications such as VoIP and real-time video streaming over the DiffServ/MPLS networks. In both service models, incoming calls are first serviced with the EFclass up to a certain threshold and after that calls would be served with AF-class. In [7] , the issues of carrying voice in MPLS domain are studied and its performance in terms of delay and jitter under varying load conditions is analyzed. As a result, authors proposed Diffserv model as a solution to provide required QoS.Nair, in his thesis [8] , proposed some solutions to QoS for Ethernet in the metro area. This involves traffic engineering with load balancing, uniform resource utilization and reliability.
In this paper, we review the problem whether it is reasonable to expect that TDM E1 telephony traffic can be run on Metro Ethernet by using MPLS and Diffserv mechanisms? We conduct a simulation study to investigate whether the minimum QoS requirements (in terms of loss, jitter and delay) defined by the Metro Ethernet Forum can be met when an integrated environment of MPLS and Diffserv is provided. As a simulation environment, we use OPNET modeler [9] , which is widely used in both industry and academia. This paper is organized as follows: Section II gives a brief overview of the preliminary concepts: QoS requirements, Metro Ethernet and MPLS. In Section III, using MPLS to support Diffserv is described and Simulation results are presented in Section IV.
II. PRELIMINARY CONCEPTS
In this section, we introduce some preliminaries in brief, including: QoS, Metro Ethernet and Multi-Protocol Label Switching (MPLS) concepts. QoS is the quality a user or customer can expect from a given service. When specifying the QoS, a number of factors are taken into account:
• Latency (Delay) -the time from a packet is sent until it is received at another point.
• Jitter -timing variations from an ideal position in time, caused by packets arriving either out of order or at an inconsistent rate.
• Packet Loss -the percentage of packets lost in the transmission.
For telephony service, the first two (delay and Jitter) are very important factors. Quantifying these parameters allows us to find out how efficiently the traffic in different networks is being managed and whether the network is suitable for the data we wish to transmit or not. Different kinds of applications have different requirements for the parameters listed above. Table I summarizes QoS requirements for some common application types.
On the other hand, Ethernet technology has so far been widely accepted in enterprise deployments, and millions of Ethernet ports have already been deployed. It is said that today 90% of data traffic is Ethernet-encapsulated.
Among the attributes that have underpinned this phenomenal success are plug-and-play operation, easy troubleshooting, simple operation, and inexpensive interfaces based on economies of scale and backward compatibility. As data services become predominant, carriers are waking up to the possibility of deriving the same operational benefits by replacing their (FR/ATM/TDM) metro network infrastructures with Ethernet infrastructures.
However, metro networks have very different requirements from the early LANs. The major challenge for deploying Ethernet in metro networks and wide area networks is to guarantee the quality of service (QoS) using Diffserv mechanisms [10] . This can be met either by Ethernet evolution or by MPLS encapsulation. The spread of MPLS into metro networks is driven by familiar business goals: cost reduction and revenue growth. MPLS promises to cut metro-area bandwidth costs by consolidating diverse access traffic. It also promises to boost service provider revenue by supporting more robust, scalable Ethernet services [11] .
The MPLS protocol resides between the middle of the second layer and the third layer, and it inserts a shim header between these layers. The shim header has two fields, label and exp. Labels are applied in MPLS to create virtual lines called LSPs (label-switched paths). An LSP is set up on an appropriate route that can accommodate the required bandwidth.
The IETF has also defined a way to carry L1 and L2 traffic over an MPLS network. This includes carrying TDM services over MPLS. With this type of encapsulation, Pseudowires are constructed by building a unidirectional MPLS virtual connection (VC) LSPs between the two Provider Edge endpoints. The VC-LSPs are identified using MPLS labels that are statically assigned or assigned using the Label Distribution Protocol (LDP).
III. MPLS SUPPORTING DIFFSERV
MPLS supports Diffserv classes characterized by different per-hop-behaviors (PHBs). This feature is implemented at each MPLS router [11] .
The Diffserv architecture defines three classes: EF (expedited forwarding), AF (assured forwarding), and BE (best effort). The EF PHB provides low packet loss, low latency, low jitter, and the maximum guaranteed bandwidth. The EF PHB is usually implemented by applying priority queuing in accordance with the order EF > AF > BE at the output queues of the routers. The EF inflow rate at the edge router must be lower than the EF maximum guaranteed bandwidth, which is determined by the contract and is in the range of the LSP required bandwidth.
The AF PHB provides a minimum bandwidth guarantee, as well as efficient utilization of excess bandwidth. The AF minimum guaranteed bandwidth of each LSP is the balance of the LSP required bandwidth that is not consumed by EF traffic. To use this excess bandwidth effectively, AF packets are allowed to inflow at a higher rate than the AF minimum guaranteed bandwidth, as long as they are labeled with an out-ofprofile flag specifying a high drop preference at the edge router.
As part of the Diffserv mechanism, each MPLS router must implement some queuing discipline that governs how packets are buffered while waiting to be transmitted. Various queuing disciplines can be used to control which packets get transmitted (bandwidth allocation) and which packets get dropped (buffer space). The queuing discipline also affects the latency experienced by a packet, by determining how long a packet waits to be transmitted. Examples of the common queuing disciplines are first-in first-out (FIFO) queuing, weighted fair queuing (WFQ) and priority queuing (PQ). The idea of FIFO queuing is that the first packet that arrives at a node is the first packet to be transmitted. Given that the amount of buffer space at each node is finite, if a packet arrives and the queue (buffer space) is full, then the router discards (drops) that packet. In PQ queuing, the routers implement multiple FIFO queues, one for each priority class. Within each priority, packets are still managed in a FIFO manner. This queuing discipline allows high priority packets to cut to the front of the line [12] . In WFQ, each data flow has a separate FIFO queue with the weight proportion to the data flow priority. WFQ detects higher-priority packets and schedule them into the queue with a higher weight. More bandwidth is allotted to a flow as its weight value increases. This provides faster service for the flow when congestion occurs.
Among the various proposed packet scheduling schemes, Priority Queuing and Weighted Fair Queuing have attracted a great deal of attention as the means of realizing EF due mainly to their simplicity. PQ can provide lower delay and lower delay jitter for an EF flow than WFQ. This is expected, since with a priority scheduler the priority queue is always serviced before any other queue to guarantee timely delivery of packets. However, priority queuing can cause greater burstiness since the EF packets do not get interleaved with any other packets that belong to a different behavior aggregate (BA) [13] . Furthermore, priority queuing can cause a big loss of the background (data) traffic.
In the next section, we will set up a network that carries two types of data: Packetized E1 traffic and variable rate data cross traffic. We will study how the choice of the queuing discipline in the nodes can affect the performance of the E1 traffic.
IV. MODELING A TYPICAL NETWORK TOPOLOGY
A network model based on a single bottleneck link was developed (Fig. 1) . This model has been simulated using OPNET modeler 10. Using this model, both MPLS and Diffserv are implemented together in the same network, providing insight on the performance of the two protocols in terms of delay, jitter and loss.
All links and ports are Ethernet-based. Center_1 is an E1 traffic generator simulating a telephone center (or a cellular telephone base station), and Center_2 is its corresponding destination. S1 is a variable bit rate (VBR) data generator and D1 is its corresponding destination. Sources Center_1 and S1 are connected to the ingress node R0, passing the packets through the network to corresponding destinations, connected to the egress node R2.
Here, E1 traffic is simulated with EF flow and data traffic with BE flow. The two intermediate links between the ingress and egress nodes are assigned as a Diffserv-MPLS domain with a bandwidth of 10Mbps and a length of 10 Km, while the access links to sources and destinations are assigned a bandwidth of 10Mbps and a length of 1 Km. The explicit route of MPLS domain is R0-R1-R2. The MPLS has two LSPs; one carries the E1 traffic, other carries data traffic.
In a telephone exchange or Base Station, the analog voice signal arriving from a user is converted to a digital signal with a sample rate of 8 kHz according to Shannon's sampling theorem, resulting in a data rate of 64 Kbits/s for one telephone channel. Usually 32 voice channels are time division multiplexed into a single carrier, named the E1 standard with a bit rate equal to 2.048 Mbps. Actually, there are only 30 of the 32 channels used for voice traffic, the remaining 2 channels are used for synchronization purpose and other control data [2] .
Since the delay has to be kept as small as possible, it is certainly better to take each individual E1 carrier packet and send it immediately instead of accumulating them to fill an Ethernet frame up to its maximum payload size of 1500 bytes. Because the E1 packet should also make it through Ethernet layer, a layer 2 header of 26 bytes is attached to the E1 packet of 32 bytes, giving 58 bytes for the Ethernet frame. This leads to a gross data rate of 3.712 Mbps [2] . Therefore, Center_1 generates the E1 traffic at a constant bit rate of 3.712 Mbps and 800 Packets/Second, then, sends it to the destination node Center_2. Fig. 2 shows the traffics generated by Center_1 and S1.
All simulations are done with traffic in only one direction to keep the simulation effort at a minimum without loosing any important model characteristic. As you can see, there is bottleneck on intermediate links, traffic flow between telephone centers is taken as a representation to study the delay, jitter and loss. The Metro Ethernet Forum (MEF) is a consortium of ISPs and network equipment manufacturers that specify quality of service requirements for telephony circuit emulation over metro Ethernets. These requirements pertain to a requirement for maximum delay, jitter and frame loss rate within an observation interval. Numbers are listed in Table II . Moreover, MEF specifies an additional composite requirement that is the number of frames that violate any of the three above stated requirements. This requirement is called the frame error rate (FER), and is defined as [3] :
Where an errored frame is a frame delayed more than 25 ms or exceeded the jitter limit of 10 ms or dropped by any network node. MEF specifies that this frame error rate is less than 
A. QoS Analysis
The total delay in a network topology like in Fig. 1 , consists of propagation, transmission and queuing delays. Signal propagation delays over links (due to distance) are an important cause of communication delays. The speed of propagation in optical fibers is 0.68c, where c is the speed of light in vacuum (300000 Km/s). For the bottleneck links of the network simulation topology in Fig. 1 , the propagation delay is 49 µs which corresponds to a distance of 10 km for the optical link. For access links, the propagation delays are 4.9 µs for 1 km optical links that are very small compared to the bottleneck link's propagation delays All propagation delays together from the source nodes to the sink nodes are 107.8 µs for both types of traffic.
Transmission delay is the second form of delay incurred by each packet as it is sent over a link. An E1 frame consists of 464 bits that are to be transmitted over the 10 Mbps links. The transmission delay at each node is therefore 46.4 µs. Any frame sent from source to sink node in the network is processed 4 times (Center_1, R0, R1 and R2), introducing total 185.6 µs of transmission delay.
Queuing delays occurs when data is made to wait for resources to become available, typically a communications link or a processor.
This type of delay can in some cases account for the majority of a frame's end-to-end delay from its source to its destination node. Queuing delays is the only delay that depends on the variable workload traffic. When no data traffic is sent, the total end-to end delay of an E1 frame is at its minimum of 420 µs as shown by simulation results (see Table III and IV). Subtracting the propagation delay (107.8 µ) and the transmission delay (185.6 µs) from it, the minimum queuing delay in the network results to be 126.6 µs, which accounts for the processing delays of all nodes of the given network. In the simulation setup of this work, E1 and data traffic is sent independently over a 10 Mbps link to the bottleneck entry node R0. As long as the incoming traffic at the R0 is less than the output link's capacity (which is also 10 Mbps), no relevant queues build up in this node and the delay of the E1 traffic is constant at its minimum value of approx. 420 µs. When the incoming traffic at the R0 is greater than the output link's capacity, the queue grows at the rate of the output link's exceeding capacity. With growing queue size, also the delay increases.
In networks, packets are sometimes lost or damaged due to buffer overflows or transmission errors. In the simulation setup of this work, losses mainly originate from buffer overflows in the bottleneck entry node R0 (Fig. 1) . Losses due to transmission errors are negligible small and buffer overflows in other nodes do not occur.
The point of buffering in the network is to absorb data bursts and to transmit them during the (hopefully) ensuing bursts of silence. This is essential to permit the transmission of bursty data. OPNET Modeler's node queues use first-in-first-out (FIFO) queue scheduling and tail drop queue management algorithms like most of the QoS unaware equipment today.
B. Simulation Results
The network was studied with different conditions. At the first scenario, we assumed native Ethernet links and switches without MPLS and without any QoS mechanism. There is naturally, a large FIFO queue at each node. Therefore, packet loss is negligible, but the sent frames total frames errored of number = FER delay and jitter are not acceptable, as shown in Fig. 3 and Table III .
In second scenario, we limited the FIFO queue size to 100 packets. As a consequence, delay and jitter are decreased, but packet loss is increased. As shown in Fig.  4 and Table III , QoS parameters are larger than the MEF's acceptable values. This is the natural behavior of a FIFO queue, because there is a common queue for both voice and data packets [12] .
In third scenario, we implemented MPLS without Diffsev. Two LSPs are set, one for E1 traffic and another for data traffic. As you can see, in MPLS without Diffserv model, packet loss is negligible, but the delay and jitter are not acceptable, as shown in Fig. 5 and Table  IV . Next scenario is implemented by using Diffserv-MPLS model with PQ and WFQ queuing disciplines. For PQ and WFQ, the queue size of BE traffic is set to 60 and the queue size of EF traffic is set to 40 (total queue size is 100).
For MPLS with PQ model, the network performance reflected acceptable loss, delay and jitter. The delay is very small as shown in Fig. 6 and Table IV . This was expected, as the EF traffic normally arranges to pass through Diffserv domain without much delay, jitter or loss. However, priority queuing can cause a big loss of the background (data) traffic. Our simulation results show that 65 percent of data packets will be dropped by using PQ. Furthermore, priority queuing can lead to increased burstiness and bursty packet loss. One solution to solve these problems is using WFQ. By WFQ, we can adjust weights to provide a compromise between E1's MEF requirements and data packets losses.
In last scenario, we apply WFQ with weights 4 for E1 traffic and 1 for data traffic. As you can see from Fig. 7 and Table V , there is acceptable loss, delay and jitter for E1 traffic. Fig. 8 shows sent and received data traffic in two last scenarios (MPLS with PQ and MPLS with WFQ). The packet loss ratio by using WFQ is reduced to 50 percent while this parameter was 65 percent for PQ. Now, we want to evaluate the performance when the weight parameter of WFQ (1:4 in in previous scenario) changes. We simulated the network for 1:1, 1:2 and 1:3 weights. In all of these cases, the QoS parameters are larger than the MEF's acceptable values. Note that for 1:1 weighting, we have a FIFO queuing discipline.
For 1:4, 1:5 and 1:6 weights, the MEF's QoS requirements are met, but the data packet loss ratio is 50 percent for 1:4, 55 percent for 1:5 and about 58 percent for 1:6. As you can see, by increasing the weight, the data packet loss ratio is increased. As a consequence, the optimum value of WFQ weigth in our scenario is 1:4.
V. CONCLUSION
In this paper, we studied the performance of packetbased E1 traffic transmission over a metro Ethernet network using MPLS and DiffServ QoS model. We implemented some simulations to evaluate the performance of connecting telephone exchange centers in terms of delay, jitter and loss under varying conditions. We showed that without using Differv-MPLS, MEF's QoS requirements are not met, but by using MPLS with PQ or WFQ queuing discipline, these requirements are satisfied. However, priority queuing can cause a big loss of the background (data) traffic. Our simulation results showed that 65 percent of data packets will be dropped by using PQ. Furthermore, priority queuing can lead to increased burstiness and bursty packet loss. By WFQ, we can adjust weights to provide a compromise between E1's MEF requirements and data packets losses. The simulation results confirm this idea. The packet loss ratio by using WFQ is reduced to 50 percent while this parameter was 65 percent for PQ.
