In this paper, we prove one of the Enzo Mitidieri's conjectures: Let α be any real number between 0 and 2. Assume that u is a solution of
Introduction
The well-known classical Liouville's Theorem states that Any harmonic function bounded below in all of R n is constant. One of its important applications is the proof of the Fundamental Theorem of Algebra. It is also a key ingredient in deriving a priori estimates for solutions in PDE analysis.
This Liouville Theorem has been generalized to the fractional Laplacian in [BKN] and [ZCCY] :
Proposition 1 Let 0 < α < 2 and n ≥ 2. Assume that u is a solution of
α/2 u(x) = 0, x ∈ R n , u(x) ≥ 0,
x ∈ R n .
Then u must be constant.
In [ABR] , the authors replaced the condition "bounded below" in the classical Liouville Theorem by a much weaker one:
Then Enzo Mitidieri conjectured that a similar result should hold for the fractional Laplacian. The main purpose of this paper is to prove this conjecture.
The fractional Laplacian in R n is a nonlocal pseudo-differential operator, taking the form (−∆) α/2 u(x) = C n,α P V R n u(x) − u(z) |x − z| n+α dz,
where α is any real number between 0 and 2 and PV stands for the Cauchy principal value. This operator is well defined in S, the Schwartz space of rapidly decreasing C ∞ functions in R n . In this space, it can also be equivalently defined in terms of the Fourier transform
whereû is the Fourier transform of u. One can extend this operator to a wider space of distributions as the following. Let
For u ∈ L α , we define (−∆) α/2 u as a distribution:
Throughout this paper, we consider the fractional Laplacian defined in (1). We say that u is α-harmonic if u ∈ L α ∩ C 1,1 and satisfies
Our main objective is to prove the following Mitidieri's conjecture:
Theorem 1 Let 0 < α < 2. Assume that u is a solution of
and for some 0 ≤ γ ≤ 1 and γ < α,
We will prove this theorem in Section 2. In Section 3, we will derive a key ingredient that is used in the proofs in Section 2.
The authors are very grateful to Professor Enzo Mitidieri for suggesting this interesting problem and for his helpful discussions.
The Proof of the Liouville Theorem
The Proof of Theorem 1.
Step 1. We first show that, for |x| < r,
where P r (y, x) is some kind of Poisson kernel for |x| < r:
Letû
Proposition 2.1û is α-harmonic in the ball B r (0).
In [L] , Landkof pointed out that, by using a similar method in his book, one can prove the result of this proposition. Since the proof was not given there, and it is quite long and complex, for reader's convenience, we will present it in the next section.
Let
To show that w ≡ 0, we employ the following maximum principle.
Lemma 2.1 (Silvestre, [Si] ) Let Ω be a bounded domain in R n , and assume that v is a lower semi-continuous function on Ω satisfying
Applying this lemma to both v = w and v = −w, we conclude that
This verifies (4).
Step 2. We will show that, for each fixed x ∈ R n , and for any unit vector ν, we have ∂u ∂ν
It follows from the arbitrariness of ν that ∇u(x) = 0, and therefore
Now what's left is to prove (9). Through an elementary calculation, one can derive that
and consequently,
By (3), we see that for any fixed ǫ > 0, when |x| is sufficiently large, it holds
Otherwise, there exists an ǫ o and a sequence {x
and
This is a contradiction with our assumption (3). Now write ∂u ∂ν
For each fixed x, let r be sufficiently large to ensure both (12) and (4) and the following αx · ν r 2 − |x| 2 ≤ 1 r ; and for |y| > r,
Then we have
Obviously, the first term on the right hand side of the above inequality approaches 0 as r → ∞. Next we show that one also has H 11 < Cǫ, for all sufficiently large r.
Here and below, the letter C stands for various constants. In fact,
We derive (18) and (19) by letting |y| = τ and τ = rs respectively. From the assumption that γ < α and 0 < α < 2, it is not difficult to see that
Noticing that γ ≤ 1, and by (20), we arrive at (17).
Through an identical argument, we can deduce
and |H 2 | < Cǫ, for sufficiently large r.
From (15), (16), (17), and (22), letting r→∞ and we conclude that ∂u ∂ν ≥ Cǫ.
The fact that ǫ is arbitrary establishes (9), hence proves the theorem.
Poisson Representations
In this section, we prove Theorem 3.1û(x) defined by (6) in the previous section is α-harmonic in B r (0).
The proof consists of two parts. First we show thatû is harmonic in the average sense (Lemma 3.1), then we show that it is α-harmonic (Lemma 3.2).
We say that u is α-harmonic in the average sense (see [L] ) if for small r,
Lemma 3.1 Let u(x) be any measurable function outside S r for which
Thenû(x) is α-harmonic in the average sense in B r (0), i.e. for sufficiently small δ, we have (ε
where * is the convolution.
Proof.
The outline is as follows. i) Approximate u by a sequence of smooth, compactly supported functions {u k }, such that u k (x)→u(x) and
This is possible under our assumption (25) . ii) For each u k , find a signed measure ν k such that supp ν k ⊂ B c r and
iii) It is easy to see thatû k (x) is α-harmonic in the average sense for |x| < r. That is, for each fixed small δ > 0,
By showing that as k→∞
Now we carry out the details. i) There are several ways to construct such a sequence {u k }. One is to use the mollifier. Let
For any δ > 0, let k be sufficiently large (larger than r) such that
For each such k, choose ǫ k such that
where
Therefore, as k→∞,
ii) For each u k , there exists a signed measure ψ k such that
Indeed, let
Here we have used the fact that C |x−y| n−α is the fundamental solution of (−△) α/2 . Let ψ k | Br be the restriction of ψ k on B r and
we have Uψ
and suppψ k ⊂ B c r . Here we use the fact (see (1.6.12 ′ ) [L] ) that 1 |z − x| n−α = |y|>r P r (y, x) |z − y| n−α dy, |x| < r, |z| > r.
(40)
r , and
That is
, |x| > r. Again by using (40), we deducê
Now it is easy to verify that (see [L] )û k is α-harmonic in the region |x| < r.
iii) For each fixed x, we first havê
In fact, by (34),
Next, we show that, for each fixed δ > 0 and fixed x,
For each fixed x with |x| < r, choose δ and η such that
It follows from (34) that as k→∞
Noting that in the ring r − η < |y| < r, we have |x − y| > η + δ.
It then follows that
In the above, to derive (44) from (43), we have made the following substitution (See Appendix in [L] ):
To estimate the last integral J, we consider (a) For r < |z| < r + 1,
(b) For |z| ≥ r + 1, obviously, J ∼ 1 |z| 2 , for |z| large.
In summary,
for |z| near r, |z| n , for |z| large.
Therefore, by (34), as k→∞,
Now what remains is to estimate
By (34), as k→∞, we have I 1 →0. This verifies (41) and hence completes the proof.
where c = 
It is easy to see that as r → 0, I 2 tends to zero. Actually, same conclusion is true for I 1 . 
Equation (53) ∇u(x)(y − x) |x − y| n 1 (|x − y| 2 − r 2 ) α 2 − 1 |x − y| α dy = 0 and get (54). By letting |y − x| = τ and τ = rs respectively, one obtains (55) and (56). It is easy to see that the integral in (57) converges near 1. To see that it also converges near infinity, we estimate
Letf (t) = t α/2 . By the mean value theorem, Since 0 < α < 2, as r → 0, (57) goes to zero and I 1 converges to zero. Together with (51) and (52), we get (50). This proves the lemma.
