We present a formulation of relativistic linear response time-dependent density functional theory for calculation of electronic excitation energies in the framework of the four-component Dirac-Coulomb Hamiltonian. This approach is based on the noncollinear ansatz originally developed by Frisch [J. Chem. Theory Comp. 8, 2193 (2012)], and improves upon past treatment of the limit cases in which the spin density approaches zero. As a result of these improvements, the presented approach is capable of treating both closed-and open-shell reference states. Robust convergence of the Davidson-Olsen eigenproblem algorithm for open-shell reference states was achieved through the use of a solver which considers both left and right eigenvectors. The applicability of the present methodology on both closed-and open-shell reference states is demonstrated on calculations of low-lying excitation energies for Group 3 atomic systems (Sc 3+ -Ac 3+ ) with non-degenerate ground states, as well as for Group 11 atomic systems (Cu-Rg) and octahedral actinide complexes (PaCl 2− 6 , UCl − 6 , and NpF 6 ) with effective doublet ground states.
I. INTRODUCTION
Linear response time-dependent density functional theory (LR-TDDFT) is a widely used technique for calculation of electronic excitation energy spectra, [1] [2] [3] [4] [5] [6] [7] [8] [9] due to its favorable balance between accuracy and computational efficiency. However, approaches to LR-TDDFT which incorporate relativistic spin-orbit coupling effects variationally have seen comparatively modest development. This is steadily changing due to the increasing prominence of a number of areas in which more accurate description of relativistic phenomena is desirable. Such areas include X-ray spectroscopy, phosphorescence of organometallic complexes, zero-field-splitting, and other spin-related phenomena in magnetic materials. [10] [11] [12] [13] [14] [15] [16] [17] A key reason for the relatively low usage of relativistic LR-TDDFT methods is the technical challenge posed by their efficient implementation, particularly if they are intended to be applied to openshell species. Nonetheless, computationally efficient implementations of two-component LR-TDDFT, featuring variational inclusion of spin-orbit coupling (SOC) effects, and which are capable of calculating phosphorescence lifetimes of organometallic compounds, have recently been presented. 18, 19 Furthermore, the present authors have demonstrated that a four-component methodology is applicable to systems with up to 100 atoms, for calculation of nuclear magnetic resonance and electron paramagnetic resonance parameters. [20] [21] [22] [23] [24] Relativistic approaches to LR-TDDFT can be loosely classified using a combination of two criteria. The a) Electronic mail: stanislav.komorovsky@savba.sk first criterion is the method by which SOC and other relativistic effects are accounted for.
These range from highly accurate methods employing four-component Dirac-Coulomb and Dirac-Coulomb-Breit Hamiltonians, more approximate methods based on two-component Hamiltonians, to methods in which SOC is incorporated using perturbation theory. The former of these are more rigorous and costly techniques well suited to precise description of systems featuring strong relativistic effects, whilst the latter are more computationally efficient, albeit more approximate, methods suited to treatment of larger systems, and those not requiring accurate description of relativistic phenomena. The second criterion by which LR-TDDFT methods which include SOC may be classified is the approach taken to ensure the rotational invariance of the DFT functional. This is typically accomplished either through use of a fully noncollinear DFT functional, which in general depends on gradients of the spin magnetization, or through use of the adiabatic local density approximation (ALDA) [25] [26] [27] . The latter approach is more approximate, as it uses ALDA kernel regardless of the type of functional used to compute the ground-state wave function, yet its numerical stability means it is currently the more popular of the two. Methods of all types often employ the Tamm-Dancoff approximation (TDA), 28 which increases the robustness of the eigenproblem solvers (EPS), albeit at the expense of computational accuracy.
The current status of the field is described in the review of Liu and Xiao 31 , where the interested reader can find comprehensive discussion of currently available relativistic LR-TDDFT methods. Three of these methods are of particular relevance to the current article, and merit further discussion. Bast et al. 32 presented LR-TDDFT theory for closed-shell reference states in the framework of the Dirac-Coulomb Hamiltonian with a full noncollinear DFT kernel. The present authors consider this to be the preferred method when starting from a closed-shell reference state. Other LR-TDDFT methods that include SOC variationally and only consider closed-shell reference states introduce either minor improvements at the four-component level of theory, or use approximate two-component Hamiltonians to gain, e.g., higher computational efficiency. 33 Li et al. 34 made an important step forward by taking into consideration open-shell reference states. In this method, termed sf-X2C-S-TDA-SOC, many-electron states are first obtained by the LR-TDDFT based on a scalar-relativistic Hamiltonian, with subsequent diagonalization of the SOC operator over the basis of these states. A major advantage of this approach is that it guarantees full spin symmetry in the first stage of the calculation. Drawbacks of this method are the use of the ALDA kernel for important spin-flip transitions, the use of the TDA approximation when treating open-shell species, and the fact that this method is not suited to systems which exhibit strong SOC effects since it includes SOC non-variationally. Finally, Egidi et al. 35 presented an elegant method based on a two-component Hamiltonian, applicable to both closed-and open-shell reference states, and utilizing a fully noncollinear DFT functional. However, at the time of writing, the numerical results of this method for prediction of electronic spectra of systems with open-shell reference states has only been demonstrated on UO 2+ 2 ; a system for which the ground state is considered non-degenerate 32,36-39 with a single-determinant Kramers-restricted configuration (see further discussion in Sec. IV). It is worth noting that whilst there has been significant progress on relativistic LR-TDDFT as applied to closed-shell reference states, progress with regards to open-shell states remains limited, with the exception of the above discussed works. 34, 35 Many of the challenges associated with noncollinear DFT methods stem from the need to preserve the rotational invariance of results following the introduction of SOC terms into the Hamiltonian. Ideally, this would be accomplished through the use of genuine noncollinear DFT functionals, which satisfy this requirement by virtue of their mathematical definition. Some work has already been done to this end. [40] [41] [42] [43] Of particular note is the work of Tellgren, 43 where a noncollinear variable, g ss [Eq. (18)], appears in an expression for the lower bound of the kinetic energy density. This is an important step towards rigorous noncollinear generalized gradient approximation (GGA) functionals, and also partially validates the a posteriori definition of noncollinear variables found in the method of Scalmani and Frisch. 44 In this second approach to noncollinear DFT, the variables used in collinear DFT functionals are replaced by their noncollinear counterparts. Whilst not entirely rigorous, until a genuine noncollinear functional is developed and validated, the use of such noncollinear variables is the most practical option from an implementation perspective. Early works in this direction can be found in articles by Kubler et al. 45 , Sandratskii 46 , and van Wüllen 47 , in which the theory of noncollinear LDA functionals was developed. Unfortunately, attempts to directly extend this approach from LDA to GGA-based functionals have thus far been frustrated by numerical instabilities. 31, 44 Scalmani and Frisch 44 resolved many of these instabilities through an elegant noncollinear ansatz, which introduces rotationally invariant variables for GGA functionals. Moreover, this ansatz allows for nonzero local torque on the spin magnetization, whilst satisfying the global zero-torque theorem. 48 On the other hand, this approach does not adequately distinguish between the tranverse and longitudinal spin density gradients, the significance of which is discussed at length in Ref. 41 .
In this work we aim to predict excitation energies using a method which includes relativistic effects variationally, allowing us to treat systems containing elements across the periodic table. This goal is achieved through the use of a four-component linear response time-dependent density functional theory approach based on a Kramersunrestricted reference state (4c-LR-KU-TDDFT), combined with the noncollinear methodology proposed by Scalmani and Frisch. 44 As such, the method is fully relativistic by design, is applicable to both closed-and openshell reference states, and inherently capable of describing spin-flip and spin-forbidden transitions. An interesting consequence of this approach is the method's prediction of the first excitation energy of an effective doublet system, which is zero due to the energetic degeneracy of the Kramers pair. Another illustrative consequence is that in the case of closed-shell systems the method yields non-zero singlet-triplet transition dipole moments (which correspond to spin-flip transitions, see Ref. 49) , thus describing the physical mechanism responsible for phosphorescence.
In the following, Sec. II begins with a summary of the theoretical background of the new four-component linear response Kramers-unrestricted TDDFT method (Sec. II A), followed by a formulation of a noncollinear exchange-correlation potential and kernel (Sec. II B), and definitions of its behavior in important limit cases (Sec. II C). The section concludes with a presentation of an improved Davidson-Olsen eigenproblem solver (Sec. II D), where both left and right eigenvectors are used to construct the trial subspace. Sec. III contains computational details of a number of calculations used to illustrate possible applications of the method. Results of these calculations are discussed in Sec. IV. This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset.
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II. THEORY AND IMPLEMENTATION
In this work, indexes obey the following conventions: i, j denote occupied orbitals, a, b unoccupied positiveand negative-energy orbitals, p all positive-and negativeenergy orbitals, and k, l Cartesian indices. Greek letters, µ, ν, λ, τ , are flattened four-component atomic orbital basis indices, which are employed to reduce the indexation complexity arising from the multicomponent nature of the spinor basis. Each flattened index specifies a scalar basis function, χ η , whilst also encoding the four-by-four matrix by which χ η is multiplied as a consequence of the restricted kinetic balance (RKB) condition 50, 51 . Accordingly, the µth atomic orbital function, X RKB µ , corresponds to a vector with four components
where µ is a flattened index, µ = nη, c is the speed of light, p represents the momentum operator, m, n = 1 . . . 4, χ η are scalar atomic orbitals (Gaussian-type functions in this work), and σ is a vector defined by three Pauli matrices
(2) Atomic units are used throughout this work, and summation over repeated indices is assumed unless stated otherwise. Bold font indicates either a matrix or a vector quantity, depending on the context.
A. Four-component linear response Kramers-unrestricted TDDFT theory (4c-LR-KU-TDDFT)
The LR-TDDFT and LR-TDHF theories are wellestablished in the literature, 1 hence only a brief overview is included here. To calculate vertical excitation energies in the framework of the LR-TDDFT or LR-TDHF theories one needs to solve the following eigenvalue equation
where ω represents an excitation energy, |X Y is a transition vector, and matrices A and B have the following structure
K µν,λτ (ξ) = K hf µν,λτ (ξ) + K xc µν,λτ (ξ).
Molecular orbital coefficients, C µp , and one-electron energies, ε p , are solutions of the Dirac-Fock equation (the summation over index p is not assumed)
where V nuc is the nuclear-electron electrostatic potential, with the nuclear charge distribution represented by a Gaussian function, 52 and α and β ′ are four-component matrices of form
The scalar parameter, ξ, weights the exact-exchange with the DFT exchange-correlation (xc) contribution. The components of the two-electron Hartree-Fock (hf) potential, V hf , and kernel, K hf , may be expressed as
where r is an electron position vector, and the overlap distribution matrix has the form
The noncollinear exchange-correlation potential, V xc , and kernel, K xc , will be defined in the next section.
B. Noncollinear DFT functionals
In one-component (1c) theories (non-relativistic or scalar relativistic) spin is a good quantum number, hence the choice of orientation of the spin quantization axis is arbitrary. Consequently, the spin-polarized GGA density functional theory is equivalently parametrized either in terms of α and β spin densities, ρ α and ρ β , or in terms of the charge and the z-component of spin density, ρ 0 and ρ z ,
The exchange-correlation energy is then defined as
where the ε xc denotes the exchange-correlation energy density. To ensure rotational invariance of the total energy in the framework of 1c theories, instead of using the This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset.
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parameters defined in Eqs. (14) and (15) the following set of parameters is employed 53
However, parameterizations of the exchange-correlation energy density that depend only on one component of the spin density are inadequate for two-(2c) and fourcomponent (4c) theories, since they yield expressions that lack rotational invariance, and fail to fully capture the SOC effects. For LDA functionals this problem was overcome by the substitution of the z-component of spin density by its magnitude, ρ z → | ρ |, a technique developed by van Wüllen. 47 This re-parametrization is referred to as the noncollinear ansatz. Unfortunately, the direct extension of this parametrization to GGA functionals, i.e., ∇ρ z → ∇| ρ |, is known to be numerically unstable. 31, 44 A robust solution to this problem was proposed by Scalmani and Frisch, 44 leading to the following fully rotationally invariant variables 53
An important distinction between Eqs. (17) and (18) is that in Eq. (17) both ρ z and ∇ρ 0 · ∇ρ z can have both positive and negative values, while their counterparts, s and g in Eq. (18), are always positive. To resolve this discrepancy a function, f ∇ , was introduced in the definition of a noncollinear variable, g ns . This solution is made possible by the invariance of the exchange-correlation functionals under interchange of α and β variables. The charge density, ρ 0 , and spin density, ρ, variables in Eqs. (18) can be obtained using any level of relativistic theory in which the spin-orbit interaction is included variationally. In the present work we consider the Dirac 4c theory
where Σ is the four-component matrix
Development of the fully relativistic 4c-LR-KU-TDDFT method described in this article necessitated derivation of new expressions for the noncollinear exchangecorrelation potential, V xc , and kernel, K xc , which are applicable to ground states with arbitrary time-reversal symmetry. In contrast to Ref. 35 , these expressions do not require calculation of kinetic energy densities (τ and u in Ref. 35) , instead making use of the gradient of the overlap distribution matrix, ∇Ω. Consequently, the exchange-correlation potential can be expressed as 53
where auxiliary variables v t and overlap distribution matrices have the form
The exchange-correlation kernel contracted with an arbitrary matrix is written 53
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with auxiliary variables defined as
For clarity we keep k tu and k ut separate in expressions for the DFT kernel, despite them being equal, i.e., k tu = k ut . Numerical instabilities referred to in this work affect GGA DFT potentials and kernels for systems with degenerate ground state when rotational invariance of the exchange-correlation energy is introduced via noncollinear ansatz. This holds for all noncollinear ansatzes discussed in this work, since they all incorporate, in one way or another, a square root function. The derivative of a square root function at zero is not defined, which leads to numerical problems in regions where the spin densities or their gradients approach zero. Although the potential and kernel derived from the noncollinear ansatz (18) are not completely free from these problems, they are less prominent than in a potential and kernel developed using the parametrization ∇ρ z → ∇| ρ |. In the latter parametrization, large cutoff thresholds must be applied 54 if these instabilities are to be avoided. In the following we will address these issues in the framework of the noncollinear ansatz (18) , rigorously wherever possible, and via re-definition of the functional where not.
C. Limit cases: s = 0 ∨ g = 0
It was noted previously that for the choice of noncollinear variables
the resulting exchange-correlation potential and kernel are numerically unstable, 31, 44 and therefore the ansatz (33) must be rejected. We argue that this instability originates in the ill-defined derivative of the variable, s, when s = 0. A manifestation of this ill behavior is the non-existence of the limit lim
where λ is a perturbation parameter. Issues with such limit cases affect not only the rejected noncollinear ansatz [Eq. (33) ], but also the Scalmani and Frisch noncollinear definition [Eq. (18)] for variables s and g ns , albeit in a less severe manner. In the case of LDA functionals, which do not require evaluation of spatial gradients of the spin density, the situation can be resolved rigorously. The solution was first described in the context of TDDFT theory by Wang and Ziegler 49 , who observed that
It is possible to generalize the expression, v s = k ns = 0, in the context of GGA functionals, in which gradients of the spin density must be considered
and k ns = k ngns = k gnns = k gnngns = k gsss = k gssgns = 0.
This extension relies on the invariance of exchangecorrelation functionals under interchange of α and β variables. Unfortunately, attempts to generalize the last term in expression (35) have proven less successful, yielding the expressions
which suffer from the same ill behavior associated with the non-existence of the limit specified in (34) . Nevertheless, two distinct noncollinear DFT kernels have been proposed. One by Bast et al., 32 in the framework of LR-TDDFT theory, and another by Komorovsky et al., 55 in the context of calculation of nuclear spinrotation constants. Both kernels were formulated for the closed-shell limit, i.e., when the perturbation-free density matrix is symmetric under time reversal, and thus the perturbation-free spin density and its gradients vanish
Both methods satisfy two necessary conditions of any noncollinear DFT methodology intended for treatment of systems with a non-degenerate ground state. First, that a form for their exchange-correlation potential is 53
and second, that their collinear limit
has the form of standard non-relativistic DFT functionals. The validity of both methods is supported by the This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset.
numerical results in Refs. 32 and 55. Hovewer, in the present work we have found that the extension of the noncollinear kernel in Ref. 55 to the LR-TDDFT domain gives unsatisfactory results when applied to atoms in the Zn-Hg series, and that the error in the degeneracy of the energy spectra can be as large as 1%. Due to these observations the present authors suggest avoiding the use of this kernel for calculation of energy spectra and to reconsider its use in the calculation of magnetic properties. We propose the use of the kernel presented in Ref. 32 for case (36) , with a slight modification accommodating the non-equivalence (46) , detailed below 53 ∀ r s.t. s = g ns = 0 :
and
This definition reflects the fact the implication in expression (40) can not be extended to the equivalence
From consideration of Eqs. (36)- (39) , it is apparent that under condition (43) the Scalmani and Frisch noncollinear ansatz, Eqs. (18) , leads to the exchangecorrelation potential as specified in (44) , and recovers all terms in the kernel definition in Eq. (45), with the exception of those containing k gnss . These terms are not well defined, due to the ill behavior of the limit (34), therefore, we define them using expressions from Ref. 32 as these provide numerically stable results consistent with experimental data. In summary, the expressions (43)-(45) have the correct collinear limit, are rotationally invariant, and numerically stable. Crucially, they are consistent with the noncollinear ansatz of Scalmani and Frisch in all cases in which the expressions (22) and (25) are well defined in the limit (s → 0 ∧ g ns → 0). Furthermore, they are equivalent, in the closed shell limit, to the well behaved kernel of Bast et al. 32 . It remains to discuss two mixed cases ∀ r s.t. s = 0 ∧ g ns = 0, (47) ∀ r s.t. s = 0 ∧ g ns = 0.
Unfortunately, both of these cases are more challenging than (36), since Eqs. (37) and (38) are not valid, and the corresponding functions are in general nonzero. Furthermore, the expressions, v s s and v gns g , relevant to the calculation of the non-collinear potential and kernel, are divergent for the first [Eq. (47) ] and the second case [Eq. (48) ], respectively. To overcome this problem the exchange-correlation potential and kernel are defined in the collinear manner when necessary 53 ∀ r s.t. s = 0 ∧ g ns = 0 : 
∀ r s.t. s = 0 ∧ g ns = 0 :
and This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset. 
Evaluation of derivatives of the exchange-correlation energy density, ε xc , in the above expressions make use of the definitions of noncollinear variables in (18) , with the exception of those variables defined in Eqs. (50) and (54) . The free index, γ, represents the collinear direction obtained as the index of the maximum element in the absolute value of the vector ρ dV and g dV in the case of Eqs. (49)-(52) and (53)-(56), respectively. The proposed expressions (49)-(56) satisfy the collinear limit, are numerically stable, but are not fully rotationally invariant. In practical calculations comparison to a numerical threshold, Θ, is used to determine which of the cases, (43), (49) , and (53), is relevant, and which set of expressions should be applied. For convenience, the definition of the proposed DFT potential and kernel is summarized in Table I . Remarks:
• The regularization threshold, Θ, in Table I is part of the definition of the noncollinear potential and kernel.
• The exchange-correlation potential and kernel in Table I has the proper collinear limit (42) , and the closed-shell limit of well behaved kernel of Bast et al. 32 . Rotational invariance is broken in some terms for the second and third case.
• In Ref. 35 UO 2+ 2 is found to exhibit non-zero magnetization. However, this system is typically thought to have a non-degenerate ground state with a single-determinant Kramers-restricted configuration 32, [36] [37] [38] [39] , which is in contradiction to findings in Ref. 35 , since non-degenerate states are nonmagnetic. One possible explanation is that the noncollinear DFT kernel used in Ref. 35 based on the Scalmani and Frisch ansatz 44 does not satisfy the collinear limit. Using the noncollinear DFT potential defined in Table I we obtain a Kramersrestricted wave function when starting from the one-component closed-shell singlet Slater determinant. When starting from a high spin triplet Slater determinant the SCF procedure converges to a Kramers-unrestricted wave function, however, it has a higher energy than the restricted one. This result is consistent with the literature, in which the ground state of UO 2+ 2 system is considered nondegenerate and thus non-magnetic.
• The sign function in the definition (18) has a discontinuity at zero. This leads to additional expressions involving the Dirac delta function. For example, the exchange-correlation potential (22) should have an additional term 53
This issue is partially solved by redefinition of the variable g ns in cases 2-4 in Table I . The remaining, unlikely case that vectors ρ and g are non-zero and perpendicular is discarded. Similar issues involving the sign function, sgn(g γ ), in the third case in Table I are also dealt with by discarding the relevant terms.
• The noncollinear GGA exchange-correlation potential and kernel, Table I , are formulated for the general matrix D, hence these expressions can be easily rewritten to take advantage of any combination of Hermitian and time-reversal symmetry possessed by the matrix D. For example, Hermitian symmetry and time-reversal antisymmetry can be utilized in relativistic methods for the calculation of NMR shielding or indirect spin-spin coupling constants.
• One of the disadvantages of the Scalmani and Frisch noncollinear ansatz 44 is the equal treatment of transverse and longitudinal gradients of the spin density. In the work of Eich et al. 41 it was demonstrated that in the case of spin-polarized electron gas the transverse and longitudinal gradients have different dependance on the spin polarization, s n , and that the Scalmani and Frisch non-This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset.
collinear ansatz is only justified either in weak spinpolarization limit, or when the system is strongly inhomogeneous (a relatively large transverse component of the spin density gradient). The systems studied in this work fall within the weak spin polarization regime. For example, the spin polarization on the Pa-Cl bond does not exceed 0.01. This is consistent with the observation that the spin density is largely due to a single unpaired electron localized around the Pa atom, where the charge density is significantly larger than the spin-density.
D. Eigenproblem solver (EPS)
Taking a direct approach to the solution of Eq. (3) is not feasible due to the large dimension of the matrix. Consequently, iterative algorithms that only require calculation of the matrix-vector product are utilized. A further complication is that the eigenproblem (3) is defined over the field of complex numbers and the corresponding matrix is non-Hermitian. In this work we use a modified version the Davidson algorithm, 56 which incorporates the preconditioning described in Ref. 57 , and which adds four trial vectors to the subspace at each iteration instead of only one.
The paired structure of the Eq. (3) was recognized first by Olsen et al., 58 who noted that for each solution with eigenvalue ω there exists a solution with eigenvalue −ω, i.e., 
for the left eigenvector it holds that
Accordingly, in each iteration, after a new trial vector is determined, three more trial vectors are added
To increase the flexibility of the subspace the same basis of trial vectors is used for both sides of the eigenvalue problem. Projection to the subspace of the four new trial vectors requires only two matrix-vector multiplications, one for the left and one for the right trial vector, as the remaining two matrix-vector operations for paired trial eigenvectors, Eq. (58), are determined using the following implication
The modification to the Davidson-Olsen algorithm presented above was found to be crucial in ensuring robust convergence of the algorithm when applied to the solution of the 4c-LR-KU-TDDFT equation (3) . In the case of Kramers-unrestricted reference states, the modification was found to be necessary to obtain any sensible results at all. For the Kramers-restricted case the improvement was less pronounced, and only marginal for the calculation of the lowest few eigenstates. However, the modification greatly improved performance in cases requiring calculation of a large number of eigenvalues. For example, smooth convergence was observed in calculations of the first 100 eigenvalues of a Cu atom. When using the PBE0 functional this calculation required 618 matrix vector operations.
III. COMPUTATIONAL DETAILS
Unless stated otherwise, all calculations were performed using the developer's version of the ReSpect program. 61 The molecular geometries of the octahedral systems, UCl − 6 (U-Cl = 2.5Å) and PaCl 2− 6 (Pa-Cl = 2.64Å), have been taken from Ref. 62 , where the distances have been optimized at the spin-free CASPT2 level of theory. In the four-component Dirac-Kohn-Sham calculations the non-relativistic DFT functionals SVWN5, 63 BLYP, 64,65 B3LYP, 63-66 PBE, 67,68 and PBE0 [67] [68] [69] have been employed. The parameter involved in the definition of the noncollinear DFT potential and kernel (see Table I ) was set to Θ = 10 −16 . The exchange-correlation nonrelativistic potential and kernel contributions [Eqs. (24) and (32) ] were calculated analytically using the automatic differentiation technique implemented in the XC-Fun library. 70 Dyall's uncontracted core-valence triple-ζ basis was used for all atoms. [71] [72] [73] [74] [75] [76] The molecular grid used for integration of the exchange-correlation potential and kernel has an adaptive number of angular grid points and fixed number of radial grid points calculated as follows: Calculations of the reference wave function and excitation energies used 40 + n * 10 and 60 + n * 10 radial grid points, respectively, where n stands for the element's period. The convergence threshold for the residuum in the modified Davidson-Olsen algorithm was set to 10 −4 au. This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset. 
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IV. RESULTS AND DISCUSSION
Atomic systems with a non-degenerate ground state: To demonstrate the performance of the noncollinear DFT kernel of Bast et al. 32 and the robustness of the presented eigenvalue solver we examined excited state zero-field splittings of Group 3 elements Sc 3+ -Ac 3+ (Table II) . A Kramers-restricted Slater determinant is sufficient for description of the non-degenerate ground state of these systems.
In all calculations we experienced smooth convergence for all 30 roots, which corresponds to a total of 200 to 400 contractions of the TDDFT kernel with a trial vector. The energetic degeneracy of all calculated roots was reproduced with a precision of 10 −5 %, while the convergence threshold for the residuum was set to 10 −4 au. Y 3+ and La 3+ have also been studied previously at the two-component Hartree-Fock level of theory (denoted HF-X2C in Table II ) by Egidi et al.. 59 In Ref. 59 the neglected two-electron spin-orbit effects have been partially corrected by introducing a scaling factor for the one-electron spin-orbit integrals. 77, 78 It was suggested that this approximation is responsible for the discrepancy in the ZFS of states with high angular moment. The largest error can be seen in the 3 F 2 − 3 F 3 ZFS of La 3+ where the calculated value overestimates the experimental result by almost a factor of two. Our calculations show that this is not correct. The agreement between Dirac-Hartree-Fock (DHF) and HF-X2C results is excellent for all splittings, with the exception of the 3 F 2 − 3 F 3 ZFS of La 3+ , where a small discrepancy of approximately 2% was found. Since our four-component results include two-electron spin-own-orbit effects we can conclude that scaling one-electron spin-orbit works well for the systems studied here. The discrepancy in the ZFS of states with high angular moment can be attributed to the missing electron correlation in the DHF and HF-X2C calculations, since the use of GGA DFT functionals consider-This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset. ably improves both the mean absolute error (MAE) and the mean relative error (MRE) of the calculated results.
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Overall, the performance of the GGA DFT functionals is acceptable, with results obtained using hybrid functionals showing little to no improvement over those obtained using pure DFT functionals. As already observed in Ref. 59, Hartree-Fock works well for light elements (Sc 3+ in this study), but breaks down for heavier ones. Note that the order of energy levels is not always predicted correctly. In the case of Sc 3+ calculations, no discrepancies have been found. On the other hand, for Y 3+ the energies of the 3 P 2 and 3 F 4 levels are swapped This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset. in calculations performed with the PBE, PBE0, BLYP, and B3LYP functionals. The same energies are swapped in La 3+ calculations performed with DHF and the PBE, PBE0, and B3LYP functionals, and in the case of the BLYP functional the energy of the 3 P 2 level is predicted to be greater than those of both the 3 F 4 and 3 F 3 levels.
Atomic systems with a doubly degenerate ground state: For the first test of the proposed four-component linear response Kramers-unrestricted TDDFT method, 4c-LR-KU-TDDFT, on systems with a degenerate ground state we choose the calculation of the lowest excitation energies of Group 11 atoms (Cu-Rg). Coinage-metal atoms (Cu-Au) are preferred for their relatively simple ground state electron configuration, 2 S[(n − 1)d 10 ns, J1 /2 ], which results in smooth convergence of the self-consistent-field (SCF) procedure. Conversely, the ground state configuration of the Rg atom, 2 D[7s 2 6d 9 , J5 /2 ], differs from those of coinage-metal atoms, and the small HOMO-LUMO gap associated with this configuration results in slower SCF convergence.
A distinctive feature of the proposed 4c-LR-KU-TDDFT method is that all states within a degenerate manifold are treated independently. For example, the first excitation energy for the gold atom is zero, since its ground state is doubly degenerate. This behavior is observed for all coinage-metal atoms, as the first excitation energy is always smaller then 10 −4 eV. On the other hand, the sixfold degenerate ground state of the Rg atom is reproduced only approximately. Moreover, the reference state usually corresponds to a higher energy, which leads to negative average values. The worst results were those obtained with the B3LYP functional, which predicted −0.20±0.17 eV (see Table VI ). This artificial energy splitting is inherent to Kramers-unrestricted methods that do not take into account the spatial symmetry of the system. This problem is not a consequence of the DFT functional used (since it is also present in DHF calculations), or of the eigensolver (since the artificial splitting is higher than the convergence threshold).
In an attempt to quantify the significance of this issue we have calculated the mean and standard deviation of the energy excitations for each degenerate manifold, see Tables III-VII. The DHF and DFT SCF calculations on the Rg atom predicted different ground state configurations, 2 S[7s6d 10 , J1 /2 ] for the former and 2 D[7s 2 6d 9 , J5 /2 ] for the latter. However, the 4c-LR-KU-TDHF calculation converged to six negative energies, indicating that 2 D[7s 2 6d 9 , J5 /2 ] is the correct ground state configuration. DHF data in Table VI are presented relative to the 2 D[7s 2 6d 9 , J5 /2 ] configuration, so as to facilitate com-This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset.
parison with the DFT results.
The convergence and number of iterations required for each energy level included in the calculation is found to be similar to that seen in calculations of excitation energies of systems with a non-degenerate ground state, Sc 3+ -Ac 3+ . In other words, the proposed EPS algorithm provides the same robust convergence for both Kramersrestricted and unrestricted reference states.
In Tables III-V we compare calculated and experimental low-lying excitation energies of coinage-metal atoms. These data were obtained using the 4c-LR-KU-TDDFT method developed in this work, and with the sf-X2C-S-TDA-SOC method presented in Ref. 34 . The significant difference between these two sets of data is a consequence of the interplay between SOC and electron correlation. In the 4c-LR-KU-TDDFT results there are notable differences in the prediction of SO splitting, △, obtained using different DFT functionals and DHF. On the other hand, the SO splitting is almost constant in the sf-X2C-S-TDA-SOC results, with the exception of the △ = J3 /2 − J5 /2 splitting of Ag, for which the DHF result deviates from this trend.
In Cu calculations with BLYP and B3LYP functionals, we obtained spurious negative eigenvalues, −24.6 eV, −24.6 eV, and −23.4 eV. Under normal circumstances this would suggest that the SCF procedure converged to some stationary point instead of the ground state. However, these eigenvalues are unusually large and hence clearly unphysical. Another indication that they are artificial is that there is little difference in the structure and magnitude of PBE and BLYP one-electron eigenspectrum. Furthermore, the PBE calculations exhibit proper behavior and yield sensible results. We have therefore omitted these results in Table III and left their analysis to a future work.
The case of the Ag atom is especially challenging since the energy gap between states 2 P [4d 10 5p, J3 /2 ] and 2 D[4d 9 5s 2 , J5 /2 ] is less then 0.1 eV, as indicated by the experimental data. Both the sf-X2C-S-TDA-SOC and 4c-LR-KU-TDDFT methods predict an incorrect ordering of the states. Use of the former method with the DHF Hamiltonian results in a large error in the SO splitting, whilst use of the 4c-LR-KU-TDDFT with the BLYP and B3LYP functionals mixes the 2 P [4d 10 5p] states into the 2 D[4d 9 5s 2 ] states, resulting in a large artificial splitting of the degenerate manifold. By increasing the threshold parameter, Θ, from 10 −16 to 10 −15 results for BLYP and B3LYP functionals become 3.88(0.012) / 4.01(0.008) and 3.79(0.011) / 3.94(0.052) (J1 /2 / J3 /2 ), respectively. Although the problem appears to be fixed, the first excitation energy becomes non-zero (∼ 10 −3 ), which suggests that a less ad hoc solution should be sought, e.g., one which takes atomic symmetry into account.
Overall, the functional offering the best performance in the 4c-LR-KU-TDDFT method is PBE0, yielding slightly better results than the best obtained with the sf-X2C-S-TDA-SOC method and BHandHLYP functional in the work of Li et al.. 34 This is somewhat surprising given that the sf-X2C-S-TDA-SOC method involves a number of approximations described above. However, as of yet there is too little data to draw any strong conclusions regarding the relative performance of the two methods.
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