The thin-film and quantum drift diffusion equations belong to a fourthorder family of evolution equations proposed in [16] to be analogous to the (second-order) porous medium family. They are 2-Wasserstein gradient (W 2 ) flows of the generalized Fisher information I(u) just as the porous medium family was shown to be the W 2 gradient flow of the generalized entropy E(u) by Otto [33] . The identity I(u) = |∇ W 2 E(u)| 2 /2, allows us to linearize the fourth-order dynamics around the self-similar solution, which satisfies ∇ W 2 E(u * ) = 0 in self-similar variables. We diagonalize this linearization by coupling the resulting relation Hess W 2 I(u * ) = Hess 2 W 2 E(u * ) with the diagonalization of the analogous linearization Hess W 2 E(u * ) for the porous medium flow computed in [38] . This yields information about the leading-and higherorder asymptotics of the equation on R N which -outside of special cases [9, 12, 28] -was inaccessible previously.
Introduction

Motivation
In this manuscript, we investigate the long time behavior of nonnegative solutions to a family of nonlinear fourth-order equations in R N , namely
with exponent m ≥ 1. This family has two prominent members which are of physical relevance: If m = 3/2 the above equation is the thin film equation (with linear mobility), which is a model for the capillarity-driven evolution of a viscous thin film over a solid substrate [31, 30] and can also be seen as a lubrication approximation of a Hele-Shaw flow [21] . In this case, the unknown u(t, x) represents the height of the thin film. The other physically relevant case is m = 1, where one recovers a simplified quantum drift diffusion model [17, 18, 26] . Here, u(t, x) describes the density of electrons in a semiconductor crystal.
Solutions to (1) are expected to feature different phenomena, depending on the nonlinearity exponent. If m = 1, the equation is a certain fourth-order analog for the heat equation and thus u should become strictly positive instantaneously. On the other hand, if m > 1, there are compactly supported solutions ("droplets") which exhibit a slowly propagating contact line ∂ spt(u). In this case, (1) turns into a free boundary problem for the support of u and the equation shows some similarities to the porous medium equation. It is this similarity to the heat and porous medium equations -which is not purely phenomenological -that we will exploit in this paper to study the long time behavior of solutions.
The Cauchy problem for the nonlinear fourth-order equation (1) is still not completely solved. As the equation is only degenerate parabolic, i.e., it is parabolic only in regions where u > 0, solutions to (1) will in general not be classical -at least when m > 1. The theory of existence of weak solutions in the thin film case m = 3/2 was initiated by Bernis & Friedman [7] and is by now quite complete, see [10, 3, 24] and references therein. On the other hand, regularity and uniqueness of solutions are only partially understood, even in the one-dimensional setting. If m = 1, existence of nonnegative solutions was established in [26, 22] . The first existence results in the complete range 1 ≤ m ≤ 3/2 (this is the range in which the generalized Fisher information, see Eq. (4) below, is convex in the ordinary sense) are relatively recent [28] , and they are completely unknown for m > 3/2. The major difficulty in the analysis of (1) is the lack of a comparison principle for fourth-order equations. Still, the weak solutions which have been constructed are known to preserve nonnegativity.
In order to discuss existence theory for (1) in the case m > 1 properly, one has to be more precise: Since (1) is a free boundary problem of fourth order, three conditions are expected to be needed for well-posedness. In addition to the defining condition u = 0 on ∂ spt(u), we focus on solutions which preserve mass u(t, x) dx = u 0 (x) dx =: M for any t > 0, and satisfy
Here, ν is the outer unit normal vector on ∂ spt(u). Of course, preservation of mass is also valid for sufficiently regular and rapidly decaying (but presumably positive) solutions in the case m = 1 because (1) is a continuity equation on the whole space.
In the thin film case m = 3/2, the condition (2) on the contact line corresponds to the so-called "complete wetting" regime, that is, solutions are assumed to have zero contact angle. Prescribing the contact angle means incorporating Young's law into the equation: At triple junctions ∂ spt(u), the droplets attain instantaneously their energetically most favorable shape. Notice, however, that different choices of contact angles may also be of significance, see, e.g., [32] , but (2) is apparently the simplest one.
As already indicated above, the evolution equation (1) represents a fourth-order analog for the porous medium equation
This equation is best known for modeling the flow of an isentropic gas through a porous medium if m > 1 and it becomes the ordinary heat equation if m = 1. We refer to Vázquez's monograph [43] for a recent survey on the analytical treatment of this equation. In fact, both the fourth order equation (1) 
while in the case of the porous medium equation, the dissipating functional is the entropy e(u) dx, where e(z) = z ln z if m = 1,
a fact that was established more than a decade ago in Otto's seminal paper [33] . Also the derivation of (1) was foreshadowed by the work of Otto who discovered this Wasserstein gradient flow structure in the thin film case m = 3/2 [32, 20] . However, besides this structural similarity there are quite a few close links between (1) and (3), one of which is via the following identity:
for every smooth solution u of (3). That is, the generalized Fisher information encodes the limiting dissipation mechanism for the porous medium flow. A certain rescaled version of this identity, the entropy-information relation, is at the heart of our analysis, cf. Subsection 1.4 and 1.5. The gradient flow structure of (1) will be reviewed in Subsection 1.3 below.
Both equations (1) and (3) allow for a family of self-similar solutions. The former, first discovered by Smyth & Hill [40] in the particular case m = 3/2 and N = 1 and then generalized in [19, 16] , is given by
where
Here, ( · ) + = max{ · , 0}, and
Moreover, σ M is a real number (positive if m > 1) that is determined by the mass constraint u * dx = M.
As such solutions have a delta measure located at the origin as initial data, selfsimilar solutions are often called source-type solutions. For the thin film case it is shown that u * is the only radially symmetric self-similar solution of (1) that satisfies the regularity condition (2), cf. [8, 19] ; we expect the same to be true also for the general case m ≥ 1. We also remark that u * resembles the Barenblatt solution (except for the specific values of α and γ), which is well-known to be the selfsimilar solution of the porous medium equation [45, 4, 34] . Moreover, just like the Barenblatt solution describes the long-time behavior of any solution to the porous medium equation [42] , u * is conjectured to be the asymptotic limit of any solution to the fourth order equation. More precisely, for any solution of (1) with total mass M (and satisfying (2)) we expect that
This asymptotic behavior, however, is only partially understood. In the case m = 3/2, Carrillo & Toscani prove this asymptotics for strong solutions in one space dimension and obtain the sharp rate of convergence. In the range 1 ≤ m ≤ 3/2, the long-time behavior is established by Matthes, Savaré and the first author for JKO-type solutions [25, 2] of arbitrary dimension.
In the present work, we build upon (6) and we go one step further: We compute the complete spectrum and the corresponding eigenfunctions of the displacement Hessian operator which is obtained by linearizing a certain rescaled version of (1) around its global attractor u * . This spectrum was already (formally) computed by Bernoff & Witelski [9] in the case of the one-dimensional thin film equation (m = 3/2, N = 1). The knowledge of the spectrum and the corresponding eigenfunctions provides information not only on the slowest rates of convergence that saturate the optimal bounds; it also allows us to extract further information on characteristic geometric pathologies to all orders. In particular, we will make precise statements about the role of solutions generated by translations, shears, and dilations of u * . We obtain the precise information on the spectrum and the corresponding eigenfunctions directly from the spectrum of the displacement Hessian of the linearized (confined) porous medium equation via an explicit entropy-information relation which will be derived in Subsection 1.4 below. Roughly speaking, this entropy-information relation provides us with an explicit formula that associates eigenvalues and eigenfunctions of the porous medium equation with those of the fourth-order equations considered in this paper. The former were computed by the second author in [38] using techniques from mathematical physics developed for the spectral analysis of Schrödinger operators. An analogous earlier study for the fast diffusion equation (that is (3) with m < 1) is due to Denzler and the first author [15] .
We finally caution the reader that even though the analysis presented in the second part of this manuscript, that is the computation of the spectrum and the corresponding eigenfunctions, is rigorous, the linearization that gives rise to the displacement Hessian operator is not. In particular, based on the results presented in Theorem 1 below we are rather in the position to conjecture the higher-order asymptotics of solutions to the nonlinear equation (1) . An argument for how to close this gap is suggested by the work of Denzler, Koch, and the first author [14] in the context of the fast diffusion equation: The authors find a rigorously controlled linearization of the fast diffusion equation and a similarity transform that relates the operator which appears in this controlled linearization to the displacement Hessian operator from [15] . As a result, the authors derive higher-order asymptotics for the fast diffusion equation in weighted Hölder spaces. 
Rescaling
In order to study the long time behavior of solutions to (1), it is convenient to rescale equation (1) in such a way that the global attractor becomes a fixed point of the dynamics. That is, we choose to view the dynamics from perspective receding at a rate |x| ∼ t α inspired by (5) . We make the general Ansatẑ
to the effect of
where A, B > 0 are two constants and ϕ : (0, ∞) → R a smooth increasing function that have to be determined later. Under this transformation, (1) becomes
To fix the constants A and B, we compute how the self-similar solution transforms under the given change of variables. A short computation yields
and v * is independent of the time variablet as desired. For notational convenience, we choose A so that v * is supported on a ball of radius one (in case m > 1) and adjust the amplitude of v * by fixing B so that
This is achieved by
By a slight abuse of language, we will call v * the Barenblatt profile. We remark the above choice of the prefactor in the Barenblatt profile is motivated by the particular formula of the global attractor of the confined porous medium equation considered in [38] , the benefit of which we will become apparent in the subsequent analysis.
Substituting these values of A and B into (7) and choosing ϕ(t) = α log t gives
We call equation (9) the confined equation, and the parameter θ can be interpreted as the relative strength of diffusion compared to confinement.
Working with the confined equation (9) instead of (1) has the advantage that the global attractor is a stationary solution of the equation. This change of perspective proved to be very useful in the study of long-time asymptotics of both the porous medium equation and the thin film equation [11, 33, 13, 12] . Also in regard of the gradient flow formulation of the fourth order equation (on which we shed a light in the subsequent subsection), the above rescaling is beneficial as the Barenblatt profile becomes a ground state of the associated dissipating functional, see the discussion in Subsection 1.4.
We finally remark that under the above rescaling, the initial data of (1) and (9) are incompatible. More precisely, the initial datum v(0, · ) corresponds to u(1, · ). However, as we are interested in the long-time behavior of solutions, this drawback is merely of aesthetic nature.
The remainder of this paper is exclusively devoted to the analysis of the confined equation. Hence, to simplify the notation we drop from here on the hats from the time and space variables.
Formal gradient flow interpretation
In this subsection, we discuss the formal gradient flow interpretation of (9) . Even though the following is purely formal, we proceed carefully for the sake of a better understanding of the dynamics. A dynamical system is said to have a gradient flow structure if the evolution follows the steepest descent in an energy landscape, i.e.,
The gradient of the energy functional I depends on the Riemannian geometry of the underlying manifold (M, g), and is a tangent vector field related to the differential
where T v M denotes the tangent plane at v ∈ M. With this, the gradient flow can be rewritten in a gradient-free way, namely
or variationally,
Interpreting the fourth order equation (9) (with (2)) as a gradient flow, the energy has to be chosen as the modified generalized Fisher information
The manifold is the set of all nonnegative functions on R N with fixed total mass M
In general, tangent fields at v ∈ M must be mass preserving and nonnegative where v = 0. For tangent fields satisfying spt(δv) ⊂ spt(v), the metric tensor is a weighted H −1 inner product defined by
Notice that the condition on spt(δv) is trivially satisfied if m = 1 since in this case solutions are expected to be positive everywhere in R N . In that situation, ψ is related to δv via the elliptic problem
For m > 1, however, compactly supported solutions are known to exists and thus spt(δv) ⊂ spt(v) is not always true. In this case, ψ and δv are related via the elliptic boundary value problem
The boundary conditions on ψ have to be understood asymptotically, cf. (21) below. For tangent fields with spt(δv) ⊂ spt(v), we simply set g v (δv, δv) = ∞. Notice that we can define the metric tensor also variationally (and simultaneously for all m) by
where the supremum is taken over all smooth functions ϕ on R N . Indeed, the right hand side is finite only if spt(δv) ⊂ spt(v) and in this case, the maximizer ψ satisfies either (14) or (15) depending on whether v is strictly positive or not, and then (13) follows via an integration by parts.
Notice that Otto, who first discovered Wasserstein gradient flows, argued even more formally when requiring −∇ · (v∇ψ) = δv in R N , cf. [33, Eq. (8)]. However, due to the (eventually) singular behavior of solutions at ∂ spt(u), the latter equation should rather be understood distributionally. Then, the asymptotic boundary conditions in (15) arise as natural boundary conditions associated with distributional solutions, see also [38 
In the following we show that the gradient flow associated with these ingredients gives indeed rise to our family of fourth-order equations. We only give the argument in the case m > 1; the case m = 1 is very similar. For this purpose, we first compute
Then, invoking (15) , the gradient flow (12) becomes ∂ t v + ∇ · (v∇ψ) = 0, where ψ is the solution of
Here, the minimum is taken over all ϕ satisfying v∇ϕ·ν = 0 on ∂ spt(v). Solving this convex minimization problem is easy. We compute the Euler-Lagrange equations
for all ϕ satisfying v∇ϕ · ν = 0 on ∂ spt(v). Integration by parts and using the asymptotic boundary conditions for ϕ yields
It remains to apply the fundamental lemma of calculus of variations to deduce that ∇ψ = θ∇ v m−3/2 ∆v m−1/2 − x, which yields (9), and
For the sake of completeness and to explain why the above gradient flow is referred to as a Wasserstein gradient flow, we finally introduce the Wasserstein distance. Given two nonnegative functions w 0 and w 1 with same total mass, the Wasserstein distance between w 1 and w 0 is defined as
where the set Γ(w 1 , w 0 ) consists of all Borel measures π ≥ 0 on the product space R N × R N with marginals w 1 and w 0 , i.e.,
for all bounded continuous functions ζ on R N . Informally, the Wasserstein distance measures the optimal transport cost necessary to transfer mass from the source w 0 to the sink w 1 . In [6] , Benamou & Brenier established a relation between this mass transport problem and fluid mechanics by observing that the geodesics distance induced by the metric tensor g on M is given by the Wasserstein distance:
The curves w(s) attaining the infimum of this variational principle were introduced by one of us earlier [29] . For an introduction to optimal transport, we refer to Villani's monograph [44] .
An entropy-information relation
The aim of this subsection is the (formal) derivation of the entropy-information relation
where E is the generalized entropy
which is the dissipating functional in the Wasserstein gradient flow interpretation of the confined porous medium equation
cf. Otto [33] . The entropy-information relation was observed by Matthes, Savaré, and the first author [28, Corollary 3.2] and builds upon an observation of Carrillo & Toscani in [11] . The above formula will turn out to be at the heart of the subsequent analysis. Indeed, (16) establishes a link between the generalized entropy and the generalized Fisher information, that is, between the dissipating functionals in the Wasserstein gradient flow formulation of the confined porous medium equation and the confined fourth order equation, respectively. As a consequence, linearizing (9) around the global attractor v * yields an explicit formula for the fourth order displacement Hessian in terms of the porous medium displacement Hessian computed and studied by the second author in [38] . Moreover, eigenvalues and eigenfunctions of the porous medium displacement Hessian will immediately translate into those of the fourth order displacement Hessian.
The second term in (16) takes the form
Before confirming (18) and deriving (16), we like to point out two immediate consequences of these two formulas: First, (18) implies that, for any given mass M, v * is the unique critical point of the generalized entropy E, and thus, by the strict convexity of this functional, v * is the unique ground state. Thanks to (16) , it then follows that the same property is passed along to the confined fourth order equation: v * is also the unique ground state of the generalized Fisher information I θ .
We start with verifying (18) . The gradient on a Riemannian manifold can be computed via the differential, cf. (11). We have
for any tangent field δv. Letting ψ be the function related to δv via (15) , an integration by parts yields
and thus (18) follows upon choosing δv = grad E(v).
The entropy-information relation (16) is essentially a consequence of (18) by expanding the square in the integrand and regrouping terms. Indeed, we have
If m = 1, then θ = 2 and thus (16) follows immediately via (18) . If m > 1, we rewrite with the help of θ, cf. (10),
By the definition of I θ and E this immediately yields (16).
Linearization
In this subsection, we finally linearize the confined fourth order equation around its global attractor v * . However, instead of linearizing (9) directly, we compute the Hessian of the generalized Fisher information I θ with respect to the Riemannian geometry introduced in Subsection 1.3 above. Although both approaches are formally equivalent, the latter has the advantage that a class of tangent vectors are intrinsically given, and thus the linearized operator is naturally equipped with an analytical framework. The same strategy was already pursued in the analogous studies [15] and [38] in the context of the fast diffusion equation and porous medium equation, respectively.
We first review some general facts from Riemannian geometry. Recall that for any function F on (M, g) with grad F (v * ) = 0 for some v * ∈ M, the Hessian at v * can be computed by taking the second derivatives along any curve through v * . Indeed, if (r, s) → v (r,s) ∈ M is a family of curves satisfying v (0,0) = v * and if δv = ∂ r | r,s=0 v (r,s) and δw = ∂ s | r,s=0 v (r,s) , then 
As a consequence, in our particular setting, since v * is a common minimizer of I θ and E, differentiating (16) along curves s → v s ∈ M with v 0 = v * and δv = ∂ s | s=0 v s yields
(This formula is also consistent with (16) for m = 1, since in this case the constant M vanishes in the linearization.) From here it is easy to see the relationship (20) of the displacement Hessian H I we seek to the operator studied in [38] ; the action of H I on H 1 v * can also be deduced from the explicit computation of H E given there. However, for the convenience of the reader, let us also calculate the terms on the right-hand side directly. We first recall that
and thus the Hessian of the entropy functional is
Letting ψ and ϕ be the functions related to δv and δw via (15) and integrating by parts, we rewrite the above identity as
We have thus derived the Hessian of the generalized entropy. Following [15, 38] , we now introduce the displacement Hessian H E associated with the porous medium flow, namely
A short computation yields
Notice that in the case m = 1, the operator H E is the well-known OrnsteinUhlenbeck operator.
In particular, choosing δv = δw, we obtain g v * (δv, hess E(v * )δv) = v * ∇H E ψ · ∇ψ dx, and with δw = hess E(v * )δv, we have
where in the last equality we integrated by parts and used the symmetry of H E . Substituting these identities into (19), we then conclude
The displacement Hessian H I associated with the confined fourth order equation (9) is thus
In the following section, we study the complete spectrum of the above operator.
Rigorous spectral analysis
While the linearization of the confined equation (9) around the global attractor v * and thus the definition of displacement Hessian H I in the previous section were purely formal, our analysis will be rigorous from here on.
Let H 1 v * denote the class of all locally integrable functions on spt(v * ) such that
with the identification of functions that only differ by an additive constant. We recall that in the case m > 1 the Barenblatt profile v * is compactly supported on a Ball of radius one, while for m = 1 the Barenblatt profile is a Gaussian and thus positive everywhere, see (8) . In any of these cases, the weighted Sobolev space H 
This feature is presumably well-known in the case m = 1 where H E is the OrnsteinUhlenbeck operator and when the underlying Hilbert space is the Gauss space
We establish self-adjointness in the Gauss-Sobolev space H 1 v * in Proposition 4 of the appendix. Self-adjointness in the case m > 1 was recently proved in [38] . Notice that for every ψ ∈ D(H E ) we have the integration by parts formula
which can be easily seen via approximation with C 
Main results
We are now in the position to state our main results. Let N 0 = {0, 1, 2, . . .} denote the set of nonnegative integers.
Theorem 1. The operator H
Its spectrum is purely discrete and given by the eigenvalues
In the case m = 1, the corresponding eigenfunctions are Hermite polynomials, and in the case m > 1, the eigenfunctions are given by polynomials of the form
else, where F (a, b; c; z) is a hypergeometric function and Y ℓn is a spherical harmonic if N ≥ 2, corresponding to the eigenvalue ℓ(ℓ + N − 2) of −∆ Ë N−1 with multiplicity
The values λ ℓk are the eigenvalues of the porous medium displacement Hessian operator and both H I and H E have the same eigenfunctions, see [38, Theorem 1] or Theorem 3 of the appendix. Hence, as expected, the eigenvalues of H E translate into the eigenvalues of H I precisely in the same way as the operator H E translates into the operator H I , cf. (20) .
Hermite polynomials can be recursively defined by
where z ∈ R, and then in higher dimensions for every multi-index
., e.g., [41, 39] . Hypergeometric functions F (a, b; c, z) are power series of the form Since the hypergeometric functions reduce to polynomials of degree k in the case a = −k, the eigenfunctions ψ ℓnk are polynomials of degree ℓ+2k and are harmonic if k = 0. The literature on hypergeometric functions and spherical harmonics is vast, see, e.g., [1, 5, 23] .
The knowledge of the complete spectrum of the displacement Hessian operator is a promising starting situation for a full asymptotic expansion of solutions to the fourth-order equation (1) around the self-similar solution: In view of the discreteness of the spectrum, all modes are in principle accessible. A technical difficulty lies in the incompatibility of the space in which the eigenfunctions live and the space in which solutions depend differentially on the initial data, and thus, in which the equation can be rigorously linearized. A framework for this differentiable dependency is provided in Koch's habilitation thesis [27] in the context of the porous medium equation, recently extended to the fast diffusion regime by Denzler, Koch, and the first author [14] . In the latter work, the authors study the higher-order asymptotics of solutions to the fast diffusion equation around the self-similar solution based on the spectral analysis of Denzler and the first author. However, their expansion is naturally limited to a finite number of modes due to the occurrence of continuous spectrum. The discreteness of the spectrum of the fourth-order equation (and equivalently of the porous medium equation [38] ) is analytically related to the fact that the Barenblatt solutions possess moments to all orders only if m ≥ 1.
The eigenvalues of H I are nonlinear functions of m and eigenvalue crossings occur throughout the spectrum. Moreover, the eigenvalues are increasing functions of the eigenvalues of the porous medium equation λ ℓk , and thus, we expect the same ordering of eigenmodes with respect to the rate of convergence for both equations. For any value of N and m, the dynamics are translation-governed as the smallest eigenvalue µ 10 = 1 corresponds to a spatial translation in direction of the n-th coordinate axis e n , for n ∈ {1, . . . , N 1 = N}. The role of the eigenfunctions is best understood by considering geodesics in the Wasserstein space, which are given by displacement interpolants (cf. [29] ) via v * (x) = det (I + s∇ 2 ψ(x)) v s (x + s∇ψ(x)), that is, push-forwards of v * under the map id + s∇ψ. Observe that v s generates tangent fields in the Wasserstein gradient flow interpretation of the dynamics, cf. Section 1.3, since ∂ s | s=0 v s = −∇ · (v * ∇ψ). The eigenfunctions ψ 1n0 are affine functions and perturbations are thus generated by translations x + sc n e n for some constant c n ∈ R. A fully rigorous justification of the translation-governed dynamics was obtained by Carrillo & Toscani [12] for N = 1 and m = 3/2 and by Matthes, Savaré, and the first author [28] for general N and 1 ≤ m ≤ 3/2 who prove
where d denotes the Wasserstein distance. This bound is sharp for translations. The second smallest eigenvalue µ 20 corresponds to affine transformation, and is generated by transformations x + sA 2n x for some symmetric and trace-free matrix A 2n . Such transformations were studied in detail by Denzler and the first author [16] . After the second eigenvalue, a first level crossing occurs and we have µ 01 ≤ µ 30 precisely if N(m − 1) ≤ 1. The eigenvalues µ 30 and µ 01 correspond to pear-shaped deformations (with order 3 symmetry) and dilations, respectively. The geometric complexity of the higher modes is increasing with the degree of the polynomials, and so we do not attempt to extend this discussion to larger values of µ ℓk .
Self-adjointness
In this subsection, we prove that the unbounded operator
v * is self-adjoint and nonnegative. Both properties ensure that the spectrum of H I is contained in [0, ∞). On a heuristic level, this insight is not surprising: The operator H I is defined through the Hessian of an energy at a critical point (in fact, it is related to the Hessian by a similarity transformation). Moreover, the critical point is actually the energy minimizer and thus the Hessian must be nonnegative. We remark that self-adjointness is not a consequence of the self-adjointness of H E alone, because T * S * ⊂ (ST ) * and (T + S) * ⊂ T * + S * if * denotes the adjoint operation and equality is in general not true. Instead, we also use the positivity of H E in the sense that zero is in the resolvent set. For a (brief) survey on unbounded operators and the definition of self-adjointness, we refer to [36, Ch. 13] or [37] .
Proof. Observe first that there is no loss of generality in setting all constants to one, so that H I = H 
where we have used (21) both in the first and in the second equality together with
v * . This calculation shows both symmetry and nonnegativity of H 2 E on D(H I ). Since H E is also non-negative and symmetric on D(H E ) ⊃ D(H I ), the same property holds true for H I .
From the fact that H I is a densely defined, symmetric operator, we deduce that H I ⊂ H * I , where the inclusion has to be understood as an inclusion of the corresponding graphs. We now show that H I is self-adjoint, i.e., H I = H * I . For this, it is enough to show that H I has an everywhere defined bounded inverse
[36, Theorem 13.11]. Since the spectrum of H E is contained in (0, ∞), we know that 0 and −1 are both in the resolvent set of H E and thus both H E and H E + 1 have a bounded and everywhere defined inverse. Therefore, also the composition H −1
−1 is bounded and well-defined all over H 
Computation of the spectrum of H I
We finally turn to the Proof of Theorem 1. We first verify that the eigenvalue problems for H I and H E are equivalent in the sense that µ ℓk is an eigenvalue of H I if and only if λ ℓk is an eigenvalue of H E . In view of the explicit formula (20) , then the corresponding eigenfunctions have to coincide. For this, it is enough to show that every eigenvalue of H I translates into an eigenvalue of H E . The reverse implication is trivial. Let µ > 0 be an eigenvalue of H I , i.e., there exists a ψ ∈ D(H I ) such that H I ψ = µψ.
By the definition of H I in (20), this eigenvalue problem for H I can be converted into an eigenvalue problem for H E , namely
Notice that −ε is not an eigenvalue of H E because ε > 0. Now, as 0 = H E ψ + εψ ∈ D(H E ) by the definition of D(H I ), it follows that λ is an eigenvalue of H E .
In the case m = 1, the eigenvalues of the Ornstein-Uhlenbeck operator H E and the corresponding eigenfunctions are computed in Theorem 3 in the appendix. The eigenvalues and eigenfunctions of H E in the case m > 1 were computed in [38] . As we know by Proposition 2 that the spectrum is purely discrete, this concludes the proof of Theorem 1.
Appendix: The spectrum of the Ornstein-Uhlenbeck
In this appendix, we compute the spectrum and the corresponding eigenvalues of the Ornstein-Uhlenbeck operator H E : D(H E ) → H 1 v * where m = 1 and thus H E ψ(x) = −∆ψ(x) + x · ∇ψ(x). Spectral properties of the differential operator −∆ + x · ∇ are well-known to the stochastics community because of its role in stochastic processes, and also in the mathematical physics community because H E is conjugate to the harmonic oscillator. The only difference between the operator studied here and the "classical" Ornstein-Uhlenbeck operator is the choice of the underlying Hilbert space. While the standard choice is the Gauss space L 2 (e −|x| 2 /2 dx), we consider its Sobolev variantḢ 1 (e −|x| 2 /2 dx) = H 1 v * . We will see, however, that the spectrum of both operators is identical. More precisely, we have the following
is purely discrete and given σ(H E ) = N.
The corresponding eigenfunctions are Hermite polynomials.
For the convenience of the reader, we will sketch the proof of this result in the sequel. It is based on the following two Propositions: Proof of Theorem 3. We immediately deduce from Propositions 4 and 5 that the spectrum of H E is a discrete subset of (0, ∞), and thus it is enough to solve the eigenvalue problem for H E . On the one hand, one can easily show that H 1 v * embeds continuously into the Gauss space L 2 (e −|x| 2 /2 dx) = L 2 (v * dx), cf. Lemma 7 below, and thus every eigenvalue must be an eigenvalue of the "classical" operator defined on the Hilbert space L 2 (v * dx). It is well-known that the eigenvalues of the Ornstein-Uhlenbeck operator on L 2 (v * dx) are all positive integers and the corresponding eigenfunctions are Hermite polynomials, cf. [39] . It is easily checked that every polynomial lies in the domain of H E . Therefore, we conclude that Hermite polynomials are eigenfunctions of H E and thus σ(H E ) = N.
Before turning to the proofs of Propositions 4 and 5, we derive some auxiliary results:
. This is a fairly standard result and we therefore only sketch its proof. 
holds.
Proof. In the following C > 0 will always denote a universal constant (eventually dependent on N) whose value may change from line to line. Thanks to the density of smooth functions provided in the previous lemma, it is enough to prove the statement for ψ ∈ C ∞ b (R N ). We first show that
Indeed, because ∇ · xe −|x| 2 /2 = (N − |x| 2 ) e −|x| 2 /2 , we have that From this, (24) follows upon adding e −|x| 2 /2 ψ 2 dx on both sides of the inequality.
We now turn to the proof of (23) . We prove a slightly stronger statement by choosing c = B R (0) ψ dx for some R > 0 that has to be fixed later. Equivalently, we may assume that
Then the Poincaré estimate on the ball B R (0) reads Choosing R sufficiently large (uniformly in ψ), we see that the first term on the right can be absorbed into the left-hand side of the inequality, which yields the statement of the lemma by the definition of v * .
Lemma 8. The embedding of
Proof. We deduce the statement of this lemma from the standard Rellich compactness lemma for classical Sobolev functions on bounded domains and from estimate (23) . Let {ψ n } n∈N denote a bounded sequence in H (23) , this weak convergence also holds in L 2 ((1 + |x| 2 )v * dx). Moreover, since v * is bounded away from zero on every compact subset of R N , it holds that {ψ n } n∈N is bounded in H 1 (B k (0)) for every k ∈ N. Therefore, by the standard Rellich compactness lemma and since v * 1, we can extract a further subsequence {ψ n k } k∈N such that
for every k ∈ N. We now have
Since the integral on the right-hand side of the above inequality is bounded by the embedding (23), we deduce that
for some uniform constant C > 0. We let k converge to infinity to obtain the desired result. Proof. We first observe that (26) 
