Abstract. The randomized extended Kaczmarz and Gauss-Seidel algorithms have attracted much attention because of their ability to treat all types of linear systems (consistent or inconsistent, full rank or rank-deficient). In this paper, we interpret the randomized extended Kaczmarz and Gauss-Seidel algorithms as specific combinations of the randomized Kaczmarz and Gauss-Seidel algorithms and present refined upper bounds for their convergence.
1. Introduction. Due to the better performance in many situations than existing classical iterative algorithms, randomized iterative algorithms for solving a linear system of equations
have attracted much attention recently; see, for example, [12, 6, 9, 3, 13, 11, 2, 8, 4, 7, 10, 5] and the references therein. In this paper, we consider the randomized Kaczmarz (RK) algorithm [12] , the randomized Gauss-Seidel (RGS) algorithm [6] , the randomized extended Kaczmarz (REK) algorithm [13] , and the randomized extended Gauss-Seidel (REGS) algorithm [8] . Let A † denote the Moore-Penrose pseudoinverse [1] of A. We summarize the convergence of RK, RGS, REK, and REGS in expectation to the Moore-Penrose pseudoinverse solution A † b for all types of linear systems in Table 1 . 
Main contributions. We show that REK is essentially an RK-RK approach (see Remark 2.2) and that REGS is essentially an RGS-RK approach (see Remark 3.3) . We present refined upper bounds for the convergence of REK and REGS. or underdetermined, A has full column rank or not) and are attainable. In addition, we point out that the proof for Theorem 4.1 of [8] is incomplete and we resolve this issue.
Organization of the paper. In the rest of this section, we give some notation and preliminaries. In section 2, we review the randomized Kaczmarz algorithm and the randomized extended Kaczmarz algorithm. We present a slightly different variant of REK and prove its convergence. In section 3, we review the randomized Gauss-Seidel algorithm and the randomized extended Gauss-Seidel algorithm. We show that the convergence analysis for REGS of [8] is incomplete. We present a mathematically equivalent variant of REGS and prove its convergence. Numerical examples are given in section 4 to illustrate the theoretical results. We present brief concluding remarks in section 5.
Notation and preliminaries. For any random variable ξ, let E ξ denote its expectation. For an integer m ≥ 1, let [m] := {1, 2, 3, . . . , m}. Throughout the paper all vectors are assumed to be column vectors. For any vector u ∈ R m , we use u T , u i , and u 2 to denote the transpose, the ith entry, and the Euclidean norm of u, respectively. We use e j to denote the jth column of the identity matrix I whose order is clear from the context. For any matrix A ∈ R m×n , we use A T , A F , rank(A), range(A), null(A), σ 1 (A), and σ r (A) to denote the transpose, the Frobenius norm, the rank, the column space, the nullspace, the largest singular value, and the smallest nonzero singular value of A, respectively. We denote the columns and rows of A by
, respectively. That is to say,
All the convergence results depend on the positive number ρ defined as
The following lemmas will be used extensively in this paper. Their proofs are straightforward. Lemma 1.1. Let A be any nonzero real matrix. For every u ∈ range(A), it holds
The equality holds if 
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Unrolling the recurrence yields the result. If Ax = b is inconsistent, Needell [9] and Zouzias and Freris [13] showed that RK does not converge to A † b. To resolve this problem, Zouzias and Freris [13] proposed the following randomized extended Kaczmarz algorithm (here we call it REK-ZF, see Algorithm 2). They proved the convergence bound
Algorithm 2. REK-ZF [13] Initialize x 0 ∈ range(A T ) and 
In the following theorem, we present the convergence bound
for REK-S, which is obviously better than the bound (2.1). Actually, our bound is attainable (see Remark 2.5). We note that a refined convergence bound for REK-ZF can be obtained by the same approach. Theorem 2.3. Let A ∈ R m×n and b ∈ R m . Let x k denote the kth iterate of REK-S with x 0 ∈ range(A T ) and z 0 ∈ b + range(A). In exact arithmetic, it holds
Proof. Let
We have
By the orthogonality (
(which is obvious from the above two equations), we have
. Let E k−1 · denote the conditional expectation conditioned on the first k−1 iterations of REK-S. That is,
where j l is the lth column chosen and i l is the lth row chosen. We denote the conditional expectation conditioned on the first k − 1 iterations and the kth column chosen as
Similarly, we denote the conditional expectation conditioned on the first k − 1 iterations and the kth row chosen as
Then by the law of total expectation we have
It follows from
Then it is easy to show that x k − A † b ∈ range(A T ) by induction. It follows from
. Combining (2.3), (2.4), and (2.5) yields
This completes the proof. 3. Randomized Gauss-Seidel and its extension. Leventhal and Lewis [6] proposed the following randomized Gauss-Seidel (RGS) algorithm (Algorithm 4, also called the randomized coordinate descent algorithm). The following theorem is a restatement of Lemma 4.2 of [8] and will be used to prove the refined bound for REGS. Here we provide a proof for completeness.
Theorem 3.1. Let A ∈ R m×n and b ∈ R m . Let x k denote the kth iterate of RGS applied to Ax = b with arbitrary x 0 ∈ R n . In exact arithmetic, it holds
Algorithm 4. Randomized Gauss-Seidel [6] Initialize
which yields Taking expectation gives
It follows that
Unrolling the recurrence yields the result. If A has full column rank, Theorem 3.1 implies that x k converges linearly in expectation to A † b. If A does not have full column rank, RGS fails to converge (see [8, section 3.3] ). Ma, Needell, and Ramdas [8] proposed the following randomized extended Gauss-Seidel algorithm (we call it REGS-MNR, see Algorithm 5) to resolve this problem.
Algorithm 5. REGS-MNR [8]
Initialize x 0 ∈ R n and z
t − z t at some step t as the estimated solution Here, we use x 0 ∈ R n and z 0 ∈ x 0 + range(A T ). Ma, Needell, and Ramdas proved that REGS-MNR converges linearly in expectation to the least norm solution in the case that A has full row rank and m < n. They provided the convergence bound (see [8, Theorem 4 .1] for details)
Their proof (see [8, Page 1600, lines 10-11]) uses Fact 1 of [8, Page 1598] (which is that for any P i as in Algorithm 5,
However, Fact 1 of [8, Page 1598] is not true because for any nonzero vector v ∈ null(A), we have
Therefore, the proof is incomplete. This issue can be resolved easily. Actually, by Lemma 1.1, the above inequality still holds because
, which can be proved by induction.
Next we study the convergence of REGS for a general linear system (consistent or inconsistent, full rank or rank-deficient). For the convenience of discussion, we present the following randomized extended Gauss-Seidel algorithm (we call it REGS-E, see Algorithm 6) which is mathematically equivalent to REGS-MNR. Actually, in exact arithmetic, the vector z k in REGS-E is equal to the vector x k − z k in REGS-MNR. Remark 3.3. Essentially, REGS-E is an RGS-RK approach: x k is the kth iterate of RGS and z k is one step RK update for the linear system Az = Ax k from z k−1 . In the following theorem, we show that the vector z k in REGS-E converges linearly in expectation to A † b. Our proof is almost the same as that of [8, Theorem 4.1] but avoiding their mistake. The new convergence bound is attainable (see Remark 3.5) and obviously better than the bound (3.1).
Theorem 3.4. Let A ∈ R m×n and b ∈ R m . Let z k denote the kth iterate of REGS-E with arbitrary x 0 ∈ R n and z 0 ∈ range(A T ). In exact arithmetic, it holds
Proof.
It follows from the orthogonality, i.e.,
It follows from
orthonormalized. The matrix D is an r × r diagonal matrix whose first r − 2 diagonal entries are uniformly distributed numbers in [σ r (A), σ 1 (A)], and the last two diagonal entries are σ r (A) and σ 1 (A). We consider four cases: (i) Ax = b is consistent and rank(A) = n; (ii) Ax = b is consistent and rank(A) < n; (iii) Ax = b is inconsistent and rank(A) = n; (iv) Ax = b is inconsistent and rank(A) < n. To construct a consistent linear system, we set b = Ax where x is a vector with entries generated from a standard normal distribution. To construct an inconsistent linear system, we set b = Ax+ r where x is a vector with entries generated from a standard normal distribution and the residual r ∈ null(A T ). Note that one can obtain such a vector r by the MATLAB function null. In Figures 1-4 , we plot the error x k − A † b For all cases, our bounds (2.2) and (3.2) are much better than the existing bounds (2.1) and (3.1).
Conclusion.
We have shown that REK is essentially an RK-RK approach and that REGS is essentially an RGS-RK approach. We have proposed refined upper bounds for the convergence of both algorithms. These upper bounds are attained for the case that all nonzero singular values of A are the same. Our convergence analysis applies to all types of linear systems. The acceleration technique such as that used in [7] is being considered.
