Abstract-A novel cross-correlation based framework is proposed for the problem of blind equalization in communications. We assume that we have access to two observations obtained either by sampling, at the symbol rate, the outputs of two sensors or by oversampling, by a factor of two, the output of a single sensor. In either case, the two observations correspond to the outputs of two channels excited by the same input. The channels are estimated using the theory of signal reconstruction from phase only. The phase used is the phase of the cross spectrum of the observations filtered through their minimum phase equivalent filters. We provide an analytical study of the propagation of noise effects in the phase estimate. Comparisons with existing methods indicate that the proposed approach is robust to noise and, at low signal-to-noise ratio (SNR), leads to significantly smaller channel estimation errors. Besides robustness to noise, the proposed method does not require knowledge of channel lengths, which are determined via an iterative procedure.
I. INTRODUCTION

I
NTERSYMBOL interference (ISI), arising from time varying multipath fading, is a limiting factor in high-speed and reliable communications. To compensate for ISI, channel (multipath) identification and equalization is necessary. One approach to channel equalization requires the transmission of a training sequence. This, however, is not a desirable option in high-speed communications since time is wasted for the transmission of the training sequence. The other approach is blind identification/equalization, which identifies/equalizes the channel by operating solely on the received sequence, thus obviating the need of a training sequence. This paper considers the blind equalization problem.
Sampling the received sequence (channel output) at the baud rate results in a stationary sequence. In the general case where the channel is nonminimum phase, reconstruction of both the channel's Fourier magnitude and phase, based on the channel output, requires the use of higher order statistics (HOS). A significant amount of research has been devoted to the development of blind equalizers using HOS [1] , [4] , [8] , [21] , [22] , [25] . An extensive discussion of these methods can be found in [10] . Basic problems associated with HOS-based methods are the following. 1) They require long observations and exhibit slow convergence. 2) Symmetric input constellations, which are typical in QAM systems, have zero third-order statistics resulting
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in zero third-order statistics of the channel output. In such cases, fourth-order statistics must be employed, thus increasing the complexity of the equalization scheme and introducing increased estimation errors. 3) They can be applied to non-Gaussian input signals only. It has been shown, however, that certain constellation shapings make the input signals almost Gaussian [27] , in which case, HOS cannot be applied. 4) They rely on the assumption that the additive noise is Gaussian in order to suppress it. While the identification of a nonminimum phase linear timeinvariant system based on the system output requires use of HOS for the case of stationary signals, when the signal is cyclostationary, the channel can be reconstructed based on second-order statistics of the output only [3] . Oversampling (compared with the symbol rate) the received signal results in a cyclostationary process, based on which the channel can be identified using second-order statistics.
Based on time division multiplexing of the oversampled by a factor ( times faster than the symbol rate) received sequence, a vector of sequences can be formed [24] . These sequences correspond to the outputs of virtual channels excited by the same input signal. The covariance matrix of this -sequence vector was used in [24] for the reconstruction of the virtual channels, which were then combined to reconstruct the propagation channel. Exploiting the orthogonality of the signal and noise subspaces of this covariance matrix, another channel estimation method was later proposed in [17] . Relatively long data are required for the latter approach to perform well. In the case of short data lengths, the noise contribution is contained in the eigenvectors, which are used in the channel reconstruction, thus resulting in channel estimation errors. A deterministic least-squares approach was recently proposed in [13] and [26] , which performs very well in high signal-tonoise ratio, independent of the data length. Its performance, however, deteriorates in the presence of noise. Methods [13] , [24] , and [26] require knowledge of channel lengths, which, if not available, are obtained using matrix rank estimation criteria. This, however, is a sensitive task, and a small length mismatch introduces large channel estimation errors. A linear prediction approach that was less sensitive to length mismatch than the one in [17] was proposed in [16] . Additional methods can be found in [6] and [11] . Methods that directly estimate the input sequence bypassing the channel estimation have been proposed in [14] and [23] .
With the exception of the methods in [17] and [24] , the methods discussed so far do not impose any assumption on the input to the channels. For the special case of a white input signal, a number of methods have been presented. A parametric approach was proposed in [2] , which fits an ARMA model to the channels and estimates the channels by estimating their zeros and poles first. As in all parametric approaches, model-order selection could be a problem in this case, and the fact that small errors in zero/pole estimates do not necessarily introduce small errors in the corresponding channels could also present a problem. In the same paper, the channels Fourier-phases were estimated, based on the phase of the cyclic statistics of the received sequence, and then combined with estimated magnitudes to reconstruct the channels. For the same case of white input, a complex cepstrum-based approach was proposed in [7] . The complex cepstra of the cyclic autocorrelation of the received sequence corresponding to different amounts of oversampling were combined to estimate the minimum and maximum phase parts of the channels. Complex cepstrum operations, however, are sensitive to noise.
In this paper, we present a novel method for estimating the channels, assuming the input is a generally nonwhite process. The basic tools are power spectrum-based system identification and signal reconstruction from phase only. First, we use autocorrelation operations to estimate the minimum phase equivalent of each observation. Using the phase of the cross-spectrum of two observations, after they have been filtered through their minimum-phase equivalent filters, we reconstruct the corresponding channels. In the second step, we develop new results and employ existing theories on signal reconstruction from Fourier phase only. An analytical study of the errors due to noise and their propagation to the phase estimate is conducted. Both the analysis and the simulations indicate that the proposed approach is robust in low signal-to-noise ratio. Besides robustness to noise, the proposed method does not require knowledge of channels lengths, which are determined via an iterative procedure. The method is developed for the case of two observations; if more observations are available (e.g., by oversampling by a factor greater that two), then it would have to be applied on pairs of two observations at a time.
The paper is organized as follows. The blind deconvolution problem and the required assumptions for a unique solution are formulated in Section II. The proposed approach is presented in Section III. The effects of noise and finite data lengths on the solution are analyzed in Section IV. Implementation issues are discussed in Section V. Simulation results together with comparisons with existing methods are presented in Section VI, and finally, concluding remarks are made in Section VII.
II. PROBLEM FORMULATION
Let be the symbol emitted by a digital source at time , where is the symbol duration. For a time-invariant channel, the received complex baseband signal follows the model (1) where is the channel impulse response that models ISI, which is assumed to be of finite extent, and represents noise at the receiver.
The goal is to estimate the channel given only and then cancel it to recover the transmitted symbol sequence . The method proposed here assumes that two measurements are available during the symbol duration. They could be obtained by either sampling the signals received at two sensors at the symbol rate or by oversampling a single sensor output by a factor of two. In each case, the two measurements are as follows.
• Two-Sensor Measurements
Sampling at the symbol rate and starting at time , the baseband equivalents of the channels corresponding to the two measurements are (3) • Oversampling a Single Sensor Output Sampling a single sensor output twice during the symbol duration, we get (4) where is the oversampling period. The virtual channels corresponding to the above measurements are
Both cases can be described by the two-channel single-input model (6) where " " denotes convolution. In the following, we present a method that determines both channels from and and then, based on the channel estimates, recovers the input signal.
The method assumes that A1) are unknown FIR channels that are generally nonminimum phase, have no common zeros, and no zeros on the unit circle; A2) is a stationary, generally nonwhite, zero-mean random process; A3) there are no zero-pole cancellations between and convolutional components of ; A4) there are no common zeros between convolutional components of and each of the channels; A5) are noise processes uncorrelated to each other and to . Under the above conditions, the channels and are identifiable within a constant and a delay.
The above-stated assumptions are the same as in most of the existing methods, except that some methods [17] , [13] , [24] allow channels with zeros on the unit circle. However, the case of channels that have zeros on the unit circle is not very common if the observations are result of oversampling. Suppose that the communication channel is bandpass and, thus, has zeros exactly on the unit circle and that the received sequence is oversampled by a factor . The resulting virtual channels are undersampled by versions of the true channel; therefore, their bandwidth is times larger than that of the true channel. This implicit undersampling also results in aliasing; thus, the resulting channels will be fairly wideband. The only case that could result in channels with zeros on the unit circle is when the true channel is very narrowband and the resulting channels, although they have larger bandwidth, are so narrowband that no aliasing occurs. In such a case, however, the channels will also have common zeros, which means the problem is not identifiable anyway.
III. CROSS-SPECTRUM BASED BLIND IDENTIFICATION
Starting from (6), let us model as
where zero-mean white process; color of , which is generally a nonminimum phase sequence; ' ' convolution. The received sequences are (8) where
. Let denote the minimumphase equivalent [18] of and its Fourier transform, where . The minimum-phase equivalent can be obtained by applying any autocorrelation-based system identification method on [15] . Two such approaches are discussed in Section III-B of this paper. 
where integer; cross-spectrum of ; cross-spectrum of the minimum-phase parts of and [18] ; cross-spectrum of the maximum-phase parts of and [18] . The proof of Proposition 1 is given in Appendix A. Proposition 2: An FIR sequence that does not contain zerophase convolutional components is uniquely characterized up to a scalar by its Fourier phase only.
Proof: The proof for a real FIR sequence can be found in [9] . For the case of a complex sequence, the proof can be modified as follows. Let and be two FIR sequences that have the same Fourier phases and do not contain zerophase convolutional components, and let be the corresponding transforms. The sequence corresponding to (13) is a zero-phase sequence. Let be a zero of . Then, is also a zero of , and since is zero phase, is a zero of as well. Since the zeros of are the zeros of and , must be a zero of either or . The sequence does not contain zerophase convolutional components; thus, cannot be its zero, and therefore, is a zero of . Equivalently, is a zero of , i.e., and have identical zeros; consequently, , where is a constant. Proposition 3: a) Let (14) be the time domain equivalent of defined in Proposition 1, where and are the minimum phase parts of and , respectively. The sequences can be identified from within a scalar constant. b) Let (15) be the time domain equivalent of defined in Proposition 1, where and are the maximum phase parts of and , respectively. The sequences and can be identified from within a scalar constant. Proof: a) Based on (14) and the fact that are minimum phase sequences, the minimum phase part of is , and the maximum phase one is . Decomposition of into its minimum and maximum phase parts can be obtained by polynomial rooting or cepstrum operations, as will be explained in Section III-A.
The proof of part b) is similar to the one of a).
A. Outline of the Proposed Algorithm
Based on the above propositions, the channel reconstruction is achieved through the following steps:
• Step 1: The minimum-phase equivalents of and are estimated based on the observations and .
• Step 2:
is computed through (9) , and its phase is substituted in (11) to yield the phase of , except for the linear-phase term . is computed through (10) , and its phase is substituted in (12) to yield the phase of , except for the linear-phase term .
• Step 3: The sequence is reconstructed from its phase arg . Due to assumption A1), does not contain zero-phase convolutional components; thus, according to Proposition 2, it is uniquely (up to a scalar) characterized by its phase. Although a linear-phase term is missing from its exact phase, can still be reconstructed, as will be explained in Section III-C. Similarly, can be reconstructed from the phase of within a scalar.
• Step 4: The reconstructed sequence is decomposed into its minimum and maximum phase parts or, equivalently, the minimum phase parts of the channels. This decomposition can be achieved in several ways. If the reconstructed is of relatively short duration, then polynomial rooting can be used to determine its minimum and maximum phase zeros. Another way is to employ cepstrum operations. The causal part of the cepstrum after inverse cepstrum operations yields the minimum phase part, whereas the noncausal one yields the maximum-phase part. Similarly, leads to the maximum-phase parts of the channels.
• Step 5: Finally the channels are computed as (16) where are the Fourier Transforms of , respectively, as defined in (14) and (15) . The issues that will be addressed in the following are the estimation of the minimum-phase equivalent of a sequence based on noisy observations, as required in Step 1, and signal reconstruction from phase only, where the phase is known within a linear phase term, as required in Step 3.
B. Estimating the Minimum-Phase Equivalent of a Noisy Linear Process
The problem is to estimate the minimum-phase equivalent of , which is denoted by , based on the observation given in (8) . Let us consider the noise-free case first. One approach to compute the minimum-phase equivalent is the power cepstrum one. Let be the power spectrum of . Then, can be obtained as (17) where is the Fourier transform of a unit magnitude rectangular window with region of support . The power cepstrum is an exponentially decaying function; thus, can be picked so that the power cepstrum values outside are almost zero.
The power spectrum can be computed using any spectrum estimation technique [15] . In the noisy case, the power spectrum estimate contains an additive noise term. An effective way to reduce the noise contribution is to compute the power spectrum based on the windowed autocorrelation of . Another way is to use autocorrelation samples obtained from the reduced-rank autocorrelation matrix [15] . If the length of is large, then we can estimate the noise variance based on the smallest eigenvalues of the autocorrelation matrix and then subtract it from the zeroth sample of the autocorrelation to obtain an autocorrelation sequence free of noise effects [15] . The power cepstrum window length can also be controlled to reduce the noise that propagates to the minimum-phase equivalent estimate. The effect of the noise in the estimates of is studied in Section IV. Alternatively, the inverse of the minimum-phase equivalent of could be obtained by applying linear prediction on . The sequence can be approximated as an AR process. Let denote the parameters of the AR approximation of . Then (18) where is the autocorrelation matrix of and . The order can be chosen so that the sequence decays to zero within the range . When using the AR parameters instead of the minimum-phase equivalent of , (11) and (12) should be modified as arg arg (19) and arg arg (20) where
C. Reconstruction of an FIR Sequence from Its Phase Known Within a Linear Phase Term
Let be an FIR, generally complex sequence that has no zeros on the unit circle and does not contain zero-phase convolutional components, and let be its Fourier phase. Initially, we will assume that the length is known, and later in this section, we will consider the case of unknown length.
From the fact that the phase of equals , we get Im Re
Expressing in terms of and after some mathemat-ical manipulations, we get (25) where are the imaginary and real parts of sgn (26) and . Equation (25) is an extension of a similar expression presented in [9] for the case of a real signal.
Evaluating (25) at (which is different than the length of the power cepstrum window in Section III-B) discrete frequencies , we can form the system of equations (27) where (28) (29) and can be easily inferred from (25) . Since there are unknowns to be estimated, must be chosen so that . Actually, any set of discrete frequencies can be used to form the matrix as long as the number of these frequencies is greater than . The matrix has full (column) rank [9] , and the least squares solution of (27) is (30) An adaptive solution can also be obtained via LMS algorithm [20] . It should be noted that it is only the principal argument of the phase that is required in (27) since the phase appears inside a sine term. Unknown Linear-Phase Term If is known within a linear-phase term , where is an unknown integer in the range , prior to applying (30), a linear term must be subtracted from , where is an integer in the range . Via Proposition 2, if the corresponding LS solution is a valid solution, it will be equal to within a scalar constant. Let be the least squares (LS) solution of (27) corresponding to phase . To check if is an acceptable solution, we need to check if the difference between its phase and is a straight line in . Unknown Length Two FIR sequences corresponding to the same Fourier phase but different lengths differ by a zero-phase convolutional component. If we apply the procedure outlined above to estimate from based on a length less than , we will find no solution [19] . For length greater than , we will find a solution that is equal to the convolution of with a zero-phase sequence. The length of this zero-phase sequence will be equal to the amount of the length overestimate. Thus, starting from a small length and increasing it, the first solution found is the right one.
1) Reconstruction of from the Phase of :
The length of is unknown, and its Fourier phase can be computed from the phase of , i.e., , within the linear-phase term [see (11)]. Applying the theory presented above the reconstruction of from proceeds as follows.
Let be the true length of , which is unknown, and let be a guess for it. The loop shown at the bottom of the page is implemented.
To determine whether is a straight line, we propose to perform a least-squares fit of to the equation of a line. Let be the LS error of the fit corresponding to length and phase , and let . For each value of , the reconstructed sequence corresponding to the location of the minimum in is a potential solution. However, for , no solution exists. For , the LS error exhibits a profound minimum that stays almost constant as increases and is several orders of magnitude smaller than the minima corresponding to . We can monitor as increases, and when it stabilizes to a low value, i.e., , choose as solution the one corresponding to length .
A solution corresponding to , i.e., , will be quence has zeros in conjugate reciprocal pairs; therefore, the minimum-phase parts of and and, as a result, the channels that would result from , would have common zeros, i.e.,
The length of , or, equivalently, the number of common zeros, is half of the difference between and , which can be found as the number of zero eigenvalues of the Sylvester matrix [12] formed based on and . The same steps can be followed for the reconstruction of from the phase of . If knowledge of a maximum length for the channels and is known, then the loop in the beginning of this subsection will run up to twice that maximum length only since this is the upper limit on the length of and . This leads to significant computational savings. Alternatively, that loop can run backward, starting from twice the maximum channel length.
IV. ERROR ANALYSIS
In the presence of noise and finite data lengths, we can only obtain an estimate of required in (9), i.e., . Although the noise contribution will be almost zero in the cross spectrum of the observations , it will be present in the estimates of the minimum-phase equivalents of . In this section, we study the propagation of noise to the phase of and to the reconstructed sequence . To simplify the analysis, we assume that the noise is zeromean white Gaussian with variance and that the input signal is deterministic, i.e., [see (7)].
Proposition 4:
Let be the phase of , and let be the corresponding phase in the noise-free case. Then 
Considering discrete frequencies
, where is the length of the data , and assuming that the spectra estimates were obtained using the Blackman-Tukey (BT) method [15] , the phase errors are jointly Gaussian, with mean (36) and covariance equal to
where is the discrete Fourier transform of a unit amplitude rectangular window over , and is the covariance of given by
The proof is given in Appendix B. According to (36), the observation noise results in bias in the phase . Viewing as approximately the inverse signal-to-noise ratio (SNR) level in observation , for high SNR, the bias will be practically zero. The bias will also be very small if the SNR level in the two observations is approximately the same, even if the actual SNR is very low. In the case where and are result of oversampling, the SNR level will be approximately the same in them; thus, the resulting phase error will be small even at low SNR.
In the case of oversampling, the spectra of the channels and will be very close to each other at low frequencies, and they will deviate from each other at higher frequencies. From (4), one can see that the spectrum of will be a periodic extension of with period , whereas the spectrum of will be a periodic extension of with period . Due to aliasing, the magnitude spectra of and will deviate from each other at high frequencies. As a result, even if the SNR is the same in the two observations, the phase error will tend to be higher at high frequencies.
Besides SNR, other parameters that control the phase error are the autocorrelation and power cepstrum window lengths and , respectively, and the data length . The phase error bias and variance increase as and increase, and the variance tends to zero as .
To reconstruct an estimate of the sequence , (27) must be solved in the least squares sense, i.e., 
and is the covariance of . The proof is given in Appendix C. Combining the last two propositions, at high SNR, or at any SNR as long as it is the same in the two observations, the estimated sequence will be practically unbiased.
V. IMPLEMENTATION ISSUES
A. Minimizing the Phase Estimation Error
According to the analysis presented in Section IV, the mean and variance of the phase error decreases as the autocorrelation There were 100 output symbols used for each estimate. and power cepstrum window lengths get smaller. Thus, we need to employ windows as tight as possible without cutting off significant autocorrelation or power cepstrum values.
If the true channel is lowpass, the phase bias given in (36) tends to be larger for high frequencies than for low frequencies, as it was explained in Section IV. Since in the system of (27) corresponding to a sequence of length , phase samples are required, we can choose among the phase samples those that correspond to the low-frequency part of the spectrum where the error is lower. The low-frequency region of each virtual channel spectrum can be approximately taken to be twice the low-frequency region of the observation spectrum.
B. Equalization
Once the channel estimates are available, we are interested in canceling the effect of the channel in order to obtain an There were 100 output symbols used for each estimate. estimate of the input sequence. In that case, we can make use of a property of multichannel equalization that the perfect equalizer (in the absence of noise) has finite length. In this paper, we consider the linear matrix equalizer that equals the least-squares solution of a system of equations formed by writing (6) in a vector form. To do so, we consider a vectored observation and write (6) as where are the input and noise vectors, respectively, and is a compound filtering matrix formed by stacking the two filtering matrices associated with channels and , respectively, one on top of the other [17] . Then, the optimal linear equalizer equals the pseudoinverse of matrix . This equalizer is analyzed in detail in [17] and will not be further discussed here.
VI. SIMULATIONS
In this section, we demonstrate the performance of the proposed algorithm and compare it with those of the method of [13] and [26] , which will be referred to as the least squares method (LS), and the one of [17] , which will be referred to as the subspace (SS) method.
Two sets of simulations are presented corresponding to two channels that simulate a real communications environment. In both cases, the channel output is oversampled by a factor of two compared with the baud rate. The source symbols are drawn from a BPSK signal constellation with uniform distribution. The noise processes are white, zero-mean, and Gaussian distributed. In all cases, 100 Monte Carlo runs were conducted, with the input and noise realizations being different in each run. As a performance measure of the estimation methods, we used the normalized root-mean-square error (NRMSE) of the estimator defined by NRMSE where is the estimate of the channel from the th run, and is the number of Monte Carlo runs.
A. Example 1
In order to approximate a two-ray multipath environment, a channel was generated from the superposition of two delayed raised-cosine pulses where denotes the raised-cosine pulse and the rolloff factor. The length of was truncated to six symbol intervals. Two virtual channels of length 6 were generated by sampling twice during each period. 1) Channel Identification: The power cepstrum approach was used to estimate the minimum-phase equivalent and based on the observations. The lengths of the autocorrelation and cepstrum windows were set to and , respectively. No information about the channel lengths was assumed to be known. Instead, the iteration described in Section III-C1 was implemented for the reconstruction of starting with length . In the simulations, during each Monte Carlo run, the minimum LS error values, i.e., (see Section III-C1) were kept in an array for To determine the correct length , the following procedure was followed. The vector of the differences between successive elements of and its mean and standard deviation were computed. The location of the last element of the difference vector that exceeded the mean plus one standard deviation was picked as the length estimate. A similar procedure was followed for the length of . For these particular channels that contain low-level values at both endpoints, it did not matter if we overestimated their lengths. Stopping the iteration at larger lengths gave us the true sequences followed by values close to zero.
On the contrary, the comparison methods LS and SS were implemented with the correct channel lengths since small length mismatch led to large errors in the channel estimates.
First, we fixed the number of output symbols to 100 and varied the SNR from 5-40 dB. Fig. 1 shows the NRMSE of the channel estimates from the LS, SS (using the full signal subspace with as the length of the temporal window), and proposed methods. According to this figure, the proposed method performs consistently better than the SS method and outperforms the LS method for SNR less than 35 dB. The LS method exploits the data structure of the system output directly without suppressing any noise effect; thus, the degradation of shown. Channels were estimated based on 100 output symbols. There were 10 5 symbols used for SNR below 15 dB and 10 6 symbols otherwise. its performance at low SNR is to be expected. The SS method, on the other hand, relies entirely on the autocovariance matrix of the observation vector in order to obtain partial or full information of the signal or noise subspaces. However, the smaller the number of available output symbols, the less accurate the estimated covariance samples. It seems that the NRMSE of the proposed method decays very slowly for SNR above 20 dB, although it attains a very low value at that point. We believe the reason for the slow decay of the NRMSE is the phase bias term in (36). The phase bias contains the term , which is the inverse SNR per frequency point and not the inverse SNR itself. Although the SNR can be high, the ratio could be big at some frequencies (usually high frequencies). Although the phase samples could be obtained to avoid high frequencies, as explained in Section V-A, in the simulations, no such effort was made, and all frequencies were used.
Next, we fixed the SNR to 20 dB and varied the number of symbols from 50 to 400. Fig. 2 shows the NRMSE's of the three methods. The proposed method clearly outperforms the other two at any record length, although the corresponding error reaches steady state after the number of symbols reaches 150. The LS method is unaffected by the increase in the record length, which is to be expected since that method does not exploit the statistical properties of the received signal. On the other hand, the SS algorithm's performance steadily improves, but the NRMSE remains at a high level even when 400 symbols are used.
Based on our experience with simulations, we found that the NRMSE is not always a reliable measure of performance. In order to provide additional insight into the performance of the methods under consideration, we fixed the number of symbols to 100 and the SNR to 10 dB and performed 100 Monte Carlo simulations using the three methods. The results are shown in Figs. 3-5 for the proposed, LS, and SS methods, respectively. The original channel and the sample average of 100 estimated channels (dashed line) are shown in these images, along with sample standard deviation (dotted lines) for each method. The proposed method clearly produces an almost unbiased estimate, whereas the LS and SS methods both result in a considerably biased estimate. In all graphs, the reconstructed channel is normalized with respect to the energy of the true channel .
2) Validation of Analytical Expressions for Phase Errors Statistics through Monte Carlo Simulations:
In this part, we demonstrate the validity of the results presented in Proposition 4 for the mean and variance of the phase errors [see (36) and (37)]. The same channel of example 1 was used. We conducted 100 Monte Carlo simulations with the number of output symbols fixed to 400 and the SNR varying from 10-30 dB. The results are shown in Fig. 6 . Fig. 6(a) , (c) and (e) shows the mean of the phase errors and Fig. 6(b), (d) , and (f) shows the variance of the phase errors for SNR 10, 20, and 30 dB, respectively, versus frequency in rad/s. The parameters and used were for SNR dB and for SNR and dB. In all graphs, solid lines represent sample averages over 100 simulations, and the dashed lines show values computed using (36) and (37) for the mean and variance, respectively. Absolute values in log scale are plotted both for bias and variance. These graphs indicate that there is a good agreement between analytical expressions and simulations for SNR equal to 20 and 30 dB. It should be noted that the analytical results were obtained based on the moderate-to-high SNR assumption. The discrepancy between theoretical and simulation results at SNR dB indicates that the analysis is probably not valid at this low SNR. However, interestingly enough, the phase error mean and variance computed by simulations stay at a low value for all SNR levels, even at 10 dB. The increased error at high frequencies is evident both in the simulated and analytical results.
3) Equalization: An equalization example is also presented for the same channel. The source symbols were drawn from a 16-QAM constellation with uniform distribution, and the SNR was 25 dB. We used 100 output samples in order to estimate the channels. We then transmitted 300 symbols, and the unequalized channel output (for channel ) is shown in Fig. 7(a) . Fig. 7(b) shows the equalized channel output from which we can see that a decision can be easily made since the eye is well opened.
The equalization quality of the proposed method was measured by means of the bit-error-rate (BER) in the postequalized signal and compared with the error rates of the LS and SS methods. In this case, a BPSK source signal was used, and the channels were estimated based on 100 output symbols for each method. At each Monte Carlo run, the channels were equalized, and the number of erroneous decisions was measured. The BER was calculated as the number of errors averaged over 100 runs. The effect of noise on the BER measure is shown in Fig. 8 . We tested total bits for SNR below 15 dB and bits otherwise. The BER of the proposed method is significantly lower than those of the comparison methods for all SNR levels and drops below for SNR above 22.5 dB. The BER of the LS method stays at a high value for SNR below 25 dB but improves rapidly for higher SNR's, whereas the SS method exhibits a high BER at all SNR levels. To achieve better performance, a larger sample size is necessary for the SS method.
B. Example 2
In this case, we considered a three-ray multipath model with the generated channel given by This channel's length was truncated to six symbol intervals, and the channel's output was oversampled by a factor of two, resulting in two virtual channels of length six each. Although the shape of this channel resembles that of the one used in Example 1, it is considered to be a "tougher" channel. This is because the virtual channels that result contain a pair of closely placed zeros. We chose and as the operating parameters in the implementation of the algorithm. In order to estimate the lengths of and , we followed a similar procedure as the one outlined in Example 1.
The same simulation was repeated in that case. The number of symbols was fixed to 100, and the SNR varied between 5-40 dB. The results are shown in Fig. 9 . Interestingly enough, the performance of the LS and SS methods improved as compared with the previous results, whereas the performance of the proposed method did not. This is due to the fact that only estimates for the length parameters are used for the proposed method. When a pair of zeros between the two channels is closely spaced, the contribution to the phase of either or (depending on the position of the zeros relative to the unit circle) is close to zero. Therefore, a shorter sequence can be found whose phase is very close to that of the original sequence's. This could lead the iterative procedure outlined in Section III-C1 to choose a smaller length, thus leading to slightly larger errors. This problem does not exist for the other two methods since they are provided with the correct channel length. However, even in that case, the proposed method still performs better at low SNR values. The same inferences can be made from Fig. 10 , which shows the NRMSE's for the estimators at dB and number of symbols varying between 50 and 400. Again, the curve of the proposed method is shifted upwards, but its performance is still better from that of the comparison methods for all record lengths used.
VII. CONCLUSION
A new blind equalization algorithm was presented. Available information is considered to be in the form of two filtered observations of an unknown nonwhite signal. By employing the phase of a function of the cross-spectrum of the observations, the channels are reconstructed and used to recover the input sequence. The lengths of the channels need not be known and are determined via an iterative procedure. The analysis conducted indicated that the error in the phase estimate due to observation noise and finite data length effects can be controlled by appropriately selecting the autocorrelation and power cepstrum window parameters. Besides the high SNR case, the phase error can be small even at low SNR, as long as the SNR level in the two observations is the same. When the observations are result of oversampling, the phase error tends to be higher at high frequencies. However, the fact that we can utilize selectively some phase samples only for the reconstruction of the channels enables us to avoid the phase samples that contain high errors. The analytical expressions of the phase error statistics were found to be in close agreement with Monte Carlo simulation results at moderate-to-high SNR's. Comparisons with existing methods indicated that the proposed one performs better both in terms of bias and variance of the final channel estimates for low and moderate SNR.
The extension of the proposed method to the multiple sensor case is under investigation. An obvious way would be to reconstruct the channels by operating on the sensor outputs in pairs of two.
APPENDIX A PROOF OF PROPOSITION 1
The transform of can be decomposed as
where (44) is the minimum phase part (45) is the maximum phase part, is constant, and equals the number of zeros of outside the unit circle. The minimum phase equivalent of , which is denoted by , is defined as the sequence whose transform equals (46) i.e., is a minimum-phase sequence, whose zeros consist of the minimum phase zeros of , and the maximum-phase zeros of reflected inside the unit circle at their conjugate reciprocal locations.
The -domain equivalent of defined in (9) equals (47) where is the variance of , and
It should be noted that the noise terms do not appear in (47) since they are suppressed in the cross spectrum of and . Due to its structure, is zero phase; thus, (47) leads to the phase relation (49) or equivalently (50)
In the above equation, the integer , if unknown, can take values in the range , where is the maximum of the lengths of and . In the same equation, the constant has been omitted since its contribution is a complex multiplication constant in the time domain equivalent sequence.
Equation (10) is obtained in a similar manner.
APPENDIX B PROOF OF PHASE ERROR STATISTICS
Starting from (8) , assuming that the noise term is zero-mean Gaussian with variance and uncorrelated to and that the input signal is deterministic (i.e, ), the power spectrum estimated based on samples of equals 
where is the minimum-phase equivalent estimate of in the noise-free case. From (9) , the estimate of in the noisy case becomes
Under the assumption that and are uncorrelated, we can claim that the cross spectrum of the observations, i.e., , will be almost equal to its noise-free estimate . Then, based on (56) and (55), we get (57) Let be the phase of the estimate , and let be the corresponding phase in the noise-free case. Then, based on (55) and (57) 
where (65) The statistics of depend on the statistics of the power spectrum estimator we employ. In the following, we are going to assume that the Blackman-Tukey spectrum estimate was used. Considering discrete frequencies , for large , the samples are jointly Gaussian with mean [15] (66) and covariance (67) where is the Fourier transform of the autocorrelation window, which in this case will be taken to be rectangular with unit amplitude over the interval . Based on (64), the phase errors will also be jointly Gaussian. Their mean and covariance can be easily derived based on (66) and (67).
APPENDIX C PROOF OF PROPOSITION 5 We start from (39). Assuming that the phase error is small the following approximations can be made:
In the following, the subscript will be omitted for simplicity. Based on the above relations, we can write (68) (69) where and should be interpreted as a discrete frequency . Using (68) and writing as the sum of the true vector plus an error term , (39) becomes (70) Assuming that the error in the reconstructed sequence is small, which is true when is well-conditioned, then (70) can be written as (71) Equation (71) is in the form of the general linear model , where observable vector of random quantities; vector of unknown parameters; unobservable random vector [5] . If is distributed according to , then is distributed normally with mean the true vector and covariance matrix [5] . In our case, , and from (68) and Proposition 4, it is distributed normally with zero mean and covariance matrix: (72) where is given in (37). Using the above equation, the result of (41) can be easily obtained.
