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El estudio de la convergencia tiene gran importancia en varias a´reas de las
matema´ticas. En ana´lisis, muchos de los conceptos, como la derivacio´n o
la integracio´n, se definen usando l´ımites. En topolog´ıa, muchas propiedades
de un espacio, como la compacidad o el axioma de Hausdorff, as´ı como las
funciones continuas entre espacios topolo´gicos, pueden ser descritas usando
convergencia. En geometr´ıa, en especial en geometr´ıa diferencial, el concepto
de convergencia tambie´n es fundamental.
El concepto de l´ımite se estudia en espacios me´tricos mediante la conver-
gencia de sucesiones. Este concepto se puede estudiar tambie´n en espacios
topolo´gicos ma´s generales, sin embargo, no presenta buenas propiedades,
por lo que resulta insuficiente. Para realizar un estudio de la convergencia
en espacios topo´logicos, las redes (o sucesiones generalizadas), fueron intro-
ducidas por E.H. Moore y H.L. Smith en 1922, y los filtros por H. Cartan, en
1936. El grupo Bourbaki, del que Cartan fue uno de los fundadores, utilizo´
el concepto de filtro en su libro Topologie Ge´ne´rale como una alternativa al
concepto de red.
En este trabajo, en el cap´ıtulo 1, se introducira´ el concepto de filtro, que
servira´ para generalizar la nocio´n de convergencia. Se comprobara´ que en
determinados espacios la convergencia de sucesiones no describe de manera
adecuada la topolog´ıa, y se demostrara´n propiedades topolo´gicas trabajan-
do con filtros. Resultados como el teorema de Tychonoff, por ejemplo, cuya
demostracio´n es trabajosa, se prueban de manera ma´s sencilla utilizando
herramientas proporcionadas por los filtros.
Posteriormente, en el cap´ıtulo 2, se definira´ la nocio´n de filtro cerrado,
similar a la de filtro, con la condicio´n adicional de que los elementos de los
filtros cerrados deben ser conjuntos cerrados. Utilizando los filtros cerrados
tambie´n se puede definir la convergencia, y estudiar propiedades topolo´gicas.
Se estudiara´ que´ propiedades de los filtros se conservan en filtros cerrados, y
cua´les dejan de ser va´lidas debido a la restriccio´n de utilizar exclusivamente
conjuntos cerrados.
1
2Finalmente, en el cap´ıtulo 3 se estudiara´n las compactificaciones, es decir,
formas de embeber espacios no compactos de manera densa en espacios
compactos, y se dara´ una forma de construir una compactificacio´n de un




Definicio´n 1.1.1. Un filtro F sobre X es una familia no vac´ıa de subcon-
juntos de X tal que :
- F 6= ∅ para todo F ∈ F ,
- F1 ∩ F2 ∈ F para todo F1, F2 ∈ F ,
- Si F ∈ F y F ⊂ G, entonces G ∈ F .
Observamos que la definicio´n es puramente conjuntista, es decir, no es
necesario definir una topolog´ıa sobre X para definir los filtros. Veamos ahora
algunos ejemplos.
Ejemplo 1.1.1. (i) Filtro indiscreto sobre un conjunto no vac´ıo X: F =
{X}.
(ii) Filtro principal sobre un conjunto: Dado un conjunto X y x ∈ X, se
define F = {A ⊂ X | x ∈ A}. Sus elementos son no vac´ıos, ya que
x pertenece a todos ellos. Si dos conjuntos contienen a x, su intersec-
cio´n tambie´n, y si x pertenece a un conjunto A, tambie´n pertenece a
cualquier conjunto B ⊃ A.
(iii) Filtro de entornos en un espacio topolo´gico: Dado un espacio topolo´gi-
co (X, τ), y x ∈ X, el conjunto F = Nx de los entornos del punto x es
un filtro, ya que los entornos de un punto cumplen las condiciones de
la definicio´n.
(iv) Filtro cofinito sobre un conjunto: Dado un conjunto infinito X, F =
{A ⊂ X | X − A es finito}. Es claro que los elementos de F son no
vac´ıos. Adema´s, si A,B ∈ F , X − A y X − B son finitos, por lo que
X − (A ∩ B) = (X − A) ∪ (X − B) es finito, y entonces A ∩ B ∈ F .
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Finalmente, si A ∈ F y A ⊂ B, entonces X−B ⊂ X−A que es finito,
por lo que B ∈ F . Por lo tanto F es un filtro.
(v) Ana´logamente al filtro cofinito, se puede definir, en un espacio no con-
table, el filtro cocontable F = {A ⊂ X | X −A es contable}.
Definicio´n 1.1.2. Una subcoleccio´n B ⊂ F es una base del filtro F si para
todo F ∈ F existe B ∈ B tal que B ⊂ F , es decir, si
F = {F ⊂ X | ∃B ∈ B : B ⊂ F}.
Proposicio´n 1.1.1. Una familia de subconjuntos no vac´ıos de X, B, es
base de algu´n filtro sobre el conjunto X si y so´lo si para todo B1, B2 ∈ B
existe B3 ∈ B tal que B3 ⊂ B1 ∩B2.
En tal caso, el conjunto F = {F ⊂ X | ∃B ∈ B : B ⊂ F} es un filtro, el
filtro generado por B.
Demostracio´n. ⇒) Si B es base del filtro F , entonces dados B1, B2 ∈ B,
como son elementos del filtro, B1 ∩B2 ∈ F , y por lo tanto existe B3 ∈ B tal
que B3 ⊂ B1 ∩B2.
⇐) Si para todo B1, B2 ∈ B existe B3 ∈ B tal que B3 ⊂ B1∩B2, entonces
vemos que F = {F ⊂ X | ∃B ∈ B : B ⊂ F} es un filtro. En primer lugar
sus elementos son no vac´ıos, ya que contienen a elementos de B. Adema´s,
si F1, F2 ∈ F , existen B1, B2 ∈ B tales que B1 ⊂ F1 y B2 ⊂ F2. Entonces
existe B3 ∈ B tal que B3 ⊂ B1 ∩ B2 ⊂ F1 ∩ F2, por lo que F1 ∩ F2 ∈ F .
Finalmente, si F ∈ F , y F ⊂ G, existe B ∈ B tal que B ⊂ F ⊂ G, por lo
que G ∈ F . As´ı, F es un filtro y B es base de F .
Ejemplo 1.1.2. (i) Dado un conjunto X y x ∈ X, B = {{x}} es base
del filtro principal en x.
(ii) Dado un conjunto X y A ⊂ X, B = {A} es base del filtro principal en
A.
(iii) B = {(a,∞) | a ∈ R} es base de un filtro sobre R, que suele llamarse
filtro de Fre´chet.
Sean X e Y dos conjuntos, y f : X −→ Y . Sea F un filtro en X.
Entonces, f(F) = {f(F ) | F ∈ F} no tiene por que´ ser un filtro en Y , por
ejemplo, si f no es sobreyectiva.
Ejemplo 1.1.3. Sea f : R −→ R definida por f(x) = |x|, y sea F un filtro
en R. Entonces, dado un elemento F ∈ f(F), el conjunto {−1} ∪ F ⊃ F no
puede pertenecer a f(F) ya que −1 no pertenece al rango de f . Por lo tanto
f(F) no es un filtro.
Proposicio´n 1.1.2. Sean X e Y dos conjuntos, y f : X −→ Y . Sea F un
filtro en X. Entonces, f(F) = {f(F ) | F ∈ F} es una base de filtro en Y .
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Demostracio´n. En primer lugar, es claro que los elementos de f(F) son no
vac´ıos, ya que son ima´genes de conjuntos no vac´ıos. Ahora, sean f(F1) y
f(F2) dos elementos de f(F). Entonces, F1, F2 ∈ F , por lo que F1∩F2 ∈ F .
As´ı, f(F1 ∩ F2) ∈ f(F) y adema´s f(F1 ∩ F2) ⊂ f(F1) ∩ f(F2). Por lo tanto
f(F) es base de filtro.
Definicio´n 1.1.3. Sea f : X −→ Y , y F un filtro en X. Definimos la
imagen de F , y la denotamos f(F), al filtro generado por las ima´genes de
los elementos de F .
Definicio´n 1.1.4. Sean F1 y F2 filtros sobre X. Decimos que F1 es ma´s
fino que F2 si F2 ⊂ F1.
Esta relacio´n define un orden parcial sobre la familia de filtros sobre X.
Ejemplo 1.1.4. (i) Dado un conjunto X, y un subconjunto A ⊂ X con
ma´s de un punto el filtro principal en x ∈ A es estrictamente ma´s fino
que el filtro principal en A.
(ii) Sobre un conjunto X no contable, el filtro cocontable es estrictamente
ma´s fino que el filtro cofinito.
Definicio´n 1.1.5. Un filtro F es fijo si
⋂
F∈F
F 6= ∅ y libre en caso contrario.
Ejemplo 1.1.5. (i) El filtro principal en x es un filtro fijo para cada




F 6= ∅. Ana´logamente, el filtro principal en A es un filtro fijo
para todo A ⊂ X, A 6= ∅.
(ii) El filtro de entornos de cualquier punto x ∈ X es un filtro fijo, ya
que x pertenece a cualquier entorno, por lo que la interseccio´n de los
entornos contiene a x y es no vac´ıa.
(iii) Los filtros cofinitos y cocontables son filtros libres. En efecto, sea X un
conjunto infinito, y F el filtro cofinito. Dado x ∈ X, sea Fx = X−{x}.
El complementario de Fx es finito, por lo que Fx ∈ F , pero x /∈ Fx.
As´ı, x no puede estar en la interseccio´n de todos los elementos del
filtro. Por lo tanto
⋂
F∈F
F = ∅, y F es un filtro libre. Ana´logamente se
demuestra que los filtros cocontables son libres.
1.2. Convergencia de filtros
1.2.1. Convergencia y puntos de aglomeracio´n
Hasta ahora, las propiedades que hemos visto de los filtros han sido, al igual
que su definicio´n, puramente conjuntistas, excepto para el ejemplo del filtro
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de entornos sobre un punto dado. Ahora indroducimos una topolog´ıa sobre
el conjunto para definir la convergencia y los puntos de aglomeracio´n, y
veremos que podemos utilizarlas para describir conceptos topolo´gicos como
la clausura o la compacidad, de manera ana´loga a como se emplean las
sucesiones en espacios me´tricos.
Definicio´n 1.2.1. Sea F un filtro en un espacio topolo´gico (X, τ).
(i) Decimos que F converge a x, y denotamos F −→ x si Nx ⊂ F .
(ii) Decimos que x es punto de aglomeracio´n de F si para todo N ∈ Nx,
es N ∩ F 6= ∅ para todo F ∈ F .
La anterior definicio´n es equivalente a, si B es base de filtro,
(i) B −→ x si y so´lo si para todo N ∈ Nx existe B ∈ B tal que B ⊂ N .
(ii) x es punto de aglomeracio´n del filtro generado porB si y so´lo siB∩N 6=
∅ para todo N ∈ Nx y B ∈ B.
Podemos caracterizar los puntos de aglomeracio´n de un filtro de la si-
guiente manera.
Proposicio´n 1.2.1. Dado un filtro F sobre un espacio topolo´gico (X, τ),
un punto x ∈ X es punto de aglomeracio´n de F si y so´lo si x ∈ F para cada
F ∈ F .
Demostracio´n. Dado x ∈ X, x es punto de aglomeracio´n de F si y so´lo si
para cada F ∈ F , es N ∩ F 6= ∅ para todo N ∈ Nx, es decir, si y so´lo si
x ∈ F .
Ejemplo 1.2.1. (i) Es claro que en cualquier espacio topolo´gico, para
todo x ∈ X F = Nx −→ x.
(ii) Dado x ∈ X, donde (X, τ) es cualquier espacio topolo´gico, el filtro
principal en x, F = {A ⊂ X | x ∈ A} −→ x, ya que para todo
N ∈ Nx, x ∈ N .
(iii) En (X, τind) todos los filtros convergen a todos los puntos de X, ya
que el u´nico entorno de cada punto es el total, y el total pertenece a
todos los filtros.
(iv) En (X, τdis), dado x ∈ X, el u´nico filtro que converge a x es el filtro
principal en x, ya que si F −→ x, como {x} es un entorno de x,
{x} ∈ F , y por lo tanto F = {A ⊂ X | x ∈ A}.
(v) Dado un espacio topolo´gico (X, τ), el filtro indiscreto F = {X} con-
verge a un punto x ∈ X si y so´lo si el u´nico entorno de x es X. Por
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ejemplo, en ([0, 1], τ[0,1)), donde τ[0,1) = {A ⊂ [0, 1] | [0, 1) ⊂ A}, el fil-
tro indiscreto converge a 1, ya que el u´nico abierto que contiene al 1 es
[0, 1]. Sin embargo, todos los puntos de X son puntos de aglomeracio´n
de F , sin importar cual sea la topolog´ıa.
Ejemplo 1.2.2. Al contrario que las sucesiones en espacios me´tricos, pero
al igual que sucede en espacios topolo´gicos ma´s generales, los filtros pueden
converger a ma´s de un punto. Sea X un conjunto, y A ⊂ X un subconjunto
con ma´s de un punto. Sea τA la topolog´ıa A-inclusio´n, es decir,
τA = {B ⊂ X | A ⊂ B} ∪ {∅}
Entonces el filtro principal en A,
FA = {B ⊂ X | A ⊂ B}
converge a todos los puntos de A.
Proposicio´n 1.2.2. (i) Si F −→ x, entonces x es punto de aglomeracio´n
de F .
(ii) Si F −→ x, entonces cualquier filtro ma´s fino que F tambie´n converge
a x.
Demostracio´n. (i) Si Nx ⊂ F , como la interseccio´n de dos elementos cua-
lesquiera de un filtro es no vac´ıa, N∩F 6= ∅, para todo N ∈ Nx, F ∈ F ,
es decir, x es un punto de aglomeracio´n de F .
(ii) Si G es un filtro ma´s fino que F , y Nx ⊂ F , entonces Nx ⊂ G, por lo
que F −→ x.
1.2.2. Los filtros generalizan a las sucesiones
Se puede apreciar la similitud entre los filtros y las sucesiones. En efecto, en
el caso de un espacio me´trico (X, d), dado x ∈ X, el conjunto de las bolas
abiertas centradas en X, Bx = {B(x, ) |  > 0} forma una base de entornos
del punto x. As´ı, si un filtro F converge a x entonces Bx ⊂ F . Por otra
parte, si una sucesio´n {xn}n∈N converge a x, para cada ε > 0, existe nε ∈ N
tal que {xn | n ≥ nε} ⊂ B(x, ε). Esta similitud se ve de manera au´n ma´s
clara si consideramos el concepto de red, que se puede considerar como una
generalizacio´n de las sucesiones.
Definicio´n 1.2.2. Un conjunto D es un conjunto dirigido si existe una
relacio´n ≤ en D tal que
(i) d ≤ d para todo d ∈ D.
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(ii) Si d1 ≤ d2 y d2 ≤ d3, entonces d1 ≤ d3.
(iii) Para todo d1, d2 ∈ D, existe d3 ∈ D tal que d1 ≤ d3 y d2 ≤ d3.
A la relacio´n ≤ se le llama direccio´n en D.
Definicio´n 1.2.3. Una red sobre un conjuntoX es una funcio´n ϕ : D −→ X,
donde D es un conjunto dirigido. El punto ϕ(d) se suele denotar por xd, y
la red por {xd}d∈D.
Es claro que las sucesiones son tambie´n redes, ya que los nu´meros natu-
rales con la relacio´n usual de orden forman un conjunto dirigido. Es decir,
las redes generalizan el concepto de sucesio´n. As´ı, la convergencia de redes
se define de manera similar a la convergencia de sucesiones.
Definicio´n 1.2.4. Se dice que una red {xd}d∈D converge a un punto x en
un espacio topolo´gico (X, τ), y se denota por xd −→ x si, para cada entorno
U de x existe un d0 ∈ D tal que d0 ≤ d implica que xd ∈ U .
Veamos que podemos establecer una relacio´n entre filtros y redes.
Definicio´n 1.2.5. Sea X un conjunto y {xd}d∈D una red en X. Para cada
d0 ∈ D, definimos el conjunto Bd0 = {xd | d0 ≤ d}. Entonces la familia
B = {Bd | d ∈ D} es una base de filtro, para un filtro llamado el filtro
generado por {xd}d∈D.
Definicio´n 1.2.6. Sea X un conjunto, y F un filtro sobre X. Definimos el
conjunto DF = {(x, F ) | x ∈ F ∈ F}. As´ı, DF esta´ dirigido por la relacio´n
(x1, F1) ≤ (x2, F2) si y so´lo si F2 ⊂ F1. Por lo tanto, la funcio´n ϕ : DF −→ X
definida por ϕ((x, F )) = x es una red en X, y se llama la red basada en F .
La convergencia de filtros y redes es equivalente en el siguiente sentido:
Proposicio´n 1.2.3. (i) Sea (X, τ) un espacio topolo´gico. Un filtro F so-
bre X converge a un punto x ∈ X si y so´lo si la red basada en F
converge a x.
(ii) Una red {xd}d∈D en X converge a x ∈ X si y so´lo si el filtro generado
por {xd}d∈D converge a x.
1.2.3. Descripcio´n de conceptos topolo´gicos mediante filtros
Proposicio´n 1.2.4. Sea (X, τ) un espacio topolo´gico, y F un filtro. Enton-
ces un punto x es un punto de aglomeracio´n de F si y so´lo si existe un filtro
G, F ⊂ G tal que G −→ x.
Demostracio´n. =⇒) Si x es un punto de aglomeracio´n de F , entonces se tiene
N∩F 6= ∅ para todo N ∈ Nx y F ∈ F . Sea B = {F ∩N | F ∈ F N ∈ Nx}.
Veamos que B es base de filtro. Es claro que los elementos de B son no vac´ıos.
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Sean B1 = F1∩N1, B2 = F2∩N2 ∈ B. Entonces F1∩F2 ∈ F , N1∩N2 ∈ Nx,
por lo que B3 = (F1∩F2)∩(N1∩N2) ∈ B. Adema´s, claramente B3 = B1∩B2
(y por tanto B3 ⊂ B1 ∩ B2), por lo que B es base de un filtro G. Por otra
parte, dado F ∈ F , como X ∈ Nx, F = F ∩ X ∈ B, por lo que el filtro
generado por B es ma´s fino que F . Finalmente, para todo N ∈ Nx, dado
F ∈ F , F ∩N ∈ B, y F ∩N ⊂ N , por lo que B converge a x.
⇐=) Si existe un filtro G ma´s fino que F tal que G −→ x, entonces
Nx ⊂ G. Sean N ∈ Nx y F ∈ F . Entonces N ∈ G y F ∈ G, por lo que por
ser G filtro, N ∩ F 6= ∅, lo que implica que x es punto de aglomeracio´n de
F .
A continuacio´n vemos una caracterizacio´n de la clausura de un conjunto
en te´rminos de filtros. Recordemos que, en espacios me´tricos un punto per-
tenece a la clausura de un conjunto si existe una sucesio´n contenida en el
conjunto que converja al punto; podemos hacer algo ana´logo con filtros.
Teorema 1.2.5. Sea (X, τ) un espacio topolo´gico y A ⊂ X. Entonces x ∈ A
si y so´lo si existe un F filtro tal que A ∈ F y F −→ x.
Demostracio´n. =⇒) Si x ∈ A, para cada N ∈ Nx, A ∩ N 6= ∅, y entonces
B = {A ∩ N |N ∈ Nx} es una base para un filtro F . Es claro que A ∈ F y
que para todo N ∈ Nx, N ∈ F por lo que F −→ x.
⇐=) Sea F un filtro tal que A ∈ F y F −→ x. Entonces, Nx ⊂ F y
por lo tanto para todo N ∈ Nx, N ∈ F . As´ı, debe ser N ∩ A 6= ∅ y en
consecuencia x ∈ A.
El anterior resultado implica que la topolog´ıa de un espacio queda carac-
terizada por la convergencia de los filtros sobre el espacio base. Este resulta-
do no es cierto en general si empleamos sucesiones, solamente se cumple en
espacios primero numerables, es decir, espacios en los que para cada punto
existe una base de entornos contable. Veamos lo que ocurre en un espacio
que no es primero numerable.
Ejemplo 1.2.3. Consideramos R con la topolog´ıa cocontable, es decir,
(R, τcoc), donde τcoc = {A ⊂ R | R− A es contable}. (R, τcoc) no es primero
numerable. Veamos que las u´nicas sucesiones que convergen son semicons-
tantes, es decir, si xn −→ x, entonces existe un n0 ∈ N tal que si n ≥ n0,
xn = x.
Supongamos que existe una sucesio´n no semiconstante tal que xn −→ x.
Al no ser semiconstante, existe una subsucesio´n {xϕ(n)}n∈N tal que xϕ(n) 6=
x para cada n ∈ N. Como la sucesio´n es convergente, tambie´n lo sera´ la
subsucesio´n, es decir, xϕ(n) −→ x. Ahora, si Rg({xϕ(n)}) denota el rango
de {xϕ(n)}, tomamos U = R − Rg({xϕ(n)}) ∈ τcoc porque el rango de una
sucesio´n es contable. Tenemos que x ∈ U , por lo que U es un entorno del
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punto x. Sin embargo, ningu´n punto de la subsucesio´n esta´ en U , por lo que
la subsucesio´n no puede converger a x y por lo tanto {xn}n∈N tampoco.
Ahora, consideramos el conjunto A = [0, 1]. Su clausura es A = R, ya que
los conjuntos cerrados en esta topolog´ıa son contables, y A no es contable,
por lo que el u´nico cerrado en el que esta contenido es el total. Por lo tanto,
x = 3 ∈ A, pero no hay ninguna sucesio´n contenida en A que converja a 3.
Por otra parte, en (R, τdis) las u´nicas sucesiones convergentes son las
semiconstantes, ya que si una sucesio´n {xn}n∈N converge a x, como {x} es
un entorno de x, necesariamente existe n0 ∈ N tal que si n ≥ n0, xn ∈ {x},
es decir, xn = x. Por lo tanto, desde el punto de vista de la convergencia de
sucesiones, en R la topolog´ıa discreta y la cocontable son indistinguibles. En
definitiva, la convergencia de sucesiones no caracteriza la topolog´ıa, como si
lo hace la convergencia de filtros, segu´n el teorema 1.2.5.
Veamos ma´s propiedades sobre convergencia de filtros.
Definicio´n 1.2.7. Decimos que un espacio topolo´gico (X, τ) es de Hausdorff
si dos puntos distintos se pueden separar por abiertos disjuntos, es decir, si
para cada x, y ∈ X, x 6= y, existen U, V ∈ τ tales que x ∈ U , y ∈ V , y
U ∩ V = ∅.
Teorema 1.2.6. Sea (X, τ) un espacio topolo´gico. Entonces (X, τ) es Haus-
dorff si y so´lo si todo filtro sobre X converge como mucho a un punto.
Demostracio´n. Sea (X, τ) un espacio de Hausdorff, y supongamos que existe
F un filtro que converge a dos puntos x 6= y. Existen B1, B2 ∈ τ tales que
B1 ∩ B2 = ∅, x ∈ B1, y ∈ B2. Como los abiertos son entornos de cada uno
de sus puntos, B1 ∈ Nx, por lo que B1 ∈ F , y B2 ∈ Nx, y por tanto B2 ∈ F ,
pero esto no puede ser porque B1 ∩B2 = ∅.
Rec´ıprocamente, supongamos que (X, τ) no es de Hausdorff. Entonces,
existen x 6= y tales que si U1 es un abierto que contiene a x y U2 es un
abierto que contiene a y, es U1 ∩ U2 6= ∅. Por lo que N ∩M 6= ∅ para todo
N ∈ Nx,M ∈ Ny, ya que todo entorno de un punto contiene a un abierto
que contiene al punto. Sea F = Nx. Claramente F −→ x. Pero adema´s,
y es punto de aglomeracio´n de F , pues todos sus entornos contienen a un
abierto que contiene a y, cuya interseccio´n con los entornos de x es no vac´ıa
por hipo´tesis. Entonces, existe un filtro G tal que F ⊂ G, y que converge
a y. Como adema´s G −→ x, tenemos un filtro que converge a dos puntos
distintos.
Veamos ahora que podemos utilizar la convergencia de filtros para ca-
racterizar las funciones continuas, de manera similar a como utilizamos la
convergencia de sucesiones para caracterizar funciones continuas en espacios
me´tricos. Una aplicacio´n entre espacios me´tricos f : (X, dX) −→ (Y, dY ) es
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continua en un punto x ∈ X si y so´lo si para cada sucesio´n en X que converge
a x, su imagen es una sucesio´n en Y que converge a f(x). Sin embargo, esto
no pasa en espacios topolo´gicos ma´s generales, al igual que antes, solamente
se cumple en espacios primero numerables.
Ejemplo 1.2.4. Consideramos la aplicacio´n 1R : (R, τcoc) −→ (R, τu) defi-
nida por 1R(x) = x. No es una aplicacio´n continua, ya que (0, 1) ∈ τu pero
1−1R (0, 1) = (0, 1) no es abierto en τcoc pues su complementario no es conta-
ble. Sin embargo, si una sucesio´n en (R, τcoc) converge a x, hemos visto en
el ejemplo 1.2.3 que es semiconstante. Por lo tanto, su imagen es tambie´n
una sucesio´n semiconstante y por lo tanto converge.
Queremos obtener un resultado que caracterice las funciones continuas
mediante la convergencia de filtros en cualquier espacio topo´logico.
Teorema 1.2.7. Sean (X, τX) e (Y, τY ) dos espacios topolo´gicos. Una apli-
cacio´n f : (X, τX) −→ (Y, τY ) es continua en x ∈ X si y so´lo si para todo
filtro F que converge a x, f(F) −→ f(x).
Demostracio´n. =⇒) Supongamos que f es continua en x y F −→ x. Sea
M ∈ Nf(x). Entonces existe N ∈ Nx tal que f(N) ⊂ M . Como N ∈ F ,
f(N) ∈ f(F) por lo que M ∈ f(F). Es decir, Nf(x) ⊂ f(F), lo cual implica
que f(F) −→ f(x).
⇐=) Supongamos que para todo filtro F que converge a x, f(F) −→ f(x).
Tomamos F = Nx que sabemos que converge a x. Entonces f(F) −→ f(x),
es decir, Nf(x) ⊂ f(Nx). Por lo tanto, para cada entorno M ∈ Nf(x), existe
un entorno N ∈ Nx tal que f(N) ⊂ M . En consecuencia, f es continua en
x.
A continuacio´n vamos a estudiar co´mo se comporta la convergencia de
filtros en los espacios producto. Para ello definimos primero el producto
arbitrario de espacios topolo´gicos.
Definicio´n 1.2.8. Sea {Xi}i∈I una familia de conjuntos. Definimos su pro-
ducto cartesiano como∏
i∈I
Xi = {x : I →
⋃
i∈I
Xi | x(i) ∈ Xi para cada i ∈ I}.
En el caso en el que el conjunto I es finito, podemos representar este
producto de forma natural usando una tupla, que es la manera usual de
representar los productos cartesianos finitos.
Ejemplo 1.2.5. Si el conjunto I es finito, podemos considerar I = {1, ..., n},
y entonces una aplicacio´n x : I →
⋃
i∈I
Xi es una n-tupla (x1, ..., xn) donde la
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i-e´sima componente es x(i) para cada i ∈ I, y pertenece a Xi. Podemos con-
siderar por ejemplo I = {1, 2}, X1 = R, X2 = [0, 1]. Entonces, el producto∏
i∈I
Xi = {(x(1), x(2)) | x(1) ∈ R, x(2) ∈ [0, 1]}.
Generalmente se denota el valor de x(i) como xi, y se denomina la i-e´si-
ma componente de x, de manera natural, ya que en el caso de productos




Xi → Xj definida por pii(x) = x(i), es decir, que lleva
un elemento del producto x en su j-e´sima componente se le llama la j-e´sima
proyeccio´n.
Ahora, si cada Xi es un espacio topolo´gico (Xi, τi), queremos definir una
topolog´ıa en el producto cartesiano que guarde relacio´n con las topolog´ıas
de los factores Xi.Una posible opcio´n es definir una base de la topolog´ıa




abierto ba´sico si y so´lo si U =
∏
i∈I
Ui, donde cada Ui es abierto en Xi. Estos
conjuntos, efectivamente, forman una base para una topolog´ıa, llamada la
topolog´ıa caja. Sin embargo, no es una topolog´ıa u´til, ya que muchas pro-
piedades topolo´gicas de los factores, como la compacidad, que estudiaremos
ma´s adelante, no se trasladan al producto, ya que tiene demasiados abier-
tos. En cambio, podemos definir otra topolog´ıa, restringiendo el nu´mero de
abiertos, que hara´ que el producto s´ı conserve muchas propiedades de los
factores.
Definicio´n 1.2.9. Sea {(Xi, τi)}i∈I una familia de espacios topolo´gicos.
Consideramos los conjuntos del producto
∏
i∈I




donde Ui es abierto en Xi para cada i ∈ I, y adema´s Ui = Xi para casi todo





Ui | Ui ∈ τi, Ui = Xi para casi todo i}
forma una base para una topolog´ıa llamada topolog´ıa producto o de Tycho-
noff, y que se denota como τTY C .
Observacio´n 1.2.1. Los abiertos ba´sicos del producto
∏
i∈I
Ui, donde Ui 6= Xi








Xi, τTY C). Entonces, F −→ x en X si y so´lo si para
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todo i ∈ I, pii(F) −→ pii(x) en Xi.
Demostracio´n. =⇒) Supongamos que F −→ x. Entonces, como pii es conti-
nua para cada i ∈ I, por el teorema anterior tenemos que pii(F) −→ pii(x).




un entorno ba´sico de x ∈ X, con Uk ∈ Npiik (x) para todo k ∈ {1, ..., n}
Entonces tenemos que Uk ∈ piik(F) para todo k ∈ {1, ..., n}, por lo que
para cada k ∈ {1, ..., n} existe Fk ∈ F tal que piik(Fk) ⊂ Uk. Por lo tanto,
n⋂
k=1
pi−1ik (Uk) ∈ F , y en consecuencia se tiene que F −→ x.
1.3. Ultrafiltros
Definicio´n 1.3.1. Un filtro F sobre X es un ultrafiltro si no hay ningu´n
filtro estrictamente ma´s fino que e´l, es decir, F ⊂ G implica que F = G.
Ejemplo 1.3.1. (i) Dado un conjunto X y un punto x ∈ X, el filtro
principal en x, U = {A ⊂ X | x ∈ A} es un ultrafiltro, ya que si F
es un filtro ma´s fino que U , como {x} ∈ U , tenemos que {x} ∈ F ,
y entonces, dado F ∈ F , F ∩ {x} 6= ∅, es decir, x ∈ F , por lo que
F ∈ U . As´ı, F ⊂ U , por lo que ambos son iguales, y no hay ningu´n
filtro estrictamente ma´s fino que U .
(ii) Dado un conjunto X y A ⊂ X, el filtro principal en A no es ultrafiltro
si A tiene ma´s de un punto, ya que esta´ contenido en el filtro principal
de cada uno de los puntos de A.
En el caso de ultrafiltros, la convergencia y la aglomeracio´n son propie-
dades equivalentes.
Lema 1.3.1. Si U es un ultrafiltro, U −→ x si y so´lo si x es punto de
aglomeracio´n de U .
Demostracio´n. Es claro que si un ultrafiltro converge a un punto entonces
ese punto es punto de aglomeracio´n del ultrafiltro, por la proposicio´n 1.2.2.
Y, rec´ıprocamente, si x es punto de aglomeracio´n de U , hemos probado que
existe un filtro ma´s fino que U que converge a x. Pero un filtro ma´s fino que
U tiene que ser U , por ser ultrafiltro.
Veamos algunas caracterizaciones del concepto de ultrafiltro.
Teorema 1.3.2. Sea F un filtro sobre X. Son equivalentes las siguientes
condiciones:
(i) F es ultrafiltro,
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(ii) A ∪B ∈ F implica que A ∈ F o´ B ∈ F ,
(iii) Para todo A ⊂ X, A ∈ F o´ X −A ∈ F ,
(iv) Para todo A ⊂ X, si A ∩ F 6= ∅ para todo F ∈ F , entonces A ∈ F .
Demostracio´n. 1) =⇒ 2): Sea F un ultrafiltro y A ∪ B ∈ F . Tomamos
B = {C ⊂ X : A ∪ C ∈ F}. Es claro que B ∈ B.
i) Si ∅ ∈ B, entonces A = ∅ ∪A ∈ F .
ii) Si ∅ /∈ B, entonces B es un filtro que contiene a F . Como F es un
ultrafiltro, B = F y por lo tanto B ∈ F .
2) =⇒ 3): Dado A ⊂ X, tomamos B = X−A. Entonces, A∪B = X ∈ F
por lo que A ∈ F o´ X −A ∈ F .
3) =⇒ 4): Sea A ⊂ X tal que A ∩ F 6= ∅ para todo F ∈ F . Entonces
X −A /∈ F y en consecuencia A ∈ F .
4) =⇒ 1): Sea G un filtro tal que F ⊂ G. Sea G ∈ G, entonces G∩F 6= ∅
para todo F ∈ F porque F ∈ F , lo que implica que F ∈ G y G es un
filtro. Entonces, por 4) tenemos que G ∈ F y por lo tanto que F = G, y en
consecuencia F es un ultrafiltro.
Proposicio´n 1.3.3. Sean X e Y dos conjuntos, y f : X −→ Y una aplica-
cio´n. Entonces, si U es un ultrafiltro en X, f(U) es un ultrafiltro en Y .
Demostracio´n. Veamos que para cada A ⊂ Y , A ∈ f(U) o´ Y − A ∈ f(U).
Dado A ⊂ Y , consideramos B = f−1(A) ⊂ X. Como U es ultrafiltro, B ∈ U
o´ X − B ∈ U . Si B ∈ U , entonces f(B) ⊂ A. Adema´s, f(B) ∈ f(U), y por
lo tanto, A ∈ f(U). Ana´logamente, si X −B ∈ U , como f(X −B) ⊂ Y −A,
y f(X −B) ∈ f(U), Y −A ∈ f(U).
Teorema 1.3.4. Todo filtro esta´ contenido en algu´n ultrafiltro.
Demostracio´n. Sea C la familia de los filtros ma´s finos que F . En esta familia
podemos definir un orden parcial por F1 ≤ F2 si y so´lo si F1 ⊂ F2. Dada una
cadena {Fi}i∈I ⊂ C, es claro que U = ∪i∈IFi es un filtro por ser {Fi}i∈I una
cadena, y adema´s es ma´s fino que F y es una cota superior de la cadena.
Por el lema de Zorn, la cadena tiene un elemento maximal, que sera´ un
ultrafiltro que contiene a F .
Ejemplo 1.3.2. El filtro cofinito y el filtro cocontable sobre R no son ul-
trafiltros, ya que si tomamos A = [0, 1], A no pertenece al filtro cofinito
(respectivamente, cocontable) porque su complementario no es finito (ni
contable), pero R− A tampoco pertenece al filtro cofinito (respectivamente,
cocontable) porque A no es finito (ni contable). S´ı esta´n contenidos en algu´n
ultrafiltro. Adema´s, los ultrafiltros que los contienen deben ser libres porque
el filtro cofinito y cocontable son libres.
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Proposicio´n 1.3.5. Dado un conjunto X, y una familia de subconjuntos
de X con la propiedad de interseccio´n finita (es decir, tal que la interseccio´n
de un nu´mero finito de elementos cualesquiera de la familia es no vac´ıa),
existe un ultrafiltro que la contiene.
Demostracio´n. Sea F = {Fi}i∈I una familia de subconjuntos de X con la
propiedad de interseccio´n finita. Entonces, consideramos B = {∩nj=1Fij | n ∈
N, Fij ∈ F}. Basta tomar n = 1 y cada Fi para ver que F ⊂ B . Afirmamos
que B es base de un filtro. En primer lugar, sus elementos son no vac´ıos, ya







Fik ∈ B, tomando B3 = B1 ∩ B2, tenemos que B3 ∈ B porque
tambie´n es una interseccio´n finita de elementos de F, y B3 ⊂ B1 ∩ B2. Por
lo tanto B genera un filtro, y entonces existe un ultrafiltro que contiene a B,
y por lo tanto a F.
Proposicio´n 1.3.6. Un filtro F sobre un conjunto X es la interseccio´n de
los ultrafiltros que lo contienen.
Demostracio´n. Sea F un filtro sobre X, {Ui}i∈I la familia de ultrafiltros que
contienen a F . En primer lugar, es claro que F ⊂
⋂
i∈I
Ui. Ahora, sea E un
conjunto que no pertenezca a F . Entonces, para cada F ∈ F , no puede ser
F ⊂ E, y por lo tanto F ∩ (X − E) 6= ∅. Entonces, F ∪ {X − E} es una
familia de subconjuntos de X con la propiedad de interseccio´n finita, por lo
que estara´ contenido en un ultrafiltro UE . Como X − E ∈ UE , es E /∈ UE .
Como UE es un ultrafiltro que contiene a F , E /∈
⋂
i∈I
Ui. Por lo tanto, ningu´n
conjunto que no pertenezca a F pertenece a la interseccio´n de los ultrafiltros





En espacios me´tricos la compacidad se puede caracterizar usando conver-
gencia de sucesiones. En efecto, un espacio me´trico es compacto si y so´lo si
toda sucesio´n contiene una subsucesio´n convergente. Como las sucesiones en
espacios topolo´gicos ma´s generales no tienen buenas propiedades, queremos
caracterizar los espacios compactos de manera ana´loga utilizando filtros.
Recordamos primero la definicio´n de espacio compacto.
Definicio´n 1.4.1. Sea (X, τ) un espacio topolo´gico. Se dice que es compacto
cuando de todo recubrimiento por abiertos se puede extraer un subrecubri-
miento finito.
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Ahora veamos que, al igual que en un espacio me´trico compacto toda su-
cesio´n tiene una subsucesio´n convergente, todo filtro tiene un filtro ma´s fino
que e´l que converge. En concreto, podemos caracterizar un espacio compac-
to como aquel en el que todo ultrafiltro es convergente. Probamos tambie´n
que el hecho que cualquier familia de subconjuntos con interseccio´n finita
tenga interseccio´n no vac´ıa caracteriza los espacios compactos, porque lo
utilizaremos en el cap´ıtulo de compactificaciones.
Proposicio´n 1.4.1. Sea (X, τ) un espacio topolo´gico. Entonces son equiva-
lentes:
a) X es compacto.
b) Toda familia de cerrados con la propiedad de interseccio´n finita tiene
interseccio´n no vac´ıa.
c) Todo ultrafiltro converge.
Demostracio´n. a)⇒ b): Supongamos que de todo recubrimiento por abiertos
se puede extraer un subrecubrimiento finito. Sea F = {Fi}i∈I una familia
de cerrados con la propiedad de interseccio´n finita, y supongamos que tiene
interseccio´n vac´ıa. Consideramos U = {X − Fi}i∈I , que es una familia de
abiertos. Como F tiene interseccio´n vac´ıa, U es un recubrimiento de X.
Esto implica que existe un subrecubrimiento finito, es decir, existen (X −
F1), ..., (X − Fn) tales que
n⋃
i=1
(X − Fi) = X, y por lo tanto
n⋂
i=1
Fi = ∅, lo
cual contradice que F tenga la propiedad de interseccio´n finita, luego F
tiene interseccio´n no vac´ıa.
b) ⇒ c): Supongamos que toda familia de cerrados con la propiedad de
interseccio´n finita tiene interseccio´n no vac´ıa. Sea U un ultrafiltro. Conside-
ramos F = {U | U ∈ U}, donde U denota la clausura de U . F es una familia
de cerrados con la propiedad de interseccio´n finita, luego existe x ∈ X tal
que x ∈ U para todo U ∈ U . Esto implica que para cada N ∈ Nx, N ∩U 6= ∅
para todo U ∈ U . Es decir, x es punto de aglomeracio´n de U , y como U es
un ultrafiltro, U −→ x por el lema 1.3.1.
c) ⇒ a) Supongamos por reduccio´n al absurdo que X no es compacto.
Entonces, existe U un cubrimiento por abiertos de X que no tiene un subre-
cubrimiento finito. Por lo tanto, X−(Ui∩ ...∩Un) 6= ∅ para cualquier familia
finita {U1, ..., Un} de U. Entonces, los conjuntos de la forma X−(Ui∩...∩Un)
forman una base de filtro. Ese filtro estara´ contenido en un ultrafiltro F , que,
por hipo´tesis, converge a un punto x ∈ X. Ahora, por ser U un cubrimiento
de X, existe Ux ∈ U tal que x ∈ Ux. Entonces, Ux es un entorno de x,
por lo que Ux ∈ F . Sin embargo, por construccio´n X − Ux ∈ F , lo cual es
imposible. Por lo tanto U debe tener un subrecubrimiento finito.
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A continuacio´n vamos a probar el teorema de Tychonoff, que dice que un
espacio producto es compacto si y solo si cada factor lo es. Demostrar este
teorema sin usar filtros es bastante trabajoso, pero con ellos solo tenemos
que utilizar que en un espacio producto un filtro converge si y solo si converge
componente a componente.
Teorema 1.4.2. (Tychonoff) Sea {(Xi, τi)}i∈I una familia de espacios
topolo´gicos. Consideramos (X =
∏
i∈I Xi, τTY C). Entonces X es compacto
si y so´lo si Xi es compacto para todo i ∈ I.
Demostracio´n. ⇒) Sea (X, τTY C) compacto. Para cualquier i ∈ I, la i-e´sima
proyeccio´n pii : (X, τTY C)→ Xi es continua y sobreyectiva, es decir, Xi es la
imagen continua de un compacto, y por lo tanto (Xi, τi) es compacto para
cada i ∈ I.
⇐) Sea F un ultrafiltro en X. Entonces, por la proposicio´n 1.3.3 para
todo i ∈ I pii(F) es un ultrafiltro en Xi, que converge por ser Xi compacto.
Por lo tanto, F converge, por lo que X es compacto.
La anterior propiedad sucede si consideramos el espacio producto con la
topolog´ıa de Tychonoff; sin embargo, el resultado no es cierto si consideramos
la topolog´ıa caja, como se observa en el siguiente contraejemplo.




Recordamos que una base de abiertos de la topolog´ıa caja esta´ formada por
conjuntos de lavforma U =
∏
i∈N
Ui con Ui abierto en Xi para cada i ∈ N.
Queremos encontrar un cubrimiento por abiertos de X que no tenga un






Xi si i = j
[0, 1) si i 6= j
Y sea U0 =
∏
i∈N
(1/2, 1]. Veamos que {Ui}∞i=0 es un cubrimiento por abiertos
de X. Sea x ∈ X. Si existe algu´n ı´ndice i tal que pii(x) 6= 1, entonces x ∈ Ui,
y en caso contrario, x ∈ U0. Por lo tanto, X ⊂
∞⋃
i=0
Ui. Sin embargo, este
cubrimiento no tiene subrecubrimiento finito, ya que para todo i ∈ N, si
tomamos como xi el punto cuya i-e´sima coordenada es 1 y todas las dema´s
son 0, xi solamente esta´ contenido en el abierto Ui, por lo que no podemos
extraer un subrecubrimiento finito, como hemos comentado antes, al haber





Ya hemos visto que podemos caracterizar los espacios compactos, y otras
propiedades topolo´gicas, como la clausura o la continuidad de funciones, por
medio de filtros. Vamos ahora a definir una clase alternativa de filtros, que
nos servira´ ma´s adelante para construir compactificaciones de espacios no
compactos, es decir, para embeber un espacio no compacto en uno compacto.
Definicio´n 2.1.1. Sea (X, τ) un espacio topolo´gico, y C el conjunto de
cerrados en X. Un filtro cerrado F sobre X es una familia no vac´ıa de
suconjuntos de C tal que:
- F 6= ∅ para cada F ∈ F ,
- F1 ∩ F2 ∈ F para cada F1, F2 ∈ F ,
- Si F ∈ F y F ⊂ G, entonces G ∈ F .
Ejemplo 2.1.1. (i) Ana´logamente a como hemos hecho con filtros, po-
demos definir el filtro principal cerrado en x, F = {A ∈ C | x ∈ A}.
(ii) Dado x ∈ X, F = {N | N ∈ Nx} es un filtro cerrado.
Al igual que ocurr´ıa con los filtros, a veces conviene trabajar con bases
de filtros cerrados, que se definen de manera ana´loga.
Definicio´n 2.1.2. Una subcoleccio´n B de un filtro cerrado F es una base
de F si para todo F ∈ F existe B ∈ B tal que B ⊂ F , es decir, si
F = {F ∈ C | ∃B ∈ B : B ⊂ F}
.
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Proposicio´n 2.1.1. Una familia B de subconjuntos cerrados no vac´ıos de
X es base de algu´n filtro cerrado sobre el conjunto X si y so´lo si para todo
B1, B2 ∈ B existe B3 ∈ B tal que B3 ⊂ B1 ∩B2.
En tal caso, el conjunto F = {F ∈ C | ∃B ∈ B : B ⊂ F} es un filtro
cerado, el filtro cerrado generado por B.
Demostracio´n. ⇒) Si B es base del filtro cerrado F , entonces dados B1, B2 ∈
B, como son elementos del filtro cerrado, B1 ∩B2 ∈ F , y por lo tanto existe
B3 ∈ B tal que B3 ⊂ B1 ∩B2.
⇐) Si para todo B1, B2 ∈ B existe B3 ∈ B tal que B3 ⊂ B1∩B2, entonces
vemos que F = {F ∈ C | ∃B ∈ B : B ⊂ F} es un filtro. En primer lugar
sus elementos son no vac´ıos, ya que contienen a elementos de B. Adema´s,
si F1, F2 ∈ F , existen B1, B2 ∈ B tales que B1 ⊂ F1 y B2 ⊂ F2. Entonces
existe B3 ∈ B tal que B3 ⊂ B1 ∩ B2 ⊂ F1 ∩ F2, por lo que F1 ∩ F2 ∈ F .
Finalmente, si F ∈ F , y F ⊂ G, existe B ∈ B tal que B ⊂ F ⊂ G, por lo
que G ∈ F . As´ı, F es un filtro cerrado y B es base de F .
Definicio´n 2.1.3. Sean F1 y F2 dos filtros cerrados. Decimos que F1 es
ma´s fino que F2 si F2 ⊂ F1.
Obse´rvese que los filtros cerrados no tienen por que´ ser filtros en el sen-
tido definido anteriormente, ya que todos sus elementos deben ser conjuntos
cerrados, condicio´n que no se impon´ıa a los filtros. De hecho, la definicio´n de
filtros cerrados requiere la introduccio´n de una topolog´ıa, al contrario que
la nocio´n de filtro, que es conjuntista. En el siguiente ejemplo vemos que,
aparte de las similitudes en la definicio´n, no tiene por que´ haber relacio´n
entre filtros y filtros cerrados.
Ejemplo 2.1.2. Consideramos (R, τu), la recta real con la topolog´ıa usual.
Definimos F = {F ∈ Cu : 0 ∈ F}, que es el filtro principal cerrado en
0. El intervalo [−1, 1] es claramente un elemento de F , ya que es cerrado
y contiene al 0. Si F fuera un filtro, el intervalo (−2, 2) tambie´n ser´ıa un
elemento de F , ya que contiene a [−1, 1], sin embargo, esto no puede ser
ya que no es un conjunto cerrado y todos los elementos de F lo son. Por lo
tanto, F no es un filtro.
Por otra parte, los filtros en general tampoco son filtros cerrados. Basta
con considerar el filtro N0 en la recta real con la topolog´ıa usual. El intervalo
(−1, 1) es un entorno del 0, sin embargo, no es un conjunto cerrado, por lo
que N0 no puede ser un filtro cerrado.
Sin embargo, a pesar de haber introducido la condicio´n de que los elemen-
tos deben ser conjuntos cerrados, en determinados espacios algunos filtros
pueden ser tambie´n filtros cerrados.
Ejemplo 2.1.3. (i) Dado cualquier espacio topo´logico (X, τ), el filtro in-
discreto F = {X} es un filtro cerrado.
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(ii) En un espacio con la topolog´ıa discreta, (X, τdis), todos los filtros son
tambie´n filtros cerrados, ya que todo subconjunto de X es cerrado.
(iii) En (R, τ0), donde τ0 = {A ⊂ R | 0 /∈ A} ∪ {R} es la topolog´ıa 0-
exclusio´n, el filtro principal en 0, F = {F ⊂ R | 0 ∈ F} es un filtro
cerrado, ya que sus elementos son cerrados en τ0.
2.2. Convergencia de filtros cerrados
A pesar de las diferencias, la definicio´n de filtros cerrados es en cierto sentido
ana´loga a la de filtros, lo u´nico que se ha hecho es imponer la condicio´n adi-
cional de que los elementos del filtro deben ser conjuntos cerrados. Por ello,
algunas de las propiedades de los filtros se trasladan a los filtros cerrados,
aunque la restriccio´n de que los elementos de los filtros cerrados tengan que
ser cerrados hace que las propiedades no sean iguales.
Comenzamos con la convergencia, que es la motivacio´n inicial para es-
tudiar filtros. No podemos imponer la condicio´n de que todos los entornos
del punto l´ımite pertenezcan al filtro cerrado, ya que en general los entornos
de un punto no son cerrados, pero, al igual que al estudiar convergencia
de sucesiones en espacios me´tricos exigimos que haya puntos de la sucesio´n
contenidos en cualquier bola centrada en el punto (y, ana´logamente, cuando
una red converge a un punto, cualquier entorno del punto contiene elementos
de la red), en el caso de filtros cerrados exigimos, para que un filtro cerrado
converja a un punto, que tenga elementos contenidos en cualquier entorno
del punto.
Definicio´n 2.2.1. Sea (X, τ) un espacio topolo´gico y F un filtro cerrado.
(i) Decimos que F converge a x, y denotamos F −→ x si para todo
N ∈ Nx, existe F ∈ F tal que F ⊂ N .
(ii) Decimos que x es punto de aglomeracio´n de F si para todo N ∈ Nx,
N ∩ F 6= ∅ para todo F ∈ F .
Ejemplo 2.2.1. En (R, τcof ), donde τcof = {A ⊂ R | R−A es finito}, para
todo x ∈ R, el filtro principal cerrado en x, F = {F cerrado | x ∈ F},
converge a x, ya que {x} ∈ F por ser cerrado (los cerrados son los conjuntos
finitos).
Proposicio´n 2.2.1. Sea (X, τ) un espacio topolo´gico, y F un filtro cerrado





Demostracio´n. Si x es punto de aglomeracio´n de F , entonces para cada
cada F ∈ F , F ∩ N 6= ∅ para todo N ∈ Nx. Es decir, x ∈ F = F . Por lo




F . Rec´ıprocamente, si x ∈
⋂
F∈F
F , para cada F ∈ F , x ∈ F ,
luego F ∩ N 6= ∅ para todo entorno N ∈ Nx. Por lo tanto, x es punto de
aglomeracio´n de F .
La convergencia de filtros cerrados es ma´s restrictiva que la de filtros,
en el sentido de que hay ma´s filtros convergentes que filtros cerrados con-
vergentes. Por ejemplo, en cualquier espacio topolo´gico (X, τ), para cada
punto x ∈ X existe al menos un filtro que converge a x, el filtro de entornos
Nx. Sin embargo hay espacios topolo´gicos en los que ningu´n filtro cerrado
converge a algunos puntos, como vemos en el siguiente ejemplo.
Ejemplo 2.2.2. Consideramos el espacio topolo´gico (R, τ[0,1]), donde τ[0,1] =
{B ⊂ R | [0, 1] ⊂ B} ∪ {∅} es la topolog´ıa [0,1]-inclusio´n. Antes que nada
vamos a ver como son los cerrados en este espacio. Los cerrados son los com-
plementarios de los abiertos, por lo que C = {B ⊂ R | B ∩ [0, 1] = ∅} ∪ {R}.
Entonces, ningu´n filtro cerrado puede converger a un punto x ∈ [0, 1], ya
que [0, 1] es entorno abierto de x, pero no hay ningu´n cerrado contenido en
e´l (el u´nico cerrado que contiene puntos del [0, 1] es el total).
Proposicio´n 2.2.2. Sea (X, τ) un espacio topolo´gico, y F un filtro cerrado.
Si existe G filtro cerrado, F ⊂ G tal que G −→ x, entonces x es punto de
aglomeracio´n de F .
Demostracio´n. Supongamos que existe G un filtro cerrado ma´s fino que F
que converge a x. Entonces, para todo entorno N ∈ Nx, existe G ∈ G tal que
G ⊂ N . Como F ⊂ G, para todo F ∈ F , F ∩G 6= ∅, por lo que F ∩N 6= ∅,
y por lo tanto x es un punto de aglomeracio´n de F .
En cambio, el rec´ıproco no es cierto, al contrario de lo que suced´ıa con
los filtros.
Ejemplo 2.2.3. Consideramos (R, τ[0,1]). En primer lugar, el filtro F = {R}
tiene como punto de aglomeracio´n a todos los puntos del intervalo [0, 1], pues
para cada x ∈ [0, 1], R∩N = N 6= ∅ para todo entorno N ∈ Nx. Sin embargo,
hemos visto en el ejemplo anterior que no hay filtros cerrados que converjan
a ningu´n punto de [0, 1]. Por lo tanto, no hay filtros ma´s finos que F que
converjan a ningu´n punto de [0, 1].
En el cap´ıtulo anterior, ve´ıamos que un punto de un espacio topolo´gico
pertenece a la clausura de un conjunto si y so´lo si ese conjunto pertenece
a un filtro que converja al punto. Sin embargo, utilizando filtros cerrados
solamente una de las implicaciones es cierta.
Proposicio´n 2.2.3. Sea (X, τ) un espacio topolo´gico, x ∈ X y A ⊂ X. Si
existe F filtro cerrado tal que A ∈ F y F −→ x, entonces x ∈ A.
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Demostracio´n. Si existe F filtro cerrado tal que A ∈ F y F −→ x, entonces
para todo entorno de x, N ∈ Nx, existe F ∈ F tal que F ⊂ N . Como F es
un filtro cerrado, y A ∈ F , A ∩N 6= ∅. Por tanto x ∈ A = A.
Sin embargo, el rec´ıproco no es cierto.
Ejemplo 2.2.4. Consideramos, como antes R con la topolog´ıa [0,1]-inclusio´n,
τ[0,1] = {B ⊂ R | [0, 1] ⊂ B} ∪ {∅}. Hemos visto que que no hay filtros ce-
rrados que converjan a un punto de [0,1]. Sin embargo, el u´nico cerrado que
contiene a [0,1] es R. Tomando A = [0, 1], y F = {R}. Entonces, A = R, y
vemos que x ∈ A, A ∈ F , pero F no converge a x.
Podemos, en cambio, ver que un punto pertenece a la clausura de un
conjunto si y so´lo si es punto de aglomeracio´n de un filtro cerrado que
contenga a la clausura del conjunto.
Proposicio´n 2.2.4. Sea (X, τ) un espacio topolo´gico y A ⊂ X. Entonces
x ∈ A si y so´lo si existe F filtro cerrado tal que A ∈ F y x es un punto de
aglomeracio´n de F .
Demostracio´n. =⇒) Si x ∈ A, F = {B ⊃ A | B cerrado} es un filtro cerrado,
y A ∈ F porque A ⊂ A. Adema´s, como x ∈ A, dado N ∈ Nx, N ∩ A 6= ∅
y como para todo B ∈ F , A ⊂ B entonces N ∩ B 6= ∅, por lo que x es un
punto de aglomeracio´n de F .
⇐=) Supongamos que existe un filtro F tal que A ∈ F y x es un punto
de aglomeracio´n de F . Entonces, dado un entorno de x, N ∈ Nx, F ∩N 6= ∅
para todo F ∈ F . En concreto, A ∩ N 6= ∅ para cada N ∈ Nx, por lo que
x ∈ A = A.
Proposicio´n 2.2.5. Sea (X, τ) un espacio topolo´gico de Hausdorff. Enton-
ces todo filtro cerrado converge como mucho a un punto.
Demostracio´n. Supongamos que (X, τ) es de Hausdorff, y que existe F filtro
cerrado que converge a dos puntos x 6= y. Por ser X de Hausdorff existen
B1, B2 ∈ τ tales que x ∈ B1, y ∈ B2 y B1 ∩ B2 = ∅. Como los abiertos
son entornos de los puntos que contienen, y F −→ x, existe F1 ∈ F tal que
F1 ⊂ B1. Ana´logamente, como F −→ y, existe F2 ∈ F tal que F2 ⊂ B2.
Pero entonces F1 ∩ F2 ⊂ B1 ∩ B2 = ∅, lo cual contradice que F sea un
filtro cerrado. Por lo tanto, un filtro cerrado no puede converger a ma´s de
un punto.
Sin embargo, al contrario de lo que ocurr´ıa con los filtros, el rec´ıproco
no es cierto.
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Ejemplo 2.2.5. Consideramos (R, τ[0,1]). No es un espacio de Hausdorff,
ya que para cada U ∈ τ[0,1], U 6= ∅, 0 ∈ U , 1 ∈ U , por lo que 0 y 1 no se
pueden separar por abiertos disjuntos. Vamos a ver que todo filtro cerrado
converge como mucho a un punto. Sabemos que los cerrados de este espacio
son C = {A ⊂ R | A ∩ [0, 1] = ∅} ∪ {R}. En primer lugar, hemos visto
que ningu´n filtro cerrado puede converger a un punto x ∈ [0, 1]. Ahora,
supongamos que existe un filtro cerrado F que converge a dos puntos x 6= y,
con x, y /∈ [0, 1]. Entonces tenemos que U = [0, 1] ∪ {x} es entorno abierto
de x, y el u´nico cerrado que esta´ contenido en U y contiene a x es {x},
porque los cerrados distintos del total tienen interseccio´n vac´ıa con [0, 1].
Por tanto, como F −→ x, {x} ∈ F . Ana´logamente tenemos que, como
F −→ y, {y} ∈ F , pero {x}∩ {y} = ∅, lo que contradice que F sea un filtro
cerrrado. Por lo tanto los filtros cerrados en este espacio convergen como
mucho a un punto.
Observacio´n 2.2.1. En este espacio s´ı hay, sin embargo, filtros que con-
vergen a ma´s de un punto, pues no es espacio de Hausdorff. Por ejemplo,
la familia F = {B ⊂ R | [0, 1] ⊂ B} es un filtro, ya que sus elementos
contienen al intervalo [0, 1] por lo que son no vac´ıos; la interseccio´n de dos
elementos cualesquiera tambie´n contiene al intervalo, por lo que pertenece
a F , y cualquier conjunto que contenga a un elemento de F tambie´n con-
tendra´ a [0, 1] por lo que pertenece a [0, 1]. Ahora, sea x ∈ [0, 1]. Un entorno
N de x contiene un abierto que contiene a x, y los abiertos que contienen a
x (y por tanto no vac´ıos), contienen a [0, 1], por lo que pertenecen a F y en
consecuencia N ∈ F . Por lo tanto, Nx ⊂ F , es decir F −→ x. Como x era
un punto cualquiera de [0, 1], tenemos que F converge a todos los puntos
del intervalo [0, 1].
2.3. Ultrafiltros cerrados
Definimos ahora los ultrafiltros cerrados de manera ana´loga a como lo hac´ı-
amos con los ultrafiltros, y de hecho tendra´n propiedades similares, al igual
que ocurre con los filtros y los filtros cerrados.
Definicio´n 2.3.1. Un filtro cerrado F es un ultrafiltro cerrado si no hay
ningu´n filtro cerrado estrictamente ma´s fino que e´l, es decir, si F1 es un filtro
cerrado, F ⊂ F1 implica que F = F1.
Proposicio´n 2.3.1. Todo filtro cerrado esta´ contenido en un ultrafiltro ce-
rrado.
Demostracio´n. Sea F un filtro cerrado, y sea C la familia de filtros cerrados




un filtro cerrado ma´s fino que F y es una cota superior de la cadena. Por el
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lema de Zorn, la cadena tiene un elemento maximal, que sera´ un ultrafiltro
cerrado que contiene a F .
Proposicio´n 2.3.2. Sea F un ultrafiltro cerrado y F1 ∪ F2 ∈ F , con F1 y
F2 cerrados. Entonces F1 ∈ F o F2 ∈ F .
Demostracio´n. Sea G = {G | G ∪ F1 ∈ F , G cerrado}. Es claro que
F2 ∈ G.
- Si ∅ ∈ G, entonces F1 = ∅ ∪ F1 ∈ F .
- Si ∅ /∈ G, vemos que entonces G es un filtro cerrado. En primer lugar,
sus elementos son no vac´ıos. Adema´s, si G1, G2 ∈ G, G1 ∪ F1 ∈ F ,
G1 ∪ F1 ∈ F . Entonces (G1 ∩ G2) ∪ F1 = (G1 ∪ F1) ∩ (G2 ∪ F1), que
pertenece a F por ser un filtro cerrado. Por lo tanto G1 ∩ G2 ∈ G.
Finalmente, si G1 ∈ G, y G2 ⊃ G1, entonces G2 ∪ F1 ⊃ G1 ∪ F1 ∈ F ,
por lo que G2∪F1 ∈ F , lo que implica que G2 ∈ G. Ahora, sea F ∈ F .
Entonces F ∪ F1 ⊃ F1 ∈ F , por lo que F1 ∈ G. Es decir, F ⊂ G, pero
como F es ultrafiltro, F = G. Entonces, como F2 ∪ F1 ∈ F tenemos
que F2 ∈ G = F .
Veamos algunas propiedades de los ultrafiltros cerrados en espacios de
Hausdorff, que utilizaremos al estudiar compactificaciones.
Proposicio´n 2.3.3. Sea (X, τ) un espacio de Hausdorff, y F un ultrafiltro
cerrado en X. Entonces F tiene como mucho un u´nico punto de aglomera-
cio´n.




F . Pero entonces, el filtro principal cerrado en x es ma´s fino que
F . Como F es ultrafiltro cerrado, es el filtro principal cerrado en x, F =
{F cerrado en X | x ∈ F}. Por ser (X, τ) de Hausdorff, {x} es cerrado, por
lo que {x} ∈ F . Si existe otro punto de aglomeracio´n de F y 6= x, razonando
ana´logamente ser´ıa {y} ∈ F , lo que es imposible porque {x} ∩ {y} = ∅.
Proposicio´n 2.3.4. Sea (X, τ) un espacio topolo´gico de Hausdorff. Enton-
ces para cada x ∈ X existe un u´nico ultrafiltro cerrado que converge a x.
Demostracio´n. Sea F = {F ⊂ X | x ∈ F, F cerrado} el filtro principal
cerrado en x. Claramente F es un filtro cerrado que converge a x. En efecto,
para todo entorno N ∈ Nx, {x} ⊂ N y {x} ∈ F pues en los espacios
de Hausdorff los puntos son cerrados. Ahora, sea G un filtro cerrado que
converge a x, y sea G ∈ G. Por ser G cerrado, si x /∈ G = G, existe un
entorno N ∈ Nx tal que N ∩ G = ∅. Pero como G → x, existe G1 ∈ G tal
que G1 ⊂ N y por tanto G1 ∩G = ∅, lo que contradice la definicio´n de filtro
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cerrado. Por tanto x ∈ G, por lo que G ∈ F . Si adema´s G es ultrafiltro,
G = F , y sabemos que F esta´ contenido en un ultrafiltro cerrado, que tiene
que converger a x, por lo que efectivamente F es el u´nico ultrafiltro cerrado
que converge a x.
De esta manera, como veremos en el siguiente cap´ıtulo, podemos identi-
ficar cada punto de X con el ultrafiltro cerrado que converge al punto.
Cap´ıtulo 3
Compactificaciones
3.1. Compactificacio´n de un espacio topolo´gico
Aunque un espacio topolo´gico no sea compacto, en ocasiones es posible con-
siderarlo como un subespacio denso de uno que si lo sea, lo que es conveniente
a la hora de estudiar propiedades topolo´gicas.
Definicio´n 3.1.1. Sea (X, τ) un espacio topolo´gico. Una compactificacio´n
de X es un par (K,h) donde K es un espacio compacto, y h : (X, τ) →
(K, τK) es un embebimiento, de manera que h(X) es denso en K. Si adema´s
K es de Hausdorff, diremos que (K,h) es una compactificacio´n de Hausdorff.
Recordamos que un embebimiento es una funcio´n continua que restrin-
gida a su imagen es un homeomorfismo, es decir, h : (X, τX) → (K, τK) es
un embebimiento si es continua y h1 : (X, τX) −→ (h(X), τh(X)) definida
por h1(x) = h(x) para todo x ∈ X es homeomorfismo.
Puesto que X es homeomorfo a su imagen por h, podemos identificar a
X con h(X), y pensar X como un subespacio de K.
La compactificacio´n de un espacio no tiene por que´ ser u´nica, un mismo
espacio topolo´gico se puede embeber de manera densa en distintos espacios
compactos, como podemos ver en el siguiente ejemplo.
Ejemplo 3.1.1. Sea (X = (0, 1), τu). No es un espacio compacto, porque
los subespacios de (R, τu) son compactos si y so´lo si son cerrados y acotados.
Pero ([0, 1], i), donde i es la inclusio´n de X en [0, 1], es una compactifica-
cio´n de X, ya que i es claramente un embebimiento, X es denso en [0, 1] y
([0, 1], τu) es un espacio compacto.
Observamos que para embeber X en un espacio compacto ha bastado
con an˜adirle dos puntos (el 0 y el 1), pero tambie´n podemos encontrar una
compactificacio´n de X an˜adiendo solamente un punto. Consideramos K =
S1 la circunferencia unidad en el plano complejo, y h = exp, es decir, h :
(X, τu) −→ (S1, τu) definida por h(x) = e2piix. La imagen de X es S1 − {1},
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y X es claramente homeomorfo a su imagen por h, y h(X) es denso en
S1. Por tanto, (S1, h) es una compactificacio´n de X, que hemos conseguido
an˜adiendo un so´lo punto (el 1 como nu´mero complejo).
Definicio´n 3.1.2. Dado un espacio topolo´gico (X, τ), y dadas dos com-
pactificaciones (K1, h1) y (K2, h2) de X, definimos la relacio´n (K1, h1) ≤
(K2, h2) si existe una aplicacio´n continua F : (K2, τK2) −→ (K1, τK1) tal
que F ◦ h2 = h1.
Definicio´n 3.1.3. Dado un espacio topolo´gico (X, τ), y dadas dos com-
pactificaciones (K1, h1) y (K2, h2) de X, decimos que son topolo´gicamente
equivalentes si (K1, h1) ≤ (K2, h2) y (K2, h2) ≤ (K1, h1).
Proposicio´n 3.1.1. Si dos compactificaciones (K1, h1) y (K2, h2) de un
espacio topolo´gico (X, τ) son topolo´gicamente equivalentes, entonces existe
un homeomorfismo H : (K1, τK1) −→ (K2, τK2) tal que H ◦ h1 = h2
Demostracio´n. Sean dos compactificaciones (K1, h1) y (K2, h2) de un es-
pacio topolo´gico (X, τ). Por ser topolo´gicamente equivalentes, existen dos
aplicaciones F1 : (K1, τK1) −→ (K2, τK2) y F2 : (K2, τK2) −→ (K1, τK1)
continuas y tales que F1 ◦ h1 = h2, F2 ◦ h2 = h1. Entonces, basta con ver
que F1 es homeomorfismo. Se tiene que F2 ◦ F1 ◦ h1 = F2 ◦ h2 = h1, por lo
que F2 ◦ F1 = idK1 , y ana´logamente F1 ◦ F2 ◦ h2 = F1 ◦ h1 = h2 por lo que
F1 ◦F2 = idK2 . Es decir, F1 y F2 son inversas una de la otra, y como ambas
son continuas son homeomorfismos.
Proposicio´n 3.1.2. La relacio´n ≤ es un orden parcial sobre el conjunto de
las compactificaciones de (X, τ).
Demostracio´n. Es claro que cada (K,h) esta´ relacionada consigo misma
tomando como F la identidad. Si (K1, h1) ≤ (K2, h2) y (K2, h2) ≤ (K3, h3),
entonces existen F : (K2, τK2) −→ (K1, τK1) y G : (K3, τK3) −→ (K2, τK2)
continuas y tales que F ◦ h2 = h1 y F ◦ h3 = h2. Tomamos la aplicacio´n
H = F ◦ G : (K3, τK3) −→ (K1, τK1). Es continua por ser composicio´n
de aplicaciones continuas, y H ◦ h3 = F ◦ G ◦ h3 = F ◦ h2 = h1. As´ı,
(K1, h1) ≤ (K3, h3).
Ejemplo 3.1.2. En el ejemplo anterior, (S1, h) ≤ ([0, 1], i). Los puntos
de S1 se pueden considerar de la forma e2piix con x ∈ [0, 1]. Si definimos
la aplicacio´n F : ([0, 1], τu) −→ (S1, τu) por F (x) = e2piix es claramente
continua. Entonces, para cada x ∈ [0, 1], F ◦ i(x) = F (x) = e2piix = h(x), es
decir, F ◦ i = h, por lo que (S1, h) ≤ ([0, 1], i).
3.2. Compactificacio´n de Alexandroff
Vamos a ver que para una determinada clase de espacios siempre podemos
construir una compactificacio´n an˜adiendo un so´lo punto. Dichos espacios
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sera´n de Hausdorff y tendra´n una propiedad adicional que enunciamos a
continuacio´n.
Definicio´n 3.2.1. Sea (X, τ) un espacio topolo´gico. Se dice que X es local-
mente compacto si todo punto x ∈ X tiene una base de entornos formada
por conjuntos compactos.
Proposicio´n 3.2.1. Sea (X, τ) un espacio topolo´gico de Hausdorff no com-
pacto, y p un punto que no pertenece a X. Definimos X∗ = X ∪ {p}. En-
tonces, definimos
(i) BX∗x = BXx , si x ∈ X, donde Bx es una base de entornos de x en
(X, τ).
(ii) BX∗p = {{p} ∪ (X − L) | L es compacto en X}.
Entonces, estas familias forman una base de entornos en X∗ que define una
topolog´ıa τ∗ sobre X∗.
Demostracio´n. Es claro que las bases de entornos de los puntos de X forman
bases de entornos en X∗. Veamos para p. Es inmediato que p pertenece a
cualquier conjunto de la forma {p}∪(X−L) con L compacto en X. Adema´s,
si N1 = {p} ∪ (X − L1), N2 = {p} ∪ (X − L2), con L1 y L2 compactos en
X, como L1 ∪ L2 es compacto en X (cualquier cubrimiento por abiertos
se puede dividir en abiertos que cubren a L1 y abiertos que cubren a L2
y extraer un subrecubrimiento finito para cada uno de ellos), tenemos que
N3 = {p}∪ (X − (L1 ∪L2)) y adema´s N3 = N1 ∩N2, por lo que en concreto
N3 ⊂ N1 ∩ N2. Finalmente, dado y ∈ N = {p} ∪ (X − L), queremos ver si
existe M ∈ By tal que M ⊂ N . Si y = p es inmediato, ya que podemos tomar
M = N . Si y 6= p, entonces y ∈ X−L. Como L es compacto en X, y X es de
Hausdorff, L es cerrado, por lo que X −L es abierto en X, y como contiene
a y es un entorno de y. Por tanto basta con tomar M = X − L ⊂ N .
Esta base de entornos define una topolog´ıa τ∗ sobre X∗. Vamos a ver
que con esta topolog´ıa X∗ es compacto y X es denso en X∗, es decir, X∗ es
una compactificacio´n de X. Observamos que si U ∈ τ , U ∈ τ∗.
Proposicio´n 3.2.2. (X, τ) es denso en (X∗, τ∗).
Demostracio´n. Como X ⊂ X, basta con ver que p ∈ X. Consideramos un
entorno de p, N = {p} ∪ (X − L). Como X no es compacto, L 6= X, por lo
que X−L 6= ∅, y entonces N ∩X 6= ∅. Por lo tanto p ∈ X, luego X es denso
en X∗.
Proposicio´n 3.2.3. (X∗, τ∗) es compacto.





∗ un cubrimiento por abiertos de X∗, y sea
Ui0 un abierto que contiene a p. Entonces Ui0 es un entorno de p, por lo que
Ui0 contiene a {p} ∪ (X − L), donde L es compacto en X. Por lo tanto, L
contiene a X∗−Ui0 , y como L es compacto y L ⊂
⋃
i∈I
Ui , existen Ui1 , ..., Uin
tales que L ⊂
n⋃
j=1




Uij , luego X
∗ es compacto.
Teorema 3.2.4. Si (X, τ) es localmente compacto y de Hausdorff, entonces
(X∗, τ∗) es de Hausdorff.
Demostracio´n. Es claro que podemos separar puntos distintos de X me-
diante abiertos disjuntos, ya que los abiertos en X son abiertos en X∗ y
X es de Hausdorff. Veamos si podemos separar p de un punto cualquiera
x ∈ X. Como X es localmente compacto, existe N ∈ Nx compacto. Enton-
ces, {p} ∪ (X − N) ∈ BX∗p . Adema´s, existe U abierto, U ⊂ N , y x ∈ U , y
tambie´n existe V abierto, V ⊂ {p}∪(X−N) y p ∈ V . Adema´s, U∩V = ∅.
Vemos ahora que la compactificacio´n de Alexandroff es la u´nica (salvo
homeomorfismos) compactificacio´n que se construye an˜adiendo un so´lo pun-
to, y que adema´s es minimal con respecto al orden parcial definido para
las compactificaciones. Para ello utilizamos un resultado previo, que puede
encontrarse en [1], pa´gs 149-159.
Lema 3.2.5. Si (K, τK) es un espacio compacto y de Hausdorff, y (X, τX)
es un subespacio denso de K localmente compacto, entonces X es abierto en
K.
Entonces, es inmediato que si (X, τ) es un espacio localmente compacto
y de Hausdorff, y (K,h) es una compactificacio´n de Hausdorff de (X, τ),
h(X) es abierto en K.
Teorema 3.2.6. Si (K,h) es una compactificacio´n de un espacio (X, τ)
localmente compacto y de Hausdorff tal que K −X = {x0}, entonces K es
homeomorfo a X∗.
Demostracio´n. Veamos en primer lugar como son los abiertos del espacio
(K, τK). Si U es abierto en K y x0 /∈ U , entonces U ⊂ h(X), y como X es
homeomorfo a su imagen por h esto implica que h−1(U) es abierto en X. Si
x0 ∈ U , entonces K − U ⊂ h(X), y, como K − U es cerrado en K, por lo
que es compacto por ser K compacto. Entonces h−1(K−U) es compacto en
X. Es decir, los abiertos que contienen a x0 son de la forma K − h(L) con
L compacto en X.
Definimos la aplicacio´n f : (X∗, τ∗) −→ (K, τK) por f(x) = h(x) si
x ∈ X, f(p) = x0. Es claro que es biyectiva. Veamos que es continua. Si U
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es abierto en K y x0 /∈ U , entonces f−1(U) = h−1(U), que es abierto en X,
y por tanto abierto en X∗, porque X es abierto en X∗. Si x0 ∈ U , entonces
U = K−h(L) con L compacto en X. Entonces f−1(h(L)) = h−1(h(L)) = L
que es compacto en X, y por tanto, como f es biyectiva, f(U) = X∗ − L
es abierto en X∗. Por u´ltimo, veamos que f−1 es continua. Se tiene que
f−1(x0) = p. Sea {p} ∪ (X − L) un entorno ba´sico de p. Entonces, f(L) =
h(L) es compacto en K por ser L compacto. As´ı, es cerrado. Por lo tanto,
f({p} ∪ (X − L)) = K − L, que es abierto y contiene a x0, por lo que es un
entorno de x0. Si x 6= x0, f−1(x) = y ∈ X, por lo que un entorno de f−1(x)
es U un abierto de X que contiene a f−1(x). Entonces, f(U) = h(U) que es
abierto en h(X) y por lo tanto abierto en K. As´ı, f(U) es entorno de x. Es
decir, f−1 es continua.
Teorema 3.2.7. Sea (X, τ) un espacio topolo´gico localmente compacto y de
Hausdorff, y (K,h) una compactificacio´n de X. Entonces (X∗, i) ≤ (K,h).
Demostracio´n. Definimos la aplicacio´n f : (K, τK) −→ (X∗, τ∗) por f(x) =
h−1(x) si x ∈ h(X), f(x) = p si x ∈ K−h(X). Es claro que f ◦h = i. Veamos
que es continua. Dado x ∈ K, si f(x) = p, un entorno ba´sico de f(x) es de
la forma U = {p} ∪ (X − L). Entonces, f−1(U) = f−1(X∗) − f−1(L) =
K − f−1(L) = K − h(L). Como h es continua, h(L) es compacto en K, por
lo que es cerrado, y entonces K − h(L) es abierto en K y contiene a x, por
lo que es entorno de x. Si f(x) 6= p, un entorno ba´sico de f(x) es un abierto
de X U que contiene a f(x). Entonces, f−1(U) = h(U), que es abierto en
h(X) por ser X homeomorfo a su imagen por h, y como h(X) es abierto en
K, h(U) es abierto en K. Es decir, es un entorno de x. As´ı, f es continua,
y (X∗, i) ≤ (K,h).
3.3. Compactificacio´n de Stone-C˘ech
Definicio´n 3.3.1. Un espacio topolo´gico (X, τ) es T1 si para cada x, y ∈ X,
x 6= y, existe U abierto en X tal que x ∈ U , y /∈ U .
Definicio´n 3.3.2. Un espacio topolo´gico es completamente regular si, dados
A cerrado en X y x /∈ A, existe una aplicacio´n f : (X, τ) −→ ([0, 1], τu)
continua tal que f(x) = 0 y f(A) = 1.
Definicio´n 3.3.3. Un espacio topolo´gico (X, τ) es de Tychonoff si es com-
pletamente regular y T1.
El siguiente resultado puede encontrarse en [4], pa´g 122.
Proposicio´n 3.3.1. Un espacio topolo´gico es de Tychonoff si y so´lo si es
homeomorfo a un subespacio de un espacio compacto de Hausdorff.
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Sea (X, τ) un espacio de Tychonoff, y C∗(X) el conjunto de aplicaciones





[0, 1]f Entonces, este espacio es de Hausdorff, y es compac-
to por el teorema de Tychonoff, pues ([0, 1], τu) es compacto, por lo que
cualquier subespacio cerrado sera´ compacto. Adema´s, si consideramos la
aplicacio´n evaluacio´n




dada por (e(x))f = f(x), es un embebimiento de (X, τ) en (
∏
f∈C∗(X)
[0, 1]f , τTY C)
(ver [4], pa´g 136).
Definicio´n 3.3.4. La compactificacio´n de Stone-C˘ech de un espacio to-





Teorema 3.3.2. Si (K, τK) es un espacio compacto y de Hausdorff, y
f : (X, τ) −→ (K, τK) es una aplicacio´n continua, entonces existe una apli-
cacio´n continua F : (βX, τβX) −→ (K, τK) tal que F ◦ e = f .
Demostracio´n. (K, τK) es un espacio de Tychonoff, y por lo tanto se puede











la siguiente manera: dado t ∈
∏
g∈C∗(X)
[0, 1]g, (H(t))h = th◦f . Esto implica
que H es continua, ya que hemos definido que cada proyeccio´n pih es pih ◦
H(t) = pih◦f (t), es decir, cada proyeccio´n en
∏
h∈C∗(K)




[0, 1]g, luego es continua, y por lo tanto H es continua. Ahora,
dado x ∈ X, cada proyeccio´n de la imagen por H de e(x) esta´ dada por
(H(e(x)))h = (e(x))h◦f = g ◦ f(x) = (e′(f(x)))h, luego H(e(x)) = e′(f(x)).
Como f(x) ∈ K, H(e(x)) ∈ e′(K), es decir, H(e(X)) ⊂ e′(K). Adema´s,




[0, 1]h (es la imagen continua de un compacto luego es
compacto), y contiene a H(e(X)), se tiene que H(βX) ⊂ e′(K). Finalmente,
definimos la aplicacio´n F : (βX, τβX) −→ (K, τK) por F = e′−1 ◦ (H|βX). Es
continua por ser composicio´n de aplicacio´nes continuas, y adema´s para cada
x ∈ βX, F ◦ e(x) = e′−1 ◦H ◦ e(x) = e′−1(H(e(x))) = e′−1(e′(f(x))) = f(x),
luego F ◦ e = f .
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Teorema 3.3.3. Sea (X, τ) un espacio de Tychonoff. Entonces, si (K,h)
es una compactificacio´n de (X, τ), (K,h) ≤ (βX, e).
Demostracio´n. Basta con definir una aplicacio´n F : (βX, τβX) −→ (K, τK)
continua tal que F ◦ e = h. Se tiene que h : (X, τ) −→ (K, τK) es una
aplicacio´n continua de (X, τ) en un espacio compacto de Hausdorff. Por
tanto, por el teorema 3.3.2, existe H : (βX, τβX) −→ (K, τK) continua tal
que H ◦ e = h. Tomando F = H se tiene el resultado.
Este teorema implica que la compactificacio´n de Stone-C˘ech es maximal
con respecto al orden parcial que hemos definido, si (X, τ) es un espacio
topolo´gico de Tychonoff.
Teorema 3.3.4. Una compactificacio´n (K,h) de Hausdorff que tenga la
propiedad de extensio´n definida en el teorema 3.3.2 es topolo´gicamente equi-
valente a la compactificacio´n de Stone-C˘ech.
Demostracio´n. Hay que ver que (K,h) ≤ (βX, e) y (βX, e) ≤ (K,h). Por el
teorema 3.3.3, (K,h) ≤ (βX, e). Veamos que (βX, e) ≤ (K,h). Tenemos que
(βX, τβX) es un espacio compacto y de Hausdorff, y adema´s la evaluacio´n e :
(X, τ) −→ (βX, τβX) es una funcio´n continua, por tanto, existe un funcio´n
continua F : (K, τK) −→ (βX, τβX) tal que F ◦ h = e. Esto implica que
(βX, e) ≤ (K,h). As´ı, (K,h) y (βX, e) son topolo´gicamente equivalentes.
3.4. Compactificacio´n de Wallman
Vamos a definir una compactificacio´n de un espacio de Hausdorff en funcio´n
de sus ultrafiltros cerrados. Sea (X, τ) un espacio de Hausdorff, y γX el
conjunto de ultrafiltros cerrados de X. Vamos a ver que γX es una compac-
tificacio´n de X. Para ello necesitamos primero definir una topolog´ıa sobre
γX. Queremos que guarde algu´n tipo de relacio´n con X y con los ultrafiltros
cerrados. Por tanto, ya que los elementos de los ultrafiltros cerrados son sub-
conjuntos cerrados de X, definimos los conjuntos cerrados de la topolog´ıa
de γX utilizando los cerrados de X.
Definicio´n 3.4.1. Dado un conjunto cerrado D de X, definimos en γX el
conjuntoD∗ = {F ∈ γX | D ∈ F}. Ahora, seaW = {D∗ | D es cerrado en X}.
Queremos ver que podemos utilizar los conjuntos D∗ para definir una
topolog´ıa sobre γX. Dado que los D son conjuntos cerrados en X, es natural
tratar de considerar los D∗ como cerrados en γX. Recordemos el siguiente
resultado.
Definicio´n 3.4.2. Una familia de subconjuntosW de X es base de cerrados
para un topolog´ıa sobre τ X si





ii) Dados F1, F2 ∈ C, para cada x /∈ F1 ∪ F2, existe F ∈ W tal que x /∈ F
y F1 ∪ F2 ⊂ F .
En ese caso, τ = {X − (⋂i∈I Fi) | Fi ∈ W}.
Proposicio´n 3.4.1. W es una base de cerrados de γX.
Demostracio´n. i) Como X es un espacio de Hausdorff, {x} es cerrado en
X para todo x ∈ X. Entonces, sean x 6= y, y D1 = {x}, D2 = {y}.
{x} ∩ {y} = ∅ por lo que no existe un ultrafiltro cerrado F tal que
{x} ∈ F , {y} ∈ F . Por lo tanto, D∗1 ∩ D∗2 = ∅ y en consecuencia⋂
D∗∈W
D∗ = ∅.
ii) Sean D∗1, D∗2 ∈ W, y F tal que D1, D2 /∈ F . Tomamos el conjunto
D∗3 = {F ∈ γX | D1 ∪D2 ∈ F}. Ahora, si G ∈ D∗1, es decir, D1 ∈ G,
entonces tenemos D1 ⊂ D1 ∪ D2, por lo que D1 ∪ D2 ∈ G y por
lo tanto F ∈ D∗3. Entonces, D∗1 ⊂ D∗3, y ana´logamente D∗2 ⊂ D∗3.
Finalmente, supongamos que F ∈ D∗3, entonces D1 ∪D2 ∈ F . Como
F es un ultrafiltro cerrado, D1 ∈ F o´ D2 ∈ F , lo que contradice que
D1, D2 /∈ F .
Entonces, W es una base de cerrados para una topolog´ıa sobre γX,
definida por
τγX = {γX − (
⋂
i∈I
D∗i ) | D∗i ∈ W e I es un conjunto de ı´ndices arbitrario}.
Vamos ahora a definir el embebimiento de (X, τ) en (γX, τγX). Sabiendo
que para cada x ∈ X hay un u´nico ultrafiltro cerrado que converge a x por
la proposicio´n 2.3.4, es natural identificar cada punto con ese ultrafiltro.
Definicio´n 3.4.3. Definimos h : (X, τ) −→ (γX, τγX) la funcio´n que lleva
cada punto x ∈ X al ultrafiltro cerrado que converge a x, que denotamos
por Fx.
Proposicio´n 3.4.2. h es un embebimiento de (X, τ) en (γX, τγX).
Demostracio´n. - Por la proposicio´n 2.3.4 hay un u´nico ultrafiltro cerra-
do que converge a cada punto x ∈ X, por lo que h esta´ bien definida.
- Si x 6= y, entonces h(x) 6= h(y) porque un ultrafiltro cerrado en
un espacio de Hausdorff converge como mucho a un punto (Propo-
sicio´n 2.2.5). Por lo tanto h es inyectiva.
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- Sea D∗ un cerrado ba´sico en γX. Entonces se tiene que h−1(D∗) =
{x ∈ X | existe F ∈ D∗ tal que F → x} = {x ∈ X | Fx ∈ D∗}. Si
Fx ∈ D∗, hemos visto antes que {x} ∈ Fx, por lo que, por ser Fx filtro
cerrado, {x}∩D 6= ∅ lo que implica que x ∈ D. Es decir, x ∈ h−1(D∗),
por lo que h−1(D∗) = D que es cerrado en X, luego h es continua.
- Ahora, consideramos como espacio de llegada h(X) en vez de γX.
Sea D cerrado en X. Tenemos que h(D) = {Fx | x ∈ D}. Como
x ∈ D, D ∈ F , por lo que F ∈ D∗, es decir, h(D) ⊂ D∗. Como ya
hemos visto que h−1(D∗) = D, tenemos que h(D) = h(X) ∩ D∗ que
es cerrado en la topolog´ıa inducida en el subespacio h(X). Entonces,
la aplicacio´n h1 : (X, τ) −→ (h(X), τh(X)) lleva cerrados en cerrados,
luego es cerrada, y como ya hemos visto que es continua e inyectiva
tenemos que X es homeomorfo con su imagen por h.
Es decir, h es un embebimiento de (X, τ) en (γX, τγX).
Proposicio´n 3.4.3. h(X) es denso en (γX, τγX).
Demostracio´n. Vamos a probar que h(X) = γX. h(X) es la interseccio´n
de los cerrados de γX que contienen a h(X). Como todo cerrado se puede
escribir como interseccio´n de cerrados ba´sicos, podemos considerar so´lo los
elementos de W. Sea D∗ ∈ W tal que h(X) ⊂ D∗. Entonces, D ∈ F para
todo F ∈ h(X). Si D 6= X, entonces existe x ∈ X tal que x /∈ D. Conside-
ramos Fx el ultrafiltro cerrado que converge a x. Por ser X de Hausdorff,
{x} es cerrado en X, por lo que {x} ∈ Fx. Como {x} ∩D = ∅, D /∈ F , por
lo que F /∈ D∗. Pero F ∈ h(X), y por tanto h(X) 6⊂ D∗, lo que contradice
la hipo´tesis inicial. Es decir, D = X, y entonces D∗ = γX, ya que X es un
elemento de todos los filtros cerrados. Por lo tanto el u´nico cerrado de γX
que contiene a h(X) es γX, por lo que h(X) es denso en γX.
Ahora, vamos a ver que (γX, τγX) es compacto, y por lo tanto que es
una compactificacio´n de X. Utilizamos un lema previo.
Lema 3.4.4. Sea D = {Di}i∈I una familia de cerrados en un espacio topo´lo-
gico (X, τ) con la propiedad de interseccio´n finita. Entonces existe un ultra-
filtro cerrado que contiene a {Di}i∈I .
Demostracio´n. Sea B = {⋂nj=1Dij | n ∈ N, Dij ∈ D}. Basta con tomar
n = 1 y cada Di para ver que B ⊂ D. Afirmamos que B es base de un
filtro cerrado. En primer lugar, sus elementos son cerrados no vac´ıos, ya que







Dik ∈ B, tomando B3 = B1 ∩ B2, tenemos que B3 ∈ B porque
tambie´n es una interseccio´n finita de elementos de D, y B3 ⊂ B1 ∩ B2. Por
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lo tanto B genera un filtro cerrado, y entonces existe un ultrafiltro cerrado
que contiene a B, y por lo tanto a D.
Teorema 3.4.5. (γX, τγX) es compacto.
Demostracio´n. Por la proposicio´n 1.4.1, probar que es compacto es equiva-
lente a ver que cualquier familia de cerrados con la propiedad de interseccio´n
finita tiene interseccio´n no vac´ıa. Como todo cerrado se escribe como inter-
seccio´n de cerrados ba´sicos, podemos considerar que los elementos de la
familia pertenecen a W. Es decir, sea A = {D∗i }i∈I una familia de cerrados
ba´sicos con la propiedad de interseccio´n finita. Esto implica que si toma-
mos {D∗ij}nj=1 con n ∈ N, existe F ∈
n⋂
j=1
D∗ij . Por lo tanto Dij ∈ F para




Dij 6= ∅, es decir, {Di}i∈I es una familia de cerrados de X con
la propiedad de interseccio´n finita. Aplicando el lema vemos que existe un




D∗i . Por lo tanto, A tiene interseccio´n no vac´ıa, luego γX
es compacto.
Por lo tanto, podemos embeber X de manera densa en el espacio com-
pacto γX. Es decir, (γX, h) es una compactificacio´n de (X, τ). Queremos
ahora que γX sea de Hausdorff. Para dar una condicio´n necesaria y suficiente
para que lo sea, tenemos que dar la definicio´n de espacio normal.
Definicio´n 3.4.4. Se dice que un espacio topolo´gico (X, τ) es normal si,
dados A, B cerrados en X tales que A∩B = ∅, existen U , V abiertos en X,
con A ⊂ U , B ⊂ V , tales que U ∩ V = ∅.
Teorema 3.4.6. (γX, τγX) es Hausdorff si y so´lo si (X, τ) es normal.
Demostracio´n. =⇒) Supongamos que γX es de Hausdorff, y sean A y B
cerrados disjuntos en X. Entonces, A∗ y B∗ son cerrados disjuntos en γX,
ya que si F ∈ A∗∩B∗ entonces A ∈ F y B ∈ F , lo cual es imposible porque
A y B son disjuntos. Por ser γX compacto y de Hausdorff, podemos separar
A∗ y B∗ por abiertos disjuntos U1 y U2 en γX. Ahora, sean V1 = U1 ∩X, y
V2 = U2∩X, que son abiertos en X. V1 y V2 son disjuntos, y adema´s A ⊂ V1
y B ⊂ V2, ya que A∗ ⊂ U1, por lo que A ⊂ U1 y A ⊂ X, luego A ⊂ U1 ∩X,
y ana´logamente para B. Por lo tanto X es normal.
⇐=) Supongamos que X es normal, y sean F1 6= F2 ∈ γX. Veamos
primero que en ese caso existen A y B cerrados disjuntos en X tales que
A ∈ F1, B ∈ F2. En caso contrario, F1 ∪ F2 ser´ıa una familia de cerrados
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con la propiedad de interseccio´n finita, por lo que existir´ıa U un ultrafiltro
cerrado que contendr´ıa a F1 y F2 pero como ambos son ultrafiltros cerrados,
U = F1 = F2, lo que es una contradiccio´n.
ComoX es normal, existen U1 y U2 ∈ τ disjuntos tales que A ⊂ U1 y B ⊂ U2.
Entonces, X−U1 y X−U2 son cerrados en X. Tomamos V1 = γX−(X−U1)∗
y V2 = γX − (X − U2)∗, que son abiertos en γX por ser complementrarios
de cerrados ba´sicos. Supongamos que F1 /∈ V1. Entonces F1 ∈ (X − U1)∗,
luego (X − U1) ∈ F1. Sin embargo, A ∈ F1 y A ∩ (X − U1) = ∅ porque
A ⊂ U1, lo cual es imposible por ser F1 filtro cerrado. Es decir, F1 ∈ V1, y
ana´logamente F2 ∈ V2.
Por u´ltimo, veamos que V1 ∩ V2 = ∅. Supongamos que existe G ∈ V1 ∩ V2.
Entonces X − U1 /∈ G y X − U2 /∈ G. Pero como U1 ∩ U2 = ∅, se tiene que
(X − U1) ∪ (X − U2) = X, luego por ser G ultrafiltro cerrado X − U1 ∈ G
o´ X − U2 ∈ G, lo que es una contradiccio´n. Es decir, V1 ∩ V2 = ∅, y por lo
tanto γX es de Hausdorff.
Por lo tanto, tenemos que, si (X, τ) es normal, (γX, h) es una compac-
tificacio´n de Hausdorff de X, ya que hemos probado que podemos embeber
X de manera densa en el espacio de Hausdorff γX. Adema´s, en este caso
podemos identificar la compactificacio´n de Wallman con la compactificacio´n
de Stone-C˘ech.
Teorema 3.4.7. Si (γX, τγX) es un espacio de Hausdorff, entonces (γX, h)
es topolo´gicamente equivalente a la compactificacio´n de Stone-C˘ech.
Demostracio´n. Por el teorema 3.3.4, basta con probar que cualquier funcio´n
continua de (X, τ) a un espacio compacto y de Hausdorff (K, τK) se puede
extender a (γX, τγX).
Sea f : (X, τ) −→ (K, τK) una funcio´n continua. Si F ∈ γX − h(X),
definimos G = {F cerrado en K | f−1(F ) ∈ F}. G. En primer lugar vea-
mos que es un filtro cerrado en K. Sus elementos son no vac´ıos, porque
se tiene que f−1(∅) = ∅ /∈ F , por lo que ∅ /∈ G. Si F1, F2 ∈ G, entonces
f−1(F1), f−1(F2) ∈ F , y como f−1(F1) ∩ f−1(f2) = f−1(F1 ∩ F2) ∈ F , se
tiene que F1 ∩ F2 ∈ G. Por u´ltimo, si F ∈ G y F ⊂ G, f−1(F ) ⊂ f−1(G),
luego f−1(G) ∈ F por ser F filtro cerrado en X, y G ∈ G. Adema´s, si A,B
son cerrados en K y A ∪ B ∈ G, f−1(A ∪ B) = f−1(A) ∪ f−1(B) ∈ F . Por
ser F ultrafiltro cerrado en X, f−1(A) ∈ F o f−1(B) ∈ F , luego A ∈ G o
B ∈ G.
Esto implica que G esta´ contenido en un u´nico ultrafiltro cerrado en
K. En efecto, supongamos que existen U1, U2 ultrafiltros cerrados distintos
en K que contienen a G. Entonces existen G1 ∈ U1, G2 ∈ U2 tales que
G1 ∩ G2 = ∅. Por ser K compacto y de Hausdorff, es normal, por lo que
existen U, V ∈ τK tales que G1 ⊂ U , G2 ⊂ V , y U ∩V = ∅. Sea F1 = K−U ,
F2 = K − V . Entonces, F1 ∩ G1 = ∅, (porque G1 ⊂ U = K − F1), y
ana´logamente F2 ∩ G2 = ∅. Adema´s, F1 ∪ F2 = K − (F1 ∩ F2) = K. Por
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lo tanto, F1 ∪ F2 ∈ G, es decir, F1 ∈ G o´ F2 ∈ G. Si F1 ∈ G, entonces
F1 ∈ U1, pero G1 ∈ U1 y F1 ∩ G1 = ∅, lo cual es imposible. Por lo tanto
F2 ∈ G, pero en ese caso, F2 ∈ U2, y como G2 ∈ U2 y F2∩G2 = ∅, por lo que
tenemos una contradiccio´n. As´ı, no existen dos ultrafiltros cerrados distintos
que contengan a G. Sabemos, por la proposicio´n 2.3.1, que esta contenido
en algu´n ultrafiltro cerrado U , por lo que e´ste es u´nico.
Por ser U filtro cerrado, es una familia de cerrados con interseccio´n fi-
nita, luego tiene interseccio´n no vac´ıa, por ser K compacto. Por la propo-
sicio´n 2.2.1 tiene un punto de algomeracio´n, y por ser de Hausdorff, por la
proposicio´n 2.3.3 este punto, que llamamos qF , es u´nico.
Entonces, la aplicacio´nH : (γX, τγX) −→ (K, τK) dada porH(Fx) = f(x)
si Fx = h(x), H(F) = qF si F ∈ γX−h(X), esta´ bien definida, y H ◦h = f .
Veamos que es continua.
Si Fx = h(x) con x ∈ X, dado un entorno U de H(Fx) = f(x), que
podemos suponer que es abierto en K, f−1(U) es abierto en X, por ser f
continua, y contiene a x, por lo que es un entorno abierto de x. Adema´s,
h(f−1)(U) es abierto en h(X) y por tanto en γX, por el lema 3.2.5. Co-
mo Fx = h(x) ∈ h(f−1(U)), h(f−1(U)) es un entorno abierto de Fx,
H(h(f−1(U))) = f(f−1)(U) = U . As´ı, H es continua en Fx.
Si F ∈ γX − h(X), sea N un entorno de H(F) en K. Podemos suponer
N ∈ τK . Sea A = K −N cerrado en K. Como f es continua, f−1(A) = D
es cerrado en X. Entonces, D∗ es cerrado en γX, y F /∈ D∗. En efecto,
si F ∈ D∗, entonces D ∈ F . Como f−1(f(D)) ⊃ D, f−1(f(D)) ∈ F .
Eso implica que f(D) ∈ G = {F cerrado en K | f−1(F ) ∈ F}. Entonces,
qF = H(F) ∈ f(D) = f(f−1(A)) = A = K −N , pero H(F) ∈ N , lo que es
una contradiccio´n. Es decir, F ∈ γX −D∗, que es abierto en γX, luego es
entorno de F . Veamos que H(γX −D∗) ⊂ N . Sea U ∈ γX −D∗. Entonces,
D /∈ U . Por lo tanto, existe D1 ∈ U tal que D ∩ D1 = ∅. Por lo tanto
f(D) ∩ f(D1) = ∅, ya que si existe x ∈ f(D) ∩ f(D1), existe y ∈ D1 tal que
f(y) = x ∈ f(D). Pero entonces y ∈ f1(f(D)) = D, lo cual es imposible pues
D∩D1 = ∅. Como tenemos que H(U) ∈ f(D1), H(U) /∈ f(D) = A = K−N .
Por lo tanto, H(U) ∈ N , y H(γX −D∗) ⊂ N . As´ı, H es continua en F . Es
decir, H es continua en todo punto de γX.
3.5. Ejemplos
Finalizamos con un par de ejemplos sencillos. La compactificacio´n de Stone-
C˘ech, aunque se sabe que existe, no se conoce en la mayor´ıa de los casos.
3.5.1. Compactificaciones de ((0, 1), τu)
Hemos visto que (S1, exp) es una compactificacio´n de ((0, 1), τu) que se ob-
tiene an˜adiendo un so´lo punto, y por lo tanto es la compactificacio´n de
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Alexandroff. Tambie´n hemos visto que ([0, 1], τu) es una compactificacio´n de
((0, 1), τu). Sin embargo, no es la compactificacio´n de Stone-C˘ech, ya que la
aplicacio´n sin 1/x definida sobre (0, 1) no se puede extender de manera con-
tinua a [0, 1]. Adema´s, ([0, 1], τu) tampoco puede ser la comactificacio´n de
Wallman, ya que, por ser ((0, 1), τu) normal, la compactificacio´n de Wallman
es topo´logicamente equivalente a la compactificacio´n de Stone-C˘ech, por el
teorema 3.4.7.
3.5.2. Compactificaciones de (N, τu)
Sea (N, τu). Consideramos el espacio (X = {1/n | n ∈ N}∪{0}, τu). Entonces
(X,h), donde h : (N, τu) −→ (X, τu) se define por h(n) = 1/n, es una
compactificacio´n de (N, τu). Es claro que N es homeomorfo a su imagen por
h, ya que h es continua, y su inversa es ella misma, h−1(x) = 1/x para
cada x ∈ h(N), y es continua. Adema´s, (X, τu) es compacto, ya que, dado
un cubrimiento por abiertos de X, el abierto que contiene al 0 contiene a
todos los puntos de X excepto un nu´mero finito de ellos, pues la sucesio´n
{1/n}n∈N converge a 0. Como hemos construido X an˜adiendo un so´lo punto,
(X,h) es la compactificacio´n de Alexandroff de (N, τu).
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