Grid computing has consolidated itself as a solution able of integrating, on a global scale, heterogeneous resources distributed geographically. This fact has contributed significantly to increase the IT infrastructure. However, all this computer power results in a lot of energy consumption, raising concerns not only with respect to economic aspects, but also regarding environmental impacts. Current data shows that the information technology and communication industry has been responsible for 2% of the carbon dioxide global emission, equivalent to the entire aviation industry. This paper proposes a biobjective strategy for resource allocation on global scientific grids, considering both energy consumption and execution times. An algorithm is presented which generates the minimal complete set of Pareto-optimal solutions in polynomial time. Computation experience is reported for three distinct scenarios.
INTRODUCTION
Over the last few years, the scientific community, enterprise, government and the society at large have been concerned with environmental issues. Computers as part of the IT infrastructure affect the environment in different phases of the product lifecycle: design, manufacture, operation and disposal. With respect to the operation of computers, the energy consumption has been considered as an important factor of environmental impact (Murugesan, 2008) .
Complex scientific experiments demand high computing capacity in order to process and store research data. These experiments consume much energy by employing large architectures such as clusters, grids and clouds. For example the Large Hadron Collider (LHC) (LHC [s.d.] ) is a relevant physics experiment whose computer grid needs about 2.5MW just for sustaining its major site (tier 0) located at CERN.
Traditionally, in grids, the scheduling of jobs on machines has been oriented by objectives such as the minimization of execution times, load balancing and cache usage. In fact, several studies have explored grid scheduling aiming at the minimization of the makespan (Deelman et al., 2004) ; (Taylor et al., 2003) ; (Mcgough et al., 2004) . More recently, highthroughput computing environments have lead task scheduling studies to consider the reduction of energy consumption (Beloglazov and Buyya, 2010) ; (Orgerie et al., 2008) ; (Garg and Buyya, 2009 ); (Kyong et al., 2007) . In a previous work, a heuristic is proposed in order to reduce the energy consumption by prioritizing the assignment of energy-efficient grid resources to the most complex tasks (Coutinho et al., 2011) .
The literature review shows that most papers either minimize execution times or energy consumption, i.e. objectives are dealt with separately. Here we propose the simultaneous minimization of both energy consumption and makespan for the grid scheduling problem. This is attained with the help of BOTEN (BiObjective Time and ENergy), an algorithm based on multiobjective optimization techniques.
Several studies in grid scheduling have benefited from multiobjective optimization techniques (Camelo et al., 2010) ; (Zhu et al., 2010) ; (Garg and Kumar Singh, 2011) ; (Talukder et al., 2009 ). However, they do not consider the minimization of energy consumption. In (Miao et al., 2008) , a multiobjective genetic algorithm is presented that minimizes both execution time and energy consumption.
Nevertheless only a single multiprocessor system is considered. Berman et al (Berman et al., 1990) and Bornstein et al (Bornstein et al., 2012) consider multiobjective optimization for general combinatorial problems.
The main contributions of this paper are: (i) the modeling of grid scheduling as a multiobjective problem; (ii) the development of the BOTEN algorithm; (iii) a case study illustrating the scheduling strategy defined by the algorithm; and (iv) computational results for three distinct scenarios, considering different variances in the size of jobs.
The paper is organized as follows. Section 2 describes the grid environment and formulates the scheduling problem and the corresponding model. Section 3 presents the BOTEN algorithm, section 4 illustrates the scheduling strategy with an example, section 5 gives experimental results for three distinct scenarios and finally section 6 presents the conclusions.
PROBLEM FORMULATION
In this section the execution environment of global scientific grids is briefly described. Details of the LHC grid (WLCG, 2002) are given in section 2.1 and the scheduling model is formulated in section 2.2. LHC (LHC [s.d.] ) is the world's largest and highestenergy particle accelerator. It was built by CERN (European Organization for Nuclear Research) and the installations lie in a tunnel of 27 km in circumference, 175 meters beneath the earth at the Franco-Swiss border, near Geneva, Switzerland. Among other things, physicists expect that the LHC helps to better understand mass structure, particle characteristics as well as deepen knowledge about space and time.
Grid Environment
In order to fulfill this aim thousands of researchers in dozens of countries help monitoring the results of the collisions obtained from the four main detectors at the LHC: ATLAS, ALICE, CMS and LHCb. It is estimated that data produced by these detectors reach approximately 15 petabytes per year.
The Worldwide LHC Computing Grid (WLCG) was constructed in order to process this staggering amount of data and it involves computational centers of several countries. The CBPF (Brazilian Center for Physics Research) which is part of the WLCG contributes mainly in the processing of data from the LHCb detector. For this purpose the CBPF allocates a computational infrastructure consisting of two clusters composed of 65 worker nodes representing a total capacity of 500 cores. Jobs coming from the LHCb detector and running at the CBPF are of the Monte Carlo (MC) type and can take up to two days of execution time.
The collaboration between CBPF and WLCG made it possible to observe features of the WLCG delivering an important motivation for the present work. As a matter of fact, the huge dimensions of the grid and its computational infrastructure result in a high consumption of energy. This fact should be considered in any study dealing with the performance of the system.
As already mentioned the WLCG comprises several geographically distributed sites. These sites contain heterogeneous machines which process jobs originating from a meta-scheduler. Each site has a master/agent architecture for making available the job scheduling software (batch system like PBS, Condor, etc.). The scheduling strategy proposed in this paper aims at helping the meta-scheduler to decide how jobs are going to be distributed to the sites of the grid. Some important features of the grid environment follow:  Grid Load -the number of running jobs depends on the activity of the detectors. i.e. variation is great and there are peak loads as seen in Figure 1 , representing the number of jobs generated at LHCb from March to May 2013.  Availability -sites are required to maintain grid machines always turned on, i.e. the computational resources need to be available all the time.  Autonomy -each site manages and controls independently the corresponding resources. In case there is no demand from the grid the resources may be allocated to attend local jobs.
In spite of peak loads (see Figure 1 ) total amount of computational grid resources is generally enough to attend demand generated by the detectors. Traditionally the meta-scheduler tries to balance the load so as not to overload the sites of the grid. The WLCG requirement of the availability of the machines makes the off-switching of unused CPUs as a green policy not feasible. Also keeping the local autonomy makes it difficult to use the DVS (Dynamic Voltage Scaling) technique at a global scale as a way of reducing energy consumption by undervolting. The next section describes the biobjective job scheduling problem.
Scheduling Model
The problem that will be considered here consists of a set of n independent jobs that have to be processed by a grid of m machines. Each machine M j has C j available cores and C 1  C 2   C m ≥ n. As a consequence each job will be allocated to one and only one core and no core will process more than one job. As a result, there will be no queuing of jobs. Not more than C j jobs can be allocated to a certain machine The first objective function ) ( 1 x f minimizes the maximum time spent in execution of the n jobs, i.e. it minimizes maximum completion time (makespan). The second objective ) ( 2 x f minimizes total energy consumed by execution of the n jobs.
The first group of restrictions of problem (P) guarantees that any job will be processed by one and only one machine of the grid. The second group of restrictions ensures that no more than C j jobs will be allocated to a machine M j .
THE ALGORITHM
In this section we present the BOTEN algorithm which solves the problem discussed in the previous section. Due to the fact that in problem (P) the objective function is a vector, the problem falls within vector optimization. 
PROBLEM INSTANCE
In order to better discuss the results of the biobjective formulation, a small example with three machines (M 1 , M 2 and M 3 ) and four jobs (T 1 , T 2 , T 3 and T 4 ) is presented. Basic information is given in the form of a complete bi-partite graph represented in Figure 3 . Each edge (i, j) represents a possible allocation of job T i to machine M j .
BOTEN (BiObjective Time and ENergy)
1. X * ← Ø, go ← 1 and x ← MinEnergy(∞) 2. While (go = 1) Do 3.
x ← MinEnergy(f 1 (x)) 4.
If
8.
x ← x 9. End While End Algorithm 
As there is no possible allocation for MinEnergy(50) the algorithm terminates accepting D as Pareto-optimal.
BOTEN generates the four Pareto-optimal solutions out of the 62 feasible solutions. Of course the decision maker has to make the final decision. Additional criteria can be developed to help in making this decision. For example, solution B represents a decrease of more than 30% of makespan at the cost of an increase of less than 10% of energy consumption. Thus, B seems to represent an improvement of solution A. A similar comment can be made by comparing solution D with respect to C. According to this kind of analysis, final decision should be taken considering just solutions B and D. Additionally, one could also consider economic criteria, i.e., for example compare the decreasing cost of saving energy with the cost of increasing makespan. 
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COMPUTATIONAL EXPERIMENTS
In this section we present computational results for BOTEN for the three problems BP1, BP2 and BP3. Each problem considers 200 jobs processed by 24 machines selected from the Green500 List (Green500, [s.d.] ). Green500 is based on the known TOP500 List (TOP500 [s.d.]), and ranks the most energy-efficient supercomputers in the world (MFLOPS/Watts). Information about machines considered in the tests, i.e. values of S j and W j , are presented in Table 1 . As we see, not always the most energy-efficient resource is the one that minimizes execution times and vice-versa. The machines were selected in order to reflect typical grid heterogeneity. For simplicity, we will assume that all machines have 16 available cores in order to process the 200 jobs, i.e. 16
BP1, BP2 and BP3 represent three distinct scenarios that basically differ in the way numerical values for the O i are generated. BP3 has equal values for the O i , i.e. the jobs are identical. For BP2 and BP1 values of O i are generated randomly but for BP2 the variation of the number of floating point operations of the jobs is much smaller than for BP1.
The values of O i , S j and W j allow the calculation of the e ij and t ij for each possible allocation of jobs to machines for the three problems.
BOTEN algorithm was implemented in C language. The input file contains data for a bi-partite graph similar to the one presented in Figure 3 . The BOTEN output for each Pareto-optimal solution consists of two files; the first file gives the assignment of jobs to machines while the second file gives the makespan and total energy consumption. For obvious reasons the following tables present just data from the second file. Table 2 presents the results for BP1. The minimal complete set consists of 96 Pareto-optimal solutions. For each solution makespan (time) is given in minutes and energy consumption in kWh.
The corresponding results for BP2 are shown in Table 3 where the 70 Pareto-optimal solutions of the minimal complete set are given.
The values of O i , S j and W j allow the calculation of the e ij and t ij for each possible allocation of jobs to machines for the three problems. BOTEN algorithm was implemented in C language. The input file contains data for a bi-partite graph similar to the one presented in Figure 3 . The BOTEN output for each Pareto-optimal solution consists of two files; the first file gives the assignment of jobs to machines while the second file gives the makespan and total energy consumption. For obvious reasons the following tables present just data from the second file. Table 2 presents the results for BP1. The minimal complete set consists of 96 Pareto-optimal solutions. For each solution makespan (time) is given in minutes and energy consumption in kWh.
Finally, just four Pareto-optimal solutions were generated for BP3 whose values (time/energy) are: 89/63208; 87/183096; 85/231576 and 81/244512.
For each table the first solution presents maximum makespan and minimum energy while the last solution has the opposite meaning.
For example, for BP2 energy consumption for the Pareto-optimal solution lies in the [309502, 600485] interval, while makespan ranges in the [933, 2123] interval. The first solution is 2123/309502 while the last corresponds to 933/600485. As should be expected, decreasing makespan results in higher energy consumption and vice-versa. A compromise solution should be found by the decision maker. For example, the grid metascheduler may choose the median solution or may try to find the solution with smallest distance to a fictive minimum 933/309502. Another possibility would be to find the solution closest to the average value 1319/405697.
Other aspects related to the problem may also be considered in the final decision. References and methods for selecting the final solution can be found in (Ehrgott and Gandibleux 2002) .
CONCLUSIONS
This work presents BOTEN, a new scheduling strategy based on multiobjective optimization for global scientific grids. The minimization of energy consumption and makespan are considered simultaneously. The results show that it is possible to enhance grid job scheduling with green policies and still maintain the performance with respect to execution times. In other words, time and energy therefore increasing the number of Pareto-optimal solutions. Indeed, BP1 with the greatest variation in the size of jobs has the greatest number of Paretooptimal solutions while BP3, with all jobs of identical size, has just four Pareto-optimal solutions.
In future, we intend to evaluate the algorithm for new scenarios and extend this strategy to cloud environment. In addition, it would be good to include also the energy used by disc units in grid storage in the energy consumption.
