Consistency-based semi-supervised learning methods such as the Mean Teacher method are state-of-the-art on image datasets, but have yet to be applied to audio data. Such methods encourage model predictions to be consistent on perturbed input data. In this paper, we incorporate audio-specific perturbations into the Mean Teacher algorithm and demonstrate the effectiveness of the resulting method on audio classification tasks. Specifically, we perturb audio inputs by mixing in other environmental audio clips, and leverage other training examples as sources of noise. Experiments on the Google Speech Command Dataset and UrbanSound8K Dataset show that the method can achieve comparable performance to a purely supervised approach while using only a fraction of the labels.
Introduction
State-of-the-art deep learning methods typically require large amounts of labeled data to obtain high predictive performance. For audio classification in particular [1, 2] , datasets need to include variations caused by the uncontrollable nature of audio sources, thus incurring increased data acquisition and more importantly, data labeling costs. Therefore, building a robust audio classification engine with limited labeled data is an important and practical problem that we are going to address in this paper.
Semi-supervised approaches that utilize small amounts of labeled data together with larger amounts of unlabeled data have previously been explored as a way to mitigate this data labeling burden, as unlabeled audio data is typically easier and cheaper to obtain in practice. This approach has been explored for audio event classification [3, 4] and speech recognition [5] . These works typically adopt a self-training approach; the iterative process starts by first training a classifier on the small amount of labeled data, then using it to predict labels for the unlabeled data. Confidently predicted labels (with associated data) are then included as part of the training data and the classifier is re-trained on this larger labelled dataset. The process is repeated for several iterations. An alternative approach applied to music instrument recognition first trains a Gaussian mixture model with the labeled data, then continues to improve the model using an iterative EM-algorithm on unlabeled samples [6] .
Motivated by the recent successes of consistency-based semi-supervised learning methods in computer vision [7, 8, 9] , we investigate their applicability to audio data. We first briefly review this class of methods that encourage model predictions to be consistent on unlabeled samples. Specifically, on unlabeled samples, the model is trained to have predictions that are consistent with those on perturbed inputs and different model parameters. This is achieved by including a consistency loss between the student and teacher models on the unlabeled samples, in addition to the usual classification loss for the labeled samples. In [7] , this consistency loss is computed between a noisy student model and a clean teacher model, where random noise is added to the latent features in the student model. During model training, the teacher model then tries to denoise the corrupted latent features and minimize the difference between the features in the student and teacher models. Laine and Aila [8] proposed the π model where the student and teacher models share the same weights but use different data augmentation techniques and dropout. They also introduced temporal ensembling that uses the exponential moving average (EMA) of the student model predictions as the outputs of teacher model. Instead of a prediction ensemble, Tarvainen and Valpola [9] used the EMA of the student model's weights as the weights of teacher model and achieved state-of-the-art performance on image datasets. However, despite their success on image datasets, these methods have not been applied to audio data to the best of our knowledge.
The specific perturbations applied to the inputs during training play an important role in consistency-based methods; in some sense they enforce smoothness of the classifier along the data manifold. However, perturbations commonly used for images may not be suitable for audio data. Moreover, some perturbations also are specific to audio data, for instance, mixing with environmental noise. There is a special category of audio in the Google Speech Commands Dataset that is background noise (e.g., "doing the dishes", "exercise bike", "running tap"). This background noise was collected to enable the training of more robust classifiers that can identify a command in spite of the noise.
Besides adding environmental noise directly to the training samples, we can also mix different samples together as a form of perturbation. Zhang et al. [10] proposed to train a neural network with convex combination of pairs of samples. This mixup method has been shown to be an effective and simple way of data augmentation and can improve the generalization of networks. Verma et al., [11] further extended mixup to semisupervised learning. The consistency loss is computed between predictions on interpolated samples from the student model and the interpolated predictions from teacher model. Instead of using small perturbations like noise or data augmentation, the interpolated samples mostly lie in the low-density regions along the decision boundaries. Adding small perturbations to these samples may easily push them to the other side of the decision boundary. By training on these samples, they achieved state-ofthe-art semi-supervised learning (SSL) performance.
In this work, we apply Mean Teacher to two different audio datasets -the Google Speech Commands Dataset [12] and Ur-banSound8K Dataset [13] , and show that the consistency-based SSL methods also perform well on audio data. We show that using environment noise as perturbation further improves performance. We also explore the effect of mixing samples and find that encouraging interpolated predictions from the student and teacher models to be consistent improves performance. Our work establishes consistency-based methods as a strong baseline for semi-supervised audio classification.
Methods
In this section, we describe how Mean Teacher, environmental noise and sample mixing are applied to audio datasets.
Mean Teacher method
The Mean Teacher method attempts to enforce classifier smoothness in the face of small perturbations on the data and model parameters. In the method, we have a student and teacher model, both assumed to be neural networks that share the same architecture (f ). The weights of the teacher model (W ) are the EMA of the student model's weights (w). Formally, the teacher weights at step t are computed as
where α is the smoothing constant that effectively controls the averaging time period. Given a labeled set of samples
, the classification loss function is the usual cross-entropy (CE) loss between predictions of labeled samples and corresponding ground truth L cls = (x,y)∈D l CE(f (x; w), y). The consistency loss Lcon is defined as follows, between predictions on the same sample from the student and teacher models
where Dc = {x | (x, y) ∈ D l } ∪ Du, so that this is computed over samples from both the labeled and unlabeled data. The total loss is the sum of classification and consistency losses
where λ is a parameter controlling the importance of consistency loss. When applying Mean Teacher, the consistency loss is computed on both labeled and unlabeled data. A schematic of the method is shown in Figure 1 . During training, each batch contains both labeled and unlabeled samples. We feed these batches of data into both the student and teacher models but with different perturbations; we discuss these in detail in Section 2.2. These perturbations may include translations, addition of Gaussian noise, flips, and dropout. The consistency loss is computed as the mean-square distance between the predictions from the student and teacher models.
The classification loss is evaluated as the cross-entropy loss between the softmax output of the student model and the target labels. During optimization, the gradients are not backpropagated to the teacher model, instead, only the weights of the student model are updated.
Perturbations on audio data
We modify the perturbation settings in [9] , and the details are as following.
Time and frequency shifts
Random time and frequency shifts are natural perturbations on audio data. Translated to spectrogram images, these perturbations correspond to horizontal translations for time shifts and vertical translations for frequency shifts.
Gaussian noise
Additive Gaussian noise is also used as a possible perturbation as there might be noise when recording and transforming the audio data.
Environment noise as perturbations
In the Google Speech Commands dataset, we have six classes of background noise, one sample per class. Owing to the linearity of the spectrogram, we can simply add the spectrogram of the audio sample with that of the background noise to mimic the situation when the command audio is recorded with the noise. Given the original spectrogram as Sori and the environment noise spectrogram as Senv, the final sample (Sin) fed into the network is:
where β is used to control the environment noise level. Compared to adding random Gaussian noise, real environmental noise is a more realistic form of noise, and can potentially enable classifiers to be robust to such noise in the input. As there are only limited number of noise samples in the speech commands dataset, we also use the unrelated UrbanSounds8K urban audio dataset to enrich the quantity and diversity of environment audio data.
Consistency regularization with mixed samples
Another possible source of perturbations are the original samples themselves. Mixed samples can be regarded as the case when different commands are given at the same time. Given two samples as (xa, x b ) and their corresponding labels (ya, y b ) (one-hot encoding), the generated pair of samples are:
The classification loss will be computed as:
For mixed unlabeled data (Xa, X b ), their predictions from the student and teacher models are:
where Xmix = (1 − γ) * Xa + γ * X b . And the consistency loss is:
In the case where we utilized mixed samples as perturbations, the training workflow is different as shown in Figure 2 . The samples are mixed before being fed into the network. For mixed samples with corresponding combined labels, they contribute to the classification loss. The predictions of original samples from teacher model are combined as P tch . The consistency loss is the mean-square distance between combined predictions from teacher model and predictions of mixed samples from student model as noted in Equation 10.
Experiments

Datasets
We perform experiments on two datasets: the Google Speech Commands Dataset [12] and the UrbanSound8K Dataset [13] . In both cases, during training, the entire training set is considered as the unlabeled dataset, while labeled samples are randomly selected from the training set in each run. Google Speech Commands Dataset: This dataset includes one-second long utterances of 30 different speech commands such as "Yes", "No", "Up" and "Down", spoken by many different people. We split the dataset into a 57886-sample training set and a 6835-sample testing set according to the official partition script. We convert the waveform audio into 32 × 32 mel-spectrogram images for training. UrbanSound8K Dataset: This is a collection of short audio clips (1 to 4 seconds long) from 10 different classes collected from urban acoustic environments. Classes include sounds of car horns, dogs barking, and jackhammers. There are 8732 audio samples in total; we used the training set including 5434 labeled samples from the version hosted on Kaggle 1 . We split the labeled data into training and test sets. We transform the audio into mel-spectrogram images with the same sampling rate.
As the audio clips have varying lengths, the images are in different shapes. To facilitate training, we zero-pad them to the same size 32 × 128.
Experimental setup
For our classifiers (both the supervised baseline and in Mean Teacher), we use the same 13-layer convolutional neural network proposed in [9] . Briefly, the network consists of 3 blocks of 3 convolution layers followed by a single pooling layer; the last block is then connected to a fully-connected layer that computes the prediction logits. The network also includes a dropout layer after each of the first two pooling layers. Batch normalization and weight normalization are applied to the convolution and fully-connected layers. The model is trained using the ADAM optimizer with a batch size of 100 for 80000 iterations on Google Speech Commands Dataset and 8000 iterations on UrbanSound8K Dataset. During the first few epochs of training, the optimization relies more on the labeled data and classification loss. As the model starts to converge, the consistency loss plays a more important role. As described in [9] , a ramp-up on λ in Equation 3 is applied to adapt the importance of the consistency loss as training progresses. Specifically, both the learning rate and λ ramp up to their maximum value in the first 40000 or 4000 steps. The learning rate also ramps down to 0 in the last 25000 or 2500 steps for better convergence. For details on the rampup and ramp-down procedure, please refer to the experimental setup section in the appendix of [9] . The maximum learning rate is set to 0.003. All experiments are repeated five times with the same series of random seeds, and we report the average classification accuracy along with standard deviations.
Evaluation of the Mean Teacher method
We first compare the performance of the semi-supervised Mean Teacher method to a purely supervised convolutional neural network with the same architecture (see Section 3.2) that only uses the labeled data during training. For these experiments we only include random time and frequency shifts as well as Gaussian noise as perturbations. We report classification accuracy on the Google Speech Commands Dataset (Table 1) and Urban-Sound8K Dataset ( Table 2) .
On the Google Speech Commands Dataset, Mean Teacher outperforms the supervised baseline when not all labeled data is used. The performance gain increases as less labeled data is used -from 5.41% when only 1% of labels are used to 0.54% when 25% of labels are used in training. Mean Teacher achieves comparable performance to the supervised baseline using all labels, with only 25% (even 10%) of the labels.
The UrbanSound8K dataset is more challenging as it has fewer training samples. We also observe that Mean Teacher achieves performance gains over the supervised baseline across the board. Here, gains are significant even when almost a third of the samples are labeled (3.02% gain when 1500 labels are used). With only 12% of the labels (600 labels), Mean Teacher achieves a large improvement in accuracy of 8.76% over the supervised baseline. On this dataset it is not possible to achieve comparable accuracy to a supervised baseline using all labels with less labeled data. However, Mean Teacher manages to obtain 85.93% accuracy using only 30% of the labels. After validating on 600 labeled samples, the best performance is achieved with β = 0.1. From Table 3 , we can see that, with this new perturbation, the accuracy is almost the same. This lack of significant improvement could be due to the lack of diversity in the background noise samples (6 samples, 40 seconds each).
Urban noise from UrbanSound8K
To see if a more diverse set of environment noise could provide performance benefits, we also consider the Urban Sound Dataset [13] as a source of noise, as it spans more classes and includes more samples. We use the same noise setting as found on the Google Speech Commands Dataset in our experiments. From the results shown in Table 3 , we can see that using urban noise yields a clear performance improvement. Compared with using only the six noise samples in the Google Speech Commands Dataset, urban noise is much more effective. With 600 labels, while the command noise barely affect the accuracy, incorporating urban noise provides a larger boost of 1.86%. With only 15000 (around 25%) labels, performance surpasses that of the supervised baseline using all the labels (96.62%). We conclude that the quantity and variety of the noise greatly influences classification performance.
However, these results also raise the question: is the improvement due to the new noise perturbation or simply due to a data augmentation effect. To clarify this, we apply environmental noise to supervised training as a way of data augmentation. The results are shown in Table 4 . We can see that, except the improvement in the case where 600 labels are used, there is no clear improvement when using urban noise as part of a data augmentation approach. These results indicate the effectiveness of introducing environmental noise as a new form of perturbation 
Mixing samples as perturbations
Finally, we evaluate the effect of mixing samples as perturbations. We do not include environment noise in these experiments to isolate the effects of the mixing. Results are shown in Table 5 . With mixed samples, instead of introducing more perturbations, we are augmenting the dataset with more training samples near the decision boundary of different target labels. The performance improvements are small (0.5-2%), similar to when we use urban noise as perturbations. We note that the greatest improvement was achieved when only 1% of the labels were used (600 labels), where it provides a 1.93% boost in accuracy over the vanilla Mean Teacher method.
Conclusion
In this paper, we demonstrate the effectiveness of the Mean Teacher method for audio classification on two very different audio classification datasets -speech and urban audio. We introduce the addition of environment noise as a new effective perturbation as part of the Mean Teacher method, showing improvements using background noise from the UrbanSound8K dataset. Our results show the importance of using diverse collections of noise as perturbations and that the improvement cannot simply be achieved using a similar data augmentation strategy. Finally, we use mixed samples and labels as a source of perturbations. In all cases, we show that Mean Teacher can achieve comparable results to fully supervised training using only 25% (or even 10%) of the labels. We also observe significant accuracy boosts over the supervised baseline when only 1% of the labels are used. These promising results indicate the feasibility of applying the Mean Teacher method, environment noise and sample mixing on audio classification tasks. We believe that these methods can be adapted and improved for other audio datasets and tasks, and leave this as an interesting direction for future work.
