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Abstract
We study the the following question in Random Graphs. We are given two disjoint sets L,R
with |L| = n = αm and |R| = m. We construct a random graph G by allowing each x ∈ L to
choose d random neighbours in R. The question discussed is as to the size µ(G) of the largest
matching in G. When considered in the context of Cuckoo Hashing, one key question is as to
when is µ(G) = n whp? We answer this question exactly when d is at least three. We also
establish a precise threshold for when Phase 1 of the Karp-Sipser Greedy matching algorithm
suffices to compute a maximum matching whp.
1 Introduction
For a graph G we let µ(G) denote the size of the maximum matching in G. In essence this paper
provides an analysis of µ(G) in the following model of a random bipartite graph. We have two
disjoint sets L,R where L = [n], R = [m] where n = αm. Each v ∈ L independently chooses d
random vertices of R as neighbours. Our assumptions are that α > 0, d ≥ 3 are fixed and n→∞.
One motivation for this study comes from Cuckoo Hashing.
Briefly each one of n items x ∈ L has d possible locations h1(x), h2(x), . . . , hd(x) ∈ R, where
d is typically a small constant and the hi are hash functions, typically assumed to behave as
independent fully random hash functions. (See [21] for some justification of this assumption.)
We are thus led to consider the bipartite graph G which has vertex set L ∪ R and edge set
{(x, hj(x)) : x ∈ L, j = 1, , 2, . . . , d}. Under the assumption that the hash functions are completely
random we see that G has the same distribution as the random graph defined in the previous
paragraph.
We assume each location can hold only one item. When an item x is inserted into the table, it
can be placed immediately if one of its d locations is currently empty. If not, one of the items in
its d locations must be displaced and moved to another of its d choices to make room for x. This
item in turn may need to displace another item out of one its d locations. Inserting an item may
require a sequence of moves, each maintaining the invariant that each item remains in one of its d
∗Supported in part by NSF Grant DMS0753472.
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potential locations, until no further evictions are needed. Thus having inserted k items, we have
constructed a matching M of size k in G. Adding a (k + 1)’th item is tantamount to constructing
an augmenting path with repsect to M . All n items will be insertable in this way iff G contains a
matching of size n.
The case of d = 2 choices is notably different from that for other values of d and the theory for the
case where there are d = 2 bucket choices for each item is well understood at this point [9, 20, 22].
We will therefore assume that d ≥ 3.
We will now revert to the abstract question posed in first paragraph of the paper.
2 Definitions and Results
This question was studied to some extent by Fotakis, Pagh, Sanders and Spirakis [15]. They show
in the course of their analysis of Cuckoo hashing that the following holds:
Lemma 1 Suppose that 0 < ε < 1 and d ≥ 2(1 + ε) log(e/ε). Suppose also that m = (1 + ε)n.
Then whp G contains a matching of size n i.e. a matching of L into R.

In particular, if d = 3 and m ≈ 1.57n then Lemma 1 shows that there is a matching of L into R
whp.
This lemma is not tight and recently Mitzenmacher et al [12] observed a connection with a result
of Dubois and Mandler on Random 3-XORSAT [10] that enables one to essentially answer the
question as to when µ(G) ≥ n for the case d = 3. More recently, Fountoulakis and Panagiotou [11]
have established thresholds for when there is a matching of L into R whp, for all d ≥ 3.
We begin with a simple observation that is the basis of the Karp-Sipser Algorithm [16, 2]. If v is a
vertex of degree one in G and e is its unique incident edge, then there exists a maximum matching
of G that includes e. Karp and Sipser exploited this via a simple greedy algorithm:
Algorithm 1 Karp-Sipser Algorithm
1: procedure KSGreedy(G)
2: M ← ∅
3: while Γ 6= ∅ do
4: if Γ has vertices of degree one then
5: Select a vertex ξ uniformly at random from the set of vertices of degree one
6: Let e = (ξ, η) be the edge incident to ξ
7: else
8: Select an edge e = (v, u) uniformly at random
9: end if
10: M ←M ∪ {e}
11: Γ← Γ \ {ξ, η}
12: end while
13: return M
14: end procedure
2
Phase 1 of the Karp-Sipser Algorithm ends and Phase 2 begins when the graph remaining has
minimum degree at least two. So if Γ1 denotes the graph Γ remaining at the end of Phase 1 and
τ1 is the number of iterations involved in Phase 1 then
µ(G) = τ1 + µ(Γ1). (1)
Our approach to estimating µ(G) is to (i) obtain an asymptotic expression for τ1 that holds whp
and then (ii) show that whp Γ1 has a (near) perfect matching and then apply (1).
We summarise our results as follows: Let z1 satisfy
z1 =
ez1 − 1
d− 1
(2)
and let
α1 =
z1
d(1− e−z1)d−1
. (3)
Theorem 2 If α ≤ α1 then whp µ(G) = τ1 = n.
Thus whp Phase 1 of the Karp-Sipser Algorithm finds a (near) maximum matching if α ≤ α1. In
particular, if d = 3 then z1 ≈ 1.251 and α1 ≈ .818 and thus m ≈ 1.222n is enough for a matching
of L into R.
Andrea Montanari has pointed out that our proof of Theorem 2 via the differential equations
method is not new and already appears in Luby, Mitzenmacher, Shokrollahi and Spielman [13] and
also in Dembo and Montanari [8]. We will prune this from the final version of the paper, but leave
it in here for now.
Now consider larger α. Let z∗ be the largest non-negative solution to
( z
αd
) 1
d−1
+ e−z − 1 = 0.
Theorem 3 If α > α1 then whp
(a) z∗ > 0.
(b) τ1 ∼ n
(
1−
(
z∗
αd
) d
d−1
)
.
(c) If d ≥ 3 then
µ(Γ1) = min {|L1|, |R1|} = min
{
n− τ1, (1− (1 + z
∗)e−z
∗
)m+ o(m)
}
. (4)
Here L1 ⊆ L,R1 ⊆ R are the two sides of the bipartition of Γ1, after deleting any isolated
vertices from the R-side.
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3 Structure of the paper
We first prove Theorem 2. This involves studying Phase 1 of the Karp-Sipser Algorithm. For this
we first describe the distribution of the graph G. This is done in Section 4. The distribution of Γ
is determined by a few parameters and these evolve as a Markov chain. To study this chain, we
introduce and solve a set of differential equations. This is done in Section 5. We show that the
chains trajectory and the solution to the equations are close. By analysing the equations we can
tell when Phase 1 is sufficient to solve the problem. This is done in Section 6. If Phase 1 is not
sufficient then the graph Γ1 that remains has degree d on the L-side and minmum degree at least
two on the R-side. We show that whp Γ1 has a matching of size equal to the minimum set size of
the partition. [12] and [9] and [11].
4 Probability Model for Phase 1
We will represent G and more generally Γ by a random sequence x ∈ ΩL,R = (R
d ∪ {⋆}d)L. A
sequence x ∈ ΩL,R is to be viewed as n subsequences x1,x2, . . . ,xn where xj = (xj,1, xj,2, . . . , xj,d) ∈
Rd or xj = σ = (⋆, ⋆, . . . , ⋆). The ⋆’s represent edges that have been deleted by the Karp-Sipser
algorithm. For x ∈ ΩL,R we define the bipartite (multi-)graph Γx as follows: Its vertex set consists
of a bipartition Lx = {j ∈ L : xj 6= σ} (the left side) and R (the right side). The edges incident
with j ∈ Lx are (j, xj,i), i ∈ [d] i.e. we read the sequence x from left to write and add edges to Γx
in blocks of size d. Each block being assigned to a unique vertex of Lx.
We should be clear now that our probability space is ΩL,R with uniform measure and not GL,R =
{Γx : x ∈ ΩL,R}.
Given a graph Γx we let vj = vj(x) = |Rj(x)| where Rj(x) is the set of vertices in R that have
degree j ≥ 0. We let v = v(x) = |Rx| where Rx =
⋃
j≥2Rj(x).
For the graph G we choose x(0) uniformly at random from (Rd)L and put G = Γx(0). Next let
Γ(0) = G and let Γ(t) = Γx(t) be the graph Γ that we have after t steps of Phase 1 of the Karp-
Sipser algorithm. The sequence x(t) is defined as follows: Observe first that the vertex ξ of degree
one is always in R. Suppose that it is incident to the unique edge (η, ξ), η ∈ L. Then we simply
replace xη in x(t − 1) by σ to obtain x(t). We should thus think of the Karp-Sipser Algorithm as
acting on sequences x and not on graphs. We write x → y to mean that y can be obtained from
x by a single Phase 1 step of the Karp-Sipser Algorithm.
Let ~v(t) = (w(t), v1(t), v(t)) where w(t) = |Lx(t)| is the number of vertices on the left side of the
bipartition of Γ(t). Assuming that we have only run the Karp-Sipser algorithm up to the end of
Phase 1, we have w(t) = n− t. Also
~v(0) ∼ (n, αde−αdm, (1 − e−αd − αde−αd)m) whp. (5)
We will omit the parameter t from ~v(t) when it is clear from the context. Let X~v be the set of all
x ∈ ΩL,R with parameters ~v.
Lemma 4 Suppose x(0) is a random member of X~v(0). Then given ~v(0), . . . , ~v(t), x(t) is a random
member of X~v(t) for all t ≥ 0.
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Proof: We prove this by induction on t. It is true for t = 0 by assumption and so assume it is true
for some t ≥ 0. Let ~v(t) = (w, v1, v) and now fix a triple ~v
′ = (w′ = w−1, v′1, v
′) as a possible value
for ~v(t + 1). Fix y ∈ X(w′,v′1,v′). We first compute the number of x ∈ X~v(t) such that x → y. Let
b = v − v′ be the number of vertices in Rx \Ry. Some of these will be in R0(y) and some will be
in R1(y). So we choose non-negative integers b0, b1 such that b0+ b1 = b. Next let a = v1− v
′
1+ b1
be the number of vertices in R1(x) ∩ R0(y). We can choose a vertex η so that Lx \ Ly = {η} in t ****
ways and now let us enumerate the ways of choosing xη = (ζ1, ζ2, . . . , ζd). Our choices for ζi are
(i) distinctly from R0(y) (i.e. ζi is distinct from rest of the ζj), (ii) non-distinctly from R0(y) (i.e.
ζ = ζi is chosen more than once in the construction), (iii) from R1(y) and (iv) from Ry. We must
exercise choice (i) exactly a times, choice (ii) at least twice for each of b0 distinct values, choice (iii)
at least once for each of b1 distinct values and choice (iv) the remaining times.
The number of choices for xη depends only on ~v and ~v
′, i.e. for each y ∈ X~v′ we have that
D(~v,~v′) = |{x ∈ X~v : x→ y}| is independent of y, given ~v and ~v
′.
Similarly given x there is a unique i ∈ R1(x), which when removed determines y. Thus N(~v) =
|{y : x→ y}| is fixed given ~v. Thus if x(t) is a random member of X~v then
P(x(t+ 1) = y|~v(0), . . . , ~v(t))
=
∑
x∈X~v(t)
P(x(t) = x|~v(0), . . . , ~v(t)) · P(x(t+ 1) = y|~v(0), . . . , ~v(t− 1),x(t) = x)
=
∑
x∈X~v(t)
P(x(t+ 1) = y|x(t) = x) ·
∣∣X~v(t)∣∣−1
=
∑
x∈X~v(t)
D(~v(t), ~v(t+ 1))
N(~v(t))
·
∣∣X~v(t)∣∣−1
which is independent of y given ~v(t) and so y is a random member of X~v(t+1). 
Lemma 5 The random sequence ~v(t), t = 0, 1, 2, . . . is a Markov chain.
Proof: As in [2],
P(~v(t+ 1) | ~v(0), ~v(1), . . . , ~v(t)) =
∑
x′∈X~v(t+1)
P(x′ | ~v(0), ~v(1), . . . , ~v(t))
=
∑
x′∈X~v(t+1)
∑
x∈X~v(t)
P(x′,x | ~v(0), ~v(1), . . . , ~v(t))
=
∑
x′∈X~v(t+1)
∑
x∈X~v(t)
P(x′ | ~v(0), ~v(1), . . . , ~v(t− 1),x)
×P(x | ~v(0), ~v(1), . . . , ~v(t))
=
∑
x′∈X~v(t+1)
∑
x∈X~v(t)
P(x′ | x)|X~v(t)|
−1,
which depends only on ~v(t), ~v(t+ 1). 
Lemma 6 Conditional on ~v if x is selected uniformly at random from X~v then each vertex i ∈ Rx
has degree Yi where Yi = Poi(z;≥ 2), a Poisson random variable conditioned to take a value at least
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two, and z satisifes
z(ez − 1)
f(z)
=
dw − v1
v
(6)
where f(z) = ez − z − 1.
The Yi are also conditioned to satisfy
∑v
i=1 Yi = wd− v1.
Proof: Suppose we first fix the edges incident with vertices of degree one in x. Then we randomly
fill in the remaining dw − v1 non-⋆ positions in x with values from some fixed v-subset Rx of R,
subject to each of these v vertices having degree at least two. The degrees Yi of these vertices will
have the description described in the lemma (for a proof see Lemma 4 of [2]). 
From [2] we can use the following lemma
Lemma 7 [2]
(a) Assume that log n = O((vz)
1
2 ). For every j ∈ Rx and 2 ≤ k ≤ log n,
P(Yj = k|~v) =
zk
k!f(z)
(
1 +O
(
k2 + 1
vz
))
(7)
(b) For all k ≥ 2, j ∈ Rx
P(Yj = k|~v) = O
(
(vz)
1
2
zk
k!f(z)
)

5 Differential Equations
Let ~v be the current parameter tuple and ~v′ be the tuple after one step of the Karp-Sipser algorithm.
The following lemma gives E[~v′ − ~v|~v] for each step of Phase 1 of the Karp-Sipser algorithm.
Lemma 8 Assuming log v = O((vz)
1
2 ) and v1 > 0 we have
E[v′1 − v1|~v] = −1−
d− 1
dw
v1 +
d− 1
dw
vz2
f
+O
(
1
vz
)
E[v′ − v|~v] = −
d− 1
dw
vz2
f
+O
(
1
vz
)
Proof: First note that v1 > 0, one vertex ξ ∈ R with deg(ξ) = 1 will be picked and ξ and its
neighbor η ∈ L will be removed from Gt. This implies that w decreases by 1 and the number of
edges removed is d, i.e. all edges incident to η. Let δ be the number of multiple edges incident to
η. Then we have
E[δ|~v] ≤ d · P(η is incident to parallel edges) ≤ d
(
d
2
)
1
(wd)2
∑
j
E[deg(j)2] (8)
≤
d3
2w2
vE[Y (Y − 1)|~v] = O
(
1
w
)
6
where Y has distribution (7).
Explanation: The dw choices of neighbours for the remaining vertices in L form a list with v1
unique names and wd − v1 non-unique names and where the number of times a vertex appears
among the wd − v1 has distribution (7). Also, if we construct this list vertex by vertex, it will
appear in a random order. So the probability that j appears in two of the choices for η is bounded
by E[deg(j)2](wd)2 and this justifies (8).
The change in v1 comes from ξ being removed, minus the number of other degree one vertices
adjacent to η and plus the number of vertices adjacent to η of degree exactly two. Any change from
vertices of degree three or more is absorbed by the O
(
1
w
)
term for multiple edges.
The expected change is then
E[v′1 − v1|~v] = −1−
d− 1
dw − 1
(v1 − 1) +
2(d − 1)
dw − 1
E[v2|~v] +O
(
1
w
)
= −1−
d− 1
dw
v1 +
d− 1
dw
z2
f
v +O
(
1
vz
)
(9)
Similarly for v, the change is only due to vertices adjacent to y of degree exactly two, modulo
multiple edges. Thus
E[v′ − v|~v] = −
d− 1
dw
z2
f
v +O
(
1
vz
)

Lemma 8 suggests that we consider the following pair of differential equations
dy1
dt
= −1−
d− 1
dw
y1 +
d− 1
dw
yζ2
f(ζ)
(10)
dy
dt
= −
d− 1
dw
yζ2
f(ζ)
(11)
where w = n− t and ζ satisfies
ζ(eζ − 1)
f(ζ)
=
dw − y1
y
. (12)
The boundary conditions are (see (5))
ζ(0) = αd, y1(0) = mαde
−αd, y(0) = m(1− (1 + αd)e−αd). (13)
The y1, y, ζ are of course the deterministic counterparts of v1, v, z respectively.
Lemma 9 The solution to (10), (11) and (13) is
w =
(
ζ
αd
) d
d−1
n. (14)
t = n
(
1−
(
ζ
αd
) d
d−1
)
(15)
y = e−ζf(ζ)m (16)
y1 = mζ
((
ζ
αd
) 1
d−1
+ e−ζ − 1
)
(17)
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Proof: We take the derivative of (6) with respect to t. The RHS becomes, using (10) and (11)
d
dt
(
dw − y1
y
)
=
1
y
(
−d−
(
−1−
d− 1
d
y1
w
+
d− 1
d
y
w
ζ2
f(ζ)
)
−
dw − y1
y
1
y
(
−
d− 1
d
y
w
ζ2
f(ζ)
))
= −
d− 1
dw
(
dw − y1
y
+
ζ2
f(ζ)
−
dw − y1
y
ζ2
f(ζ)
)
= −
d− 1
dw
(
ζ(eζ − 1)f(ζ) + ζ2f(ζ)− ζ3(eζ − 1)
f(ζ)2
)
= −
d− 1
dw
(
ζ(eζ − 1)2 − ζ3eζ
f(ζ)2
)
(18)
On the other hand, on differentiating the LHS of (6) (with z replaced by ζ) we get
d
dt
(
ζ(eζ − 1)
f(ζ)
)
=
(ζeζ + eζ − 1)f(ζ)− ζ(eζ − 1)2
f(ζ)2
dζ
dt
=
(eζ − 1)2 − ζ2eζ
f(ζ)2
dζ
dt
. (19)
Comparing (18) and (19) we see that
1
ζ
dζ
dt
= −
d− 1
dw
(20)
Integrating yields
ζd
wd−1
= constant
Plugging in ζ(0) = αd we see that
ζd
wd−1
=
(αd)d
nd−1
.
This verifies (14) and (15).
Going back to (11) and (20) we have
dy
dζ
dζ
dt
=
dy
dt
= −
(d− 1)y
dw
ζ2
f(ζ)
=
1
ζ
dζ
dt
yζ2
f(ζ)
.
So
1
y
dy
dζ
=
ζ
f(ζ)
and integrating yields
ln y = −ζ + ln f(ζ) + C
Taking y(0) = m(1− (1 + αd)e−αd) gives C = lnm and we see that (16) holds.
We now solve for y1 in terms of ζ as a function of d. It follows from (12) and (16) that
y1 = dw + ζe
−ζm−mζ
=
(
ζ
αd
) d
d−1
nd+ ζe−ζm−mζ
= mζ
((
ζ
αd
) 1
d−1
+ e−ζ − 1
)
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At this point we wish to show that whp the sequence ~v(t), t ≥ 0 closely follows the trajectory
~y(t) = (w, y1, y), t ≥ 0 described in Lemma 9. One possibility is to use Theorem 5.1 of Wormald
[24], but there is a problem with an “unbounded” Lipschitz coefficient. One can allow for this in
[24], but it is unsatisfactory to ask the reader to check this. We have decided to use an approach
suggested in Bohman [4].
Next let K be a large positive constant and let γ ≪ 1/K. Then let
g(x) = (1− x)−K +K(1− x)−1
and
Err(t) = n2/3g(t/n).
Then define the event
E(t) =
{
v(τ)z(τ) ≥ n1/2 and ζ(τ) ≥ ζ(t1) + n
−γ and |~v(τ)− ~y(τ)|∞ ≤ 2Err(τ) for τ ≤ t
}
where
t1 = min {t > 0 : y1(t) = 0} . (21)
Now define four sequences of random variables:
X±1 (t) =
{
v1(t)− y1(t)± Err(t) E(t− 1) holds
X±1 (t− 1) otherwise
X±(t) =
{
v(t)− y(t)± Err(t) E(t− 1) holds
X±(t− 1) otherwise
Because (1− x)−L is convex we have
1
(1− (x+ h))L
≥
1
(1− x)L
+
hL
(1− x)L+1
for L > 0 and 0 < x < x+ h < 1. So,
g((t+ 1)/n)− g(t/n) ≥
K
n− t
g(t/n). (22)
Suppose that E(t) holds. We write∣∣∣∣dw − y1y − dw − v1v
∣∣∣∣ =
∣∣∣∣(dw − y1)(v − y)yv + v1 − y1v
∣∣∣∣
= O
(
Err(t)
v
)
. (23)
(For this we need (dw− y1)/y = O(1). But this follows from (12) and the fact that ζ is decreasing
– see (20)).
Putting F (x) = x(e
x−1)
f(x) we have (see (19)) F
′(x) = (e
x−1)2−x2ex
f(x)2
and since
(ex − 1)2 − x2ex =
∞∑
k=4
(2k − 2− k(k − 1))
xk
k!
(24)
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we see that F ′(x) = Ω(1) in any bounded interval [0, L].
Hence from (23) we have
O
(
Err(t)
v
)
= F (ζ)− F (z) = Ω(|ζ − z|)
or
|ζ − z| = O
(
Err(t)
v
)
. (25)
Using (25) we obtain ∣∣∣∣ vz2f(z) − yζ
2
f(ζ)
∣∣∣∣ ≤ |v − y|z2f(z) + y
∣∣∣∣ z2f(z) − ζ
2
f(ζ)
∣∣∣∣
≤ K1Err(t) (26)
for some K1 = K1(α, d) > 0.
For the second term we use(
x2
f(x)
)′
=
2xf(x)− x2(ex − 1)
f(x)2
= −
1
f(x)2
∞∑
k=4
k − 3
(k − 1)!
xk.
This implies that
(
x2
f(x)
)′
= O(1) for x ≥ 0.
Now with f = f(ζ),
y′′1(t) =
d− 1
dw
(
1−
y1
w
+
yζ2
wf
+
d− 1
dw
(
y1 −
yζ2
f
−
yζ4
f2
− yζ2
(
2
f
−
eζ − 1
f2
)))
= O(ζ−O(1)n−1).
y′′(t) =
d− 1
dw
(
yζ2
wf
+
d− 1
dw
(
yζ4
f2
+ yζ
(
2ζ
f
−
ζ(eζ − 1)
f2
)))
= O(ζ−O(1)n−1).
If E(t) holds then, where ρt =
d−1
dw =
d−1
d(n−t) ,
E(X+1 (t+ 1)−X
+
1 (t) | ~v(t)) =
E(v1(t+ 1)− v1(t) | ~v(t))− (y1(t+ 1)− y1(t)) + n
2/3(g((t + 1)/n)− g(t/n)) ≥
− ρt(v1(t)− y1(t)) + ρt
(
v(t)z(t)2
f(z(t))
−
y(t)ζ(t)2
f(ζ(t))
)
+O
(
1
v(t)z(t)
)
− y′′1(t+ θ) +
Kn2/3
n− t
g(t/n)
≥
n2/3g(t/n)
n− t
(−K1 − 2 +K) +O
(
1
v(t)z(t)
)
− y′′1(t+ θ)
≥ 0.
This shows that X+1 (t), t ≥ 0 is a sub-martingale. Also,
|X+1 (t+ 1)−X
+
1 (t)| ≤
|v1(t+ 1)− v1(t)|+ sup
0≤θ≤1
|y′1(t+ θ)|+ n
2/3(g((t + 1)/n)− g(t/n)) = O(1).
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It follows from the Azuma-Hoeffding inequality that we can write
P(∃1 ≤ t ≤ t1 : X
+
1 (t) ≤ X
+
1 (0)− n
3/5) ≤ e−Ω(n
1/5).
By almost identical arguments we have
P(∃1 ≤ t ≤ t1 : X
−
1 (t) ≥ X
−
1 (0) + n
3/5) ≤ e−Ω(n
1/5).
P(∃1 ≤ t ≤ t1 : X
+(t) ≤ X+(0)− n3/5) ≤ e−Ω(n
1/5).
P(∃1 ≤ t ≤ t1 : X
−(t) ≥ X−(0) + n3/5) ≤ e−Ω(n
1/5).
It follows that whp, when E(t) holds, we have
|v1(t)− y1(t)| ≤ Err(t) + n
3/5 + |v1(0) − y1(0)| < 2Err(t). (27)
|v(t) − y(t)| ≤ Err(t) + n3/5 + |v(0) − y(0)| < 2Err(t). (28)
Now by construction, E(t) will fail at some time t2 ≤ t1. It follows from (27), (28) that whp it will
fail either because (i) v(t2)z(t2) < n
1/2 or ζ(t2) < ζ(t1)+n
−γ . We claim the latter. Observe that if
ζ(τ) ≥ ζ(t1) + n
−γ then (14)–(17) imply w, y1 = Ω(n
1−dγ/(d−1)) and y = Ω(n1−2γ). Together with
(27), (28), this implies that v(t2)z(t2) = Ω(n
1−3γ) ≥ n1/2.
In summary then, whp the process satisfies
|~v(t)− ~y(t)|∞ < 2Err(t2) = O
(
n2/3
(1− t2/n)K
)
= O(n2/3+Kdγ/(d−1)) for 1 ≤ t ≤ t2 (29)
and
v1(t2) = O(n
1−γ) where t2 = t1 +O(n
1−γ). (30)
We use (14) for (29) and (17), (25) for (30).
6 Analysis of Phase 1
We will first argue that whp Phase 1 is sufficient to find a matching from L to R when there is no
solution 0 < ζ ≤ αd to (
ζ
αd
) 1
d−1
+ e−ζ − 1 = 0. (31)
It follows from (17), (21) and (30) that in this case Phase 1 ends with there being at most O(n1−γ)
vertices of L left unmatched, whp. Furthermore at time t2 we will have
w ∼
(
ζ
αd
) d
d−1
n, v1 ∼ dw and v = O(ζ
d−2
d−1 v1)
where ζ = ζ(t2) = O(n
−γ).
Lemma 10 Suppose that t1 = 0. Then whp at time t2, Γ is a forest.
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Proof: Let R≥2 denote the set of vertices of degree at least two in the R-side of Γ. Let P (d1, . . . , dk)
denote P(X1 = d1, . . . ,Xk = dk) where X1, . . . ,Xv are truncated Poisson conditioned only to sum
to dw − v1. For large k we use the bound
P(X1 = d1, . . . ,Xk = dk) ≤ O(n
1/2)
k∏
i=1
zdi
di!f(z)
. (32)
For k = O(1) and d1, . . . , dk = O(log n) we write
P(X1 = d1, . . . ,Xk = dk) =
k∏
i=1
P(Xi = di | Xj = dj , j < i) = (1 + o(1))
k∏
i=1
zdi
di!f(z)
. (33)
It is equation (7) that alows us to write the final equality in (33). The extra conditioning Xj =
dj , j < i only changes the required sum.
Thus let Bk denote O(n
1/2) for k ≥ 2(d−1)(d−2)γ and 1 + o(1) otherwise. The expected number of cycles
can be bounded by o(1) = (P(∃ vertex of degree ≥ log n)) plus
∑
k≥2
∑
S⊆R≥2
|S|=k
∑
2≤d1,...,dk≤logn
P (d1, . . . , dk)×
(
w
k
)
(d(d − 1))k(k!)2
k∏
i=1
di(di − 1)
(dw − 2i+ 2)(dw − 2i+ 1)
≤
(34)
∑
k≥2
Bk
(
v
k
) ∑
2≤d1,...,dk≤logn
k∏
i=1
zdi
di!f(z)
×
(
w
k
)(
d
2
)k
(k!)2
k∏
i=1
di(di − 1)
(dw − 2i+ 2)(dw − 2i+ 1))
≤
∑
k≥2
Bk
(
vwz2d2
f(z)(dw − 2k)2
)k ∑
2≤d1,...,dk
k∏
i=1
zdi−2
(di − 2)!
=
∑
k≥2
Bk
(
vwz2ezd2
f(z)(dw − 2k)2
)k
=
∑
k≥2
BkO(ζ
d−2
d−1 )k =
o(1).

Explanation of (34): We condition on the degree sequence. Having fixed the degree sequence, we
swap to the configuration model [5]. Having chosen S ⊆ R and k vertices W in L and their degrees,
we can work within tnis model. We then choose a cycle through these vertices in (k!)2 ways. We
then choose the configuration points associated with our k-cycle in (d(d−1))k
∏k
i=1 di(di−1) ways.
We then multiply by the probability
∏k
i=1
1
(dw−2i+2)(dw−2i+1) of choosing the pairings associated
with the edges of the cycle.
Corollary 11 Suppose that t1 = 0. Then whp at time t2, Γ contains a matching from LΓ into
RΓ. Furthemore, such a matching will be constructed in Phase 1.
Proof: We can assume from Lemma 10 that Γ is a forest. Each vertex of LΓ has degree d and
so Hall’s theorem will show that the required matching exists. (Any Hall witness would induce a
cycle). Finally note that Phase 1 of the Karp-Sipser algorithm is exact on a forest. 
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6.1 Threshold for Phase 1 to be sufficient
Put A = (αd)−1/(d−1) and B = 1/(d− 1) so that (31) can be written as
AζB + e−ζ − 1 = 0. (35)
Assume B is fixed. We find a threshold for A in terms of B for there to be no positive solution to
(35). We find the place ζ∗ where the curve y = 1− e−ζ touches the curve y = AζB i.e. where
AζB = 1− e−ζ
ABζB−1 = e−ζ
In which case
ζ∗
B
= eζ
∗
− 1 and A∗ =
1− e−ζ
∗
(ζ∗)B
(36)
or
ζ∗ =
eζ
∗
− 1
d− 1
and α∗ =
ζ∗
d(1 − e−ζ∗)d−1
. (37)
In general, keeping B < 1 fixed let
fA(ζ) = Aζ
B + e−ζ − 1 and LA = A
−1/B .
We must show that if A ≥ A∗ then the only solution to fA(ζ) = 0, 0 ≤ LA is ζ = 0.
Observe that fA(LA) = e
−LA > 0 and fA(0) = 0. Also, if A < 1 then 1 < LA and if A < 1 − e
−1
then fA(1) < 0 and there must be a positive solution to fA(ζ) = 0.
Observe that A′ > A implies (i) LA′ < LA and that (ii) fA′(ζ) > fA(ζ) for ζ 6= 0. So if fA(ζ) has
no positive solution then neither has fA′ . We argue that f
′
A(ζ) = 0 has at most 2 solutions, which
implies that fA(ζ) = 0 has at most two positive solutions. As we increase A to A
∗ these solutions
must converge, by (ii).
Now
f ′A(ζ) = 0 iff
eζ
ζ1−B
=
1
AB
.
But the function g(ζ) = eζ/ζξ is convex for any ξ > 0. Indeed
g′′(ζ) =
eζ((ζ − ξ)2 + ξ)
ζξ+2
> 0
and so g(ζ) = a has at most two solutions for any a > 0.
6.2 Finishing the proof of Theorem 2
We now have to relate the above results to the actual process. We know from our analysis of the
differential equations that for some A > 0,
v1(t2 = t1 +An
−γ) = O(n1−γ).
When ζ1 = ζ(t1) = 0, Lemma 10 and Corollary 11 imply Theorem 2.
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So assume that ζ1 > 0. Thus α > α
∗ and A < A∗. We argue that if zA is the solution to (35) then
zA decreases monotonically with A. Indeed, if A
′ > A then fA′(ζ) > fA(ζ) for ζA ≤ ζ ≤ LA′ < LA.
Now (d−1)zez−1 is strictly monotone decreasing with z and so
(d− 1)zA
ezA − 1
<
(d− 1)zA∗
ezA∗ − 1
= 1. (38)
The second equation in (38) is the first equation in (36).
At time t2 we will have v1 = O(n
1−γ)) and v = Ω(n). For the next o(n) steps we have from (9)
that
E(v′1 − v1 | ~v) = −1 + (1 + o(1))
d − 1
dw
z2
f
v = −1 + (1 + o(1))
(d − 1)zA
ezA − 1
≤ −ε (39)
for some small positive ε. In which case, whp, v1 will become zero in O(n
1−γ log n) steps. Indeed
(39) implies that the sequence
Xk =
{
v1(t2 + k) + εk if v1(t2 + k) > 0
Xk−1 otherwise
is a supermartingale that cannot change by more than d in any step. The Azuma-Hoeffding
inequality implies that for T = 2X0/ε we have
P(v1(t2 + T ) > 0) ≤ P(XT −X0 ≥ εT −X0) ≤ exp
{
−
(εT −X0)
2
2Td2
}
= o(1).
I.e. whp v1(t2 + T ) = 0 and v(t2 + T ) = v(t2)− o(n) = Ω(n).
7 Proof of Theorem 3
Let us summarize what we have to prove. We have a random bipartite graph Γ1 with partition
L1, R1 and |L1| = n1 = α1m1, |R1| = m1. Each vertex in L1 has degree d and each vertex in R has
degree at least 2. At this point it is convenient to drop the suffix 1. So from now on, m,n, α,Γ etc.
refer to the graph left at the end of Phase 1.
The degrees of Γ satisfy, dL(a) = d for a ∈ L. The degrees of vertices in R are distributed as
the box occupancies X1,X2, . . . ,Xn in the following experiment. We throw dn balls randomly into
n boxes and condition that each box gets at least two balls. In these circumstance the Xj’s are
independent truncated Poisson, subject to the condition that X1+X2+ · · ·+Xn = dn, see Lemma
6 with v1 = 0. Thus for any S = {b1, b2, . . . , bs} ⊆ R and any set of positive integers ki ≥ 2, i ∈ S
we have
P(dR1(bi) = ki, i ∈ S) ≤ O(n
1/2)
∏
i∈S
zki
ki!f(z)
for k ≥ 2 where z satisfies
z(ez − 1)
f(z)
=
nd
m
.
The O(n1/2) term accounts for the conditioning
∑
b∈R dR(b) = dn We will prove
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Theorem 12 Let Γ be a bipartite graph chosen uniformly from the sets of graphs with bipartition
L,R, |L| = n, |R| = m such that each vertex of L has degree d ≥ 4 and each vertex of R has degree
at least two. Then whp
µ(Γ) = min {m,n} .
7.1 Useful Lemmas
Define the function ζ(γ), γ > 0 to be the unique solution to
u(eu − 1)
f(u)
= γ.
Let g be defined by
g(x) = (eζ(x) − 1)xf(ζ(x))1−x.
Observe that
f(ζ(x))
ζ(x)x
=
g(x)
xx
. (40)
Lemma 13 The function g(x) is log-concave as a function of x
Proof: We will write ζ for ζ(x) and f for f(ζ) throughout this proof. Now ζ(e
ζ−1)
f = x from which
we get
dζ
dx
=
f2
(eζ − 1)2 − ζ2eζ
(41)
and note that dζdx > 0 for ζ > 0. Taking the derivative of log(g(x)) we get
d
dx
log(g(x)) =
d
dx
(
x log(eζ − 1) + (1− x) log(eζ − ζ − 1)
)
= log
(
eζ − 1
f
)
+
dζ
dx
(
x
eζ
eζ − 1
+ (1− x)
eζ − 1
f
)
Now x = ζ(e
ζ−1)
f so
x
eζ
eζ − 1
+ (1− x)
eζ − 1
f
=
ζeζ
f
+
f − ζ(eζ − 1)
f
eζ − 1
f
=
ζeζ(eζ − ζ − 1) + (eζ − ζ − 1− ζeζ + ζ)(eζ − 1)
f2
=
(eζ − 1)2 − ζ2eζ
f2
=
dx
dζ
Thus we have
d
dx
log(g(x)) = log
(
eζ − 1
f
)
+ 1 (42)
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Taking the second derivative we get
d2
dx2
log(g(x)) =
d
dx
(
log
(
eζ − 1
f
)
+ 1
)
=
f
eζ − 1
ez(eζ − ζ − 1)− (eζ − 1)2
f2
dζ
dx
=
1
(eζ − 1)f
dζ
dx
(
−(ζ − 1)eζ − 1
)
and since −(ζ − 1)eζ − 1 is strictly negative for ζ > 0 we get that g(x) is log-concave 
Lemma 14 ζ(x) is concave as a function of x.
Proof: We begin with (41). We note from (24) that the denominator
(eζ − 1)2 − ζ2eζ ≥ 0.
Then we have
d2ζ
dx2
=
2(1 + ζ) + eζ(−6− e2ζ(2 + ζ(ζ − 4)) + ζ2(5 + ζ(ζ + 2)) + eζ(6− 2ζ(2ζ + 3)))
((eζ − 1)2 − ζ2eζ)2
dζ
dx
.
Now let
φ(u) =
∞∑
n=0
φnu
n = 2(1 + u) + ψ(u)
where
ψ(u) =
∞∑
n=0
ψnu
n = eu(−6− e2u(2 + u(u− 4)) + u2(5 + u(u+ 2)) + eu(6− 2u(2u+ 3))).
We check that ψ0 = −2 and ψ1 = 0 which implies that φ0 = φ1 = 0. One can finish the argument
by checking that
ψn = −
3n−2(n2 − 13n+ 18) + 2n(n2 + 2n− 6)− (n4 − 4n3 + 10n2 − 7n− 6)
n!
≤ 0
for n ≥ 2. This is simply a matter of checking for small values until the 3n term dominates. 
Next let
H(u) = log f(u)− u− 2 log u = log
(
eu − u− 1
u2eu
)
Lemma 15 H(u) is convex as a function of u.
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Proof:
d2
du2
H(u) =
d
du
(
eu − 1
f(u)
− 1−
2
u
)
=
eu(eu − 1− u)− (eu − 1)2
f2(u)
+
2
u2
=
eu − 1− ueu
f2(u)
+
2
u2
=
u2(eu − 1− ueu) + 2(eu − 1− u)2
u2f2(u)
=
2e2u + u2eu + u2 + 4u+ 2− u3eu − 4ueu − 4eu
u2f2(u)
Let
φ(u) = 2e2u + u2eu + u2 + 4u+ 2− u3eu − 4ueu − 4eu =
∞∑
n=0
φnu
n.
Direct computation gives φ0 = φ1 = φ2 = 0 and for n ≥ 3
φn =
1
n!
(2n+1 + n(n− 1)− n(n− 1)(n − 2) − 4n − 4).
One can then check that φ3 = φ4 = φ5 = 0 < φn for n ≥ 6. Thus
d2
du2
H(u) ≥ 0 implying that H(u)
is convex. 
7.2 The case m ∼ n
We will first prove Theorem 12 under the assumption that m = n and then in Sections 7.3 and
7.4 we will extend the result to arbitrary m. We will as usual prove that Hall’s Condition holds
whp. We will therefore estimate the probability of the existence of sets A,B where |A| = k and
|B| ≤ k − 1 such that NΓ(A) ⊆ B. Here NΓ(S) is the set of neighbours of S in Γ. We call such
a pair of sets, a witness to the non-existence of a perfect matching. There are two possibilities to
consider: (i) A ⊆ L and B ⊆ R or (ii) A ⊆ R and B ⊆ L. We deal with both cases in order to
help extend the results to m 6= n. We observe that if there exist a pair A,B then there exist a
minimal pair and in this case each b ∈ B has at least two neighbours in A. We deal first with
the existence probability for a witness in Case (i) and leave Case (ii) until Section 7.2.2. We then
combine these results to finish the case m = n in Section 7.2.3. We will deal computationally
with minimal witnesses where each vertex in B has at least 2 neighbours in A. If v has a unique
neighbour w in A then A \ {w} , B \ {v} is also a witness.
7.2.1 Case 1
We estimate
πL(k, ℓ,D) =
P(∃A,B : |A| = k, |B| = ℓ ≤ min {k − 1,m/2} , NΓ(A) = B, d(B) = D, dA(b) ≥ 2, b ∈ B) ≤
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O(n1/2)
(
n
k
)(
m
ℓ
) ∑
2≤xb≤db,b∈[ℓ]P
b xb=kdP
b∈[ℓ] db=DP
b/∈[ℓ] db=dn−D
m∏
b=1
zdb
db!f(z)
(
db
xb
)
(kd)!
dk−1∏
i=0
1
dn− i
= (43)
O(n1/2)
(
n
k
)(
m
ℓ
)
(d(n− k))!
(dn)!
(kd)!zdn
f(z)m
×

∑
2≤xb,b∈[ℓ]P
b xb=kd
ℓ∏
b=1
1
xb!




∑
2≤db,b/∈[ℓ]P
b db=dn−D
m∏
b=k
1
db!




∑
0≤yb,b∈[ℓ]P
b yb=D−kd
ℓ∏
b=1
1
yb!

 =
O(n1/2)
(
n
k
)(
m
ℓ
)
(d(n− k))!
(dn)!
(kd)!zdn
f(z)m
×(
[ukd](eu − 1− u)ℓ
)(
[udn−D](eu − 1− u)m−ℓ
)(
[uD−kd]euℓ
)
≤ (44)
O(n1/2)
(
n
k
)(
m
ℓ
)
(d(n− k))!
(dn)!
(kd)!zdn
f(z)m
f(z)ℓ
zkd
f(ζ1)
m−k+1
ζdn−D1
ℓD−dk
(D − kd)!
≤
where ζ1 = ζ(y) ≤ z where y =
dn−D
m−k+1 ≥ 2 due to our minimum degree assumption for R.
O(n1/2)
(
n
k
)(
m
k − 1
)
(d(n− k))!
(dn)!
(kd)!zdn
f(z)m
f(z)k−1
zkd
f(ζ1)
m−k+1
ζdn−D1
(k − 1)D−dk
(D − kd)!
≤ (45)
O
(
k
m1/2
) (n
k
)(m
k
)
(dn
dk
)

 zd
f(z)
m−k
n−k
f(ζ1)
m−k
n−k
ζ
dn−D
n−k
1


n−k (
ek
D − dk
)D−dk
.
Putting k = an and m = βn and h(u) = uu(1 − u)1−u and x = d − y where 0 ≤ x ≤ d − 2 we
obtain, after substituting
(
n
k
)
= O
(
1
k1/2h(a)n
)
etc.
πL(k, ℓ,D) ≤ O
(
1
n1/2
)(
h(a)d−1
h(a/β)β
)n(
zd
f(z)
β−a
1−a
f(ζ1)
β−a
1−a
ζd−x1
(
e a1−a
x
)x)n−k
. (46)
Explanation of (43): Choose sets A,B in
(n
k
)(m
ℓ
)
ways. Choose degrees db, b ∈ R with probability
O(n1/2)
∏m
b=1
zdb
db!f(z)
such that
∑
b∈B db = D,
∑
b/∈B db = dn − D for some D ≥ 2(ℓ). Choose the
degrees xa, a ∈ A in the sub-graph induced by A ∪ B. Having fixed the degree sequence, we swap
to the configuration model. Choose the configuration points associated the xa, a ∈ A in
∏
a∈A
( d
xa
)
ways. Assign these D choices of points points associated with A in D! ways. Then multiply by the
probability (kd)!
∏kd−1
i=0
1
dn−i of a given pairing of points in A.
Explanation of (44) to (45): If A(x) =
∑∞
n=0 anx
n where an ≥ 0 for n ≥ 0 then an ≤ A(ζ)/ζ
n
for any positive ζ and A(ζ)/ζn is minimised at ζ satisfying ζA′(ζ)/A(ζ) = n.
For the remainder of Section 7.2 we assume that
n ≤ m ≤ n+ o(n7/8). (47)
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In which case we have (
h(a)
h(a/β)β
)n(f(ζ1)β−11−a
f(z)
β−1
1−a
)n−k
= eo(n
7/8a).
Thus(46) becomes
πL(k, ℓ,D) = O
(
1
n1/2
)
eo(n
7/8a)h(a)(d−2)n
(
zd
f(z)
f(ζ1)
ζd−x1
(
e a1−a
x
)x)n−k
. (48)
Case 1.1: 0 ≤ k ≤
(
1− 2d
)
n.
Observe (see (40)) that
zd
f(z)
f(ζ1)
ζd−x1
=
dd
g(d)
g(d− x)
(d− x)d−x
where g(x) is as defined in Lemma 13.
It follows from (42) that
− log
(
g(d − x)
g(d)
)
=
∫ d
d−x
d
dt
log(g(t))dt ≥
∫ d
d−x
(log(1 + ζe−ζ) + 1)dt. (49)
Now ζe−ζ ≤ e−1 which implies that log(1 + ζe−ζ) ≥ ζe−ζ/10. Also,
ζ(t)
t
= 1−
ζ
eζ − 1
≥ 1−
2
ζ + 2
=
ζ
ζ + 2
.
And so ζ ≤ t ≤ ζ + 2. Thus∫ d
d−x
(log(1 + ζe−ζ) + 1)dt ≥
∫ d
d−x
(
1 +
t− 2
10ed
)
dt = x+
x(2d− 4− x)
20ed
.
This implies that g(d−x)g(d) ≤ e
−xψ(x) where ψ(x) = e−εd(2d−4−x)x and εd =
1
20ed
. Note that d−x ≥ 2
and so ψ(x) ≤ e−(d−2)εdx in the range of interest. Plugging this into the last parenthesis of (48)
gives
πL(k, ℓ,D) = O
(
1
n1/2
)
eo(n
7/8a)ψ(x)n
(
h(a)d−2
(
dd
1
(d− x)d−x
( a
1−a
x
)x)1−a)n
(50)
This immediately yields
A51 =
n(1−2/d)∑
ℓ<k=εLn
dk+n1/10∑
D=dk
πL(k, ℓ,D) ≤
n(1−2/d)∑
ℓ<k=εLn
dk+n1/10∑
D=dk
O
(
log n
n1/2
)
h(a)(d−2)neo(n) = o(1). (51)
We use the notation A51 so that the reader can easily refer back to the equation giving its definition.
We will work with D ≤ k log n because it is easy to show that whp the maximum degree in Γ is
o(log n). The bound for A51 comes from (50), using the fact that h(a) is bounded away from 1 and
x = o(1) in this summation. A51 is the first of several sums that together show the unlikelihood
chance of a witness. We will display them as they become available and use them in Sections 7.2.3,
7.3 and 7.4.
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The main term h(a)d−2
(
dd 1
(d−x)d−x
( a
1−a
x
)x)1−a
in (50) is maximized when x = ad, provided
ad ≤ d− 2 or k ≤ n
(
1− 2d
)
. This in turn gives
πL(k,D) = O
(
1
n1/2
)
eo(n
7/8a)ψ(x)n
(
h(a)d−2
(
dd
1
(d− ad)d−ad
1
((1 − a)d)ad
)1−a)n
= O
(
1
n1/2
)
eo(n
7/8a)ψ(x)n
(
h(a)d−2
(
dd
dd−addad
(1− a)−d
)1−a)n
≤ O
(
1
n1/2
)
eo(n
7/8a)ψ(x)n
(
aa(d−2)(1− a)−2(1−a)
)n
(52)
The function ρd(a) = a
a(d−2)(1− a)−2(1−a) is at most 1 and is log-convex in a on [0, 1− 2d ]. Indeed,
if L1(a) = log ρd(a) then
dL1
da
= d− 2 + (d− 2) log a+ 2 log(1− a) (53)
d2L1
da2
=
d− 2− da
a(1− a)
(54)
We have L1(0) = 0 and L
′
1(0) = −∞. It follows that for every K > 0 there exists a constant
εL(K, d) > 0 such that
ρd(a) ≤ e
−Ka for a ≤ εL(K). (55)
We let εL = εL(1, d).
We can immediately write
A56 =
n1/10∑
ℓ<k=2
k logn∑
D=dk
πL(k, ℓ,D) =
n1/10∑
ℓ<k=2
logn∑
D=dk
O
(
log n
n1/2
)
eo(kn
−1/8) = o(1). (56)
The bound for A56 is derived from (52) using ψ(x), ρ(a) ≤ 1.
Along the same lines we have
A57 =
εLn∑
ℓ<k=n1/10
k logn∑
D=dk
πL(k, ℓ,D) =
εLn∑
ℓ<k=n1/10
k logn∑
D=dk
O
(
log n
n1/2
)
e−k(1−o(n
−1/8) = o(1). (57)
The bound for A57 comes from (52) and (55).
Now
(
1− 2d
)(d−2)2/d (2
d
)−4/d
decreases in d and is ≤ 1 for d ≥ 4. So if d ≥ 4 then
A58 =
n(1−2/d)∑
ℓ<k=εLn
logn∑
D=dk+n1/10
πL(k, ℓ,D) =
n(1−2/d)∑
ℓ<k=εLn
k logn∑
D=dk+n1/10
O
(
log n
n1/2
)
eo(n
7/8a)ψ(n−4/5)nρd(a)
n = o(1).
(58)
The bound for A58 comes from (52) using the fact that ρd(a) ≤ e
−a and x ≥ n−4/5 in this
summation.
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When d = 3 we need some extra calculations. First note that ρ3(.15) < 1 and so arguing as above
we have
A59 =
.15n∑
ℓ<k=εLn
k logn∑
D=3k+n1/10
πL(k, ℓ,D) =
.15n∑
ℓ<k=εLn
logn∑
D=3k+n1/10
O
(
log n
n1/2
)
eo(n
7/8a)ψ(n−4/5)nρ3(a)
n = o(1).
(59)
Because we can choose any value for ζ1 in the bound (48) we can simplify matters by choosing
ζ1 = ξ independent of x to get
πL(k,D) = O
(
1
n1/2
)
eo(n
7/8a)h(a)n
(
z3
f(z)
f(ξ)
ξ3
(
eξa
x(1− a)
)x)n−k
. (60)
Now (
ξea
(1− a)x
)x
≤ exp
{
ξa
1− a
}
(61)
and so
πL(k,D) ≤ O
(
k
n1/2
)(
h(a)eξaeo(n
−1/8a)
(
z3
f(z)
f(ξ)
ξ3
)1−a)n
. (62)
Now the function L2(a) = h(a)e
ξa
(
z3
f(z)
f(ξ)
ξ3
)1−a
is log-convex. Our choice of ξ will be 1.5 and we
note that with this choice L2(.15), L2(2/5) < .98 and so
A63 =
2n/5∑
ℓ<k=.15n
k logn∑
D=3k+n1/10
πL(k, ℓ,D) ≤
2n/5∑
ℓ<k=.15n
k logn∑
D=3k+n1/10
O
(
log n
n1/2
)
eo(n
7/8a)(.98)n = o(1). (63)
We have gone slightly beyond n/3 to 2n/5. It is convenient to repeat this idea for a couple of
ranges. Putting ξ = .5 we get L2(2/5), L2(.74) < .995 from which we deuce that
A64 =
.74n∑
ℓ<k=2n/5
k logn∑
D=3k+n1/10
πL(k, ℓ,D) ≤
.74n∑
ℓ<k=2n/5
k logn∑
D=3k+n1/10
O
(
log n
n1/2
)
eo(n
7/8a)(.995)n = o(1).
(64)
Putting ξ = .2 we get L2(.74), L2(.87) < .995 from which we deuce that
A65 =
.87n∑
ℓ<k=.74
k logn∑
D=3k+n1/10
πL(k, ℓ,D) ≤
.87n∑
ℓ<k=.74
k logn∑
D=3k+n1/10
O
(
log n
n1/2
)
eo(n
7/8a)(.995)n = o(1). (65)
Case 1.2.1:
(
1− 2d
)
n ≤ k ≤
(
1− 1d−1
)
n.
For a ≥ 1 − 2d the maximising value for x in (50) is at x = d − 2 (recall that 0 ≤ x ≤ d − 2), so
plugging into (50) gives
πL(k, ℓ,D) = O
(
k
n1/2
)eo(n−1/8a)h(a)d−2
(
dd
1
22
( a
1−a
d− 2
)d−2)1−a
n
= O
(
k
n1/2
)(
eo(n
−1/8a)ad−2
(
dd
(d− 2)d−222
)1−a)n
(66)
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Let L3(a) = log
(
ad−2
(
dd
(d−2)d−222
)1−a)
. Then
d
da
L3(a) =
d
da
(
(d− 2) log a+ (1− a) log
(
dd
(d− 2)d−222
))
=
d− 2
a
− d log d+ (d− 2) log(d− 2) + 2 log 2
Assume for now that d ≥ 6. Then the derivative with respect to d, for of the last expression is
1
a
− log
(
d
d− 2
)
≥ 1− log
(
6
4
)
> 0
so it takes a minimum at d = 6 with a value
4
a
− 6 log 6 + 4 log 4 + 2 log 2 ≥ 0.18 > 0.
Now L3(1) = 0 and so for a ≥ 1−
2
d and d ≥ 6 we have
A67 =
n−n7/8∑
ℓ<k=n(1−2/d)
k logn∑
D=dk
πL(k, ℓ,D) ≤
n−n7/8∑
ℓ<k=n(1−2/d)
k logn∑
D=dk
O
(
log n
n1/2
)
e−.18(n−k)+o(n
−1/8k) = o(1).
(67)
For d = 3, 4, 5 we use the following
Claim 16 For y ≥ 2 we have f(ζ(y))ζ(y)y ≤
3
4 .
Substituting this into (48) gives
πL(k, ℓ,D) = O
(
1
n1/2
)(
h(a)d−2
(
eo(n
−1/8a) z
d
f(z)
3
4
(
e a1−a
x
)x)1−a)n
(68)
The maximum of L3(x) = h(a)
d−2
(
zd
f(z)
3
4
(
e a
1−a
x
)x)1−a
is taken when either x = a1−a for a ∈
[1− 2d , 1−
1
d−1 ] or at x = d− 2 for a ∈ [1−
1
d−1 , 1].
So for a ∈ [1− 2d , 1−
1
d−1 ] we get
πL(k, ℓ,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a)h(a)d−2ea
(
3zd
4f(z)
)1−a)n
.
The expression L4(a) = h(a)
d−2ea
(
3zd
4f(z)
)1−a
is log-convex on [1− 2d , 1−
1
d−1 ] and L4 ≤ .97 at both
ends of the interval for both d = 3, 4, 5. We can therefore write
A69 =
n(1−1/(d−1))∑
ℓ<k=n(1−2/d)
k logn∑
D=dk
πL(k, ℓ,D) ≤
n(1−1/(d−1))∑
ℓ<k=n(1−2/d)
k logn∑
D=dk
O
(
log n
n1/2
)
eo(n
7/8a)(.97)n = o(1). (69)
for a ∈ [1− 2d , 1−
1
d−1 ].
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Case 1.2.2: k ≥
(
1− 1d−1
)
n.
For a ∈ [1− 1d−1 , 1] from (68) we get
πL(k, ℓ,D) = O
(
1
n1/2
)(
eo(n
−1/8a)h(a)d−2ea
(
3zd
4f(z)
)1−a( e a1−a
d− 2
)(1−a)(d−2))n
= O
(
1
n1/2
)(
eo(n
−1/8a)ad−2
(
3zded−2
4f(z)(d − 2)d−2
)1−a)n
The expression L5(a) = a
d−2
(
3zded−2
4f(z)(d−2)d−2
)1−a
is log-concave on [1 − 1d−1 , 1]. The derivative of
logL5 at a = 1 is at least 1/100 for both d = 4, 5. Consequently for d = 4, 5
A70 =
n−n7/8∑
ℓ<k=n(1−1/(d−1))
k logn∑
D=dk
πL(k, ℓ,D) ≤
n−n7/8∑
ℓ<k=n(1−2/d)
k logn∑
D=dk
O
(
log n
n1/2
)
e−(n−k)/100+o(n
−1/8k) = o(1).
(70)
for a ∈ [1− 1d−1 , 1].
For d = 3 we go back to (60) and (61) and put ξ = (1− a)/a giving
πL(k,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a)h(a)
(
z3
f(z)
ea3f((1− a)/a)
(1− a)3
)1−a)n
. (71)
Now for x < 1 we have
f(x) ≤
x2
2
(
1 +
x
3
)
.
Plugging this into (71) for a ≥ 1/2 and replacing 2a+ 1 ≤ 3 we have
πL(k, ℓ,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a)aa
(
ez3
2f(z)
)1−a)n
. (72)
The function L6(a) = a
a
(
ez3
2f(z)
)1−a
is log-convex and L6(.84) < .9995 and L6(1) = 1. Also,
L′6(1) > 1/20. It follows that
A73 =
n−n7/8∑
ℓ<k=.84n
k logn∑
D=dk
πL(k, ℓ,D) ≤
n−n7/8∑
ℓ<k=.84n
k logn∑
D=dk
O
(
k log n
n1/2
)
e−min{(n−k)/20,n/1000}+o(n
−1/8k) = o(1).
(73)
Proof of Claim 16: Recall from Lemma 14 that ζ(x) is concave and thus ζ(y)−ζ(2)y−2 is decreasing.
Since ζ(2) = 0 we have
ζ(y)
y − 2
=
ζ(y)− ζ(2)
y − 2
≤ lim
y→2
d
dy
ζ(y)
= lim
z→0
ez − z − 1
(ez − 1)2 − z2ez
= 3
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Thus we have that ζ(y) ≤ 3(y − 2) for all y. For y ≥ 3 we can upper bound
f(ζ(y))
ζ(y)y
≤
f(y)
yy
≤
ey
yy
≤
e3
33
≤
3
4
For y ∈ [2, 3] we have that 3(y − 2) ≤ y and so we can bound
f(ζ(y))
ζ(y)y
≤
f(3(y − 2))
(3(y − 2))y
Taking the logarithm of this expression and substituting u = 3(y − 2) we get
log f(u)−
(u
3
+ 2
)
log u = u−
u
3
log(u) + (log f(u)− u− 2 log(u)) = u−
u
3
log(u) +H(u) (74)
where H(u) is from Lemma 15.
Since H(u) is convex we have
H(u) ≤ H(0) + u
H(3)−H(0)
3
Pluggin this into (74) we get
u−
u
3
log u+H(0) + u
H(3) −H(0)
3
= H(0) +
1
3
((H(3) −H(0) + 3)u− u log u)
which is concave in u and takes a maximum value of H(0) + u/3 when
u = exp(H(3) −H(0) + 3− 1) =
e3 − 4
18e
≤ 0.33
Pluggin this back in we see that for x ∈ [2, 3], which is u ∈ [0, 3] we have
f(ζ(y))
ζ(y)y
≤ exp(H(0) + .11) = exp(0.11)/2 <
3
4

7.2.2 Case 2
Now let us estimate the probability of a violation of Hall’s condition with A ⊆ R. We once again
begin with arbitrary m. Let
πR(k, ℓ,D) =
P(∃A ⊆ R,B ⊆ L : |A| = k, |B| = ℓ ≤ min {k − 1, n/2} , NΓ(A) ⊆ B, dB(b) ≥ 2, b ∈ B, dR(A) = D) ≤
O(n1/2)
(
m
k
)(
n
ℓ
) ∑
2≤da,a∈[m]
2≤xb≤d,b∈[ℓ]P
a∈[k] da=
P
b∈[ℓ] xb=DP
a/∈[k] da=dn−D
m∏
a=1
zda
da!f(z)
ℓ∏
b=1
(
d
xb
)
D!
D−1∏
i=0
1
dn− i
= (75)
O(n1/2)
(
m
k
)(
n
ℓ
)
zdnD!
f(z)m
(dn−D)!
(dn)!
24
×

∑
2≤da,a∈[k]P
a da=D
k∏
a=1
1
da!




∑
2≤da,a/∈[k]P
a da=dn−D
n∏
a=k+1
1
da!




∑
2≤xb≤d,b∈[ℓ]P
b xb=D
ℓ∏
b=1
(
d
xb
) =
O(n1/2)
(
m
k
)(
n
ℓ
)
zdn
f(z)m
1(dn
D
)
×
(
[uD](eu − 1− u)k
)(
[udn−D](eu − 1− u)m−k
)(
[uD]((1 + u)d − (1 + du))ℓ
)
≤
O(n1/2)
(
m
k
)(
n
k − 1
)
zdn
f(z)m
1(dn
D
)
×
(
[uD](eu − 1− u)k
)(
[udn−D](eu − 1− u)m−k
)(
[uD]((1 + u)d − (1 + du))k
)
≤ (76)
O(n1/2)
(
m
k
)(
n
k − 1
)
zdn
f(z)m
1(
dn
D
) f(ζ1)k
ζD1
f(ζ2)
m−k
ζdn−D2
(
dk
D
)
≤
where ζ1 = ζ(D/k) and ζ2 = ζ
(
dn−D
m−k
)
– actually any value for ζ1, ζ2 is valid –
O(n1/2)
(
m
k
)(
n
k
)(dk
D
)
(dn
D
) (f(ζ1)
f(z)
)k (f(ζ2)
f(z)
)m−k ( z
ζ1
)D ( z
ζ2
)dn−D
(77)
= O
(
1
n1/2
)(
h(θa/d)d
h(a)h(a/β)βh(θ/d)ad
(
f(ζ1)
f(z)
)a(f(ζ2)
f(z)
)β−a( z
ζ1
)θa( z
ζ2
)d−θa)n
(78)
= O
(
1
n1/2
)(
h(θa/d)d
h(a)h(a/β)βh(θ/d)ad
zd
f(z)β
f(ζ1)
a
ζθa1
f(ζ2)
β−a
ζd−θa2
)n
(79)
where a = k/n, m = βn and D = θk ≤ dk.
Explanation of (75): Choose sets A,B in
(
m
k
)(
n
ℓ
)
ways. Choose degrees da, a ∈ R with probability
O(n1/2)
∏n
a=1
zda
da!f(z)
such that
∑
a∈A da = D,
∑
a/∈A da = dn − D for some D ≥ 2k. Choose the
degrees xb, b ∈ B in the sub-graph induced by A∪B. Having fixed the degree sequence, swap to the
configuration model [5]. Choose the configuration points associated with the xb, b ∈ B in
∏
b∈B
( d
xb
)
ways. Then multiply by the probability D!
∏D−1
i=0
1
dn−i of a given pairing of points in A.
We assume that (47) holds for the remainder of the section. In which case we have
h(a)
h(a/β)β
f(ζ2)
β−1
f(z)β−1
= eo(n
−1/8a).
Thus, (79) becomes
πR(k, ℓ,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a) h(θa/d)
d
h(a)2h(θ/d)ad
zd
f(z)
f(ζ1)
a
ζθa1
f(ζ2)
1−a
ζd−θa2
)n
(80)
It follows from Lemma 13 that we can upper bound
zd
f(z)
(
f(ζ1)
ζθ1
)a f(ζ2)
ζ
d−aθ
1−a
2


1−a
=
dd
g(d)
g(θ)ag
(
d−aθ
1−a
)1−a
θaθ
(
d−aθ
1−a
)d−aθ
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≤
g(aθ + (1− a)d−aθ1−a )
g(d)
dd
θaθ
(
d−aθ
1−a
)d−aθ
=
aaθ(1 − a)d−aθ((
aθ
d
) aθ
d (1− aθd )
1− aθ
d
)d
=
aaθ(1− a)d−aθ
h
(
aθ
d
)d
Plugging this into (80) gives
πR(k, ℓ,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a)aaθ(1− a)d−aθ
h(a)2h
(
θ
d
)ad
)n
(81)
Now let R1(θ) = log
(
aaθ(1−a)d−aθ
h(a)2h( θd)
ad
)
. Then
R′1(θ) = a log a− a log(1− a)− a log θ + a log(d− θ).
R′′1(θ) = −
ad
θ(d− θ)
< 0.
Thus R1(θ) is concave and is maximized when θ = ad. Because θ ≥ 2 we can only use this for
a ≥ 2/d.
Case 2.1: k ≥ 2n/d.
πR(k, ℓ,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a)aa
2d(1− a)d−a
2d
h(a)2+ad
)n
= O
(
1
n1/2
)(
eo(n
−1/8a)aa
2d−a(2+ad)(1− a)d−a
2d−(1−a)(2+ad)
)n
= O
(
1
n1/2
)(
eo(n
−1/8a)a−2a(1− a)(d−2)(1−a)
)n
= O
(
1
n1/2
)
eo(n
7/8a)ρd(1− a)
n (82)
where the function ρd is defined following (52).
We find that
ρd(1− 2/d) =
(
d4
16
(
1−
2
d
)(d−2)2)1/d
≤ .9 for d ≥ 5. (83)
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Now ρd(1− 2/d) < 9/10 for d ≥ 5 and ρ4(2.01/4) < .997. So, with the aid of (55),
B84 =
n−n7/8∑
ℓ<k=2n/d
k logn∑
D=2k
πR(k, ℓ,D) ≤
n−n7/8∑
ℓ<k=2n/d
O
(
1
n1/2
)
eo(n
7/8a)
k logn∑
D=2k
e−n
7/8
for d ≥ 5. (84)
B85 =
n−n7/8∑
ℓ<k=2.01n/4
dk∑
D=2k
πR(k, ℓ,D) ≤
n−n7/8∑
ℓ<k=2.01n/4
O
(
1
n1/2
)
eo(n
7/8a)
dk∑
D=2k
e−n
7/8
for d = 4.
(85)
We will treat d = 3 and k ≥ 2n/3 under Case 2.2.
Case 2.2: 2 ≤ k ≤ 2n/d.
In this case the expression in (81) (ignoring error terms) is maximized at θ = 2. Then
πR(k,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a)a2a(1− a)d−2a
h(a)2h
(
2
d
)ad
)n
= O
(
1
n1/2
)(
eo(n
−1/8a)(1− a)d−2a−2(1−a)
h
(
2
d
)ad
)n
= O
(
1
n1/2
)(
eo(n
−1/8a)(1− a)d−2
h
(
2
d
)ad
)n
Let R2(a) = log
(
(1−a)d−2
h( 2d)
ad
)
. Then
R′2(a) = −
d− 2
1− a
− d log h(2/d) < 0 for d ≥ 6.
R′′2(a) = −
d− 2
(1− a)2
< 0.
Thus R2(a) is strict concave and its maximum is taken at a = 0 and R2(a) ≤ R2(0)a for all
a ∈ [0, 2d ]. Furthermore, R2(0) < −3/10 for d ≥ 6. It follows that if d ≥ 6 then
B86 =
n1/10∑
ℓ<k=2
dk∑
D=2k
πR(k, ℓ,D) ≤
n1/10∑
ℓ<k=2
dk∑
D=2k
O
(
1
n1/2
)
eo(n
−1/8k) = o(1). (86)
B87 =
2n/d∑
ℓ<k=n1/10
dk∑
D=2k
πR(k, ℓ,D) ≤
2n/d∑
ℓ<k=n1/10
dk∑
D=2k
O
(
1
n1/2
)
e−(3/10+o(n
−1/8)k = o(1). (87)
For d = 3, 4, 5 we use a better bound on [uD]((1 + u)d − 1− du)k in (76).
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Case 2.2a: d = 5.
[uD]((1 + u)5 − 1− 5u)k = [uD](10u2 + 10u2 + 5u4 + u5)k)
= [uD−2k](10 + 10u+ 5u2 + u3)k
= 10k[uD−2k]
(
1 + u+
u2
2
+
u3
10
)k
≤ 10k[uD−2k]
(
1 +
u
2
)3k
= 10k
( 3k
D−2k
)
2D−2k
Replacing the 1
h( θd)
ad factor in (81) which comes from
(dk
D
)
gives, for d=5,
πR(k,D) ≤ O
(
k
n1/2
)(
eo(n
−1/8a)aaθ(1− a)5−aθ
h(a)2
)n(
10
2θ−2h
(
θ−2
3
)3
)k
= O
(
k
n1/2
)eo(n−1/8a)10aaa(θ−2)(1− a)5−2−a(θ−2)(
2θ−2h
(
θ−2
3
)3)a


n
= O
(
k
n1/2
)eo(n−1/8a)10a(1− a)3


(
a
1−a
) θ−2
3
2
θ−2
3 h
(
θ−2
3
)


3a

n
(88)
Let p(x) = q
x
h(x) for any x ∈ [0, 1], note that if P (x) = log p(x) then
P ′(x) = log q − log x+ log(1− x)
P ′′(x) = −
1
x
−
1
1− x
< 0
and so p(x) is maximized when log q = log
(
x
1−x
)
or x = q1+q and the maximum value is 1 + q
Thus from (88) we get
πR(k, ℓ,D) ≤ O
(
k
n1/2
)(
eo(n
−1/8a)10a(1− a)3
(
1 +
a
2(1− a)
)3a)n
Let R3(a) = log
(
10a(1− a)3
(
1 + a2(1−a)
)3a)
. Then
R′3(a) = log 10−
6
2− a
+ 3 log
(
2− a
2− 2a
)
R′′3(a) =
3a
(2− a)2(1− a)
> 0.
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So R3(a) is log-convex on [0,
2
5 ]. We have R3(0) = 0 and R
′
3(0) = log 10− 3 ≤ −3/4 and R3(2/5) <
−1/4. It follows that
B89 =
2n/5∑
ℓ<k=2
5k∑
D=2k
πR(k, ℓ,D) ≤
n1/10∑
ℓ<k=2
5k∑
D=2k
O
(
1
n1/2
)
eo(n
−1/8a) +
2n/5∑
ℓ<k=n1/10
5k∑
D=2k
O
(
1
n1/2
)
e−(3/4+o(n
−7/8))k = o(1). (89)
Case 2.2b: d = 4.
[uD]((1 + u)4 − 1− 4u)k = [uD−2k](6 + 4u+ u2)k
= 6k[uD−2k]
(
1 +
4
6
u+
u2
6
)k
≤ 6k[uD−2k]
(
1 +
u
2
)k
= 6k
( 2k
D−2k
)
2D−2k
.
πR(k, ℓ,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a)aaθ(1− a)4−aθ
h(a)2
)n(
6
2θ−2h
(
θ−2
2
)2
)k
= O
(
1
n1/2
)eo(n−1/8a)6aaa(θ−2)(1− a)2−a(θ−2)
(
1
2
θ−2
2 h
(
θ−2
2
)
)2a
n
= O
(
1
n1/2
)eo(n−1/8a)6a(1− a)2


(
a
1−a
) θ−2
2
2
θ−2
2 h
(
θ−2
2
)


2a

n
≤ O
(
1
n1/2
)(
eo(n
−1/8a)6a(1− a)2
(
1 +
a
2(1− a)
)2a)n
.
Now if R4(a) = log
(
6a(1− a)2
(
1 + a2(1−a)
)2a)
then
R′4(a) = log 6−
4
2− a
+ 2 log
(
2− a
2− 2a
)
R′′4(a) =
2a
(2− a)2(1− a)
> 0.
Thus R4 is log-convex on [0,
1
2 ]. We have R4(0) = 1 and R
′
4(0) = log 6−2 ≤ −1/5 and R4(2.01/4) <
29
−1/20. It follows from this and (55) that
B90 =
2.01n/4∑
ℓ<k=2
k logn∑
D=2k
πR(k, ℓ,D) ≤
n1/10∑
ℓ<k=2
4k∑
D=2k
O
(
1
n1/2
)
eo(n
−1/8a) +
2.01n/4∑
ℓ<k=n1/10
4k∑
D=2k
O
(
1
n1/2
)
e−(1/5+o(n
1/8))k = o(1). (90)
Case 2.2c: d = 3.
[uD]((1 + u)3 − 1− 3u)k = [uD−2k](3 + u)k
= 33k−D
(
k
D − 2k
)
.
πR(k, ℓ,D) ≤ O
(
1
n1/2
)(
eo(n
−1/8a)aaθ(1− a)3−aθ
h(a)2
)n(
33−θ
h (θ − 2)
)k
= O
(
1
n1/2
)(
eo(n
−1/8a)aa(θ−2)(1− a)1−a(θ−2)
(
33−θ
h(θ − 2)
)a)n
= O
(
1
n1/2
)eo(n−1/8a)3a(1− a)


(
a
3(1−a)
)θ−2
h(θ − 2)


a

n
≤ O
(
1
n1/2
)(
eo(n
−1/8a)3a(1− a)
(
1 +
a
3(1 − a)
)a)n
.
Now if R5(a) = log
(
3a(1− a)
(
1 + a3(1−a)
)a)
then
R′5(a) = −
3
3− 2a
+ log
(
3− 2a
1− a
)
R′′5(a) =
4a− 3
(3− 2a)2(1− a)
.
Case 2.2c(i): .51 ≤ a ≤ 1.
Thus R5 is log-concave on [
1
2 ,
3
4 ] and log-convex on [
3
4 , 1]. We have R5(1/2) = 0, R
′
5(1/2) ≤ −1/10
and R5(3/4) ≤ −.04 and R5(1) = 0 and R
′
5(1) =∞. It follows that
B91 =
n−n7/8∑
ℓ<k=.51n
3k∑
D=2k
πR(k, ℓ,D) ≤
3n/4∑
ℓ<k=.51n
3k∑
D=2k
O
(
1
n1/2
)
e−(k−n/2)/10+o(n
−1/8k) +
n−n7/8∑
ℓ<k=3n/4
3k∑
D=2k
e−n
7/8
= o(1). (91)
Now let us consider 0 ≤ k ≤ .51n.
Case 2.2c(ii): 0 ≤ a ≤ .51.
(a) θ ≥ 2.0005 and 0 ≤ a ≤.
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We go back to (80) and make the choice ζ1 = ζ2 = z and replace h(θ/d)
−ad by
(
33−θ
h(θ−2)
)a
and
consider the function
F1(θ, a) =
h(θa/3)33(3−θ)a
h(a)2h(θ − 2)a
so that πR(k, ℓ,D) ≤ O
(
1
n1/2
)
F1(θ, a)
n. Let G1(θ, a) = log(F1(θ, a)). Then
∂G1
∂a
= log
(
27(1 − a)2(θ − 2)θ−2(aθ)θ
3θa2(3− θ)3−θ(3− aθ)θ
)
(92)
∂G1
∂θ
= a
(
log
(
3− θ
9
)
− log(θ − 2) + log(aθ)− log
(
1−
aθ
3
))
(93)
∂2G1
∂a2
=
(3− a)θ − 6
a(1− a)(3 − aθ)
(94)
∂2G1
∂θ2
=
((3− a)θ2 − 12θ + 18)a
θ(3− aθ)(θ − 3)(θ − 2)
. (95)
It follows from (94) that
G1(θ, a) is a convex function of a for 0 ≤ a ≤ aθ =
3θ − 6
θ
, for θ fixed, 2 ≤ θ ≤ 3 (96)
and
G1(θ, a) is a concave function of a for aθ ≤ a ≤ 1, for θ fixed, 2 ≤ θ ≤ 3. (97)
It follows from (95) that
G1(θ, a) is a concave function of θ on [2, 3] for a fixed, 0 ≤ a ≤ 1. (98)
A calculation shows that if g1(θ) = G1(θ, aθ) then
g′1(θ) =
3
θ2
log
(
144
3θ2(3− θ)2
)
(99)
g′′1 (θ) = −
6
θ3(3− θ)
(
−θ + 2(3 − θ) log
(
12
3− θ
))
. (100)
Furthermore, if g2(θ) =
∂G1
∂a |a=aθ then
g2(θ) = log
(
12
3θ(3− θ)
)
. (101)
(a) 2.0005 ≤ θ ≤ 3 and 0 ≤ a ≤ e−10000.
For a ≤ e−10000 we have ∂G1∂a ≤ log 10− (θ − 2) log 1/a ≤ −2. So,
F1(θ, a) ≤ e
−2a for 0 ≤ a ≤ e−10000, 2.0005 ≤ θ ≤ 3. (102)
(b) 2.46 ≤ θ ≤ 3 and e−10000 ≤ a ≤ .51.
Now aθ > .51 for θ ≥ 2.46 and so (96) implies that G1(θ, a) ≤ max
{
G1(θ, e
−10000), G1(θ, .51)
}
for
2.46 ≤ θ ≤ 3 and e−10000 ≤ a ≤ .51. Now (102) implies that G1(2.46, e
−10000) < −2e−10000 and
(93) implies that ∂G1∂θ |θ=2.46,a=e−10000< 0 and so (98) implies that G1(θ, e
−10000) ≤ −2e−10000 for
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2.46 ≤ θ ≤ 3. Also, by direct calculation, we have G1(2.46, .51) < −.002 and
∂G1
∂θ |θ=2.46,a=.51< 0
and so G1(θ, .51) ≤ −.002 for 2.46 ≤ θ ≤ 3. Thus,
F1(θ, a) ≤ e
−2e−10000 for e−10000 ≤ a ≤ .51 and 2.46 ≤ θ ≤ 3.
(c) 2.0005 ≤ θ ≤ 2.25 and e−1000 ≤ a ≤ .51.
We take ζ1 = .6 and ζ2 = 2.1 in (80) and let
F2(θ, a) = F1(θ, a)
z3
f(z)
f(ζ1)
a
ζθa1
f(ζ2)
1−a
ζ3−θa2
= F1(θ, a)e
ρ2+σ2a+τ2aθ
where
eρ2 =
z3f(ζ2)
f(z)ζ32
, eσ2 =
f(ζ1)
f(ζ2)
, eτ2 =
ζ2
ζ1
.
Let G2(θ, a) = log(F2(θ, a)).
∂2G2
∂a2
= ∂
2G1
∂a2
and ∂
2G2
∂θ2
= ∂
2G1
∂θ2
and so (96),(97) and (98) hold with G1
replaced by G2. Putting γ2(θ) = G2(θ, aθ) we see that γ
′′
2 (θ) = g
′′
1 (θ)−
12σ2
θ3
> 0, using (100) (σ2 <
−3.127). Thus γ2 is convex on 2.0005 ≤ θ ≤ 2.25. Furthermore γ2(2.0005), γ2(2.25) < −.00003 and
so γ2(θ) < −.00003 for θ ∈ [2.0005, 2.25] and therefore G2(θ, a) ≤ −.00003a/aθ < −.00003a when
0 ≤ a ≤ aθ and θ ∈ [2.0005, 2.25]. Next let φ2(θ) =
∂G2
∂a |a=aθ . We have φ2(θ) = g2(θ) + σ2 + τ2θ <
−.05 for 2.0005 ≤ θ ≤ 2.25, using (101) (τ2 < 1.253). So, G2(θ, a) ≤ φ2(θ)− .05(a− aθ) for a ≥ aθ
when θ ∈ [2.0005, 2.25]. Thus
F2(θ, a) < e
−.00003a for e−1000 ≤ a ≤ .51 and 2.0005 ≤ θ ≤ 2.25.
Now suppose that we repeat the idea of the previous paragraph, but this time we take ζ1 =
1.4 and ζ2 = 3 in (80) and use the same notation. Putting γ2(θ) = G2(θ, aθ) we see that
γ′′2 (θ) = g
′′
1 (θ) −
12σ2
θ3
> 0, using (100) (σ2 < −2.27). Thus γ2 is convex on 2.25 ≤ θ ≤ 2.46.
Furthermore γ2(2.25), γ2(2.46) < −.05 and so γ2(θ) < −.05 for θ ∈ [2.25, 2.46] and therefore
G2(θ, a) ≤ −.05a/aθ < −.05a when 0 ≤ a ≤ aθ and θ ∈ [2.25, 2.46]. Next let φ2(θ) =
∂G2
∂a |a=aθ .
We have φ2(θ) = g2(θ) + σ2 + τ2θ < −.2 for 2.25 ≤ θ ≤ 2.46, using (101) (τ2 < .763). So,
G2(θ, a) ≤ φ2(θ)− .2(a− aθ) for a ≥ aθ when θ ∈ [2.25, 2.46]. Thus
F2(θ, a) < e
−.05a for e−1000 ≤ a ≤ .51 and 2.25 ≤ θ ≤ 2.46.
(d) 2 ≤ θ ≤ 2.0005 and e−1000 ≤ a ≤ .51.
For this we simplify our estimate of πR(k, ℓ,D) by removing some terms involving β from (79).
πR(k, ℓ,D) ≤ P(∃A ⊆ R,B ⊆ L : |A| = k, |B| = k − 1, NΓ(A) ⊆ B, dB(b) ≥ 2, b ∈ B) ≤
O(n1/2)
(
m
k
)(
n
k − 1
) ∑
2≤da,a∈[m]
2≤xb≤d,b∈[k−1]P
a∈[k] da=
P
b∈[k−1] xb=D
k∏
a=1
zda
da!f(z)
k−1∏
b=1
(
d
xb
)
D!
D−1∏
i=0
1
dn− i
=
O
(
k
m1/2
)(
n
k
)(
m
k
)
zDD!
f(z)k
(dn−D)!
(dn)!


∑
2≤da,a∈[k]P
a da=D
k∏
a=1
1
da!




∑
2≤xb≤d,b∈[k−1]P
b xb=D
k−1∏
b=1
(
d
xb
)

 =
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O(
k
m1/2
)(
n
k
)(
m
k
)
zD
f(z)k
1(dn
D
) ([uD](eu − 1− u)k)([uD]((1 + u)d − (1 + du))k) ≤
O
(
k
m1/2
)(
n
k
)(
m
k
)
zD
f(z)k
1(dn
D
) f(ζ1)k
ζD1
(
dk
D
)
=
O
(
k
m1/2
)(
n
k
)(
m
k
)(dk
D
)
(dn
D
) (f(ζ1)
f(z)
)k ( z
ζ1
)D
= O
(
1
m1/2
)(
h(θa/d)d
h(a)h(a/β)βh(θ/d)ad
(
f(ζ1)
ζθ1
zθ
f(z)
)a)n
= O
(
1
m1/2
)(
eo(n
−1/8a) h(θa/d)
d
h(a)2h(θ/d)ad
(
f(ζ1)
ζθ1
zθ
f(z)
)a)n
. (103)
Now let
F3(θ, a) =
h(θa/3)33(3−θ)a
h(a)2h(θ − 2)a
(
f(ζ1)
ζθ1
zθ
f(z)
)a
.
We take ζ1 = .0001 and then
f(ζ1)
ζθ1
zθ
f(z)
< .e−.86
for 2 ≤ θ ≤ 2.0005. Keeping some slack, we define
F4(θ, a) =
h(θa/3)33(3−θ)ae−.85a
h(a)2h(θ − 2)a
and G4(θ, a) = log(F (θ, a)). Now let γ4(θ) = G4(θ, aθ). We have γ
′
4(θ) = g
′
1(θ) −
5.1
θ2
and γ′′4 (θ) =
g′′1 (θ) +
10.2
θ3
and we find from (100) that γ4 is concave on 2 ≤ θ ≤ 2.0005. Furthermore γ4(2) = 0
and using (99) we see that γ′4(2) < −.8 and so g1(θ) < −.8(θ− 2) for θ ∈ [2, 2.0005]. So G4(θ, a) ≤
−.8a(θ−2)/aθ ≤ −.8a(θ−2) for 0 ≤ a ≤ aθ. Next let φ4(θ) =
∂G4
∂a |a=aθ= g2(θ)− .85. We see from
(101) that g2(θ) < −.5 for 2 ≤ θ ≤ 2.0005 and thus G4(θ, a) ≤ −.5(a − aθ) for a ≥ aθ when θ ∈
[2, 2.0005]. Replacing e−.85 by e−.86 in the definition of F4(θ, a) we get F4(θ, a) < e
−(4(θ−2)a/5+a/100)
for 0 ≤ a ≤ .51 when 2 ≤ θ ≤ 2.0005. So, for some small constant c > 0,
B104 =
.51n∑
ℓ<k=2
3k∑
D=2k
πR(k, ℓ,D) ≤
.51n∑
ℓ<k=2
3k∑
D=2k
e−ck = o(1). (104)
7.2.3 Finishing the case m ∼ n
We repeat our observation that the maximum degree ∆ in Γ is o(log n) whp. Therefore
Case 1: m ≥ n.
P(µ(Γ) < n) ≤ o(1)+


A51 +A56 +A57 +A58 +A67 +B84 +B86 +B87 d ≥ 6
A51 +A56 +A57 +A58 +A69 +B84 +B89 d = 5
A51 +A56 +A57 +A58 +A69 +B84 +B90 d = 4
A51 +A56 +A57 +A59 +A63 +A64 +A65 +A69 +B91 +B104 d = 3
where the o(1) term accounts for P(∆(Γ) > log n). We use B84+B86+B87 to account for witnesses
A ⊆ L,B with |A| ≥ n− n7/8. This is because if A′ = R \B and B′ = L \A then |A′| = m− k+ 1
and |B′| = n− k and NΓ(A
′) ⊆ B′ and there will be a minimal witness A′′, B′′ with A′′ ⊆ A′.
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Case 2: m ≤ n.
P(µ(Γ) < m) ≤ o(1) +


B84 +B86 +B87 +A56 +A57 d ≥ 6
B84 +B89 +A56 +A57 d = 5
B85 +B90 +A56 +A57 d = 4
B91 +B104 +A56 +A57 d = 3
We point out for use in the next section that our computations allow us to claim that we have
n−n3/4∑
k=n3/4
ℓ≤min{k−1,m/2}
k logn∑
D=dk
πL(k, ℓ,D) = O(e
−Ω(n3/4)). (105)
Our computations also allow us to claim that
n−n3/4∑
k=n3/4
ℓ≤min{k−1,n/2}
dk∑
D=2k
πR(k, ℓ,D) = O(e
−Ω(n3/4)). (106)
7.3 The case m ≥ n + n4/5
Let G(n,m) denote the set of bipartite graphs with |L| = n, |R| = m that are d-regular on L and
degree at least 2 on L. Here n + n4/5 ≤ m ≤ dn/2. In fact suppose first that m ≤ ξdn where
ξ < 1/2 is a constant. Suppose that G(n,m) is chosen uniformly at random from G(n,m).
If there is no matching from L to R, then let a minimal witness A,B be small if |A| ≤ n3/4 and
large if |A| ≥ n− n3/4 and medium otherwise.
7.3.1 Small/Large Witnesses
We go back to (46). We see that f(ζ1) < f(z) implies that the term
zd
f(z)
β−a
1−a
f(ζ1)
β−a
1−a
ζd−x1
(
e a
1−a
x
)x
is
maximised over β ≥ 1 when β = 1. Next let H(β) = β log h(a/β) then H ′(β) = log(1 − a/β) and
H ′′(β) = aβ(β−a) . Thus h(a/β)
β is log-convex in β and so
h(a/β)β ≥ exp
{
H(1) +H ′(1)(β − 1)
}
= h(a)(1 − a)β−1. (107)
Going back to (52) we see that now we have
πL(k, ℓ,D) ≤ O
(
1
n1/2
)(
ρd(a)
(1− a)β−1
)n
. (108)
By taking εL(β) in place of εL(1) we can take K = β in (55) and plugging this into (108) we see
that
n3/4∑
ℓ<k=2
k logn∑
D=dk
πL(k, ℓ,D) ≤ O
(
1
n1/2
)(
e−βa
(1− a)β−1
)n
= o(1). (109)
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To deal with k ≥ n − n3/4 we treat this as k ≤ n3/4 in Section 7.2.2. Indeed, if there is such a
witness A,B, let A′ = R \ B and B′ = L \ A. Then NΓ(A
′) ⊆ B′ and |B′| < |A′| and so we can
find a witness A′′, B′′ with A′′ ⊆ A′, B′′ ⊆ B′ and |B′′| ≤ n3/4.
We use (103) for this calculation. Now
h(θa/d)d
h(a)h(a/β)βh(θ/d)ad
=
(
θa
d
)θa (
1− θad
)d−θa
aa(1− a)1−a
(
a
β
)a (
1− aβ
)β−a (
θ
d
)θa (
1− θd
)da−θa =
a(θ−2)a exp
{
−(d− θa)
∞∑
k=1
θkak
kdk
+ a−
∞∑
k=2
ak
k(k − 1)
+
a
β
−
∞∑
k=2
ak
βk−1k(k − 1)
+ (da− θa)
∞∑
k=1
θk
kdk
}
= a(θ−2)a exp
{
a
(
1 +
1
β
− (d− θ) log(1− θ/d)− θ
)
+O(a2)
}
(110)
So from (103) we can write
πR(k, ℓ,D) ≤ O
(
1
m1/2
)((
az
ζ1
)θ−2
exp
{
1 +
1
β
− (d− θ) log(1− θ/d)− θ +O(a)
}
f(ζ1)
ζ21
z2
f(z)
)an
.
(111)
Now we claim that
ζθ−21 ≥
1
2
and that f(x)x−2 is monotone increasing in x. (112)
First notice that f(x)x−2 =
∑∞
i=2
xi−2
i! which is clearly monotone increasing. Second note that
ζ1 = ζ(θ) and since
dζ(x)
dx > 0 we have
lim
x→∞
dζ(x)
dx
= lim
x→∞
f(ζ(x))2
(eζ(x) − 1)2 − ζ(x)2eζ(x)
= lim
ζ→∞
f(ζ)2
(eζ − 1)2 − ζ2eζ
= 1
and since ζ(x) is concave we have dζ(x)dx ≥ 1. This, along with limx→2− ζ(x) = 0, implies that
ζ(x) ≥ x− 2. We can then lower bound
ζθ−21 = ζ(θ)
θ−2 ≥ (θ − 2)θ−2 ≥ e−e
−1
≥ 0.69
Using this we see from (111) that if
θ ≥ θ0 = 2 +
4
log(1/az)
then
πR(k, ℓ,D) ≤ O
(
1
m1/2
)
e−k.
In which case we have
n3/4∑
ℓ<k=2
∑
θ≥θ0
πR(k, ℓ,D) ≤ O
(
1
m1/2
)
e−k = o(1). (113)
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When θ < θ0 we have θ = 2 + o(1), f(ζ1)/ζ
2
1 = 1/2 + o(1). Therefore
πR(k, ℓ,D) ≤ O
(
1
m1/2
)(
z2e−(d−2) log(1−2/d)+o(1)
2f(z)
)k
. (114)
Now for d ≥ 4 we have
z2e−(d−2) log(1−2/d)+o(1)
2f(z)
≤
9
10
(115)
and so
n3/4∑
k=1
∑
θ≤θ0
πR(k, ℓ,D) ≤ O
(
1
m1/2
)(
9
10
)k
= o(1). (116)
When d = 3, the expression on the LHS of (115) is at most 1.26. So in this case we go back to
(103) and replace 1
h(θ/d)ad
by
(
3θ−2
h(θ−2)
)a
= eo(a). After this (110) is replaced by
a(θ−2)a exp
{
a
(
1 +
1
β
+ θ log(θ/d)− θ
)
+ o(a)
}
.
And then (114) is replaced by
πR(k, ℓ,D) ≤ O
(
1
m1/2
)(
z2e−2 log(3/2)+o(1)
2f(z)
)k
≤ O
(
1
m1/2
)
1
2k
and so
n3/4∑
k=1
∑
θ≤θ0
πR(k, ℓ,D) ≤ O
(
1
m1/2
)
1
2k
= o(1). (117)
7.3.2 Medium Witnesses
Let di(n,m) denote the number of R-vertices of degree i ≥ 2 in G(n,m) and let Di(n,m) =
E(di(n,m)).
We define three events:
A1(n,m− 1) =
{
G ∈ G(n,m− 1) : ∃i : |di(n,m− 1)−Di(n,m− 1)| > n
3/5/i3, 2 ≤ i ≤ log2 n
}
(118)
A2(n,m− 1) =
{
G ∈ G(n,m− 1) : ∃i : di(n,m− 1) 6= 0, i > log
2 n
}
(119)
B(n,m) =
{
G ∈ G(n,m) : |d2(n,m)−D2(n,m)| > 2n
3/5
}
(120)
We argue next that if A(n,m) = A1(n,m− 1) ∪ A2(n,m) then
P(A(n,m) ∪ B(n,m)) = e−Ω(log
2 n). (121)
For any t > 0 we have
P(|di(n,m− 1)−Di(n,m− 1)| > t) ≤ O(n
1/2)P(Bin(n, qi) > t)
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where qi =
zi
i!f(z) .
We will now use the following bounds (see for example [1])
P(|Bin(n, p)− np| ≥ t) ≤ 2e−t
2/n, (122)
P(Bin(n, p) ≥ αnp) ≤ (e/α)αnp. (123)
If i ≤ log2 n then we can use (122) with t = n3/5/i3 to deal with A1(n,m) and also with B(n,m). If
i ≥ log2 n then nqi ≤ e
−Ω(log2 n). We can therefore use (123) with α = 1/nqi to deal with A2(n,m).
This concludes the proof of (121).
Now consider a set of pairs X ⊆ G(n,m− 1)×G(n,m). We place (G1, G2) into X if G2 is obtained
from G1 in the following manner: Choose a vertex x ∈ R of degree at least four in G1. Suppose that
its neighbours are yi, i = 1, 2, . . . , k in any order. To create G2 we (i) replace x by two vertices x
and m and then (ii) let the neighbours of x in G2 be y1, y2 and let the neighbours of m be y3, . . . , yk.
For G ∈ G∗(n,m− 1) let
π1(G) = | {G2 : (G,G2) ∈ X} |
and for G ∈ G∗(n,m) let
π2(G) = | {G1 : (G1, G) ∈ X} |.
We note that if
Σ1 =
∑
i≥4
(
i
2
)
Di(n,m− 1)
then
• G /∈ A(n,m− 1) implies that |π1(G)− Σ1| ≤ O(n
3/5).
• π1(G) ≤
(m−1
2
)
for all G ∈ G(n,m− 1).
• G /∈ B(n,m) implies that |π2(G) −D2(n,m)| ≤ n
3/5.
• π2(G) ≤ m for all G ∈ G(n,m).
We then note that
(Σ1 −O(n
3/5))|G(n,m− 1)| ≤ |X| ≤ (D2(n,m) + n
3/5 +me−Ω(log
2 n))|G(n,m)|.
Now let P,Q be properties such that if (G1, G2) ∈ X and G2 ∈ Q then G1 ∈ P. Let (G1, G2) be
chosen uniformly from X and let PX denote probabilities computed w.r.t. this choice. Then
PX(G2 ∈ Q) ≤ PX(G1 ∈ P) ≤
|P|(Σ1 +O(n
3/5)) +m|A(n,m− 1)|
|X|
and
PX(G2 ∈ Q) ≥
(|Q| − |B(n,m)|)(D2(n,m)− n
3/5)
|X|
So,
(|Q| − |B(n,m)|)(D2(n,m)− n
3/5)
|G(n,m)|(D2(n,m) + n3/5 +me−Ω(log
2 n))
≤
|P|(Σ1 +O(n
3/5)) +m|A(n,m− 1)|
|G(n,m− 1)|(Σ1 −O(n3/5))
.
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So,
|Q|
|G(n,m)|
≤ (1 +O(n−2/5))
|P|
|G(n,m− 1)|
.
So, if Pj is a property of G(n, j) for j = n, n+ 1, . . . ,m,
|Pm|
G(n,m)
≤ (1 +O(n−2/5))m−n
|Pn|
G(n, n+ n4/5)
. (124)
We use (124) in the following way: First let Bj , n+n
4/5 ≤ j ≤ m be the property that G ∈ G(n, j)
contains a minimal witness A,B with A ⊆ L, n3/4 ≤ |A| ≤ n/2. If (G1, G2) ∈ X and G2 ∈ Bm+1
then G1 ∈ Bm. Indeed A,B ∩ [m] is a witness in G1. Applying (124) and (105) we see that whp
Bm fails to occur. Now let B
′
j be the property that G ∈ G(n, j) contains a minimal witness A,B
with A ⊆ R,n3/4 ≤ |A|, |B| < min{|A| − (j − n), n/2}. If (G1, G2) ∈ X and G2 has a witness A,B
with A ⊆ L and n/2 < |A| ≤ n − n3/4 then G2 ∈ B
′
m. Indeed A
′ = R \ A,B′ = L \ B is also a
witness in G2. Now if G2 ∈ B
′
m with a witness A
′, B′ then A′ ∩ [m], B′ is a witness in G1 and so
contains a minimal witness A′′, B′′ where |A′′| > |B′′| +m − n > n3/4 i.e. G1 ∈ B
′
m−1. Applying
(124) and (106) we see that whp B′m fails to occur. This deals with medium witnesses.
It only remains to consider m close to dn/2 i.e. where ξ defined at the beginning of this section is
close 1/2. Observe first that the number of edges incident with vertices of degree greater than two
is at most 3dn(1 − 2ξ). If there are di vertices of degree i = 2,≥ 3 then d2 + d3 = m = ξdn and
2d2 + 3d3 ≤ dn which implies that d2 ≥ dn(3ξ − 1). So the number of edges incident with vertices
of degree greater than two is at most dn− 2dn(3ξ − 1).
Now consider a witness A,B where |A| = γn. We must have γdn ≤ 2γn+3dn(1−2ξ) which implies
that γ ≤ 3d(1−2ξ)d−2 which can be made arbitrarily small. Now the estimate in (108) will suffice up to
k ≤ εLn and so we only need to make ξ close enough to 1/2 so that γ < εL (which depends only
on d and not γ).
7.4 The case m ≤ n− n4/5
We once again consider medium witnesses separately from small or large witnesses.
7.4.1 Small/Large Witnesses
We first go back to (103) and deal with πR(k, ℓ,D) for k ≤ n
3/4 as we did in Section 7.3. For
k ≥ n− n3/4 we deal with πL(k, ℓ,D) for k ≤ n
3/4. We will go back to (46) and write
πL(k, ℓ,D) = O
(
1
n1/2
)(
h(a)d−1
h(a/β)β
)n(
zd
f(z)
f(ζ1)
ζd−x1
(
e a1−a
x
)x(
f(z)
f(ζ1)
) 1−β
1−a
)n−k
Now x = d(m−n)+(D−dk)+1m−k+1 ≥ 0 implies that
1− β ≤
D − dk + 1
n
= O
(
k log n
n
)
and that x = O
(
k log n
n
)
.
Also, ζ1 = ζ(d− x) implies that f(ζ1) = f(z)(1−O(x)). Therefore,(
f(z)
f(ζ1)
) 1−β
1−a
= eO(a
2 log2 n).
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Arguing as for (108) we get
πL(k, ℓ,D) ≤ O
(
1
n1/2
)(
ρ(a)eO(a
2 log2 n)
(1− a)β−1
)n
.
Taking ρ(a) ≤ e−a as in (57) and noting that b ≤ 1 here we get Thus
n3/4∑
k=1
k logn∑
D=dk
πL(k, ℓ,D) ≤
n3/4∑
k=1
k logn∑
D=dk
O
(
1
n1/2
)(
e−a+O(a
2 log2 n)
)n
= o(1). (125)
7.4.2 Medium Witnesses
Now consider a set of pairs Y ⊆ G(n,m)×G(n+1,m). We place (G1, G2) into Y if G2 is obtained
from G1 in the following manner: Choose 0 ≤ k ≤ n. Replace edges (ℓ, y) by (ℓ+1, y) for all ℓ > k
and all y. Add vertex k + 1 and d edges (k + 1, yj), j = 1, 2, . . . , d.
Note that if (G1, G2) ∈ Y and G1 has a matching of R into L then so does G2.
For G ∈ G(n,m) let now
π1(G) = | {G2 : (G,G2) ∈ Y } |
and for G ∈ G(n + 1,m) let
π2(G) = | {G1 : (G1, G) ∈ Y } |.
Let
Σ2 = (n+ 1)
(
1−
z2
2f(z)
)d
and for G ∈ G(n + 1,m) let
L3(G) = |{v ∈ L : all neighbours of v have degree at least 3}| .
Let
C(n + 1,m) =
{
G ∈ G(n + 1,m) : |L3(G) −Σ2| ≤ n
3/5
}
.
Let
We note that
• G ∈ G(n,m) implies that π1(G) = (n+ 1)
(m
d
)
.
• G /∈ C(n,m+ 1) implies that |π2(G) − Σ2| ≤ n
3/5.
• π2(G) ≤ n+ 1 for all G ∈ G(n + 1,m).
We then note that
|Y |
|G(n,m)|
= (n+ 1)
(
m
d
)
.
Σ2 − n
3/5 ≤
|Y |
|G(n + 1,m)|
≤ Σ2 + n
3/5 + (n+ 1)e−Ω(log
2 n).
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Now let P,Q be properties such that if (G1, G2) ∈ Y and G2 ∈ Q then G1 ∈ P. Let (G1, G2)
be chosen uniformly from Y and let PY denote probabilities computed with respect to this choice.
Then
PY (G2 ∈ Q) ≤ PY (G1 ∈ P) =
|P|(n + 1)
(m
d
)
|Y |
and
PY (G2 ∈ Q) ≥
(|Q| − |C(n+ 1,m)|)(Σ2 − n
3/5)
|Y |
Arguing as in Section 7.3 we see that if Pj is a property of G(j,m) for j = m,m+ 1, . . . , n,
|Pm|
G(n,m)
≤ (1 +O(n−2/5))n−m
|Q|
G(m+ n4/5,m)
. (126)
First let Bj ,m + n
4/5 ≤ j ≤ n be the property that G ∈ G(j,m) contains a minimal witness
A,B with A ⊆ R,n3/4 ≤ |A| ≤ m/2. If (G1, G2) ∈ X and G2 ∈ Bn+1 then G1 ∈ Bn. Indeed
A,B ∩ [n] is a witness in G1. Applying (126) and (106) we see that whp Bn fails to occur. Now
let B′j be the property that G ∈ G(j,m) contains a minimal witness A,B with A ⊆ R,n
3/4 ≤
|A|, |B| ≤ min{|A| − (j −m),m/2}. If (G1, G2) ∈ X and G2 has a witness A,B with A ⊆ R and
m/2 < |A| ≤ m− n3/4 then G2 ∈ B
′
m. Indeed A
′ = L \A,B′ = R \B is also a witness in G2. Now
if G2 ∈ B
′
m with a witness A
′, B′ then A′ ∩ [m], B′ is a witness in G1 and so contains a minimal
witness A′′, B′′ where |A′′| > |B′′| + n −m > n3/4 i.e. G1 ∈ B
′
m−1. Applying (126) and (105) we
see that whp B′m fails to occur. This deals with medium witnesses.
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