Abstract: By a hollow symmetric matrix we mean a symmetric matrix with zero diagonal elements. The notion contains those of predistance matrix and Euclidean distance matrix as its special cases. By a centered symmetric matrix we mean a symmetric matrix with zero row (and hence column) sums. There is a one-toone correspondence between the classes of hollow symmetric matrices and centered symmetric matrices, and thus with any hollow symmetric matrix D we may associate a centered symmetric matrix B, and vice versa. This correspondence extends a similar correspondence between Euclidean distance matrices and positive semide nite matrices with zero row and column sums. We show that if B has rank r, then the corresponding D must have rank r, r + or r + . We give a complete characterization of the three cases. We obtain formulas for the Moore-Penrose inverse D + in terms of B + , extending formulas obtained in Kurata and Bapat (Linear Algebra and Its Applications, 2015). If D is the distance matrix of a weighted tree with the sum of the weights being zero, then B + turns out to be the Laplacian of the tree, and the formula for D + extends a well-known formula due to Graham and Lovász for the inverse of the distance matrix of a tree.
Introduction
A hollow symmetric matrix is a symmetric matrix with zero diagonal elements. If a hollow symmetric matrix is nonnegative (that is, all its elements are nonnegative), then it is called a predistance matrix. Let Sn be the set of all n × n symmetric matrices, which is a linear space of dimension n(n + )/ . Let S H (n) and S + H (n) be the set of hollow symmetric matrices and predistance matrices, respectively. That is,
Needless to say, while S H (n) is a linear subspace of Sn (with dimension n(n − )/ ) , the set S + H (n) is a convex cone in Sn. The most important subset of S + H (n) may be the set of n × n Euclidean distance matrices (EDMs). Here, an n × n predistance matrix D = (d ij ) is said to be an n × n EDM, if there exist n points p , · · · , pn in some Euclidean space R r such that
where · is the Euclidean norm in R r . The minimum of such r is called the embedding dimension of D.
Recall that a symmetric matrix is said to be positive semide nite (psd) if its eigenvalues are all nonnegative. We write A to denote that A is psd. By a centered symmetric matrix we mean a symmetric matrix with zero row (and hence column) sums. As is well known, a necessary and su cient condition for a predistance matrix D to be an EDM is that − PDP with P = In − n ee T
(see, for example, Gower [6] , pp. 82), where e denotes the vector of all ones of appropriate dimension. This characterization is based on a one-to-one correspondence between the set of EDMs and a set of positive semide nite (psd) matrices. To state this more precisely, let Λn be the set of n × n EDMs and let
Ωn(e) = {B ∈ Sn | B , Be = } be the set of n×n centered symmetric psd matrices, both of which form convex cones in Sn. Then the following two mappings τ and κ are mutually inverse: 
where b = (b , b , · · · , bnn) T is the vector consisting of the diagonal elements of B (see for instance [9] , pp.380). 
where the quantities z ∈ R n and λ ∈ R are given by z = −( / )Pb and λ = −e T b/n with b = (b , . . . , bnn) T . 
Furthermore, (i) D is spherical if and only if
By de nition, we have z T e = and λ < as long as D ≠ . It is well known that the rank of B coincides with the embedding dimension ( [11] , Theorem 1). The next result is concerned with the Moore-Penrose inverse of D, where for a matrix A, the Moore-Penrose inverse of A is de ned as a matrix A + satisfying the following four conditions:
As is well-known, the Moore-Penrose inverse always exists and is unique. (See, for example, page 9 of [2] .) For an exposition of the theory of generalized inverse we refer to [4] . Note that when A is nonsingular,
Thus in the following result, when D is nonsingular, we have a formula for D − . 
with x =ē + (
, whereZ is an n × (n − r − ) matrix such that
The above result is obtained in a di erent form by Balaji and Bapat [1] , Theorems 3.1 and 3.4, which derived a formula for D + for the rst time.
In this paper, we extend the above two propositions on EDMs to the space S H (n) of hollow symmetric matrices and then derive some new results on the distance matrix of a tree. In Section 2, we discuss the rank of D ∈ S H (n) and clarify how it relates to the rank of B. The result gives not only an extension of (ii) of Proposition 1, but also an insight into the Laplacian matrix of a weighted tree. In Section 3, Proposition 2 is extended to a hollow symmetric matrix D. Section 4 is devoted to establishing some formulas on the distance matrix of a tree with possibly negative weights. Throughout this paper, we exclude the case D = , since it is trivial.
Let S C (n) be the set of all n × n centered symmetric matrices:
which is a linear subspace of Sn and contains Ωn(e) as its subset. As shown by Critchley [5] , Theorem 2.2, and Johnson and Tarazaga [9] , pp.380, there is a one-to-one correspondence between S H (n) and S C (n). Indeed, the mapping τ and κ de ned on Λn and Ωn(e) in (4) can be viewed as mappings between S H (n) and S C (n). Furthermore they are linear and still mutually inverse. This extension is the one that we consider from now on. Consider a connected graph G = (V , E) with vertex set V = { , . . . , n} and edge set E = {e, . . . , em}. The Laplacian matrix of G is de ned as the n × n symmetric matrix L = ( ij ) indexed by the vertices such that, for i ≠ j, ij = − if the vertices i and j are adjacent, ij = if i and j are not adjacent, and for each i, ii = δ i , where δ i is the degree of the vertex i. It is well-known that the Laplacian matrix L is a centered psd matrix:
in other words, L ∈ Ωn(e). The rank of the Laplacian matrix of a connected graph equals always to n − . Moreover a connected graph is a tree if and only if m = n − , where m stands for the number of its edges. Let the distance matrix D = (d ij ) of a tree T be a nonnegative symmetric matrix such that d ii = (i = , . . . , n) and d ij is equal to the length (the number of edges) of the unique path between vertices i and j. Then, interestingly, D is a nonsingular spherical EDM and its inverse is expressed as
which is a classical result due to Graham and Lovász [7] , pp.66. (For a more detailed explanation on this topic, see, for example, Chapter 9 of Bapat [2] .) As can be seen, for example, from (i) of Proposition 2, in the expression (9) of D + , the matrix B + plays a role similar to the one played by the Laplacian matrix L in (12) in the sense that B + is also a centered psd matrix: B and B + e = .
Ranks of D and B = τ(D)
In this section, we clarify the relation between the ranks of a hollow symmetric matrix D and its corresponding matrix 
To calculate the rank of D, we begin with con rming that the equality (5) in Proposition 1 remains true even when D is a hollow symmetric matrix. By using the identity In = P + ( /n)ee T , we have
Substituting it into (13) yields
where z = −( / )Pb and λ = −(e T b)/n. Thus we have extended (5) to the case in which D ∈ S H (n).
We use (15) to calculate the rank of D. By the Spectral Theorem, there exists a matrixC of order n × r matrix such that
where diag(θ , . . . , θr) denotes the diagonal matrix with diagonal elements θ , . . . , θr , which are the nonnull eigenvalues of B. Since θ i 's are nonnull, Θ is a nonsingular matrix. Letē = e/ √ n so thatē Tē = . Then there exists an n × (n − r − ) matrixZ such that
is an orthogonal matrix. Since z T e = , we can write z in (15) as z =Cp +Zu for some p ∈ R r and u ∈ R n−r− .
Substituting (16) and (17) into (15) yields
with
Then the matrix U is further decomposed as
Since Γ and T are nonsingular, it holds that rank D = rank U = rankŨ.
By noting the location of zero matrices inŨ, we can calculate its rank as
Thus, when λ − p T Θ − p ≠ , the rank is determined as
On the other hand, when
By summarizing the above results in terms of the original notation, we obtain 
Proof. We only need to show that
and
It follows from (17) that u = is equivalent to z ∈ R(C). Since R(C) = R(B) (see (16)), the condition is further equivalent to z ∈ R(B).
Thus (23) is proved. Next we check (24). By the de nition of λ, it holds that λ = −e T b/n. By using (17), we see
Since z = −( / )Pb (by de nition) and PC =C (sinceC T e = ), we have
Furthermore, as is easily seen, B + =CΘ − C T holds and hence
Thus (24) On the other hand, the above theorem suggests that when D is extended to a hollow symmetric matrix, its rank may be equal to rank B. Hence it is of interest to ask whether there exists a hollow symmetric matrix D that satis es the condition −e T b/n = b T B + b/ . The answer is a rmative. But since, to explain an example of such matrices, we need the notion of weighted tree, we postpone it to Section 4. See Theorem 12, in which it is shown that a "distance matrix" of a weighted tree with arbitrary weights satis es the condition if the total sum of the weights is zero. In this case, the distance between vertices i, j is de ned as the sum of the weights of the edges in the unique path between i and j, if i ≠ j, and if i = j. Hence the resulting distance matrix is a hollow symmetric matrix that may have some negative elements.
Moore-Penrose Inverse of a Hollow Symmetric Matrix
In this section, we derive the Moore-Penrose inverse of a hollow symmetric matrix, which can be viewed as an extension of Proposition 2.
As is stated in (18) and (19), D is of the form
where the two matrices Γ and T are nonsingular. We will see below that the Moore-Penrose inverse can be expressed as
where T − is given by
To see this, recall that, in general, for any orthogonal matrix H and any symmetric matrix S, the equality (HSH T ) + = HS + H T holds. Applying this fact, we have
Thus it su ces to show that
Here, we should note that for any nonsingular matrix G and any symmetric matrix S, the equality (GSG T ) + = (G T ) − S + G − does not necessarily hold. (More precisely, while the matrix in the right hand side always satises the conditions (i) and (ii) in (8), it does not always satisfy (iii) and (iv). In other words, the matrix is just a {1,2}-inverse of GSG T .) However, as will be seen below, both T andŨ + are of quite simple structure, due to which the equality (26) happens to be valid. That is, the matrix in the right hand side of (26) will turn out to meet the conditions (iii) and (iv). The Moore-Penrose inverse of D takes di erent forms according to whether z ∈ R(B) holds or not.
Theorem 4. Let D be a hollow symmetric matrix such that z ∈ R(B) and γ ≠ , where
γ = b T B + b/ + e T b/n.
Then the Moore-Penrose inverse D + is expressed as
Proof. Since z ∈ R(B) is equivalent to u = in (17), the matrixŨ reduces tõ
whose inverse is easily obtained asŨ
We need to prove that (26) is valid. To do so, it su ces to show that the two matrices
are symmetric. As is stated above, sinceŨ + and T have quite simple forms, both of them happens to be symmetric. Indeed, by a direct calculation, we have
Thus we have
Since Γ(T − ) T = (x,C,Z) holds, the Moore-Penrose inverse of −( / )D is derived as
The proof is complete.
Next we consider the case of z ∉ R(B), in which the approach taken above also works. 
Theorem 5. Let D be a hollow symmetric matrix such that z ∉ R(B). Then the Moore-Penrose inverse

Proof. It is straightforward to see that the Moore-Penrose inverse ofŨ in (19) is given bỹ
As in the proof of Theorem 4, we need to prove that (26) 
Thus we have − D
where the equalities B + =CΘ − C T is used.
Finally we show that a is equal to y that is de ned in the statement of the theorem. To do so, use u =
Thus we have − D
This completes the proof.
Finally we consider the case in which z ∈ R(B) and γ = . In this case, (25) is not true. But the matrix U in (18) is simple enough to calculate the Moore-Penrose inverse directly. Indeed, U is of the form
By letting Θ and Θ be any diagonal matrices such that Θ = Θ Θ , we have the following maximal rank decomposition:
where X and Y are (r + ) × r full rank matrices. Thus the Moore-Penrose inverse of XY T is given by
from which we have
and hence 
Distance Matrix of a Tree with Arbitrary Weights
Let T be a weighted tree with vertex set V(T) = { , . . . , n} and edge set E(T) = {e , . . . , e n− }, where the edge e j is assigned the weight w j , which we assume to be a real number (possibly negative). The distance d ij between vertices i and j is de ned to be the sum of the weights of the edges on the (unique) ij-path. We
If the weights are all nonzero, then the Laplacian matrix L = ( ij ) of T is de ned as follows. The rows and the columns of L are indexed by V(T). For i ≠ j, the (i, j)-element of L is zero if i and j are not adjacent and it is − /w({i, j}) if i and j are adjacent, where {i, j} is the edge joining i and j and w({i, j}) denotes the weight assigned on {i, j}. For i = , . . . , n, the element ii is set equal to − j≠ i ij . It is obvious that L ∈ S C (n), and as will be seen soon, the Laplacian matrix thus de ned is also the Laplacian matrix of D in our sense. That is, L is the Moore-Penrose inverse of B = τ(D). (See Lemma 10 below.) Example Consider the weighted tree
Its distance matrix is
and its Laplacian matrix is
If T is an unweighted tree (that is, w j = , j = , . . . , n − ) with n vertices, then according to a classical result of Graham and Pollak [8] , pp.2511, the determinant of D is given by det [3] were proved assuming that all the weights are positive. However the proof reveals that the results hold even when the weights are more general. To state them, we denote the degree of the vertex i by δ i , i = , . . . , n.
We set τ i = − δ i , i = , . . . , n and let τ be the n × vector with components τ , . . . , τn . 
In this section we obtain a formula for D + , when j w j = , thereby extending (ii) of Theorem 7 to the case when D is singular. The following result is known for an unweighted tree (see [2] ,Lemma 9.7). We include a proof which is di erent from the one given in [2] for the unweighted case. Recall that we denote by e the vector of all ones of the appropriate size. 
Lemma 8. Let T be a weighted tree with vertex set V(T)
Note that any vertex k adjacent to j appears as a predecessor of a path to j precisely δ k − times. We have The next result is known for the case of an unweighted tree (see [2] , Lemma 9.8). The proof for the weighted case is similar and is omitted. Proof. Since LP = PL = L holds, the last equality in Lemma 9 can be expressed as
which is equivalent to LBL = L. Thus L satis es the condition (ii) in (8) . Similarly, by postmultiplying the rst equality in Lemma 9 by P and using L = LP, we have LPDP + P = τe T P, which is further expressed as LB − P = since Pe = . This shows that LB is symmetric. By arguing in the same way, we can prove that BL is also symmetric. Finally, premultiplying LB − P = by B and using BP = B entails BLB = B. Thus L satis es the four conditions in (8), or equivalently, L = B + .
The following is the main result of this section. 
which is the projection on the orthogonal complement of the null space of D. Let
where u is as given in the hypothesis. Since Dτ = , then DH = − DL + Duτ T . By Lemma 9 and ( We end this paper with an answer to the question, raised in the end of Section 2, of whether there exists a hollow symmetric matrix D such that rank D = rank B. Let T be a weighted tree with vertex set V(T) = { , . . . , n}, with all the weights being nonzero, and suppose n− = w = . Let D be the distance matrix of T, L = ( ij ) the Laplacian matrix of T. It is wellknown that L has rank n − and as observed in the proof of Theorem 11, D has rank n − as well. Thus rank D = rank L = rank B.
In the next result we prove an identity which is of independent interest, thereby providing another verication of fact that rank D = rank B. T . Then the equality
holds.
Proof. Let X = (x ij ) = (L + ( /n)J) − , where J is the n × n matrix of all ones. Since Le = , the matrix X is nonsingular and satis es X − e = e and Xe = e. By using L = X − − ( /n)J, we can easily see that
On the other hand, the vector τ is expressed as (see Lemma 10.8, [2] ,p.140) τ = LXe + n e withX = diag{x , . . . , xnn} = L b + n e + n e = Lb + n e.
From (34) we get the equations 
