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Abstract
Locally L0-convex modules were introduced in [D. Filipovic, M. Kupper, N. Vogelpoth.
Separation and duality in locally L0-convex modules. J. Funct. Anal. 256(12), 3996-4029
(2009)] as the analytic basis for the study of multi-period mathematical finance. Later, the
algebra of conditional sets was introduced in [S. Drapeau, A. Jamneshan, M. Karliczek,
M. Kupper. The algebra of conditional sets and the concepts of conditional topology and
compactness. J. Math. Anal. Appl. 437(1), 561-589 (2016)]. By means of Boolean-valued
models and its transfer principle we show that any known result on locally convex spaces
has a transcription in the frame of locally L0-convex modules which is also true, and that
the formulation in conditional set theory of any theorem of classical set theory is also a
theorem. We propose Boolean-valued analysis as an analytic framework for the study of
multi-period problems in mathematical finance.
Keywords: Boolean-valued models; locally L0-convex modules; conditional sets; Trans-
fer principle.
Introduction
Boolean-valued models are a tool in mathematical logic that was developed as a way to formalize
the method of forcing that Paul Cohen created to solve the first problem in the famous Hilbert’s
list: it is impossible neither to prove nor to disprove that every infinite set of reals can be
bijected either with the natural numbers of with the whole real line [9]. The theory was first
formulated by Scott [43] based on some ideas of Solovay, while Vopeˇnka created independently
a similar theory. In this paper we shall see that Boolean-valued models provide a natural
framework for certain problems in financial mathematics which involve a multi-period setting,
such as representation of dynamic and conditional risk measures and stochastic optimal control.
Several recent developments, like the study of locally L0-convex modules and the algebra of
conditional sets are covered by this theory. The advantage is not only a unified approach for
several scattered results in the literature; the important point is that we get at our disposal
all the powerful tools of a well developed deep mathematical theory. In particular, the so-
called transfer principle claims that any known result of set theory has a transcription in the
Boolean-valued setting, which is also true.
In order to provide an analytical basis to problems of mathematical finance in a multi-period
set-up with a dynamic flow of information, Filipovic et al. [14] considered L0 := L0(Ω,Σ,P),
the ordered lattice ring of equivalence classes modulo almost sure equality of Σ-measurable
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2random variables, where (Ω,Σ,P) is a probability space that models the market information
that is available at some future time. They introduced the topology of almost sure dominance
on L0 and the notion of locally L0-convex module, and succeeded in developing a randomized
version of classical convex analysis. We will show that a locally L0-convex module can be
embedded into a Boolean-valued universe and will systematically study the meaning of several
related objects within this framework. Thus, we will show that not only the main results of [14]
are consequence of this connection but that any known result of locally convex analysis has a
modular transcription which also holds as a consequence of the transfer principle of Boolean-
valued models. For instance, we provide randomized versions of celebrated theorems such as
the Brouwer’s fixed point and the James’ compactness theorem.
Conditional set theory was introduced in [11]. The authors need to give a definition of the
conditional version of each mathematical concept they want to use (conditional real number,
conditional topological space, etc.) and also formulate and prove the conditional version of
known results. All this is automatic within the context that we propose: the conditional
version of any known result is automatically true. Nevertheless, we should mention that this
connection exhibits that conditional set theory provides a practical tool to manage objects from
Boolean-valued models and gives intuition to anyone who is not familiarized with the formalisms
of Boolean-valued models.
These developments have been applied to mathematical finance. For instance, we find appli-
cations to representation of conditional risk measures (see eg [5, 15, 18]), to equilibrium theory
(see [2, 7]), to optimal stochastic control (see [28]) and to financial preferences (see [10]). Also,
as commented, there is a significant number of related works. For instance, modules endowed
with L0-valued norms have been applied to the study of ultrapowers of Lebesgue-Bochner
spaces by Haydon et al. [27]. Guo together with other co-authors have widely studied gener-
alizations of functional analysis results in L0-modules endowed with the topology of stochastic
convergence with respect to a family of L0-valued seminorms, also called the (, λ)-topology
(see eg [21, 23, 24] and references therein). In this regard, a study of the relations between
the (, λ)-topology and the locally L0-convex topology induced by L0-valued seminorms can be
found in [22]. Eisele and Taieb [13] extended some functional analysis results to modules over
the ring L∞. A randomized version of finite-dimensional analysis in (L0)d together with many
results are provided in [8] and also a version of the Brouwer fixed point theorem in this context
is established in [12]. Other results and counter-examples on locally L0-convex modules can be
found in [48, 46]. Further studies of dual pairs and weak topologies in the context of conditional
sets are provided in [41, 47].
In addition, we should highlight that the Boolean-valued model approach shows that the
study of locally L0-convex modules naturally fits the framework of the well-developed theory of
lattice-normed spaces (i.e. norms that take values in a vector lattice) and dominated operators,
originated in the 1930s by L.V. Kantorovich (see [32]), field that has been widely researched
and fruitfully exploited by A. G. Kusraev and S. S. Kutateladze. For a thorough account we
refer the reader to eg [36, 39] and their extensive list of references.
The paper is organized as follows: In the first section we give a short introduction to
Boolean-valued models, provide some intuition and recall the basic elements and principles
of the Boolean-valued machinery. In Section 2, we explain a precise connection between the
framework of locally L0-convex modules and Boolean-valued locally convex analysis; give a
list of basic elements of locally L0-convex analysis and explain their meanings within Boolean-
valued locally convex analysis; and as example of application we derive the main theorems of
[14] and modular versions of James’ compactness theorem and Brouwer’s fixed point theorem.
Finally, Section 3 is devoted to provide a precise connection between conditional set theory and
Boolean-valued models.
31 Foundations of Boolean-valued models
Let us try to give an intuitive idea of what Boolean-valued analysis is and how it can fit in
mathematical finance. We would like to talk about what will happen in a particular moment in
the future. This future is uncertain, it is influenced by events that we do not know yet. These
possible events that might influence the future will be coded by a complete Booolean algebra
A = (A,∨,∧, c, 0, 1). The simplest case that we can think of is that the future that we are
interested in is completely determined by the result of flipping a coin. In that case, the algebra
of events is A0 = {a, ac, 0, 1} where a is the event “we get head”, and its negation ac is “we
get tail”. In the algebra of events we also have all the events that we can formulate combining
others, and so a ∨ ac = 1 is the event “we get either head or tail”, which is just the true event,
and a ∧ ac = 0 is the event “we get both head and tail” which is just the false event. Another
example is that our future depends on a randomly chosen (say with Gaussian probability) real
number. In that case, the algebra of events would be the measure algebra: measurable subsets
of R modulo null sets. In that case, for example, the class of [1, 2] is interpreted as the event
“the random number happened to fall inside the interval [1, 2]”.
So let us fix the algebra A of all the events that we can talk about and influence the future.
The next element of our theory are the names. The names are the nouns of the language with
which we talk about objects in the future despite the uncertainties. In the flipping coin exam-
ple, suppose that I have five dollars and I bet two dollars that the outcome will be tail. Then
I can consider the name x˙ that represents the amount of money that I will have in the future.
The actual value of x˙ is unknown, it could be 3 or 7 depending on the coin. In the very simple
flipping coin case, a name can be identified with a pair (r, s) of mathematical objects, one for
head and one for tail. In the random real case, names will look more complicated but the idea
is similar. Examples of names would be y˙ that would take value 1 if the random real is positive
or -1 if it is negative, and also z˙ the name for the random real itself. A special kind of names
are those which do not really depend on the unknown events, and those are represented with a
∨ symbol above. For example, 5ˇ is a name which represents the number 5, no matter what the
coin did or what the random real actually happens to be.
Once we understand the idea of a name, the next step is formulating statements about
names and deciding what are the truth values of such statements. Playing with the names
given above in the flipping coin case, it make sense to make the following statements: P1. x˙
is a positive real number, P2. x˙ = 7ˇ, P3. x˙ < 4ˇ, P4. x˙ = x˙2. While P1 is clearly true and
P4 is clearly false, for P2 and P3 we may say that it depends on what the coin will do. In
Boolean-valued analysis, these statements are not assigned a binary truth value of true or false.
The truth valued of a sentence P , denoted by JP K is an element of the Boolean algebra A that
corresponds to the event that describes when this sentence is true. Thus JP3K = ac because I
have 8 dollars if and only if the flipping will give a tail, and similarly JP4K = a. In the random
case, for instance, the truth value of the sentence 2ˇz˙ < 4ˇ is exactly the representative of the
interval (−∞, 2) of the measure algebra, while Jz˙ > y˙K is the representative of (−1, 0)∪(1,+∞).
In all these examples, we are using names for real numbers, but the idea is more general, we
can have names for functions, sets, Banach spaces or any mathematical object we want, and
state any kind of properties we wish in formal mathematical language. In the framework of set
theory, any mathematical object can be considered as a set and any mathematical statement
can be re-stated in terms of the belonging relation ∈ between sets.
The precise formulation of Boolean-valued analysis requires some familiarity with the ba-
sics of set theory and logic, and in particular with first order logic, ordinals and transfinite
induction. However, if one understands the key ideas and principles, it is possible to work with
4Boolean-valued models avoiding the underlying machinery that can be conveniently hidden in
a black box. For a detailed description we can refer the reader to [4], [30, Chapter 14], or [39,
Chapter 2]. We make now a quick review.
Let us consider a universe of sets V satisfying the axioms of the Zermelo-Fraenkel set the-
ory with the axiom of choice (ZFC), and a first-order language L which allows the formulation
of statements about the elements of V . In the universe V we have all possible mathematical
objects (real numbers, topological spaces, etc.) that we can talk about in a context of total
certainty. The language L consists of the elements of V plus a finite list of symbols for logic
symbols (∀, ∧, ¬ and parenthesis), variables (with the symbol x we can express any variables we
need as x, xx, xxx, . . .) and the verbs = and ∈. Though we usually use a much richer language
by introducing more and more intricate definitions, in the end any usual mathematical state-
ment can be written using only those mentioned. The elements of the universe V are classified
into a transfinite hierarchy: V0 ⊂ V1 ⊂ V2 ⊂ · · ·Vω ⊂ Vω+1 ⊂ · · · , where V0 = ∅, Vα+1 = P(Vα)
is the family of all sets whose elements come from Vα, and Vβ =
⋃
α<β Vα for limit ordinal β.
Now consider the complete Boolean algebra of events A = (A,∨,∧, c, 0, 1) which is an ele-
ment of V . For given a, b ∈ A, we will write a ≤ b whenever a ∧ b = a. For a family {ai}i∈I
in A, we denote its supremum by ∨i∈I ai and its infimum by ∧i∈I ai. A family {ai}i∈I in A is
said to be a partition of a if
∨
i∈I ai = a and ai ∧ aj = 0 for all i 6= j, i, j ∈ I (notice that I
could be infinite in this definition). For given a ∈ A we denote by p(a) the set of all partitions
of a.
Given this complete Boolean algebra A, one constructs now V (A), the Boolean-valued model
of A, whose elements are the names that we mentioned earlier, that we interpret as nouns with
which we talk about the future. We proceed by induction over the class Ord of ordinals of the
universe V . We start by defining V
(A)
0 := ∅; if α+ 1 is the successor of α, we define
V
(A)
α+1 :=
{
x : x is an A-valued function with dom(x) ⊂ V (A)α
}
.
The idea is that for y ∈ dom(x), y will become an element of x in the future if x(y) happens.
If α is a limit ordinal V
(A)
α :=
⋃
ξ<α
V
(A)
ξ . Finally, let V
(A) :=
⋃
α∈Ord
V
(A)
α .
Given an element x in V (A) we define its rank as the least ordinal α such that x is in V (A)α+1.
We consider a first-order language which allows to produce statements about V (A). Namely,
let L(A) be the first-order language which is the extension of L by adding names for each element
of V (A). Suppose that ϕ is any formula of the language L(A), its Boolean truth value JϕK is
defined by induction in the length of ϕ. If one got the right intuition, all the formulas that
follow should look natural. We start by defining the Boolean truth value of the atomic formulas
x ∈ y and x = y for x and y in V (A). Namely, proceeding by transfinite recursion we define
Jx ∈ yK = ∨
t∈dom(y)
y(t) ∧ Jt = xK,
Jx = yK = ∧
t∈dom(x)
(x(t)⇒ Jt ∈ yK) ∧ ∧
t∈dom(y)
(y(t)⇒ Jt ∈ xK) ,
where, for a, b ∈ A, we denote a⇒ b := ac ∨ b. For non-atomic formulas we have
J∃xϕ(x)K := ∨
u∈V (A)
Jϕ(u)K and J∀xϕ(x)K := ∧
u∈V (A)
Jϕ(u)K;
5Jϕ ∧ ψK := JϕK ∧ JψK and J¬ϕK := JϕKc.
It is well-known that every theorem of ZFC is true in V (A) with the Boolean truth value:
Theorem 1.1. (Transfer Principle) If ϕ is a theorem of ZFC, then JϕK = 1.
Also, it will be important to keep in mind the following results, which will allow to manip-
ulate V (A) and are well-known within Boolean-valued models theory:
Theorem 1.2. (Maximum Principle) Let ϕ(x) be a formula with one free variable x. Then
there exists an element u of V (A) such that Jϕ(u)K = J∃xϕ(x)K.
Theorem 1.3. (Mixing Principle) Let {ai} ∈ p(1) and let {xi} be a family in V (A). Then
there exists an element x in V (A) such that Jx = xiK ≥ ai for all i. Moreover, if y is another
element of V (A) which satisfies the same, then Jx = yK = 1.
Let us say that two names x, y are equivalent, and write x ∼ y, when Jx = yK = 1. The
truth value of a formula is not affected when we change a name by an equivalent one. Given a
set x in V we define its canonical name xˇ in V (A). Namely, we put ∅ˇ := ∅ and for x in V (A)
we define xˇ : D → A, where D := {yˇ : y ∈ x} and xˇ(yˇ) := 1 for y ∈ x. It is not difficult to show
that xˇ is an element of V (A). If x, y, f ∈ V (A) and we say, for instance, that f is a name for
a function f : x → y, this means that J“f is a function from x to y”K = 1. The transfer and
maximum principles provide us with names N(A) and R(A) for the sets of natural numbers and
real numbers, respectively. This means: J“N(A) is the set of natural numbers”K = 1.
Let V
(A)
be the subclass of V (A) defined by choosing a representative of the least rank in
each class of the equivalence relation {(x, y) : Jx = yK = 1}.1 Given a name x with Jx 6= ∅K = 1
we define its descent by
x ↓= {y ∈ V (A) : Jy ∈ xK = 1}.
Notice that, if x ∈ V (A)α , then any element of the class x ↓ is also in V (A)α . Therefore, we have
that x ↓ is a set in V .
The following result will be useful later:
Theorem 1.4. Let x, y be elements of V (A) with J(x 6= ∅) ∧ (y 6= ∅)K = 1, let f : x ↓→ y ↓ be
a function such that Ju = vK ≤ Jf(u) = f(v)K for all u, v ∈ x ↓ .
Then there exists g in V (A), which is a name for a function between x and y, such that Jf(u) =
g(u)K = 1 for all u ∈ x ↓.
2 A precise connection between locally L0-convex analysis
and Boolean-valued locally convex analysis
Let (Ω,Σ,P) be a probability space of the universe V and let L0 denote the set of Σ-measurable
random variables, which are identified whenever their difference is P-negligible. We denote by
F the measure algebra, which is defined by identifying events whose symmetric difference has
probability 0. Then, F has structure of complete Boolean algebra which satisfies the countable
1The construction can be done by transfinite induction. We choose a representative of each class {(x, y) : x, y ∈
V
(A)
α+1 : Jx = yK = 1, Jx = zK < 1 for al z ∈ V (A)α } and define V (A)α+1 the set of all theses representatives. For a
limit ordinal α we put V
(A)
α :=
⋃
ξ<α V
(A)
ξ . The class V
(A)
is frequently defined in literature and is called the
separated universe, see eg [39, 45].
6chain condition, that is, all partitions are at most countable. Since F is a complete Boolean
algebra, one can consider the corresponding boolean-valued model V (F).
As shown by Takeuti [44], there exists a canonical bijection φ between R(F) ↓ and L0. More-
over, the image of N(F) and Q(F) under φ are precisely L0(N), the set of (equivalence classes)
of N-valued random variables; and L0(Q), the set of (equivalence class) of Q-valued random
variables, respectively. Besides, φ(r + s) = φ(r) + φ(s), φ(rs) = φ(r)φ(s), φ(0) = 0, φ(1) = 1,Jr = sK = ∨ {A ∈ F : 1Aφ(r) = 1Aφ(s)}, and Jr ≤ sK = ∨ {A ∈ F : 1Aφ(r) ≤ 1Aφ(s)}, for all
r, s ∈ R(F) ↓.
Remark 2.1. Gordon [19] proved that, in general, if A is an arbitrary complete Boolean algebra,
the descent R(A) ↓ is a universally complete vector lattice (i.e. every family of pairwise disjoint
elements is bounded) such that A is isomorphic to the Boolean algebra of band projections in
R(A) ↓. Then, as a particular case, we find that R(F) ↓ is isomorphic to the universally complete
vector lattice L0. Moreover, Takeuti [44] also proved that, in the case that A is the complete
Boolean algebra of orthogonal projections in a Hilbert space, then R(A) ↓ is isomorphic to the
universally complete vector lattice of self-adjoint operators whose spectral resolution takes values
in A.
Suppose that E is an L0-module; that is, E is a module over the ordered lattice ring L0.
We say that E has the countable concatenation property whenever for every sequence {xk} in
E and every partition {Ak} ∈ p(Ω) there exists a unique x ∈ E (denoted by x =
∑
1Akxk)
such that 1Akx = 1Akxk for each k ∈ N. This property and other related are technical assump-
tions that are typically assumed in literature cf.[14, 22, 48]. It should be pointed out that not
every L0-module has this property (for instance, see [14, Example 2.12] and [46, Example 1.1]).
However, every L0-module E can be made into an L0-module with this property by considering
the quotient of a suitable equivalence relation on EN × p(Ω) (see eg [41]).
The next result describes the relation between L0-modules and names for real vector spaces
in V (F). Gordon [20] provided an equivalence of categories between the category of names for
real vector spaces and linear functions in V (A) and the category of unital separated injective
K-modules and K-linear functions, where K is a rationally complete semiprime commutative
ring and A is the Boolean algebra of annihilator ideals (see [39] for terminology). It can be
verified that L0 is a rationally complete semiprime commutative ring whose annihilator ideals
coincide with band projections. Besides, it can be checked that the countable concatenation
property of an L0-module E is equivalent to the injectivity of E. Thus Theorem 2.1 below is a
particular case of the mentioned equivalence of categories in [20]. However, for the convenience
of the reader, we provide a self-contained proof for this particular case.2
Theorem 2.1. For fixed an underlying measure algebra F , there is an equivalence of categories
between the category of names for real vector spaces and linear functions in V (F), and the
category of L0-modules with the countable concatenation property and L0-linear functions.
Proof. If we take any E in V (F), which is a name for a real vector space, then E ↓ can be
endowed with structure of L0-module with the countable concatenation property. Indeed, for
x, y ∈ E ↓ and η ∈ L0, we define x + y := u where u is the unique element of E ↓ such
that Jx + y = uK = Ω; we define ηx = v, where v is the unique element of E ↓ such thatJφ−1(η)x = vK = Ω. It follows by inspection that E ↓ is an L0-module. In addition, if
{Ak} ∈ p(Ω) and {uk} ⊂ E ↓, then by the mixing principle (Theorem 1.3) there exists a unique
2In general, for any Boolean-algebra A, one has that R(A) ↓ is also a rationally complete semiprime commu-
tative ring whose annihilator ideals coincide with bands, thus the equivalence of categories in [20] also applies.
For a proof of this particular case see [39, p. 198].
7u ∈ E ↓ such that Ak ≤ Ju = ukK for all k ∈ N. Let 1˜Ak := φ−1(1Ak). One has J1˜Ak = 1K = Ak
and J1˜Ak = 0K = Ack each k. Then
J1˜Aku = 1˜AkukK ≥ J((u = uk) ∧ (1˜Ak = 1)) ∨ (1˜Ak = 0)K
= (Ju = ukK ∧ J1˜Ak = 1K) ∨ J1˜Ak = 0K = Ak ∨Ack = Ω for all k.
That is, 1Aku = 1Akuk for each k. This shows that E ↓ has also the countable concatenation
property.
Now, suppose that f,E, F are elements in V (F) such that E,F are names for real vector
spaces and f is a name for a linear function between E and F in V (F). Then, slightly abusing the
notation, let f ↓ denote the unique map between E ↓ and F ↓ satisfying Jf ↓ (x) = f(x)K = Ω
for all x ∈ E ↓. Then it can be verified that f ↓: E ↓→ F ↓ is an L0-module morphism.
Thus, we define the functor G(E) := E ↓, G(f) := f ↓.
Let us turn to the description of the inverse functor. Let E be an L0-module with the
countable concatenation property. We will show that E can be made into an element E˜ of V (F)
which is a name for a real vector space. Indeed, for each x ∈ E we define x¯ : Dx → F with
Dx := {yˇ : y ∈ E} , and x¯(yˇ) := Ax,y for y ∈ E,
where Ax,y :=
∨ {B ∈ F : 1B(x− y) = 0}. Then, let E˜ : D → F where D := {x¯ : x ∈ E} with
E˜(x¯) := Ω for each x ∈ E.
One has that E˜ is an element of V (F). Moreover, we claim that Jx¯ = y¯K = Ax,y for all
x, y ∈ E. Indeed, given x, y ∈ E one has
Jx¯ = y¯K = ∧
u∈E
(Ax,u ⇒ Juˇ ∈ y¯K) ∧ ∧
v∈E
(Ay,v ⇒ Jvˇ ∈ x¯K) . (1)
In addition, Juˇ ∈ y¯K = ∨
w∈E
(Ay,w ∧ Juˇ = wˇK) = Ay,u,
since Juˇ = wˇK = Ω if u = w, and Juˇ = wˇK = ∅ otherwise. Analogously, we obtain Jvˇ ∈ x¯K = Ax,v.
Therefore, replacing in (1), one has
Jx¯ = y¯K = ∧
u∈E
(
Acx,u ∨Ay,u
) ∧ ∧
v∈E
(
Acy,v ∨Ax,v
)
.
By considering above u = x and v = y, it follows Jx¯ = y¯K ≤ Ax,y. Now, if we show that
Ax,y ≤ Acx,u∨Ay,u for each u ∈ E, we obtain the assertion. Aiming at a contradiction, suppose
that ∅ < A := Ax,y ∧ (Acx,u ∨ Ay,u)c. First, let us show that the supremum that defines Ax,y
is in fact attained for every x, y ∈ E. That is just to show that 1Ax,y (x − y) = 0. Consider a
maximal family M of pairwise disjoint elements B ∈ F such that 1B(x−y) = 0. By maximality,
M ∈ p(Ax,y), and by countable chain condition this partition is countable. The uniqueness in
the countable concatenation property yields that 1Ax,yx = 1Ax,yy. Finally, since A ≤ Ax,y∧Ax,u
one has 1Ay = 1Ax = 1Au. But A ≤ Acy,u, hence 1Ay 6= 1Au, which is a contradiction.
For any x ∈ E, let x˜ be the representative in V (F) of the name x¯. The function E → (E˜) ↓
given by x 7→ x˜ is a bijection. Indeed, if x˜ = y˜, then Ω = Jx¯ = y¯K = Ax,y; since Ax,y is attained,
it follows that x = y. Now, suppose that z ∈ (E˜) ↓. Then
Ω = Jz ∈ E˜K = ∨
x∈E
Jx¯ = zK.
8We can find a partition {Ak} ∈ p(Ω) such that Ak ≤ Jx¯k = zK for some xk ∈ E, each k.
The countable concatenation property yields an x so that 1Akx = 1Akxk for all k. One hasJx¯ = x¯kK = Ax,xk ≥ Ak. Due to the mixing principle we obtain Jz = x¯K = Ω, and taking
representatives in V
(F)
, we conclude that z = x˜.
For x, y ∈ E and r ∈ R(F) ↓ we put Jx˜ + y˜ = uK = Ω whenever J(x + y)∼ = uK = Ω andJz = r · x˜K = Ω if J(φ(r)x)∼ = zK = Ω. Since the mapping x 7→ x˜ is bijective and due to
Theorem 1.4, the operations are well-defined and E˜ is a name for a vector space in V (F).
Now, suppose that f : E → F is a morphism between L0-modules with the countable
concatenation property. Then we define the application g : E˜ ↓→ F˜ ↓, x˜ 7→ (f(x))∼, which is
well defined as x 7→ x˜ is one-to-one. Using that f is L0-linear, we have that for every x, y ∈ E,Jx˜ = y˜K = Ax,y ≤ Af(x),f(y) = J(f(x))∼ = (f(y))∼K. Then according to Theorem 1.4, there
exists f˜ in V (F) such that Jf˜ : E˜ → F˜ K = Ω and J(f(x))∼ = f˜(x˜)K = Ω for all x ∈ E. In
particular, we have that Jf˜(x˜ + y˜) = f˜(x˜) + f˜(y˜)K = Ω and Jf˜(r · x˜) = r · f˜(x˜)K = Ω for all
x, y ∈ E and r ∈ R(F) ↓.
We define the functor H(E) := E˜, H(f) := f˜ . Then the functors F and H are inverse
equivalences. Indeed, suppose that E is an L0-module with the countable concatenation prop-
erty. We have proved that E → (E˜) ↓, x 7→ x˜ is a bijection. It is easy to verify that it is in fact
an isomorphism of L0-modules which defines a natural isomorphism between the functors FH
and the identity functor.
Also, given a name E for a vector space in V (F), we consider the map E ↓→ ((E ↓)∼) ↓,
x 7→ x˜. By applying Theorem 1.4, we obtain a name for an isomorphism of vector spaces in
V (F); that is, J(E ↓)∼ ∼= EK = Ω. Inspection shows that HF is naturally isomorphic to the
functor identity.
Let us introduce some terminology:
If E is an L0-module with the countable concatenation property:
• S ⊂ E is said to be:
1. L0-convex : if ηx+ (1− η)y ∈ S for all x, y ∈ S and η ∈ L0 with 0 ≤ η ≤ 1;
2. L0-absorbing : if for every x ∈ E there is η ∈ L0, η > 0, such that x ∈ ηx;
3. L0-balanced : if ηx ∈ S whenever x ∈ S and η ∈ L0 with |η| ≤ 1.
• A non-empty subset S ⊂ E is said to be stable under countable concatenations, or simply
stable, if for every countable family {xk} ⊂ S and partition {Ak} ∈ p(Ω), it holds that∑
1Akxk ∈ S.
• A non-empty collection C of subsets of E is called stable if every S ∈ C is stable and for
every countable family {Sk} ⊂ C and partition {Ak} ∈ p(Ω), it holds that
∑
1AkSk ∈ C .
Filipovic et al. [14] introduced the notion of locally L0-convex module. Let us recall the fol-
lowing particular case, which was introduced in [41] and is a transcription in the present setting
(via the equivalence of categories provided in [41, Theorem 1.2]) of the notion of conditionally
locally topological vector space introduced in [11].
Definition 2.1. A topological L0-module E[T ] with the countable concatenation property is
said to be a stable locally L0-convex module if there exists a neighborhood base U of 0 ∈ E
such that:
(i) U is a stable collection;
(ii) Every U ∈ U is L0-convex, L0-absorbing and L0-balanced.
9In this case, T is called a stable locally L0-convex topology on E.
To our knowledge, the next result is new in literature; it describes the connection between
names for locally convex spaces in V (F) and stable locally L0-convex modules:
Theorem 2.2. For fixed an underlying measure algebra F , there is an equivalence of categories
between the category of names for locally convex spaces and continuous linear functions, and
the category of stable locally L0-convex modules and continuous L0-module morphims.
Proof. We consider the same functor G as in Theorem 2.1, but restricted to the category of
names for locally convex spaces and continuous linear functions in V (F).
Let E[T ] be a name for a locally convex space in V (F); that is, T is a name for a locally
convex topology in V (F). Let U be a name for a neighborhood base of the origin, such that
J∀U ∈ U(“U is convex” ∧ “U is absorbing” ∧ “U is balanced”)K = Ω.
We know that E ↓ is an L0-module with the countable concatenation property. Let U ⇓:=
{U ↓ : U ∈ U ↓}. Then every U ∈ U ⇓ is stable due to the mixing principle. In the same way,
again due to the mixing principle, it holds that
∑
1AkUk ∈ U ⇓ whenever {Uk} ⊂ U ⇓ and
{Ak} ∈ p(Ω). Therefore, U ⇓ is a stable collection. Also, it is not difficult to show that each
U ∈ U ⇓ is L0-convex, L0-absorbing and L0-balanced, and U ⇓ is a neighborhood base of
0 ∈ E ↓ of a topology T . Therefore E ↓ [T ] is a stable locally L0-convex module.
Now, let f,E, F be elements of V (F) such that E,F are names for locally convex spaces and f
is a name for a continuous linear function between E and F in V (F); that is, Jf ∈ L(E,F )K = Ω.
Then we can consider f ↓, which is an L0-module morphism between E ↓ and F ↓ such thatJf ↓ (x) = f(x)K = Ω for all x ∈ E ↓. The function f ↓ is also continuous. To see this, consider
U ↓ a basic neighborhood of 0 in F . Then, since f is continuous, there is a name for a basic
neighborhood W in E such that JW ⊂ f−1(U)K = Ω. Then W ↓⊂ f ↓−1 (U ↓) and this proves
that f ↓ is continuous.
Conversely, let E[T ] be a stable locally L0-convex module. We consider E˜ as in the proof
of Theorem 2.1. Let U be a neighborhood base of 0 ∈ E as in Definition 2.1. For every U ∈ U ,
we can define U˜ : DU → F , where DU := {x˜ : x ∈ U} and U˜(x˜) := Ω. Note that U˜ is an element
of V (F). The map x 7→ x˜ gives a bijection between U and U˜ ↓. Injectivity was checked in the
proof of Theorem 2.1. For surjectivity, if w ∈ U˜ ↓ then 1 = Jw ∈ U˜K = ∨{Jw = x˜K : x ∈ U}.
Take a maximal family of pairs Ak, xk such that xk ∈ U , the Ak are nonzero and pairwise
disjoint and Ak ≤ Jw = x˜kK. Using that U is stable3, we obtained the desired preimage of w.
Now, we consider U˜ : DU → F where DU :=
{
U˜ : U ∈ U
}
and U˜ (U˜) = Ω.
For each U, V ∈ U , let
AU,V :=
∨
{A ∈ F : 1AU = 1AV } .
We claim that AU,V = JU˜ = V˜ K. Indeed,
JU˜ = V˜ K = ∧
x∈U
Jx˜ ∈ V˜ K ∧ ∧
y∈V
Jy˜ ∈ U˜K = ∧
x∈U
∨
y∈V
Ax,y ∧
∧
y∈V
∨
x∈U
Ax,y.
For every x ∈ U , by using that V is stable similarly as above, one has that 1AU,V x = 1AU,V yx
for some yx ∈ V . Then AU,V ≤ Ax,yx for all x ∈ U . Likewise, for every y ∈ V we can find
xy ∈ U with AU,V ≤ Axy,y. We conclude that AU,V ≤ JU˜ = V˜ K.
3In the sequel, we will omit the details of this usage of the countable concatenation property, that follows
always the same scheme through a maximal disjoint family of nonzero elements.
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By using again that V is stable, for each x ∈ U one can find yx ∈ V such that ∨y∈V Ax,y =
Ax,yx . Similarly, for every y ∈ V one can pick up xy ∈ U with
∨
x∈U Ax,y = Axy,y. By
using this in the expression above for JU˜ = V˜ K, we get that always JU˜ = V˜ K ≤ Ax,yx andJU˜ = V˜ K ≤ Ay,xy , and hence for every x ∈ U we find that 1JU˜=V˜ Kx = 1JU˜=V˜ Kyx and for every
y ∈ V we have that 1JU˜=V˜ Kxy = 1JU˜=V˜ Ky. It follows that 1JU˜=V˜ KU = 1JU˜=V˜ KV , and thereforeJU˜ = V˜ K ≤ AU,V .
We proved before that the image of any U ∈ U via the mapping x 7→ x˜ is U˜ ↓. Now
we claim that the assignment U 7→ U˜ ↓ is a bijection from U to U˜ ⇓. The assignment is
injective because x 7→ x˜ is injective. It is surjective because if W ↓∈ U˜ ⇓ with W ∈ U˜ ↓,
then Ω = JW ∈ UK = ∨U∈U JW = U˜K, we can take a maximal disjoint family {Bk} such that
Bk ≤ JU˜k = W K, and using the mixing principle and that U is a stable collection, we get that
V :=
∑
1AkUk is a preimage for W .
Using that U is a neighborhood base of 0 ∈ E, it can be verified that U˜ is a name for a
neighborhood base of the origin of a locally convex topology in V (F).
Now, suppose that f : E1[T1] → E2[T2] is a continuous L0-module morphism. Then we
know that f˜ : E˜1 → E˜2 is a name for a linear function. It is in fact a name for a continuous
linear functional, because if a basic neighborhoods satisfy f(U) ⊂ V , then Jf˜(U˜) ⊂ V˜ K = Ω.
Let E[T ] be a stable locally L0-convex module. We know that the map E → E˜ ↓, x 7→ x˜
is an isomorphism of L0-modules. Moreover, we proved before that U and U˜ ⇓ are one-to-one
relation via x 7→ x˜. Consequently, E[T ]→ (E˜) ↓, x 7→ x˜ is also a homeomorphism.
If E[T ] is a name for a locally convex space, then E[T ] ↓ is a stable locally L0-convex module
and, by the argument above, the map E[T ] ↓→ ((E[T ] ↓)∼)↓ is an isomorphism of L0-modules
which is also a homeomorphism. Then, Theorem 1.4 provides a name for a homeomorphism
between E[T ] and (E[T ] ↓)∼. A close look shows that all these correspondences are natural
transformations.
The important conclusion of the result above is not the equivalence of categories itself, but
that, for any stable locally L0-convex module E[T ], we can find a tailored name E˜[T ] for a
locally convex space such that E[T ] is isomorphic to the descent E˜[T ] ↓. This will allow to
reinterpret certain objects related to E[T ] within the Boolean-valued universe.
Henceforth, we will fix a stable locally L0-convex module E[T ] and its corresponding name
E˜[T ] for a vector space given by the equivalence of categories above. Since E[T ] and E˜[T ] ↓
are isomorphic stable locally L0-convex modules and the properties that we will study are
preserved by the isomorphism, for simplicity, we will assume w.l.o.g. that one recovers the
initial L0-module by means of the descent, that is, E[T ] = E˜[T ] ↓. For the same reasons, we
will assume that L0 = R(F) ↓. Let L¯0 denote the set of equivalence classes of Σ-measurable
functions with values in [−∞,+∞] and let R(F) be a name for the extended real numbers.
Clearly, we can also assume L¯0 = R(F) ↓.
Next, we will list different relevant objects related to E[T ]. All of them are either introduced
in the existing literature of L0-convex analysis [8, 14, 22, 41] or come from transcriptions in the
modular setting of elements of conditional set theory [11, 29, 41]. Also, some of these concepts
came earlier from Boolean valued analysis as we will explain later in Remark 2.2. Our purpose is
to discuss their meanings within Boolean-valued analysis, providing a bunch of ’building blocks’
for the construction of module analogues of known statements of locally convex analysis, which
will be also true due to the transfer principle:
• Stable subsets: For a given stable subset S of E we define the name S˜ : DS → F where
DS := {x˜ : x ∈ S} and S˜(x˜) := Ω. Then, S˜ is a name for a subset of E˜ with S˜ ↓= S.
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Conversely, if S0 is a name with J∅ 6= S0 ⊂ E˜K = Ω, then S0 ↓ is a stable subset of E
satisfying J(S0 ↓)∼ = S0K = Ω.
Moreover, S is L0-convex if, and only if, J“S˜ is convex”K = Ω; S is L0-absorbing if, and
only if, J“S˜ is absorbing”K = Ω; and S is L0-balanced if, and only if, J“S˜ is balanced”K =
Ω.
• Stable collections of subsets: For a given stable collection C of subsets of E we define the
name C˜ : DC → F with DC :=
{
S˜ : S ∈ C
}
and C˜ (S˜) := Ω.
Conversely, if C is a name for a non-empty collection of non-empty subsets of E˜, we define
C ⇓:= {S ↓ : S ∈ C ↓}, which is a stable collection of subsets of E.
Moreover, if C is a stable collection of subsets of E, one has that C = C˜ ⇓; and if C is
a name for a non-empty collection of non-empty subsets of E˜, then we have J(C ⇓)∼ =
CK = Ω.
In particular, we know from the proof of Theorem 2.2 that, if U is a neighborhood base
of 0 ∈ E as in Definition 2.1, then U˜ is a name for a neighborhood base of the origin and
U˜ ⇓= U . (2)
Let C be a stable collection of subsets of E. We denote by (∪C˜ )F , (∩C˜ )F names for the
union and intersection of C˜ , respectively. Then, it holds that
∪C = (∪C˜ )F ↓ and ∩ C = (∩C˜ )F ↓ . (3)
• Stable open subsets: Let O ⊂ E be stable. It follows from the relation (2), that O is open
if and only if, J“O˜ is open”K = Ω.
Moreover, for any stable subset S of E, one has J(int(S))∼ = int(S˜)K = Ω.
• Stable closed subsets: Let C ⊂ E be stable. Then relation (2) allows to show that C is
closed if, and only if, J“C˜ is closed”K = Ω.
Moreover, for any stable subset S of E, it holds J(cl(S))∼ = cl(S˜)K = Ω.
• Stable filters: A stable filter on E is a filter F , which admits a filter base B which is a
stable collection of subsets of E.
If F is a stable filter with base B, where B is a stable collection, then it can be verified
that J“B˜ is a filter base”K = Ω. Conversely, if B is a name for a filter base, then B ⇓ is
the base of some stable filter.
• Stably compact subsets: A stable subset S of E is said to be stably compact, if every stable
filter base B on S has a cluster point in S.
We have that K ⊂ E is stably compact if, and only if, J“K˜ is compact”K = Ω. This
follows because, due to (2), a stable filter base B has a cluster point if, and only if,J“B˜ has a cluster point”K = Ω; and a name for a filter base B satisfies J“B has a cluster point”K =
Ω if, and only if, B ⇓ has a cluster point.
We will say that a stable subset K of E is relatively stably compact, if cl(K) is stably com-
pact. Notice thatK ⊂ E is relatively stably compact if, and only if, J“K˜ is relatively compact”K =
Ω.
Just mention that it was proven in [29, Proposition 5.2] that, when the underlying prob-
ability space is atomless, then any Hausdorff stable locally L0-convex module is anti-
compact; that is, the only compact subsets are the finite subsets. This means that the
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conventional compactness is not interesting because does not allow to establish any mean-
ingful theorem. On the other hand, the transfer principle brings a huge range of theorems
involving stable compactness, which shows that stable compactness is by far much richer
than classical compactness.
• Stable functions: Suppose that S1, S2 ⊂ E are stable. A function f : S1 → S2 is said to
be stable if f(
∑
1Akxk) =
∑
1Akf(xk) for all {xk} ⊂ S1 and {Ak} ∈ p(Ω).
Since Jx = yK ≤ Jf(x) = f(y)K for all x, y ∈ S1, Theorem 1.4 yields a name for a function
f˜ between S˜1 and S˜2 such that f˜ ↓= f .
Moreover, it can be verified that f is continuous if, and only if, J“f˜ is continuous”K = Ω.
A function f : E → L¯0 has the local property, if 1Af(x) = 1Af(1Ax) for all A ∈ F . If f
has the local property, once again Theorem 1.4 allows to define a name f˜ of a function
from E˜ to R(F) so that f˜ ↓= f .
A function f : E → L¯0 is:
1. L0-convex : if f(ηx+ (1− η)y) for all η ∈ L0 with 0 ≤ η ≤ 1 and x, y ∈ E;
2. proper : if f(x) > −∞ for all x ∈ E and there is some x0 ∈ E with f(x0) ∈ L0;
3. lower semi-continuous: if the sublevel Vf (η) := {x ∈ E : f(x) ≤ η} is closed for every
η ∈ L¯0.
The domain of f is defined by dom(f) :=
{
x ∈ E : f(x) ∈ L0} .
When f has the local property, one has that f is L0-convex if, and only if J“f˜ is convex”K =
Ω; and f is proper if, and only if, J“f˜ is proper”K = Ω. Further, it can be verified that
Vf (η) is a stable set for each η ∈ L0 such that Vf (η) 6= ∅. Thus, we can conclude that, f
is lower semi-continuous if, and only if, J“f˜ is lower semi-continuous”K = Ω.
Finally, just mention that if f is L0-convex, then f has automatically the local property
(see [14, Theorem 3.2]), hence in the statements we will not have to require the latter
property.
• Topological dual : We consider E∗ := E∗[T ] the set of all continuous L0-module mor-
phisms µ : E → L0. Then, we can consider the name F : DE∗ → F with DE∗ :=
{µ˜ : µ ∈ E∗} and F (µ˜) := Ω. Then we have JF = E˜∗[T ]K = Ω, where E˜∗[T ] de-
notes a name for the topological dual of E˜[T ]. Moreover, note that we have the relation
E∗[T ] = {µ ↓ : µ ∈ E˜∗[T ] ↓}.
• Stable sequences: A net χ = {xn}n∈L0(N) in E is called a stable sequence whenever xn =∑
k∈N 1{n=k}xk for all n ∈ L0(N). Then, again, Theorem 1.4 provides us with a name
χ˜ for a function from N(F) to E˜; that is, a name for a sequence in E˜. Besides, we have
χ˜ ↓= χ.
Bearing in mind relation (2), it can be verified that the net χ converges to x ∈ E if, and
only if, J“χ˜ converges to x˜ ∈ E˜”K = Ω.
A stable sequence κ = {yn}n∈L0(N) ⊂ E is called a stable subsequence of χ = {xn}n∈L0(N)
if there exists a stable sequence {nm}m∈L0(N) ⊂ L0(N), with nm < nm′ whenever m <
m′, such that ym = xnm for all m ∈ L0(N). In this case, it can be verified thatJ“κ˜ is a subsequence of χ˜”K = Ω.
• L0-norms: An L0-norm on E is a function ‖ · ‖ : E → L0 such that for all x, y ∈ E and
η ∈ L0 satisfies:
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(i) ‖x‖ ≥ 0, with ‖x‖ = 0 if and only if x = 0;
(ii) ‖ηx‖ = |η|‖x‖;
(iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
In this case (E, ‖ · ‖) is called an L0-normed module.
The collection of sets Bε := {x ∈ E : ‖x‖ < ε}, where ε ∈ L0 with ε > 0, is a neighborhood
base of 0 ∈ E for a stable locally convex topology T .
Due to (ii), ‖ · ‖ has the local property. Then we can define ‖ · ‖∼, which is a name for a
norm on E˜. Furthermore, one has that J“‖ · ‖∼ induces T ”K = Ω.
• Stable completeness: Suppose that (E, ‖ · ‖) is an L0-normed module. A stable sequence
{xn}n∈L0(N) ⊂ E is said to be Cauchy if for every ε ∈ L0, ε > 0, there exists n0 ∈ L0(N)
such that ‖xn − xn′‖ ≤ ε for all n, n′ ∈ L0(N) with n, n′ ≥ n0.
We say that (E, ‖ · ‖) is stably complete, if every Cauchy stable sequence is convergent.
Then, (E, ‖ · ‖) is stably complete if, and only if, J“(E˜, ‖ · ‖∼) is a Banach space”K = Ω.
• Stable weak topologies: The collection of sets
U{Fk},{Ak},ε := {x ∈ E :
∑
1Akess. sup
µ∈Fk
|µ(x)| < ε},
where {Ak} ∈ p(Ω), {Fk} is a countable collection of non-empty finite subsets of E∗ and
ε ∈ L0 with ε > 0, is a neighborhood base of 0 ∈ E for a stable locally L0-convex topology,
which is called the stable weak topology and is denoted by σs(E,E
∗).
Then the corresponding name for a locally convex topology provided by the equivalence
of categories in Theorem 2.2 is precisely a name for the weak topology of E˜[T ].
Analogously, we can define the stable weak-∗ topology σs(E∗, E).
Remark 2.2. As mentioned previously, some of the notions listed above were introduced earlier
in literature of Boolean-valued analysis under different nomenclature. Stable compactness was
formulated in [29] as a transcription of the notion of conditional compactness introduced in
[11]. However, stable compactness was first time studied by Kusraev [33] giving rise to the
notion of cyclic compact set. Later, the notion of mix-compactness was introduced by Gutman
and Lisovskaya [26]. It turns out that cyclic compactness and mix-compactness are equivalent
notions (see [38, Theorem 2.12.C.5]). These types of compactness have been fruitfully exploited,
see for instance results in [35, Sections 1.3 and 1.4], [36, Section 8.5] and the analogues of the
boundedness and uniform boundedness principles obtained in [26].
The notion of stable completeness is a transcription of the notion of conditional complete-
ness introduced in [11]. Descents of complete spaces and Banach spaces were studied earlier by
Kusraev [34], originating the notion of Banach-Kantorovich space, which are descents of real
Banach spaces as proven in [34] (for further details see [36, Section 8.3] and [39, Section 5.4]).
Finally, the stably weak and stably weak-∗ topologies defined above are transcriptions of
the notion of conditional initial topology induced by conditional dual pairs introduced in [11]
applied to the pairing 〈E,E∗〉. Descents of dual pairs, which give rise to dual systems with
R(A) ↓-bilinear forms, were studied earlier in [35]. In particular, [35, Theorem 3.3.10(b)]
is related to Theorem 2.2. This type of pairings covers the stably weak and stably weak-∗
topologies defined above in the more general framework of modules over universally complete
ring lattices.
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Once we have the ’building blocks’, let us see some examples to exhibit how they can be
assembled to give rise to different statements. Of course, this list is not exhaustive and we can
create many other pieces for our puzzle.
Let us start by the main theorems of [14]. For instance, we will see that Theorems 2.8, 3.7
and 3.8 follow from the transfer principle of Boolean-valued models.
Although, these results apply to the more general structure of locally L0-convex module,
they are proved under the assumption that the locally L0-convex topology is induced by a
family of L0-seminorms (see [14, Definition 2.3]), which is closed under finite suprema and with
the so-called countable concatenation property.4 It is not difficult to prove that these properties
amount to the existence of a neighborhood base U of 0 ∈ E as in Definition 2.1. Thus, these
results implicitly apply to stable locally L0-convex modules.
We have the following:5
Theorem 2.3. Let E[T ] be a stable locally L0-convex module, and suppose that S1, S2 are
stable and L0-convex subsets with S1 stably compact and S2 closed. If
1AS1 ∩ 1AS2 = ∅ for all A ∈ F with A > ∅,
then there exists a continuous L0-module morphism µ : E → L0 and ε ∈ L0, ε > 0, such that
µ(x) > µ(y) + ε for all x ∈ S1, y ∈ S2.
Remember the classical separation theorem: If C,K are non-empty convex subsets with
C closed, K compact, and C and K have empty intersection, then there is a lineal func-
tional that separates C from K. What we have above is just a reformulation of the statementJseparation theoremK = Ω, so no proof needed.
In literature, there is a long tradition of studying conjugates and subgradients of functions
taking values in different types of ordered lattice rings such as Kantorovich spaces (see eg [37,
chap. 4]), and addressing versions of the classical Fenchel-Moreau theorem in these settings (see
eg [37, Theorem 4.3.10(1)] and [35, Theorem 1.2.11]). More recently, Filipovic et al [14] worked
with versions of conjugates and subgradients for L¯0-valued functionals defined on L0-modules.
Namely, the conjugate of a function f : E → L¯0 is defined by
f∗ : E∗ → L¯0, f∗(µ) := ess. sup
x∈E
(µ(x)− f(x)),
and its biconjugate is defined by
f∗∗ : E → L¯0, f∗∗(x) := ess. sup
µ∈E∗
(µ(x)− f∗(µ)).
An element µ ∈ E∗ is a subgradient of f : E → L¯0 at x0 ∈ dom(f), if
µ(x− x0) ≤ f(x)− f(x0) for all x ∈ E.
The set ∂f(x0) stands for the set of all subgradients of f at x0.
The notion of L0-barrel was introduced in [14]. Namely, a subset S of E is an L0-barrel if it
is L0-convex, L0-absorbing, L0-balanced and closed. We will say that a topological L0-module
is stably barreled if every stable L0-barrel is a neighborhood of 0 ∈ E.
4Here, we refer to the countable concatenation property for families of L0-seminorms, which has not to be
missed up with the algebraic countable concatenation property introduced at the beginning of the section.
5This statement is more general than [14, Theorem 2.8] as the latter applies to the particular case in which
S1 is a singleton. This statement is also a transcription of [11, Theorem 5.5(ii)] as shown in [29].
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[14, Theorem 3.8] is a module analogue of the classical Fenchel-Moreau theorem. We have
the following statement, which does not need a proof as it follows from its conventional version
[3, Theorem 2.22] by means of the transfer principle by just noting that Jf˜∗∗ = (f∗∗)∼K = Ω:
Theorem 2.4. Let E[T ] be a stable locally L0-convex module and let f : E → L¯0 be proper
lower semi-continuous and L0-convex. Then f∗∗ = f .
Concerning subgradients, we have the following result, which is a generalization of [14,
Theorem 3.7] and follows from the transfer principle applied to the so-called Fenchel-Rockafellar
theorem, see eg [6, Theorem 1]:
Theorem 2.5. Let E[T ] be a stable locally L0-convex module which is stably barreled. Let
f : E → L¯0 be a proper lower semicontinuous L0-convex function. Then,
∂f(x) 6= ∅ for all x ∈ int(dom(f)).
The notion of L0-barreled topological L0-module was introduced in [14]; namely, E[T ] is
L0-barreled if every L0-barrel is a neighborhood of 0 ∈ E. Thus, the notion of stably barreled
topological L0-module is more general. This was already pointed out in [25], where the state-
ment above was already proven by using the techniques introduced in [14].
Let us see more examples of application of our method. Next, we provide module analogues
of the classical James’ compactness theorem and also a version of the important Brouwer fixed
point theorem.
The following statement is a modular version of a non-linear variation of classical James’
compactness theorem, which plays an important role in the study of robust representation of
risk measures (see eg [31, Theorem A.1] and [40, Theorem 2]). The statement we present follows
from the transfer principle applied to its most general version [42, Theorem 2.4].
Theorem 2.6. Let (E, ‖ · ‖) be a stably complete L0-normed module and let f : E → L¯0
be a proper function with the local property. If for every µ ∈ E∗ there is an x0 such that
µ(x0) − f(x0) = f∗(µ), then the set Vf (η) = {x ∈ E : f(x) ≤ η} is relatively stably compact
w.r.t. σs(E,E
∗) for every η ∈ L0 with Vf (η) 6= ∅.
Of course, we also have a modular version of the celebrated James’ compactness theorem,
which is a consequence of the statement above, and also follows from the transfer principle
applied to its classical version:
Theorem 2.7. Let (E, ‖ · ‖) be a stably complete L0-normed module and let K ⊂ E be stable,
L0-convex and L0-norm bounded (i.e. ess. sup x∈K ‖x‖ <∞). Then, K is stably compact w.r.t.
σs(E,E
∗) if, and only if, each µ ∈ E∗ there exists x0 ∈ K such that µ(x0) := ess. sup x∈K µ(x).
A version of the Brouwer Fixed Point Theorem for (L0)d was provided in [12], which corre-
sponds to the finite-dimensional case in our context. Next, we will state a Brouwer fixed point
theorem for Hausdorff6 stable locally L0-convex modules, which is a direct application of the
transfer principle to the so-called Schauder-Tychonov Theorem.
Theorem 2.8. If S is an L0-convex and stably compact subset of a Hausdorff stable locally
L0-convex module E[T ], then any stable and continuous function f : S → S has a fixed point
in S.
6In view of (2) and (3), It is not difficult to show that E[T ] is Hausdorff if, and only if,
⋂
U = {0}, if, and
only if, J⋂ U˜ = {0}K = Ω and if, and only if, J“E˜[T ] is Hasdorff”K = Ω
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Obviously, all these Theorems are just some examples: we can state a version of any theo-
rem T on locally convex spaces and it immediately renders a version for locally L0-modules of
the form JT K = Ω.
Finally, let us turn to the discussion of an example of financial application:
The notion of convex risk measure was independently introduced by Fo¨llmer and Schied [16]
and Fritelli and Gianin [17] as an extension of the notion of coherent risk measure introduced
in Artzner et al. [1]. Let X be an ordered vector space with R ⊂ X which models all the
financial positions in a financial market. A convex risk measure is a proper convex function
ρ :X → R which satisfies the following conditions for all x, y ∈X :
• Monotonicity : if x ≤ y, then ρ(y) ≤ ρ(x);
• Cash invariance: ρ(x+ r) = ρ(x)− r, for all r ∈ R.
Now, suppose that (Ω,Σ,P) models the market events at some future date t > 0. In this
case, from a modelling point of view, the risk of any financial position is contingent on the
information encoded in the measure algebra F . For instance, the risk measurably depends on
the decisions taken by the risk manager in virtue of the market eventualities arisen at time
t. Therefore, in this case, the different financial positions can be modelled by an ordered L0-
module X with L0 ⊂ X . Filipovic et al. [15] proposed the following definition: a conditional
convex risk measure is a proper L0-convex function ρ : X → L¯0 which satisfies the following
conditions for all x, y ∈X :
• Monotonicity : if x ≤ y, then ρ(y) ≤ ρ(x);
• Cash invariance: ρ(x+ η) = ρ(x)− η, for all η ∈ L0.
Since a conditional convex risk measure ρ : X → L¯0 is L0-convex, in particular, it has the
local property, and Theorem 1.4 defines a name for a function ρ˜ from X˜ to R(F). Moreover,
it can be verified that J“ρ˜ is convex, monotone and cash-invariant”K = Ω. We conclude that a
conditional convex risk measure ρ can be identified with a name ρ˜ for a convex risk measure
within V (F). Thus, the machinery of Boolean-value models and its transfer principle can be
applied.
From a modelling point of view, we have that, in the same manner the available market
information is encoded in F , the financial strategy followed by the risk manager in order to max-
imize or hedge future payments can be analytically expressed in terms of the formal language
L(F), which consistently depends on the information of F . Thus the Boolean-valued analysis
makes available to us a powerful technology to incorporate trading rules based on equilibrium
prices or risk constraints in the mathematical analysis of certain problems of mathematical
finance involving a multi-period setting.
3 A precise connection between Conditional set theory
and Boolean-valued models
In [11] it was introduced the notion of conditional set:
Definition 3.1. [11, Definition 2.1] Let X be a non-empty set and let A be a complete Boolean
algebra. A conditional set of X and A is a set X such that there exists a surjection (x, a) 7→ x|a
from X ×A onto X satisfying:
(C1) if x, y ∈ X and a, b ∈ F with x|a = y|b, then a = b;
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(C2) (Consistency) if x, y ∈ X and a, b ∈ A with a ≤ b, then x|b = y|b implies x|a = y|a;
(C3) (Stability) if {ai}i∈I ∈ p(1) and {xi}i∈I ⊂ X, then there exists a unique x ∈ X such that
x|ai = xi|ai for all i ∈ I.
The unique element x ∈ X provided by C3, is called the concatenation of the family {xi}
along the partition {ai}, and is denoted by
∑
xi|ai.
Let X,Y be conditional sets. According to [11, Definition 2.1] a function f : X → Y is said
to be stable if
f
(∑
xi|ai
)
=
∑
f(xi)|ai, for {ai} ∈ p(1), {xi} ⊂ X.
If f : X → Y is a stable function, it is simply to verify that Gf := {(x|a, f(x)|a) x ∈ X, a ∈ A}
is a conditional set of the graph of f and A. Gf is called the conditional graph of a conditional
function f : X→ Y (see [11, Definition 2.1]).
A conditional function f : X→ Y is conditionally injective if x|a 6= x′|a for all a > 0 implies
that f(x)|a 6= f(x′)|a for all a > 0; it is conditionally surjective whenever f is surjective; and
it is a conditional bijection if it is conditionally injective and surjective.
Then the following result gives the relation between conditional sets of the universe V and
the boolean-valued universe V (A).
Theorem 3.1. For fixed a Boolean algebra A, there is an equivalence of categories between the
category of conditional sets of A whose morphisms are conditional functions, and the category
of elements x of V (A) such that Jx 6= ∅K = 1 whose morphisms are names for functions in V (A).
Proof. First, suppose that x is an element of V (A) with Jx 6= ∅K = 1. Then we consider the
equivalence relation on (x ↓)×A given by
(u, a) ∼ (v, b) whenever a = b, Ju = vK ≥ a.
Let us denote by x|a the class of (x, a) and let x ↓ be the corresponding quotient set. Then
x ↓ is a conditional set of x ↓ and A. Indeed, (C1) and (C2) from Definition 3.1 are trivially
satisfied. Further, (C3) follows from the mixing principle (Theorem 1.3).
Suppose that f,X, Y are in V (A) and Jf : X → Y K = 1. Then f ↓ is a function from X ↓
to Y ↓ such that Jf ↓ (u) = f(u)K = 1 for all u ∈ X ↓. Now, we claim that f ↓: X ↓→ Y ↓ is
a stable function of the conditional sets X ↓, Y ↓. Indeed, given {ai} ∈ p(1) and {ui} ⊂ X we
take u :=
∑
ui|ai ∈ x ↓. We have that Jf ↓ (u) = f ↓ (ui)K = Jf(u) = f(ui)K ≥ Ju = uiK ≥ ai,
and thus f ↓ (u)|ai = f ↓ (ui)|ai each i. This shows that f ↓ (u) =
∑
f ↓ (ui)|ai, hence f ↓ is
stable. We can consider the corresponding conditional function f ↓.
Thereby, we define the functor G(x) := x ↓, G(f) := f ↓. Let us construct the inverse
functor. Suppose now that X is a conditional set of X and A. We will construct from X an
element X˜ of V (A). Indeed, for every u ∈ X we define u˜ : Du → A where Du := {vˇ : v ∈ X},
and u˜(vˇ) = au,v with au,v :=
∨ {b ∈ A : u|a = v|a} for each v ∈ X. Notice that u|au,v = v|au,v.
The proof is similar to others we have done before: take a maximal disjoint family of elements
b such that u|b = v|b and then use uniqueness of (C3) of Definition 3.1.
Let X˜ : D → A where
D = {u¯ : u ∈ X} and X˜(u¯) = 1 for each u ∈ X.
One has that X˜ is an element of V (A). Moreover, we claim that Ju¯ = v¯K = au,v for all
u, v ∈ X. Indeed,
Ju¯ = v¯K = ∧
t∈X
(
au,t ⇒ Jtˇ ∈ v¯K) ∧ ∧
s∈X
(av,s ⇒ Jsˇ ∈ u¯K) . (4)
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In addition, Jtˇ ∈ v¯K = ∨
w∈X
av,w ∧ Jtˇ = wˇK = av,t,
because Jtˇ = wˇK = 1 if t = w, Jtˇ = wˇK = 0 otherwise. Similarly, one has Jsˇ ∈ u¯K = au,s.
Therefore, replacing in (4), one has
Ju¯ = v¯K = ∧
t∈X
(acu,t ∨ av,t) ∧
∧
s∈X
(acv,s ∨ au,s).
By considering above t = u and s = v, we obtain
Ju¯ = v¯K ≤ au,v
For the converse inequality, suppose by contradiction that 0 < a := au,v ∧ (acu,t ∨ av,t)c
for some t. Since a ≤ au,v, au,t one has v|a = u|a = t|a by (C2). But a ≤ acv,t implies that
v|a 6= t|a, which is a contradiction.
For any u ∈ X, let u˜ denote the canonical representative of u¯ in V (A). We claim that the
map X → X˜ ↓ given by u→ u˜ is one-to-one. Indeed, if u˜ = v˜, then 1 = Ju¯ = v¯K = au,v, hence
u = v. On the other hand, given w ∈ X˜ ↓, one has
1 = Jw ∈ X˜K = ∨
u∈X
Ju¯ = wK.
As we have done before, we can find by maximality a partition {ai} ∈ p(1) so that ai ≤ Ju¯i = wK
for some ui ∈ X, each i. Then, (C3) of Definition 3.1 provides us with u ∈ X such that
u|ai = ui|ai for all i. We have that Ju¯ = u¯iK = au,ui ≥ ai. Hence ai ≤ Ju¯ = u¯iK ∧ Ju¯i = wK for
all i, and so Jw = u¯K = 1 and thus u˜ = w.
Now suppose that f : X → Y is a conditional function between the conditional sets X,Y.
We consider the stable function f : X → Y . Let g : X˜ ↓→ Y˜ ↓ be with g(x˜) := (f(x))∼, which
is well defined since the map x 7→ x˜ is one-to-one. Given x, y ∈ X, using that f is stable we
can show that Jx˜ = y˜K = ax,y ≤ af(x),f(y) = Jg(x˜) = g(y˜)K. Due to Theorem 1.4, we can find f˜
in V (A) with Jf˜ : X˜ → Y˜ K = 1 and such that Jg(x˜) = f˜(x)K = 1 for all x ∈ X.
Thereby, we take the functor H(X) := X˜ and H(f) := f˜ . We will show that G and H are
inverse equivalences. Suppose that x is an element of V (A) with Jx 6= ∅K = 1. We consider the
map x ↓→ ((x ↓)∼) ↓, u 7→ u˜. Due to Theorem 1.4 it defines a name for a bijection between x
and (x ↓)∼. It follows by inspection that there is a natural isomorphism between HG and the
identity functor.
If X is a conditional set, then we can consider the mapping X 7→ (X˜) ↓, x 7→ x˜. This is a
stable bijection, which defines a conditional bijection between the conditional sets X and X˜ ↓.
This also gives a natural isomorphism between GH and the identity functor.
Remark 3.1. The Boolean-valued part of the proof of Theorem 3.1 is covered by the well-known
theorem from Boolean-valued analysis stating the equivalence of the category of names for non-
empty sets and names for functions and the category of non-empty mix-complete Boolean sets
and contractive functions (see Kusraev and Kutateladze [39, Theorem 3.5.10]). Thus, Theorem
3.1 actually establishes that the category of conditional sets of A and conditional functions
is equivalent to the category of non-empty mix-complete Boolean sets over A and contractive
functions.
One more time, the important message is not the equivalence of categories provided above,
but that for any conditional set X we build a tailored name X˜ of a set that induces a conditional
set X˜ ↓ which is essentially X.
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Let us fix a conditional set X. For the forthcoming discussion, we will suppose w.l.o.g. that
X = X˜ ↓.
Next, we will briefly explain how the main elements of the framework of conditional sets are
connected to Boolean-valued analysis. A comprehensive introduction to conditional set theory
is given in [11], thus for each unexplained notion we will give an exact reference to its definition
in [11]:
• Conditional subsets: A non-empty subset S of X is stable if ∑xi|ai ∈ S whenever {xi} ⊂
S and {ai} ∈ p(1). A conditional subset of X is a conditional set S := {x|a : x ∈ S, a ∈ A},
where S is a stable subset of X. For short, we will write S @ X.
Suppose that S @ X. We define Sˆ : DS → A with DS := {x˜ : x ∈ S} and Sˆ(x˜) := 1. Then
it can be verified that Sˆ is a name with JSˆ ⊂ X˜K = 1 and Sˆ ↓= S.
Now, suppose that S0 is a name with J∅ 6= S0 ⊂ X˜K = 1. Then S0 ↓@ X and JS0 = (S0 ↓
)∧K = 1.
• Conditional power set : Let P (X) be the collection of all stable subsets of E. For S ∈ P (X)
and a ∈ A, we define S|a := {x|b : x ∈ S, b ≤ a}. The set P(X) := {S|a : S is stable, a ∈
A} is a conditional set which is called conditional power set.
Suppose that C @ P(X). Let Cˆ : DC → A with DC :=
{
Sˆ : S ∈ C
}
and Cˆ(Sˆ) := 1.
Then Cˆ is a name for a set of subsets of X˜.
Now, given a name C0 for a non-empty collection of non-empty sets of X˜, we define
C0 ⇓:= {S ↓ : S ∈ C0 ↓}. Then C0 ⇓ is a stable set of subsets of X and we can consider
the corresponding conditional set C0 ⇓@ P(X).
Moreover, if C @ P(X) one has that Cˆ ⇓= C and if C0 is a name for a non-empty
collection of non-empty sets of X˜ one has JC0 = (C0 ⇓)∧K = 1.
In particular, if C = P(X), then Cˆ is a name for the collection of all non-empty subsets
of X˜ in V (A).
• Conditional step functions: If E is a non-empty set, consider the conditional set of step
functions, let us say Es, see [11, Examples 2.3(5)]. Then, the name E˜s is precisely the
canonical name Eˇ of E in V (A).
The conditional natural numbers N and the conditional rational numbers Q are introduced
in [11] as a particular case of the step functions. It is known that JN(A) = NˇK = Ω andJQ(A) = QˇK = Ω, see eg [44]. Thus, it is satisfied that N˜ and Q˜ are names for the natural
numbers and the rational numbers of V (A), respectively.
• Conditional real numbers: In [11] a conditional set R which is called conditional real
numbers is defined, see [11, Definition 4.3]. Then it can be verified that R˜ is a name for
the real numbers of V (A).
• Conditional topologies: Suppose that T is a conditional topology on X, see [11, Definition
3.1]. Then Tˆ is a name for the set of non-empty open sets of a topology on X˜.
If T0 is a name for the set of non-empty open sets of a topology on X˜ then T 0 ⇓ is a
conditional topology.
Moreover, O is a conditional open subset if and only if Oˆ is a name for an open set. C is
a conditional closed subset if and only if Cˆ is a name for a closed set. S is a conditionally
compact subset (see [11, Definition 3.24]) if and only if Sˆ is a name for a compact subset.
Furthermore, T is conditionally Hausdorff (see [11, Section 3]) if and only if J“T0 is Hausdorff”K =
1.
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• Conditional functions: Given a conditional function f : S1 → S2, where S1,S2 are condi-
tional subsets of X, then we have a stable function g : S1 → S2. Theorem 1.4 allows to
define a name fˆ of a function from S1 to S2 with fˆ ↓= f .
Conversely, if f is name for a function between subsets of X˜, then f ↓ is a stable function
between stable subsets of X and it defines a conditional function f ↓ between conditional
subsets of X.
The same applies to conditional families, conditional nets and conditional sequences, see
[11, Definition 2.20].
Bearing in mind the construction given in the proof of Theorem 3.1, the following is easy
to check: X is a conditional metric space, see [11, Definition 4.5], if and only if X˜ is a name
for a metric space; X is a conditional locally convex space, see [11, Definition 5.4], if and only
if X˜ is a name for a locally convex space; X is a conditional normed space, see [11, Definition
5.11], if and only if X˜ is a name for a normed space; X is a conditional Banach space, see [11,
Section 5], if and only if X˜ is a name for a Banach space.
Again, we see that all these objects are some of the building blocks for the main results
provided in [11]. Clearly, names for more and more conditional versions of classical objects can
be defined by using the same logic.
As an instance of application, we can provide a conditional version of the Schauder-Tychonov
fixed point theorem:
Proposition 3.1. Let X be a conditional locally convex space which is conditionally Hausdorff.
If C is a conditionally compact conditional subset of X and f : C → C is a conditionally
continuous conditional function, then there exists x in C such that f(x) = x.
We can consider the names X˜, Cˆ and fˆ as described above. If T denotes the statement of
the Schauder-Tychonov Theorem, then the statement above, let us say T, is nothing else but a
reformulation of the statement ‖T‖ = 1 with the Boolean truth value of V (A). By the transfer
principle of Boolean-valued models, one has that ‖T‖ = 1 holds, thus T is also a theorem.
Of course, this is just an example. In general, this method can be systematically applied to
the different theorems of [11].
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