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Abstract—Non-contact optical imaging system design and
the corresponding surface profilometry algorithm are critical
components in various metrology applications, such as surface
inspection of semiconductor components on the production line.
For such challenging industrial applications, the most important
considerations are often automation, precision and speed of the
inspection. In this work, we propose a mathematical framework
and a dynamic phase-shift algorithm (D-PSA) for a dense
surface profilometry of moving objects. We also present a
fringe pattern projection system with projector and camera
arrays, with an aim to reduce the undesirable effects such as
the uneven illumination and the perspective geometry effect on
the reconstructed surface using a large field-of-view inspection
system. This system is then applied to the inspection of the
surface of moving printed circuit boards along a conveyor belt.
Experimental results show that our approach can reconstruct
the object surface effectively and efficiently.
Keywords—three-dimensional image acquisition, profilometry,
industrial inspection, surface measurement.
I. INTRODUCTION
Optical imaging systems and three-dimensional surface
reconstruction techniques are useful in a number of
applications, from robot navigation, reverse engineering,
entertainment, to biomedical and industrial metrology
applications [1], [2]. We are most interested in industrial
inspection applications, particularly the surface profiling of
certain semiconductor components, due to the conflicting
requirements to the imaging system and algorithm design: a
small feature size that requires a high precision, the need for
an inspection on a large field of view (FOV), and a high
throughput in the system [3].
Take, for example, the inspection of printed circuit boards
(PCB) and the deposited solder paste on these boards. Due to
the use of surface mount technology (SMT), the production
rate of PCB assembly has been increased considerably,
compared with conventional through-hole component design.
However, nearly 70% of the solder related defects are caused
by the printing process [4]. The typical size of the PCB is
several hundred millimeters, as the example shown in
Figure 1, but the surface mount devices (SMD) on the PCB
are as small as 400 µm  400 µm, and they are continuously
shrinking. This means that high quality control of solder
paste printing is required for assembling the fine-pitch
Fig. 1. A color image of a PCB with 220mm in length and 152mm in
width. The red rectangular box highlights some deposited solder paste on the
surface of the PCB. Due to the perspective geometry effect, the image of this
rectangular PCB is distorted, which results in inaccurate measurement of the
dimensions from the image. Also, the uneven illumination causes the color
and luminance difference for various regions in this image.
surface mount components onto the PCB reliably. To address
this, Jiang et al. have built a vision system and used
sub-manifold learning technique for solder paste
inspection [5]. Their system can detect the defects based on
the color features within the image; however, it cannot obtain
the three-dimensional information for full inspection, such as
measuring the height and volume of the solder paste.
Yet, in semiconductor assembly, the shape and the
volume of the solder paste have great impact on the quality
and long-term reliability of the deposited solder paste [6].
Therefore, to inspect its surface for qualifying the printing
process and to retain the integrity of the PCB at the same
time, we cannot use contact metrology tools for such
applications. Moreover, we cannot afford the human
resources to inspect the surface manually, both because of
the tiny size of the solder paste, and the high throughput
requirement. Hence, we have a need to design a high
precision vision system that allows us to reconstruct the
surface of the PCB efficiently. In this design, we have to
overcome several challenges. First, we need a high precision
optical system with a large FOV in order to cover the whole
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surface of a PCB during the reconstruction process. However,
as the example in Figure 1 illustrates, the image of the PCB
may be distorted under a perspective optical system. This
would cause an inaccurate measurement of its dimension,
and introduce errors on the reconstructed surface when the
PCB is moving along a conveyor belt [7]. Second, there may
be uneven illumination on such a large FOV, which results in
erroneous and unstable surface reconstruction results [8], [9].
Third, most of the conventional surface reconstruction
algorithms cannot work well, as they normally would not
take into account the movement of the object under
inspection.
In this paper, we develop a framework for surface
reconstruction of moving objects on the production line, and
present a machine vision system with a projector and camera
arrays for use in solder paste inspection. Experimental results
show that such a system allows us to reconstruct the surface
of the solder paste effectively and efficiently. In Section II,
after reviewing the existing surface profilometry techniques,
we develop a dynamic phase-shift algorithm (D-PSA) for
reconstructing the surfaces of moving objects. Then, in
Section III, we present a fringe pattern projection system
with a projector and camera arrays for surface reconstruction
of moving objects on a conveyor belt. These are followed by
experimental results and concluding remarks, given in
Sections IV and V, respectively.
II. OPTICAL SURFACE PROFILOMETRY TECHNIQUES
A. Related work
Several non-contact optical surface profilometry
techniques have been developed over the years, each with its
own advantages and disadvantages, and it is apparent that
one needs to choose or design a particular method based on
the application-specific conditions and requirements [10]. For
example, confocal imaging can reconstruct the profile of a
stationary object with high accuracy [11], but it is not
suitable for high-speed measurement due to its sequential
acquisition. Laser triangulation, with laser dots or lines,
obtains the surface profile by scanning it point-by-point or
line-by-line. However, speckle is inevitable in the captured
data, and introduces a fundamental uncertainty in the surface
measurement [12]. Some methods aim to shorten the
scanning time by capturing only a few images of the object
under inspection. These include the area-based stereo, which
can provide a dense surface map; however, the corresponding
vision system needs multiple cameras, and this approach fails
at occluded regions or featureless regions [13]. Meanwhile,
the time-of-flight (ToF) camera captures the depth image in
real-time, but there is error in the distance measurement
caused by multiple reflections of the active light outside and
inside the camera [14]. Depth from focus represents another
major approach, which recovers the surface profile by
analyzing the focus level at different locations in the
captured images. However, this methodology is known to
have problems in dealing with regions without contrast [15].
Our approach uses structured light, which has
demonstrated advantages in being able to reconstruct object
surfaces efficiently and effectively, even for the textureless
ones [16]. Often, the source is a sinusoidal pattern, but other
forms have also been investigated [17], [18]. For instance,
Cheng et al. project coded binary patterns, and employ
coding and decoding techniques for surface
reconstruction [19]. This is applied in particular to integrated
circuit (IC) surfaces, which is used in the inspection of the
quality of the semiconductor samples. To solve the
correspondence problem among the patterns, Morano et al.
used a pseudorandom coded structured light for
reconstruction [20]. Instead of coding the light patterns over
time, Young et al. proposed to reconstruct the surface with
viewpoint-coded structured light [21]. Most of these methods
are considered robust, due to the discrete nature of the
designed patterns and the coding strategies. On the other
hand, the resolution of the reconstructed surfaces by these
methods is relatively low, because the size of these patterns
needs to be large enough for feature extraction and
identification. Also, usually many images are needed for
unique codification.
With regards to projecting sinusoidal patterns, several
studies have attempted to characterize the error sources, and
various phase-shift algorithms have been proposed to achieve
good reconstruction results [22], [23]. The efficiency of these
algorithms have also been improved for some real-time
applications [24], [25]. Yet, for our applications at hand,
these algorithmps are not suitable because many of them
assume that the object is stationary during exposure, and we
need to shift the sinusoidal pattern several times to uniquely
determine the phase in the reconstruction process. Thus, it
cannot be used directly for surface profilometry of moving
objects without incurring a significant amount of error.
B. Surface profilometry of a moving object
For simplicity, we assume that the reconstructed object
moves linearly, and we denote this motion direction as x.
Consider a specific point of an object at coordinate (x0),
with a height h in a one-dimensional model. Let B(x0) be
the background intensity, C(x0) be the fringe contrast, and
Nk(x0) be some additive noise. When this point moves by
an amount equal to sk, where k = 1; : : : ; n, we denote the
corresponding phase as (x0 + sk; h). Then, the intensity of
the captured image Ik(x0) is given by
Ik(x0) = B(x0) + C(x0) cos[(x0 + sk; h)] +Nk(x0): (1)
We assume that both the projecting and the imaging
systems are telecentric. Let the spatial frequencies of the
sinusoidal pattern be fx and fz along the x- and z-directions,
respectively. These spatial frequencies can be calibrated by
analyzing the projected sinusoidal pattern on homogenous
planes at different heights [7]. When a fringe pattern
projection system is fixed, for instance by installing on a
production line, we can assume these spatial frequencies to
be known after the calibration process. Then, the phase
(x0 + sk; h) can be taken as the sum of three parts, i.e.,
(x0 + sk; h) = r(x0) + m(sk) + z(h); (2)
where
1) the first term is the phase on the reference plane at
zero height, r(x0) = 2fxx0;
2) the second term is the phase-shift from the motion,
m(sk) = 2fxsk; and
3) the third term is the phase offset caused by the height
variation, z(h) = 2fzh.
Since the movements of each reconstructed point can
introduce the phase-shifts m(sk), under a given fringe
pattern projection system, we can simply project a single
sinusoidal pattern onto the moving surface. Then, we can
capture multiple images at different positions x0 + sk, and
make use of the corresponding phase-shifts caused by the
motion for surface reconstruction. In reality, the movements
sk of the reconstructed object can be obtained from the
encoder attached to the motion system, so we can assume
these to be known.
Let Ek(x0; h) be the residual error of the imaging model,
that is,
Ek(x0; h) = Ik(x0) B(x0) C(x0) cos[(x0+sk; h)]: (3)
We now formulate the height reconstruction as an optimization






To allow for more compact notations, we let
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With these matrix and vector formulations, the optimization
objective is equivalent to
E(x0; h) = kMv   ik22: (8)
Using least squares, we can write the solution explicitly as
v = (MTM) 1MT i; (9)










The height of the whole surface can be reconstructed point-
by-point in this manner.
There are several advantages for this proposed surface
profilometry technique. First, only one fixed sinusoidal
pattern is projected onto the FOV when we capture the







Fig. 2. A schematic flow diagram of surface profilometry of the deposited
solder paste on a moving PCB along a conveyor belt.
error or stop-and-wait time introduced by moving the
sinusoidal grating several times when capturing the
images [26]. In addition, there is also no synchronization
problem between the illumination and the camera when
switching the sinusoidal patterns. Second, for a fixed fringe
pattern projection system, by calibrating the spatial frequency
and the phase distribution of the projected sinusoidal pattern
on the whole FOV, we can calculate the phase-shifts for the
reconstructed points from their motion, and then use them to
reconstruct the moving surfaces. Third, because conventional
approaches assume the reconstructed object to be stationary,
they are restricted to inspection with a small FOV. In
comparison, our method can inspect the surface of an object
larger than the FOV of the vision system efficiently by
moving the object across the system. This feature makes
possible a wider set of applications of the surface
profilometry technique. Since the phase-shift matrix M in
Equation 5 depends on the motion of the reconstructed point
in our method, and it changes dynamically according to
different movements, we name this method a dynamic
phase-shift algorithm.
III. FRINGE PATTERN PROJECTION SYSTEM FOR 3D
IMAGING
Figure 2 shows a schematic flow diagram of the image
capturing process for surface profilometry of a moving object.
When a PCB is moving along the conveyor belt, only part
of it marked with a red rectangle is within the FOV of the
imaging system composed of a projector and a camera. At this
moment, the corresponding fringe patterns on this rectangular
region are captured. The resulting image is also marked with a
red rectangle as shown in the middle of the image sequences.
After the whole PCB has moved across the FOV, a sequence
of PCB images have been obtained.
Fig. 3. The fringe pattern projection system with a projector and camera
arrays.
With an appropriate speed of the conveyor belt motion,
the surfaces within these images can be made to overlap,
with different phase values at various positions. As we can
obtain the position for each captured image from the encoder
of the conveyor belt, we can make use of this information to
calculate the relative phase-shifts among these images.
Moreover, we can extract the intensity images corresponding
to the same physical region among neighboring images. With
these registered images and the corresponding phase-shifts
from motion, our method can reconstruct the surface of the
moving PCB region-by-region.
Even so, the system described so far is insufficient for
PCB inspections. This is because a PCB is usually of several
hundred millimeters in each dimension, where normal optical
systems used for semiconductor inspection could not cover
such a large FOV. Presumably, one can enlarge the optical
system, but this is challenging and costly: first, the
unavoidable perspective geometry effect introduces error in
surface profilometry [7], and second, for such a large region,
the uneven illumination causes surface profilometry to
fail [9]. While the conveyor belt takes care of obtaining
multiple images along the x-direction, one may have to
design a complex motion platform so that the PCB can go
and stop along different locations in the y-direction. Instead,
we enhance the fringe pattern projection system described so
far with multiple cameras. Figure 3 shows a picture of such a
system we have developed. In this system, there are three
projectors on the left, and three corresponding cameras on
the right. Each pair of projector and camera covers a FOV
56mm  56mm, and they are overlapped so that these three
pairs can cover a much larger FOV with a width of 168mm
along the y-direction, sufficient for our application at hand.
IV. EXPERIMENTAL RESULTS
We make use of the optical system described above to
capture a sequence of images corresponding to a PCB on a
conveyor belt. Each image is composed of 2048  2048































(b) The surface profile of the solder paste in (a)
Fig. 4. Surface reconstruction result of a solder paste.
pixels. We use four neighboring images and the proposed
algorithm in Section II to reconstruct the common region of
these images. Figure 4(a) shows one fringe pattern image of
a solder paste on the PCB. Figure 4(b) shows the
corresponding reconstructed surface of the solder paste. With
this three-dimensional information of this surface, we can
easily judge whether the solder paste is missing or
insufficient. In addition, we can calculate the volume and the
average height of the solder paste for qualifying the printing
process. In terms of speed, we can reconstruct the surface of
a moving PCB with 220mm in length and 168mm in width
efficiently within 1 second. This proposed vision system is
therefore suitable for real-time surface inspection on the
production line.
V. CONCLUSIONS
In this work, we have established a framework and
proposed a D-PSA to reconstruct the surfaces of moving
objects. We have also presented a fringe pattern projection
system with a projector and camera arrays for PCB
inspection on a conveyor belt. Experimental results of the
reconstructed surfaces of the deposited solder paste validate
the effectiveness of the proposed methodology and system.
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