In this work, we apply a spiking neural network model and an associated memristive neuromorphic implementation to an application in classifying temporal scientific data. We demonstrate that the spiking neural network model achieves comparable results to a previously reported convolutional neural network model, with significantly fewer neurons and synapses required.
INTRODUCTION
Neuromorphic architectures are non-von Neumann computer architectures science that are inspired by biological brains. They are typically made up of many simple processing elements (neurons) that operate in parallel, are connected (via synapses), and that communicate with very simple messages (usually spikes). Key properties of neuromorphic systems include relatively low power consumption, real time performance, and the ability to be deployed in real environments (i.e., they usually do not require special operating conditions). Spiking neural networks are one common model that is implemented for neuromorphic computing. Spiking neural networks (SNNs) can be implemented in an event-driven way, which can result in lower power consumption. A key component of SNNs is that they include a notion of temporal processing by including recurrent connections and/or delay components on the synapse or neuron implementations. As such, they can be natural platforms for data that has a temporal component.
A key question associated with the field of neuromorphic computing is: what are the applications for which neuromorphic computers are especially suited? In addressing this question, it is worth considering several factors beyond just accuracy on a task. For example, for certain applications, it might be the case that a neuromorphic architecture achieves good but not state-of-the-art performance, but that it is able to achieve this performance on a significantly smaller power budget and footprint than a state-of-the-art solution on other, more conventional hardware. Additionally, there are also potential applications to data sets that contain a significant temporal component. State-of-the-art machine learning techniques such as deep learning often convert temporal data into a representation that they can understand -usually some sort of image representation. Because of their native temporal processing capabilities, temporal data may be represented natively in SNNs, which may result in a better and more efficient usage of the data than an adapted version of the data.
In this work, we present a SNN model and an associated mixed analog/digital hardware implementation that utilizes memristors as applied to temporal scientific data. We apply these spiking and neuromorphic systems to a scientific data set, namely neutrino interaction location identification data from Fermi National Accelerator Laboratory. The data we utilized was created in simulation, but it is representative of the type of data that is collected using their neutrino detector. Though we are training on simulated data, a trained network could be deployed on or near the detector in order to process and classify data as it is being collected in real-time. As such, this application could benefit from a neuromorphic hardware implementation that is small and requires little power to operate, in addition to potentially being a natural type of data for neuromorphic hardware to process. In the following sections, we provide some context for the background of spiking and neuromorphic systems. We also describe the SNN architecture, the memristive neuromorphic architecture, and the training method for both that we apply to the neutrino interaction data. We present preliminary results on the application of these systems to the neutrino interaction data set and show that the results are comparable with those achieved by convolutional neural networks.
BACKGROUND AND RELATED WORK
Spiking neural networks (SNNs) have previously been described as the "third generation" of artificial neural networks, following networks the first generation (networks with threshold units) and the second generation (networks with activation functions such as sigmoid in the neurons) [19] . Basic SNN models that are not attempting to model biological systems tend to use forms of integrate-and-fire neurons, though more complex models such as the Izhikevich spiking model have also been used [14] . Training or learning for SNNs is more difficult than the traditional feed-forward neural network with sigmoid activation function because of the additional complexity of the neuron models and/or the topology of the network. There have been back-propagation-like algorithms developed for SNNs [6, 36] , but these require relatively restricted network topologies (feed-forward neural networks). Unsupervised learning techniques including both Hebbian learning and spike-timing-dependent plasticity (STDP) have been used to determine weight values in a network [13, 32] , but these approaches are somewhat limited in training for more complex tasks. Evolutionary algorithms have also been used to train SNNs [20, 22, 34] . They have the advantage that they can train a variety of aspects of the network, including network topology, to suit a given task. In this work, we utilize an evolutionary approach for training two similar SNN models.
Many neuromorphic computing systems implement SNNs. One of the popular components included in today's neuromorphic systems are memory-resistors, or memristors, because they can operate with low energy and have the potential for high density [15] . Moreover, memristors are typically used in synapse implementations because of their behavioral similarity to biological synapses [18] . In particular, the resistive switching characteristics of memristors allows the "weight" value of the memristive synapse to change as a result of a learning process such as STDP [30] . Memristors can be made from a variety of materials, including metal oxides [25] , polymers [7] , and organic materials [12] .
In this work, we apply SNNs and neuromorphic networks to temporal data. This is a natural use of SNNs because of their inherent temporal processing capabilities. SNNs have previously been applied to spatiotemporal data such as object recognition in video [2, 3, 16, 21] and spatiospectral data such as EEGs [17, 24, 31] . It is also worth noting that neuromorphic systems have been applied to high energy physics problems in the past, including particle collision detection [9, 35] . Both of these implementations are for non-spiking multi-layer perceptrons implemented on fieldprogrammable gate arrays (FPGAs), primarily to achieve the speed required for particle collision detection tasks.
SPIKING NEURAL NETWORK MODEL: NIDA
The spiking neural network (SNN) model that we first tested with the neutrino detector data is the Neuroscience-Inspired Dynamic Architecture (NIDA) spiking neural network model [27] . This model uses very simple neuron and synapse models and thus is well-suited to implementations in hardware. Implementations in hardware that are based on the NIDA model include an FPGA-based model [10] , a forthcoming fully digital custom chip implementation [8] , and an implementation that includes memristors in the synapses, which is discussed further in Section 4. We perform initial experiments with NIDA because it can give a good idea of what the performance characteristics will be for the system, but with a faster simulation time than is possible for some of our hardware implementations. It also allows us to explore the capabilities of a spiking model when the connectivity in the network is not restricted due to physical hardware limits. However, it is worth noting that, if the resulting networks are relatively sparse, it is likely that an equivalent model can be built using additional neurons in hardware with connectivity restrictions. The only restriction on the topology of NIDA networks is that they must be simple directed graphs; that is, loops (a synapse connecting a neuron to itself) are not allowed, nor are multiple synapses with the same pre-and post-synaptic neurons. NIDA neurons have two parameters: a threshold and a refractory period. The threshold value of the neurons in the network governs how much charge is required for the neuron to fire, and the refractory period of the neuron defines the period of time after that neuron has fired during which it cannot fire again. In this work, we train the threshold value for the neurons, but the refractory period is fixed to a single value for all neurons in the network. NIDA synapses have two parameters: weight and delay. NIDA networks are embedded into a three-dimensional Euclidean space, and currently, the distance between the pre-and post-synaptic neurons in the 3D space defines the delay between two neurons. As such, the delay value is not explicitly programmed, except in the placement of the pre-and post-synaptic neuron. The weight value, however, is trained in two ways. First, weights can be set using the evolutionary optimization training method that is used to train the rest of the characteristics of the network (described in Section 5). Second, weights can be refined using long-term potentiation and long-term depression mechanisms, which adjust the weight values based on the firing activity of the post-synaptic neuron. An example of a NIDA network is shown in Figure 1 .
MEMRISTIVE HARDWARE IMPLEMENTATION
The memristive hardware implementation is synchronous in nature, and it has digital peripheral circuits whereas the core computation is analog in nature. This mixed-signal implementation is more power and area efficient because we are leveraging nano-scale memristive devices to hold synaptic weights and analog neurons to compute integration of charges. The memristive implementation of the synapse utilizes a twin memristor architecture, which helps to achieve both positive and negative synaptic weights. Here, the synaptic weight is proportional to the current flowing through the memristors and hence depends on the memristance of the twin memristors. The synapses are also capable of online learning. The synapse control block generates driving voltage for the memristors and also controls the online learning based on long term plasticity. The online learning is based on the NIDA learning rule. According to the potentiation and depression rule, the synapses contributing to the post-synaptic fire would be potentiated and the rest of The visualization tool used to display the network is described in [11] .
synapses arriving immediately after the post synaptic fires would be depressed. The neuron model used in the mrDANNA architecture is based on a leaky integrate and fire neuron model. The neurons work in two different phases: the accumulation phase and the firing phase. When the neuron is in the accumulation phase, it acts as an integrator and accumulates charge based on the supplied current through the synaptic weights. On the firing phase the neuron generates a post-synaptic fire if the accumulated charge is higher than a specified threshold. The neuron also resets itself after generating post synaptic fire and starts from the initial condition. For the simulation of mrDANNA, we use two types of simulators: a high-level C++ simulator and a low-level Spectre simulator. The high-level simulator takes a network generated using evolutionary optimization (described below) and the components of the high-level simulator are built following the transistor-level neuron and synapses. The low-level simulator is used to build circuit components and simulate in real time. Since it is time consuming to simulate the neural networks in the low-level simulator, we have used the high-level simulator to help build network in a time efficient way. The high-level simulator has also been helpful to verify the functionality of the Spectre simulator.
TRAINING METHOD: EVOLUTIONARY OPTIMIZATION
For both NIDA and mrDANNA, we utilize a training method that is based on evolutionary optimization (EO) [29] . The EO method determines the topology of the network (the number and connectivity of the neurons and synapses), as well as the parameters of the network (i.e., weights and delays of the synapses and thresholds of the neurons). The basic EO method utilized begins with a randomly initialized population of networks for both NIDA and mrDANNA, where each network in the population has the same input and output neurons. Each network in the population is evaluated using a fitness function. The fitness function for the classification of the data in this work is given in Section 6. Higher performing networks are preferentially selected to serve as parent networks using tournament selection. Once two parent networks have been selected, crossover and mutation operations are probabilistically applied. Both crossover and mutation are custom operations created for the representations of NIDA and mrDANNA. Crossover relies on the spatial structure of the direct representation of the NIDA network in the three-dimensional Euclidean space and the two-dimensional spatial layout of mrDANNA networks. Mutation operations are similar for both NIDA and mrDANNA, and they include updating parameter values, inserting or deleting neurons, and inserting or deleting synapses. There are several key properties for why EO was selected as the training method. The first is that it is model and topology agnostic. In other words, EO can be applied to any network model and any hardware implementation; this differentiates EO from an algorithm like back-propagation, which relies on a particular network structure and model. We take advantage of this characteristic by employing a very similar EO method for both NIDA and mrDANNA, which are similar in model but have different operating characteristics. The second is that it can deal with and optimize temporal processing components (such as delay values on the synapses) in the network, which is an important factor for training SNNs. The third reason for utilizing EO as a training method is that it can be parallelized and scaled. We have previously implemented a parallel EO framework and demonstrated that utilizing a larger number of nodes can allow for a shorter time-to-solution [28] . In this work, we will discuss scaling this parallel EO framework to a very large number of nodes (18,000 nodes) on the application described below. Though this application (and applications in general) tend to benefit from scaling up to a larger number of nodes, in general we have found that simply utilizing as few as between 10 and 100 nodes over a longer period of time can give similarly good results.
APPLICATION: NEUTRINO DATA
The data used in this work is neutrino scattering data that was collected at Fermi National Accelerator Laboratory using the MINERvA detector [4] . The MINERvA detector collects a variety of information, including energy levels and the times at which certain events occur. This data may be analyzed to discover at point in space neutrino interactions occurred (vertex reconstruction). In a previous work, convolutional neural networks have been applied to some of this data for vertex reconstruction by converting energy level information into images, which are then classified [33] . There are three "views" provided in the MINERvA detector: an X view (in this work, we use 127x50 measurements from the X view, though additional measurements are taken), a U view (127x25 measurements in this work), and a V view (127x25 measurements in this work). There are also additional measurements taken in the outer region of the detector. We restrict our attention to the X view to reduce input size for our neuromorphic systems, but we plan to expand to include the U and V views in future work. The physical space that is being analyzed is divided into segments labeled from 0 to 10 (inclusive). The goal is to take information from the X view and to determine in which segment the neutrino interaction occurred (the vertex).
In [33] , the input data to the convolutional neural network is an image, where every pixel in the image represents the mean value of the energy at that location. In this work, we utilize a different aspect of the data. In particular, part of the data collected by the detector is the time at which energy value at each location exceed a very low threshold. These times are recorded for each of the 127x50 measurements for the X-view.
We utilize a training set of 10,000 instances generated by the GENIE Neutrino Monte Carlo Generator [5] and the Geant4 toolkit [1] , so ground-truth information is available. This is a relatively small subset of the overall number of instances (over 1,000,000), so we utilize another 90,000 instances for the testing set. However, we keep the training set small in order to keep the fitness evaluation time relatively short. The number of training and testing instances for each label are shown in Figure 2 . As can be seen in this figure, a majority of the instances are label 10. This label is applied to instances that fall within the physical segment labeled 10, but it is also applied to instances in which interactions occur downstream.
One of the key factors that must be addressed in order to utilize neuromorphic systems for applications is how the input information is encoded. In our data set, each instance is a 127x50 array of values A, where each value in the array corresponds to a time offset from a specific event occurring. We normalize the temporal values so they are greater than or equal to 0, and set all values for which no events were measured to -1 to create a matrix B. We initialize our networks to have 50 inputs neurons (corresponding to the dimension of 50 in the input data), and eleven output neurons (one corresponding to each possible segment label). Then, for each value i = 1, ..., 127 and for each value j = 1, ..., 50, if B i, j is non-negative we create a fire event at time B i, j on input neuron j. Thus, input neuron j may have up to 127 input fire events for any given input instance, assuming all of the events for that dimension occurred at unique times. We count the number of times all 11 output neurons fire over the course of simulation, and the output neuron that fires the most defines the label. If none of the output neurons fire, the decision for the network is set as label 10, which also applies to instances where the interaction occurs downstream.
PRELIMINARY RESULTS
In this section, we present preliminary results of applying both NIDA and mrDANNA networks to classifying MINERvA data. These networks were trained using both the basic EO, which is meant to be run on a multi-core, shared memory device, and the large-scale parallel EO, which is meant to be run on a multi-node, distributed memory supercomputer or cluster. For the large-scale parallel EO method, we used Oak Ridge Leadership Computing Facility's Titan 1 , which has 18,688 compute nodes and 299,008 CPU cores. The basic EO method utilizes a single population, while the parallel EO method utilizes subpopulations on each node with communication between nodes in a hierarchical master-slave configuration, described in [28] .
Table1 shows the maximum fitness value achieved by a NIDA network for the training set when training using the basic EO method on a single node of Titan for one hour as compared with the performance of one hour of evolution with 100 nodes, 1,000 nodes 1 https://www.olcf.ornl.gov/computing-resources/titan-cray-xk7/ and 10,000 nodes for one hour utilizing the parallel EO method. Obviously, the best result was achieved by the 10,000 node method. It also produced the best result to date for our method. Additionally, we tested a 3,750 node run for 24 hours, which produced a network that achieves 81.57 percent classification accuracy on the training set. We used that network to seed several 50 nodes runs to further train the networks. The resulting best network achieved 81.06 percent accuracy on the 100,000 data instances of the combined training and testing set, with 81 percent accuracy only on the testing set. The results reported in [33] for a convolutional neural network using just the X-view produced 80.42 percent classification accuracy on the full data set. The convolutional neural network is made up of four convolution layers, four pooling layers, three fully-connected layers, and two dropout layers. In contrast, the resulting NIDA network (shown in Figure 1 ) only contained 90 neurons (including inputs and outputs) and 86 synapses. There are fewer synapses than neurons, thus, there are some input and/or output neurons that are ignored. It is worth noting that we utilize a high performance computer to quickly get to a good solution using the EO distributed method. The EO benefits both from massively parallel simulation and a large population size, but similar results can be achieved on a desktop, though they require significantly longer to train. Figure 3 shows the guessed labels from the best performing NIDA network. As can be seen, the NIDA network never guessed the labels 0, 4, 6, 7, or 9. In Figure 2 , we can see that those are the classes with the fewest instances in both the training and testing set. This result shows that the EO process has favored networks that focus on categorizing as many training instances as possible correctly (as specified by the fitness function), and since those labels have the fewest instances in the training set, the EO focuses on optimizing classifying the most frequently used labels. To overcome this in the future, we can adjust the fitness function to favor networks that better cover all of the different labels.
We also trained mrDANNA networks for the neutrino task, using just the basic EO method on a desktop. The fitness function evaluation for mrDANNA requires more time than the NIDA evaluation time, and thus requires longer to evolve. The current resulting mrDANNA network achieved approximately 76.14 percent classification accuracy on the training set and 73.59 percent classification accuracy on the combined training and testing set, but its training trajectory was similar to that of NIDA network training on a desktop. We expect that allowing additional training time for mrDANNA will yield a network with similar performance as the NIDA network shown above. We are able to estimate the energy usage of the mrDANNA network using our combination of lowand high-level simulators. This network requires approximately 1.66 µJ per calculation. To calculate the energy per calculation we determined the energy per neuron in accumulation, fire and idle phase and the energy per synapse in active and passive phase using the low level simulator. We utilized our high level simulator to simulate neural networks and to get an estimation of the number of neurons and synapses in different phases. Then we multiplied each energy number with the total number of neurons and synapses to get an estimated energy per calculation.
DISCUSSION AND FUTURE WORK
There is much work left to do on the neutrino interaction data discussed in this work. There are two other views of data (U view and V view) that can also be used in classifying where interactions occur. The best results for the convolutional neural network (>90 percent accuracy) were achieved using a combination of the three views. There are two ways to approach this: include all three views as input to one network or build three different networks (one for each view) and combine the results to produce the output label. Our previous experience indicates that the latter will be the better approach, so we intend to pursue that approach moving forward.
We are encouraged by the results on the neutrino interaction data, and we intend to explore other scientific data applications, including other high energy physics data, materials science data, and medical data where there is a temporal component that maps well to spike-based systems. We also plan to explore how to combine convolutional neural networks (which do very well at processing spatial data) and SNNs in order to understand how we may leverage the strengths of each system as applied to scientific data sets.
We utilize evolutionary algorithms as a way to train spiking neuromorphic systems. We plan to explore other training algorithms and/or network models that can leverage spiking neuromorphic systems as well, including liquid state machines, which have been shown to perform well on temporal data analysis [26] . Liquid state machines leave the spiking neuromorphic component "untrained", and rely on training a readout layer using back-propagation or some other gradient descent approach.
We also intend to explore other neuromorphic device implementations. The EO, our models (NIDA and mrDANNA), and the neutrino interaction data are implemented in a single software framework [23] . This framework allows us to easily include a new neuromorphic device model (e.g., a digital neuromorphic device or a non-memristive analog or mixed analog/digial neuromorphic device), and to compare performance across different implementations. It also allows us to easily incorporate in new applications (such as other temporal scientific data applications discussed above).
CONCLUSION
In this work, we present preliminary results on the application of spiking neuromorphic systems to temporal scientific data. We show that spiking neuromorphic systems can achieve a comparable result to a convolutional neural network applied to the same "view" of a neutrino interaction data set, but with a much smaller network. The goal of this work is to demonstrate that by utilizing a spikebased encoding of temporal information (which is a "native" data type for spiking neuromorphic systems), we can achieve similar results to other, state-of-the-art machine learning systems, such as convolutional neural networks.
We also show that the memristive implementation requires less than 2 µJ per classification, indicating that this network may be realistically deployed in an energy efficient device. We expect that the best results for processing scientific data will use multiple machine learning techniques, including both convolutional neural networks and other deep learning techniques such as long short-term memory network. We seek to emphasize that SNNs and spiking neuromorphic systems have the potential to process temporal data in an efficient and accurate way and that they should be considered in the landscape of machine learning mechanisms for processing scientific data.
