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We introduce a supervised learning algorithm for multilayer spiking neu-
ral networks. The algorithm overcomes a limitation of existing learning
algorithms: it can be applied to neurons firing multiple spikes in arti-
ficial neural networks with hidden layers. It can also, in principle, be
used with any linearizable neuron model and allows different coding
schemes of spike train patterns. The algorithm is applied successfully to
classic linearly nonseparable benchmarks such as the XOR problem and
the Iris data set, as well as to more complex classification and mapping
problems. The algorithm has been successfully tested in the presence of
noise, requires smaller networks than reservoir computing, and results
in faster convergence than existing algorithms for similar tasks such as
SpikeProp.
1 Introduction
Traditional rate-coded artificial neural networks represent an analog vari-
able through the firing rate of the biological neuron. That is, the output of a
computational unit is a representation of the firing rate of the biological neu-
ron. In order to increase the computational power of the network, neurons
are structured in successive layers of computational units. Such systems are
trained to recognize input patterns by searching for a set of suitable connec-
tion weights. Learning rules based on gradient descent, such as backprop-
agation (Rumelhart, Hinton, & Williams, 1986), have led sigmoidal neural
networks (networks that use the sigmoid as the activation function) to be
one of the most powerful and flexible computational models.
However, experimental evidence suggests that neural systems use the
exact time of single action potentials to encode information (Thorpe & Im-
bert, 1989; Johansson & Birznieks, 2004). Thorpe and Imbert (1989) argued
that because of the speed of processing visual information and the anatom-
ical structure of the visual system, processing has to be done on the basis
of single spikes. Johansson and Birznieks (2004) showed that the relative
timing of the first spike contains important information about tactile stim-
uli. Further evidence suggests that the precise temporal firing pattern of
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groups of neurons conveys relevant sensory information (Wehr & Laurent,
1996; Neuenschwander & Singer, 1996; deCharms & Merzenich, 1996).
These findings have led to a new way of simulating neural networks
based on temporal encoding of individual spikes (Maass, 1997a). Inves-
tigations of the computational power of spiking neurons have illustrated
that realistic mathematical models of neurons can arbitrarily approximate
any continuous function, and furthermore, it has been demonstrated that
networks of spiking neurons are computationally more powerful than sig-
moidal neurons (Maass, 1997b). Because of the nature of spiking neuron
communication, these are also suited for VLSI implementation with signif-
icant speed advantages (Elias & Northmore, 2002).
In this letter, we present a new learning algorithm for feedforward spik-
ing neural networks with multiple layers. The learning rule extends the
ReSuMe algorithm (Ponulak & Kasin´ski, 2010) to multiple layers using
backpropagation of the network error. The weights are updated accord-
ing to STDP and anti-STDP processes, and unlike SpikeProp (Bohte, Kok,
& Poutre´, 2002), it can be applied to neurons firing multiple spikes in all
layers. The multilayer ReSuMe is analog to the backpropagation learning
algorithm for rate neurons, while making use of spiking neurons. To the
best of our knowledge, this is the first learning algorithm for spiking neural
networks with hidden layers where multiple spikes are considered in all
layers and precise spike time encoding is used for both inputs and outputs.
The rest of the letter is organized as follows. In section 2, some of the
existing supervised learning algorithms for spiking neurons are discussed.
Section 3 contains a description of a generic spiking neuron model and the
derivation of the learning rule based on this neuronmodel for a feedforward
network with a hidden layer. In section 4, the weight modifications are
discussed for a simplified networkwith a single output neuron. In section 5,
the flexibility and power of feedforward spiking neural networks trained
withmultilayer ReSuMe are showcased by linearly nonseparable problems,
as well as mapping and classification tasks. The spiking neural network is
trained with spike timing patterns distributed over timescales in the range
of tens to hundreds of milliseconds, comparable to the span of sensory and
motor processing (Mauk & Buonomano, 2004). A discussion of the learning
algorithm and a summary of the results are presented in section 6.
2 Background
While experimental studies have shown that supervised learning may be
present in the brain, especially in sensorimotor networks and sensory sys-
tems (Knudsen, 1994, 2002), there are no definite conclusions regarding the
means throughwhich biological neurons learn. Several learning algorithms
have been proposed to explore how spiking neurons may respond to given
instructions.
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One such algorithm, the tempotron learning rule, was introduced by
Gu¨tig and Sompolinsky (2006), where neurons learn to discriminate be-
tween spatiotemporal sequences of spike patterns. Although the learning
rule uses a gradient-descent approach, it can only be applied to single-
layered networks. The algorithm is used to train leaky integrate-and-fire
neurons to distinguish between two classes of patterns by firing at least one
action potential or by remaining quiescent. While the spiking neural net-
work is able to successfully classify the spike-timing patterns, the neurons
do not learn to respond with precise spike-timing patterns.
Another gradient-descent-based learning rule is the SpikePropalgorithm
(Bohte et al., 2002) and its extensions (Schrauwen& van Campenhout, 2004;
Xin & Embrechts, 2001; Tinˇo & Mills, 2005). The algorithm is applied to
feedforward networks of neurons firing a single spike and is minimizing
the timedifference between the target spike and the actual output spike. The
learning algorithm uses spiking neurons modeled by the Spike Response
Model (SRM) (Gerstner, 2001), and the derivations of the learning rule are
based on the explicit dynamics of the neuron model. Although Booij and
Nguyen (2005) and Ghosh-Dastidar and Adeli (2009) have extended the
algorithm to allow neurons to fire multiple spikes in the input and hidden
layers, only the first spike is considered in the output layer, subsequent
spikes being ignored because the network error is represented by the time
difference of the first spike of the output and target neurons. Because these
extensions are based on the specific neuron dynamics, these learning rules
are also limited to the specific SRM used.
Yet another gradient-descent learning algorithm was developed by
McKennoch, Voegtlin, and Bushnell (2009) for feedforward networks of
theta neurons, a canonical event-drivenneuronmodel.However, like Spike-
Prop, this learning rule is derived using the neuron model dynamics and
can be applied only to neuron models that can be mapped to the theta
neuron model. Moreover, this algorithm is also limited to neurons firing
single spikes, being applied to the same kind of task as SpikeProp and
Tempotron. Finally Bohte (2011) presents a gradient-descent learning algo-
rithm for multilayer networks where neurons act as tunable analog filters,
and trains of multiple spikes derived through fractional derivatives of (an
approximation of) the time course of a neuron’s activation are used for
information transmission between neurons (Bohte & Rombouts, 2010).
Some supervised learning algorithms are based on Hebb’s postulate—
“cells that fire together, wire together” (Hebb, 1949; Ruf & Schmitt, 1997;
Legenstein, Naeger, & Maass, 2005; Ponulak & Kasin´ski, 2010). ReSuMe
(Ponulak & Kasin´ski, 2010) is making use of both Hebbian learning and
gradient-descent techniques. As theweightmodifications are based on only
the input and output spike trains and do notmake any explicit assumptions
about the neural or synaptic dependencies, the algorithm can be applied to
various neuron models. However, the algorithm can be applied only to a
single layer of neurons or used to train readouts for reservoir networks.
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The ReSuMe algorithm has also been applied to neural networks with
a hidden layer, where weights of downstream neurons are subject to mul-
tiplicative scaling (Gru¨ning & Sporea, 2012). The simulations show that
networks with one hidden layer can perform linearly nonseparable logi-
cal operations, while networks without hidden layers cannot. The ReSuMe
algorithm has also been used to train the output layer in a feedforward net-
work in Glackin, Maguire, McDaid, and Sayers (2011) and Wade, McDaid,
Santos, and Sayers (2010), where the hidden layer acted as a frequency filter.
However, input and target outputs here consisted of fixed-rate spike trains.
Approaches from a different angle include Rostro-Gonzalez, Vasquez-
Betancour, Cessac, and Vie´ville (2010), who use a linear programming ap-
proach to estimateweights (anddelays) in recurrent spikingnetworks based
onLIF neurons and successfully attempt to reconstructweights froma spike
raster and initial conditions such as a (fixed) input spike train and initial
states of membrane potentials.
Finally, despite some positive evidence (Knudsen, 1994, 2002), there is
still a debate of whether supervised learning is taking place in nervous
systems at all or whether reinforcement-style learning is more plausible.
Urbanczik and Senn (2009) use a clever approach based on stochastic gra-
dients to derive a reinforcement learning rule for populations of spiking
neurons. Their network consists of ensembles of noise-escape neurons in a
single layer and with an external critic. It is applied to classification tasks
where inputs are spike-train-encoded; however, outputs are spike-rate or
latency encoded, not making use of full spike-train patterns. No attempt is
made to extend this behavior to networks with a hidden layer or to true
spatiotemporal spike patterns as outputs. However, the difference between
fully supervised and reinforcement learning schemes might be only a no-
tional one, as Roelfsema and van Ooyen (2005) and Gru¨ning (2007) demon-
strate. Their work focuses on relating back propagation weight changes to
reinforcement learning for multilayer networks of rate neurons in classi-
fication and times series prediction tasks; similar techniques can perhaps
also to be applied to spiking neurons.
This letter introduces a newsupervised learning algorithm that combines
the quality of SpikeProp, spanning to multiple layers (Bohte et al., 2002),
with the flexibility of ReSuMe, which can be used with multiple spikes and
different neuron models (Ponulak & Kasin´ski, 2010).
3 Learning Algorithm
In this section,wedescribe the new learning algorithm for feedforwardmul-
tilayer spiking neural networks. The learning rule is derived for networks
with only one hidden layer, as the algorithm can be extended to networks
with more hidden layers similarly. First, we give an alternative motivation
of the ReSuMe learning rule. Ponulak and Kasin´ski (2010), in their original
motivation of ReSuMe, simply invoke a spiking analog of the delta rule
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as its starting point that was model free and could be shown to converge
for single input, output, and target spikes (Ponulak, 2006). Our approach
instead gives a more explicit relation between gradient descent and weight
changes under ReSuMe. In our alternative formulation, the algorithm is
then extended to networks with a hidden layer.
3.1 Neuron Model. The input and output signals of spiking neurons are
represented by the timing of spikes. A spike train is defined as a sequence of
impulses fired by a particular neuron at times t f . Spike trains are formalized
by a sum of Dirac δ functions (Gerstner & Kistler, 2002):
S(t) =
∑
f
δ(t − t f ). (3.1)
In order to establish a relation between the input and output spike trains
for a single neuron, we start from a linear stochastic neuron model in
continuous time. The instantaneous firing rate Ro(t) of a neuron o is the
probability density of firing at time t and is determined by the instantaneous
firing rates of its presynaptic neurons h,
Ro(t) =
1
n
∑
h∈H
wohRh(t), (3.2)
where n is the number of presynaptic neurons h. The weights woh represent
the strength of the connection between the presynaptic neurons h and post-
synaptic neuron o. Formally, this is similar to a linear rate-coded neuron
run in continuous time and with a stochastic interpretation of Ro.
The instantaneous firing rateR(t) is not a direct observable of the neuron.
In a single run, we observe only a concrete spike train S(t). However, R(t)
can be viewed as the expectation over concrete spike trains, laxly speaking
averaged for an infinite number of trials (with a limit in an appropriate
sense),
R(t) = 〈S(t)〉 = lim
M→∞
1
M
M∑
j=1
Sj(t), (3.3)
whereM is the number of trials and Sj(t) is the concrete spike train for each
trial.
The instantaneous firing rate R(t) will be used for deriving the learning
algorithm due to its smoothness. However, it will subsequently be replaced
at an appropriate point by an estimate for a single run, namely, the (discon-
tinuous) spike train S(t). This is a more elaborate and explicit procedure
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than in Ponulak and Kasin´ski (2010) but is based on the same underlying
ideas.
3.2 Backpropagation of the Network Error. The learning algorithm is
derived for a fully connected feedforward network with one hidden layer.
The input layer I is only providing the input patterns, without performing
any computation on the patterns. The hidden and output layers are labeled
H andO, respectively. All neurons in one layer are connected to all neurons
in the subsequent layer.
The instantaneous network error is formally defined in terms of the
difference between the actual instantaneous firing rate Rao(t) and the target
instantaneous firing rate Rdo (t) for all output neurons:
E(t) = E(Rao(t)) =
1
2
∑
o∈O
[Rao(t) − Rdo (t)]2. (3.4)
In order to minimize the network error, the weights are modified using a
process of gradient descent,
woh(t) = −η
∂E(Rao(t))
∂woh
, (3.5)
where η is the learning rate and woh represents the weight between the
output neuron o and hidden neuron h. woh(t) is the weight change con-
tribution due to the error E(t) at time t, and the total weight change is
w = ∫ w(t)dt over the duration of the spike train. This is analogous to
the starting point of standard backpropagation for rate neurons in discrete
time. For simplicity, the learning rate will be considered η = 1 and will be
suppressed in the following equations, as the step length of each learning
iteration will be given by other learning parameters to be defined later.
Also, in the following, derivatives are understood in a functional sense.
3.2.1 WeightModifications for theOutputNeurons. In this sectionwederive
the weight-update formulated for the ReSuMe learning algorithm in an
alternative way and connect with gradient-descent learning for spiking
neurons. We will need this derivation as a first step to derive our extension
of ReSuMe to subsequent layers in section 3.2.2. However, this derivation
is also instructive in its own right as it works out more clearly than in the
original derivation (Ponulak & Kasin´ski, 2010) how ReSuMe and gradient
descent are connected. It also varies Ponulak’s statement that ReSuMe can
be applied to any neuron model. Here, this is the case if the neural model
can, on anappropriate timescale, be approximatedwell enoughwith a linear
neuron model (first-order approximation in a Taylor or Volterra series).
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As the network error is a function of the output spike train, which in
turn depends on the weight woh, the derivative of the error function can be
expanded using the chain rule as follows:
∂E(Rao(t))
∂woh
= ∂E(R
a
o(t))
∂Rao(t)
∂Rao(t)
∂woh
. (3.6)
The first term of the right-hand side of equation 3.6 can be calculated as
∂E(Rao(t))
∂Rao(t)
= Rao(t) − Rdo (t). (3.7)
Since the instantaneous rate function is expressed in terms of the weight
woh in equation 3.2, the second factor on the right-hand side of equation 3.6
becomes
∂Ro(t)
∂woh
= 1
nh
Rh(t), (3.8)
where nh is the number of hidden neurons. When equations 3.5 to 3.8
are combined, the formula for weight modifications to the output neurons
becomes
woh(t) = −
1
nh
[Rao(t) − Rdo (t)]Rh(t). (3.9)
For convenience, we define the backpropagated error δo(t) for the output
neuron o:
δo(t) :=
1
nh
[Rdo (t) − Rao(t)]; (3.10)
hence:
woh(t) = δo(t)Rh(t). (3.11)
This is similar to standard discrete time backpropagation, now derived as
a functional derivative in continuous time.
In the following, we will use the best estimation of the unknown instan-
taneous firing rate R(t) when we have only a single spike train S(t), which
is the spike train itself for each of the neurons involved. Thus the weights
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will be modified according to
woh(t) =
1
nh
[Sdo (t) − Sao(t)]Sh(t). (3.12)
However, products of Dirac δ functions are mathematically problematic.
Considering the Widrow-Hoff delta rule for rate neurons as a compound
of two Hebbian processes, Ponulak and Kasin´ski (2010) derive the ReSuMe
learning rule for spiking neurons in terms of the presynaptic, postsynaptic,
and target signals represented by spike trains. Thus, following Ponulak
and Kasin´ski (2010), we substitute the nonlinear product of Sdo (t)Sh(t) with
an STDP process. In a similar manner, −Sao(t)Sh(t) is substituted with an
anti-STDP process (for details, see Ponulak & Kasin´ski, 2010),
Sdo (t)Sh(t)→Sh(t)
[
a +
∫ ∞
0
apre(s)Sdo (t − s)ds
]
+Sdo (t)
[
a +
∫ ∞
0
apost (s)Sh(t − s)ds
]
, (3.13)
Sao(t)Sh(t)→Sh(t)
[
a +
∫ ∞
0
apre(s)Sao(t − s)ds
]
+Sao(t)
[
a +
∫ ∞
0
apost (s)Sh(t − s)ds
]
, (3.14)
where a > 0 is a non-Hebbian term that guarantees the weight changes in
the correct direction if the output spike train contains more or fewer spikes
than the target spike train.
The integration variable s represents the time difference between the
actual firing time of the output neuron and the firing time of the hidden
neuron s = (t fo − t fh ), and the target firing time and the firing time of the
hiddenneuron s = (t fd − t
f
h ), respectively. The kernel a
pre(s) gives theweight
change if the presynaptic spike (the spike of the hidden neuron occurs)
comes after the postsynaptic spike (the spikes of the output and target
neurons). The kernel apost (s) gives the weight change if the presynaptic
spike occurs before the postsynaptic spike. The kernels apre and apost define
the learning windowW(s) (Gerstner & Kistler, 2002):
W(s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
apre(−s) = −A− exp
(
s
τ−
)
, if s ≤ 0
apost (s) = +A+ exp
(−s
τ+
)
, if s > 0
, (3.15)
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where A+, A− > 0 are the amplitudes and τ+, τ− > 0 are the time constants
of the learningwindow.Other forms of learningwindows can be considered
(Ponulak, 2008); however, in this letter, we use only this form. Thus, the final
learning formula for the weight modifications becomes
woh(t)=
1
nh
Sh(t)
[∫ ∞
0
apre(s)[Sdo (t − s) − Sao(t − s)]ds
]
+ 1
nh
[Sdo (t) − Sao(t)]
[
a +
∫ ∞
0
apost (s)Sh(t − s)ds
]
. (3.16)
The total weight change is obtained by integrating equation 3.16 over
time on a time domain that covers all the spikes in the system. This equation
is the core of ReSuMe learning algorithm as stated in Ponulak and Kasin´ski
(2010).
3.2.2 Weight Modifications for the Hidden Neurons. In this section we ex-
tend the argument above to weight changes between the input and the
hidden layers. The weight modifications for the hidden neurons are calcu-
lated in a similar manner in the negative gradient direction:
whi(t) = −
∂E(Rao(t))
∂whi
. (3.17)
The derivative of the error is expanded similarly as in equation 3.6 (again
in the sense of functional derivatives):
∂E(Rao(t))
∂whi
= ∂E(R
a
o(t))
∂Rh(t)
∂Rh(t)
∂whi
. (3.18)
The first factor on the right-hand part of the above equation is expanded
for each output neuron using the chain rule:
∂E(Rao(t))
∂Rh(t)
=
∑
o∈O
∂E(Rao(t))
∂Rao(t)
∂Rao(t)
∂Rh(t)
. (3.19)
The second factor on the right-hand side of the above equation is calculated
from equation 3.2:
∂Rao(t)
∂Rh(t)
= 1
nh
woh. (3.20)
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The derivatives of the error with respect to the output spike train have al-
ready been calculated for the weights to the output neurons in equation 3.7.
By combining these results,
∂E(Rao(t))
∂Rh(t)
= 1
nh
∑
o∈O
[Rao(t) − Rdo (t)]woh. (3.21)
The second factor on the right-hand side of equation 3.18 is calculated as
follows, again using equation 3.2,
∂Rh(t)
∂whi
= 1
ni
Ri(t), (3.22)
where ni is the number of input neurons. When we combine equations 3.17
to 3.22, the formula for the weight modifications to the hidden neurons
becomes
whi(t) = −
1
nhni
∑
o∈O
[Rao(t) − Rdo (t)]Ri(t)woh. (3.23)
We define the backpropagated error δh(t) for layers other than the output
layer:
δh(t) :=
1
ni
∑
o∈O
δo(t)woh. (3.24)
Just as in standard backpropagation, the δo(t) are backpropagated errors
of the neurons in the preceding layer. By substituting the instantaneous
firing rates with the spike trains as estimators, equation 3.23 becomes
whi(t) =
1
nhni
∑
o∈O
[Sdo (t) − Sao(t)]Si(t)woh. (3.25)
We now repeat the procedure of replacing the product of two spike trains
(involving δ-distributions) with an STDP process. We note first that equa-
tion 3.25 no longer depends on any spikes fired or not fired in the hidden
layer. Although there are neurobiological plasticity processes that can con-
vey information about a transmitted spike from the effected synapses to
lateral or downstream synapses (for an overview, see Harris, 2008), no di-
rect neurobiological basis is known for an STDP process between a synapse
and the outgoing spikes of an upstream neuron. Therefore, this substitution
is to be seen as a computational analogy and the weights will be modified
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according to
whi(t)=
1
ninh
Si(t)
∑
o∈O
[∫ ∞
0
apre(s)[Sdo (t − s) − Sao(t − s)]ds
]
woh
+ 1
ninh
∑
o∈O
[Sdo (t) − Sao(t)]
[
a +
∫ ∞
0
apost (s)Si(t − s)ds
]
woh.
(3.26)
The total weight change is again determined by integrating equation 3.26
over time. The synaptic weights between the input and hidden neurons are
modified according to STDP processes between the input and target spikes
and anti-STDP processes between input and output spikes.
3.2.3 Normalization. The normalization to the number of presynaptic
connections of the modifications of the weights to the output neurons en-
sures that the changes are proportional to the number ofweights.Moreover,
the learning parameters do not need to change as the network architecture
changes (e.g., in order to keep the firing rate of postsynaptic neurons con-
stant as the number of presynaptic units changes, the initial weights and
weight modifications also must change accordingly). The normalization
to the number of presynaptic and postsynaptic connections of the weight
modifications to the hidden neurons ensures that the changes of the con-
nections between the input and hidden layer are usually smaller than the
changes of the connections between the hidden and output layer, which
keeps the learning process stable.
3.2.4 Generalization. The algorithm can be generalized in thismanner for
neural networks with multiple hidden layers. The learning rule could also
be generalized for recurrent connections (e.g., using unrolling in time as
in backpropagation through time; Rojas, 1996); however, in this letter, we
consider only feedforward connections. This is our extension of ReSuMe to
hidden layers following from error minimization and gradient descent.
As the learning rule for the weight modifications depends on only the
presynaptic and postsynaptic spike trains and the current strength of the
connections between the spiking neurons, the algorithm can be applied to
various spiking neuronmodels as long as themodel can be sufficiently well
approximated on an appropriate timescale, as in equation 3.3. Ponulak and
Kasin´ski (2010) do not use an explicit neuron model for the derivation of
the ReSuMe algorithm either, but the ReSuMe algorithm has successfully
been applied to leaky integrate-and-fire neurons, andHodgkin-Huxley and
Izhikevich neuron models (Ponulak & Kasin´ski, 2010). Since the learning
rule is an extension of ReSuMe to neural networks with multiple layers,
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this is an indication that this algorithm will function with similar neuron
models, as we demonstrate in section 5.
3.2.5 Inhibitory Connections. Inhibitory connections are represented by
negative weights that are updated in the same manner as positive weights.
However, for the calculation of the backpropagation error of the hidden
neurons δh(t), the absolute value of the output weights will be used below.
This is a deviation from the gradient-descent rule in equation 3.26, but
using the absolute values guarantees that the weights between the input
and hidden neurons are always modified in the same direction as between
hidden and output neurons:
whi(t)=
1
ninh
Si(t)
∑
o∈O
[∫ ∞
0
apre(s)[Sdo (t − s) − Sao(t − s)]ds
]
|woh|
+ 1
ninh
∑
o∈O
[Sdo (t) − Sao(t)]
[
a +
∫ ∞
0
apost (s)Si(t − s)ds
]
|woh|.
(3.27)
Preliminary simulations have shown this results in better convergence
of the learning algorithm. There is also neurobiological evidence that LTD
and LTP spread to downstream synapses (Tao, Zhang, Bi, & Poo, 2000;
Fitzsimonds, Song, & Poo, 1997), that is, that weight changes with the same
direction propagation from upstream to downstream neurons. We discuss
the effect of using the absolute value or not in the next section.
3.2.6 Delayed Subconnections. If one considers a network architecture
where all the neurons in one layer are connected to all neurons in the
subsequent layer through multiple subconnections with different delays
dk, where each subconnection has a different weight (Bohte et al., 2002),
the learning rule for the weight modifications for the output neurons will
become
wkoh = δo(t)Rh(t − dkoh), (3.28)
where wkoh is the weight between output neuron o and hidden neuron h
delayed by dkoh. The backpropagated error for the output is then
δo(t) =
1
mnh
[Rdo (t) − Rao(t)], (3.29)
where m is the number of subconnections. The learning rule for the weight
modifications for any hidden layer is derived similarly as
wkhi = δh(t)Ri(t − dkoh), (3.30)
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where δh(t) is the backpropagated error calculated over all possible back-
ward paths (from all output neurons through all delayed subconnections):
δh(t) =
1
mni
∑
l,o∈O
δo(t)w
l
oh. (3.31)
3.2.7 Synaptic Scaling. There has been extensive evidence that suggests
that spike-timing-dependent plasticity is not the only form of plasticity
(Watt & Desai, 2010). Another plasticity mechanism used to stabilize the
neurons’ activity is synaptic scaling (Shepard et al., 2006). Synaptic scaling
regulates the strength of synapses in order to keep the neuron’s firing rate
within a particular range. The synaptic weights are scaled multiplicatively,
thiswaymaintaining the relative differences in strength between any inputs
(Watt & Desai, 2010).
In our network, in addition to the learning rule described above, the
weights are modified according to synaptic scaling in order to keep the
postsynaptic neuron firing rate within an optimal range [rmin, rmax]. If a
weight wji from neuron i to neuron j causes the postsynaptic neuron to fire
with a rate outside the optimal range, the weights are scaled according to
the following formula (Gru¨ning & Sporea, 2012):
wji =
⎧⎪⎨
⎪⎩
(1 + f )wji, wji > 0
1
1 + f wji, wji < 0
, (3.32)
where the scaling factor f > 0 for r j < rmin, and f < 0 for r j > rmax.
Synaptic scaling solves the problem of optimal weight initialization. It
was observed that the initial values of the weights have a significant in-
fluence on the learning process, as values that are too large or too low
may result in failure to learn (Bohte et al., 2002). Preliminary experiments
showed that a feedforward network can still learn reliably simple spike
trains without synaptic scaling as long as the weights are initialized within
an optimal range. However, as the target patterns containmore spikes, find-
ing the optimal initial values for theweights becomes difficult.Moreover, as
the firing rate of the target neurons increases, it becomes harder to maintain
the output neurons’ firing rate within the target range without using small
learning rates. The introduction of synaptic scaling solves the problem of
weight initialization as well as speeds up the learning process.
4 Heuristic Discussion of the Learning Rule
In order to analyze the direction in which the weights change during
the learning process using equations 3.16 and 3.27, we consider a simple
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three-layer network. The output layer consists of a single neuron. The neu-
rons are connected through a single subconnection with no delay. For sim-
plicity, in this section spike trains will comprise only a single spike. Let
td and ta denote, respectively, the desired and actual spike time of output
neuron o and th and ti, respectively, the spike times of the hidden neuron h
and input neuron i, respectively. Also, for simplicity, synaptic scaling will
not be considered here.
For a start, we assume to, td > th > ti, that is, where relevant postsynaptic
spikes occur after the presynaptic spikes. With these assumptions, equa-
tions 3.16 and 3.27 read after integrating out:
woh =
1
nh
(
A+ exp
th − td
τ+
− A+ exp
th − to
τ+
)
, (4.1)
whi =
1
nhni
|woh|
(
A+ exp
ti − td
τ+
− A+ exp
ti − to
τ+
)
. (4.2)
We discuss only this case in the following and note that the case to, td <
th, ti (i.e., post-before-pre) can be discussed along the same lines with A+
above replaced by A−. We discuss now the following subcases:
1. The output neuron fires a spike at time to before the target firing time
td (to < td).
a. Weight modifications for the synapses between the output and hid-
den neurons. The weights are modified according to woh =
1
nh
(A+ exp
th−td
τ+
− A+ exp
th−to
τ+ ). Since to < td, then exp (
th−to
τ+
) >
exp (
th−td
τ+
) in equation 4.1. This results in woh < 0, and thus in
a decrease of this weight. If the connection is an excitatory one,
the connection becomes less excitatory, increasing the likeli-
hood that the output neuron fires later during the next iteration,
hence minimizing the difference between the actual output and
the target firing time. If the connection is inhibitory, the connec-
tion will become stronger inhibitory, resulting in a later firing
of the output neuron o as well (see also Ponulak, 2006).
b. Weight modifications for the synapses between the hidden and in-
put neurons. The weights to the hidden neurons are modified
according to: whi = 1nhni (A+ exp
ti−td
τ+
− A+ exp
ti−to
τ+ )|woh|.
i. woh ≥ 0. By a analogous reasoning to the case above,whi ≥
0; hence, the connection will become less excitatory or more
inhibitory, again making the hidden neuron fire slightly
later or suppress a hidden-layer spike, and hence making
it more likely that the output neuron fires later because the
connection from hidden to output layer is excitatory.
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ii.woh < 0. For the weight whi, the direction of the weight
change stays the same; hence, neuron hwill fire later. As it is
nowmore likely to fire later, its inhibitory effectwill come to
bear on the output neuron also slightly later. Alternatively,
if we do not take the absolute value of woh in equation 3.27,
but stick to equation 3.26, then the direction of change towhi
is reversed, that is, whi > 0. This brings forward the firing
of neuron h; hence, h has a less suppressive effect at to and
contributes to making the output fire even earlier. This is
why it makes sense to use the modulus |woh|.
2. The output neuron fires a spike at time to after the target firing time
td (to > td). As equations 4.1 and 4.2 change their sign when to and td
are swapped, this case reduces to the above, but with the opposite
sign of the weight change (i.e., overall weight change such that to
moves forward in time, close to td).
Cases where there is only an actual spike at to and no desired spike or
where there is only a desired spike at td can be dealt with under the above
cases if one sets td = ∞ or to = ∞ respectively. In addition, there will be a
contribution from the factor a in equations 3.16 and 3.27, and this has the
same sign as the one from equations 4.1 and 4.2.
5 Simulations
In this section, several experiments are presented to illustrate the learning
capabilities of the algorithm. The algorithm is applied to classic bench-
marks, the XOR problem, and the Iris data set, as well as to mapping and
classification tasks with randomly generated patterns. The XOR problem is
examined using two different encoding methods to demonstrate the flexi-
bility of our learning algorithm. The learning rule is used on spike timing
patterns that span from 100 ms to 500 ms, about the ranges of sensory and
motor processing in biological systems.
5.1 Setup. The network used for the following simulations is a
feedforward architecture with three layers. The neurons are described by
the Spike Response Model (Gerstner, 2001; see appendix A for a complete
description).
For all simulations, an iteration consists of presenting all spike timing
pattern pairs in random order. The membrane potential of all neurons in
the hidden and output layers is set to the resting potential (set to zero)
when presenting a new input pattern. After each presentation of an input
pattern to the network, the weight changes are computed for all layers
and then applied. We apply these weight changes after the backpropagated
error is computed for all units in the network. The summed network error
is calculated for all patterns and tested against a required minimum value,
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depending on the experiment. This minimum value is chosen in order to
guarantee that the network has learned to reproduce all output patterns
with acceptable precision.
In sections 5.2 to 5.5, apart from the requiredminimumnetwork error, the
learning is considered converged onlywhen the network also correctly clas-
sifiesmost input patterns, dependingon the experiment. For all simulations,
the output and target signals during the learning process are illustrated for
a sample trial.
The network error for one pattern is defined as the van Rossum distance
between each output spike train and each target spike train (van Rossum,
2001). The distance between the target spike train and the actual output
spike train is defined as the Euclidean distance of the two filtered spike
trains (van Rossum, 2001). The filtered spike train is determined by an
exponential function associated with the spike train,
f (t) =
∑
i
exp[−(t − ti)/τc]H(t − ti), (5.1)
where ti are the times of the spikes and H(t) is the Heaviside function. τc,
the time constant of the exponential function, is chosen to be appropriate to
the interspike interval of the output neurons (van Rossum, 2001). In the fol-
lowing simulations, the output neurons are required to fire approximately
one spike in 10 ms; thus, τc = 10 ms. The distance between two spike trains
is the squared Euclidean distance between these two functions:
D2( f, g) = 1
τc
∫ T
0
[ f (t) − g(t)]2dt, (5.2)
where the distance is calculated over a time domain [0,T] that covers all
the spikes in the system. The van Rossum distance is also used to classify
the output pattern during learning and testing. The output pattern is in-
terpreted as the closest of the target patterns in terms of the van Rossum
distance. To give the reader an intuitive sense of the magnitude of the van
Rossum distance as used, a van Rossum distance of 0.1 corresponds, for
example, to a pair of spike trains that agree on all spike times, but one spike
pair is about 1 ms apart.
The results are averaged over a large number of trials (50 trials unless
stated otherwise), with the network being initialized with a new set of
random weights every trial. On each testing trial, the learning algorithm
is applied a maximum of 2000 iterations, or until the network error has
reached the minimum value.
Unless stated otherwise, the network parameters used in these simu-
lations are the threshold ϑ = 0.7, the time constant of the spike response
function τ = 7ms, and the time constant of after-potential kernel τr = 12ms.
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Table 1: Input and Output Spike-Time Patterns.
Input (ms) Output (ms)
0 0 0 16
0 6 0 10
6 0 0 10
6 6 0 16
Note: The patterns consists of the timing
of single spikes in ms of simulated time
for the input and target neurons.
The scaling factor is set to f = ±0.005. The learning parameters are initial-
ized as follows: A+ = 1.2, A− = 0.5, τ+ = τ− = 5 ms, a = 0.05.
The weights are initialized with random values uniformly distributed
between −0.2 and 0.8. The weights are then normalized by dividing them
to the total number of subconnections.
5.2 The XOR Benchmark. In order to demonstrate and analyze the
new learning rule, the algorithm is applied to the XOR problem. While this
benchmark does not require generalizing, the XOR logic gate is a linearly
nonseparable problem, and it is a classic benchmark for testing the learning
algorithm’s ability to train nontrivial input output mapping (Rojas, 1996).
5.2.1 Technical Details. The input and output patterns are encoded using
spike-time patterns as in Bohte et al. (2002). The signals are associated with
single spikes as follows: a binary symbol 0 is associated with a late firing
(a spike at 6 ms for the input pattern), and a 1 is associated with an early
firing (a spike at 0 ms for the input pattern). We also used a third input
neuron that designates the reference start time as this encoding needs an
absolute reference start time to determine the latency of the firing (Sporea
& Gru¨ning, 2012). Without a reference start time, two of the input patterns
become identical, and without an absolute reference time, the network is
unable to distinguish the two patterns (0-0 and 6-6) and would always
respond with a delayed output. Table 1 shows the input and target spike
timing patterns presented to the network. The values represent the times of
the spikes for each input and target neuron in ms of simulated time.
The learning algorithm was applied to a feedforward network as de-
scribed above. The input layer is composed of three neurons, the hidden
layer contains five spiking neurons, and the output layer contains only
one neuron. Multiple subconnections with different delays were used for
each connection in the spiking neural network. Preliminary experiments
showed that 12 subconnections with delays from 0 ms to 11 ms are suffi-
cient to learn the XOR problem. The results are averaged over 100 trials.
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The network error is summed over all pattern pairs, with a minimum value
for convergence of 0.2. The minimum value is chosen to ensure that the
network has learned to classify all patterns correctly by matching the exact
number of spikes of the target spike train as well as the timing of the spikes
with 1 ms precision. Each spiking neuron in the network was simulated for
a time window of 30 ms, with a time step of 0.1 ms. In the following, we
systematically vary the parameters of the learning algorithm and examine
their effects.
5.2.2 The Learning and Network Parameters. Here, we vary the learning
parameters A+ and A− in equation 3.15 in order to determine the most ap-
propriate values.A+ is varied between 0.5 and 2.0while keepingA− = 12A+.
The parameters A+ and A− play the role of a learning rate. Just like the
classic backpropagation algorithm for rate neurons, when the learning pa-
rameters have higher values, the number of iterations needed for conver-
gence is lower. The detailed results of the simulations are summarized in
appendix B in Table 3 (left). Although the algorithm converges with a high
rate for all values of A+, for the lower values (A+ < 0.8), the learning pro-
cess is slower. When A+ has higher values, the network requires around
200 iterations to learn all four patterns. If A+ is too high, the convergence
rate starts to drop.
In order to determine the best ratio between the two learning parameters,
various values are chosen for A−, while keeping A+ = 1.2 fixed (the results
are summarized inTable 3 (right). The learning algorithm is able to converge
for the values of A− lower than A+. As A− becomes equal to or higher than
A+, the convergence rate slowly decreases and the number of iterations
needed for convergence significantly rises. The lowest average number of
iterations with a high convergence rate is 137 averaged over 98% successful
trials (where A+ = 1.2 and A− = 0.5).
The algorithm also converges when the spiking neural network has a
smaller number of subconnections. However, a lower number of delayed
subconnections (between 4 and 10) results in a significantly lower conver-
gence rate without necessarily a lower average of learning iterations for
the successful trials. Although more subconnections can produce a more
stable learning process, due to the larger number of weights that need to
be coordinated, the learning process is slower in this case (more than 300
iterations). Table 4 in appendix B shows the summarized results, where
A+ = 1.2 and A− = 0.6.
5.2.3 Analysis of the Learning Process. In order to analyze the learning
process, the network error and the weight vector during the learning pro-
cess for a sample trial can be seen in Figure 1 (A+ = 1.2, A− = 0.6, and 12
subconnections). Figure 1a shows the evolution of the summed network er-
ror during learning. Although the network error reaches a minimum value
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Figure 1: The XOR task. Analysis of the learning process with parametersA+ =
1.2 and A− = 0.5 for a sample trial. (a) The network error during learning.
(b) The Euclidean distance between the weight vector solution and the weight
vectors during the learning process. (c) The output signals for each of the four
patterns during learning. An x represents the target spike times. (d) The hidden
signals during learning for each hidden neuron for one input pattern ([0 0]).
after 63 iterations, due to the nature of the STDP processes, the solution is
lost, only to converge again later. Similar findingswere reported in Gru¨ning
and Sporea (2012). Figure 1b shows the Euclidean distance between the
weight vector solution found on that particular trial and the weight vectors
during each learning iteration that led to this weight vector. The weight
vectors are tested against the solution found during this trial because in
principle, there can be multiple solutions to weight vectors (e.g., different
initial weight set results in a different weight solution for the same set of
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Table 2: Input and Target Patterns.
Sepal Length Sepal Width Petal Length Petal Width Output
Species Range (ms) Range (ms) Range (ms) Range (ms) (ms)
Setosa 4.3–5.8 2.3–4.8 1.0–1.9 0.1–0.6 10
Versicolor 4.9–7.0 2.0–3.4 3.0–5.1 1.0–1.8 14
Virginica 4.9–7.9 2.2–3.8 4.5–6.9 1.4–2.5 18
Note: The patterns contain a single spike, where the timing (shown in ms) differs for each
of the three patterns.
pattern pairs). While the error graph is irregular, the weight vector graph
shows that the weight vectormoves steadily toward the solution. The irreg-
ularity of the network error during the learning process can be explained
by the fact that small changes to the weights can produce an additional
or missing output spike, which causes significant changes in the network
error. The highest error value corresponds to the network’s not firing any
spike for any of the four input patterns. The error graph also shows the
learning rule’s ability to modify the weights in order to produce the cor-
rect number of output spikes. Figure 1c shows the output signals during
learning for all input patterns. For two of the input patterns, the output
signals are stable after only 50 learning iterations, while for the other two
patterns, the output neurons fire around the target spike times. As such,
during learning, the network responds with either the incorrect response
or the correct response, but with the time difference between the target and
output signal too large. Figure 1d shows the spike timings during learning
for each of the hidden neurons for one of the patterns.
5.3 The Iris Benchmark. Another classic benchmark of pattern recog-
nition is Fisher’s Iris flower data set (Fisher, 1936). The data set contains
three classes of Iris flowers. While one of the classes is linearly separable
from the other two, the other two classes are not linearly separable from
each other.
5.3.1 Technical Details. The three species are described by four measure-
ments of the plants: the lengths and widths of the petal and sepal. Each of
the four features is represented by the timing of a single spike of a corre-
sponding input neuron. The measurements of the Iris flower range from 0
to 8 (see Table 2) and are fed into the spiking neural network as spike-timing
patterns to the input neurons. The output of the network is represented by
the spike time of the output neuron (see Table 2). The hidden layer contains
10 spiking neurons, and each connection has between 8 and 12 delayed
subconnections depending on the experiment. The network is simulated in
a 30 ms time window with 0.1 ms time step.
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Figure 2: The Iris data set. Output signals during learning for each of three
species for a sample trial. The x markers represent the target spike times.
During each trial, the input patterns are randomly divided into a training
set (75% of samples) and a testing set (25% of samples) for cross-validation.
During each iteration, the training set is used for the learning process to
calculate the weight modifications and test if the network has learned the
patterns. The learning is considered successful if the network error has
reached a minimum average value of 0.2 for each pattern pair and 95% of
the patterns in the training set are correctly classified. As in the previous
experiment, this minimum value is chosen to ensure that the network has
learned to classify all patterns correctly by matching the exact number of
spikes of the target spike train as well as timing of the spikes with 1 ms
precision. Figure 2 shows the output signals during learning for all three
classes of species during a sample trial. While the first pattern is learned
after only a few iterations, it takes more than 100 iterations to distinguish
the other two classes. Table 5 in appendix B shows the summarized results
on the Iris data set for different network architectures with different num-
bers of delayed subconnections. Again, a too low or too high number of
subconnections results in lower performance—a convergence rate of less
than 80%. A network with 10 subconnections achieves a convergence rate
of 80% within 114 iterations on average.
Multilayer ReSuMe permits the spiking neural network to learn the Iris
data set using a straightforward encoding of the patterns and results in
much faster learning than SpikeProp, as the average number of iterations is
always lower than 200, as opposed to the population coding based on arrays
of receptive fields that requires 1000 learning iterations with SpikeProp
(Bohte et al., 2002).
5.4 The XOR Task with Spike Train Patterns. In this experiment, the
learning algorithm is tested on a linearly nonseparable problem and map-
ping of corresponding sequences of spikes. Again, the XOR problem is
applied to a network of spiking neurons, but the logic patterns are encoded
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by spike trains over a group of neurons instead of the timing of a single
spike of one input neuron as previously (see also Gru¨ning & Sporea, 2012).
While the encoding for the XOR logic gate problem introduced by Bohte
et al. (2002) requires neurons to fire a single spike, the network of spiking
neurons needs a large number of subconnections with different delays to
enable the hidden and output neurons to fire at the desired times. As the
problem becomes more complex, such encoding might need even more
subconnections that have to be trained. The large number of weights to
be trained slows the learning process because of the large number of in-
coming spikes that need to be coordinated to produce the required output.
This can also be seen in the previous simulations on theXORproblemwhere
the network with 14 delayed subconnections needed almost twice as many
iterations to converge as the network with 12 subconnections. Moreover,
it has been shown that encoding logical true and false with early and late
spike times, respectively, also requires an additional input neuron to des-
ignate the reference start time. Without the additional input neuron, even
linearly separable problems become impossible to solve (for a complete
demonstration, see Sporea & Gru¨ning, 2011).
A more natural encoding would consist of the temporal firing patterns
of groups of neurons (Wehr & Laurent, 1996; Neuenschwander & Singer,
1996; deCharms & Merzenich, 1996). In order to test such an encoding and
the learning algorithm’s ability to learn linearly nonseparable problems,
the XOR problem is applied once again to a spiking neural network. In
this experiment, the two logical values are encoded with spike trains over
two groups of input neurons. Figure 3a shows the network structure. This
encodingwill not necessitatemultipledelaysor the additional inputneuron.
In the following experiments, a single connection with no delay is used.
5.4.1 Technical Details. Each input logical value is associated with the
spike trains of a group of 20 spiking neurons. In order to ensure some
dissimilarity among the patterns, for each input neuron, a spike train is
generated by a pseudo-Poisson process with a constant firing rate of r =
0.06/ms within a 30 ms time window. The minimum interspike interval is
set to 3ms. This spike train is then split in two new spike trains by randomly
distributing all the spikes (Gru¨ning and Sporea, 2012). The newly created
spike trains represent the patterns for the logical symbols 0 and 1. The input
spike trains are required to consist of at least one spike.
The output patterns are created similarly and will be produced by one
output neuron. The spike train to be split is generated by a pseudo-Poisson
process with a constant firing rate of r = 0.2/ms within a 30 ms period
of time. The resulting output patterns are chosen so that the spike trains
contain exactly three spikes.
Apart from the minimal network error as before, an additional stopping
criterion for the learning process is introduced. The network must correctly
classify all four patterns. An input pattern is considered correctly classified
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Figure 3: The XOR task with spike train patterns. (a) Network structure for the
XOR problem. A feedforward networkwith three layers, where the input layers
consist of two groups of 20 neurons for each logical signal. (b) Output spikes
for all four input patterns [0 0], [0 1], [1 0], [1 1] during learning for a sample
trial. The x markers represent the target spike times. (c) Sample input, hidden,
and output signals for the logical input ([1 0]), after the learning process has
converged. The gray signals in the output graph represent the target pattern.
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if the output spike train is closest to the target pattern in terms of the van
Rossum distance. The network error consists of the sum of van Rossum
distances between the target and actual output over the four patterns as
before; aminimumvalue of 3 ensures that the output spikes are reproduced
with acceptable precision.
In addition to the previous experiments, an absolute refractory period is
set for all neurons to t = 3 ms. The learning is simulated over a period of
50 ms, with a time step of 0.5 ms.
In order to determine the optimal size of the hidden layer for a higher
convergence rate, different network topologies have been considered. In
appendix B, Table 6 shows the convergence rate for each network topology,
with a new set of spike-timing patterns being generated every trial.
The learning rule is able to converge with a higher rate as the number
of neurons in the hidden layer increases. A larger hidden layer means that
the patterns are mapped to a richer spiking activity, hence, it is easier for
output neurons to produce the required spike patterns. A smaller number
of neurons in the hidden layer than in the input layer does not result in high
convergence rate because the input patterns are not sufficiently distributed
in the hidden activity. Also,more than 100 units in the hidden layer does not
result in higher convergence rates, but as the number of weights increases,
the learning process is slower. Previous simulations (Gru¨ning & Sporea,
2012) show that a neural network without a hidden layer cannot learn
linearly nonseparable logical operations.
Figure 3b shows the output signals during learning for a sample trial.
Figure 3c shows the input, hidden, andoutput signals for oneof thepatterns.
The first 20 input spike trains represent the pattern for the logical symbol 1,
while the other 20 spike trains represent the pattern for the logical symbol
0. Although the network is not responding with the exact target spike train,
the output spike train is closest to the pattern representing the logical 1 than
to the pattern representing logical 0 in terms of the van Rossum distance.
5.5 Learning Sets of Temporal Patterns. In this experiment, we con-
sider the learning algorithm’s ability to train a spiking neural network with
multiple input-target pattern pairs. The network is trained with random
noise-free spike train patterns and tested against noisy versions of the tem-
poral patterns.
5.5.1 Technical Details. The input patterns are generated by a pseudo-
Poisson process with a constant firing rate of r = 0.05/ms within a 100 ms
period of time, where the spike trains are chosen so that they contain at
least one spike. In order to ensure that a solution exists, the target patterns
are generated as the output of a spiking neural network initialized with a
random set of weights. The target spike trains are chosen so they contain at
least two spikes and no more than four spikes. If the output patterns were
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Figure 4: Accuracy on noisy patterns (generated by moving each spike within
a gaussian distribution with mean 0 and standard deviation between 0 ms and
10 ms). (a) The network has been trained with 10 noise-free patterns that span
over 100 ms in (see section 5.5). (b) The network has been trained with three
noisy patterns that span over 500 ms (see section 5.6). During learning, the
noisy input patterns are generated by moving each spike within a gaussian
distribution with mean 0 and standard deviation 4 ms. (c) The output signals
during learning for a sample trial. The network has been trained with six noise-
free patterns that span over 100 ms. (d) Output signals during learning for a
sample trial. The network has been trainedwith three noisy patterns (4ms jitter)
that span over 500 ms. The x markers represent the target spike trains.
random spike trains, a solution might not be representable in the weight
space of the network (Legenstein et al., 2005).
The learning is considered to have converged if the network error reaches
an average value of 0.5 for each pattern pair. Apart from theminimumerror,
the network must also correctly classify at least 90% of the pattern pairs,
where the patterns are classified according to the van Rossum distance.
Figure 4c shows the output signals during learning for a sample trial. The
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minimum network error allows the output spike train to miss or add an
extra spike as long as the pattern is still closest to the target in terms of the
van Rossum distance. The network is simulated for 120mswith a 1ms time
step.
5.5.2 Size of the Hidden Layer. In order to determine how the structure of
the neural network influences the number of patterns that can be learned,
different architectures have been tested. In these simulations, 100 input
neurons are considered in order to have a distributed firing activity for
the simulated time period. The output layer contains a single neuron as in
the previous simulations. The size of the hidden layer is varied from 200
to 300 neurons to determine the optimal size for storing 10 input-output
pattern pairs. The network is able to performbetter as the number of hidden
neurons increases. However, a hidden layer with more than 260 neurons
does not result in a higher convergence rate. The detailed results of the
simulations are summarized in appendix B in Table 7 (left).
5.5.3 Number of Patterns. The network architecture that performed best
with the lowest number of neurons (260 neurons in the hidden layer) was
trainedwith different numbers of patterns. The detailed results for different
number of patterns are summarized in appendix B in Table 7 (right). The
network is able to store more patterns, but the convergence rate drops as
the number of patterns increases. Because the target patterns are the output
spike trains of a randomly initialized spiking neural network, as the number
of pattern pairs increases, the target spike trains become necessarily more
similar. Hence, the network’s responses to the input patterns become more
similar and more easily misclassified. Since the stopping criterion requires
the network to correctly classify the input patterns, the convergence rate
drops as the number of pattern pairs increases.
Since the target patterns are generated as the output spike trains of
a network with a set of random weights, this vector of weights can be
considered the solution of the learning process. However, when looking at
the Euclidean distance between the weight vector solution and the weight
vectors during learning, the distance is increasing as the learning process
progresses. The learning algorithm does not find the same weight vector as
the solution, so multiple solutions of weight vectors to the same problem
exist (e.g., permutations of hidden neurons are the simplest ones).
5.5.4 Noise. After the learning has converged, the networks are also
tested against noisy patterns. The noisy patterns are generated by moving
each spike within a gaussian distribution with mean 0 and standard devi-
ation between 1 ms and 10 ms. After the network has learned all patterns,
the network is tested with a random set of 500 noisy patterns. Figure 4a
shows the accuracy rate (the percentage of input patterns that are correctly
classified) for the network with 260 spiking neurons in the hidden layer
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trained with 10 pattern pairs. The accuracy rate is defined as the percentage
of correctly classified patterns calculated over the successful trials. The ac-
curacy rates are similar for all the networks described above. The network
is able to recognize more than 20% (above the random performance level
of 10%) of the patterns when these are distorted with 10 ms.
5.6 Learning to Generalize. In this experiment, the learning algorithm
is tested in thepresence of noise. In theprevious experimentswherepatterns
are randomly generated, the learning occurred in noise-free conditions. A
spiking neural network is trained to recognize temporal patterns on the
timescale of hundreds of milliseconds. Jitters of spike times are introduced
in the temporal patterns during learning to test the network’s ability to clas-
sify time-varying patterns. Such experiments have been conductedwith liq-
uid state machines where readout neurons have been trained with ReSuMe
to respond with associated spike trains (Ponulak & Kasin´ski, 2010). Here
we show that such classification tasks can be achieved with feedforward
networks without the need of larger networks such as reservoirs.
5.6.1 Technical Details. Three random patterns are fed into the network
through 100 input spiking neurons. The hidden layer contains 210 neurons,
and the patterns are classified by a single output neuron. The input patterns
are generated by a pseudo-Poisson process with a constant firing rate of
r = 0.1/mswithin a 500ms time period,where the spike trains are chosen so
that they contain between 15 and 20 spikes. For the spike train generation,
an interspike interval is set to 5 ms. As in the previous experiment, in
order to ensure that a solution exists, the target patterns are generated as
the output of a spiking neural networks initialized with a random set of
weights. The target spike trains are chosen so that they contain at least three
spikes and no more than seven spikes. The input and target patterns are
distributed over such large periods of time in order to simulate complex
forms of temporal processing, such as speech recognition, that spans over
hundreds of milliseconds (Mauk & Buonomano, 2004).
During learning, for each iteration, noisy versions of the input patterns
are generated by moving each spike by a time interval within a gaussian
distribution with mean 0 and standard deviation varying in the range of
1 ms to 4 ms. Figure 5 shows a sample input pattern where the spikes are
moved by a time interval within a gaussian distribution with mean 0 and
standard deviation 4 ms. The spikes in the target patterns are also shifted
by a time interval within a gaussian distribution with mean 0 and standard
deviation 1 ms independent of the noise level in the input patterns. The
network is simulated for 520 ms with 1 ms time step.
A minimum average error of 0.6 for each pattern pair is required for the
learning to be considered successful. During each iteration, the network is
tested against a new set of 30 random noisy patterns; in order for the learn-
ing to be considered converged, the network must also correctly classify
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Figure 5: Example of an input pattern where the spikes are moved by a time
interval within a gaussian distribution with mean 0 and standard deviation
4 ms. The gray markers represent the original signals, and the black markers
represent the noisy signals.
at least 80% of noisy patterns. The spike times of the testing patterns are
shifted with the same distribution as the training patterns. Figure 4d shows
the output signals during learning for a sample trial. Again, the minimum
network error allows the output spike train to miss or add an extra spike
as long as the input patterns are correctly classified.
Thedetailed results of the simulations are shown in appendixB inTable 8,
where the average number of iterations is calculated over the successful
trials. The table also shows thenumber of successful trialswhen thenetwork
is trained on noise-free patterns. When the network is trained with a low
amount of noise in the input patterns, the learning algorithm performs
slightly better than the network trained with patterns without noise. The
network is able to learn even when the spike train patterns are distorted
with 3ms or 4ms; however, the speed of learning aswell as the convergence
rate drop as more noise is added to the input patterns.
Figure 4b shows the accuracy rates on a trained network against a ran-
dom set of 150 different noisy patterns, generated from the three original
input patterns. The network is trained on input patterns where the spikes
are moved within a gaussian distribution with mean 0 and standard devi-
ation 4 ms. The graph shows the accuracy rates on patterns with the spikes
moved within a gaussian distribution with mean 0 and standard deviation
between 1 ms and 10 ms. The graph also shows the network response on
the noise-free patterns. The accuracy rates are similar for all input pattern
jitter. The network is able to recognize more than 50% (again above the
random performance level of 33%) of the input patterns even when these
are distorted with up to 10 ms.
6 Discussion
This letter introduces a new algorithm for feedforward spiking neural net-
works. The first supervised learning algorithm for feedforward spiking
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neural networks with multiple layers, SpikeProp, considers only the first
spike of each neuron, ignoring all subsequent spikes (Bohte et al., 2002).
Extensions of SpikeProp allow multiple spikes in the input and hidden
layer but not in the output layer (Booij & Nguyen, 2005; Ghosh-Dastidar
& Adeli, 2009). Our learning rule is, to the best of our knowledge, the first
fully supervised algorithm that considers multiple spikes in all layers of
the network. Although ReSuMe allows multiple spikes, the algorithm in its
original form can be applied only to single layers or to train readout neu-
rons in liquid state machines (Ponulak & Kasin´ski, 2010). In our approach,
multilayer ReSuMe, the hidden layer permits the networks to learn linearly
nonseparable problems aswell as complexmapping and classification tasks
without using a large number of spiking neurons as liquid state machines
do or without the need of a large number of input neurons in single-layer
networks. Because the learning rule presented here extends the ReSuMe
algorithm to multiple layers, it can, like the original ReSuMe, in principle
be applied to any neuron model, as the weight modification rules depend
on only the input, output, and target spike trains and do not depend on the
specific dynamics of the neuron model. We discuss a few important aspects
in order.
On the one hand, the ReSuMe learning rule applied to a single layer
(Ponulak & Kasin´ski, 2010) with 12 to 16 delayed subconnections for each
connection is not able to learn the XOR problem with the early and late
timing patterns (simulations not presented in this letter). Although the al-
gorithm is able to change the weights in the correct direction, the network
never responds with the correct output for all four input patterns. The ad-
ditional hidden layer permits the network to learn the XOR problem (see
section 5.2). On the other hand, a spiking neural network with the same
number of units in each layer, but with 16 subconnections trained with
SpikeProp on the XOR patterns, needs 250 iterations to converge (Bohte
et al., 2002), while multilayer ReSuMe converged in 137 iterations on aver-
age. Furthermore, SpikeProp uses 16 delayed subconnections instead of just
12; hence, more weight changes need to be computed. Finally, SpikeProp
matches the time of only the first target spike, ignoring any subsequent
spikes. Although our algorithm also matches the exact number of spikes
and the precise timing of the target patterns, the network learns all the
patterns faster.
Studies on SpikeProp show that the algorithm is unstable, affecting the
performance of the learning process (Takase et al., 2009; Fujita, Takase, Kita,
& Hayashi, 2008). For our learning algorithm, the weight vector moves
steadily toward a solution during the learning process, as seen in Figures 1a
and 1b. This can be seen in a direct comparison with SpikeProp on the XOR
benchmark. Finally, the learning algorithm presented here permits using
different encoding methods with spiking patterns. In section 5.3, the Iris
data set is encoded using 4 input neurons instead of the 50 neurons required
by a population encoding (Bohte et al., 2002). The simpler encoding of the
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iris flower dimensions allows the network to learn the patterns in five times
fewer iterations than with a population encoding used with SpikeProp
(Bohte et al., 2002).
When we move from rate-coded neurons to spiking neurons, the ques-
tion about the encoding of patterns arises. One encoding was proposed
by Bohte et al. (2002), where logical 0 and 1 are associated with the tim-
ing of early and late spikes, respectively (latency encoding). As the input
neurons’ activity is very sparse, the spikes must be multiplied over the
simulated time period to generate enough activity in the hidden layer to
support firing of the output neuron at defined times. This is achieved by
having multiple subconnections for each input neuron that replicate the ac-
tion potential with different delays. These additional subconnections, each
with a different synaptic strength, require additional training. This encod-
ing also requires an additional input neuron to set the reference start time
(Sporea & Gru¨ning, 2011). The alternative to this latency encoding is to
use spike trains over a group of neurons as patterns. Thus, a pattern is
represented by the (multiple) firing times of a group of input (and output)
neurons. In order to guarantee that a set of weights exists for an arbitrary
target mapping without replicating the input signals as above, a relatively
large number of input neurons must be considered. As the input pattern
is distributed over several spike trains, some of the information might be
redundant andwould not have a major contribution to the output, but then
only some of the delayed subconnections in the latency encoding scheme
have amajor contribution. Finally, such an encoding does not require an ad-
ditional input neuron to designate the reference start time, as the patterns
are encoded in the relative timing of the spikes. The experiment in sec-
tion 5.4 shows that this encoding can be successfully used for an originally
linearly nonseparable problem.
In sections 5.5 and 5.6, the target patterns are generated as the output
signals of networkswith randomweights. Again, encodings are sparse, and
the corresponding pattern pairs are often locally linearly separable. The
network is able to learn these transformations very fast—most of them in
fewer than 10 learning iterations. During the learning process, the weights
are modified in order to correctly map all input into output patterns so that
they can be correctly classified, as seen in Figures 4c and 4d. In the task in
section 5.5, where the network is trained on 10 spike-timing pattern pairs,
the learning algorithm converges with a higher rate as the hidden layer
increases in size.
The simulations where noise was added to the spike-timing patterns
show that the learning is robust to the variability of spike timing. A spiking
neural network trained on 10 noise-free patterns can recognize more than
20% of noisy patterns if the timing of spikes is shifted following a gaus-
sian distribution with standard deviation up to 10 ms (see section 5.5 and
Figure 4a). And when the network is trained on 3 noisy patterns, it can
recognize more than 50% of noisy patterns where the timing of spikes is
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moved within a gaussian distribution with standard deviation 10 ms (see
section 5.6 and Figure 4b).
Another advantage of the learning rule is the introduction of synaptic
scaling. First, it solves the problem of finding the optimal range for weight
initialization. This problem is acknowledged as critical for the convergence
of the learning (Bohte et al., 2002). Second, synaptic scaling maintains the
firing activity of neurons in the hidden and output layers within an op-
timal range during the learning process. Although the firing rate of the
output and hidden neurons is also adjusted by the noncorrelative term a in
equations 3.16 and 3.27, this is done only when the output firing rate does
not match the target firing rate exactly. This can cause hidden neurons to
become quiescent (neurons that do not fire any spike) during the learning
process and not to contribute to the activity of the output neurons. Synaptic
scaling eliminates this problem by setting a minimum firing rate.
Appendix A: Neuron Model
The computing units of the feedforward network used in all simulations
are described by the Spike Response Model (SRM) (Gerstner, 2001). SRM
considers the spiking neuron as a homogeneous unit that fires an action
potential, or a spike, when the total excitation reaches a certain threshold,
ϑ . The neuron is characterized by a single variable, themembrane potential,
u(t) at time t.
The emission of an action potential can be described by a threshold
process as follows. The spike is triggered if the membrane potential u(t) of
neuron reaches the threshold ϑ at time t f :
u(t f ) = ϑ and d
dt
u(t f ) > 0. (A.1)
In the case of a single neuron j receiving input from a set of presynaptic
neurons i ∈  j, the state of the neuron is described as follows,
uj(t) = η
(
t − t fj
)+∑
i∈I
∑
k
w jiyi, (A.2)
where yi is the spike response function of the presynaptic neuron i ∈ I and
wji is the weight between neurons i and j; t
f
j is the last firing time of neuron
j. The kernel η(t) includes the form of the action potential as well as the
after-potential:
η(t) = −ϑ exp
(
− t
τr
)
, (A.3)
where τr > 0 is the membrane time constant, with η(t) = 0 for t ≤ 0.
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The unweighted contribution of a single synaptic to the membrane po-
tential is given by
yki (t) =
∑
f
ε
(
t − t fi
)
, (A.4)
with ε(t) is the spike response function with ε(t) = 0 for t ≤ 0. The times
t fi represent the firing times of neuron i. In our case, the spike response
function ε(t) describes a standard postsynaptic potential,
ε(t) = t
τ
exp
(
1 − t
τ
)
, (A.5)
where τ > 0 models the membrane potential time constant and determines
the rise and decay of the function.
Appendix B: Detailed Results
In this appendix we present the detailed results of all simulations described
in section 5. For all simulations, the averaged number of iterations needed
for convergence is calculated over the successful trials.
B.1 XOR Benchmark (Section 5.2). Table 3 shows the summarized re-
sults for the XOR benchmark where the learning algorithm is tested with
a different values for learning parameters A+ and A−. Table 4 shows the
convergence rate and the average number of iterations for the XOR bench-
mark when the network is tested with a different number of delayed
subconnections.
B.2 Iris Data Set (Section 5.3). Table 5 shows the convergence rate and
the average number of iterations for the Iris data set when the network is
tested with 8 to 12 subconnections.
B.3 The XOR Task with Spike Train Patterns (Section 5.4). Table 6
shows the convergence rate and the average number of iterations for this
task when the network is different hidden layer sizes.
B.4 Learning Sets of Temporal Patterns (Section 5.5). Table 7 shows
the summarized results for the task trained with noise-free patterns. In
Table 7(left), the network is trained with 10 pattern pairs and different
hidden layer sizes, while in Table 7(right), the network is trained with
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Table 3: Summarized Results for the XOR Problem.
Successful Average Number Successful Average Number
A+ Trials (%) of Iterations A− Trials (%) of Iterations
0.5 97 331 ± 46 0.00 97 231 ± 30
0.6 98 232 ± 24 0.10 98 196 ± 24
0.7 95 262 ± 38 0.20 96 157 ± 16
0.8 97 144 ± 35 0.30 96 187 ± 28
0.9 96 184 ± 23 0.40 95 204 ± 37
1.0 96 204 ± 34 0.50 98 137 ± 16
1.1 92 166 ± 27 0.60 96 207 ± 31
1.2 96 207 ± 31 0.70 95 191 ± 33
1.3 95 174 ± 30 0.80 98 185 ± 31
1.4 97 183 ± 28 0.90 86 203 ± 31
1.5 93 204 ± 36 1.00 88 200 ± 30
1.6 93 273 ± 43 1.10 80 257 ± 33
1.7 96 163 ± 27 1.20 70 349 ± 42
1.8 94 181 ± 32 1.30 65 382 ± 30
1.9 95 221 ± 32 1.40 45 353 ± 28
2.0 89 141 ± 18 1.50 56 492 ± 32
Notes: (Left) The parameters A+ and A− are varied in order to determine the best val-
ues for faster convergence. The ratio between these parameters is constant A+ = 2A−.
(Right) While keeping A+ = 1.2 fixed, A− is varied in order to determine the best ratio
between these parameters.
Table 4: Summarized Results for the XOR Problem.
Successful Average Number
Subconnections Trials (%) of Iterations
4 11 63 ± 20
6 24 169 ± 37
8 73 192 ± 27
10 81 154 ± 17
12 96 207 ± 31
14 96 309 ± 52
16 73 472 ± 56
Note: The number of delayed subconnections is varied while
keeping the learning parameters fixed A+ = 1.2 and A− = 0.6.
different number of pattern pairs, keeping the size of the hidden layer fixed
to 260 spiking neurons.
B.5 Learning to Generalize (Section 5.6). Table 8 shows the summa-
rized results for this task, where noise is added to the training patterns.
Different noise levels are considered, with input jitters varying from 0 ms
to 4 ms.
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Table 5: Summarized Results for the Iris Data Set.
Successful Average Number Accuracy on the Accuracy on the
Subconnections Trials of Iterations Training Set (%) Testing Set (%)
8 68 125 ± 12 97 ± 0.17 89 ± 0.69
9 80 174 ± 16 96 ± 0.00 94 ± 0.79
10 80 114 ± 13 97 ± 0.00 89 ± 0.47
11 74 140 ± 15 96 ± 0.16 86 ± 0.49
12 68 183 ± 21 96 ± 0.17 91 ± 0.69
Table 6: Summarized Results for a Linearly Nonseparable Problem.
Hidden Successful Average Number
Neurons Trials (%) of Iterations
50 70 293 ± 59
60 54 301 ± 66
70 56 327 ± 91
80 60 469 ± 87
90 76 247 ± 42
100 76 439 ± 73
Table 7: Summarized Results.
Number of Successful Average Number Number of Successful Average Number
Hidden Units Trials (%) of Iterations Patterns Trials (%) of Iterations
200 50 5 ± 0.8 5 100 7 ± 0.7
210 52 6 ± 1.2 6 92 5 ± 0.6
220 78 5 ± 0.6 7 96 5 ± 1.2
230 76 6 ± 1.1 8 92 8 ± 1.5
240 80 5 ± 0.6 9 88 7 ± 0.9
250 74 7 ± 0.8 10 90 6 ± 0.6
260 90 5 ± 0.7 11 72 6 ± 0.7
270 88 4 ± 0.5 12 72 6 ± 0.7
280 80 7 ± 2.4 13 58 5 ± 0.9
290 90 4 ± 0.6 14 40 6 ± 0.9
300 90 4 ± 0.4 15 34 5 ± 1.0
Notes: (Left) The network is trained with 10 pattern pairs, where the size of the hidden
layer is varied in order to determine the best network architecture. (Right) A neural
network with a hidden layer containing 260 neurons is trained with different numbers of
pattern pairs.
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Table 8: Summarized Results for Learning with Noisy Patterns.
Input Jitter Successful Average Number
During Learning Trials (%) of Iterations
0 96 10 ± 1.2
1 98 12 ± 1.1
2 95 19 ± 2.3
3 66 26 ± 5.6
4 64 115 ± 51
Note: The input patterns jitter is varied between 0 ms and
4 ms, while the target jitter is always 1 ms.
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