A parallel block processing for remote sensed images for classification problem is presented in this paper. Due to increase in computational time for processing the remote sensing images for pixel dimension more than 1000 × 1000. Block processing approach is applied for an image in parallel by distributing the task among the cores. K -means is one of the widely used clustering method for analyzing features in images. Hence it is considered for the parallel block processing approach. The parallel Block Processing approach was implemented using Matlab 2014a programming environment. The experiment is carried out on data sets comprising of 200 samples of high resolution orthoimagery satellite images. The result obtained from parallel block processing approach lead to efficient usage of hardware resources, depletion in time compared to sequential K -means algorithm. Results are acceptable and this approach can be applied for image processing operations.
Introduction
In remote sensing applications, it is necessary to classify different features of an image. Image classification and analysis operations are used to digitally identify and classify pixels in the data. Digital image classification techniques group pixels to represent land cover features. Land cover could be forested, urban, agricultural and other types of features. Unsupervised based pixel classification is one of the technique in segmentation process of digital image, where the similar pixels are grouped together to a form cluster or spectral signature.
Images obtained using space remote sensing of the Earth play a crucial role in research, industrial, economic, military and other applications. Development of remote sensing spacecraft and associated ground-based imaging actively conducted throughout the world 1 . K -Means is a partitional clustering algorithm based on iterative relocation that partitions a datasets in to k clusters. K -Means is an unsupervised classification technique. Unsupervised classification algorithms do not compare points to be classified with training data. Rather, unsupervised algorithms examine a large number of unknown data vectors and divide them into classes based on properties inherent to the data sets 2 . Since k means clustering algorithm is widely and commonly used algorithm for clustering the satellite images, hence this algorithm is employed for parallel block processing exhibiting the task parallelism.
Parallel Block Processing exhibits single program multiple data (SPMD) parallel programming model, which allows for a greater control over the parallelization of tasks. The tasks could be distributed and assigned to parallel processes or labs or sessions. An operation in which an image is processed in blocks at once. The blocks have the same size across the image. Some operation is applied to blocks parallel at a time by distributing an operation/task among the workers hence the name task parallelism. Then blocks are reassembled to form an output image. Existing clustering algorithms exhibits high computational time for larger images of pixel dimension greater than 1000. The main focus of this paper is to tackle this problem by using block processing which performs in parallel using matlab programming environment. The main advantage is to make use of current multi-core architectures available in commercial processors efficiently which in turn increases speedup of clustering process for the larger images. Therefore, the presented approach doesn't require special hardware and can run on machines that are commercially available.
This paper is organized as section 2 depicts the Literature survey on related work, section 3 explains the Parallel block Processing and section 4 illustrates an experimental results of Parallel Block Processing followed by Conclusion with Future Scope.
Related Work
Zhenhua Lv, Yinge Hu, Haidong Zhong, Jianping Wu, Bo Li and Hui Zhao implemented K -means clustering in parallel on Hadoop platform 3, 4 , that implements the MapReduce Programming Model 5 which is first proposed by Google for visualization but not suitable for handling the large images. 6 illustrates about the parallel implementation of commonly used k-means clustering algorithm on NVIDIA G80 PCI express using processing elements of CUDA. Their results showed over 13x improvement in performance comparing to 3 GHz Intel Pentium based running PC. 7 deals with parallel processing of k-means clustering on medical image of gall bladder and liver. In this paper an image is read from endoscopy k means is applied and k means is applied clustered into 2, sent to 2 slave processors. Clustering process is repeated and sent to 4 slave processors. Back propagation neural network is used to identify the organ present in the image. The results are consolidate to the master processor. 8 proposed a distributed programming model message passing interface (MPI) for the parallel implementation of K -Means. 9 focused on single program multiple data (SPMD) concept of parallel k-means on a network of workstations. Their focus is on reduction in time complexity of serial k-Means with respect Data Parallelism and to eliminate a limitation in memory usage on legacy system when data sets are large. 10 proposed the method for initial cluster center selection and the design of parallel k-means algorithm. 11 developed the tool for parallel K -Means in agricultural field by considering the soil datasets such as characteristic, soil textures and lime status as attributes for clustering. To the best of our knowledge, a parallel block processing of the k-means clustering algorithm has not been reported in the literature for larger satellite images.
Parallel Block Processing
The computational power and processing time is very high for large amount of data to be processed on all levels of image processing. A single color image with 1024 × 1024 pixels and a color resolution of 8 bits per color (i.e., red, green, blue) required 3MB of memory. However, parallel processing 12 of the image data significantly reduces the processing time, particulary a large number of processors can be used efficiently. This is especially the case for the lower levels of image processing, for example when processing is done on pixel level. Some image processing operations involve processing an image in sections called blocks, rather than processing an entire image at once. The block processing function divides an input image into blocks, calls the specified function for each block and reassembles the results into an output image. There are two basic operations to perform for block processing such as parallel block operations and sliding neighbourhood operations. In a sliding neighbourhood operation, the input image is processed in a pixel wise fashion. That is, for each pixel in the input image, some operation is performed to determine the value of the corresponding pixel in the output image. The operation is based on the values of a block of neighbouring pixels. In parallel block operation, the input image is divided into subimages as two, four, eight denoted as tiles of specified dimension based on the size of an input image as depicted in Fig. 1 . Each subimage is processed by different thread, that perform a k means clustering using sequential algorithm and block operations is performed on subimages parallel at a time. Parallel block processing 13 allows to process many blocks simultaneously by distributing computation of task to collection of workers, called matlab session. The matlab session with which program interact is called the client. The client reserves a matlab pool called collection of workers. Serial execution is faster than parallel for processing the smaller images but parallel processing is faster than sequential execution for larger images. Three factors need to be considered for parallel block operations such as image size, block size and function used for processing.
In general, using larger blocks while block processing an image results in faster performance than completing the same task using smaller blocks. However, sometimes the task or algorithm applied to an image requires a certain block size, and smaller blocks need to be used. When block processing using smaller blocks, parallel block processing is typically faster than regular (serial) block processing, often by a large margin.
There are basically three approaches for selecting the block size that resulted the influence of improve in performance measurement. These three approaches 14 are square block, row shaped block and column shaped block respectively. The illustrations of parallel block processing approach is depicted in section 4 and process of time consumption of sequential which is executed by single core and parallel block processing executed/processed by multiple threads is illustrated for an remote sensing image taking k-means clustering approach.
In the first approach square block of equal size in dimension is considered. In second approach Column shaped block, each block spans the height of an image. The amount of time it takes to process an image with column shaped blocks is proportional to the number of disk reads. In third approach row shaped block, each block spans the width of an image.
Experimental Results
In this section, results obtained with the parallel block processing of K -means for high resolution orthoimages are presented followed by performance evaluation.
The Parallel Block processing approach has been tested on an Intel Xeon CPU E3-1220 V2@ 3.10 GHz, 8.00 GB RAM. We implemented sequential and parallel block processing approach for K -Means in Matlab 2014a programming environment by varying the number of workers as 2, 4, 8 and 12. Two datasets comprising of images of more than 200 of orthoimagery such as high resolution 15 and medium resolution aerial images captured by different sensors such as IKONOS, of spectral bands of natural color (RGB) is considered for experimental purpose for segmentation. For High resolution images 16 bit depth of resolution 30, 50 and 80 cm, file size exceeding 800 KB but limited to 1 GB, image pixel dimensions of 1280 × 800, 2640 × 2640, 4656 × 5793, 5528 × 5350 and 9052 × 4965 covering large area of approximately 2.8 × 3.0 Km of some parts of India, USA, chile, France and so forth with 3 spectral bands (RGB) is considered for experimentation. For Medium resolution images of 8 bit depth of resolution 30, 50 and 40 cm where file size of 786 KB, 955 KB, 1.17 MB of pixel dimension 2000 × 1024 is considered. Aerial images in tif, jpeg and png format is considered.
Following Fig. 3 . Illustrates the sample input images of high resolution orthoimagery followed by it's serial execution of K means with its Parallel Block Processing.
Following Fig. 4 and Fig. 6 illustrates the clustering results of a K means algorithm (using Euclidean distance) for different values of K 2, 4. Figure 5 and Fig. 7 are the outcome of Parallel Block processing for K -Means for Clusters 2 and 4. Table 1 to 4 illustrates comparison of sequential and parallel processing computation time for varying number of cores as 2, 4, 8 and 12. 
Performance evaluation
The performance of parallel block processing approach has been evaluated by varying the number of cores such as 2, 4, 8 and 12 for specified clusters. Table 5 illustrates the speed up calculation for 2 cores and for cluster 2 followed by its graphical representation. From the above experimental results it is observed that as the number of workers for processing distinct block processing of an image increases speedup increases and efficiency decreases. Since the image is divided into distinct blocks and processed parallel by different workers in matlab, execution time is reduced. Speedup is serial divide by parallel time. Efficiency is 100*speedup/number of workers. Efficiency is inversely proportional to the number of workers. As number of workers for processing increases, efficiency decreases as the work is divided among the cores. Hence the proposed work is more efficient in implementing parallel block processing rather than sequential.
Conclusions and Future Scope
In this paper, we focused on implementing K -Means clustering algorithm using distributed programming model. Task level parallelism is exhibited for parallel block processing. The effect of parallel processing by varying number of cores for parallel block processing has been theoretically and experimentally studied. Experiments have been carried for different number of clusters as 2, 4, 7, 10 and by varying cores as 2, 4, 8, 12 and also performance evaluation is depicted by plotting the graph, it proves to be evident that the presented implementation is more efficient as the number of cores increases. It is estimated from the experimental results that speedup increases with an increase in size of an image pixel dimension. It is also examined that as number of worker increases the processing time for segmenting an aerial images decreases. This parallel Block Processing approach suggests that using CPU a high speed performance is achieved.
In the Future, the intention is to use different approaches of parallel block processing such as row shaped, column shaped, square shaped and analyzing computational time and its efficiency for images of size more than 1 GB. Further presented approach can be applied for classification of hyperspectral images in GPU and Co-processor.
