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Abstract
The Voronoi diagram in a ﬂow ﬁeld is a tessellation of water surface into regions according to the nearest island in the sense of a
“boat-sail distance”, which is a mathematical model of the shortest time for a boat to move from one point to another against the ﬂow
of water. The computation of the diagram is not easy, because the equi-distance curves have singularities. To overcome the difﬁculty,
this paper derives a new system of equations that describes the motion of a particle along the shortest path starting at a given point
on the boundary of an island, and thus gives a new variant of the marker-particle method. In the proposed method, each particle can
be traced independently, and hence the computation can be done stably even though the equi-distance curves have singular points.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The Voronoi diagram is one of the most fundamental concepts in computational geometry, and its algorithms and
applications have been studied extensively [5,10,16]. This concept has also been generalized in a variety of directions
by replacing the Euclidean distance with other metrics such as the Lp-distance [14], weighted distances [3,6], the
geodesic distance [2], the power distance [4,13], and a skew distance [1] to mention a few. However, some of them are
difﬁcult to compute. A typical example that is difﬁcult to compute is the Voronoi diagram in a ﬂow ﬁeld proposed by
Nishida and Sugihara [15].
Suppose that a ﬂow ﬁeld is given on the surface of water, and consider a boat that is propelled by constant power.
This boat can move in the direction of ﬂow faster than in the opposite direction. Thus, a “boat-sail distance” is deﬁned
as the shortest time necessary for the boat to move from one point to another. According to this distance, the surface of
water is partitioned into territories of the nearest islands. This partition is called a boat-sail Voronoi diagram.
The simplest version of this Voronoi diagram was studied by Sugihara [21], where the ﬂow is homogeneous and
the islands are points. The boundaries of that diagram is part of parabolas, and hence the computation is not difﬁcult.
Actually, the Voronoi diagram can be computed in O(n log n) time for n islands.
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On the other hand, if a general ﬂow ﬁeld and/or general shapes of islands are given, the computation of the associated
Voronoi diagram is not easy. Actually, the analytical form of the boundary curve is not known, and hence what we can
expect is only approximation.
Nishida and Sugihara [15] derived a partial differential equation representing the ﬁrst arrival time of the boat, which
is similar to the eikonal equation [7]. However, they observed that the fast marching method [19,20], which works
well for the eikonal equations, cannot be applied to this equation; instead they proposed a new approximation scheme,
called a cone-approximation scheme to compute this Voronoi diagram in a stable manner.
Nevertheless, theirmethod gives an approximation of the diagram in the form of a digital picture. The time complexity
is O(N logN), where N is the number of pixels of the digital picture, and hence is not very large. However, still the
computational cost is not small if we want high resolution.
In this paper, we propose a quite different method for computing the boat-sail Voronoi diagram. This method is
originally based on the marker-particle method for tracing time-varying particles. The original marker-particle method
was old [12], and has many variants [9,18]. This method is usually used for free surface problems, in which the
particles move passively in the ﬂow ﬁeld. On the other hand, we apply the marker-particle method to active movement
of particles, that is, we trace the motion of the boat along the shortest path against the ﬂow.
However, an ordinary marker-particle method does not work for our problem, because the equi-distance curve has
singularities. In order to trace the shortest path, we need the normal to the equi-distance curve, but the ﬁnite-difference
computation of the normal is quite unstable because of the singularities of the equi-distance curve.
In order to circumvent this difﬁculty, we derive a new system of differential equations that describes the dynamics
of the particle and its normal simultaneously. This system of equations enables us to trace each marker particle
independently. Moreover, the shortest path itself does not have singularity, and hence we can trace the marker particle
in a stable manner.
The structure of the paper is as follows. In Section 2, we brieﬂy review the deﬁnition of the boat-sail distance and
the associated Voronoi diagram. In Section 3, we see how unstable the ordinary marker-particle method is. In Section
4, we derive a new system of partial differential equations for describing the dynamics of the particle and its normal
to the associated equi-distance curve, and thus construct a stable version of the marker-particle method. In Section 5,
we give some remarks on the initial conditions for placing the particles at time 0, in Section 6, we give examples of
computation, in Section 7, we discuss about basic properties of the boat-sail Voronoi diagram, and ﬁnally in Section 8,
we give concluding remarks.
2. Voronoi diagram in the ﬂow ﬁeld
Let  ⊂ R2 be a two-dimensional domain with an (x, y) Cartesian coordinate system, and let f (x, y) ∈ R2 be
a two-dimensional vector given at each point (x, y) in . An interpretation is that  represents the surface of water
and f (x, y) represents the velocity of water ﬂow. Hence, we call f (x, y) the ﬂow ﬁeld. We assume that f (x, y) is
continuously differentiable in .
We consider a boat that has the maximum speed F on the still water, that is, the boat can move at speed F in any
direction if there is no ﬂow of water. Let t denote a short time interval. Suppose that a driver tries to move the boat at
speed F in the direction vF , where vF is the unit vector, and consequently the boat moves from the current point p to
new point p+tFvF in time t if there is no ﬂow of water, as shown by the broken arrow in Fig. 1. On the other hand,
the ﬂow of water also displaces the boat by tf (x, y). Hence, the actual movement u of the boat in time interval t
p
Δu
FvFΔt
fΔt
Fig. 1. Relation among the actual movement u, the water ﬂow f and the boat velocity FvF .
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is represented by
u = tFvF + tf (x, y). (1)
Therefore, the effective speed of the boat in the ﬂow of water is given by∣∣∣∣ut
∣∣∣∣= |FvF + f (x, y)|. (2)
Let us assume that F is larger than the maximum ﬂow speed, that is,
F > max
(x,y)∈
|f (x, y)|. (3)
This implies that the boat can move in any direction against the ﬂow.
Now, we deﬁne the shortest path on the surface of water. Let p and q be two points in. Let c(s) denote a curve from
p to q with the arc-length parameter s (0s s¯) such that c(0) = p and c(s¯) = q. Then, the time (c, p, q) necessary
for the boat to move from p to q along the curve c(s) with the maximum speed can be represented by
(c, p, q) ≡
∫ s¯
0
1
|u/t |ds =
∫ s¯
0
1
|FvF + f (x, y)|ds. (4)
Let C(p, q) be the set of all paths from p to q. We deﬁne d(p, q) by
d(p, q) ≡ inf
c∈C(p,q) (c, p, q). (5)
That is, d(p, q) represents the shortest time that is necessary for the boat to move from p to q. We can consider that
d(p, q) is proportional to the effective distance from p to q. Hence, we call d(p, q) the boat-sail distance from p to q.
Note that d(p, q) is not symmetric, and consequently does not satisfy the distance axiom, but still we abuse the term
“distance” because it is close to an intuitive meaning of the “distance”.
Now, we are ready to deﬁne a generalized Voronoi diagram with respect to the boat-sail distance. Let P =
{p1, p2, . . . , pn} be a set of n points, called boat harbors, in . For pi ∈ P , we deﬁne region R(P ;pi) by
R(P ;pi) =
⋂
j =i
{p ∈  | d(pi, p)< d(pj , p)}. (6)
The set R(P ;pi) represents the set of points that the boat at harbor pi can reach faster than any other boat, and hence
can be considered the territory of the boat at pi . The domain  is partitioned into R(P ;p1), R(P ;p2), . . . , R(P ;pn)
and their boundaries. We call this partition the Voronoi diagram for P with respect to the boat-sail distance, or the
boat-sail Voronoi diagram for P, for short. The elements of P are called the generators of this boat-sail Voronoi
diagram.
We can still generalize this Voronoi diagram by generalizing the generators. Let G be a subset of . For any point p
in , we deﬁne the boat-sail distance d(G, p) from G to p by
d(G, p) ≡ inf
q∈Gd(q, p). (7)
A physical interpretation of this distance is as follows. Suppose that G is an island in , and many boats are harbored
along the seashore of this island, and hence a boat is ready to start at any point on the seashore. In this situation, d(G, p)
represents the shortest time in which the nearest boat belonging to G can reach the point p.
Let  = {G1,G2, . . . ,Gn} be a set of n disjoint subsets, called islands, of . For each Gi ∈ , we deﬁne region
R(;Gi) by
R(;Gi) ≡
⋂
j =i
{p ∈  | d(Gi, p)< d(Gj , p)}. (8)
Where R(;Gi) represents the set of points which can be reached faster from island Gi than from any other island,
and hence can be regarded as the territory ofGi . The domain is partitioned into R(;G1), R(;G2), . . . , R(;Gn)
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and their boundaries. This partition is called the boat-sail Voronoi diagram for , and the elements of  are called
“generators”.
Our goal is to compute the boat-sail distance and the boat-sail Voronoi diagram stably for given ﬂow and generators.
3. Instability of a marker-particle method
The most fundamental part of the computation of the boat-sail Voronoi diagram is the computation of the boat-sail
distance. So, let us concentrate on the computation of the equi-distance map from the seashore of an island G.
As a simple example, let us consider a seashore deﬁned by
y = − cos x, (9)
where we regard the upper side as the water surface. Suppose that the ﬂow is given by
f (x, y) = (,  sin x), (10)
with = 0.15, and the speed of the boat is given by F = 1. That is, the water ﬂows slowly from left to right along the
seashore, as shown in Fig. 2.
The correct equi-distance curves from the seashore are as shown in Fig. 3(a).As shown in this ﬁgure, the equi-distance
curves have self-intersections; this is because some points on the surface of water are in equal distance from two points
on the seashore with respect to the boat-sail distance. If we concentrate on the ﬁrst arrival time and delete the other
part of the equi-distance curves, we get the result shown in Fig. 3(b).
As shown in this example, the equi-distance curve has singularity even in a very simple situation. This kind of
singularity sometimes makes computation unstable.
Fig. 2. Simple seashore and ﬂow.
Fig. 3. Equi-distance curves (a), and the contour of the ﬁrst arrival time (b).
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Fig. 4. Motion of a marker particle.
The equi-distance curve is a curve whose points have the same arrival time of the boat from the seashore. Thus,
the equi-distance curve moves in time. Hence, a natural way to compute the equi-distance curves is to trace the curve
in time steps, and a typical method for this purpose is a marker-particle method. In this method, we ﬁrst place many
points, called marker particles, on the seashore and try to trace each particle as time goes.
As shown in Fig. 4, let E(t) be the equi-distance curve for the seashore at time t, and let p(t) be a point on the curve
E(t). Let n(p) be the unit normal to the curve E(t) whose orientation is in the opposite to the seashore, where p is the
abbreviation of p(t). Suppose that a particle at p moves in such a way that it goes as far as possible from the seashore.
Then, if there is no ﬂow of water, the particle moves to p + tFn(p) in time t . However, the ﬂow will carry the
particle by tf (p) in time t , and hence the actual location of the particle at time t + t is
p(t + t) = p(t) + tFn(p) + tf (p). (11)
Hence, we get
p(t + t) − p(t)
t
= Fn(p) + f (p). (12)
Taking the limit t → 0, we get
dp
dt
= Fn(p) + f (p). (13)
To solve this system of equations numerically, we need the normal to the equi-distance curve and hence we have
to consider p and its neighbors simultaneously. Let p1(t), p2(t), . . . , pN(t) be the sequence of points on the equi-
distance curve E(t). We ﬁrst place p1(0), p2(0), . . . , pN(0) along the seashore sufﬁciently densely in this order, and
then compute pi(t) for t = t, 2t, 3t, . . . step by step for all i = 1, 2, . . . , N . Assume that we obtained pi(t) for
i = 1, 2, . . . , N . Then, the derivative dpi/dt is approximated by ﬁnite difference
pi(t + t) − pi(t)
t
, (14)
and hence from Eq. (13), we get
pi(t + t) = pi(t) + Ftn(pi(t)) + tf (pi(t)). (15)
On the other hand, the target to the equi-distance curve E(t) at pi(t) is approximated by the central ﬁnite difference
pi+1(t) − pi−1(t)
|pi+1(t) − pi−1(t)| , (16)
and hence the normal direction is obtained by rotating this vector by /2. Let us denote by Rot(v) the rotation of the
vector v by /2. Then, Eq. (15) can be re-written as
pi(t + t) = pi(t) + Ft Rot
(
pi+1(t) − pi−1(t)
|pi+1(t) − pi−1(t)|
)
+ tf (pi(t)). (17)
This is the scheme of the marker-particle method to compute pi(t + t) from pi−1(t), pi(t) and pi+1(t).
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Fig. 5. Result of computation based on an ordinary marker-particle method.
However, when we apply this scheme for the seashore shown in Fig. 2, we get the result as shown in Fig. 5. This
ﬁgure shows that the marker-particle method cannot compute the correct solution. Because of the singularity of the
equi-distance curves, the normal direction cannot be closely approximated by the ﬁnite difference. This is the main
reason of the instability.
Sethian [20] observed a similar instability of the marker-particle method for an evolution equation. In his problem, a
curve changes its shape due to the motion of each point on the curve, and the motion speed depends on the curvature of
the current curve. The curvature is also approximated by the ﬁnite difference of the neighbor points. This approximation
is sometimes incorrect due to singularity of the curve, and thus makes the computation unstable.
In the next section, we consider how to overcome this difﬁculty.
4. Independent tracing of a particle
In order to trace the marker particles, we need the normal to the equi-distance curve. However, if we compute the
normals using the neighbor particles, we come across instability due to singularity of the curve. In order to overcome
the difﬁculty, in this section, we construct a new scheme for computing the normals, in which the information about
neighbor particles are not used.
Let E(t) be an equi-distance curve at t. As shown in Fig. 6, we assume that E(t) is smoothly parametrized by a
parameter s ∈ S ⊂ R, and that p(s, t) ∈ E(t) is a particle which moves on the shortest path for ﬁxed s, i.e.,
E(t) = {p(s, t) ∈ R2 | s ∈ S}, |ps(s, t)| = 0,
where ps(s, t) represents p(s, t)/s and is a tangent vector at p(s, t) along E(t), and we consider the particle’s
movement, namely,
pt (s, t) = Fn(s, t) + f (p(s, t)), (18)
where pt (s, t) represents p(s, t)/t and n(x) is the unit normal vector of E(t) at x ∈ E(t). We choose the parameter
s such that the parameter becomes the arc length at time t = 0.
Let a(s, t) be 1/|ps(s, t)| and we deﬁne
(s, t) ≡ a(s, t)ps(s, t), (19)
which is the unit tangent vector. Since  is perpendicular to n, n(p(s, t)) can be represented by J−1(s, t), where
J =
(
0 −1
1 0
)
.
In what follows, we consider how the tangent vector (s, t) changes at each time t.
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Fig. 6. Directions of a tangent vector and a normal at p(s, t).
Let us represent p and f (p) by their components as
p(s, t) = (x(s, t), y(s, t))T, f (x, y) = (g(x, y), h(x, y))T,
where T means the transposition of the vector. By these notations, the normal vector is written by
n(s, t) =
(
ys
(x2s + y2s )1/2
,− xs
(x2s + y2s )1/2
)T
.
First, we consider the differentiation of pt (s, t) with respect to s:
pts(s, t) = Fns(p(s, t)) + fs(p(s, t)). (20)
We notice that
ns(s, t) =
(
yssxs − xssys
(x2s + y2s )3/2
xs,
yssxs − xssys
(x2s + y2s )3/2
ys
)
= (s, t)ps(s, t)
and
fs(p(s, t)) = (∇Tf )ps(s, t),
where  is the curvature of E(t) at p(s, t), namely,
(s, t) = yssxs − xssys
(x2s + y2s )3/2
and
∇Tf =
(
gx gy
hx hy
)
.
Substituting these relations into Eq. (20), we obtain
pts(s, t) = F(s, t)ps(s, t) + (∇Tf )ps(s, t). (21)
Note that a(s, 0) = 1 is satisﬁed because we chose the parameter s as the arc length at t = 0. Next, we show a(s, t)
is the solution of the following initial value problem for ﬁxed s:
at (s, t) + (F(s, t) + ((∇Tf )(s, t)) · (s, t))a(s, t) = 0, a(s, 0) = 1. (22)
Differentiating a(s, t) by t , we have
at (s, t) = −xsxts + ysyts
(x2s + y2s )3/2
= −ps(s, t) · pts(s, t)
(x2s + y2s )3/2
,
and using Eq. (21), we obtain
at (s, t) = −(F(s, t) + ((∇Tf )(s, t)) · (s, t))a(s, t).
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Finally, differentiating Eq. (19) by t , and using Eqs. (21) and (22), we obtain
t = apst + atps
= a{Fps + (∇Tf )ps} − (F+ ((∇Tf )) · )aps
= (∇Tf )− (((∇Tf )) · )
= (I − T)(∇Tf ),
where I represents the identity matrix.
Consequently, from the relation = Jn, we obtain
nt (s, t) = (I − n(s, t)nT(s, t))J T(∇Tf )Jn(s, t). (23)
We remark that this equation implies the preservation of the length of the unit normal vector n(s, t). Let u(t) and v(t)
be vector-valued functions, and suppose that |u(0)| = 1. If u and v satisfy the differential equation ut = (I − uuT)v,
then we have the equation |u(t)| = 1. This fact is derived as follows: deﬁning w(t) ≡ |u(t)|2 − 1, we can see w(0)= 0
and
wt(t) = 2uTut = 2uT(I − uuT)v = −2wuTv = (−2u · v)w,
and hence we obtain w(t) = 0.
Collecting Eqs. (18) and (23), we get the following new system of equations, which is our goal in this section:
pt (s, t) = Fn(p(s, t)) + f (p(s, t)),
nt (s, t) = (I − n(s, t)nT(s, t))J T(∇Tf )Jn(s, t). (24)
Note that in the above system of equations, the time derivatives of the four unknowns, i.e., the position p(s, t) =
(x(s, t), y(s, t)) of a particle and the normal n(s, t)=(nx, ny) to the equi-distance curve, are represented in terms of the
unknowns x, y, nx, ny themselves together with the given constant F and the known ﬂow functions g(x, y), h(x, y).
Therefore, once x, y, nx, ny are given at time t = 0, we can apply the explicit Euler method [11] to trace the location
and the normal direction of a particle.
The computation can be done for each particle independently; we do not need the locations of nearby particles for
computing the normal direction. This system of equations implies that the motion of each particle has no singularity,
although the resulting equi-distance curves have singularities. Hence, we expect that the computation can be done in a
stable manner by tracing each particle according to the above system of equations.
5. Remarks on initial conditions
In this section, we consider how to give the initial condition, i.e., how to place initial marker particles. Let G be a
generator of the boat-sail Voronoi diagram. We denote by G the boundary of G.
If G is a smooth curve, we place marker particles along G according to a certain rule. For example, we place the
marker particles in equal distance, or place them with the density proportional to the curvature; we can also mix these
two rules.
Next, let us consider the case where G is not smooth. Let p be a point on G at which G is not smooth. If the
water surface forms an angle less than  at p, as shown in Fig. 7 where the shaded area represents the region G, we
need not place more than one particle on p.
On the other hand, if the water surface forms an angle greater than  at p as shown in Fig. 8(a), it is not sufﬁcient to
place only one particle on p. Intuitively, we consider, as shown in Fig. 8(b), that the corner is a smooth curve with a
high curvature and place particles densely. In actual computation, we need not replace the corner with a smooth curve;
instead we simply place at p many particles with different normals, as shown in Fig. 8(c).
A similar situation happens when the generator G is just a point at p. In this case, we place at p many particles, say
p1, p2, . . . , pN , with different normal directions (2/N)i for i = 1, 2, . . . , N .
The motions of marker particles also depend on the ﬂow. Hence, any rule of placing the initial particles is insufﬁcient,
because the particles might become too sparse as time goes on if the ﬂow is far from homogeneous. However, if we
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Fig. 7. Concave corner on the boundary of a generator.
Fig. 8. Convex corner on the boundary of a generator.
ﬁnd that the number of marker particles is not sufﬁcient, we can add new particles because each particle is traced
independently. So it seems better to adaptively add new particles when they become necessary than to construct a
complicated rule for the initial placement of particles.
6. Examples of computation
In this section, we give some examples of computational results of the proposed method. Fig. 9 shows a simple
case. The ﬂow is given by f (x, y) = ((1 − y2)/2, 0); the rough pattern of the ﬂow ﬁeld is shown by the arrows in the
left. In this ﬁgure, (a) shows the paths of the particles emanating from the start point, and (b) shows the associated
equi-distance curves. The shown area is −1.5x1.5,−1y1, the start point is at (0.0, 0.4), and the boat speed
F is 1.2. This example is simple in the sense that there is no singular point in the shown area. The same result can be
obtained also by the conventional marker particle method.
The next example shown in Fig. 10 has the same ﬂow ﬁeld as that in Fig. 9, but is quite different in that singularity
arises in the shown area. In Fig. 10, the shown area is the same as in Fig. 9, but the start point is at (1.2, 0.4) and the boat
speed F is 0.9. Fig. 9(a) shows the paths of particles traced by the conventional marker-particle method, and (b) shows
the associated equi-distance curves. As seen in this ﬁgure, two different shortest paths meet at the left lower portion, at
which the normal directions were not computed correctly, and consequently the paths were not traced correctly. On the
other hand, (c)–(e) show the behavior of the proposed method; (c) shows the paths of particles traced by the proposed
method, (d) shows the equi-distance curves, and (e) shows the ﬁnal output showing the contour map of the ﬁrst arrival
time. As shown in (e), the contours were computed stably even though singularity arises.
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Fig. 9. Example 1: f (x, y) = ((1 − y2)/2, 0); shown area −1.5x1.5,−1y1; start point (0, 0.4); boat speed F = 1.2: (a) paths traced by
the proposed method; (b) equi-distance curves associated with (a).
Fig. 10. Example 2: the ﬂow ﬁeld and the shown area are the same as Fig. 9; start point (1.2, 0.4); boat speed F = 0.9: (a) paths traced by the
conventional method; (b) equi-distance curves associated with (a); (c) paths traced by the proposed method; (d) the equi-distance curves associated
with (c); (e) the contour of the ﬁrst arrival time.
The equi-distance curves were computed in the following way. Let pi(t) be the ith marker particle at time t. At
time t = 0, p1(0), p2(0), . . . , pn(0) are placed along the island counterclockwise in this order, and at times tj = jt ,
j = 1, 2, . . . , pi(tj )’s are computed by the explicit Euler method according to Eq. (24). Then, we get the equi-distance
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Fig. 11. Point of self-intersection of an equi-distance curve.
Fig. 12. Example 3: the ﬂow ﬁeld and the seashore are as shown in Fig. 2: (a) paths traced by the conventional method; (b) paths traced by the
proposed method.
curve at time t = tj by connecting the points p1(tj ), p2(tj ), . . . , pn(tj ) in this order. The curves shown in Fig. 10(d)
was obtained in this manner. Next, for each time t = tj , we check whether the equi-distance curve has self-intersections.
If it has, we compute the points of intersections.
Suppose that, as shown in Fig. 11(a), for some i < k the segment pi(tj )pi+1(tj ) and pk(tj )pk+1(tj ) has a point
of intersection at point p∗. Recall that the initial particles pi(0), i = 1, 2, . . . , n, are placed counterclockwise along
the boundary of the island, and hence the equi-distance curve normally moves toward the right as time t goes on.
This means that the left side of each segment does not belong to the ﬁrst-arrival curve. So we delete the sub-
string p∗, pi+1(tj ), . . . , pk(tj ), p∗, from the equi-distance curve, and get the curve composed of the points with
the same ﬁrst arrival time, as shown in Fig. 11(b). The curves shown in Fig. 10(e) was obtained in this
manner.
Fig. 12 shows another example, where the seashore and the ﬂow ﬁeld are given in Fig. 2. Fig. 12(a) shows the paths
of particles traced by the conventional method, while (b) shows the paths traced by the proposed method. We can see
that the paths were not traced correctly in (a), while the paths were traced successfully in (b). The equi-distance curves
computed for (a) is shown in Fig. 5, while that computed from (b) is shown in Fig. 3(a).
Two more examples are shown in Figs. 13 and 14. In Fig. 13, the ﬂow ﬁeld is f (x, y)= ((y +1)2/2, 0), the seashore
is y = −(2x + 1)/3, the boat speed is F = 0.5, and the shown area is −1.5x1.5,−1y1. In Fig. 14, the ﬂow
ﬁeld and the shown area are the same as in Fig. 13, the seashore is deﬁned by a B-spline curve and the boat speed is
F = 1.0. In both ﬁgures, (a) shows the paths traced by the conventional method, (b) shows the associated equi-distance
curves, (c) shows the paths traced by the proposed method, (d) shows the associated equi-distance curve, and (e) shows
the contour map of the ﬁrst arrival time.
In both cases, we can observe that the conventional method failed in tracing the shortest paths because of singularity,
while the proposed method can stably trace the paths.
Some readers might feel that these examples are unrealistic because the ﬂow ﬁeld does not reﬂect the shape of the
seashore. However, there is another, a little more realistic, interpretation. Suppose that a forest ﬁre arises in a windy
area, and that we want to estimate how the ﬁre will grow. If the forest is homogeneous and there is no wind, the ﬁre
front will grow at the same speed in every direction, just as a boat can move on still water. If there is wind, on the other
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Fig. 13. Example 4: f = ((y + 1)2/2, 0); shown area −1.5x1.5,−1y1; seashore y = −(2x + 1)/3; boat speed F = 0.5.
hand, the wind will carry the ﬁre front just as the water ﬂow carries the boat. Hence, we replace the seashore with the
initial ﬁre front, and the water ﬂow with the wind. Then, the equi-distance curves in Fig. 11 can be interpreted as the
estimated location of the frontier of the forest ﬁre at each time in future.
Fig. 15 shows the boat-sail Voronoi diagram for 10 generating points computed by the proposed method; the arrows
at the left of this ﬁgure are the rough sketch of the ﬂow, the thin lines show the equi-distance curves, and the thick lines
show the associated Voronoi diagram.
7. Geometric properties of the Voronoi diagrams
Next, we consider basic properties of the Voronoi diagram in the ﬂow ﬁeld. Let = {G1,G2, . . . ,Gn} be the set of
generators in the domain . We assume that the generators are simply connected and are mutually disjoint. We also
assume that  is also simply connected.
Let p ∈  be any point in the domain . Suppose that p ∈ R(;Gi), that is, p belongs to the Voronoi region of Gi .
This implies that there is a point q ∈ Gi and the shortest path c from q to p such that
d(G, p) = (c, q, p).
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Fig. 14. Example 5: the ﬂow ﬁeld and the shown area are the same as in Fig. 13; boat speed F = 1.0; seashore is deﬁned by a B-spline curve.
Fig. 15. Example of the boat-sail Voronoi diagram.
Moreover, any point r on the path c also belongs toR(;Gi), because if r belongs toR(;Gj), j = i, then the shortest
path from Gj to r followed by the part of the path c from r to p is shorter than c, which contradicts p ∈ R(;Gi).
Therefore, the next property holds.
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Property 1. The Voronoi region R(;Gi) of the Voronoi diagram in the ﬂow ﬁeld is connected.
Note that R(;Gi) is not necessarily simply connected. An example of a non-simply connected region can happen
in the following situation. Suppose that  is a circular disk, the water ﬂows circularly and the speed of the ﬂow is
small at the center and is much larger around the peripheral. Moreover, suppose that there is only one generator near
the peripheral. In this case, the generator near the peripheral can get a doughnut-shape region surrounding the regions
of other generators near the center, and thus forms a non-simple region.
Next, let us consider the complexity of the Voronoi diagram. Let e be the number of Voronoi edges and v be the
number of Voronoi vertices. For simplicity, we assume that  is the plane itself.
TheVoronoi region partitions the domain into n connected regions and their boundaries. The edges and the vertices
form an embedding of a planar graph in the plane. Hence, its dual graph whose vertices are generators and whose edges
are pairs of generators sharing a Voronoi edge is also an embedded graph. Two Voronoi regions can share more than
one edge, and consequently the dual graph can have parallel edges. However, if two Voronoi regions share more than
one edge, there is at least one other Voronoi region surrounded by the two regions. Therefore, in the dual graph, every
face has at least three edges on its boundary. Thus, we get 3v2e. This inequality together with the Euler formula
v − e + n = 2 implies e = O(n) and v = O(n). Thus, we get the next property.
Property 2. The number of Voronoi edges and the number of Voronoi vertices are O(n) in the Voronoi diagram for n
generators in the ﬂow ﬁeld.
It is interesting to note that the complexity of theVoronoi diagram is linear no matter how complicated the ﬂow ﬁeld
is, provided that the ﬂow ﬁeld is continuously differentiable.
The boundary lines of the Voronoi regions, i.e., the thick lines in Fig. 15, were generated by connecting the points
of intersections of the equi-distance curves with the same distance values. Hence, the boundaries were approximately
represented by polygonal curves. Once we get this kind of a representation of the tessellation, standard point location
techniques [17,8] can be used to ﬁnd, for any query point, the region that contains the point.
8. Concluding remarks
In this paper, we have proposed a stable marker-particle method for computing the boat-sail Voronoi diagram for
generators with arbitrary shapes. The basic tool in the computation is the construction of equi-distance curves with
respect to the boat-sail distance. However, an ordinary marker-particle method does not work stably because the
equi-distance curves have singularities.
The key observation in our new method is that, while the equi-distance curves have singularities, the shortest paths
themselves do not have singularities. Therefore, we expected that if it could trace each shortest path independently,
we would be able to compute the equi-distance in a stable manner. Actually, we succeeded in deriving the system of
dynamic equations on four variables corresponding to the location of a particle and the normal to the equi-distance
curve at that point, and thus constructed a method for tracing each particle individually. Indeed, our system of equations
can be solved by the explicit Euler method. Computational experiments also supported the stableness of the proposed
method.
The boat-sail distance and the associated Voronoi diagram can be regarded as a mathematical model not only of the
behavior of boats on water with ﬂow, but also of other phenomena such as the behavior of a forest ﬁre in a windy day
and the behavior of diffusion of pollutants in windy air. Therefore, the proposed method can be a robust computational
tool for the analysis of these phenomena. Applications to these areas are included in our future work.
Other work for future includes the extension to a three-dimensional space and the extension to other physical models
in which the ﬂow is replaced by other sources of the deformation of the distance.
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