A unified framework of multi-objective cost functions for partitioning unstructured finite element meshes  by Cai, Xing & Bouhmala, Noureddine
Applied Mathematical Modelling 31 (2007) 1711–1728
www.elsevier.com/locate/apmA uniﬁed framework of multi-objective cost functions
for partitioning unstructured ﬁnite element meshes
Xing Cai a,b,*, Noureddine Bouhmala c
a Simula Research Laboratory, P.O. Box 134, N-1325 Lysaker, Norway
b Department of Informatics, University of Oslo, P.O. Box 1080, Blindern, N-0316 Oslo, Norway
c Vestfold University College, P.O. Box 2243, N-3103 Tønsberg, Norway
Received 1 June 2004; received in revised form 1 April 2006; accepted 12 June 2006
Available online 1 August 2006Abstract
Good performance of parallel ﬁnite element computations on unstructured meshes requires high-quality mesh parti-
tioning. Such a decomposition task is normally done by a graph-based partitioning approach. However, the main short-
coming of graph partitioning algorithms is that minimizing the so-called edge cut is not entirely the same as minimizing the
communication overhead. This paper thus proposes a uniﬁed framework of multi-objective cost functions, which take into
account several factors that are not captured by the graph-based partitioning approach. Freely adjustable weighting
parameters in the framework also promote a ﬂexible treatment of diﬀerent optimization objectives. A greedy-style post-
improvement procedure is designed to use these cost functions to improve the quality of subdomain meshes arising from
the graph-based partitioning approach. Both serial and parallel implementation of the post-improvement procedure have
been done. Numerical experiments show that communication overhead can indeed be reduced by this improvement pro-
cedure, thereby increasing the performance of parallel ﬁnite element computations.
 2006 Elsevier Inc. All rights reserved.
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The ﬁnite element method is a widely used technique for solving partial diﬀerential equations. For a given
spatial domain, a computational mesh consisting of elements is needed in the ﬁnite element discretization. The
typical element shapes are triangles and quadrilaterals in two space dimensions, tetrahedra, boxes, and prisms
in three dimensions, see e.g., [1]. Unstructured meshes are frequently used in the ﬁnite element method, for han-
dling irregular-shaped spatial domains and/or for enabling special treatment of certain regions of a spatial
domain.0307-904X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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1712 X. Cai, N. Bouhmala / Applied Mathematical Modelling 31 (2007) 1711–1728When the size of a ﬁnite element mesh is too large for single-processor computers, parallel computing must
be adopted. As will be explained in Section 2, subdomain-based parallelization suits very well for this pur-
pose. The core of subdomain-based parallelization lies in a decomposition of the spatial solution domain into
a set of subdomains, distributed to a number of processors. The parallel performance depends heavily on both
load balancing and communication overhead, where the ﬁrst issue requires an even distribution of the ele-
ments and nodal points among the subdomains, and the second issue should be addressed by minimizing both
the number of subdomain neighbor pairs and the number of shared nodal points between neighboring
subdomains.
Partitioning an unstructured ﬁnite element mesh is a non-trivial task. Many publications (see Section 1.3)
have been devoted to this subject. The de-facto standard approach is to use some variant of the graph parti-
tioning algorithms. More speciﬁcally, the mesh partitioning problem is translated into a graph partitioning
problem, where each element of a ﬁnite element mesh becomes a vertex in a corresponding graph. The essence
is that once the translated graph is partitioned with respect to the vertices, there arises a corresponding par-
titioning of the ﬁnite element mesh with respect to the elements.1.1. Some motivating observations
It has been relatively well known (see e.g., [2–4]) that the quality of the subdomain meshes, resulting from
graph partitioning, cannot always be taken for granted. First of all, it should be noted that a mesh partitioning
problem is not exactly equivalent with a graph partitioning problem. This is due to the fact that neighbor-ship
information between elements cannot be exactly re-produced in a corresponding graph. The neighbor-ship
information is either simpliﬁed or skewed during the translation to a graph, in the form of counting connect-
ing edges between subgraphs instead of counting shared nodal points between subdomains. Since the cost
function involved in graph partitioning aims at minimizing the so-called edge cut, it only approximately min-
imizes the actual communication volume.
More importantly, we should also note that the value of edge cut, in an even less accurate degree, represents
the actual communication overhead present in parallel ﬁnite element computations. This is due to two factors:
(1) the latency of communication is ignored, i.e., information exchange in form of several small messages is
considered equally costly as exchanging the same amount of information in a large message, and (2) the dis-
tribution of the communication overhead among the subdomains is also ignored. Let us imagine that all the
subdomains except one have few neighbors, whereas this last subdomain has many neighbors. The exception-
ally large amount of communication overhead on this particular subdomain will eventually slow down the
other subdomains, because they have to wait for this ‘‘heavily communicated’’ subdomain to ﬁnish all its com-
munication tasks.1.2. Overhead-aware cost functions
To remedy the aforementioned shortcomings with the edge-cut based cost function, we will thus propose a
uniﬁed framework of multi-objective cost functions for partitioning unstructured ﬁnite element meshes. These
cost functions facilitate a more eﬀective restriction of the actual communication overhead, by using an accu-
rate count of shared nodal points between neighboring subdomains. Moreover, the framework incorporates
several adjustable weighting parameters, so that latency and the largest local communication overhead are
optimized in an adjustable way. To apply these cost functions to practical ﬁnite element mesh partitioning,
we will design a greedy-style post-improvement procedure. This procedure can be invoked after a graph par-
titioning algorithm has produced a reasonably good decomposition of an unstructured ﬁnite element mesh. A
suitable cost function is ﬁrst determined within the framework by choosing the values of weighting parame-
ters. Then, during the post-improvement procedure, elements lying on the internal boundaries are migrated
from one subdomain to another, if the value of the chosen cost function is either reduced, or unchanged while
improving the load balance. Here, we will also modify the standard load balancing criterion used by graph
partitioning algorithms, so that a balanced distribution of the nodal points among the subdomains also
becomes an objective.
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As one of its application areas, the graph partitioning problem has been applied to mesh partitioning. There
are mainly three classes of graph-based partitioning algorithms. The ﬁrst class contains topology-based algo-
rithms, which rely on the description of a graph corresponding to the ﬁnite element mesh, not sensitive to the
coordinates or the shape of the elements. Among these algorithms, we can ﬁnd the Greedy algorithm [5],
Recursive Graph Bisection [6], and the Cuthill–McKee algorithm [7]. The famous Recursive Spectral algo-
rithm [8,9] is an exception, because it also uses coordinates of the nodal points in its separator. The particular
Recursive Spectral Bisection algorithm is known to produce better partitions, compared with any of the afore-
mentioned algorithms, at the expense of large computational time.
The second class contains algorithms that involve improvement step(s). These algorithms work in two
phases, where during the ﬁrst phase the mesh-derived graph is partitioned using one of the algorithms in
the ﬁrst class above. The temporary partitioning result then severs as an initial solution to the second phase,
whose goal is to use heuristics from the ﬁeld of combinatorial optimization to improve the initial partitions.
Several heuristics have been applied successfully, including Tabu Search [10,11], Stochastic Evolution [12,11],
Simulated Annealing [13,14], Kerninghan–Lin [15], neural networks [16], and Genetic Algorithms [14,17].
The third class contains multilevel partitioning algorithms. The multilevel idea was ﬁrst proposed by Bar-
nard and Simon [18] as a mechanism to speed up the Recursive Spectral Bisection algorithm. Both Hendrick-
son and Leland [19] and Bui and Jones [20] further developed the idea to include improvement techniques. The
multilevel algorithms [21,19,22–25] are known to be fast in producing high-quality partitions.
The remainder of the paper is organized as follows. First, Section 2 gives an in-depth explanation of the
inter-subdomain communication during parallel ﬁnite element computations. Section 3 then presents the
basics of partitioning ﬁnite element meshes via graph partitioning, during which we show several shortcomings
of the graph-based partitioning approach. Afterwards, the shortcomings are remedied by introducing a uniﬁed
framework of multi-objective cost functions in Section 4. In Section 5, we formulate a greedy-style post-
improvement procedure, which uses the aforementioned uniﬁed framework of multi-objective cost functions,
and aims to improve subdomains that arise from the graph partitioning approach. Finally, concrete numerical
experiments are presented in Section 6 to demonstrate the advantages of the multi-objective cost functions for
mesh partitioning and the relating parallel computations, and Section 7 summarizes the main results of the
paper and points out some topics of future work.
2. Parallel ﬁnite element computations
The purpose of this section is to explain how ﬁnite element computations can be parallelized following a
domain decomposition strategy. The pattern of the resulting inter-subdomain communication will be
described. Most importantly, we will deﬁne several important terms that measure the volume of information
exchange and quantify the corresponding communication overhead.
2.1. Subdomain-based parallelization
The essence of parallelizing ﬁnite element computations is to divide the global computational tasks among
P collaborating processors. Inter-processor communication enables the collaboration through exchanging
information and synchronization. Good parallel performance is achievable when the work division is balanced
and overhead of the inter-processor communication is small.
The two most important computation-intensive tasks of the ﬁnite element method are discretization and
solving systems of linear equations, both are actually well suited for parallelization. The discretization proce-
dure can be formulated as an assembly process, where each element independently computes its contribution
before being assembled into a global system of equations. The coupling between the degrees of freedom is
rather local, i.e., a degree of freedom is normally only coupled with a few other degrees of freedom, indepen-
dent of the mesh resolution. More precisely, an oﬀ-main-diagonal entry in a ﬁnite element matrix can only be
nonzero when the two associated degrees of freedom belong to a same element. In a resulting parallel solver for
the ﬁnite element linear systems, the volume of information exchange between processors is therefore limited.
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where we distribute the work load together with the data, based on a domain decomposition. More precisely,
the global spatial domain is decomposed into P subdomains, where each subdomain consists of a subset of the
elements of the global mesh. Global matrices and vectors are not assembled and stored physically on a single
processor. Instead, each processor independently carries out a discretization within its assigned subdomain
and stores the resulting subdomain matrices and vectors as its local data. Communication between subdo-
mains is in the form of exchanging messages, which are typically arrays of numerical values. The advantages
of this parallelization strategy include better data locality and suitability for both shared-memory and distrib-
uted-memory parallel computers.
The above subdomain-based parallelization strategy will be assumed throughout the paper. In addition, we
will only consider the situation of a non-overlapping partitioning of an unstructured ﬁnite element mesh, such
that one element belongs to a unique subdomain. (Some nodal points will still be shared between neighboring
subdomains.) This is because that a non-overlapping partitioning is suﬃcient for parallelizing kernel linear
algebra operations, which constitute almost all the iterative linear solvers. An overlapping partitioning is typ-
ically needed for more advanced numerical components, e.g., additive Schwarz iterations as preconditioner
(see [26,27]). We remark that a high-quality overlapping partitioning normally arises from a high-quality
non-overlapping partitioning.
2.2. Communication pattern
2.2.1. A simple example
To motivate an upcoming discussion on the quality of partitioning unstructured meshes, let us ﬁrst inves-
tigate the needed communication in parallel ﬁnite element computations. For simplicity, we will consider a
small ﬁnite element mesh depicted in the left picture of Fig. 1. We can see that this unstructured two-dimen-
sional mesh is composed of 30 triangular elements, which are marked by e1,e2, . . . ,e30, and 24 nodal points
marked by n1,n2, . . . ,n24.
Suppose the concerned ﬁnite element mesh is partitioned into six subdomains, S1, S2, S3, S4, S5, S6, such as
shown in the right picture of Fig. 1. The list of assigned elements and nodal points per subdomain is shown in
Table 1. We note that some nodal points are shared between neighboring subdomains, as in any non-overlap-
ping ﬁnite element mesh partitioning. For example, nodal point n16 is shared between S1 and S5. It is also
important to note that we cannot partition a ﬁnite element mesh with respect to only a disjoint decomposition
of the nodal points. This is because in such a case some elements may be ignored by all the subdomains, thus
violating the correctness of the ﬁnite element discretization.
Between neighboring subdomains, shared element sides constitute so-called internal boundaries, which
are depicted as the thick line segments in the right picture of Fig. 1. Nodal points that lie on the internale1
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Fig. 1. An unstructured two-dimensional triangular ﬁnite element mesh (left) and an example of six-subdomain mesh partitioning (right).
Table 1
The subdomain distribution of the elements and nodal points associated with the mesh partitioning depicted in Fig. 1
Elements Nodal points Neighbors
S1 e12, e13, e14, e15, e16 n1, n5, n6, n16, n18, n21, n24 S2, S5, S6
S2 e17, e18, e19, e20, e21 n2, n6, n7, n8, n9, n23, n24 S1, S3, S6
S3 e6, e22, e23, e24, e25 n3, n9, n10, n11, n19, n20, n23 S2, S4, S6
S4 e2, e26, e27, e28 n11, n12, n13, n17, n19, n20 S3, S5, S6
S5 e9, e10, e11, e29, e30 n4, n13, n14, n15, n16, n17, n18 S1, S4, S6
S6 e1, e3, e4, e5, e7, e8 n17, n18, n19, n21, n22, n23, n24 S1, S2, S3, S4, S5
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neighboring subdomains. For example, n16 is shared between S1 and S5, whereas n18 is shared between S1, S5,
and S6. Let Ni,j denote the number of shared nodal points between subdomains Si and Sj, so that whether Si
and Sj constitute a subdomain neighbor pair depends on whether Ni,j is larger than zero. That is, S1 and S2 is a
neighbor pair because N1,2 = N2,1 = 2, S1 and S5 is a neighbor pair because N1,5 = N5,1 = 2, so is S1 and S6
because N1,6 = N6,1 = 3, and so on.
To understand the communication pattern in a parallel ﬁnite element solver, let us examine nodal point n18
in detail. In a global matrix, which would have arisen from a global ﬁnite element discretization, the row asso-
ciated with n18 would require contributions from six elements: e1, e3, e4, e10, e11, and e12. Note that e12 now
belongs to S1, e10 and e12 belong to S5, and e1, e3, e4 belong to S6. Therefore, an independent local discreti-
zation within each of S1, S5, and S6 produces only an ‘‘incomplete’’ row associated with n18 in its local matrix.
That is, an original global equation for n18 is now distributed as three local equations for n18. Such a parti-
tioning of data means that global linear operations have to be realized by local linear operations, often
together with communication.
2.2.2. Parallelization
Most of the iterative linear solvers, which are the de-facto choice for large-scale ﬁnite element computa-
tions, have only three kernels of linear algebra operations:
(1) Vector addition: z = ax + by, where a and b are scalar values.
(2) Inner product between two vectors: w ¼ x  y ¼def Pixiyi.
(3) Matrix–vector product: y = Ax.
Parallelization of a vector addition is straightforward when the global vectors x, y, and z are distributed as
subdomain vectors xSi , ySi , and zSi , 1 6 i 6 P. Each subdomain can independently carry out its local vector
addition zSi ¼ axSi þ bySi . The only requirement is that entries associated with the overlapping points are cor-
rectly duplicated in the subdomain vectors.
Communication is needed in parallelizing an inner product between two distributed vectors fxSig and fySig,
where entries associated with the overlapping points are assumed to be correctly duplicated on the subdo-
mains. First, each subdomain independently computes its local inner product wSi ¼ xSi  ySi . Then, due to
the shared points between neighboring subdomains, the temporary local result wSi has to be corrected using
the following formula:~wSi ¼ wSi 
X
k2OSi
oSi ;k  1
oSi ;k
xSi ;kySi ;k; ð1Þwhere OSi denotes a local index set containing all the overlapping points on subdomain Si, and oSi ;k is the total
number of subdomains an overlapping point belongs to. (For example, the nodal point n18 in Fig. 1 belongs to
three subdomains.) Finally, the result of the global inner product can be found as w ¼PPi¼1~wSi , by an all-to-all
collective communication. Alternatively, the above correction step (1) can be avoided if there exists, in addi-
tion, a disjoint partitioning of all the nodal points of the global mesh. In the presence of such a disjoint nodal
point partitioning, each subdomain only uses a subset of its local vector entries and thus computes directly ~wSi .
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matrices and vectors fASig, fxSig, and fySig, more communication is needed. Here, we assume again that
entries associated with the overlapping points are correctly duplicated in the subdomain vectors fxSig. We also
assume that each subdomain matrix ASi arises from an independent local ﬁnite element discretization, so that
the row associated with an overlapping point in A is distributed in several subdomain matrices. A local
matrix–vector product ySi ¼ ASixSi will produce correct values for the entries in ySi that are not associated with
the overlapping points. For the overlapping entries in ySi , values from several subdomains must be added
together. For example, the three subdomain local entries that are associated with n18 in Fig. 1 must be summed
up. In practice, this communication task is organized as a three-step procedure:
(1) On subdomain Si, for every j5 i and Ni,j > 0, an ‘‘outgoing’’ array vouti;j is built to contain the values of
the ySi entries associated with the shared nodal points between Si and Sj.
(2) Subdomain Si sends the outgoing array v
out
i;j to Sj and receives an ‘‘incoming’’ array v
in
i;j in return, for
every j5 i and Ni,j > 0.
(3) On subdomain Si, values in the incoming v
in
i;j arrays are extracted accordingly and added to each of the
overlapping entries in ySi .
Take S1 in Fig. 1 for instance, it has three neighbors: S2, S5, and S6. The outgoing array v
out
1;2 contains the
nodal values of n6 and n24 on S1, while the incoming array v
in
1;2 contains the nodal values of n6 and n24 on S2.
Similarly, the arrays vout1;5 and v
in
1;5 concern n16 and n18, whereas the arrays v
out
1;6 and v
in
1;6 concern n18, n21, and n24.
2.3. Overhead
We can see from the preceding text that parallel linear algebra operations contain two types of overhead,
which are not present in their serial counterparts. The ﬁrst type of overhead is due to duplicated, and some-
times new, local computation that is associated with the overlapping points. To restrict this type of overhead,
we need to restrict
P
iNSi , where NSi denotes the number of nodal points on subdomain Si. Besides, since the
size of the largest subdomain is decisive for the overall parallel performance, it is more important to restrict
the value of NSi ;max ¼def max16i6PNSi , such as required by a standard load balancing criterion.
The second type of overhead, which is also associated with the overlapping points, arises due to the com-
munication present in both parallel inner products and parallel matrix–vector products. It is clear that the
communication overhead in parallel matrix–vector products is larger than that in parallel inner products,
because each subdomain sends and receives several arrays, instead of a collective reduction operation on a
single value. Therefore, we will focus on the topic of how to restrict the communication overhead associated
with parallel matrix–vector products.2.3.1. Local and global communication volumes
As we have mentioned earlier, Ni,j (= Nj,i) denotes the number of shared nodal points between subdomains
Si and Sj. Moreover, let us denote by DSi the number of neighbors for subdomain Si. That is, DSi is the number
of j, such that j5 i and Ni,j > 0. In other words, subdomain Si needs to send DSi outgoing v
out
i;j arrays and
receive the same number of incoming vini;j arrays, during each parallel matrix–vector product. To measure
the volume of communication on subdomain Si, let us introduce the term of local communication volume
N cvSi , which is deﬁned asN cvSi ¼
def
X
16j6P ;j 6¼i
N i;j: ð2ÞTo measure the global volume of communication, we introduce another term: global communication volume
N cvglob, which is deﬁned asN cvglob ¼def
1
2
X
16i6P
N cvSi : ð3Þ
X. Cai, N. Bouhmala / Applied Mathematical Modelling 31 (2007) 1711–1728 1717The use of the factor of 1
2
in the above deﬁnition is motivated by a wish to make N cvglob closely resemble the
deﬁnition of edge cut in graph partitioning, which will be discussed in Section 3.
2.3.2. Quantifying communication overhead
Although the deﬁnitions (2) and (3) accurately measure the local and global communication volumes, they
are however not entirely representative for the resulting overhead of communication. This is because that the
communication overhead is also dependent on the number of messages (i.e., the number of vouti;j and v
in
i;j arrays)
exchanged between neighboring subdomains.
Let us use a simple and yet suﬃciently accurate model of communication cost, such that exchanging a mes-
sage of L numerical values takes the following amount of time:sþ Lb; ð4Þ
where s is the so-called latency (start-up time), and b is the net time needed for transmitting a single numerical
value. Using (4), we can thus estimate the communication overhead on subdomain Si in a parallel matrix–vec-
tor product asT Si ¼ DSisþ N cvSib; ð5Þ
where we remark that DSi denotes the number of neighbors for subdomain Si. We will thus call T Si the local
communication overhead.
As the corresponding global communication overhead, we can introduce the following term:T glob ¼def 1
2
X
16i6P
T Si ¼ Dglobsþ N cvglobb; ð6Þwhere we have used the deﬁnition of N cvglob from (3), andDglob ¼def 1
2
X
16i6P
DSi ð7Þis the total number of subdomain neighbor pairs. It is understandable that good performance of parallel ma-
trix–vector products requires Tglob to be small. More importantly, the largest value of T Si directly aﬀects the
execution time of a parallel matrix–vector product. So restricting the value of T Si ;max should be considered in a
high-quality mesh partitioning scheme.
2.3.3. Requirements for high-quality subdomains
It should now be easy to see that the following requirements must be considered for obtaining high-quality
subdomains, such that good performance of parallel ﬁnite element computations can be achieved:
(1) Both the elements and the nodal points should be distributed among the subdomains in a balanced way.
This is because that the number of elements per subdomain determines the work load of discretization
(assuming all the elements are of a homogeneous type), whereas the number of nodal points per subdo-
main determines the work load of linear algebra operations.
(2) Due to shared nodal points between neighboring subdomains, the accumulated count of all the subdo-
main nodal points, i.e.,
P
iNSi , is always larger than the number of nodal points in the original global
mesh. To restrict the overhead of duplicated local computations, we need to minimize
P
iNSi and also
minimize NSi;max for load balancing.
(3) The amount of communication overhead in parallel ﬁnite element computations depends heavily on
Tglob from (6) and T Si;max given by (5), which are determined by the hardware parameters s and b, plus
the mesh partitioning results in form of Dglob, N
cv
glob, DSi;max, and N
cv
Si ;max
. Therefore, the values of Dglob,
N cvglob, DSi ;max, and N
cv
Si ;max
should be kept small.
Therefore, the above objectives must be incorporated into mesh partitioning. In Section 4, these objectives
will be achieved by improving the quality of graph partitioning, using a uniﬁed framework of specially
designed multi-objective cost functions.
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We will explain in this section how graph partitioning algorithms can be applied to ﬁnite element mesh par-
titioning. Some shortcomings of graph partitioning algorithms for this type of applications will be discussed.
In particular, the involved cost function focuses on minimizing the edge cut, which only approximately mea-
sures the size of interface between neighboring subdomains. Therefore, the value of edge cut mimics the global
communication volume N cvglob deﬁned in (3), but does not suﬃciently represent the actual communication over-
head Tglob or T Si;max.3.1. Translating an unstructured mesh to a graph
Given an unstructured ﬁnite element mesh, we can translate it into a corresponding graph consisting of ver-
tices and edges ðV;EÞ as follows. Each element ei in the mesh is represented by a unique vertex vi in the graph.
Whether two vertices vj and vk have a connecting edge in between is determined by one of the two following
criteria:
(1) If two elements in a ﬁnite element mesh have one shared side, e.g., sharing two corner points in a trian-
gular mesh or three corner points in a tetrahedral mesh, then the two corresponding vertices have an
edge between them in the resulting graph. Each edge in the graph has unit edge weight.
(2) If two elements in a ﬁnite element mesh have at least one shared point, then the two corresponding ver-
tices are considered neighbors. The weight of the connecting edge is normally equal to the number of
shared points.
The resulting graph that arises from using the ﬁrst neighbor-ship criterion is called a dual graph of the ﬁnite
element mesh, whereas a graph associated with the second criterion is termed as a diagonal dual graph, see [11].
We remark that a diagonal dual graph contains the same number of vertices as in a dual graph, but has con-
siderably more edges.
As a concrete example, let us consider again the two-dimensional unstructured ﬁnite element mesh dis-
cussed in Section 2.2. Its corresponding dual graph, which has 30 vertices and 37 edges, is depicted in the right
picture of Fig. 2. In the picture, we have drawn each graph vertex as a small black box lying at the center of
each element of the underlying mesh. The dark-colored line segments between the vertices represent the con-
necting edges, we can see that a connecting edge arises only if the two elements share a common side. In other
words, elements sharing only one nodal point are not considered as neighbors, following the deﬁnition of the
ﬁrst neighbor-ship criterion.3.2. Shortcomings with graph partitioning
The objective of a graph partitioning algorithm is to divide the global set of vertices into P subgraphs,
which contain (approximately) the same number of vertices, following a standard load balancing criterion.
Moreover, the so-called edge cut works as the objective cost function, which is attempted to be minimized.
We remark that edge cut is the summed weight of all the edges lying between diﬀerent subgraphs. In the case
of dual graphs, where each edge has unit weight, the value of edge cut is the same as the total number of edges
straddling between diﬀerent subgraphs.
Since our ultimate goal is mesh partitioning, it is important to study the relevance of both the load balanc-
ing criterion and the cost function that are used in graph partitioning. We note that load balancing with
respect to the number of subgraph vertices is equivalent with balancing the number of elements in the subdo-
mains. A balanced element distribution among the subdomains is very important for good performance dur-
ing, in particular, parallel discretizations. However, the balance of subdomain work load in the parallel linear
algebra operations, see Section 2.2, depends more on the number of subdomain nodal points. Therefore, the
load balancing situation from graph partitioning may need to be further adjusted for the resulting subdo-
mains. (This issue will be addressed in Section 4.)
Fig. 2. An example of translating a ﬁnite element mesh (left) to a corresponding dual graph (right).
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communication overhead in parallel ﬁnite element computations is one of the requirements for high-quality
subdomains. The value of edge cut, however, only mimics the global communication volume N cvglob deﬁned
in (3). The deviation from edge cut to N cvglob is due to the absence of an accurate count of shared nodal points
after a mesh is translated to a graph. Let us demonstrate this issue by a simple example. Applying the Metis
software [22], we can partition the dual graph in Fig. 2 into six subgraphs, by the Recursive Bisection algo-
rithm. Mapping the subgraphs back to the subdomains, we depict the partitioning result in the left picture
of Fig. 3. In this picture, we can ﬁnd that the value of edge cut is 13, whereas the value of N cvglob is 24. We
remark that the ‘‘inaccuracy’’ of edge cut does not only arise in association with dual graphs. In the case that
the two-dimensional mesh is translated into a diagonal dual graph (see Section 3.1 for deﬁnition, not
depicted), which has 30 vertices and 172 edges, we have found that a six-subgraph partitioning reports 92
as the value of edge cut, whereas the actual value of N cvglob is 26. The problem in this case is that edge cut
of a diagonal dual graph tends to gravely over-estimate the communication volume.
Another weakness with using edge cut as the cost function, in association with the dual graphs in particular,
is that neighbor-ship may sometimes be ignored. This unfortunate behavior is due to the particular neighbor-
ship criterion used by a dual graph, such that elements sharing one nodal point (or even two nodal points inS1
S5
S4 S3
S2S6
S1
S5
S4 S3
S2
S6
Fig. 3. An example of reducing the global communication volume N cvglob and maximum local communication volume N
cv
Si ;max
, using a new
cost function. In the left picture, the value of N cvglob is 24 and the value of N
cv
Si ;max
is 12. In the right picture, the value of N cvglob becomes 22 and
the value of N cvSi ;max becomes 11.
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Fig. 3 again. We can see in the picture that subdomains S1 and S4 share one nodal point (i.e., n18 in Fig. 1), so
they are not considered as a subdomain neighbor pair according to graph partitioning. However, in actual
parallel matrix–vector products, S1 and S4 have to exchange a very short one-value array. Exchanging such
short messages is almost equally time consuming as for long messages, due to a dominating eﬀect of latency
s. To correct this type of ‘‘blindness’’ during graph partitioning, we can slightly modify the partitioning result
by shuﬄing a few elements between neighboring subdomains. The right picture of Fig. 3 shows such an
improvement of the subdomains. We can see that the modiﬁed subdomains S1 and S4 no longer share any
nodal points.
The third and perhaps more serious weakness with an edge-cut based cost function is that it represents, in
an even less accurate degree, the actual amount of communication overhead. As explained above, the value of
edge cut mimics the global communication volume N cvglob, which can be quite diﬀerent from Tglob deﬁned in (6).
This is because latency s is not reﬂected in N cvglob. Moreover, the distribution of the communication overhead
among the subdomains (e.g., T Si;max) is not considered by an edge-cut based cost function.
4. A uniﬁed framework of multi-objective cost functions
As explained in Section 3.2, the edge-cut based cost function has several shortcomings, with regard to pro-
ducing high-quality subdomains for parallel ﬁnite element computations. The purpose of this section is thus to
present a uniﬁed framework of multi-objective cost functions, which suit better for partitioning unstructured
ﬁnite element mesh.
4.1. Considering the latency
The ﬁrst step towards to a more appropriate cost function for mesh partitioning is to include the eﬀect of
latency. In other words, Tglob should be considered as the most important objective of minimization instead of
N cvglob. Using the deﬁnition of Tglob in (6), we can see this implies that Dglob needs to be minimized together with
N cvglob.
The involvement of the two hardware parameters in Tglob, namely s and b in (6), makes it somewhat incon-
venient to use Tglob directly as a cost function. To this end, let us introduce a dimensionless parameter c, which
is deﬁned asc ¼def s
b
: ð8ÞWe note that c is the ratio between s and b, so it can be considered as a relative cost of latency.
Using the above deﬁnition of c, we can introduce a so-called global communication cost N ccglob asN ccglob ¼def cDglob þ N cvglob: ð9Þ
We can see that the diﬀerence between N ccglob and N
cv
glob is cDglob. That is, letting c be an adjustable parameter,
we can freely emphasize the eﬀect of latency by increasing c, or ignore latency all together by choosing c = 0.
Moreover, it is easy to see thatN ccglob ¼ cDglob þ N cvglob ¼
1
b
ðDglobsþ N cvglobbÞ ¼
1
b
T glob:So the size of N ccglob faithfully reﬂects the size of Tglob, which represents the amount of global communication
overhead.
4.2. Considering the overhead distribution
Clearly, a balanced distribution of the communication overhead among the subdomains is also desirable. In
the case that one particular subdomain takes too large a portion of N ccglob, all the other subdomains will have to
wait for this ‘‘heavily communicated’’ subdomain to ﬁnish all its communication tasks. Therefore, an appro-
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the value ofN ccSi ;max ¼
def
max
16i6P
ðcDSi þ N cvSi Þ; ð10Þwhich can be referred to as the maximum subdomain communication cost.
4.3. A uniﬁed formula of cost functions
To allow full ﬂexibility, we propose using the following uniﬁed formula of multi-objective cost functions for
mesh partitioning:Cðc; aglob; asubdÞ ¼def aglob  N ccglob þ asubd  N ccSi ;max: ð11Þ
In addition to being dependent on the relative cost of latency c, which is used in (9) and (10), the above cost
function C(c,aglob,asubd) also involves two weighting parameters aglobP 0 and asubdP 0. This is for easily
adjusting the emphasis on minimizing the global and/or maximum subdomain communication cost.
Regarding the load balancing criterion, we know that graph partitioning only pays attention to the follow-
ing load imbalance ratio with respect to elements:.elm ¼def
max16i6PESi
Eglob=P
; ð12Þwhere ESi denotes the number of elements on subdomain Si, and Eglob denotes the total number of elements in
the global mesh. To also consider the eﬀect of load balancing with respect to nodal points, we adopt an addi-
tional load imbalance ratio, namely.pt ¼def
max16i6PNSi
N glob=P
; ð13Þwhere NSi , as deﬁned in Section 2.3, denotes the number of nodal points on Si, whereas Nglob denotes the total
number of nodal points in the global mesh.
Combining the two load imbalance ratios .elm and .pt, we suggest using the following mixed load imbalance
ratio during mesh partitioning:. ¼def aelm  .elm þ apt  .pt; ð14Þ
where two new weighting parameters aelmP 0 and aptP 0 are included for freely adjusting the emphasis of
load balancing with respect to elements and/or nodal points.
To summarize, we propose that partitioning any unstructured ﬁnite element mesh should choose appropriate
values of c, aglob, and asubd in (11), thus making a particular choice ofC(c,aglob,asubd) as the target cost function.
Moreover, the values of aelm and apt should also be decided appropriately in the load balancing criterion (14).
We remark that due to the freely adjustable parameters c, aglob, and asubd, formula (11) constitutes a uniﬁed
framework of multi-objective cost functions. For example, using the following particular set of parameters, we
can recover the principal idea in a standard graph partitioning algorithm:c ¼ 0; aglob ¼ 1; asubd ¼ 0; aelm ¼ 1; and apt ¼ 0:5. Improving the quality of subdomains
A natural application of the multi-objective cost functions (11) is to use them in a greedy-style post-improve-
ment procedure for improving the quality of subdomains, which arise from graph partitioning. There are two
motivations for this strategy. First, there exist many eﬃcient graph partitioning algorithms, especially the class
of multilevel algorithms, which can rapidly produce a set of subdomains as the starting point. Second, the
quality of the subdomains arising from graph partitioning is normally quite good, meaning that the required
work of the post-improvement procedure is limited.
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target cost function and load balancing criterion. Then, the post-improvement procedure carries out a series
of iterations in a greedy fashion. During each iteration, elements lying on the internal boundaries are traversed
randomly and considered for shuﬄing between subdomains. Migration of an element (and thereby the result-
ing nodal points migration) must improve the quality of the subdomains according to the chosen cost function
of form (11), and/or improve the load balancing situation with respect to (14). A detailed description of the
greedy-style post-improvement iterations is as follows:An iterative post-improvement procedure
As long as the previous iteration has migrated one or more elements, and the number of iterations has
not exceeded a prescribed threshold, do the following new iteration:
1. Identify all the elements that lie on the internal boundaries between subdomains.
2. Go through those ‘‘internal-boundary elements’’ one by one in a random order.
3. For each such element, consider the feasibility of migrating it from its host subdomain to a neighboring
subdomain. Migration is only allowed if at least one of the following conditions is satisﬁed:
(a) The value of the chosen cost function of form (11) is reduced and the resulting load balance is
acceptable;
(b) The value of the chosen cost function remains unchanged, while the load balancing situation with
regard to (14) is improved.
4. If the element can be migrated to several of the neighboring subdomains satisfying the above condi-
tions, the migration that results in the largest decrease of the chosen cost function is preferred. In
the case of equal decrease of the cost function, the migration that results in the best load balance is
preferred. Once the element is migrated, it is ‘‘frozen’’ in the current iteration.It is assumed that the data structure used is such that each element has an integer ﬂag indicating which sub-
domain it currently lies in. In addition, each element has a list of all its nodal points, while each nodal point
has a list of all the elements it belongs to. Therefore, it can be easily tested whether migration of an internal-
boundary element will change the distribution of nodal points among the subdomains. In case the nodal point
distribution will be changed after a possible element migration, it can be quickly computed whether the cost
function (11) and/or the load imbalance ratio (14) will improve. The above post-improvement procedure is
quite similar to an improvement step that is typically carried out in a multilevel graph partitioning algorithm
at the ﬁnest graph level (see e.g., [22]). The main diﬀerence is that the multilevel graph partitioning algorithm
uses edge cut as the cost function, while the above post-improvement procedure uses (11). The change in N ccglob
can be determined among neighboring subdomains locally, just like the change in edge cut can be determined
locally in a graph partitioning algorithm. Computing N ccSi ;max concerns all values of N
cc
Si
, but can be done in a
combined computation step in which the load imbalance ratio (14) is also computed. We recall that a graph
partitioning algorithm computes the load imbalance ratio based on the distribution of ESi among all the sub-
domains. Although this is simpler than (14), the same type of collaboration is needed between the subdomains.
As explained above, our post-improvement procedure is quite similar to the improvement step in any mul-
tilevel graph partitioning algorithm. Consequently, the post-improvement procedure can be parallelized in a
similar fashion, following e.g., [28,29]. To be more speciﬁc, all the elements and their associated data structure
are distributed evenly among a set of processors, so that each processor is assigned with approximately the
same number of elements. Step 1 of the post-improvement procedure can be done completely independently
among the processors, where each processor goes through all its assigned elements and identiﬁes among them
all the internal-boundary elements on this processor. Then, the processors carry out Steps 2–4 also totally
independently, where each subdomain only considers its own internal-boundary elements for migration. It
should be noted that computing the change in N ccglob due to a possible element migration is an entirely local
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requires collaboration among all the processors. To avoid the cumbersome inter-processor communications
during each iteration, the values of N ccSi , NSi , and ESi on other processors are only updated via an all-to-all com-
munication between two consecutive iterations. The all-to-all communication is mainly used by each processor
to announce all the element migrations that have been carried out on this processor during the previous iter-
ation. Such a modiﬁcation in comparison with the serial implementation almost does not aﬀect the subdomain
quality improvement, as suggested by the numerical experiments in Section 6.4. The scalability of this parallel
implementation is determined by two factors: (1) the overhead due to the all-to-all communication and (2) the
possibly unbalanced distribution of internal-boundary elements among the processors. (An unbalanced distri-
bution of the internal-boundary elements can be eliminated by an all-to-all communication, before each iter-
ation, to re-distribute the elements among the processors, but this will incur too much additional
communication overhead.)
6. Numerical experiments
This section will show by numerical experiments how the post-improvement procedure may help to reduce
the communication volumes and overhead. For each experiment of an unstructured ﬁnite element mesh, we
build both its corresponding dual graph and the diagonal dual graph (see Section 3.1). Then, the Metis soft-
ware [22] is used to partition the graphs into a given number of P subdomains. In particular, the Recursive
Bisection algorithm of Metis is applied, which is the de-facto mesh partitioning algorithm with respect to edge
cut. Afterwards, the resulting subdomains undergo the post-improvement procedure described in Section 5.
The values of N cvglob, N
cv
Si ;max
, NSi ;max, ESi;max before and after the post-improvement procedure are compared
in Section 6.1. Afterwards, the impact of the post-improvement procedure on parallel ﬁnite element compu-
tations is demonstrated in Sections 6.2 and 6.3. Finally, the parallel implementation of the post-improvement
procedure is compared with its serial counterpart in Section 6.4.
6.1. Improvement of subdomains
We have used two unstructured ﬁnite element meshes depicted in Fig. 4. The results of post-improvement
are listed in Tables 2 and 3. In the tables, we have used jVj ¼ to denote the number of vertices in a
corresponding graph (the same as Eglob), and jEj ¼ to denote the number of connecting edges in a correspond-
ing graph. As a particular choice of the weighting parameters in (11) and (14), we have usedFig. 4. Two unstructured ﬁnite element meshes that are used in the numerical experiments. The two-dimensional mesh has
Nglob = 2,082,625 nodal points and Eglob = 4,161,024 elements, whereas the three-dimensional mesh has Nglob = 82,768 nodal points
and Eglob = 452,544 elements.
Table 2
The results of applying the post-improvement procedure to the subdomains that arise from graph partitioning of the two-dimensional
mesh, which is depicted in the left picture of Fig. 4
P Before post-improvement After post-improvement
Dglob N cvglob N
cv
Si ;max NSi ;max ESi ;max Dglob N
cv
glob N
cv
Si ;max NSi ;max ESi ;max
Dual graph: jVj ¼ 4; 161; 024, jEj ¼ 6; 239; 424
4 5 2404 1622 521,354 1,040,256 5 2404 1621 521,353 1,040,257
8 12 4363 1685 261,056 520,129 12 4363 1684 261,054 520,130
16 29 8448 1546 130,882 260,065 29 8446 1543 130,880 260,065
32 69 14,574 1244 65,670 130,033 69 14,573 1244 65,666 130,035
Diagonal dual graph: jVj ¼ 4; 161; 024, jEj ¼ 24; 957; 217
4 4 2377 1718 521,431 1,040,256 4 2160 1540 521,327 1,040,278
8 10 4484 2057 261,226 520,128 10 4010 1792 261,086 520,144
16 31 8548 1602 130,959 260,064 31 7612 1403 130,900 260,084
32 71 13,586 1268 65,791 130,032 71 11,963 1100 65,688 130,068
Table 3
The results of applying the post-improvement procedure to the subdomains that arise from graph partitioning of the three-dimensional
mesh, which is depicted in the right picture of Fig. 4
P Before post-improvement After post-improvement
Dglob N cvglob N
cv
Si ;max NSi ;max ESi ;max Dglob N
cv
glob N
cv
Si ;max NSi ;max ESi ;max
Dual graph: jVj ¼ 452; 544, jEj ¼ 890; 736
4 5 3364 2078 22,453 113,136 5 3361 2076 22,448 113,142
8 20 5559 1614 11,363 56,568 20 5538 1606 11,361 56,572
16 49 8620 1550 5888 28,284 49 8575 1545 5882 28,298
24 79 10,886 1290 3990 18,857 78 10,805 1273 3985 18,873
Diagonal dual graph: jVj ¼ 452; 544, jEj ¼ 15; 064; 243
4 6 3223 2020 21,933 113,137 6 2972 1847 21,867 113,182
8 20 5778 1924 11,407 56,569 20 5303 1768 11,352 56,645
16 49 8969 1694 5888 28,285 49 8192 1534 5833 28,358
24 74 11,757 1326 4044 18,857 74 10,787 1212 3981 18,894
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We can observe from Tables 2 and 3 that the subdomains, which arise from Metis graph partitioning of the
diagonal dual graphs, can be considerably improved by applying the post-improvement procedure. The values
of N cvglob, N
cv
Si;max
, and NSi ;max are noticeably decreased (the decrease in N
cv
glob and N
cv
Si;max
is approximately 10%).
The improvement associated with the dual graphs is however somewhat limited, which indicates that the sim-
ple greedy-style post-improvement procedure is not particularly good at escaping some kind of local minima.
We can also observe that the value of ESi ;max increases a little bit from the its perfect minimum due to the
improvement procedure. However, this increase is much smaller than the decrease in NSi;max. Therefore, both
the communication overhead and the overall load balance (using aelm = apt = 0.5) are improved. It should also
be mentioned that the number of subdomain neighbor pairs Dglob is sometimes reduced due to the improve-
ment procedure.6.2. Improvement of parallel computations
Since the ultimate goal of improving the subdomains is to improve the performance of parallel ﬁnite ele-
ment computations, we also investigate the wall-clock time consumption of typical computations. To be more
speciﬁc, we measure the wall-clock times of (1) the communication task within a parallel matrix–vector prod-
Table 4
The wall-clock time measurements (in seconds) of three parallel computational tasks; before and after applying the post-improvement
procedure to a two-dimensional mesh described in Table 2
P Before post-improvement After post-improvement
WT1 WT2 WT3 WT1 WT2 WT3
4 4.820 · 104 2.626 · 101 97.382 4.363 · 104 2.605 · 101 97.173
8 6.228 · 104 1.346 · 101 46.092 5.481 · 104 1.293 · 101 45.102
16 5.048 · 104 6.395 · 102 21.622 4.512 · 104 5.827 · 102 20.538
32 5.243 · 104 2.608 · 102 9.437 4.048 · 104 2.420 · 102 9.028
Table 5
The wall-clock time measurements (in seconds) of three parallel computational tasks; before and after applying the post-improvement
procedure to a three-dimensional mesh described in Table 3
P Before post-improvement After post-improvement
WT1 WT2 WT3 WT1 WT2 WT3
4 3.789 · 104 8.109 · 103 2.684 3.477 · 104 7.973 · 103 2.664
8 4.219 · 104 3.684 · 103 1.332 3.945 · 104 3.527 · 103 1.277
16 5.078 · 104 1.926 · 103 0.844 4.609 · 104 1.652 · 103 0.746
24 4.453 · 104 1.270 · 103 0.758 4.375 · 104 1.262 · 103 0.750
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nication task), and (3) the total time consumption of solving a linear system in parallel. The linear system
Ax = b is associated with discretizing a Poisson equation.
In Tables 4 and 5, we compare the time consumptions before and after applying the post-improvement pro-
cedure to the subdomains that arise from Metis partitioning of the diagonal dual graphs. The symbols WT1,
WT2, andWT3 are used to denote, respectively, the wall-clock times of the communication task with a parallel
matrix–vector product, a complete parallel y = Ax, and 250 parallel conjugate-gradient iterations for solving
Ax = b. The measurements associated with the two-dimensional mesh are obtained on an SGI Origin 3800
system with 500 MHz R14000 processors, whereas the measurements associated with the three-dimensional
mesh are obtained on a Linux cluster that consists of 1.3 GHz Itenium-II processors, inter-connected through
a Gigabit ethernet. The Diﬀpack software, see e.g., [30], is used for the parallel computations. It can be
observed that the quality enhancement of the subdomains, due to the post-improvement procedure, is clearly
reﬂected in the time measurements in Tables 4 and 5. The overall performance improvement is due to a com-
bination of reduced communication overhead and a better load balance.
6.3. A larger three-dimensional case
Readers may notice that Tables 4 and 5 only report measurements that are associated with diagonal dual
graphs. This is due to the considerably large reduction of N cvglob, N
cv
Si ;max
, and NSi ;max, when the post-improve-
ment procedure is applied to subdomains that arise from partitioning such diagonal dual graphs. On the other
hand, the dual graph related subdomains are hard to be improved eﬀectively by our simple greedy-style post-
improvement procedure, thus resulting in less obvious improvements in parallel computations. First, this
means that a more powerful post-improvement procedure should be designed especially for dual graph related
subdomains. A multilevel strategy is clearly desirable. Second, it implies a possible limitation of the applica-
bility of our simple post-improvement procedure to diagonal dual graph related subdomains. This is because
diagonal dual graphs inherently contain more edges than the dual graphs, especially associated with three-
dimensional meshes. Eventually, such diagonal dual graphs will reach the memory limit on a computer ahead
of dual graphs. To treat this potential memory limitation problem, we suggest the following approach.
For ﬁnite element computations that involve mesh reﬁnement, the global mesh at a medium resolution level
can be partitioned by a graph partitioning algorithm via a corresponding diagonal dual graph. Then, the
Table 6
Another three-dimensional case of applying the post-improvement procedure, as described in Section 6.3
P Before post-improvement After post-improvement
Dglob N cvglob N
cv
Si ;max NSi ;max ESi ;max Dglob N
cv
glob N
cv
Si ;max NSi ;max ESi ;max
4 6 12,136 7693 162,855 905,096 6 11,168 6972 162,614 905,207
8 20 21,597 7286 83,077 452,552 20 19,575 6587 82,869 452,665
16 49 33,217 6326 42,244 226,280 48 30,033 5655 42,004 226,403
24 74 43,179 4886 28,609 150,856 74 39,152 4382 28,349 150,960
WT1 WT2 WT3 WT1 WT2 WT3
4 1.316 · 103 6.413 · 102 21.520 1.176 · 103 6.381 · 102 21.465
8 1.250 · 103 3.293 · 102 10.848 1.125 · 103 3.270 · 102 10.723
16 1.152 · 103 1.734 · 102 5.684 1.051 · 103 1.704 · 102 5.617
24 9.297 · 104 1.170 · 102 4.012 8.828 · 104 1.153 · 102 3.867
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the subdomain decomposition is mapped from the partitioning at the medium level and can undergo the sim-
ple post-improvement procedure.
As a concrete example, we consider again the three-dimensional mesh depicted in the right picture of
Fig. 4. First, the initial mesh with Nglob = 82,768 and Eglob = 452,544 is partitioned by a graph partitioning
algorithm via a corresponding diagonal dual graph. Then, the initial mesh is reﬁned uniformly, i.e., each
element is split into eight small elements, so that the ﬁnal mesh has Nglob = 632,432 and Eglob = 3,620,352.
The results of applying our simple post-improvement procedure at the ﬁnal mesh level are summarized in
Table 6.6.4. Parallel performance of the post-improvement procedure
So far in this section, only the serial implementation of the post-improvement procedure has been applied in
the numerical experiments. As we recall, a parallel implementation is also sketched in Section 5. To test the
parallel performance, we compare the serial implementation with its parallel counterpart in Table 7, where
we redo the experiments from Section 6.3. First, the values of N cvglob, N
cv
Si;max
, NSi ;max, and ESi ;max, which are
obtained from both the serial and parallel implementation, are compared to make sure that the parallel imple-
mentation does not spoil the quality of the resulting subdomains. (In fact, the quality of the subdomains is
often better due to applying the parallel implementation.) Then, the wall-clock time consumption by the par-
allel post-improvement procedure is compared with that of the serial implementation to compute the resulting
speedup. (It should be observed that the time consumption by the serial implementation increases with respect
to the number of subdomains P, because the number of internal-boundary elements increases with P, therefore
more work is needed in Steps 2–4 of the post-improvement procedure.)Table 7
Comparing the parallel implementation of the post-improvement procedure against the serial implementation
P Serial implementation Parallel implementation Speedup
N cvglob N
cv
Si ;max NSi ;max ESi ;max Time N
cv
glob N
cv
Si ;max NSi ;max ESi ;max Time
4 11,168 6972 162,614 905,207 6.812 11,016 6869 162,609 905,574 1.609 4.23
8 19,575 6587 82,869 452,665 8.595 19,510 6563 82,851 453,036 1.285 6.69
16 30,033 5655 42,004 226,403 13.232 29,965 5632 42,040 226,700 1.145 11.56
24 39,152 4382 28,349 150,960 19.761 39,065 4374 28,372 151,148 1.012 19.53
The ﬁnite element mesh is the same as in Section 6.3.
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The main contribution of this paper is the uniﬁed framework of multi-objective cost functions, i.e., (11) pro-
posed in Section 4.3. These cost functions can be used to more accurately partition unstructured ﬁnite element
meshes, in comparison with the standard graph-based partitioning approach, which only focuses on minimizing
the edge cut. The advantages of the uniﬁed framework include the consideration of latency and communication
overhead distribution, and allowing freely adjustable weights inside a particular objective. We have also com-
bined the multi-objective cost functions with an improved load balancing criterion (14), in which the number of
nodal points is balanced together with the number of elements. Other advantages of the uniﬁed framework also
include straightforward applicability to meshes containing higher-order elements (e.g., more than three nodal
points in a triangle and more than four nodal points in a tetrahedron) and meshes containing hybrid element
types. We remark that the uniﬁed framework is applicable to dynamic load balancing of parallel ﬁnite element
computations, and is easily extensible to include other minimization objectives.
As a by-product of these multi-objective cost functions, we have also formulated a simple greedy-style post-
improvement procedure, which can be used to improve the subdomains that arise from a graph-based parti-
tioning approach. In addition to a serial implementation, a parallel implementation of the post-improvement
procedure has also been done. Numerical experiments have shown that subdomains initially arising from par-
titioning a diagonal dual graph are quite eﬀectively improved, with regard to N cvglob, N
cv
Si;max
, NSi ;max, using this
simple procedure (both the serial and parallel implementation). Performance improvement of the resulting
parallel ﬁnite element computations have also been obtained.
However, dual graph related subdomains are not so well handled by the simple post-improvement proce-
dure. This indicates that a more sophisticated improvement procedure, probably in the style of Kernigham–
Lin [15], should be developed. Future work should also include devising multilevel partitioning algorithms
that can be directly applied to the ﬁnite element meshes (not via graphs), using the uniﬁed framework of
multi-objective cost functions. New minimization objectives should be tested for the uniﬁed framework,
e.g., minimizing the total length of the internal boundaries while distributing the overlapping points evenly
among the subdomains.Acknowledgements
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