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Kapitel 1
Einleitung
Mit dem Erlass der Energiebinnenmarktrichtlinie im Februar 1997 leitete
die Europa¨ische Union die Liberalisierung der Elektrizita¨tsma¨rkte in ihren
Mitgliedsla¨ndern ein. Durch diese Liberalisierung wurde der bislang mono-
polartig strukturierte Energiemarkt von einem Wettbewerbsmarkt abgelo¨st.
Der Preis fu¨r Elektrizita¨t sollte sich fortan anhand des Prinzips von Angebot
und Nachfrage bilden, der Kunde seinen Stromlieferanten frei wa¨hlen ko¨n-
nen. Ziel der Deregulierung der Ma¨rkte war, durch steigenden Wettbewerb
die Kosten fu¨r Elektrizita¨t zu senken.
Die Vera¨nderung der Marktstruktur impliziert jedoch eine grundlegen-
de A¨nderung der Marktgesetze, d.h. der Menge der zula¨ssigen Handlungen
und auch eine A¨nderung der Anzahl der (potentiellen) Marktteilnehmer.
Folglich beno¨tigen die Marktteilnehmer neue Strategien, um wettbewerbs-
fa¨hig zu bleiben. Es ist anzunehmen, dass Strategien, die unter dem bisheri-
gen monopolistischen Regime gut funktionierten, in einem wettbewerblichen
Marktumfeld nicht funktionieren werden.
Eine besondere Herausforderung bei der Entwicklung derartiger Strate-
gien bringt das im Elektrizita¨tsmarkt gehandelte Gut mit. Strom ist ein in
ho¨chstem Maße ”verderbliches“, leitungsgebundenes Gut, welches nicht effi-
zient gespeichert werden kann. Dadurch werden Produktion und Handel aufs
Engste gekoppelt. Produktionspla¨ne und Handelsentscheidungen mu¨ssen in
einen gemeinsamen Regelkreis eingebunden werden.
Je nach Handelsposition stehen Produktion und Handel in einem Substi-
2 Zielsetzung der Arbeit
tutions– oder einem komplementa¨ren Verha¨ltnis zueinander. Der Marktpreis
wird zu einem entscheidenden Kriterium bei der Tageseinsatzplanung und
Optimierung des Kraftwerkseinsatzes in Kombination mit externen Beschaf-
fungs– und Absatzmo¨glichkeiten am Spotmarkt.
1.1 Zielsetzung der Arbeit
Der liberalisierte Energiemarkt in Deutschland ist noch sehr jung. Bisher lie-
gen keine ausreichend langen Zeitreihen vor, die fu¨r eine Analyse des Marktes
genutzt werden ko¨nnen. Damit verbietet sich die Anwendung statistischer
Analyseverfahren. Der deutsche Energiemarkt befindet sich zusa¨tzlich in ei-
ner Phase der Strukturierung und Orientierung. So wurde z.B. der Grundla-
genvertrag zwischen den Energieverba¨nden, die sog. Verba¨ndevereinbarung,
innerhalb von zwei Jahren zwei Mal u¨berarbeitet (VV1 in 1998, VV2 in
2000). Die dritte U¨berarbeitung wird zur Zeit durchgefu¨hrt. Damit ist fu¨r
die na¨here Zukunft nicht zu erwarten, dass aussagekra¨ftige Zeitreihen ent-
stehen werden, die durch Anwendung statistischer Verfahren zuverla¨ssige
Aussagen u¨ber den Energiemarkt ermo¨glichen.
Gleichwohl ist es fu¨r Energieversorger, Politiker, Beho¨rden und andere
am Energiemarkt interessierte oder beteiligte Unternehmen von Interesse,
die dem Markt zugrundeliegenden Gesetze und Eigenschaften zu erkennen,
um so die eigenen Handlungsweisen optimieren zu ko¨nnen. Am meisten in-
teressiert, wie die an den weltweiten Strombo¨rsen entstehenden Preise ge-
bildet werden. ”Wie“ bezieht sich hierbei nicht auf das Bo¨rsenprotokoll (z.B.
single-sided auction, double-sided auction) oder die Struktur der Gebote,
sondern vielmehr darauf welche Faktoren bei der Entstehung der Gebote ei-
ne Rolle spielen: Welche Einflu¨sse wirken sich auf die Entscheidungsfindung
des einzelnen Ha¨ndlers aus? Welche exogenen Faktoren determinieren die
Preisfindung an der Bo¨rse in besonderem Maße?
Die Analyse und Untersuchung des Energiemarktes ist Ziel einer Viel-
zahl von Forschungsarbeiten. Ausgangspunkt der Untersuchungen ist u¨bli-
cherweise ein an einer Strombo¨rse gebildeter Preis. Die verschiedenen Au-
toren widmen sich dem Thema auf unterschiedlichen Wegen, so z.B. durch
Anna¨herung des Preises mittels stochastischer Prozesse [3, 19, 54, 21] und
3Neuronaler Netze [122]. Andere [77, 76, 24, 23, 136, 137, 124] bestimmen das
optimale Verhalten im Markt und suchen dann nach Erkla¨rungen fu¨r beob-
achtetes Verhalten. Alle Untersuchungen zielen insbesondere darauf ab, die
Volatilita¨t der Bo¨rsenpreise ”zu verstehen“, d.h. erkla¨ren zu ko¨nnen, worauf
sie sich begru¨ndet.
Die vorliegende Arbeit widmet sich zwei zentrale Arbeitspunkten:
Handelssimulation durch Modellierung von individuellen Markt-
teilnehmern Agenten–basierte Simulationen gru¨nden auf der Idee, dass
es mo¨glich ist, dass Verhalten eines Systems durch Modellierung der ver-
schiedenen Entita¨ten des Systems und deren Interaktionen nachzubilden.
Eine zentrale Kontrollinstanz existiert dabei nicht, stattdessen entscheidet
zur Laufzeit jede Entita¨t u¨ber ihr Verhalten.
In dieser Arbeit wird ein Konzept zur Modellierung des deutschen Ener-
giemarktes in Form einer solchen Simulation entworfen. Hierzu ist es erstens
notwendig, die Entscheidungsprozesse im Zusammenhang von Produktion
und Handel innerhalb eines Energieversorgungsunternehmens zu analysie-
ren und zu modellieren. Zweitens muss ein Handelsmodell entworfen und
die unternehmensu¨bergreifende Kommunikation modelliert werden.
Gelingt es, eine Simulation des Handelsgeschehens zu entwickeln, so steht
damit ein Werkzeug zur Verfu¨gung, welches die Analyse der Regeln des
Marktes und der Verhaltensweise seiner Teilnehmer auch auf individueller
Ebene ermo¨glicht. Durch eine Variation der Handelsbedingungen lassen sich
zudem Aussagen u¨ber das Reaktionsverhalten des Marktes in Bezug auf
unvorhergesehene Ereignisse ableiten, ohne dass in der Realita¨t die Konse-
quenzen solcher Sto¨rungen zu tragen wa¨ren. Das Simulationssystem kann als
Experimentierfeld und Labor zur Untersuchung des Energiemarktes dienen.
Prognose mit Neuronalen Netzen Produktion und Handel sind engs-
tens miteinander gekoppelt, und der Marktpreis ist damit ein einsatzent-
scheidendes Kriterium. Fu¨r die industrielle Praxis ist daher die Prognose der
kurzfristigen Preisentwicklung, d.h. der Marktpreise des na¨chsten Handelsta-
ges, ein wesentliches Eingangsdatum fu¨r die Handelsvorbereitung. Dement-
sprechend ist eine Preisprognose auch im Simulationsmodell notwendig.
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1.2 Aufbau der Arbeit
Das nachfolgende Kapitel 2 gibt zuna¨chst eine Einfu¨hrung in die Grundla-
gen des liberalisierten Energiemarktes. Anschließend werden der Regelkreis
aus Produktion und Handel hergeleitet, sowie die Ablauforganisation des
kurzfristigen Handels und die verschiedenen Marktpla¨tze vorgestellt. Die
wesentlichen Eigenheiten der Ware ”Strom“ werden in Abschnitt 2.3.1 dis-
kutiert.
Kapitel 3 widmet sich den Fragestellungen im Zusammenhang mit der
kurzfristigen Preisprognose. Nach einer Diskussion der mo¨glichen Einfluss-
faktoren auf den Spotpreis werden in zwei Voruntersuchungen die erforderli-
che Modellierungsgenauigkeit von Preisprognosemodellen untersucht, sowie
verschiedene Prognosemodelle anhand der Kostenentwicklung fu¨r einen kon-
kreten realita¨tsnahen Kraftwerkspark miteinander verglichen.
In Kapitel 4 werden die Grundlagen von Agenten und agenten–basierter
Simulation dargestellt.
Kapitel 5 stellt das Konzept fu¨r dieses Simulationssystem vor. Hier wer-
den das Kommunikationsmodell sowie die am Handel und der Handelsvor-
bereitung beteiligten Agenten, Rollen und Verfahren erla¨utert.
Kapitel 6 fasst erste Untersuchungsergebnisse mit einem Prototypen zu-
sammen. Es wird anhand exemplarischer Darstellungen aufgezeigt, wie sich
das Simulationssystem verha¨lt und welche Analysemo¨glichkeiten sich durch
die Modellierung des Marktgeschehens auf individueller Ebene ergeben.
Kapitel 2
Herleitung des
Marktszenarios
2.1 Strommarkt
2.1.1 Historie
Bis April 1998 war die Welt der Energieversorgungsunternehmen (EVU) ein-
fach und klar geordnet. Fu¨r rund 100 Jahre war der Elektrizita¨tsmarkt ge-
pra¨gt durch die Gebietsmonopole der Energieversorgungsunternehmen. Je-
des EVU hatte seinen Platz am Markt und keinerlei Konkurrenz zu befu¨r-
chten. Auf der nationalen Ebene agierten acht EVU1 , deren Versorgungs-
gebiete lediglich durch die kleineren Gebiete der Stadtwerke unterbrochen
wurden.
Die Abnehmer hatten keine Mo¨glichkeit, ihre Lieferanten frei zu wa¨h-
len. Wollten sie keinen Strom vom EVU ihres Versorgungsgebietes beziehen,
blieb ihnen einzig die Mo¨glichkeit, den Strom selber zu erzeugen und vom
zusta¨ndigen Versorger nur Reservestrom zu beziehen. U¨berschu¨sse konnten
zu unattraktiven Preisen in das Netz des Versorgers eingespeist werden.
Die Vorteile dieser Monopolstruktur lagen darin, dass die EVU sich ei-
nem gesicherten Gescha¨ft mit guten Margen gegenu¨ber sahen. Dadurch wur-
de der Aufbau einer stabilen und zuverla¨ssigen Stromversorgung ermo¨glicht.
Gru¨nde fu¨r Stromausfa¨lle waren grundsa¨tzlich in einer Transportunterbre-
1Bewag, HEW, EnBW, RWE, Veba, VIAG, VEAG, VEW
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chung im U¨bertragungs– oder Verteilnetz oder einer Unterbrechung der Er-
zeugung durch einen Ausfall von Kraftwerken zu sehen.
Um Transportunterbrechungen vorzubeugen, wurde von den EVU ein
eng vermaschtes Netz gebaut, welches Stromausfa¨lle in Deutschland zur Aus-
nahme macht. So treten in Deutschland im Durchschnitt ja¨hrlich Stromaus-
fa¨lle von in Summe sechs Minuten auf. In Italien sind es bereits 10 Stunden
pro Jahr und in Kolumbien 10 Stunden pro Monat [46].
Gegen Unterbrechungen in der Erzeugung wappneten sich die Versorger
durch eine Reservehaltung Um dies zu erreichen, wurde eine große Menge
an Erzeugungskapazita¨t aufgebaut. So betrug die installierte Leistung Ende
1999 insgesamt knapp 100.000 Megawatt [118]. Die Spitzenlast wurde am
18. November 1999 mit 70.900 MW gemessen. Damit existieren im deut-
schen Markt U¨berkapazita¨ten von anna¨hrend 30.000 MW; immerhin eine
U¨berkapazita¨t, die ausreichen wu¨rde, um den italienischen Strommarkt zu
versorgen. Im Rahmen der Reservehaltung kooperierten die EVU bereits zu
Monopolzeiten.
Die Monopolstruktur des Energiemarktes brachte jedoch auch eine Rei-
he von Nachteilen mit sich. So orientierten sich die EVU in erster Linie an
der Technik und der Versorgungssicherheit und nicht an den Wu¨nschen und
Bedu¨rfnissen der Abnehmer [46]. Kosten waren in diesem Verka¨ufermarkt
kein Entscheidungskriterium, da diese problemlos an die Kunden weiterge-
geben werden konnten: Gebaut wurde, was technisch mo¨glich war! Der Preis
wurde als Summe aus Kosten und gewu¨nschter Marge kalkuliert.
Private Abnehmer wiederum sahen Energiekosten als fixe, nicht beein-
flussbare Kosten an und unternahmen daher keine Anstrengungen zur Op-
timierung ihres Energieverbrauchs bzw. ihrer Energiekosten.
Diese ”scho¨ne Welt“ wurde am 19. April 1998 durch die Verabschiedung
des neuen Energiewirtschaftsgesetzes kra¨ftig durcheinander gebracht, wie im
folgenden erla¨utert wird.
2.1.2 Liberalisierung
Die Deregulierung des Energiemarktes hat einen großen Umbruch in diesem
Marktsegment zur Folge gehabt. In diesem Abschnitt werden zuna¨chst die
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grundlegenden Richtlinien, Gesetze und Vereinbarungen erla¨utert, und auf-
gezeigt, welche Auswirkungen die jeweils vorgenommenen Regelungen auf
den Strommarkt und hier insbesondere auf den Bereich der Erzeugung und
des Handels haben. Im Anschluss werden die konkreten Folgen und A¨nde-
rungen der Liberalisierung dargestellt und die neue Marktstruktur erkla¨rt.
Grundlagen
Zu den wesentlichen Determinanten des Energiemarktes za¨hlt ohne Zweifel
die Politik, obliegt ihr doch die Mo¨glichkeit, politische und wirtschaftliche
Rahmenbedingungen fu¨r den Markt zu erlassen, und so die Marktstruk-
tur wesentlich zu beeinflussen. Fu¨r den in dieser Arbeit betrachteten Fall
des deutschen Strommarktes sind die wesentlichen politischen Institutionen
mit gesetzgeberischer Kompetenz der Rat der Europa¨ischen Union und der
Deutsche Bundestag.
Energiebinnenmarktrichtlinie Am 19. Februar 1997 trat die Energie-
binnenmarktrichtlinie (96/92/EG) der EU mit einer Frist von zwei Jahren
zur Umsetzung in nationales Recht in Kraft [117]. Nach den Richtlinien zur
Preistransparenz (90/377/EG) vom 29.6.1990 (fu¨r Strom und Erdgas) und
zum Transit von elektrischer Energie (90/547/EG) vom 20.10.1990 bedeu-
tete dies den vorla¨ufig letzten Schritt zur Liberalisierung des Stromsektors
in der Europa¨ischen Union. Die Vorgaben der EU stellen Mindestanforde-
rungen dar – etliche der Mitgliedsstaaten gehen weiter bzw. haben den Li-
beralisierungsprozess bereits Anfang der 90er Jahre eingeleitet – und setzen
in jenen Bereichen an, die wettbewerblich organisiert werden ko¨nnen.
Grundsa¨tzlich sind hier die drei Bereiche Erzeugung, Transport/Vertei-
lung und Nachfrage zu unterscheiden.
Auf der Nachfrageseite wird sogenannten ”zugelassenen Kunden“ die
Mo¨glichkeit eingera¨umt, ihre Stromlieferanten frei zu wa¨hlen. Der Anteil
zugelassener Kunden wird in drei Schritten auf mindestens 33 % im Jahre
2003 erho¨ht. Zur Zeit (2001) sind mindestens 28 % der Stromkunden ”zuge-
lassene Kunden“.
Auf der Erzeugungsseite wird neben den etablierten Energieversorgungs-
unternehmen weiteren Produzenten, sogenannten unabha¨ngigen Erzeugern,
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der Markteintritt und in der Folge die Belieferung zugelassener Kunden er-
o¨ffnet. Unabha¨ngige Erzeuger sind beispielsweise Industrieunternehmen mit
eigenen Kraftwerken wie die Deutsche Bahn AG oder die Chemieunterneh-
men BASF und Ho¨chst.
Mitgliedsstaat zugelassene Markto¨ffnung
Kunden in %
Deutschland alle 100
Finnland alle 100
Schweden alle 100
Großbritannien alle 100
Da¨nemark Großverbraucher 90
Luxemburg Großverbraucher 45
Spanien Großverbraucher 42
Niederlande Großverbraucher 35
Belgien Großverbraucher 33
Portugal Großverbraucher 33
Italien Großverbraucher 30
Frankreich Großverbraucher 30
Irland Großverbraucher 28
O¨sterreich Großverbraucher 27
Griechenland Großverbraucher 26
Tabelle 2.1: Markto¨ffnungsgrade in den europa¨ischen Staaten
Der Bereich Transport und Verteilung wird weiterhin als natu¨rliches Mo-
nopol gesehen, wobei der Bau eigener Netze grundsa¨tzlich gestattet ist. In
der Regel wird dies aber wirtschaftlich nicht sinnvoll sein. Es ist im Gegenteil
zu erwarten, dass in naher Zukunft existierende Netze ausgedu¨nnt werden,
um so die Kosteneffizienz zu steigern.
Tabelle 2.1 gibt den Markto¨ffnungsgrad in den Mitgliedsstaaten der Eu-
ropa¨ischen Union wieder. Deutschland geho¨rt zu den Vorreitern bei der Ein-
fu¨hrung des Wettbewerbs in der EU und hat die EU–Richtlinie fu¨r die Li-
beralisierung der Stromma¨rkte so schnell wie kein zweites Land umgesetzt.
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Eine a¨hnlich weitgehende Liberalisierung gibt es nur noch in Da¨nemark,
Finnland, Großbritannien und Schweden.
Andere Mitgliedsla¨nder der EU lassen sich dagegen Zeit. Einige haben
sich la¨ngere U¨bergangsfristen ausbedungen. Manche haben ihre Ma¨rkte nur
soweit geo¨ffnet, wie dies die Richtlinie im verbindlichen Mindestmaß vor-
schreibt. Gewinner dieser Situation sind die Unternehmen, die weiter in ge-
schu¨tzten oder teilgeo¨ffneten Ma¨rkten arbeiten und dort keine sinkenden
Margen kennen, aber auf der Grundlage ihrer Monopolstellung aktiv in den
Wettbewerb der voll geo¨ffneten Ma¨rkte eingreifen.
Die unterschiedliche Geschwindigkeit der Marktliberalisierung bietet aus-
la¨ndischen Konkurrenten die Mo¨glichkeit, in den deutschen Strommarkt
einzusteigen. Umgekehrt bleibt den deutschen Stromversorgern ein großer
Teil des EU–Marktes wegen der noch bestehenden ”Schutzza¨une“ fu¨r die
Stromversorgung in der Mehrzahl der anderen EU–La¨nder verschlossen.
Besonders deutlich wird dies am Beispiel Frankreichs. Wa¨hrend ausla¨n-
dische Unternehmen kaum einen Zugang zum franzo¨sischen Markt finden,
weitet die ”Electricite´ de France“ (EdF) ihr Gescha¨ft in ausla¨ndischen Ma¨rk-
ten deutlich aus. Dank der weitgehenden Monopolstellung kann die EdF ihre
”Kriegskasse“ in Frankreich fu¨llen und mit den erwirtschafteten Gewinnen
Investitionen in ausla¨ndischen Ma¨rkten ta¨tigen, wie dies z.B. in Deutschland
durch den Kauf von 25,1 % der Anteile an der Energie Baden–Wu¨rttemberg
AG (EnBW) geschehen ist.
Ausla¨ndische Konkurrenten haben schon seit la¨ngerem die Bedeutung
des deutschen Strommarktes erkannt. Deutschland ist der gro¨ßte und at-
traktivste Strommarkt in der EU mit rund 44 Millionen Kunden und einem
Stromabsatz von rund 500 TWh pro Jahr. Der Marktanteil in der EU be-
tra¨gt ca. 22 Prozent. Bisher haben sich 100 ausla¨ndische Unternehmen als
Marktteilnehmer am deutschen Strommarkt etabliert. Insgesamt sind rund
900 Unternehmen in allen Wertscho¨pfungsstufen am Strommarkt aktiv.
Energiewirtschaftsgesetz Im Rahmen der Umsetzung der Energiebin-
nenmarktrichtlinie in deutsches Recht verabschiedete der deutsche Bundes-
tag im April 1998 das neue Energiewirtschaftsgesetz (EnWG). Zweck des
Gesetzes ”ist eine mo¨glichst sichere, preisgu¨nstige und umweltvertra¨gliche
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leitungsgebundene Versorgung mit Elektrizita¨t und Gas im Interesse der
Allgemeinheit“ sicherzustellen [12]. Das EnWG regelt vor allem das WAS
der Liberalisierung. Die wesentlichen Bestimmungen des EnWG sind
• der Wegfall der Gebietsmonopole,
• die Forderung nach einem Unbundling der Energieversorgungsunter-
nehmen und
• die Festlegung des Netzzugangs nach dem Prinzip des verhandelten
Netzzugangs.
Unter Unbundling ist die Aufsplittung der vertikal integrierten EVU in
eigensta¨ndige Unternehmen fu¨r die Bereich Erzeugung, U¨bertragung/Vertei-
lung und Vertrieb bezogen auf die Sparte ”Strom“ zu verstehen. Das EnWG
fordert hier eine getrennte Rechnungslegung fu¨r die genannten Bereiche.
Eine der Besonderheiten der Ware ”Strom“ ist deren Leitungsgebunden-
heit. Daher ist eine grundlegende Voraussetzung fu¨r einen wirklichen Wett-
bewerb, dass alle Ha¨ndler gleiche Mo¨glichkeiten haben, ihren Strom in die
U¨bertragungs– und Verteilnetze einzuspeisen. Um einen solchen diskrimi-
nierungsfreien Zugang zu den Stromnetzen sicherzustellen, hat der deutsche
Gesetzgeber daher den Verhandelten Netzzugang (negotiated Third–Party–
Access; nTPA) als grundlegendes Prinzip fu¨r den deutschen Strommarkt
festgelegt. Das bedeutet, dass die Stromnetze im Eigentum der ehemali-
gen Monopolunternehmen verbleiben. Diese sind jedoch verpflichtet, jedem
Stromha¨ndler zum Zwecke der Durchleitung gegen ein angemessenes Entgelt
Zugang zu ihrem Netz zu gewa¨hren. Mit der Entscheidung fu¨r den nTPA als
Netzzugangsregime nimmt Deutschland eine Ausnahmestellung im europa¨i-
schen Markt ein. In den u¨brigen La¨ndern der EU haben sich die Gesetzgeber
fu¨r einen reglementierten, allgemeinen Netzzugang entschieden, der in der
Regel mit der U¨bereignung der Netze an einen unabha¨ngigen Netzbetreiber
(independant system operator, ISO) verbunden wird [101].
Nach dem Wegfall der geschlossenen Versorgungsgebiete lo¨sen sich die
Absatzma¨rkte von ihrer regionalen Bindung und entwickeln sich spezifisch
nach den Anforderungen der jeweiligen Kundengruppen. So hat sich bereits
im Jahr 1999 der Wettbewerb vor allem bei Kunden mit großen Abnahme-
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mengen stark ausgedehnt. Einzelkunden mit hohem Stromverbrauch, aber
auch Kunden mit vielen Filialen oder Standorten nutzten ihre Marktposi-
tion, um erhebliche Preisnachla¨sse durchzusetzen. U¨berregional ta¨tige Kon-
zerne schrieben den gesamten Strombedarf ihrer Tochterunternehmen im
Bundesgebiet oder europaweit gebu¨ndelt aus, um sich nur noch von einem
Anbieter versorgen zu lassen. Teilweise konnten diese Großkunden Strom-
preissenkungen von 30 bis 50 Prozent bei ihren Lieferanten durchsetzen.
Erneuerbare Energiengesetz und O¨kosteuer Vor der Liberalisierung
des Strommarktes haben deutsche Stadtwerke vor allem aus zwei Gru¨nden
Heizkraftwerke (HKW) gebaut: Erstens entsprach dies dem politischen Wil-
len nach einem Ausbau der ressourcenschonenden Fernwa¨rme, und zweitens
erlaubte die Auslegung der HKW als flexible Entnahme–Kondensationsanla-
gen, gezielt Leistung und Arbeit aus bestehenden Strombezugsvertra¨gen zu
verdra¨ngen und somit zusa¨tzliche Deckungsbeitra¨ge zu erwirtschaften [57].
Entscheidend fu¨r den Bau eines HKW war dementsprechend der Kos-
tenvorteil, den sich die Stadtwerke durch eine Eigenproduktion im Vergleich
zu einem Bezug aus bestehenden Versorgungsvertra¨gen versprachen. Infol-
ge der Liberalisierung sind die Großhandelspreise fu¨r Strom und damit der
Kostenvorteil der HWK deutlich gesunken. Die Relevanz der Stromvertra¨-
ge zur Einsatzoptimierung der Heizkraftwerke wurde durch den Zugang zum
neu entstandenen Großhandelsmarkt aufgehoben [57]. Heute liefert der kurz-
fristige Handelsplatz fu¨r Elektrizita¨t das einsatzbestimmende Kriterium fu¨r
HKW – den Spotpreis.
Die neue Art der Rechnungslegung kompliziert die Situation fu¨r Kraft–
Wa¨rme–Kopplungsanlagen (KWK–Anlagen) zusa¨tzlich. Insbesondere deut-
sche Stadtwerke sind als Querverbundunternehmen organisiert, d.h. sie be-
liefern ihre Kunden mit verschiedenen Energieformen; in der Regel Strom,
Gas und Fernwa¨rme. Gerade was die Fernwa¨rme angeht, ergibt sich ein er-
hebliches Konfliktpotenzial aus der neuen Rechnungslegung, da diese u¨ber
KWK–Anlagen engstens mit der Stromerzeugung gekoppelt ist. Das Ent-
scheidungsproblem der Querverbundunternehmen bestand vor der Liberali-
sierung darin, einen kostenoptimalen Produktionsplan fu¨r beide Energiefor-
men zugleich zu bestimmen.
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Durch die Aufsplittung der Querverbundunternehmen in mehrere recht-
liche und wirtschaftliche Einheiten verschieben sich die Bilanzgrenzen (siehe
Abbildung 2.1) und somit a¨ndert sich die Zielfunktion.
Abbildung 2.1: Bilanzgrenzen vor und nach der Deregulierung
Die Stromseite ko¨nnte in einer isolierten Strommarktorientierung auf
die Fernwa¨rme verzichten, was deren Existenz und die Existenz der KWK
bedroht. Dies hat in einzelnen Fa¨llen schon zu einer Stillegung von KWK–
Anlagen gefu¨hrt. So wurde 1998 die erste KWK–Anlage von den Duisburger
Stadtwerken aus wirtschaftlichen Gru¨nden außer Betrieb genommen [44].
Das Unbundling fu¨hrt zu autarken Sichtweisen der Erzeugung, des Strom-
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handels und des Stromvertriebs. Aus deren Sicht ist die Sicherung der KWK
nachrangig. Sie kann im Einzelfall als ”stranded investment“ abgeschrieben
werden. Aus der Sicht des Strommarktes ist KWK–Strom betrieblich unren-
tabel. So konkurriert der (aus Sicht des Strombereichs) teure KWK–Strom
z.B. mit Atomstrom aus Frankreich oder Russland.
Die Fernwa¨rmeversorger beno¨tigen dennoch KWK–Anlagen als Grund-
lastquellen fu¨r die Versorgung mit Wa¨rme. Weiterhin ist die Fernwa¨rme ”der
maßgebliche Beitraggeber zur CO2–Reduzierung“ [44]. ”Die Kraft–Wa¨rme–
Kopplung stellt ein Prinzip einer effizienten dezentralen Energiebereitstel-
lung dar, das durch verschiedene Technologien realisiert werden kann. Im
Ausbau der Kraft–Wa¨rme–Kopplung besteht eine besonders vielverspre-
chende CO2–Minderungsoption.“ [38]
Um die Turbulenzen, in die KWK–Anlagen aufgrund der Liberalisierung
geraten sind, ein wenig zu gla¨tten, hat der Gesetzgeber im April 2000 das
sogenannte Kraft–Wa¨rme–Kopplungsgesetz (KWK-G) verabschiedet. Dies
verpflichtet die Netzbetreiber, KWK–Strom abzunehmen und mit mindes-
tens 9 Pf/kWh zu vergu¨ten.
Zusa¨tzlich werden KWK–Anlagen durch das Erneuerbare Energiengesetz
(EEG) und die O¨kologische Steuerreform gefo¨rdert. So regelt die O¨kologische
Steuerreform den Wegfall der Stromsteuer fu¨r KWK–Strom aus Anlagen mit
einer Leistung gro¨ßer 2 MW ab 2004, sowie den vollsta¨ndigen Wegfall der
Mineralo¨lsteuer. Das EEG wiederum schafft zusa¨tzliche Anreize, Biomas-
se sowie Bio–, Kla¨r–, Deponie– und Grubengas zu verstromen. Dies kann
vielfach mit KWK–Anlagen realisiert werden.
Verba¨ndevereinbarung II Bei Erlass des EnWG hat der Gesetzgeber
darauf verzichtet, dasWIE der Deregulierung vorzugeben bzw. eine Regulie-
rungsbeho¨rde ins Leben zu rufen. Vielmehr wird die Wirtschaft aufgefordert,
in einer Selbstregulierung fu¨r die Umsetzung des Gesetzes Sorge zu tragen.
Geschieht dies nicht, so sieht das Gesetz die Mo¨glichkeit der Einrichtung
einer Regulierungsbeho¨rde vor [12].
Die Elektrizita¨tswirtschaft hat diese Selbstregulierung durch die Verab-
schiedung der Verba¨ndevereinbarung errichtet. Am 1. Januar 2000 trat die
Verba¨ndevereinbarung II (VV II) in Kraft, die die VV I aus dem Jahre 1998
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KWK–G Abnahmeverpflichtung von KWK–
Strom fu¨r Netzbetreiber bei festgelegter
Mindestvergu¨tung von 9 Pf/kWh
O¨kologische Steuerreform Wegfall der Strom– und Mineralo¨lsteuer
fu¨r KWK–Anlagen ab 2 MW Leistung
EEG Abnahmeverpflichtung fu¨r Netzbetrei-
ber fu¨r Strom aus erneuerbaren Energi-
en mit festgelegten Mindestvergu¨tungen
Tabelle 2.2: KWK–Fo¨rderung im U¨berblick
ablo¨ste. Die VV II entha¨lt einige Vereinfachungen, die den Netzzugang be-
treffen und so den Handel wesentlich erleichtern, wie in Abschnitt 2.3.1 na¨her
erla¨utert werden wird. Die Festlegungen der VV II pra¨gen die Struktur des
deutschen Energiemarktes wesentlich.
Folgen der Liberalisierung
Die Liberalisierung des Strommarktes brachte vielfa¨ltige Folgen mit sich,
die mit einer ungeheuren Geschwindigkeit u¨ber die EVU hereingebrochen
sind. Hatten sich die EVU aufgrund des Fehlens einer Regulierungsbeho¨rde
zuna¨chst auf einen langsamen U¨bergang vom Monopol zum Wettbewerbs-
markt eingerichtet (man ging von ungefa¨hr 5 Jahren aus), so sahen sie sich
plo¨tzlich durch den Eintritt neuer in– und ausla¨ndischer Marktteilnehmer
einem stu¨rmischen Wettbewerb gegenu¨ber. Die Stromwirtschaft wurde von
der Geschwindigkeit, mit der die Kunden ihr Recht auf fremde Angebote in
die Tat umsetzten, vo¨llig u¨berrumpelt.
Wettbewerbsdruck Innerhalb weniger Wochen nach der Verabschiedung
des EnWG entwickelte sich ein Großhandelsmarkt fu¨r Elektrizita¨t zwischen
Erzeugern, Einzelha¨ndlern und großen Industriekunden. Die durchschnittli-
chen Industrietarife gema¨ß dem Dow Jones/VIK–Index fielen von April 1998
bis Ende 1999 um 35 % (vgl. Abbildung 2.22). Der plo¨tzliche Anstieg des In-
2Die Einheit der y–Achse lautet EUR/MWh
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dex im Januar 2001 ist auf die zweite Stufe der ”O¨kologischen Steuerreform“
zuru¨ckzufu¨hren.
Abbildung 2.2: Entwicklung des DJ/VIK–Indizes
Die Liberalisierung hat in Deutschland einen Verdra¨ngungswettbewerb
u¨ber den Preis ausgelo¨st. Das ja¨hrliche Wachstum des Stromverbrauchs von
ungefa¨hr einem Prozent kommt im wesentlichen einer Stagnation gleich.
Der erho¨hte Wettbewerbsdruck fu¨hrt zu einem steigenden Kostendruck
bei den etablierten Energieversorgungsunternehmen. Diesem wird durch die
Stilllegung von Kraftwerken, sowie einer deutlichen Reduzierung des Per-
sonalbestands in der Elektrizita¨tswirtschaft begegnet. So hat die RWE im
Oktober 2000 angeku¨ndigt, bis zum Jahre 2004 Kraftwerke mit einer in-
stallierten Leistung von 5000 MW stillzulegen. Dies entspricht 15 % der
Kraftwerkskapazita¨ten des Unternehmens. E.ON will ebenfalls 16 % sei-
ner Kraftwerkskapazita¨ten abbauen und dabei u.a. das Kernkraftwerk Stade
stilllegen [22].
Marquis bemerkt in [68], dass die Zahl der Bescha¨ftigten in der Energie-
branche in den letzten fu¨nf Jahren von 190.000 auf 140.000 zuru¨ckgegangen
sei und die Investitionen im gleichen Zeitraum um 4 Milliarden DM oder
30 % geschrumpft seien.
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Umstrukturierung Der durch den Wettbewerb wachsende Preis– und
Kostendruck sowie die Aufgliederung der Ma¨rkte fu¨hren zu strukturellen
Vera¨nderungen in der Energiewirtschaft und in den einzelnen Unternehmen.
Beispielsweise haben sich eine Reihe von Regionalversorgern zu gro¨ßeren
Unternehmen zusammengeschlossen, die das Marktumfeld beeinflussen. Seit
Beginn der Liberalisierung registrierte der VDEW3 rund 150 Kooperati-
onsprojekte mit mehr als 650 beteiligten Unternehmen. Im Vordergrund
stehen dabei Einkaufskooperationen und die Gru¨ndung von gemeinsamen
Vertriebs– und Handelsgesellschaften. Die Zahl der Fusionen, mit insgesamt
71 beteiligten Unternehmen, betrug 30 [68]. Hinzu kommen neue Markt-
teilnehmer, die vornehmlich als Strommakler auftreten. Diese Unternehmen
bu¨ndeln Einzelkunden zu einem Einkaufspool und sta¨rken damit ihre Ver-
handlungsposition gegenu¨ber den Stromlieferanten.
Chancen Die Vielfalt an mo¨glichen bilateralen Gescha¨ften mit Verbrau-
chern, anderen Erzeugungsgesellschaften, industriellen Erzeugern, unabha¨n-
gigen Erzeugern und der Handel an Strombo¨rsen bieten einer Erzeugungs-
gesellschaft, die sich aktiv am Stromhandel beteiligt, die Chance, ihren Ge-
winn durch zusa¨tzliche Skalenertra¨ge zu maximieren. Skalenertra¨ge fallen an,
wenn sich die Leistungserzeugung in den Kraftwerken der beteiligten Han-
delspartner aufgrund der Stromgescha¨fte dem gesamtwirtschaftlich optima-
len Betrieb na¨hert [81]. Das Optimum ko¨nnte hier durch eine gemeinsame
Einsatzoptimierung aller Erzeugungsunternehmen erreicht werden. Solche
Synergieeffekte werden aufgrund der unterschiedlichen Erzeugungsstruktu-
ren der Handelspartner, sich a¨ndernden Prima¨renergiepreisen und durch den
Ausgleich der Stromnachfrage in unterschiedlichen Regionen erzielt. Einer
Voruntersuchung von Nießen et al. zufolge sind durch kurzfristigen Strom-
handel Skalenertra¨ge in einer Ho¨he von 1,5 bis 3,5 % der arbeitsabha¨ngigen
Erzeugungskosten zu erwarten [82].
3Verband der Elektrizita¨tswirtschaft e.V.
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2.2 Erzeugung und Handel
Betrachtungsgegenstand ist hier der Großhandel im Elektrizita¨tsmarkt, wie
er nach der Liberalisierung entstanden ist. Dabei orientiert sich die Herlei-
tung des Marktszenarios stark am deutschen Elektrizita¨tsmarkt.
Der Schwerpunkt der folgenden Ausarbeitung liegt auf der Modellie-
rung der Handelsvorga¨nge auf dem Spotmarkt. Der Spotmarkt bezeichnet
das Marktsegment, in dem Handelsgescha¨fte mit kurzfristiger Fa¨lligkeit (bis
zu einem Monat) und u¨blicherweise physischer Erfu¨llung abgeschlossen wer-
den.
Auf die Themenbereiche Lastprognose und Tageseinsatzplanung wird nur
soweit eingegangen, wie dies fu¨r die Konzeption des Handelsmodells notwen-
dig ist. Der interessierte Leser sei auf die Quellen [42,130,111,52] verwiesen.
2.2.1 Betriebsplanung
In der kurzfristigen Betriebsplanung, der sogenannten Kraftwerkseinsatzpla-
nung, werden die Einschaltzeitpunkte der Kraftwerksblo¨cke festgelegt. Fu¨r
das Anfahren gro¨ßerer Kraftwerke mit Dampfprozess muss eine Einschalt-
entscheidung mehrere Stunden vor dem eigentlichen Beginn der Einspeisung
von Leistung durch das Kraftwerk getroffen werden (vgl. hierzu [81]). Daher
liegt der Planungshorizont fu¨r die Kraftwerkseinsatzplanung u¨blicherweise
bei 24 Stunden; er kann sich jedoch vor Wochenenden und Feiertagen auf
einen gro¨ßeren Zeitraum ausdehnen.
Die klassische Aufgabe der Kraftwerkseinsatzplanung ist es, einen kos-
tenminimalen Produktionsplan zu bestimmen, der die erwartete Last und
die Anforderungen aus der Reservehaltung erfu¨llt. Mit steigenden Handels-
volumina im kurzfristigen Bereich wird diese Aufgabe durch zunehmend
unsichere Planungsgrundlagen bestimmt. Die Aufgabenstellung der Kraft-
werkseinsatzplanung erweitert sich insofern dahingehend, dass sie die kurz-
fristigen Stromgescha¨fte einbeziehen muss.
”Kraftwerkseinsatz und kurzfristiger Stromhandel sind eng miteinander
verknu¨pft, da die kurzfristig abgewickelten Gescha¨fte einerseits die Ho¨he der
in Summe zu erzeugenden Leistung der Kraftwerke und damit andererseits
auch die Erzeugungskosten des Systems beeinflussen. Die Erzeugungskosten
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des Systems wiederum u¨ben einen Einfluss auf die Absatz– und Bezugsmo¨g-
lichkeiten am Markt aus.“ [81]
Abbildung 2.3: Erzeugung und Handel
Den Zusammenhang zwischen Kraftwerkseinsatzplanung, Stromhandel
und dem wirtschaftlichen Erfolg des EVU stellt Abbildung 2.3 schematisch
dar. Die Kraftwerkseinsatzplanung setzt bei den Erzeugungseinheiten an.
In der genannten Abbildung ist der Produktionsprozess eines EVU im
Sinne eines Massenwandlers dargestellt, der die Masse Geld (schwarze Pfeile)
in die Massen Brennstoff (brauner Pfeil) oder Elektrizita¨t (magenta Pfei-
le) umsetzt. Das Geld fließt in Form von Kosten in Prima¨renergiestoffe,
die durch die Erzeugungseinheiten in Elektrizita¨t umgewandelt werden. Al-
ternativ kann das EVU direkt Elektrizita¨t aus mittel- und langfristigen4
Bezugsvertra¨gen, sowie seit der Liberalisierung u¨ber einen Spoteinkauf be-
ziehen.
4Kurzfristig bezeichnet Zeitra¨ume bis zu einem Monat, mittelfristig bis zu einem Jahr
und langfristig daru¨ber hinausgehende Zeitra¨ume.
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Auf der Abnehmerseite fließt die Leistung an die u¨ber mittel- und lang-
fristige Liefervertra¨ge gebundenen Tarif– und Sondervertragskunden. Die
Vertra¨ge mit diesen Kunden sehen in der Regel Fixpreise vor, so dass im
Rahmen des kurzfristigen Handels kein Geld mehr gewonnen werden kann.
U¨ber einen Verkauf am Spotmarkt kann das Energieversorgungsunterneh-
men wiederum Leistung in Geld wandeln, welches in Form von Erlo¨sen in
die Zielfunktion eingeht.
Die Verknu¨pfung von Stromhandel auf dem Spotmarkt und den Erzeu-
gungsanlagen bzw. der Kraftwerkseinsatzplanung erha¨lt man u¨ber den Bi-
lanzknoten, in dem Nachfrage und Angebot saldiert werden.
2.3 Kurzfristige Stromgescha¨fte
Der Handel von Energietra¨gern auf Spot– und Terminma¨rkten ist nichts
Neues. Gas, O¨l und Kohle werden schon seit geraumer Zeit weltweit an
verschiedenen Bo¨rsenpla¨tzen und auf Over–the–Counter–Ma¨rkten (OTC–
Ma¨rkten) gehandelt. Fu¨r O¨l haben sich die International Petroleum Ex-
change (IPE) in London, die NYMEX (New York Mercantile Exchange) in
New York, und die SICOM (Singapore Commodity Exchange) etabliert.
Ein wesentlicher Unterschied bei den Gu¨tern Gas, O¨l und Strom ist die
Frage nach der Qualita¨t. Bei einem Handelsgescha¨ft fu¨r Gas oder O¨l wird
im Rahmen des Gescha¨fts immer die Qualita¨t und der Lieferort der Ware
festgelegt. Dies ist bei Strom nicht der Fall, da Strom im wesentlichen als
homogenes Gut betrachtet werden kann.5
Auch der Handel mit leitungsgebundenen Gu¨tern ist nicht neu, handelt
es sich doch bei Gas eindeutig und bei O¨l (auch wenn Teilstu¨cke dieser
Leitung die Form von Schiffen oder LKW einnehmen) im weitesten auch
um solche Gu¨ter. Dennoch erha¨lt der Handel mit der Ware ”Strom“ eine
spezielle Bedeutung durch die Besonderheiten des Stroms.
5Dies stellt eine der großen Herausforderungen fu¨r die Werbestrategen der Energieun-
ternehmen dar. Wie soll man ein Produkt aus den konkurrierenden Produkten heraushe-
ben, das unsichtbar ist, nach nichts riecht oder schmeckt, und sich auch sonst in keiner
Weise von den Konkurrenzprodukten abhebt?
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Flu¨chtigkeit Bisher existieren keine Speicher, die eine effiziente Speiche-
rung von Strom ermo¨glichen. Strom ist nur indirekt durch Vorhaltung geeig-
neter Prima¨renergietra¨ger (Kohle, Erdgas, O¨l, etc.) oder durch Speicherung
von Wasser in Pumpspeicherkraftwerken lagerbar. Aufgrund der Flu¨chtigkeit
von Strom mu¨ssen Einspeisungen in das elektrische Netz und Entnahmen aus
demselben zu jedem Zeitpunkt im Gleichgewicht sein, da es andernfalls zu
Ausfa¨llen und Unterbrechungen der Stromversorgung kommt. Um die Ver-
sorgungssicherheit zu gewa¨hrleisten, halten die Erzeuger dementsprechend
Reservekapazita¨ten vor. Diese liegen typischerweise zwischen 12 % und 30 %
der Gesamtkapazita¨t [16].
Leitungsgebundenheit Die Leitungsgebundenheit wirkt sich insbesonde-
re bei den Netzverlusten und der begrenzten Netzkapazita¨t aus. Daher muss
bei allen Handelsgescha¨ften stets die Durchleitungskapazita¨t beachtet und
mo¨gliche Kapazita¨tsengpa¨sse beru¨cksichtigt werden. Aufgrund des natu¨rli-
chen Monopols im Bereich Transport und Verteilung muss die Durchleitung
durch fremde Netze finanziert werden. Hier fallen Netznutzungsentgelte an,
die an den jeweiligen Netzbetreiber zu entrichten sind.
Die Aufgabe der Netzbetreiber besteht darin, Netzengpa¨sse zu vermei-
den. Zur Erfu¨llung dieser Aufgabe mu¨ssen sie jeweils u¨ber das Handelsge-
schehen informiert sein. Sie beno¨tigen weiterhin ein Modell des U¨bertra-
gungsnetzes und einen Algorithmus zur Lo¨sung eines Netzengpasses.
Aufgrund der Leitungsgebundenheit von Strom ist und bleibt der Zu-
gang zu den U¨bertragungs– und Verteilungsnetzen fremder Netzbetreiber
und Konkurrenten eine unabdingbare Voraussetzung fu¨r eine wirkliche Li-
beralisierung des Strommarktes.
Hier hat die Industrie mit der Verabschiedung der Verba¨ndevereinba-
rung II einen wichtigen Schritt getan. Zuna¨chst verzichtete man bei der
Bestimmung der Netznutzungsentgelte auf eine entfernungsabha¨ngige Kom-
ponente, um so die Bestimmung der Kosten fu¨r eine Durchleitung deutlich
zu vereinfachen und transparenter zu gestalten. In Bezug auf das U¨bertra-
gungsnetz wurde Deutschland in zwei Handelszonen, die ”Handelszone Su¨d“
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und die ”Handelszone Nord“ eingeteilt. Fu¨r die U¨bertragung von Leistung
zwischen den beiden Handelszonen erhob man ein Entgelt, die sogenannte
”T–Komponente“. Im Juli 2000 haben sich die Unternehmen der Elektri-
zita¨tswirtschaft auf den Verzicht der T–Komponente geeinigt. Somit wird
Deutschland heute als eine ”Kupferplatte“ gesehen. Aus Sicht der Industrie
liegt ein perfektes Leitungsnetz vor, welches in der Lage ist, beliebige Mengen
an Strom zu u¨bertragen. In die gleiche Richtung zielen Vero¨ffentlichungen
aus der Industrie. So schreibt Gebhart [39] z.B. :
Die Lasten im Hochspannungsnetz sind vom Marktgeschehen
weitgehend unabha¨ngig. Sie ko¨nnen vom Netzbetreiber relativ
genau auf Basis von Vergangenheitsdaten und Wettervorhersa-
gen prognostiziert werden.
Ein Eintritt von Netzengpa¨ssen wird von der Industrie in naher Zukunft
nicht erwartet. In Bezug auf die Handelsaktivita¨ten besta¨tigt sich diese Er-
wartung durch einen Blick auf die Market Clearing Prices (MCP)6, die an
der Leipziger Strombo¨rse Leipzig Power Exchange (LPX) notiert wurden.
Gema¨ß den Regeln der LPX werden bei einem Netzengpass unterschiedli-
che Preise fu¨r die verschiedenen Gebotsgebiete der LPX festgestellt [64]. Die
Gebotsgebiete korrespondieren mit den Regelzonen7 der U¨bertragungsnetz-
betreiber. Die Preise werden so angepasst, dass die U¨bertragungskapazita¨t
bis zur Kapazita¨tsgrenze ausgenutzt wird. Durch eine Preiserho¨hung im Ge-
botsgebiet mit hoher Nachfrage wird die Nachfrage gesenkt, und die An-
bieter erhalten einen Anreiz zur Bereitstellung einer ho¨heren Leistung. Im
Gebotsgebiet mit Angebotsu¨berschuss wird durch eine Preissenkung Analo-
ges erreicht. Seit Handelsaufnahme an der LPX im Juni 2000 ist kein solcher
Fall eingetreten, und somit sind keine Netzengpa¨sse zu verzeichnen.
Dies mag darin begru¨ndet sein, dass die Handelsvolumina noch zu gering
sind oder aber die Netzkapazita¨t tatsa¨chlich ausreichend ist.
6Der MCP ist der Preis zu dem eine Marktbereinigung stattfindet, der Markt sich
folglich im Gleichgewicht befindet.
7Eine Regelzone ist ein Teilbereich des U¨bertragungsnetzes, in dem ein festgelegter Re-
gelzonenbetreiber fu¨r die Netzsicherheit (Spannungshaltung und Frequenz) verantwortlich
ist.
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Damit stellt sich grundsa¨tzlich die Frage, ob die Abbildung des U¨bertra-
gungsnetzes in einer Handelssimulation notwendig ist. Um die Konzeption
vollsta¨ndig zu halten, wird in Kapitel 5 ein Modell aufgezeigt, mit dem das
U¨bertragungsnetz in die Simulation eingebracht werden kann. Hierzu wird
das Problem der Lo¨sung eines Netzengpasses in Form eines Netzflusspro-
blems modelliert.
Nachfrage Weitere Besonderheiten liegen in den Nachfrageschwankungen.
Diese treten zyklisch in Abha¨ngigkeit von Wochentag, Jahres– und Tageszeit
auf, sowie unregelma¨ßig in Abha¨ngigkeit von der Wetterlage. Die Nachfrage
an sich ist preisunelastisch, d.h. kurzfristige Erho¨hungen der Preise fu¨hren
kurz– und mittelfristig nicht zu einem Ru¨ckgang der Nachfrage.
Die Nachfrage nach elektrischer Energie ist ein unsicherer Faktor,8 der
im kurzfristigen Bereich nicht oder nur wenig beeinflusst werden kann. Die
elektrische Last eines Energieversorgungsunternehmens zeichnet sich durch
verschiedene Merkmale aus: Erstens durch ein ausgepra¨gtes zyklisches Ver-
halten in Abha¨ngigkeit von der Tageszeit, dem Wochentag und der Jahres-
zeit; zweitens durch eine Abha¨ngigkeit von der regionalen Wetterlage und
drittens durch eine Abha¨ngigkeit von der Kundenstruktur des EVU und den
zugrundeliegenden Kundenprofilen.
Das zyklische Verhalten erkla¨rt sich aus dem unterschiedlichen Profil des
Verbrauchs an elektrischer Energie zu Tages– und Nachtstunden bzw. an
Werktagen und Wochenenden/Feiertagen. Der Tag–Nacht–Zyklus resultiert
beispielsweise aus der wechselnden Nachfrage der industriellen Abnehmer.
Der jahreszeitliche Bedarf ist unter anderem von der Helligkeit (Einschalt-
zeitpunkte fu¨r elektrisches Licht) und der Temperatur (z.B. durch Aufladung
von Nachtspeichero¨fen) abha¨ngig. Analog leitet sich die Abha¨ngigkeit von
der regionalen Wetterlage her.
Die Kunden eines EVU ko¨nnen in verschiedene Verbrauchergruppen ein-
geteilt werden, welchen wiederum ein typisches Lastprofil zugeordnet werden
kann. So wurden im Rahmen der Vereinbarungen der VV II Lastprofile fu¨r
ga¨ngige Kundengruppen, wie z.B. Ba¨ckereien, Handwerksbetriebe oder Pri-
8Nachfrage meint hier die Nachfragemenge und nicht die Frage ob u¨berhaupt elektrische
Energie nachgefragt wird oder nicht.
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vathaushalte entwickelt (sog. synthetische Lastprofile). Die erwartete Last
des EVU leitet sich aus der Aggregation der Kundenprofile und der Addition
des erwarteten Verbrauchs von Sondervertragskunden mit Za¨hlerfernausle-
seeinrichtungen her.
Die genannten Eigenschaften des Stroms haben erhebliche Auswirkungen
auf den physischen Handel mit Strom im kurzfristigen Bereich. Zusa¨tzlich
erschwerend kommen die Restriktionen der Erzeugungsanlagen (vgl. hier-
zu [42,130,111,52] und die Ausfu¨hrungen in Abschnitt 5.4.2) hinzu.
Gerade wegen dieser Schwierigkeiten sind fu¨r einen wirklichen Wettbe-
werb im Strommarkt funktionierende Markpla¨tze von entscheidender Be-
deutung.
Erzeugung und Handel im Wettbewerbsmarkt
Nach der O¨ffnung der Stromma¨rkte haben sich die Mo¨glichkeiten des Strom-
bezugs erheblich erweitert. Deshalb wird es fu¨r die Energieversorgungsunter-
nehmen ku¨nftig noch mehr darauf ankommen, Eigenerzeugung und Strom-
bezug in einer wirtschaftlichen Beschaffungsstrategie aufeinander abzustim-
men. Der eigene Kraftwerkspark steht zunehmend im Wettbewerb mit in–
und ausla¨ndischen Stromproduzenten. Nicht wettbewerbsfa¨hige Kraftwerks-
anlagen werden teilweise oder vollsta¨ndig stillgelegt [85,90,86].
Der Marktpreis bestimmt somit den Grad, mit dem eigene Ressourcen
durch den Energiehandel substituiert werden. Der liberalisierte Strommarkt
begru¨ndet einen neuen Freiheitsgrad bei der Einsatzentscheidung der Be-
zugsressourcen.
Von daher ist es notwendig, die Handelsentscheidungen der Stromha¨nd-
ler in einen gro¨ßeren Regelkreis einzubetten, der auch die Kraftwerkseinsatz-
planung umfasst. Um fundierte Entscheidungen treffen zu ko¨nnen, sind die
Stromha¨ndler auf eine Reihe von Informationen angewiesen, welche teilweise
am Markt zur Verfu¨gung stehen und teilweise im jeweiligen EVU geschaffen
werden mu¨ssen. In Abbildung 2.4 wird der Regelkreis aus Informationsbe-
schaffung, Erzeugung und Handel aufgezeigt.
Zuna¨chst sind die no¨tigen Eingangsinformationen zu beschaffen bzw. zu
erzeugen. Hierzu geho¨ren insbesondere eine Last– und eine Preisprognose,
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sowie Informationen, die den Marktzustand beschreiben. Letzteres ko¨nnen
beispielsweise Informationen u¨ber Kraftwerksausfa¨lle oder Revisionen sein.
Diese Informationen gehen sowohl in die Tageseinsatzplanung als auch
in den Stromhandel ein.
Die Kraftwerkseinsatzplanung hat, wie bereits im Abschnitt ”Betriebs-
planung“ (vgl. Abschnitt 2.2.1) ausgefu¨hrt, zum Ziel, einen kostenoptima-
len Produktionsplan zu bestimmen. Infolge der Liberalisierung ergibt sich
als gemeinsame Aufgabe von Kraftwerkseinsatzplanung und kurzfristigem
Stromhandel die Bestimmung eines gewinnmaximalen Produktionsplans un-
ter Nutzung aller Mo¨glichkeiten, die der eigene Erzeugungspark, Strom–
Bezugsvertra¨ge mit Vorlieferanten und der Spotmarkt bieten. Durch die Ein-
beziehung der erwarteten Erlo¨se aus dem Stromhandel in die Tageseinsatz-
planung gelangt man so von einem Kostenminimierungsproblem zu einem
Gewinnmaximierungsproblem.
Um diese Aufgabenstellung zu unterstu¨tzen, verfu¨gen marktga¨ngige Soft-
waresysteme fu¨r die Kraftwerkseinsatzplanung u¨ber Mo¨glichkeiten, Strom-
marktprodukte abzubilden und diese in das Gesamtmodell aus Erzeugungs–
und Absatzeinheiten einzubeziehen. So unterstu¨tzt die Kraftwerkseinsatz-
planung den Stromhandel durch Bereitstellung eines Produktionsplans.
Auf der Basis einer Preisprognose und einer Lastprognose kann die Kraft-
werkseinsatzplanung die Freileistung bestimmen, d.h. jene Leistung, wel-
che beim erwarteten Preis noch gewinnbringend am Markt verkauft werden
kann. Durch eine Variation der eingegebenen Preise la¨sst sich zusa¨tzlich das
Handelspotenzial u¨ber ein gro¨ßeres Preisintervall bestimmen.
Die errechnete Freileistung gibt wiederum dem Stromhandel einen Rah-
men fu¨r die kurzfristigen Handelsaktivita¨ten vor.
Aus dem Produktionsplan kann der Stromhandel die Einheitskosten ab-
leiten. Die Aufgabe des Stromha¨ndlers ist es, durch Gescha¨fte an der Bo¨rse
oder im OTC–Handel die errechnete Freileistung zu verkaufen oder ggf. Leis-
tung einzukaufen, wenn dadurch die Einheitskosten gesenkt werden ko¨nnen.
Die Bilanz aus Ka¨ufen und Verka¨ufen am Markt ergibt eine U¨ber– oder
Unterdeckung der prognostizierten Last. Der Differenzbetrag, die Nettolast,
ist letztlich der Anteil der Bruttolast, der aus eigenen Erzeugungsanlagen
gedeckt werden muss.
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Abbildung 2.4: Regelkreis aus Informationsbeschaffung, Erzeugung und
Handel
Wa¨hrend Last– und Preisprognose ta¨glich ein Mal erstellt werden, muss
der Datenaustausch zwischen Kraftwerkseinsatzplanung und Stromhandel
kontinuierlich stattfinden. So werden Einsatzplanung und Stromhandel zeit-
nah u¨ber jede relevante A¨nderung, wie z.B. Kraftwerksausfa¨lle oder neu
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abgeschlossene Vertra¨ge informiert und verfu¨gen so u¨ber eine aktuelle Pla-
nungsgrundlage. Dies ist die einfachste Art und Weise, um mit der zuneh-
menden systemimmanenten Unsicherheit zurechtzukommen.
Aus den Ausfu¨hrungen zu Betriebsplanung und Stromhandel lassen sich
sofort verschiedene Teilbereiche der Doma¨ne ”Strommarkt“ ableiten, die in
die Simulation Eingang finden mu¨ssen. Es sind dies die Prozesse ”Last pro-
gnostizieren“, ”Preis prognostizieren“, Tageseinsatzplanung sowie Bo¨rsen–
und OTC–Handel.
Eine softwaretechnische Umsetzung des hier entwickelten Konzepts in
ein ausfu¨hrbares Simulationssystem erfordert daher die Existenz oder Ent-
wicklung geeigneter Modelle fu¨r jeden genannten Teilbereich. Zu den The-
menkomplexen Lastprognose [26,78,61,2,39,49,48,70] und Tageseinsatzpla-
nung [9,35,52,80,130,114,71] finden sich in der Literatur eine Vielzahl von
Modellen und Methoden, so dass im Rahmen der Umsetzung des Konzeptes
lediglich eine Auswahlentscheidung getroffen werden muss.
Die Themenkomplexe ”Preisprognose“, ”Bo¨rsenhandel“ und ”OTC–Han-
del“ sind hingegen sehr jung und entsprechend wenig erforscht. Sie werden
in dieser Arbeit genauer beleuchtet.
In Kapitel 3 werden im Rahmen einer Voruntersuchung verschiedene Ver-
fahren zur Preisprognose miteinander verglichen. Dem Handel widmet sich
ausfu¨hrlich Kapitel 4. Dort werden der in Abbildung 2.4 dargestellte Re-
gelkreis in verschiedene Rollen aufgeteilt und die fu¨r den Handel beno¨tigten
Kommunikationsprotokolle entwickelt.
Da der Stromhandel in Deutschland an zwei verschiedenen Marktpla¨tzen
stattfindet, werden im folgenden Abschnitt die Unterschiede zwischen diesen
Marktpla¨tzen aufgezeigt und die Handelsprotokolle erla¨utert.
2.3.2 Marktpla¨tze
Der Handel von Waren findet auf zwei verschiedenen Marktpla¨tzen statt:
an Bo¨rsen und im bilateralen Handel, dem sogenannten Over–the–Counter–
Markt (OTC–Markt). Die Marktpla¨tze bieten den Ha¨ndlern jeweils unter-
schiedliche Vorteile und existieren vielfach nebeneinander.
Die Vorteile einer Bo¨rse liegen in der Zentralisierungsfunktion des Han-
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Bo¨rse OTC–Markt
Zentralisierter Marktplatz Bilaterale Verhandlungen
reguliert nicht reguliert
standardisierte Instrumente auf Bedu¨rfnisse der Ha¨ndler zuge-
schnittene Vertra¨ge
hohe Liquidita¨t Liquidita¨t ungewiss
große Anzahl von Marktteilneh-
mern
Anzahl erreichbarer Marktteilneh-
mer klein
geringe Transaktionskosten hohe Transaktionskosten
kein Ausfallrisiko durch Clearing-
stelle
Ausfallrisiko gegeben
Anonymita¨t gewa¨hrleistet keine Anonymita¨t
Tabelle 2.3: OTC–Markt und Bo¨rsenhandel: Vor– und Nachteile
delsgeschehens an einem Ort. Der Bo¨rsenplatz verfu¨gt in der Regel u¨ber eine
hohe Liquidita¨t und eine große Anzahl von Teilnehmern. Der Preisfindungs-
prozess ist transparent, und die Bo¨rsenpreise sind fu¨r jeden Marktteilnehmer
zuga¨nglich. Die Transaktionskosten fu¨r die Ha¨ndler sind gering, und mit der
Bo¨rse steht ein solventer Clearingpartner bereit. Zuletzt gewa¨hrt die Bo¨rse
ihren Ha¨ndlern Anonymita¨t.
Im OTC–Handel mu¨ssen die Ha¨ndler auf diese Vorteile verzichten. Je-
doch ist der bilaterale Handel im Gegensatz zum Bo¨rsenhandel weniger re-
guliert, und die Ha¨ndler ko¨nnen hier auf ihre Bedu¨rfnisse zugeschnittene
Vertra¨ge handeln.
Unabha¨ngig vom gewa¨hlten Marktplatz teilen sich Warenma¨rkte in Spot-
markt und Terminmarkt auf, wobei die Erfu¨llungsart des Handelsgescha¨fts
auf diesen Ma¨rkten nach physischer und finanzieller Erfu¨llung unterschieden
wird (vgl. Tabelle 2.4).
Von den sich ergebenden acht Segmenten sind in der Realita¨t nur sechs
Marktformen anzutreffen, da ein finanzieller Spotmarkt weder in Form einer
Bo¨rse noch als OTC–Markt existiert. Der finanzielle Handel dient zur Risi-
koabsicherung, jedoch sind kurzfristige Risiken im Zeitraum von 24 Stunden
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Spotmarkt Terminmarkt
bilateral institutionell bilateral institutio-
nell
(OTC–
Markt)
(Bo¨rse) (OTC–
Markt)
(Bo¨rse)
physische
Erfu¨l-
lung
”Verbund- LPX
wirtschaft“ APX
EEX Forwards Futures
finanzielle
Erfu¨l-
lungOptionen Optionen
auf For-
wards
auf Futures
Tabelle 2.4: Marktsegmente
kaum mehr abzusichern. Es werden sich keine Handelspartner mit gegen-
sa¨tzlichen Erwartungen finden.
Im deutschen Strommarkt sind beide Marktpla¨tze – Bo¨rse und OTC–
Markt – anzutreffen, und es ist zu erwarten, dass sich sowohl Strombo¨rsen
als auch der bilaterale Handel weiterhin etablieren ko¨nnen. Eine vollsta¨ndige
Verschiebung der Handelsaktivita¨ten auf das eine oder andere Marktsegment
ist nicht zu erwarten.
Im europa¨ischen Raum haben sich mehrere Strombo¨rsen etabliert, zwei
davon in Deutschland. Als erste deutsche Strombo¨rse nahm die Leipzig
Power Exchange im Juni 2000 den Handel am Spotmarkt auf. Die Euro-
pean Energy Exchange (EEX), Frankfurt, ero¨ffnete kurze Zeit spa¨ter – im
August 2000 – einen Spotmarkt fu¨r Strom. Inzwischen existiert auch ein
Terminmarkt fu¨r Stromderivate an der EEX. Die LPX plant die Ero¨ffnung
eines Terminmarktes im Sommer 2001.9
9Die Realita¨t hat diese Darstellung bereits u¨berholt. Im Ma¨rz 2002 haben die deutschen
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Die Bo¨rsen u¨bernehmen eine wichtige Aufgabe im Handel, indem sie zu
einer gro¨ßeren Markttransparenz beitragen. Die Handelskonzepte der beiden
deutschen Strombo¨rsen werden in den folgenden Ausfu¨hrungen zur Funkti-
onsweise von Spot– und Terminma¨rkten fu¨r Strom vorgestellt. Sie verfolgen
jeweils unterschiedliche Handelskonzepte im Spot– und Terminmarkt. Hier
wird die Zukunft zeigen, welches Konzept fu¨r den Strommarkt geeigneter
ist, d.h. langfristig im Wettbewerb bestehen wird.
Strombo¨rsen
”Die wichtigste Rolle des LPX Spotmarktes besteht darin, den Handel in
kurzfristigen, standardisierten Stromprodukten zu ermo¨glichen. Damit sol-
len die Marktteilnehmer die Mo¨glichkeit haben, kurzfristig ein Gleichgewicht
ihrer Abnahme– und Bezugsverpflichtungen herzustellen. Ferner besteht die
Aufgabe von LPX darin, den Austausch von Marktinformationen zu fo¨rdern
sowie den Wettbewerb und die Liquidita¨t des Strommarktes zu unterstu¨t-
zen.“ [64]
Mit folgenden Risiken sehen sich die Handelsteilnehmer im Spotmarkt
konfrontiert:
• Die hohe Volatilita¨t10 der Strompreise fu¨hrt zu einem großen Markt-
preisrisiko. Unter Umsta¨nden erwirtschaften die Ha¨ndler Verluste im
Spotmarkt.
• Da die Nachfrage ex–ante unbekannt ist, sieht sich ein Anbieter einem
Absatzrisiko gegenu¨ber, d.h. er kann im Vorfeld keine Angaben dazu
machen, ob er die von ihm vorgesehene Menge am Markt verkaufen
kann. Umgekehrt besteht fu¨r einen Nachfrager ein Eindeckungsrisiko,
da er nicht sicher sein kann, seine gesamte Nachfrage im Spotmarkt
decken zu ko¨nnen.
• Aufgrund der Leitungsgebundenheit von Strom besteht daru¨ber hinaus
ein Marktzugangsrisiko bzw. ein Mengenrisiko. Zum einen beschra¨nkt
die Kapazita¨t des U¨bertragungsnetzes die maximal absetzbare Menge,
Strombo¨rsen fusioniert.
10Zur Definition siehe S. 202
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wobei die Kapazita¨t selber variabel ist, z.B. aufgrund von Wartungs-
arbeiten. Zum anderen ist ex–ante nicht sicher, dass die Kapazita¨ts-
grenzen nicht durch die Summe aller Angebote und Nachfragen u¨ber-
schritten werden und es nicht zu einem Netzengpass kommt. Im Falle
eines Netzengpasses bleibt dem Ha¨ndler der Marktzugang verwehrt.11
Die Spotma¨rkte an den deutschen Strombo¨rsen haben sich als Day–
Ahead–Markt etabliert. Das heißt, der Handel wird einen Tag vor dem Tag
der vertraglichen Lieferung ausgefu¨hrt. Dieses Marktkonzept ist eine direk-
te Folge aus den Anforderungen, die die Ware Strom an den Handel stellt.
Aufgrund der Flu¨chtigkeit und den langen Zugriffszeiten auf die unterschied-
lichen Kraftwerke muss der Handel so fru¨hzeitig beendet sein, dass eine Ein-
beziehung der Handelsergebnisse in die Kraftwerkseinsatzplanung fu¨r den
na¨chsten Tag mo¨glich ist.
An beiden Bo¨rsenpla¨tzen werden sowohl einzelne Stunden als auch Blo¨-
cke gehandelt.
Stundengebote An der LPX kann jeder Ha¨ndler fu¨r die 24 Stunden des
folgenden Tages bzw. vor Wochenenden und Feiertagen fu¨r alle Stunden bis
einschließlich des na¨chsten Handelstages ein Stundengebot abgeben. Hierbei
ist sowohl die Abgabe preisabha¨ngiger als auch preisunabha¨ngiger Gebo-
te zula¨ssig. Durch die Abgabe eines preisunabha¨ngigen Gebots erha¨lt der
Teilnehmer eine hohe Mengensicherheit, da er die gebotene Menge stets zu
Marktpreisen handelt. Die preisabha¨ngigen Gebote erlauben es dem Ha¨nd-
ler, eine optimale Kombination des Einsatzes eigener Kapazita¨ten bzw. lang-
fristiger Bezugsvertra¨ge und des Strommarktes als Absatz– und Bezugsres-
source anzustreben. Typischerweise ist ein Gebot dadurch gekennzeichnet,
dass hohe Mengen bei niedrigen Preisen nachgefragt und hohe Mengen bei
hohen Preisen angeboten werden [64].
Ein preisabha¨ngiges Gebot wird durch die Angabe von bis zu 64 Preis–
Menge–Tupeln erzeugt, welche Sprungstellen in der Angebots– oder Nachfra-
gekurve darstellen [64]. Zwischen den Sprungstellen wird linear interpoliert
11Das Risiko bleibt bestehen, auch wenn bisher kein Engpass aufgetreten ist. Es wa¨chst
mit einer Ausweitung des kurzfristigen Handels an.
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Abbildung 2.5: Gebote werden in Form von Preis–Menge–Tupeln abgegeben
(siehe Abbildung 2.5). Gehandelt werden Stundenkontrakte fu¨r Strom ab
1 MWh in 0,1 MWh–Schritten.
An der EEX geben die Ha¨ndler Orders fu¨r einzelne Stunden ab. Hierbei
wird je Stunde eine Ordermenge angegeben. Wu¨nscht der Ha¨ndler eine hohe
Mengensicherheit, so gibt er die Order als Market–Order, d.h. ohne Angabe
eines Preislimits ein, andernfalls als Limit–Order.
Blo¨cke Der Handel von Blockkontrakten ist fu¨r die Ha¨ndler ein wichti-
ges Instrument, um die aus den zeitlich koppelnden Nebenbedingungen der
Kraftwerke resultierenden Risiken zu vermindern. In einem Block werden
mehrere zusammenha¨ngende Stunden gehandelt.
Ein Ha¨ndler an der LPX gibt bei Abgabe eines Blockgebots das gebote-
ne Volumen und den gebotenen Preis ein. Ein Blockgebot kommt dann zum
Zug, wenn das Volumen in jeder Stunde des Blocks abgerufen wird und der
Durchschnittspreis u¨ber die Stundenpreise des Blocks bei einem Verkaufge-
bot u¨ber bzw. bei einem Kaufgebot unter dem gebotenen Preis liegt. Die
LPX hat 10 Blo¨cke von zusammenha¨ngenden Stunden definiert. Die Blo¨cke
werden bei der Preisfeststellung in den Auktionsprozess integriert, indem ein
Blockgebot in eine entsprechende Anzahl preisunabha¨ngiger Stundengebote
umgewandelt wird (vgl. hierzu [64]).
An der EEX werden Blo¨cke wie einzelne Stunden gehandelt. Wa¨hrend
die Handelseinheit beim Stundenhandel 1 MWh ist, betra¨gt sie bei den Blo¨-
cken Baseload und Peakload 24 MWh bzw. 12 MWh. Bei Order eines Base-
loadkontraktes verpflichtet sich der Ka¨ufer also zur Abnahme einer Leistung
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von 1 MW je Stunde u¨ber einen Zeitraum von 24 Stunden, bei Abschluss
eines Peakloadkontraktes zum Bezug einer Leistung von 1 MW u¨ber einen
Zeitraum von 12 Stunden.
LPX EEX
Gebote Gebot in Form von 64
Preis–Menge–Tupeln
Stundenhandel preisabha¨ngige Gebote Limit–Order
preisunabha¨ngige Gebo-
te
Market–Order
Blo¨cke 4 Standardblo¨cke Baseload (0–24 Uhr)
(Baseload, Peakload, Peakload (8–20 Uhr)
Off Peak I, Off PeakvII)
6 ”LPX–Specials“
Preisfindung ta¨glich eine Auktion um
12 Uhr
Ero¨ffnungsauktion
(8 Uhr)
Fortlaufender Handel
Schlussauktion (12 Uhr)
Tabelle 2.5: Spotmarktkonzepte von LPX und EEX
Preisfindung Die Preisfeststellung erfolgt an der LPX im Rahmen einer
zweiseitigen Auktion einmal je Handelstag. Die Handelsteilnehmer mu¨ssen
ihre Gebote bis 12 Uhr abgeben. Anschließend ermittelt die Bo¨rse auf der
Basis der abgegebenen Stunden– und Blockgebote den marktbereinigenden
Preis (Market–Clearing–Price, MCP) fu¨r jede Stunde des folgenden Liefer-
tages und teilt den Teilnehmern ihre Handelsresultate mit.
An der EEX beginnt der Handel um 8:00 Uhr mit einer Ero¨ffnungs-
auktion, an die sich ein fortlaufender Handel12 anschließt. Am Ende eines
Handelstages findet eine Schlussauktion zur Marktbereinigung statt (vgl.
12Der Spotmarkt an der EEX ist noch jung und die Zahl der Teilnehmer relativ klein.
Daher fu¨hrt die EEX zur Zeit zwecks Bu¨ndelung von Liquidita¨t alle 10 Minuten eine
Auktion durch. Ein echter fortlaufender Handel wird stattfinden, wenn der Spotmarkt
hinreichend liquide ist.
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hierzu [27]).
Vergleich der Konzepte Auf den ersten Blick scheint das Konzept der
LPX ho¨here Anforderungen an den Ha¨ndler zu stellen. Er ist aufgefordert,
fu¨r jede Stunde des folgenden Tages bzw. an Wochenenden der folgenden
drei Tage ein Gebot abzugeben. Nutzt er die volle Flexibilita¨t preisabha¨n-
giger Gebote aus, so muss er fu¨r einen Handelstag 24 ∗ 64 = 1.536 bzw. vor
Wochenende 24 ∗ 64 ∗ 3 = 4.608 Preis–Menge–Tupel bestimmen. Weiterhin
ist der Handel an der LPX weniger transparent. Der Ha¨ndler erha¨lt ledig-
lich ein Mal am Tag ein Feedback u¨ber den Preis, und zwar nach Ende der
Auktion.
An der EEX hingegen erha¨lt der Ha¨ndler durch den fortlaufenden Handel
Preisinformationen in Echtzeit. Er kann daher sein Verhalten genauer auf die
aktuellen Gegebenheiten an der Strombo¨rse anpassen. Andererseits stellt der
Handel an der EEX ebenfalls hohe Anforderungen an den Ha¨ndler. So muss
ein Ha¨ndler vor Wochenenden oder Feiertagen (24 + 2) ∗ 3 = 78 Produkte
parallel im Auge behalten und fu¨r diese im 10–Minuten–Rhythmus Gebote
abgeben.
OTC–Markt
Im OTC–Markt verhandeln die Stromha¨ndler direkt mit der jeweils ande-
ren Partei. Die Vertra¨ge unterliegen keiner Standardisierung und ko¨nnen an
die Bedu¨rfnisse der verhandelnden Parteien angepasst werden. Der direkte
Handel macht den (bei weitem) gro¨ßten Anteil am ta¨glichen Stromhandel
aus.13
Ein Teil des OTC–Handels wird zusa¨tzlich u¨ber Vermittler, sogenann-
te Broker, abgewickelt. Die Einschaltung eines Brokers senkt die Zahl der
Kommunikationsverbindungen und die Transaktionskosten. Zusa¨tzlich er-
o¨ffnet sie die Mo¨glichkeit, den Broker als Informationsquelle einzusetzen, da
der Broker aufgrund der großen Zahl von Kontakten im Markt ha¨ufig u¨ber
bessere Informationen als ein einzelner Ha¨ndler verfu¨gt.
13U¨ber die beiden deutschen Strombo¨rsen werden per Oktober 2001 rund 6,6 % des
ta¨glichen Stromverbrauchs gehandelt. [95]
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OTC–Gescha¨fte bergen insbesondere zwei Risiken, das Ausfallrisiko und
das Zahlungsrisiko. Unter dem Ausfallrisiko ist das Risiko zu verstehen, dass
ein Vertragspartner seiner vertraglichen Lieferverpflichtung nicht nachkom-
men kann und sich der andere Vertragspartner zu Marktpreisen neu ein-
decken muss. Das Zahlungsrisiko besteht in einer Zahlungsunfa¨higkeit des
Vertragspartners nach erfolgter Lieferung.
2.3.3 Marktteilnehmer
Zur Eingrenzung des zu simulierenden Systems ist es wichtig, sich Gedanken
daru¨ber zu machen, welche Unternehmen am Stromhandel in Deutschland
beteiligt sind und welche Ziele diese durch ihre Teilnahme verfolgen.
Die Teilnehmer am Stromhandel lassen sich zum einen anhand ihrer Po-
sition in der Wertscho¨pfungskette und zum anderen anhand ihres Auftritts
am Strommarkt klassifizieren.
Die Wertscho¨pfungskette wird aus Erzeugern, U¨bertragungsnetzbetrei-
bern, Verteilnetzbetreibern und dem Vertrieb der EVU, sowie den Kunden
gebildet. Mit der Liberalisierung haben sich die EVU derart organisiert,
dass das ehemals integrierte Unternehmen in mehrere Gesellschaften, u¨bli-
cherweise eine Gesellschaft fu¨r Erzeugung, eine fu¨r Handel, eine fu¨r Vertrieb
und eine fu¨r die Netzfu¨hrung zerlegt wurde. Ha¨ufig wird die Gescha¨ftsta¨-
tigkeit dabei in der Handelsgesellschaft zentralisiert, die beispielsweise die
Kraftwerke von der Erzeugungsgesellschaft least und frei daru¨ber verfu¨gen
kann. Die Vertriebsgesellschaft schließt wiederum einen langfristigen Bezugs-
vertrag mit der Handelsgesellschaft und stellt dieser ihre Lastprognosen zur
Verfu¨gung.
Am Strommarkt selber tritt somit nur noch die Handelsgesellschaft als
Ka¨ufer und Verka¨ufer auf. Sie kann aus der Sicht des Strommarktes als
integriertes Energieversorgungsunternehmen mit eigenen Erzeugungskapa-
zita¨ten und eigenem Bedarf betrachtet werden.
Des weiteren treten am Strommarkt Handelsgesellschaften ohne eige-
ne Erzeugungskapazita¨ten (Kraftwerke bzw. Heizkraftwerke) und industri-
elle Großabnehmer auf. Diese Großabnehmer verfu¨gen teilweise u¨ber eigene
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Kraftwerke14. Um nicht dem vollen Preisrisiko am Strommarkt ausgesetzt
zu sein, werden diese Marktteilnehmer u¨blicherweise u¨ber langfristige offe-
ne Bezugsvertra¨ge15 verfu¨gen, deren Einsatz sie bei gu¨nstigen Konditionen
durch einen Bezug am Spotmarkt substituieren wollen.
Kleinere Anbieter und Abnehmer werden an den Bo¨rsen durch einen
Broker vertreten, der zuna¨chst Nachfrage und Angebot bu¨ndelt und dann
als ein Anbieter an der Strombo¨rse auftritt.
Wirkliche Ha¨ndler in dem Sinne, dass sie eine offe ne Position16 eingehen
und durch Spekulationsgescha¨fte Gewinne erzielen, gibt es bisher im Strom-
markt nicht. Korrekterweise mu¨sste man die am Handel beteiligten Parteien
als ”Beschaffungsoptimierer“ bezeichnen.
Im OTC–Handel nimmt der Makler eine a¨hnliche Funktion wie der Bro-
ker im Bo¨rsenhandel ein. Er vermittelt Angebot und Nachfrage und erha¨lt
dafu¨r eine Provision.
Die Handelsta¨tigkeit am Spotmarkt ist derzeit von dem Ziel der Kosten-
optimierung durch Restmengenhandel gepra¨gt. Die Handelsteilnehmer zielen
darauf, durch den kurzfristigen Handel ihre Produktionskosten zu optimie-
ren. Hierzu nutzen sie den Spotmarkt als Bezugsressource und Absatzweg.
Die Ausweitung des eigenen Marktanteils findet eher im OTC–Markt statt.
Spekulationsgescha¨fte sind aufgrund der physischen Erfu¨llung und der
Flu¨chtigkeit der gehandelten Ware undenkbar. Insofern ist im Terminmarkt
die Risikominimierung durch Hedging das vorherrschende Ziel. Arbitrage-
gescha¨fte sind zur Zeit nicht denkbar, da aufgrund der unterschiedlichen
Bo¨rsenkonzepte an EEX und LPX keine zwei Ma¨rkte existieren, an denen
gleichzeitig ge– und verkauft werden kann.
14Dies ist beispielsweise bei der Bayer AG der Fall, die an der LPX handelt.
15Bei einem offenen Bezugsvertrag hat der Ka¨ufer das Recht, innerhalb gegebener Ne-
benbedingungen frei u¨ber den Einsatz (wann, wie viel) eines Bezugsvertrags zu entschei-
den. Der Vertrag tra¨gt insofern einen Optionscharakter.
16Das heißt, die Summe aus Bezu¨gen, Spoteinkauf und Erzeugung ist ungleich der Sum-
me aus fixer Last und Spotabsatz.
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Ha¨ndler Kauf oder Verkauf von Volumina
Risiko durch offene Positionen bei volatilem Preis
Gescha¨ft durch Provision oder Preisvolatilita¨t
Makler Vermittlung zwischen Anbietern und Nachfragern
(OTC–Gescha¨ft)
keine eigene Risiko–Position
Gescha¨ft durch Maklerprovision
Aggregator Bu¨ndeln von Nachfragern
Verbesserung der Bezugsbedingungen
Broker Bu¨ndelung von Angebot und Nachfrage im Bo¨rsenge-
scha¨ft
keine eigene Risiko–Position
Auftritt als ein Auktionsteilnehmer am Bo¨rsenhandel
Gescha¨ft durch Provision
Tabelle 2.6: Marktteilnehmer und Motivation
Spotmarkt Terminmarkt
Kostenoptimierung durch Rest-
mengenhandel
Hedging zwecks Risikoabsicherung
Ausweitung des Marktanteils Spekulation
Tabelle 2.7: Ziele der Marktteilnehmer
2.4 Terminmarkt fu¨r Stromderivate
U¨ber den Terminmarkt ko¨nnen Handelsteilnehmer ihre Positionen auf dem
physischen Strommarkt absichern. Auch fu¨r Unternehmen außerhalb der
Energiewirtschaft soll der Terminhandel die Mo¨glichkeit bieten, neue Ge-
scha¨ftsfelder zu erschließen. Daher gilt im Terminmarkt das Prinzip der fi-
nanziellen Erfu¨llung von Vertra¨gen, d.h. es besteht keine Verpflichtung zur
physischen Lieferung oder Abnahme von Strom.
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2.4.1 Terminbo¨rse
Der Handel mit Derivaten kann grundsa¨tzlich aus drei Gru¨nden erfolgen [65]:
Absicherung Der Verkauf von Future–Kontrakten kann zur Absicherung
gegen fallende Strompreise (Short–Hedge), ein Kauf zur Absicherung
gegen steigende Strompreise (Long–Hedge) genutzt werden.
Arbitrage Die Arbitrage nutzt Preisunterschiede zwischen z.B. bo¨rsenge-
handelten Futures und a¨hnlichen, außerbo¨rslichen Kontrakten aus. Da-
bei wird der billigere Kontrakt gekauft und der teurere Kontrakt gleich-
zeitig verkauft.
Spekulationen Ein Future wird z.B. in Erwartung fallender Marktpreise
mit der Absicht verkauft, einen Gewinn durch einen nachfolgenden
Ru¨ckkauf des Kontraktes zu einem niedrigeren Preis zu realisieren.
Spekulanten u¨bernehmen Risiken und stellen Liquidita¨t fu¨r Teilnehmer
mit gegenteiliger Marktansicht.
Wirtschaftliches Handeln ist stets mit Risiken verbunden. Auch eine
wirtschaftliche Beta¨tigung außerhalb der Bo¨rse impliziert Risiken, die mit-
tels eines Bo¨rsenengagements verringert werden ko¨nnen [65].
Folgende Risiken werden ha¨ufig in Zusammenhang mit einem Termin-
markt genannt, wobei nur auf einzelne Risikoarten aufgrund ihrer Relevanz
fu¨r den Stromhandel na¨her eingegangen werden soll.
Als Marktpreisrisiken werden die drohenden Verluste durch Volatilita¨t
von Marktpreisen definiert. Marktpreisrisiken ko¨nnen wiederum in Preis–,
Zins– und Wechselkursrisiken unterteilt werden. Derivate Risiken entstehen,
wenn Marktpreisrisiken durch Absicherungsgescha¨fte minimiert werden.
Das Basisrisiko ergibt sich aus einer Preisvera¨nderung der zugrundelie-
genden Position und nicht a¨quivalenten Preisvera¨nderungen des Absiche-
rungsinstrumentes (z.B. bei unterschiedlichen Qualita¨ten, Zeiten und/oder
Lieferorten).
Unter dem Liquidita¨tsrisiko ist der Verlust zu verstehen, der durch einen
plo¨tzlichen Liquidita¨tsentzug, z.B. aufgrund einer Nachschussverpflichtung
aus Futures–Ka¨ufen, entstehen kann. Werden Absicherungsgescha¨fte nicht
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zeitlich kongruent zu den urspru¨nglichen Basisgescha¨ften abgeschlossen wer-
den, so ko¨nnen ebenfalls Liquidita¨tsrisiken entstehen. Bei ungu¨nstigen Ent-
wicklungen der zugrundeliegenden Marktparameter mu¨ssen unter Umsta¨n-
den bis zur Endfa¨lligkeit des Basisgescha¨ftes vorab unerwartete Zahlungen
unbekannter Ho¨he geleistet werden.
Unter sonstigen Risiken, die unabha¨ngig von Termingescha¨ften vorliegen
ko¨nnen, versteht man rechtliche, bilanzielle und steuerliche Risiken, techni-
sches und organisatorisches Risiko, sowie das Volumenrisiko.
Typische an bo¨rslichen Terminma¨rkten gehandelte Produkte sind Futu-
res und Optionen.
Futures Als erste Strombo¨rse in Deutschland hat die EEX im ersten Quar-
tal 2001 einen Terminmarkt fu¨r Strom ero¨ffnet. Die urspru¨ngliche Teilneh-
merzahl lag bei 35. Die EEX bietet den Handel von Strom–Futures mit einer
Laufzeit von 18 Monaten jeweils fu¨r Grund– und Spitzenlast an. Diesen Futu-
res liegt der monatliche EEX–Spotmarktindex als Underlying zugrunde. Der
Spotmarktindex fu¨r Grundlaststrom umfasst eine 24–stu¨ndige Lieferung fu¨r
jeweils alle Kalendertage des Liefermonats, wa¨hrend der fu¨r Spitzenlaststrom
eine 12–stu¨ndige Lieferung von 8:00 Uhr bis 20:00 Uhr fu¨r alle Wochenta-
ge von Montag bis Freitag des Liefermonats umfasst. Die Indizes werden
als Mittelwert aus allen ta¨glichen volumengewichteten Spotpreisen fu¨r die
dort gehandelten Grund– bzw. Spitzenlaststrominstrumente berechnet (vgl.
hierzu [28]).
Optionen Als Underlying fu¨r Elektrizita¨tsoptionen bieten sich Futures,
Produktionskapazita¨ten oder Spotelektrizita¨t an. Optionen auf Futures stel-
len die ga¨ngigste Form der bo¨rsengehandelten Optionen dar, da durch die
Futureskontrakte ein genau definierter Preis fu¨r das Underlying vorhanden
ist. Optionen auf Futures werden an der NYMEX seit April 1996 gehandelt.
Der eigensta¨ndige Handel von Optionen auf Spotpreiselektrizita¨t kommt
selten vor, weder in Form einer physischen Lieferung noch in Form einer
finanziellen Erfu¨llung. Im bo¨rsennotierten Handel sind mo¨gliche Gru¨nde die
Nichtexistenz verla¨sslicher Indizes sowie die hohe Volatilita¨t der Spotpreise,
die eine mo¨gliche Option unverha¨ltnisma¨ßig verteuern wu¨rde.
39
Als Referenzpreis fu¨r den Optionshandel ko¨nnten Strompreisindizes, wie
der in der Schweiz festgestellte SWEP (Swiss Electricity Price Index) oder
der deutsche VIK–Index dienen. Indizes haben jedoch den Nachteil, dass sie
nur einen Teil des Marktes widerspiegeln.
Optionen auf Produktionskapazita¨ten sind im OTC–Markt der Versorger
ein seit langem u¨bliches Modell der Risikoabsicherung [16].
Terminhandel im OTC–Markt
Der Terminhandel auf dem OTC–Markt bleibt vorla¨ufig den Elektrizita¨ts-
versorgern vorbehalten. Hier werden auch nach der Liberalisierung langfris-
tige Bezugsvertra¨ge mit physischer Erfu¨llung gehandelt. Dabei ist zwischen
offenen und geschlossenen Bezugsvertra¨gen zu unterscheiden. Im Gegensatz
zum offenen Bezugsvertrag ist der Ka¨ufer beim Abschluss eines geschlosse-
nen Bezugsvertrags zur vollen Abnahme der vertraglich vereinbarten Leis-
tung verpflichtet und hat keine Freiheitsgrade bezu¨glich des Einsatzes des
Bezugsvertrags.
2.5 Untersuchungen zur Entstehung von Spotprei-
sen
In der Realita¨t ist zu beobachten, dass der Spotpreis wenig mit den Sys-
temgrenzkosten zu tun hat. Ein Vergleich der europa¨ischen Energiema¨rkte
zeigt, dass sehr unterschiedliche Preisniveaus vorherrschen. Diese stehen in
Zusammenhang mit der vorherrschenden Marktkonzentration. In Ma¨rkten
mit vergleichsweise geringer Marktkonzentration liegen die Preise eher im
Bereich der Grenzkosten als in Ma¨rkten mit hoher Marktkonzentration.
Offensichtlich steigt das Niveau der Spotpreise, wenn einzelne Marktteil-
nehmer eine große Marktmacht haben. Marktmacht bedeutet hierbei, dass
einzelne Teilnehmer aufgrund ihrer Marktstellung einen Einfluss auf den
Preis ausu¨ben ko¨nnen. Die Marktmacht einzelner Anbieter kann auf ver-
schiedenen Sachverhalten gru¨nden.
Erstens kann ein Anbieter u¨ber einen besonders großen Anteil an den
Erzeugungskapazita¨ten verfu¨gen. Damit erho¨ht sich die Wahrscheinlichkeit,
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dass das Grenzkraftwerk (das teuerste gerade noch zur Lastdeckung ein-
gesetzte Kraftwerk) aus seinem Portfolio stammt und er somit den Preis
bestimmt. Zweitens kann sich die Marktmacht eines Anbieters auf eine ”In-
sellage“ am U¨bertragungsnetz beziehen. Sind die U¨bertragungskapazita¨ten
in eine Netzregion begrenzt, so hat der innerhalb der Region ansa¨ssige An-
bieter einen Vorteil gegenu¨ber externen Anbietern. Drittens mag die Markt-
macht eines Anbieters aus einem besonders kostengu¨nstigen Kraftwerkspark
herru¨hren.
Die Mo¨glichkeit, Marktpreise aufgrund einer Ausnutzung der eigenen
Marktstellung zu erho¨hen, wurde am Beispiel des Elektrizita¨tsmarktes fu¨r
England und Wales vielfach untersucht (vgl. [62,79,33,128,129]). Wolak und
Patrick haben gezeigt, dass die beiden gro¨ßten Erzeuger in England und
Wales ihre Marktmacht erfolgreich eingesetzt haben, um die Preise zu erho¨-
hen [129]. Bernard et al. [8] weisen auf der Basis eines Simulationsmodells
zur Untersuchung verschiedener Auktionsformen auf, dass die Marktteilneh-
mer ihre Marktstellung zwischen Peakstunden erfolgreich ausnutzen ko¨nnen,
solange die Zahl der Spieler kleiner als sechs ist.
Diese Situation liegt fu¨r den deutschen Energiemarkt in gewisser Wei-
se vor: Obwohl die Anzahl der Marktteilnehmer anna¨hrend 1.000 betra¨gt,
kontrollieren wenige Anbieter einen nennenswerten Anteil der Erzeugungs-
kapazita¨ten.
Abbildung 2.6 zeigt den Hirschmann–Herfindahl–Index (HHI) fu¨r den
deutschen Energiemarkt fu¨r verschiedenen Fusionsszenarien. Der HHI ist
definiert als die Summe der quadrierten Marktanteile der Unternehmen mit
einem Wert von Null im Falle von vollsta¨ndiger Konkurrenz und einem Wert
von 10.000 im Falle eines Monopols.
Abbildung 2.6 zeigt den HHI vor und nach den verschiedenen Fusionen
im deutschen Energiemarkt. Die Fusionen von VEBA und VIAG zu E.on
und von RWE und VEW zur neuen RWE sind zwischenzeitlich erfolgreich
abgeschlossen. Die EdF ha¨lt einen Anteil von 25,1 % an der EnBW und
diese wiederum 31,3 % an der Neckarwa¨rme Stuttgart AG (NWS).
Die Zusammenfu¨hrung der Hamburgischen Electrizita¨tswerke (HEW),
der Vereinigten Elektrizita¨tswerke (VEAG) und der Berliner Licht– und
Kraft AG (Bewag) zu einem nordostdeutschen Stromversorger wurde lange
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Abbildung 2.6: Der HHI fu¨r verschiedene Fusionsszenarien
von den Großaktiona¨ren der Bewag (Mirant Corp., Atlanta) und der HEW
(Vattenfall) verfolgt. Sie war zugleich Bedingung der Kartellbeho¨rden fu¨r ei-
ne Fusion von VIAG und VEBA [87]. Der Zusammenschluss scheiterte, und
es wird zuna¨chst eine Fusion von HEW und VEAG angestrebt, wobei eine
spa¨tere Einbeziehung der Bewag nicht ausgeschlossen ist [87,69,89]. Der HHI
zeigt deutlich, dass durch jede Fusion die Marktkonzentration ansteigt. Das
U.S. Department of Justice definiert Ma¨rkte mit einem HHI kleiner 1.000
als nicht konzentriert und Ma¨rkte mit einem HHI zwischen 1.000 und 1.800
als gema¨ßigt konzentriert.
Nach den Unternehmenszusammenschlu¨ssen verfu¨gen E.ON (ca. 24 %),
RWE/VEW (ca. 23 %) und HEW/VEAG (ca. 13 %) in Summe u¨ber ca.
60 % der Erzeugungskapazita¨ten. Sie erfu¨llen damit nach dem Gesetz gegen
Wettbewerbsbeschra¨nkungen die Kriterien einer Marktbeherrschung (nicht
mehr als drei Unternehmen verfu¨gen in Summe u¨ber mindestens 50 % der
Marktanteile; GWB §19 (3)).
Korreliert man die stu¨ndliche Stromlast im deutschen Netz mit den
stu¨ndlichen Preisnotierungen an einer deutschen Strombo¨rse (vgl. Abbildung
2.7), so liefert dies eine Information u¨ber den Verlauf der Grenzkostenkurve
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des deutschen Erzeugungsparks [29].
Interpretiert man den unteren Bereich der Punktwolke als den Verlauf
der Grenzkostenkurve, so fa¨llt auf, dass diese in allen drei Zeitra¨umen einen
anderen Verlauf nimmt. Die ha¨ufigen Ausreißer des Preises ko¨nnen als Aus-
druck einer durch Marktmacht verzerrten Preisbildung gedeutet werden [29].
Abbildung 2.7: Korrelation aus stu¨ndlicher Stromlast und LPX–Preisen
Der Einfluss kostengu¨nstiger Erzeugungsparks ist nicht ohne weiteres be-
stimmbar. Wa¨hrend der deutsche Erzeugungspark mehrheitlich durch ther-
mische Erzeugungseinheiten gepra¨gt ist, verfu¨gen die schweizerischen Ener-
gieversorgungsunternehmen u¨ber einen großen Anteil von Erzeugungsein-
heiten, die auf Wasserkraft basieren. U¨ber die deutsch–schweizerische Kup-
pelstelle nehmen die schweizerischen Energieversorger auch am deutschen
Energiemarkt teil. Aussagen verschiedener Stromha¨ndler zeigen, dass der
Wasserstand in den Alpen einen Einfluss auf den deutschen Spotpreis hat.
Im Vergleich zu den thermischen Kraftwerksparks in Deutschland ko¨nnen
die Wasserkraftanlagen in der Schweiz als ”kostengu¨nstige Erzeugungsan-
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lagen“ bezeichnet werden. Es gilt, dass c.p. der Strompreis in Deutschland
sinkt, wenn die schweizerischen Talsperren gut gefu¨llt sind.
Mount [77] fu¨hrt an, dass die Gro¨ße des eigenen Erzeugungsparks die
Wahrscheinlichkeit, eine Marktmacht ausnutzen zu ko¨nnen, zwar erho¨he,
dass jedoch auch die tatsa¨chliche Kostenstruktur eines Anbieters einen wich-
tigen Einfluss darstelle. Riechmann [102] argumentiert, ”ein hoher Kapazi-
ta¨tsanteil [sei] eine notwendige, jedoch noch keine hinreichende Bedingung
fu¨r Marktbeherrschung“. Marktanteile allein seien ungeeignet zur Identifika-
tion von Marktmacht.
In [77] untersucht Mount die Bedingungen, unter denen Peakpreise am
PJM–Elektrizita¨tsmarkt (Pennsylvania, New Jersey, Maryland) entstehen.
Im Rahmen seiner Analyse leitet er die optimalen preisbasierten Angebots-
kurven fu¨r je einen Marktteilnehmer, der 20 % und einen, der 4 % der
Erzeugungskapazita¨t kontrolliert, her. Es zeigt sich, dass die Angebotskurve
des gro¨ßeren Erzeugers deutlich ho¨her ist als die Grenzkosten und die Ange-
botskurve des kleineren Erzeugers. Dennoch liefern die formalen Resultate
keine klare Erkla¨rung fu¨r die Entstehung von Peakpreisen [77].
Das Zustandekommen von Peakpreisen fu¨hrt Mount daher auf einen mo-
tivationalen Sachverhalt zuru¨ck. Ha¨ndler mit großer Marktmacht sind in-
different bezu¨glich eines Einsatzes ihrer Grenzkostenkraftwerke. Ist der ge-
botene Preis P so hoch, dass eine Annahme des Verkaufgebots hinreichend
unwahrscheinlich ist, so ist die Abgabe eines Gebots mit noch ho¨herem Preis
P ′ > P bezu¨glich der erwarteten Gewinne bedeutungslos. Mit anderen Wor-
ten hat der Ha¨ndler kein Bedauern [83] zu befu¨rchten, dass ihm mo¨gliche
Gewinne wegen eines zu hohen Preises entgehen. Dagegen freut er sich um
so mehr, sollte wider Erwarten das Gebot zum Zuge kommen und bei Ein-
heitskosten K ein entsprechend gro¨ßerer Deckungsbeitrag P ′ −K > P −K
anfallen.
Mount weist zusa¨tzlich darauf hin, dass ein großer Anbieter einen deut-
lich ho¨heren ”Zusatzgewinn“ erzielen kann als mehrere Anbieter mit in Sum-
me gleicher Kapazita¨t. Er fu¨hrt dies darauf zuru¨ck, dass sich die kleineren
Anbieter einer deutlich flacheren Nachfragekurve und somit einer geringeren
Wahrscheinlichkeit, den Preis setzen zu ko¨nnen, gegenu¨ber sehen [77].
Ede et al. [24] gehen der Frage nach, welchen Einfluss die Restriktio-
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Abbildung 2.8: Eine inelastische Angebotsfunktion verschlimmert bei einer
Fehlprognose der Last die Preisschwankungen.
nen der Kraftwerke auf die Volatilita¨t des Spotpreises haben. Im Falle ei-
nes idealen Kraftwerksparks (keine Startkosten, keine Mindestbetriebs– und
–stillstandszeiten) sind unter Wettbewerbsbedingungen nur die billigsten
Kraftwerke am Netz. Es gibt fu¨r die Ha¨ndler keinen Grund, in einer Zeit-
einheit Verluste zu erwirtschaften. Daher ist es im Wettbewerb und ohne
Netzrestriktionen wahrscheinlich, dass ein kosteneffizienter Produktionsplan
entsteht. Die Restriktionen des U¨bertragungsnetzes ko¨nnen Erzeuger veran-
lassen, Verkaufgebote abzugeben, die u¨ber ihren Erzeugungskosten liegen,
und zwar nicht nur dann, wenn der Erzeuger direkt von der Restriktion
betroffen ist, sondern auch durch einen Kaskadeneffekt durch das gesamte
Netzsystem [30]. Im Falle eines realen Kraftwerksparks begru¨nden gerade
die Startkosten und andere fixkostena¨hnliche Kosten, wie Verschleißkosten,
einen Anreiz, Verluste zwischen den Spitzenlaststunden17 zu erwirtschaften
[94, 24]. In einem 2–Periodenmodell bedeutet dies, dass der Ha¨ndler in Pe-
riode 1 Verluste in Kauf nimmt, um in Periode 2 Startkosten zu vermeiden
und so seinen gesamten Gewinn zu erho¨hen. Als Daumenregel geben Ede et
17Eine Spitzenlaststunde t ist dadurch charakterisiert, dass die Last in der vorhergehen-
den Stunde t− 1 und der nachfolgenden Stunde t+ 1 kleiner ist als die Last in Stunde t:
Qt−1 < Qt > Qt+1
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al. an, dass ein Ha¨ndler nicht versuchen sollte, zwischen zwei Spitzenlast-
stunden am Netz zu bleiben, wenn der erwartete durchschnittliche Spotpreis
in diesen kleiner als die durchschnittlichen Kosten des gesamten Zeitraums
ist.
Als Folge der zunehmend steiler werdenden Angebotskurven ergibt sich
eine relativ preisunelastische Angebotsfunktion im Spotmarkt. Somit ver-
schlimmert die Unsicherheit bezu¨glich der Last die Preisvolatilita¨t zusa¨tz-
lich, da sie in umso gro¨ßeren Preisschwankungen resultiert, je inelastischer
die Angebotskurve ist (siehe Abbildung 2.8 ).
Das Ausscho¨pfen einer Marktposition aufgrund einer Insellage am U¨ber-
tragungsnetz kann fu¨r den deutschen Markt ausgeschlossen werden. Da das
Netz an sich engmaschig gebaut ist, existieren keine Inseln. Sa¨he die Elektri-
zita¨tswirtschaft hier ein Potenzial, so wu¨rde sie in ihrer Verba¨ndevereinba-
rung nicht auf geeignete Regelungen verzichten, geschweige denn Deutsch-
land als eine Kupferplatte betrachten.

Kapitel 3
Kurzfristige Preisprognose
3.1 Prognosemethoden im U¨berblick
Im folgenden werden kurz verschiedene bekannte Prognosemethoden be-
nannt und bezu¨glich ihrer Eignung fu¨r die Prognose von Spotpreisen im
Energiemarkt bewertet.
3.1.1 Fundamentalanalyse
Ausgangspunkt der Fundamentalanalyse sind die individuellen Grenzkosten
der deutschen Kraftwerke sowie der U¨bertragungskapazita¨ten ins Ausland.
Bei rationalem Verhalten aller Marktteilnehmer sind in einem Wettbewerbs-
markt immer nur die jeweils preiswertesten Kraftwerke am Netz, und ent-
sprechend wird der Wettbewerbspreis am Markt durch das jeweils teuerste,
gerade noch am Netz befindliche Kraftwerk bestimmt. Sofern die Kosten-
strukturen der Kraftwerke bekannt sind, ko¨nnen die Spotpreise aus der Pro-
gnose von gesamtdeutschen Lastga¨ngen vorausberechnet werden. Bei einge-
schra¨nktem Wettbewerb kann das Preisniveau u¨ber diesen Preisen liegen,
was sich mit spieltheoretischen Ansa¨tzen modellieren la¨sst (vgl. [102]). Da
fundamentalanalytische Modelle auf einer großen Menge von nicht o¨ffentlich
zuga¨nglichen Daten beruhen und daru¨ber hinaus die regenerativen Kapazi-
ta¨ten, geplante und ungeplante Kraftwerksabschaltungen sowie vera¨ndernde
Brennstoffkosten beru¨cksichtigen mu¨ssen, sind sie wie auch die spieltheore-
tische Methode weniger fu¨r Spotpreisprognosen als fu¨r die Erfassung mittel-
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bis langfristiger Preistrends geeignet.
3.1.2 Technische Analyse
Der Gegenstand der technischen Analyse ist die Untersuchung und Beurtei-
lung des Verlaufes des Kurses eine Gutes, beispielsweise einer Aktie. Die
technische Analyse verwendet verschiedene Kennzahlen, um die aktuelle
Marktsituation zu erfassen und zu einer Prognose der Kursentwicklung zu
gelangen.
Die grundlegende Idee beim Einsatz der Kennzahlen ist die Vermutung,
dass der Kursverlauf eines Gutes aus der U¨berlagerung zyklisch wieder-
kehrender Muster entsteht. Erkennt man diese Muster, so lassen sich dar-
aus Kauf– und Verkaufentscheidungen ableiten. U¨blicherweise verwendet die
technische Analyse als Eingangsgro¨ßen Zeitreihen des Preises und der Han-
delsvolumina mit unterschiedlicher La¨nge. Damit wird unterstellt, dass die
in den historischen Daten enthaltenen Informationen genu¨gen, um den zu-
ku¨nftigen Preisverlauf vorherzusagen.
Die technische Analyse hat den Vorteil, einfach zu sein. Zur Vorhersage
werden verschiedene Kennzahlen herangezogen, die mittels einfacher mathe-
matischer Operationen ermittelt werden.
Gleitende Durchschnitte beispielsweise werden ha¨ufig bei der technischen
Analyse von Aktienkursen eingesetzt. Der gleitende Durchschnitt (MAP;
moving average price) fu¨r eine Aktie an einem Tag d wird als Mittelwert aus
einer festgelegten Anzahl n von beobachteten Preisen berechnet:
MAPd =
1
n
n∑
i=1
Pd−i (3.1)
Der Vorteil eines gleitenden Durchschnitts ist darin zu sehen, dass durch
die Mittelwertbildung Ausreißer herausgefiltert werden. Diesen Vorteil er-
kauft man sich durch die Einfu¨hrung einer Totzeit bei der Erkennung von
Trends [55].
Eine Schwierigkeit bei der Prognose mittels gleitender Durchschnitte ist
eine geeignete Wahl der Beobachtungsla¨nge n.
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3.1.3 Stochastische Prozesse
In der Literatur finden sich verschiedene Ansa¨tze. den Spotpreis fu¨r ein Gut
auf der Basis stochastischer Prozesse zu prognostizieren [3, 19, 54, 21]. Die
meisten Modelle zur Bestimmung des Spotpreises gehen dabei davon aus,
dass die Preise lognormalverteilt sind [16].
In der Praxis ist jedoch zu beobachten, dass Extremwerte ha¨ufiger vor-
kommen, als es eine Lognormalverteilung zulassen wu¨rde. Des weiteren er-
gibt sich bei Strompreisen oft ein plo¨tzlicher Ausbruch nach oben, nach
dem sich der Markt dann wieder auf seinen durchschnittlichen Preis zu-
ru¨ckbewegt [54]. Diese Beobachtungen sprechen gegen die Annahme einer
Lognormalverteilung.
Die gro¨ßte A¨hnlichkeit zwischen realen und durch einen stochastischen
Prozess ku¨nstlich erzeugten Preisverla¨ufen erha¨lt man auf der Basis eines
Autoregressionsprozesses (Mean–Reversion–Prozess) mit Spru¨ngen.
Der Autoregressionsprozess erscheint als natu¨rlichste Wahl fu¨r die Be-
schreibung eines Preisverlaufs auf Warenma¨rkten. Langfristig muss der Preis
einer Ware an die Grenzkosten der Produktion gekoppelt sein, will der Pro-
duzent nicht den Verlust von Marktanteilen riskieren [13].
Zugleich beobachtet man in der Realita¨t deutliche Abweichungen vom
langfristigen Mittelwert. Der Grund fu¨r die extremen Preisspru¨nge ist in
plo¨tzlichen A¨nderungen in der Nachfragestruktur (z.B. Wetterumschwu¨n-
ge, Netzengpa¨sse) oder in unerwarteten Ausfa¨llen auf der Angebotsseite zu
sehen. Auf derartige A¨nderungen in Angebot oder Nachfrage ko¨nnen die
Erzeuger erst mit einer zeitlichen Verzo¨gerung reagieren.
Formal ist die Vera¨nderung des Preises u¨ber der Zeit bei einem Autore-
gressionsprozess mit Spru¨ngen durch den folgenden Ausdruck gegeben:
dP = η (P¯ − P ) dt+ σ dz + dq (3.2)
Hierbei gibt η den Regressionskoeffizienten an, d.h. die Sta¨rke, mit der
der Preis sich dem Mittelwert anna¨hrt. Je weiter der Preis P unter dem
langfristigen Mittelwert P¯ liegt, desto gro¨ßer wird die Tendenz des Preises,
sich dem Mittelwert anzuna¨hern.
σdz beschreibt die Wiener–Erho¨hung des Preises. σ bezeichnet hierbei
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die Volatilita¨t des Preises und dz = N(0, 1)
√
dt eine normalverteilte Zufalls-
variable mit V arianz(dz) = dt.
dq beschreibt eine poissonverteilte Zufallsvariable, die fu¨r das Sprung-
verhalten des Prozesses verantwortlich ist. Der Poissonprozess nimmt mit
einer Frequenz λ einen Wert ungleich 0 an:
dq = 0 mit Wahrscheinlichkeit 1-λ dt (3.3)
dq = Φ− 1 mit Wahrscheinlichkeit λ dt (3.4)
Es gilt die Annahme, dass dz und dq nicht korreliert sind. In Glei-
chung 3.4 bezeichnet Φ die Verteilungsfunktion der Sprungho¨hen.
Kritische Bewertung
Gegenu¨ber anderen Verfahren, wie beispielsweise der Fundamentalanalyse,
haben stochastische Prozesse den Vorteil, wenig datenlastig zu sein. Im ein-
fachsten Fall wird nur eine Zeitreihe der vorherzusagenden Variable beno¨tigt.
Zugleich bieten sie bessere Methoden, um mit Ausreißern und Unregelma¨-
ßigkeiten umzugehen, als beispielsweise die technische Analyse.
Als besonders schwierig erweist sich jedoch die Bestimmung der Para-
meter des stochastischen Prozesses. Es stellt sich die Frage, wie der Re-
gressionskoeffizient η und die Wahrscheinlichkeitsfunktion der Spru¨nge Φ
zu bestimmen sind. Da man insbesondere an seltenen und hohen Spru¨ngen
interessiert ist, fehlt bei den kurzen Zeitreihen im Elektrizita¨tsmarkt die
Datenbasis, um die genannten Parameter geeignet zu scha¨tzen [21].
Im folgenden wird daher von einer Preisprognose mittels stochastischer
Prozesse abgesehen.
3.1.4 Ku¨nstliche Intelligenz
Die nachfolgend beschriebenen Prognoseverfahren beruhen auf bekannten
Methoden der Ku¨nstlichen Intelligenz. In verschiedenen Forschungsarbei-
ten werden vornehmlich Genetische Algorithmen [5, 60, 55] oder Ku¨nstliche
Neuronale Netze zur Prognose eingesetzt. Diesen maschinellen Lernverfah-
ren liegt die Idee zugrunde, dass sie aus historischen Daten selbsta¨ndig cha-
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rakteristische Merkmale erlernen. Der Anwender muss im Vorhinein keine
Annahme bezu¨glich einer den Daten zugrundeliegenden Verteilung treffen.
Beim Einsatz genetischer Algorithmen ergibt sich jedoch das Problem der
Codierung der Information. Der Anwender muss im Vorhinein definieren, wie
die Informationen in den Genen codiert und wie die zugeho¨rigen genetischen
Operatoren definiert werden sollen.1
Ku¨nstliche Neuronale Netze
Ku¨nstliche Neuronale Netze (KNN) wurden in Anlehnung an die Funktions-
weise des menschlichen Gehirns entwickelt und imitieren auf einfache Art
und Weise dessen Informationsverarbeitungsprozess.2 KNN sind fa¨hig, in
einer Stichprobe vorhandene Muster zu erlernen und auf der Basis des so
gewonnen Wissens eine Extrapolation vorzunehmen, wenn ein unbekanntes
Muster pra¨sentiert wird.
Abbildung 3.1: Informationsu¨bertragung zwischen biologischen Neuronen
Abbildung 3.1 zeigt ein Neuron, welches die kleinste Informationsverar-
beitungseinheit des Nervensystems ist. Das Neuron erha¨lt u¨ber die Dendriten
1Im folgenden werden Genetische Algorithmen nicht weiter betrachtet. Fu¨r eine grund-
legende Einfu¨hrung in diesen Themenbereich sei der interessierte Leser auf [73] verwiesen.
2Die folgende Einfu¨hrung in die Entwicklung von KNN ist bewusst kurz gehalten, da
KNN inzwischen eine weit verbreitete, anerkannte Technik darstellen. Eine ausfu¨hrliche
Darstellung der Entwicklungsgeschichte von KNN, der Anwendungsgebiete und der biolo-
gischen Analogien gibt beispielsweise Hamilton in [41].
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Abbildung 3.2: Modell eines ku¨nstlichen Neurons
Informationen von benachbarten Nervenzellen. Diese Informationen werden
mittels eines elektrochemischen Prozesses an der a¨ußeren Membranschicht
des Neurons in ein Spannungspotenzial umgewandelt. U¨bersteigt dieses Po-
tenzial einen vorgegebenen Schwellenwert, so wird es u¨ber den axonalen
Ausgang des Neurons entladen. Dieses sogenannte Aktionspotenzial wird
dann u¨ber eine synaptische Verbindung an die Dendriten anderer Neuronen
im System weitergeleitet [40].
Ku¨nstliche Neuronale Netze wurden ausgehend von der neurophysiolo-
gischen Struktur des Gehirns entwickelt. Abbildung 3.2 zeigt ein nichtlinea-
res Modell fu¨r ein einziges ku¨nstliches Neuron. Die Werte xi, i = 1 . . . n
bezeichnen die Eingangsgro¨ßen des Neurons, welche mit den Gewichten
wi, i = 1 . . . n multipliziert werden. Die gewichteten Eingangswerte werden
anschließend in S summiert. Das Resultat der Summierung ist die Eingangs-
gro¨ße fu¨r die Aktivierungsfunktion f , welche den Ausgabewert y des Neurons
bestimmt.
Durch die Verknu¨pfung mehrerer Ku¨nstlicher Neuronen erha¨lt man ein
Ku¨nstliches Neuronales Netz (KNN) oder einfach ein Neuronales Netz (NN).
Abbildung 3.3 zeigt beispielhaft ein Feed–Forward–Netz. Dies erha¨lt man
durch die Verknu¨pfung Ku¨nstlicher Neuronen, wobei man fordert, dass nur
Verknu¨pfungen von einer Schicht in die nachfolgende Schicht existieren. Die
3.1.4 Ku¨nstliche Intelligenz 53
Abbildung 3.3: Feed–Forward–Netz
Anzahl der Schichten kann variieren. Im allgemeinen bezeichnet man die ers-
te Schicht als Eingabeschicht und die letzte Schicht als Ausgabeschicht. Alle
zwischen diesen liegenden Schichten werden als verdeckte Schichten bezeich-
net, da sie keine direkte Verbindung zur Umgebung des Neuronalen Netzes
haben.
Einsatzfelder Neuronale Netze KNN erfreuen sich in den letzten Jah-
ren zunehmender Aufmerksamkeit in Wissenschaft und Praxis. Ihre Fa¨hig-
keiten zur Mustererkennung und zur Modellierung komplexer nicht–linearer
Zusammenha¨nge begru¨ndet diese Popularita¨t. KNN ko¨nnen als generalisier-
te nicht–lineare statistische Modelle charakterisiert werden [113, 127]. Neu-
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ronale Netze arbeiten im Gegensatz zu vielen modell–basierten Vorhersage-
verfahren datengetrieben, ohne restriktive Annahmen3 u¨ber die funktionalen
Zusammenha¨nge zwischen Eingangsgro¨ßen und den vorherzusagenden Aus-
gangsdaten [98]. Diese Eigenschaft von Neuronalen Netzen ist in finanzwirt-
schaftlichen Anwendungen sehr nu¨tzlich, da dort Daten in großen Mengen
vorliegen, der zugrunde liegende Zusammenhang jedoch meistens unbekannt
ist.
In der Betriebswirtschaft werden Neuronale Netze zur Kursprognose von
Aktien eingesetzt [109,131,138,119,58,55]. Aufgrund der hohen Komplexita¨t
dieser Doma¨ne erscheinen Neuronale Netze als geeignete Vorhersagemetho-
de.
In der Elektrizita¨tswirtschaft werden Neuronale Netze zur Prognose der
stu¨ndlichen oder viertelstu¨ndlichen Last eingesetzt [18, 45, 49, 48, 70, 2, 78].
Erste Untersuchungen zur Eignung Ku¨nstlicher Neuronaler Netze zur Spot-
preisprognose wurden in ju¨ngster Zeit ebenfalls durchgefu¨hrt [122,121].
3.1.5 Zusammenfassung
Es ist festzuhalten, dass alle vorgestellten Prognoseverfahren Vor– und Nach-
teile mit sich bringen.4 Da der liberalisierte Elektrizita¨tsmarkt noch sehr
jung ist, ist der Großteil der Forschungsarbeiten zur Modellierung und Pro-
gnose von Spotpreisen noch zu leisten. Es gibt daher noch keine Modelle und
Verfahren zur Prognose von Spotpreisen. Im Rahmen dieser Arbeit werden
daher nur die ”einfachen“ Prognoseverfahren miteinander verglichen, d.h. die
technische Analyse und Ku¨nstliche Neuronale Netze.
3.2 Einflussfaktoren auf den Spotpreis
Elektrizita¨t muss als flu¨chtiges Gut betrachtet werden, welches durch sei-
ne begrenzte Speicherbarkeit und Transportabilita¨t charakterisiert ist. Bei-
de Eigenschaften begrenzen die Mo¨glichkeiten, Elektrizita¨t durch Zeit und
3Gema¨ß der Theorie der Neuronalen Netze genu¨gen zwei verdeckte Schichten, um jede
beliebige Funktion zu approximieren. [72]
4Eine ausfu¨hrliche Diskussion der Neuronalen Netze erfolgt in Abschnitt 3.4.
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Raum zu transportieren. Mit anderen Worten: die Mo¨glichkeit, Arbitragege-
winne zu erwirtschaften, die auf zeitlichen oder ra¨umlichen Preisdifferenzen
gru¨ndet und somit von Speicherbarkeit und Transportabilita¨t abha¨ngt, ist
im Elektrizita¨tsmarkt stark eingeschra¨nkt, wenn nicht sogar ausgeschlos-
sen [66]. Elektrizita¨t, die zu unterschiedlichen Stunden oder Tagen geliefert
wird, stellt aus Sicht der Verbraucher unterschiedliche Gu¨ter dar. Damit ist
der Preis stark abha¨ngig von der Stromnachfrage in jedem Zeitpunkt und
von deren Determinanten.
In Abschnitt 2.3 wurde ausgefu¨hrt, dass der Bo¨rsenhandel an LPX und
EEX von einer Restmengenoptimierung gepra¨gt ist. Somit ist die Handels-
ta¨tigkeit eines EVU von der erwarteten Last und dem vorgesehenen Kraft-
werkseinsatz abha¨ngig. Es darf angenommen werden, dass die Einflussgro¨ßen
der Last und des Kraftwerkseinsatzes damit auch Einflussgro¨ßen des Preises
sind.
Eine Analyse der Autokorrelation der Preise unterstu¨tzt diese These.
Korreliert wurden die stu¨ndlich festgestellten Preise der LPX im Zeitraum
vom 16.06.2000 bis 17.04.2001 jeweils mit einer Zeitverschiebung von einem
bzw. sieben Tagen (vgl. Abbildung 3.4).
Das Ergebnis zeigt deutlich, dass sich die unterschiedlichen Lastprofile in
den Tag– und Nachtstunden auf den Preis auswirken. Fu¨r die Nachtstunden
ergibt sich der Preis des Vortages als bester Scha¨tzer fu¨r den heutigen Preis,
fu¨r die Tagesstunden der Preis der vergangenen Woche. Bei den Preisen ist
ein a¨hnliches zyklisches Verhalten, wie es auch bei der Last zu beobachten.
Die niedrige Korrelation in der Stunde von 17 bis 18 Uhr ist auf einen Aus-
reißer im Preis am 2.11.2000 zuru¨ckzufu¨hren (festgestellt wurde ein Preis
von 158,52 EUR/MWh).
Mo¨gliche Einflussfaktoren auf den Spotpreis sind in Tabelle 3.1 darge-
stellt.
Nachfrage Der nach Sektoren aufgeteilte Stromverbrauch in Deutschland
verteilte sich im Jahr 2000 wie in Tabelle 3.2 dargestellt.
Damit wird die Nachfrage nach Strom wesentlich durch das Verbrauchs-
verhalten der Haushalte und der Industrie bestimmt. Diese Einflussgro¨ßen
ko¨nnen nach Kalender– und Klimadaten unterschieden werden. Den gro¨ß-
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Abbildung 3.4: Autokorrelation der stu¨ndlich festgestellten Preise an der
LPX
ten Einfluss auf die Last u¨bt im privaten Sektor die Temperatur aus. Die
Helligkeit5 und die Windgeschwindigkeit sind weitere wichtige Faktoren.
Das Verbrauchsverhalten von Industrie und Privathaushalten weist ein
zyklisches Verhalten in Abha¨ngigkeit von der Tageszeit, dem Wochentag
und der Jahreszeit auf. Insbesondere der Strombedarf der Industrie fu¨hrt zu
deutlich unterschiedlichen Verbrauchsverla¨ufen in den Tag– und den Nacht-
stunden, sowie an Werktagen und Wochenenden bzw. Feiertagen. Schul–
und Werksferien wiederum vera¨ndern das Verbrauchsverhalten der Privat-
haushalte und der Industrie. Erdmann konstatiert beispielsweise in [29], dass
die Ferienperiode im Sommer 2001 zu einem starken Preiseinbruch bei den
Strompreisen gefu¨hrt hat.
Angebot Auf der Angebotsseite machen die Produktionskosten fu¨r die zu
deckende Nachfrage den wesentlichen preisbestimmenden Einfluss aus. Die
Produktionskosten sind wiederum durch die verwendete Technik bestimmt.
5Statt des Begriffs
”
Helligkeit“ findet man auch ha¨ufig die Begriffe
”
Globalstrahlung“
und
”
Bedeckung“.
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Nachfrage Angebot
Außentemperatur Winddargebot
Helligkeit Niederschlag
Tageszeit Pegelsta¨nde an Seen und Flu¨ssen
Wochentag Durchflussmengen
Jahreszeit O¨lpreis
Feiertag Gaspreis
Andere Handelspla¨tze Kohlepreis
EEX KW–Ausfa¨lle
APX Revisionen
NordPool Schulferientag
OTC–Markt
Andere Faktoren
Auslandsnachfrage und –angebot Handelsstrategien
Marktmacht Psychologische Faktoren
Tabelle 3.1: Potentielle Einflussfaktoren auf den Spotpreis der LPX
Sektor Anteil am gesamten
Stromverbrauch
Industrie 47,3 %
Haushalte 26,3 %
Kleinverbraucher 23,2 %
Verkehr 3,2 %
Tabelle 3.2: Stromverbrauch 2000 nach Sektoren
Quelle: [107]
Wie Tabelle 3.3 zu entnehmen ist, stu¨tzt sich die deutsche Stromindustrie
zu u¨ber 80 % auf die Sa¨ulen Kernenergie, Braunkohle und Steinkohle. Die
Kosten fu¨r Brennstoffe und die Verfu¨gbarkeiten dieser Kraftwerke haben
daher einen starken Einfluss auf die Spotpreise fu¨r Strom.
Der Einsatz von mit regenerativen Energien betriebenen Kraftwerken,
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Einsatzenergie Anteil
Kernenergie 30,2 %
Braunkohle 26,0 %
Steinkohle 25,5 %
Erdgas 8,5 %
O¨l 0,5 %
Wasser 4,4 %
Wind 1,6 %
Sonstige 3,3 %
Tabelle 3.3: Einsatzenergien in 2000
Quelle: [107]
wie Wasser– und Windkraftanlagen, ist in erster Linie durch das Dargebot
von Wasser bzw. Wind bestimmt. Da Wind– und Wasserkraftanlagen in
ihren Produktionskosten gu¨nstiger sind als thermische Erzeugungsanlagen,
verdra¨ngen sie diese und haben insofern einen senkenden Einfluss auf den
Spotpreis.
Andere Faktoren Wa¨hrend der deutsche Erzeugungspark mehrheitlich
durch thermische Erzeugungseinheiten gepra¨gt ist, verfu¨gen die schweizeri-
schen Energieversorgungsunternehmen u¨ber einen großen Anteil von Erzeu-
gungseinheiten, die auf Wasserkraft basieren. U¨ber die Kuppelstellen der
U¨bertragungsnetze nehmen die dortigen Energieversorger auch am deut-
schen Energiemarkt teil. Das Wasserdargebot in der Schweiz hat daher einen
Einfluss auf den deutschen Strommarkt. Um den Einfluss zu fassen, bietet
sich die Einbeziehung des Swiss Electricity Price (SWEP) in die Prognose
an. Der SWEP gibt die Preise im kurzfristigen schweizerisch-europa¨ischen
Stromhandel an.
Unter der Annahme vollsta¨ndiger Ma¨rkte und absoluter Markttranspa-
renz muss sich an zwei Handelspla¨tzen, an denen das gleiche Produkt ge-
handelt wird, der gleiche Preis (evtl. gemindert oder erho¨ht um handels-
platzabha¨ngige Gebu¨hren) einstellen. Andernfalls wa¨re ein Arbitragehandel
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mo¨glich, d.h. ein Ha¨ndler kauft an einem Handelsplatz preiswert ein und ver-
kauft an dem anderen Handelsplatz teuer. So realisiert er einen risikolosen
Gewinn.
Obwohl diese idealisierte Annahme nicht gilt, ist davon auszugehen, dass
sich die Bo¨rsenpreise an den deutschen Strombo¨rsen LPX und EEX gegen-
seitig beeinflussen. Zumindest in Teilen besteht eine Identita¨t zwischen den
Marktteilnehmern an beiden Bo¨rsen.
Eine Korrelationsanalyse auf Basis der historischen Preise vom 1.10.2000
bis 10.4.2001 zeigt eine hohe Korrelation zwischen den Preisen von LPX und
EEX (vgl. Abbildung 3.5).
Abbildung 3.5: Korrelation der Preise von LPX und EEX
Die Preise von EEX bzw. LPX sind hingegen nur sehr schwach mit den
Preisen der niederla¨ndischen Strombo¨rse APX korreliert. Hier scheinen die
Restriktionen des U¨bertragungsnetzes die Ma¨rkte wirksam zu entkoppeln.
Weitere Faktoren, die den Strompreis beeinflussen, sind wenig fassbar
oder messbar. Es sind dies unter anderem die Handelsstrategien und die
Marktmacht der Marktteilnehmer, sowie psychologische Einflu¨sse.
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3.3 Erforderliche Genauigkeit von Modellen zur
Preisprognose
3.3.1 Motivation
Fu¨r die Handelsteilnehmer im liberalisierten Energiemarkt stellt sich die
Frage, welche Mindestanforderungen bezu¨glich der Genauigkeit ein Preis-
prognoseverfahren erfu¨llen muss. Insbesondere ist zu untersuchen, wie genau
eine Preisprognose sein muss, damit die Kosten respektive die entgangenen
Gewinne aufgrund einer Fehlprognose in einem akzeptablen Rahmen bleiben.
Anders formuliert heißt das, es ist zu kla¨ren, wie sensitiv ein Erzeugungspark
auf eine fehlerhafte Preisprognose reagiert.
In der nachfolgend beschriebenen Untersuchung wurde hierzu exempla-
risch die Sensitivita¨t verschiedener Erzeugungsparks u¨berpru¨ft.
3.3.2 Untersuchungsmethode
Modelle Den Untersuchungen werden die Modelle realer deutscher Erzeu-
gungsparks zugrundegelegt. Hierbei wird der Erzeugungspark inklusive aller
Nebenbedingungen, die den Kraftwerkseinsatz beschra¨nken, abgebildet. Bei
der Untersuchung von Querverbundunternehmen werden zusa¨tzlich die Ne-
benbedingungen fu¨r die Wa¨rmelieferung betrachtet.
Fu¨r Einsatzpla¨ne mit einer Dauer von 24 Stunden und einer zeitlichen
Auflo¨sung von einer Stunde werden die optimalen Fahrweisen und Handels-
entscheidungen berechnet. Die Freiheitsgrade des Erzeugers liegen in der
Bestimmung der Fahrweise der eigenen Erzeugungsanlagen, des Einsatzes
von Bezugsvertra¨gen und der Handelsmengen am Spotmarkt.
Die Modelle der Erzeugungsparks wurden um eine Komponente ”Strom-
produkt“ und eine Komponente ”Bezug Strom EVU“ erweitert. Das Strom-
produkt stellt hierbei den mo¨glichen Absatz am Spotmarkt dar, die Bezugs-
komponente den mo¨glichen Bezug vom Spotmarkt. Beiden Komponenten
ordnete man eine Tarifgruppe ”Spotmarkt“ zu, die in Summe 24 Kennlinien
(eine Kennlinie je Stunde) umfasste.
Jede Kennlinie bestand aus genau einem Tupel (Qmax, P ), wobei Qmax
die maximale Bezugs– respektive Absatzmenge in MWh und P den erzielten
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Preis in EUR/MWh angab. Das betrachtete Erzeugungsunternehmen konn-
te fu¨r jede Stunde frei entscheiden, welche Leistung −Qmax ≤ Q ≤ Qmax es
vom Spotmarkt beziehen oder am Spotmarkt absetzen wollte.6 Ein gleich-
zeitiger Bezug und Absatz war ausgeschlossen.
Software Die Testreihen wurden unter Zuhilfenahme des Energiemanage-
mentsystems BoFiT–TEP7 durchgefu¨hrt. In BoFiT–TEP kann ein verein-
fachtes mathematisches Optimierungsmodell der betriebskostenverursachen-
den Komponenten eines komplexen Kraft–Wa¨rme–Erzeugungsanlagenparks
inklusive relevanter Netzaspekte abgebildet werden. Grundsa¨tzlich werden
Energie- und Massenstro¨me, z.B. fu¨r Brennstoff, Dampf, Strom, Wa¨rme und
Ku¨hlwasser, in einzelnen Komponenten ineinander umgewandelt oder bilan-
ziert. Hierbei entstehen Kostenstro¨me, die genauso bilanziert werden.
Einzelne Komponenten werden im wesentlichen durch Kennlinien ge-
kennzeichnet, die die Umwandlung der Energie–, Massen– und Kostenstro¨-
me ineinander definieren. Weiterhin sind Einsatzbedingungen (z.B. Mini-
male/Maximale Schwellen, Minimale/Maximale Betriebszeiten, gegenseitige
Beziehungen mehrerer Komponenten) abgebildet.
Modellierungskonzept in BoFiT–TEP In BoFiT–TEP wird das
Portfolio aus Erzeugungsanlagen, Bezugs– und Liefervertra¨gen und kurz-
fristigen Handelsoptionen eines EVU als ein lineares Optimierungsproblem
auf der Basis der Gemischt—Ganzzahlig Linearen Programmierung (GGLP)
formuliert.
Dabei kann die Struktur des EVU als gerichteter Graph aufgefasst wer-
den (vgl. Abbildung 3.6). Dessen Kanten stellen diejenigen Steuergro¨ßen
dar, welche in komponentenu¨bergreifenden Zusammenha¨ngen wirksam sind
(a¨ußere Steuergro¨ßen). Die Knoten des gerichteten Graphen (Komponenten)
beschreiben Verknu¨pfungen der a¨ußeren und inneren (komponentenspezifi-
schen) Steuergro¨ßen in Form von U¨bertragungsbeziehungen, Bilanzen und
Relationen zwischen einzelnen Komponenten. Spezielle Komponenten, so-
6Die Symmetrie ergibt sich aus der zugrundeliegenden Datenstruktur.
7BoFiT r© ist eine eingetragene Marke der ProCom Systemhaus und Ingenieurunter-
nehmen GmbH, Aachen
62 Erforderliche Genauigkeit von Modellen zur Preisprognose
Abbildung 3.6: Abbildung der Struktur eines EVU in BoFiT–TEP
genannte Versorgungskomponenten, nehmen vorgegebene, konstante Werte
vom Typ der a¨ußeren Steuergro¨ßen (z. B. Vorgaben fu¨r die elektrische Last
oder Ku¨hlwasserrestriktionen) auf. Ein Endknoten (in Abbildung 3.6 mit
”Kosten“ bezeichnet) repra¨sentiert das skalare Gu¨tekriterium (Zielfunktion
= beeinflussbare betriebsabha¨ngige Kosten).
Die Parameter fu¨r die Optimierung ko¨nnen sowohl aus komponenten-
spezifischen Konfigurations– und Vorgabedaten (innere Parameter) als auch
aus Betriebsvorgaben und Konfigurationsdaten anderer Komponenten (a¨u-
ßere Parameter) gewonnen werden.
Innere Parameter fu¨r die Aufstellung der U¨bertragungsgleichungen ei-
nes temperaturgezonten Wa¨rmebezugsvertrages sind beispielsweise unter-
schiedliche Arbeitspreise fu¨r unterschiedliche Vorlauftemperaturen. Als a¨u-
ßere Parameter sind die geltenden Vorlauftemperaturen innerhalb jedes Be-
rechnungszeitschrittes anzusehen.
Die Gesamtheit der oben genannten Zusammenha¨nge zwischen Kom-
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ponenten, Steuergro¨ßen und Berechnungsparametern soll im folgenden als
EVU-Struktur bezeichnet werden. Das Grundprinzip der graphischen Dar-
stellung einer EVU-Struktur zeigt Abbildung 3.78.
Abbildung 3.7: Modellstruktur eines Energieversorgungssystems
Die Richtung der Verbindungen im inneren Strukturmodell zeigt prinzi-
piell von den zu erfu¨llenden Vorgaben zur Zielfunktion.
Fu¨r ein einfacheres Versta¨ndnis und eine intuitive Modellierung wird
in der Bedienoberfla¨che die umgekehrte Richtung verwendet und grafisch
dargestellt, na¨mlich von den Kosten zur Last.
BoFiT entha¨lt im Rechenkern die Programme zur Durchfu¨hrung der ei-
gentlichen Optimierungsrechnungen. Dabei wird fu¨r die unterschiedlichen
Zeitbereiche der Einsatzoptimierung (Momentan–, Tages–, Wochen– und
Jahreseinsatzoptimierung) die gleiche BoFiT–Software eingesetzt.
Aus den Teilmodellen aller Systemkomponenten wird ein GemischtGanz-
zahlig Lineares Optimierungsmodell aufgebaut und einem kommerziellen
Solver CPLEX9 zur Lo¨sung u¨bergeben.
Der BoFiT–Rechenkern formuliert zuna¨chst die eigentlichen mathemati-
schen Optimierungsprobleme aus den in der Datenbank von der Benutzer-
schnittstelle abgelegten Konfigurations- und Vorgabedaten. Fu¨r eine kurze
Rechenzeit wird dabei eine Modellaggregation fu¨r ein einfaches Optimie-
rungsmodell durchgefu¨hrt.
Die Optimierungsprobleme werden von dem GGLP-Solver CPLEX ge-
lo¨st. Dabei werden die optimalen Werte aller Variablen in einem sogenannten
Lo¨sungsvektor abgelegt. Im Anschluss an die Ermittlung des optimalen Lo¨-
8Quelle: ProCom GmbH, Aachen
9CPLEX ist ein eingetragenes Warenzeichen der ILOG CPLEX Division, Incline Vil-
lage, USA.
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Modell 1 Modell 2 Mod U¨NB
Variablen 6.723 14.592 17.603
Koeffizienten 14.403 48.237 51.973
Restriktionen 5.091 16.145 16.441
SOSets 0 48 856
Tabelle 3.4: Gro¨ßenordnung der verwendeten Modelle
sungsvektors wird dieser durch den BoFiT–Rechenkern gepru¨ft und in die
Datenbank Oracle10 ausgegeben. Somit stehen der Bedienoberfla¨che alle In-
formationen fu¨r die Darstellung der Ergebnisse zur Verfu¨gung.
Die Protokollierung der Abla¨ufe einer Optimierungsrechnung erfolgt u¨ber
spezielle Dateien, eine Log–Datei und eine Trace–Datei, in die Ablauf–,
Informations–, Fehler– undWarnungsmeldungen sowie detaillierte Zwischen-
ergebnisse eingetragen werden.
Diese Zusammenha¨nge sind in Abbildung 3.811 graphisch dargestellt.
Die Gro¨ße der von BoFiT–TEP gelo¨sten Optimierungsprobleme ha¨ngt
von der Gro¨ße und Ausgestaltung des realen Erzeugungssystems und dem
Detaillierungsgrad des Modells des Erzeugungssystems ab. Tabelle 3.4 fasst
fu¨r die im folgenden Abschnitt 3.3.3 verwendeten Modelle 1 und 2 sowie ex-
emplarisch fu¨r das Modell des Erzeugungsparks (Mod U¨NB) eines deutschen
U¨bertragungsnetzbetreibers die wesentlichen Kenngro¨ßen der zugrundlie-
genden Optimierungsprobleme zusammen. Die Modelle werden in weniger
als einer bzw. fu¨nf Minuten gelo¨st.
Verfahrensweise Im Rahmen einer Berechnung von Alternativen wer-
den die Kosten des Kraftwerksparks bei der ”optimalen Preisprognose“, d.h.
mit bekannten historischen Preisen, und einer systematisch verschlechterten
Preisprognose berechnet. Der Untersuchung werden die Preise der LPX fu¨r
den jeweils untersuchten Tag zugrundegelegt.
10Oracle ist ein eingetragenes Warenzeichen der Oracle Corporation, Redwood Shores,
California, USA
11Quelle: ProCom GmbH, Aachen
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Abbildung 3.8: Aufbau der BoFiT–Software
”Optimale Prognose“ In diesem Fall werden die tatsa¨chlichen LPX–
Preise als Prognose eingesetzt. Im Ergebnis erha¨lt man eine untere Schranke
fu¨r die Kosten. Mit keiner anderen Prognose ko¨nnen die Kosten fu¨r einen
Einsatzplan tiefer liegen als mit der optimalen Prognose. Diese Ergebnisse
dienen als Vergleichsgrundlage fu¨r die relative Bewertung der Kostena¨nde-
rung bei schlechteren Prognosen.
Systematische Verschlechterung Im Rahmen der systematischen
Verschlechterung der Prognose werden die tatsa¨chlichen Preise der LPX mit
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einem Fehler beaufschlagt. Der Fehler wird fu¨r alle Stunden des Tages gleich
gewa¨hlt. Untersucht werden die Auswirkungen von Fehlprognosen bei einem
Fehler von ±2 %, ±4 %, ±6 %, ±8 %, ±10 %, ±15 %, ±20 %, ±25 %, ±30 %,
±50 % und ±75 %.
Annahmen Zuna¨chst wird angenommen, dass nur die Spotpreise einer
Unsicherheit unterliegen. Verfu¨gbarkeiten, Kapazita¨ten und Lasten werden
als sichere Eingangsinformationen gesehen. Der Kraftwerksbetrieb wird in
hohem Maße vom Ausfallverhalten thermischer Blo¨cke beeinflusst. Der Er-
wartungswert der ”Aus“–Dauer bei Vollausfa¨llen liegt deutlich oberhalb der
Dauer des in der Kraftwerkseinsatzplanung betrachteten Zeitbereichs. Die
Wahrscheinlichkeit dafu¨r, dass innerhalb des Planungshorizonts ein thermi-
scher Block ausfa¨llt und wieder angefahren werden kann, ist vernachla¨ssigbar
(vgl. [114]).
Sofern fu¨r den Kraftwerkspark nur Lastga¨nge des Jahres 2000 vorlie-
gen, wird angenommen, dass die Erzeugung im Vorjahresvergleich um 3 %
gestiegen ist. [118].
Weiterhin wird davon ausgegangen, dass der Wochentag ausschlagge-
bender ist als das Datum. D.h., wenn das betrachtete Modell einen Einsatz-
plan fu¨r den 30.4.2000 (=Sonntag) entha¨lt, so werden die LPX–Preise vom
29.4.2001 (=Sonntag) eingesetzt.
Damit die Rechenzeiten nicht ausufern, wird der Optimierungsalgorith-
mus bei Erreichen eines Verbesserungspotenzials von weniger als 1 % ter-
miniert. Die Suche nach der optimalen Lo¨sung wird abgebrochen, wenn die
beste gefundene Lo¨sung ho¨chstens 1 % schlechter als die optimale Lo¨sung
ist. Aufgrund dieser Annahme ist es mo¨glich, dass die Kosten bei einer ver-
schlechterten Preisprognose kleiner werden als im optimalen Fall. Jedoch
ko¨nnen sie niemals um mehr als 1 % kleiner werden als die Kosten im opti-
malen Fall.
Zuletzt wird angenommen, dass es sich bei dem betrachteten Markt um
einen ”offenen Markt“ handelt, dass also ein einzelner Anbieter keinen Ein-
fluss auf den Marktpreis hat.
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Abbildung 3.9: Ablaufdiagramm
Ablauf Der Ablauf der Untersuchung ergibt sich aus Abbildung 3.9. Zu-
na¨chst werden die bekannten Spotpreise (P0, . . . , P23) der LPX mit unter-
schiedlichen Fehlern beaufschlagt. Fu¨r jedes so gewonnene Szenario s wird
mit den prognostizierten Preisen (Ps,0, . . . , Ps,23) eine Optimierung des be-
trachteten Erzeugungssystems durchgefu¨hrt. Im Rahmen der Optimierung
werden die Einschaltentscheidungen der Kraftwerke und die Handelsmengen
(Qs,0, . . . , Qs,23) festgelegt. Es ergeben sich die geplanten Kosten K
prog
s . Im
Nachgang zur Optimierung werden diese Kosten um den aus der Fehlein-
scha¨tzung des Preises resultierenden Betrag korrigiert. Im Handel werden
die Preise Pt (t = 0 . . . 23) realisiert. Die Ist–Kosten Kists eines Szenarios s
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ergeben sich somit aus der Korrektur der geplanten Kosten um die Preisdif-
ferenz (Pt − P progs,t ):
Kists = K
prog
s +
23∑
t=0
Qs,t (Pt − P progs,t ) (3.5)
Um eine Vergleichsbasis zu erhalten, wird die Optimierung einmalig mit
den fehlerfreien Preisen der LPX berechnet. Die sich ergebenden Kosten
Kprogopt = K
ist
opt bilden eine untere Schranke fu¨r die Produktionskosten. Im
letzten Schritt werden die Istkosten Kists der einzelnen Szenarien s mit den
Istkosten der optimalen Prognose Kistopt verglichen.
3.3.3 Ergebnisse
Zur Untersuchung wurden zwei verschiedene Erzeugungsparks herangezo-
gen. Modell 1 beschreibt ein hydrothermisches Erzeugungssystem. Der Er-
zeugungspark umfasst unter anderem eine Beteiligung an einem Atomkraft-
werk.
Modell 2 stellt einen Verbund von mehreren Stadtwerken dar, die ge-
meinsam am Markt auftreten. Die Stadtwerke verfu¨gen u¨ber gemeinsame
Bezugsvertra¨ge von Vorlieferanten und Bezu¨ge aus Kraftwerksbeteiligungen.
Die eigenen Erzeugungsanlagen umfassen mehrere (Block–)Heizkraftwerke
und Dampfturbinenanlagen. Der kurzfristige Handel wird u¨ber eine gemein-
same Vertriebsgesellschaft abgewickelt.
Die Ergebnisse werden anhand einer vergleichenden Analyse der erhalte-
nen Szenarien gewonnen. Hier kann explizit nicht von einer Szenarioanalyse
gesprochen werden, da sich diese auf einen langfristigen Zeithorizont bezieht
und insbesondere Lerneffekte und qualitative Faktoren zu ihren Kernpunk-
ten geho¨ren. [47]
Untersuchung von Modell 1 Die Untersuchung wurde fu¨r sechs ver-
schiedene Einsatzpla¨ne durchgefu¨hrt (vgl. Tabelle 3.5).
Ausfall verschiedener Kraftwerkstypen am gleichen Tag
Die Einsatzpla¨ne 33, 36 und 37 definieren drei verschiedene Szenarien fu¨r
den gleichen Wochenendtag im Sommer. Sie unterscheiden sich lediglich in
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Einsatzplan Beschreibung
25 Donnerstag im Winter
26 Freitag im Winter
31 Wochenende im Winter mit Ausfall eines thermischen
Kraftwerks
33 Wochenende im Sommer ohne besondere Vorkommnisse
36 Wochenende im Sommer mit Revision eines Kernkraft-
werks
37 Wochenende im Sommer mit Ausfall eines thermischen
Kraftwerks
Tabelle 3.5: Untersuchte Einsatzpla¨ne
der Verfu¨gbarkeit der eigenen Erzeugungseinheiten. Wa¨hrend in Einsatzplan
33 alle Erzeugungseinheiten zur Verfu¨gung stehen, steht in Einsatzplan 36
das Kernkraftwerk aufgrund einer Revision, sowie im Einsatzplan 37 ein
thermisches Kraftwerk nicht zur Verfu¨gung.
Abbildung 3.10: Vergleich der Kostena¨nderung in Abha¨ngigkeit vom Pro-
gnosefehler in den Szenarien 33, 36 und 37
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Abbildung 3.11: Nettobezug in den Szenarien 33, 36 und 37
Wie Abbildung 3.10 zeigt, wirkt sich eine Fehlprognose des Preises bis zu
einem Prognosefehler von ±10 % nicht kostenerho¨hend aus.12 Wa¨hrend der
Revision des Kernkraftwerks fu¨hrt eine Fehleinscha¨tzung des Preises von
-10 % bzw. 15 % jedoch zu einer deutlich sta¨rkeren Kostena¨nderung, als
gleiche Fehleinscha¨tzungen in den beiden anderen Szenarien. Dies ist darauf
zuru¨ckzufu¨hren, dass der Ausfall der Erzeugungskapazita¨t des Kernkraft-
werks durch einen ho¨heren Bezug vom Spotmarkt ausgeglichen wird (vgl.
Abbildung 3.11).
Wa¨hrend die Handelsmengen in den Szenarien 33 und 37 bei einer Fehl-
scha¨tzung des Preises von 15 % anna¨hernd den Handelsmengen bei optimaler
Prognose (= Prognosefehler 0 %) in den genannten Szenarien entsprechen,
bietet Szenario 37 ein differenziertes Bild. Hier liegt die bezogene Arbeit bei
einer Fehlscha¨tzung des Preises von 15 % um rund 2.400 MWh unter der Be-
zugsmenge bei optimaler Preisscha¨tzung. Dies bedeutet, dass die Differenz
von 2.400 MWh durch den Einsatz eigener Kraftwerke oder den Einsatz
12Die Optimierung wurde gema¨ß den getroffenen Annahmen bei einem Verbesserungs-
potenzial von weniger als 1 % abgebrochen. Im Diagramm fehlende Sa¨ulen zeigen Lo¨sungen
an, in denen die Abweichung von den optimalen Kosten negativ wurde.
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langfristiger Bezugsvertra¨ge gedeckt wird. Da der Preis u¨berscha¨tzt wird,
erscheinen teurere Kraftwerke und Bezugsvertra¨ge in zunehmendem Maße
konkurrenzfa¨hig.
Ein a¨hnliches Bild fu¨r Szenario 36 ergibt sich, wenn der Prognosefehler
gro¨ßer als 30 % wird. In diesem Fall wird die Bezugsmenge vom Spotmarkt
nochmals um 4.600 MWh gesenkt. Das fu¨hrt letztlich zu einer Kostenabwei-
chung von 8,66 % bzw. 10,79 %.13
Eine Analyse der Absatz– und Bezugsmengen liefert eine Erkla¨rung fu¨r
das deutliche Absinken des Nettobezugs im Szenario 33. Hier fu¨hrt eine
U¨berscha¨tzung der Preise um 50 % bzw. 75 % dazu, dass der Erzeuger
nicht nur eigene Kraftwerke einsetzt, um sein Last zu decken, sondern um
zusa¨tzliche Leistung in den Spotmarkt zu verkaufen. Letztendlich ergibt sich
hieraus eine Kostenabweichung von 11,09 % bzw. 17,97 % gegenu¨ber den
optimalen Kosten.
Abbildung 3.10 zeigt zudem, dass der betrachtete Kraftwerkspark gegen-
u¨ber Unterscha¨tzungen des Preises wesentlich insensitiver reagiert. In der
Mehrzahl aller Fa¨lle findet das Optimierungsmodul eine Lo¨sung, die keine
ho¨heren Kosten als die Lo¨sung bei optimaler Prognose aufweist.
Es ist festzuhalten, dass der Ausfall des Kernkraftwerks zu einem deut-
lich erho¨hten Einsatz des Spotmarkts als Bezugsquelle fu¨hrt. In keinem an-
deren Szenario lag der Nettobezug vom Spotmarkt so hoch, wie in Szenario
36. Es war daher zu erwarten, dass der Erzeugungspark in diesem Szenario
besonders sensitiv auf Fehlprognosen des Preises reagiert.
Verhalten an Wintertagen
In weiteren Tests wurde das Verhalten des Erzeugungsparks an zwei aufein-
anderfolgenden Wintertagen untersucht. Auch hier ergeben sich bis zu einem
Prognosefehler von bis zu -20 % bzw. 15 % Kostena¨nderung deutlich kleiner
1 %. An beiden Tagen reagiert der Erzeugungspark sowohl auf U¨ber– als
auch auf Unterscha¨tzungen des Preises mit deutlichen Kostenerho¨hungen.
13In Abbildung 3.10 wurde der Ho¨chstwert der y–Achse auf 2 % begrenzt, da andernfalls
im Bereich des Prognosefehlers von -25 % bis 30 % keine Information abzulesen gewesen
wa¨re.
72 Erforderliche Genauigkeit von Modellen zur Preisprognose
Abbildung 3.12: Kostena¨nderung in Abha¨ngigkeit vom Prognosefehler an
zwei Wintertagen
Abbildung 3.13: Kostena¨nderung in Abha¨ngigkeit vom Prognosefehler bei
Ausfall eines thermischen Kraftwerks im Winter bzw. im Sommer
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Eine letzte Testreihe mit Modell 1 diente dem Vergleich der Folgen des
Ausfalls eines thermischen Kraftwerks an einemWochenende imWinter bzw.
Sommer (vgl. Abbildung 3.13). Auch hier ist deutlich zu erkennen, dass
der Erzeugungspark im Winter sta¨rker auf eine Unterscha¨tzung des Preises
reagiert als im Sommer.
Diese ho¨here Sensitivita¨t ist auf einen im Winter ho¨heren Auslastungs-
grad des Erzeugungsparks als im Sommer zuru¨ckzufu¨hren. Eine Unterscha¨t-
zung des Preises la¨dt daher zum Abschalten teurer Spitzenlastkraftwerke
und zur Substitution von deren Erzeugung durch Spotbezu¨ge ein. Wird letzt-
lich ein teuerer Spotpreis realisiert, so steigen die gesamten Produktionskos-
ten. U¨berscha¨tzungen des Preises hingegen fu¨hren dazu, dass am realisierten
Spotpreis gemessene nicht konkurrenzfa¨hige Kraftwerke am Netz gehalten
werden. Dies geschieht mit dem Ziel, entweder zur Deckung der langfristig
kontrahierten Last beizutragen, oder zusa¨tzliche Leistung am Spotmarkt zu
verkaufen.
Sensitivita¨t an unterschiedlichen Wochentagen
Anhand von Modell 2 wurde die Sensitivita¨t des Erzeugungssystems im Ab-
lauf mehrerer aufeinander folgender Kalendertage (Montag bis Donnerstag)
im Sommer untersucht. Aufgrund der deutlich geringeren Komplexita¨t des
Optimierungsmodells wurde bei dieser Untersuchung kein fru¨hzeitiger Ab-
bruch zugelassen.
Abbildung 3.14 weist ein ausgepra¨gt differenziertes Verhalten des Er-
zeugungsparks in Abha¨ngigkeit vom Wochentag auf. Dies kann durch stark
unterschiedliche Lastga¨nge an den betrachteten Tagen oder durch differie-
rende Preisniveaus an der LPX bedingt sein.
Eine Abha¨ngigkeit von der Last kann ausgeschlossen werden, da die Last-
ga¨nge an den untersuchten Tagen nicht signifikant voneinander abweichen
(vgl. Abbildung 3.15).
Auffa¨llig ist die Insensitivita¨t des Erzeugungsparks bezu¨glich einer Un-
terscha¨tzung des Preises am Mittwoch (Szenario 46). Diese kann auf das
niedrige Preisniveau an der LPX am 18.07.2001 zuru¨ckgefu¨hrt werden. An
diesem Tag lagen die Preise in der Mehrzahl der Peakstunden unterhalb der
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Abbildung 3.14: Kostenentwicklung bei den Szenarien 44, 45, 46 und 47
Abbildung 3.15: Die Lastga¨nge zeigen keine signifikante Abweichung vonein-
ander
Preise an den u¨brigen untersuchten Tagen. Im Vergleich mit der optimalen
Preisprognose und bei Fehlprognosen von -75 % bis +10 % war der eigene
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Erzeugungspark nicht in vollem Umfang konkurrenzfa¨hig. Eine Unterscha¨t-
zung des Preises hatte insofern keine A¨nderung des Handelsverhaltens zur
Folge. Hieraus folgt, dass sich der Spotpreis im Rahmen der genannten Fehl-
scha¨tzung auf einem ebenen Teilstu¨ck der Grenzkostenkurve befindet.
Abbildung 3.16: LPX-Preise an den untersuchten Tagen
Es zeigt sich auch in diesem Erzeugungspark, dass eine Fehlscha¨tzung
des Preises bis ±15 % nicht zu einer A¨nderung der Produktionskosten um
mehr als 1 % fu¨hrt. Die Auswirkungen einer Preisu¨berscha¨tzung sind deut-
lich gravierender als die einer Preisunterscha¨tzung. Im letztgenannten Fall
stabilisiert sich die Kostena¨nderung an allen Tagen unter 2 %, wa¨hrend sie
bei einer U¨berscha¨tzung des Preises monoton steigt.
Zusammenfassung
Ein wesentlicher Unterschied zu bisherigen Forschungsarbeiten liegt in der
Verwendung von exakt jenen Modellen der Erzeugungsparks, die in der ta¨gli-
chen Handelsplanung und -durchfu¨hrung der jeweiligen Unternehmen einge-
setzt werden. Zudem wurde auf die u¨bliche Einschra¨nkung auf charakteris-
tische Lastga¨nge und die alleinige Betrachtung von Wochentagen verzichtet.
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Zusammenfassend bleibt festzustellen, dass fu¨r die untersuchten Erzeu-
gungsparks und Szenarien ein absoluter Prognosefehler gro¨ßer 15 % als kri-
tisch zu betrachten ist. Diese Ergebnisse decken sich mit den Resultaten von
Nießen, der festha¨lt, eine Fehleinscha¨tzung der Preisho¨he von weniger als
15 % fu¨hre nicht zu vera¨nderten Handelsentscheidungen [81].
Es besteht kein linearer Zusammenhang zwischen dem Prognosefehler
und der Kostena¨nderung. Vielmehr bewirken die technischen Restriktionen
des Erzeugungsparks unter Umsta¨nden bei gro¨ßeren Prognosefehlern gerin-
gere Kostena¨nderungen als bei kleineren Prognosefehlern. Die unterschied-
lichen Produktionstechniken in einem Kraftwerkspark (von der Kernenergie
im Grundlastbereich bis zur Gas–und–Dampfturbine fu¨r die Spitzenlast)
schu¨tzt vor allzu gravierenden durch Fehlprognosen des Preises induzierten
Kostenauswirkungen. Prognoseverfahren, die einen deutlich kleineren mittle-
ren Prognosefehler aufweisen, erscheinen fu¨r die im folgenden durchgefu¨hrte
Grundsatzuntersuchung ausreichend.
Um Aussagen fu¨r die Praxis ableiten zu ko¨nnen, ist Modell 1 in seiner
Komplexita¨t so weit zu vereinfachen, dass eine Optimierung ohne fru¨hzeiti-
gen Abbruch durchgefu¨hrt werden kann. Des weiteren sollten die Untersu-
chungen fu¨r weitere Kalendertage und andere Szenarien wiederholt werden.
Dabei sollte unter anderem der Einfluss einer Fehlprognose der Last auf die
Kosten untersucht werden.
Fu¨r ein Prognoseverfahren im Rahmen dieser Grundsatzuntersuchung
wird zum einen ein absoluter Prognosefehler kleiner 15 % gefordert. Zum
anderen sollte das Prognoseverfahren weder eine Tendenz zur Preisu¨ber–
noch zur Preisunterscha¨tzung aufweisen.
3.4 Spotpreisprognose auf Basis Neuronaler Netze
Ku¨nstliche Neuronale Netze sind statistische Approximationsmaschinen, die
durch einen Lernprozess in die Lage versetzt sind, Merkmalsvektoren eines
Systems auf andere Merkmalsvektoren abzubilden, wenn zwischen diesen ein
unbekannter Zusammenhang besteht. Die Lernverfahren sind im allgemei-
nen so ausgelegt, dass sie den statistischen Fehler der Ausgabe eines Neu-
ronalen Netzes basierend auf Beispieldatensa¨tzen schrittweise mit speziel-
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len Algorithmen (z.B. dem Gradientenverfahren) verringern, bis dieser nahe
Null ist. Ein Neuronales Netz wird in seinem Verhalten durch diese Metho-
den an das in den Datensa¨tzen wiedergegebene Verhalten approximiert und
kann so beispielsweise das Verhalten eines Prozesses modellhaft nachbilden.
Es verha¨lt sich dabei a¨hnlich einem mehrdimensionalen Polynom ho¨herer
Ordnung, welches an vorhandene Stu¨tzstellen durch sogenanntes ”fitting“
angepasst wird [37].
Wa¨hrend der Trainingsphase erlernt das Neuronale Netz den Zusam-
menhang zwischen gemessenen Gro¨ßen und dem zugeho¨rigen Ausgangswert
nach Ablauf einer Totzeit. Dadurch ist das Netz in der Lage, Abscha¨tzungen
zur Auswirkung von A¨nderungen der Eingangsgro¨ßen auf den Ausgangswert
anzugeben.
Abbildung 3.17: Interpolationen in Abha¨ngigkeit von der Na¨he und Anzahl
der Stu¨tzstellen
Ermittelt ein Neuronales Netz fu¨r einen bestimmten Vektor von Ein-
gangsdaten einen Vektor von Ergebnissen, so kann dieser Ergebnisvektor
nur dann korrekt sein, wenn in der Na¨he des vorherzusagenden Zustands
eine Stu¨tzstelle in den Trainingsdaten vorhanden ist und das Neuronale
Netz nur interpolieren muss. Abbildung 3.4 zeigt beispielhaft den Verlauf
einer linearen Interpolation bei unterschiedlicher Na¨he zu den Stu¨tzstellen.
Je weiter die Stu¨tzstellen entfernt liegen, desto mehr weicht das Verhalten
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des Neuronalen Netzes vom realen Ergebnis ab, da das Netz in diesem Fall
extrapolieren muss. So kann es vorkommen, dass das Neuronale Netz in
bestimmten Situationen vo¨llig falsche Ergebnisse liefert. Dies ist einer der
wesentlichen Schwachpunkte Neuronaler Netze, der dazu beitra¨gt, dass KNN
in der Praxis nur schwer angenommen werden.
3.4.1 Trainingsmethode
Werden mehrere Neuronale Netze mit gleichen Eingangsdaten trainiert, ist
das durchschnittliche statistische Verhalten dieser Neuronalen Netze immer
a¨hnlich. Die Initialisierungsparameter der KNN, z.B. die Gewichte ihrer Neu-
ronen, werden jedoch bei jedem Lerndurchlauf zufa¨llig anders eingestellt [37],
so dass die Neuronalen Netze zu unterschiedlichen Wissensrepra¨sentationen
gelangen. Die Reproduzierbarkeit der Ausgabewerte kann daher nicht ga-
rantiert werden.
Die zum Training der KNN eingesetzte Software BoFiT–LP14 nutzt die
genannte statistische A¨hnlichkeit der Neuronalen Netze vorteilhaft aus. Ab-
bildung 3.18 zeigt schematisch das Vorgehen.
Abbildung 3.18: Funktionsweise von BoFiT–LP
14BoFiT–LP beruht auf der Neuronalen Netz–Software NeuroModel.
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Wa¨hrend eines Trainingsdurchgangs werden mehrere Ku¨nstliche Neuro-
nale Netze in getrennten Verarbeitungsstra¨ngen mit identischen Eingangs-
vektoren E1, . . . , En trainiert. Die Neuronalen Netze ko¨nnen sich dabei in
der Anzahl von Schichten oder der Anzahl von Neuronen je Schicht (Topo-
logie) unterscheiden. Ferner ko¨nnen sie mit unterschiedlichen Algorithmen
trainiert worden sein und sich in ihren Initialisierungswerten und der Akti-
vierungsfunktion unterscheiden.
Die Ausgabewerte A1, . . . , Ak der einzelnen Neuronalen Netze werden
im Bewertungsmodul miteinander verglichen, und aus den Abweichungen
der Ausgangsgro¨ßen wird auf fehlerhafte Vorhersagen geschlossen. Haben
die Netze mehrere Ausgangsgro¨ßen, so werden einander entsprechende Aus-
gabewerte miteinander verglichen.
Eine Aussage u¨ber die Gro¨ße des Vorhersagefehlers kann anhand statis-
tischer Verfahren, z.B. durch Berechnung der Standardabweichung oder der
Streuung, erfolgen. U¨berschreitet der berechnete Fehlerwert einen vorgege-
benen Grenzwert, so wird auf eine fehlerhafte Vorhersage geschlossen.
Als Prognosewert wird der Zentralwert (Median) der Ausgangsgro¨ßen
ausgegeben.
3.4.2 Beurteilung der Modellgu¨te
Ein Nachteil Neuronaler Netze liegt darin, dass es keinen formalen syste-
matischen Ansatz fu¨r die Modellbildung gibt [98]. Da ein Neuronales Netz
im Laufe des Trainings eine große Zahl von Parametern anhand der Trai-
ningsdaten scha¨tzen muss, tritt ha¨ufig ein sogenanntes ”over–fitting“ auf.
Das heißt, das Neuronale Netz passt sich den Trainingsdaten sehr gut an,
verliert jedoch seine Fa¨higkeit zu Generalisierung und Extrapolation. Es hat
die Trainingsdaten ”auswendig gelernt“.
Ein Ansatz, dieses Problem zu erkennen und zu umgehen, liegt darin den
Datenbestand in Trainingsdaten, Validierungsdaten und Testdaten aufzutei-
len. Die Trainingsdaten werden zur Parameterscha¨tzung verschiedener Neu-
ronaler Netze (z.B. Netze mit unterschiedlicher Anzahl von Eingangsdaten,
Neuronen je Schicht oder Schichten) eingesetzt. Die fertigen Netze werden
mittels der Validierungsdaten evaluiert. Das Netz mit der besten Perfor-
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mance auf den Validierungsdaten wird als Prognosemodell ausgewa¨hlt. Sei-
ne Nu¨tzlichkeit wird anhand der Testdaten u¨berpru¨ft. Dieses Verfahren ist
im allgemeinen gut geeignet, um die ”over–fitting“–Problematik Neuronaler
Netze zu u¨berwinden [98].
Zugleich birgt das Verfahren jedoch Nachteile: Erstens kann die Auf-
splittung der Daten in drei Teilmengen die Variabilita¨t der Scha¨tzungen
erho¨hen [31]. Untersuchungen haben ergeben, dass die aus der Aufteilung
herru¨hrende Variation signifikant gro¨ßer ist als die durch verschiedene Netz-
topologien oder Initialisierungsparameter erzeugte Varianz [59]. Zweitens
reduziert die Aufteilung des Datenbestands die fu¨r das Training zur Verfu¨-
gung stehenden Datensa¨tze. Dies ist insbesondere bei kleinen Datenbesta¨n-
den problematisch.
In dieser Arbeit wurde der Datenbestand zum Zwecke der Modellbildung
lediglich in Trainingsdaten und Validierungsdaten aufgeteilt. Aufgrund der
Ku¨rze der Zeitreihen wurde auf die Erstellung eines Testdatensets verzichtet.
Um dennoch Aussagen u¨ber die Nu¨tzlichkeit der letztendlich ausgewa¨hlten
Prognosemodelle ableiten zu ko¨nnen, wurden diese im Rahmen einer zwei-
ten Voruntersuchung anhand eines Erzeugungsmodells mit anderen Progno-
severfahren verglichen (vgl. Abschnitt 3.5).
Die unterschiedlichen neuronalen Prognosemodelle wurden anhand von
zwei Kenngro¨ßen, dem mittleren absoluten prozentualen Fehler und der Stan-
dardabweichung miteinander verglichen.
Mittlerer absoluter prozentualer Fehler BoFiT-LP definiert als Feh-
lermaß den mittleren absoluten prozentualen Fehler (MAPE) bezogen auf
die Schwankungsbreite der zu prognostizierenden Gro¨ßen:
f =
|P − P prog|
Pmax − Pmin ∗ 100 %
P beschreibt die Zielgro¨ße, wa¨hrend P prog den Prognosewert angibt. Die
Schwankungsbreite der Zielgro¨ße wird durch die Differenz aus dem Maxi-
malwert Pmax und dem Minimalwert Pmin der Zielgro¨ße gegeben.
BoFiT–LP weicht von der u¨blichen Definition des mittleren absoluten
prozentualen Fehlers |P−P
prog |
P ∗ 100 % ab. Die Vorteile des gewa¨hlten Feh-
lermaßes sind im Einzelnen:
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Wenn der Sollwert der Zielgro¨ße Null ist, tritt keine Division durch Null
auf. Ein Fehler la¨sst sich also auch bei einem Sollwert von 0 problemlos
berechnen.
Zweitens gilt fu¨r die klassische Rechnung: Wenn der Sollwert der Ziel-
gro¨ße sehr nahe bei 0 ist, verursacht auch eine kleine Vorhersageabweichung
einen Fehler von einigen 1000-Prozent. Da drittens alle Daten in BoFiT–LP
vor dem Training auf einen Wertebereich von 0..1 normiert werden, ist es
fu¨r das KNN nicht von Belang, ob sich der zu trainierende Werteverlauf im
Bereich 1 Mio...1,1 Mio. aufha¨lt, oder im Bereich 0..100000. Damit werden
Netze mit verschiedenen Wertebereichen vergleichbar.
Neben den genannten Vorteilen birgt die gewa¨hlte Definition eine Tu¨cke:
Wenn die Schwankungsbreite (=Differenz aus Maximum und Minimum) ei-
ner Ausgangsvariablen besonders groß ist, so wird der prozentuale Fehler
entsprechend klein. Die absolute Abweichung ist jedoch trotzdem groß.
Fu¨r den Anwendungsfall ”Spotpreisprognose an der LPX“ ist dies bei-
spielsweise fu¨r die Stunde von 17 bis 18 Uhr gegeben. Ein Ausreißer von
158,52 EUR/MWh definiert die obere Grenze der Schwankungsbreite des
Trainingszeitraums. In der Folge liegt der mittlere Trainingsfehler meist un-
ter 2 %. Die absolute mittlere Abweichung liegt dennoch bei 2-3 EUR/MWh;
deutlich ho¨her als in anderen Stunden.
Schiefe Eine Tendenz zur U¨ber– oder Unterscha¨tzung des Preises la¨sst
sich anhand der Schiefe sc der Verteilung des Prognosefehlers ablesen. Die
Schiefe einer durch n Beobachtungen x1, . . . , xn gegebenen Verteilung, das
3. zentrale (normierte) Moment, ist definiert als
sc =
1
n
n∑
i=1
(xi − x¯)3
s3
(3.6)
wobei x¯ den Mittelwert und s die Standardabweichung bezeichnen. Eine
linksschiefe Verteilung sc > 0 zeigt an, dass die Mehrzahl der Beobachtungen
rechts des Mittelwerts liegt. Angewandt auf die Preisprognose bedeutet dies:
Das Prognoseverfahren zeigt eine Tendenz zur U¨berscha¨tzung der Preise.
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3.4.3 Auswahl und Bewertung der Eingangsgro¨ßen
Als Einflussfaktoren auf den Spotpreis wurden im Abschnitt 3.2 die Determi-
nanten auf die Last und das Angebot identifiziert. Diese stellen grundsa¨tzlich
mo¨gliche Eingangsgro¨ßen fu¨r das Neuronale Netz dar. Aus verschiedenen
Gru¨nden muss jedoch auf eine Einbeziehung bestimmter Einflussfaktoren
verzichtet werden:
1. Von den aufgefu¨hrten ”anderen Handelspla¨tzen“, die die Spotpreise an
der LPX beeinflussen, ergab sich in einer Korrelationsanalyse lediglich
ein Zusammenhang zu den Preisen der EEX. Auf die Einbeziehung der
APX–Preise wird aufgrund der fehlenden Korrelation verzichtet. Die
OTC–Preise sind per se nur den beteiligten Vertragsparteien bekannt
und ko¨nnen daher nicht betrachtet werden. Die norwegische Strom-
bo¨rse NordPool bedient einen vo¨llig anderen Markt, dessen Einfluss
aufgrund der begrenzten Kuppelkapazita¨ten an den U¨bergabepunkten
nach Da¨nemark und Schweden vernachla¨ssigbar ist.
2. Auf der Angebotsseite fehlen Informationen u¨ber Ausfa¨lle und Revi-
sionen. Da diese Daten wettbewerbsrelevante Informationen darstellen,
werden sie nicht vero¨ffentlicht.15 Ebenso fehlen Informationen u¨ber das
Winddargebot und die resultierende Windeinspeisung. Daher ko¨nnen
diese Einflussfaktoren im Rahmen dieser Untersuchung nicht betrach-
tet werden.
3. Handelsstrategien, Marktmacht und die psychologischen Faktoren, die
den Markt beeinflussen, sind ebenfalls weder o¨ffentlich zuga¨nglich noch
messbare Daten.
Mit den u¨brigen Einflussgro¨ßen wurden verschiedene neuronale Progno-
semodelle entwickelt. Im Rahmen dieser Entwicklung wurden nicht unter-
schiedliche Netztopologien bezu¨glich ihrer Prognosequalita¨t untersucht, son-
dern die Aussagekraft der Einflussgro¨ßen fu¨r den Spotpreis bestimmt. Das
Ziel hieß nicht, bei feststehenden Eingangsgro¨ßen die beste Netztopologie zu
15Eine Ausnahme stellen Pflichtinformationen u¨ber Ausfa¨lle und Revisionen von Atom-
kraftwerken dar.
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finden, sondern bei fixer Topologie die aussagekra¨ftigsten Eingangsgro¨ßen
zu bestimmen.
Zu diesem Zweck bietet BoFiT–LP zwei Auswertungsmo¨glichkeiten an,
die Sensitivita¨tsanalyse und die sogenannten Kausalita¨tsgraphiken.
Sensitivita¨tsanalyse
Da das neuronale Prognosemodell - bei entsprechenden Datensa¨tzen - ein
nichtlineares Modell bildet, ist es mo¨glich, dass die partielle Ableitung einer
Eingangsgro¨ße auf eine Ausgangsgro¨ße an jeder Stelle des Modells unter-
schiedlich ist. Daher wird wa¨hrend der Sensitivita¨tsanalyse an vielen ver-
schiedenen Punkten des Modells ein Test auf die Sensitivita¨t durchgefu¨hrt.
Mit der Zunahme der Freiheitsgrade und damit der Anzahl der Einga¨nge,
wa¨chst die Anzahl der zu testenden Kombinationen exponentiell an, so dass
hier nur Stichproben durchgefu¨hrt werden ko¨nnen.
Abbildung 3.19: Sta¨rke der Einflu¨sse in Stunde 10 bei Modell 31
Bei der datenbezogenen Sensitivita¨t wird hierzu die Sensitivita¨t an den
Stu¨tzstellen der Trainingsdatensa¨tze bestimmt. Der Wert einer Eingangsgro¨-
84 Spotpreisprognose auf Basis Neuronaler Netze
ße i an jeder Stu¨tzstelle wird im Bereich von ±10 % der Schwankungsbreite
von i variiert, wa¨hrend die u¨brigen Eingangsgro¨ßen fixiert bleiben. Die re-
sultierende A¨nderung der Ausgangsgro¨ße wird gemessen.
Zur Normierung wird die Summe der A¨nderungen der Ausgangsgro¨ße
bestimmt. Der Einfluss der Eingangsgro¨ße i entspricht dem Verha¨ltnis aus
der Summe der A¨nderungen der Ausgangsgro¨ße in Abha¨ngigkeit von einer
A¨nderung der Eingangsgro¨ße i und dem Normierungswert.
Einflussgro¨ßen mit einem Einfluss von weniger als 2 % wurden aus den
Modellen entfernt.
Kausalita¨tsgraphiken
Kausalita¨tsgraphiken erlauben eine qualitative Bewertung des Zusammen-
hangs zwischen Einflussgro¨ßen und der Ausgangsgro¨ße.
Abbildung 3.20: Kausaler Zusammenhang zwischen Sonnenstand und LPX–
Spotpreis in Stunde 10
Abbildung 3.2016 zeigt als Beispiel den Zusammenhang zwischen dem
Spotpreis an der LPX in Stunde 10 und dem Sonnenstand. Die Grafik zeigt
den vom Netz prognostizierten Wert und die zugeho¨rigen Fehlerwerte an.
16Eine Beschreibung der Variablen Sonnenstand findet sich in Anhang B.
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Man erkennt einen recht guten Zusammenhang bei niedrigen Sonnensta¨n-
den und eine deutliche Verschlechterung des Zusammenhangs und damit der
Aussagekraft bei Sonnensta¨nden von mehr als 100. Ein analoges Verhalten
(plo¨tzliche Verschlechterung) existiert auch fu¨r die Eingangsgro¨ßen Sonnen-
standsa¨nderung und Winterzeit, also bei Eingangsgro¨ßen, die die Jahreszeit
beschreiben. Dies ist ein Indiz dafu¨r, dass la¨ngere Zeitreihen fu¨r das Training
beno¨tigt werden, da die Prognosequalita¨t exakt in dem Zeitraum, der dem
Neuronalen Netz im Vorjahreszeitraum fu¨r das Training nicht zur Verfu¨gung
stand, extrem abnimmt.
3.4.4 Ergebnisse
Als Trainingszeitraum wurde der Zeitraum vom 15.6.2000 bis 10.04.2001
gewa¨hlt. Der Anfangszeitpunkt entspricht dem Tag der Handelsaufnahme
an der Leipziger Strombo¨rse. Der Endzeitpunkt ist zufa¨llig gewa¨hlt. Die
ersten Testreihen wurden um Ostern 2001 (=15.4.2001) durchgefu¨hrt. Bis
zu diesem Zeitpunkt waren nur Daten fu¨r den genannten Zeitraum verfu¨gbar.
Zur Validierung verwendete man Daten fu¨r den Zeitraum vom 11.4.2001
bis 31.5.2001.
Die ersten Tests wurden exemplarisch an fu¨nf Stunden eines Tages durch-
gefu¨hrt. Die Stunde 0 (0-1 Uhr) geho¨rt zu den einfacher prognostizierbaren
Stunden, da kaum tagestypabha¨ngige Last vorherrscht und relativ ” jun-
ge“ Prognosedaten (z.B. der Spotpreis der letzten Stunde des vorhergehen-
den Tages) vorliegen. Die Stunden 10, 12 und 17 wurden stellvertretend fu¨r
Peakstunden ausgewa¨hlt, wa¨hrend Stunde 22 wiederum keinen ausgepra¨gt
tagestypabha¨ngigen Lastgang aufweist, jedoch nur auf relativ ”alte“ Progno-
sedaten zuru¨ckgreifen kann.
Nachdem sich durch dieses Vorgehen beste neuronale Prognosemodelle
fu¨r die einzelnen Stunden herauskristallisiert hatten, wurden diese Progno-
semodelle auch fu¨r die u¨brigen Stunden des Tages trainiert. Im Ergebnis
werden somit fu¨r die Prognose 24 neuronale Prognosemodelle – eines fu¨r
jede Stunde eines Tages – eingesetzt.
Eine vollsta¨ndige Beschreibung aller trainierten Modelle und der Model-
lierung der synthetischen Eingangsvariablen findet sich im Anhang B. Die
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fu¨r die verschiedenen Stunden gefundenen besten Modelle werden in Tabel-
le 3.6 wiedergegeben. Angegeben sind jeweils der mittlere absolute prozen-
tuale Fehler (MAPE), der mittlere absolute Fehler (MAE) in EUR/MWh
sowie die Standardabweichung (s). Abbildung 3.21 gibt den MAPE und den
MAE wieder.
Abbildung 3.21: MAPE und MAE je Stunde
Die ausgewiesen mittleren absoluten prozentualen Fehler schwanken ta-
geszeitabha¨ngig zwischen 1,27 % und 13,57 %. Koreneff et al. geben in [56]
fu¨r ein Prognoseverfahren fu¨r den hydraulisch gepra¨gten skandinavischen
Markt mittlere Fehlerbetra¨ge von 8 % bis 19 % an. Wang und Ramsay [121]
weisen fu¨r den Pool in Großbritannien die mittleren Fehlerbetra¨ge fu¨r ein
KNN–basierendes Prognoseverfahren der Systemgrenzkosten zwischen 12 %
und 18 % aus. Dieselben Autoren geben fu¨r ein speziell fu¨r Feiertage und
Wochenende trainiertes Verfahren Fehler zwischen 8 % und 13 % an [122].
Die Ergebnisse weisen in den Tagesstunden und den fru¨hen Morgenstun-
den große mittlere Fehler und Standardabweichungen auf. Die Standardab-
weichung stellt ein Maß fu¨r die Schwankung des Prognosefehlers dar, so dass
sich in einer Erho¨hung der Standardabweichung eine Zunahme des Risikos
ausdru¨ckt.
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Stunde Modell MAPE MAE s
(%) (EUR/
MWh)
(%)
0 1 5,971 0,74 7,02
1 21 9,434 1,22 11,38
2 1 10,05 1,54 11,59
3 15 11,45 1,73 15,61
4 1 11,87 1,84 14,58
5 21 9,766 1,68 11,34
6 15 11,07 2,93 14,49
7 16 9,004 3,71 13,15
8 16 8,47 3,96 12,00
9 16 10,32 6,96 13,99
10 16 9,055 4,32 11,82
11 19 11,2 9,18 8,11
12 19 11,42 4,47 12,99
13 19 13,57 5,74 17,61
14 20 11,35 5,1 15,90
15 17 7,932 3,74 12,16
16 17 6,719 2,37 9,43
17 20 1,273 0,33 1,93
18 17 3,574 0,78 4,89
19 17 3,313 0,77 4,87
20 17 6,779 2,09 8,67
21 15 11,25 4,56 18,50
22 21 8,876 2,47 11,80
23 15 3,161 0,56 3,96
Tabelle 3.6: Beste gefundene neuronale Prognosemodelle je Stunde
Betrachtet man die Schiefe der durch die Prognosen gegebenen Vertei-
lung, so ist festzustellen, dass fast alle Netze eine Tendenz zur Unterscha¨t-
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Abbildung 3.22: Schiefe der neuronalen Prognosemodelle
zung der Preise zeigen (vgl. Abbildung 3.22).17 Daraus ist zu folgern, dass die
bisher erkannten und verwendeten Eingangsgro¨ßen einen allgemeinen Trend
zur Preissteigerung nicht zu fassen vermo¨gen. Durch eine Einbeziehung ge-
eigneter Gro¨ßen la¨sst sich die Prognosequalita¨t steigern.
Weitere Verbesserungspotenziale Die zur Verfu¨gung stehenden Zeit-
reihen mit historischen Daten sind sehr kurz. Bisher konnten zu Trainings-
zwecken nur Zeitreihen mit einer La¨nge von weniger als einem Jahr eingesetzt
werden. Daraus folgt, dass die Validierung fu¨r einen Zeitraum durchgefu¨hrt
werden muss, der dem Neuronalen Netz wa¨hrend des Trainings im Vorjah-
resvergleich nicht zur Verfu¨gung stand. Trainiert wurde der Zeitraum Mitte
Juni 2000 bis Mitte April 2001, zur Validierung wurde die zweite Ha¨lfte April
2001 bis Ende Mai 2001 herangezogen. Somit hatte das Netz keine Mo¨glich-
keit, Muster im Validierungszeitraum, z.B. aus den Daten des Vorjahres, zu
lernen. Dies vergro¨ßert tendenziell den Vorhersagefehler.
17Das Gleiche trifft fu¨r die in Abschnitt 3.5 verwendeten Vergleichsverfahren zu.
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Produkte an der LPX Im Laufe des letzten Jahres hat die LPX
verschiedene A¨nderungen durchgefu¨hrt, die die Marktstruktur an der Bo¨rse
beeinflusst haben: Im Laufe des Oktober wurde neben dem Stundenhandel
auch der Handel von Blo¨cken ermo¨glicht. Hierzu wurden fu¨nf Blo¨cke zu-
sammenha¨ngender Stunden definiert. Am 8. Mai 2001 wurde die Struktur
der Stundengebote gea¨ndert. Bis zu diesem Zeitpunkt konnten die Ha¨ndler
maximal 16 Preis–Menge–Tupeln fu¨r ein Gebot angeben. Seither liegt die
Obergrenze bei 64 Preis–Menge–Tupeln. Am gleichen Tag wurde die Struk-
tur der Blo¨cke u¨berarbeitet. Den Ha¨ndlern stehen nunmehr 10 Blo¨cke zur
Verfu¨gung. Am 21. Juni 2001 wurde die Obergrenze fu¨r ein Blockgebot von
50 MW auf 100 MW erho¨ht.
Abbildung 3.23: Median der Handelsvolumina
Die Anpassung der Blockstruktur und der Stundengebote hat signifikan-
te Auswirkungen auf den Markt gehabt. Die Abbildungen 3.23 und 3.24
zeigen den Median und die Standardabweichung der Handelsvolumina fu¨r
jede Stunde eines Tages in den angegebenen Untersuchungszeitra¨umen. Es
ist festzustellen, dass im Zeitraum ab 8. Mai 2001 der Median deutlich an-
gestiegen ist.
Gleichzeitig ist die Standardabweichung der Handelsvolumina in den Ta-
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gesstunden gesunken. Die Steigerung der Standardabweichung in den fru¨-
hen Morgenstunden la¨sst sich auf eine gestiegene Handelsaktivita¨t in die-
sem Zeitraum zuru¨ckfu¨hren. Das Absinken der Standardabweichung in den
Tagesstunden deutet auf eine Verschiebung der Handelsaktivita¨ten von den
Stundenprodukten zum Blockhandel hin.
Die Zunahme der Handelsta¨tigkeit in den Nachtstunden, die auch in
Abbildung 3.25 zum Ausdruck kommt, hat zur Folge, dass die Aussagekraft
der Zeitreihen des Trainings fu¨r den Validierungszeitraum abnimmt. In der
A¨nderung des Handelsverhaltens ist der wesentliche Grund fu¨r die schlechten
Prognoseeigenschaften der Neuronalen Netze in den fru¨hen Morgenstunden
(Stunden 0-6) und den Abendstunden (Stunden 21 und 22) zu sehen.
Abbildung 3.24: Standardabweichung der Handelsvolumina
Durch die Vielzahl an A¨nderungen in der Marktstruktur wird eine daten-
basierende Prognose natu¨rlich schwieriger. Jedoch ist in Zukunft mit einer
gro¨ßeren Stabilita¨t in der Marktstruktur zu rechnen, so dass die Prognosen
zuverla¨ssiger werden du¨rften.
Anzahl der Handelsteilnehmer Abgesehen von der Struktur der ange-
botenen Produkte hat sich im vergangenen Jahr ein zweiter wichtiger Faktor
3.4.4 Ergebnisse 91
Abbildung 3.25: Maxima der Handelsvolumina
vera¨ndert: die Anzahl der am Markt agierenden Ha¨ndler. Innerhalb weniger
Wochen nach Bo¨rsenstart konnte die LPX ihre Teilnehmerzahl verdoppeln.
Seither ist die Teilnehmerzahl weiter gestiegen und betra¨gt zur Zeit rund 70
Ha¨ndler und vier zugelassene Broker.
Die Liquidita¨t eines Marktes ha¨ngt nicht nur von den angebotenen Pro-
dukten, sondern auch von der Anzahl seiner Teilnehmer ab. Demnach wird
der Leipziger Strommarkt zunehmend liquide, und der Einfluss einzelner
Marktteilnehmer auf den Preis nimmt ab. Folglich hat die Anzahl der Markt-
teilnehmer auch einen Einfluss auf den Preis, und eine A¨nderung der Teil-
nehmeranzahl a¨ndert die Gu¨te der Prognosen.
Nicht beru¨cksichtigte Einflussgro¨ßen Verschiedene Einflussgro¨ßen
auf die elektrische Last wurden bisher nicht in die Trainings aufgenommen.
Die Außentemperatur ist einer der wesentlichsten Einflussfaktoren der
elektrischen Last. Der Preis, zu dem ein Ha¨ndler an der Bo¨rse bietet, ist
abha¨ngig von der gebotenen Menge. Diese steht wiederum in einem Zusam-
menhang zur erwarteten Last. Folglich stellt die Außentemperatur einen
Einflussfaktor fu¨r den Bo¨rsenpreis dar.
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Bisher ungekla¨rt ist die Frage, welche Außentemperatur als Eingangs-
gro¨ße geeignet ist. Im Rahmen einer Lastprognose kann die Außentempe-
ratur gut als Eingangsgro¨ße verwendet werden, da zwischen der Last und
der Außentemperatur ein geographischer Zusammenhang besteht. Dieser lo-
kale Bezug existiert fu¨r eine Strombo¨rse, an der Ha¨ndler aus dem ganzen
Land und den angrenzenden Staaten zusammenkommen nicht. Daher bleibt
zu pru¨fen, auf welche Weise die Außentemperatur modelliert werden kann,
damit sie eine Aussagekraft fu¨r den Spotpreis besitzt.
Um dieser Frage nachzugehen, wurden verschiedene Tests mit einer ge-
mittelten Außentemperatur durchgefu¨hrt. Hierzu wurde jeweils ein Mittel-
wert aus den Tagesho¨chst– und Tagestiefsttemperaturen von vier deutschen
Ballungszentren gebildet. Die Tests haben nicht zu einer signifikanten Ver-
besserung der Prognosegu¨te gefu¨hrt. Insofern bleibt diese Frage offen.
Bereits heute tragen Windkraftanlagen mit einem Anteil von 1,6 % zur
gesamten Stromerzeugung bei. Zur Zeit werden vermehrt Windkraftanla-
gen an der deutschen Ku¨ste und zunehmend im Binnenland gebaut. In den
kommenden Jahren wird mit einem weiter steigenden Ausbau dieser mit
regenerativer Energie betriebenen Erzeugungsanlagen gerechnet.
Eine Ausweitung des Angebots an Windkraftanlagen wird c.p. zu einer
Senkung des Bo¨rsenpreises fu¨hren, da Windkraftstrom vergleichsweise kos-
tengu¨nstig produziert werden kann und somit thermisch erzeugten Strom
verdra¨ngt. Zeitreihen des Winddargebots sowie der Windeinspeisung stellen
daher weitere wichtige Einflussgro¨ßen auf den Spotpreis dar, sind aber nicht
o¨ffentlich zuga¨nglich.
3.5 Vergleich verschiedener Preisprognoseverfah-
ren
Aus der Sicht der Praxis ist das entscheidende Kriterium fu¨r den Einsatz
eines Prognoseverfahrens a anstatt eines Prognoseverfahrens b die Vorteil-
haftigkeit a gegenu¨ber b. Ein Prognoseverfahren a ist einem anderen Pro-
gnoseverfahren b gegenu¨ber vorteilhaft, wenn durch den Einsatz von a ein
ho¨herer Gewinn als durch den Einsatz von b erwirtschaftet wird, bzw. wenn
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der Einsatz von a zu geringeren Mehrkosten als der Einsatz von b fu¨hrt.
3.5.1 Verglichene Prognoseverfahren
In dieser Voruntersuchung wird die Gu¨te von fu¨nf verschiedenen Prognose-
verfahren verglichen. Analog zum Training der Neuronalen Netze, bei dem
fu¨r jede Stunde des Tages ein neuronales Prognosemodell entwickelt wur-
de, werden im folgenden die Zeitreihen der Preise fu¨r jede Stunde einzeln
betrachtet.
Als erstes Prognoseverfahren wird der Preis der gleichen Stunde des Vor-
tages als Vorhersager verwendet:
P prog
MCP−1,d,t = Pd−1,t (3.7)
Als weitere Prognoseverfahren werden ein 5–Tages–Durchschnittspreis
(MAP 5) und ein 7–Tages–Durchschnittspreis(MAP 7) herangezogen, welche
den Werktagezyklus und den Wochenzyklus des Preisgangs betonen:
P prog
MAP 5,d,t
=
1
5
5∑
i=1
Pd−i,t (3.8)
P prog
MAP 7,d,t
=
1
7
7∑
i=1
Pd−i,t (3.9)
Hinzu kommt der Erwartungswert des Preises als Vorhersager
P progErw,d,t =
1
n
n∑
i=1
Pd−i,t (3.10)
und die trainierten neuronalen Vorhersagemodelle.
3.5.2 Untersuchungsmethode
Zur Untersuchung wurde das bereits in Voruntersuchung 1 verwendete Ko-
operationsmodell mehrerer Stadtwerke herangezogen (vgl. Abschnitt 3.3.3).
Der Untersuchungszeitraum entsprach dem Zeitraum vom 11.04.2001 bis
31.05.2001.
Fu¨r jedes ausgewa¨hlte Prognoseverfahren wurden auf der Basis der pro-
gnostizierten Preise und der tatsa¨chlichen Lastga¨nge im Untersuchungszeit-
raum gewinnmaximale Einsatzpla¨ne unter Einbeziehung des Handels am
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Spotmarkt bestimmt. Freie Entscheidungsvariablen waren die Einsatzent-
scheidungen fu¨r die Kraftwerke, die Bezugsentscheidungen aus langfristigen
Vertra¨gen, sowie die Absatz– und Bezugsentscheidungen am Spotmarkt.
Das gleiche Verfahren wurde mit den tatsa¨chlichen Preisen (“optimale
Prognose“) und Lastga¨ngen im Untersuchungszeitraum durchgefu¨hrt. Auf
diese Art erha¨lt man eine untere Schranke fu¨r die entstehenden Kosten. Das
Optimierungsergebnis weist letztlich immer einen negativen Gewinn aus (al-
so Kosten), da die langfristig kontrahierten Lasten nicht mit Verkaufspreisen
bewertet sind und diesen u¨blicherweise eine Fixpreisvereinbarung zugrunde
liegt. Im Rahmen einer Optimierung mit einem Zeithorizont von 24 Stunden
ist der Erlo¨s aus langfristigen Vertra¨gen als Fixum zu betrachten, also nicht
optimierbar.
Das beste Prognoseverfahren ist insofern dasjenige Verfahren, welches
im Untersuchungszeitraum zur geringsten Kostensteigerung gegenu¨ber den
Kosten bei optimaler Prognose fu¨hrt.
Um die tatsa¨chlich entstandenen Kosten Kistv in Abha¨ngigkeit vom Pro-
gnoseverfahren v zu erhalten, sind die erwarteten Kosten Kprogv nach Ab-
schluss der Optimierung fu¨r jede Stunde t eines jeden Tages d zu korrigieren:
Kistv =
∑
d
(
Kprogv (d) +
23∑
t=0
Qspotv,d (t) (Pist,d(t)− Pv,d(t))
)
(3.11)
Qspotv,d (t) bezeichnet hierbei die gehandelten Spotmengen in Abha¨ngig-
keit von Prognoseverfahren, Tag und Tageszeit, wobei Qspotv,d (t) < 0 fu¨r den
Verkauf am Spotmarkt und Qspotv,d (t) > 0 fu¨r Bezu¨ge vom Spotmarkt gilt.
Die so erhaltenen Ist–Kosten je Verfahren werden mit den Ist–Kosten
der optimalen Prognose verglichen, um die Gu¨te des Prognoseverfahrens zu
bewerten.
3.5.3 Ergebnisse
Die Ergebnisse der Untersuchung sind in Tabelle 3.7 und Abbildung 3.26
zusammengefasst.
Wie die Ergebnisse zeigen, liegt die durch die Fehlprognosen verursachte
relative Kostenabweichung zwischen 5,47 % im besten und 7,75 % im schlech-
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Verfahren Absolute Kos-
ten (EUR)
Abweichung
von den IST–
Kosten (%)
Mittlerer Vor-
hersagefehler
u¨ber alle Stun-
den (%)
IST 7.331.338
KNN 7.732.425 5,47 14,27
MAP 5 7.848.697 7,09 16,93
MAP 7 7.745.716 5,74 15,98
MCP−1 7.896.566 7,75 16,87
Erw 7.807.789 6,53 17,90
Tabelle 3.7: Produktionskosten und Abweichung vom Optimum je Progno-
severfahren
Abbildung 3.26: Kumulierte Mehrkosten je Prognoseverfahren
testen Fall. Ein direkter Zusammenhang zwischen dem mittleren Vorhersa-
gefehler der Prognoseverfahren18 und der resultierenden Kostenabweichung
18Es wurde die von BoFiT–LP verwendete Definition des Vorhersagefehlers angewendet
(vgl. Abschnitt 3.4.4)
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vom Optimum ist nicht gegeben.19 So ist der mittlere Vorhersagefehler der
Ku¨nstlichen Neuronalen Netze um 2,66 % kleiner als der mittlere Vorhersa-
gefehler des 7–Tage–Durchschnittspreises MAP 7. Die Differenz der Kosten-
abweichung zwischen beiden Verfahren betra¨gt jedoch lediglich 0,27 %.
Abbildung 3.26 zeigt die Entstehung der Mehrkosten im zeitlichen Ab-
lauf. Man erkennt deutliche Kostenspru¨nge jeweils am ersten Tag nach einem
Wochenende (z.B. am 14.5., 21.5. und 28.5.) und an bzw. nach Feiertagen
(24.5. Christi Himmelfahrt und 2.5. Tag nach dem Maifeiertag). Die Neuro-
nalen Netze weisen an diesen Tagen ebenfalls eine ho¨here Kostensteigerung
auf als an anderen Werktagen. Der 19. April stellt fu¨r alle Prognoseverfah-
ren ein Problem dar. Hier lagen die tatsa¨chlichen Preise deutlich u¨ber den
Preisen des Vortags (in Stunde 10 lag der Preis um 116 % ho¨her). Insge-
samt ist festzustellen, dass die gleitenden Durchschnitte und der Preis des
Vortags relativ gute Vorhersagen fu¨r die Wochentage liefern. Hier sind die
Kostensteigerungen meist gering. Nach Wochenenden und Feiertagen fu¨hren
diese Prognoseverfahren jedoch zu deutlichen Kostensteigerungen.
Es ist festzuhalten, dass die Neuronalen Netze die u¨brigen Prognosever-
fahren dominieren. Die kumulierten Mehrkosten bleiben bei Verwendung der
neuronalen Prognosemodelle an jedem Tag des Untersuchungszeitraums am
geringsten.
Zusammenfassung Aus Sicht dieser Forschungsarbeit besteht kein signi-
fikanter Unterschied in der Gu¨te der verglichenen Prognoseverfahren. Aus-
sagen zur Prognosequalita¨t Neuronaler Netze ko¨nnen nur im untersuchten
Kontext gemacht werden. Eine Verallgemeinerung der Ergebnisse wa¨re nur
mit a¨ußerster Vorsicht durchfu¨hrbar. Die Schlussfolgerung muss daher lau-
ten, dass die ausgewa¨hlten neuronalen Prognosemodelle fu¨r das untersuchte
Modell und den untersuchten Zeitraum das beste Prognoseverfahren dar-
stellen.
Fu¨r die weiteren Untersuchungen im Rahmen dieser Grundlagenarbeit
erscheint die Prognosequalita¨t des MAP 7 ausreichend. Insbesondere er-
19Die Mittlung wurde durchgefu¨hrt, in dem der mittlere Fehler u¨ber alle Prognosen des
Untersuchungszeitraums bestimmt wurde. Eine Unterscheidung nach Stunden wurde nicht
vorgenommen.
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scheint das Kosten–Nutzen–Verha¨ltnis aus den Aufwa¨nden fu¨r die Beschaf-
fung, Bereithaltung und Pflege der Zeitreihen und das Training der Neurona-
len Netze und der Prognosequalita¨t der Neuronalen Netze fu¨r die Forschung
nicht ausgewogen.
Fu¨r die industrielle Praxis erscheint eine weitergehende Untersuchung
der Prognosequalita¨t Neuronaler Netze, insbesondere im Hinblick auf die
auf Seite 88f. angefu¨hrten Verbesserungspotenziale, lohnenswert.

Kapitel 4
Agenten und
agenten–basierte Simulation
Die im vorangegangenen Kapitel vorgestellten Verfahren zur Preisprognose
sind zwar in der Lage, den Spotpreis mit einem gewissen Fehler vorherzusa-
gen, jedoch liefern sie nur in geringem Maß einen Beitrag zur Erkla¨rung der
Entstehung der Spotpreise. Einen solchen Beitrag abseits von einer Trend-
fortschreibung darf man u¨berhaupt nur den Ku¨nstlichen Neuronalen Netzen
zuschreiben, wobei er sich hier jedoch einzig auf die Identifikation der exo-
genen Einflussgro¨ßen und die Bestimmung von deren Wirkungskraft auf den
Spotpreis beschra¨nkt. Die Ku¨nstlichen Neuronalen Netze sind nicht in der
Lage, marktimmanente Einflu¨sse zu erfassen und hieraus Erkla¨rungen abzu-
leiten.
Insbesondere das Verhalten der Marktteilnehmer, die Verarbeitung ver-
fu¨gbarer Marktinformationen, sowie die Einscha¨tzungen und Erwartungen
der Marktteilnehmer u¨ber die Marktentwicklung beeinflussen den Spotpreis.
Hier ist wiederum das nicht dem Durchschnitt entsprechende Verhalten von
Interesse, da nur dieses Preisspru¨nge hervorrufen kann. Die heterogene Land-
schaft von Marktteilnehmern im deutschen Energiemarkt mit unterschiedli-
chen Erzeugungssystemen, Absatzregionen, Kundenstrukturen, Risikoricht-
linien und so fort, erfordert die Abbildung des Marktes in einem Mikrosi-
mulationssystem.
Agenten und agenten–basierte Simulationen stellen hierfu¨r eine neues
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und ma¨chtiges Paradigma dar, auf dessen Basis im weiteren Verlauf dieser
Arbeit ein integriertes Simulationssystem fu¨r den Energiemarkt in Deutsch-
land entworfen wird.
4.1 Agenten
Das Interesse an Agenten und agenten–basierten Systemen hat in den letz-
ten Jahren rasant zugenommen. Derartige Systeme werden in einer Vielzahl
von Anwendungsfa¨llen eingesetzt, beispielsweise zur Untersuchung und Op-
timierung von Verkehrssystemen [108,103,104], als Informationssysteme [11]
oder zur Analyse von Ma¨rkten [15].
Jennings et al. fu¨hren diese Attraktivita¨t von agenten–basierten Sys-
temen zuru¨ck auf die Natu¨rlichkeit und Einfachheit, mit der verschiedene
Anwendungen in Form von Agenten charakterisiert werden ko¨nnen [50].
Das große Spektrum an Einsatzmo¨glichkeiten von Agenten bringt es mit
sich, dass die Begriffe Agent und agenten–basiertes System fu¨r sehr un-
terschiedliche Systeme verwendet werden. Die Anzahl der Definitionen von
Agent ist fast so zahlreich wie die Anzahl der Einsatzfelder. Daher ist zu-
na¨chst zu kla¨ren, was in dieser Arbeit unter einem Agenten verstanden wird.
4.1.1 Definition
Es ist nicht die Absicht, der großen Zahl von Definitionen (vgl. z.B. [50,67,
43, 105, 36]) eine weitere hinzuzufu¨gen. Stattdessen wird der Vorschlag von
Franklin und Graesser aufgegriffen, die nach der Analyse einer Vielzahl von
verschiedenen Definitionen angeben [36]:
An autonomous agent is a system situated within and a part
of an environment that senses that environment and acts on it,
over time, in pursuit of its own agenda and so as to effect what
it senses in the future.
Ein Agent ist ein solcher in Bezug auf eine Umgebung. Er ist in der
Lage, seine Umgebung durch Sensoren wahrzunehmen1 und sie durch seine
1Ein Agent, der seine Umgebung nur akustisch wahrnimmt, ist also in einem schalltoten
Raum kein Agent.
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Aktionen (u¨ber den Aktor) zu beeinflussen. Seine Aktionen wa¨hlt der Agent
im Hinblick auf die Erreichung seiner perso¨nlichen Ziele aus,2 wobei die
Aktionen den Zustand der Umwelt beeinflussen und somit die Wahrnehmung
des Agenten in zuku¨nftigen Zeitpunkten.
Abbildung 4.1: Agent und seine Umwelt
In Ermangelung einer allgemein anerkannten Definition von Agenten
behilft man sich in der Literatur vielfach mit einer Auflistung der Eigen-
schaften, die ein System zu einem Agenten machen. Wooldridge und Jen-
nings [132,133] fordern in diesem Zusammenhang, dass ein Hardware– oder
(u¨blicherweise) ein Softwaresystem die folgenden Eigenschaften umfasst:
Autonomie Ein Agent operiert ohne direkte Intervention von Menschen
oder anderen Agenten und besitzt die Kontrolle u¨ber seine Aktionen
und seinen internen Zustand.
2Das heißt, er wa¨hlt die Aktionen im Hinblick auf die Erreichung der Ziele aus, fu¨r die
er konzipiert wurde.
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Soziale Fa¨higkeiten Ein Agent interagiert mit anderen Agenten (sowie
mo¨glicherweise Menschen) mittels einer Agentenkommunikationsspra-
che (ACL3).
Reaktivita¨t Agenten nehmen ihre Umwelt wahr und reagieren in zeitli-
chem Zusammenhang auf A¨nderungen in dieser Umwelt.
Proaktivita¨t Agenten reagieren nicht nur auf die Umwelt; sie sind fa¨hig,
zielorientiertes Verhalten durch U¨bernahme von Initiativen zu zeigen.
Andere Autoren fordern, ein Prozess mu¨sse persistent [112], mobil oder
intelligent sein, um ein Agent zu sein. Franklin und Graesser [36] fassen die
verschiedenen Forderungen und synonym verwendeten Begriffe zusammen,
wie sie in Tabelle 4.1 wiedergegeben sind.
4.1.2 Agent oder Objekt?
Agenten und agenten–orientierte Programmierung bilden ein neues Para-
digma zur Konzeptualisierung und Analyse von Softwaresystemen. Yu [139]
bezeichnet Agenten als einen neuen Weg des Denkens und als ho¨heren Level
der Abstraktion, um u¨ber die Charakteristika und das Verhalten von Soft-
waresystemen nachzudenken. Wooldridge et al. [134] bezeichnen Agenten als
ma¨chtige und natu¨rliche Metapher zur Konzeptualisierung, zum Design und
zur Implementation vieler Systeme und stellen fest, dass Agenten eingesetzt
werden ko¨nnen, um komplexe verteilte Systeme in natu¨rlicherer Weise zu
verstehen, zu modellieren und zu entwickeln [135].
In der Literatur findet sich immer wieder die Diskussion, ob ein Software-
system ein Agent oder ”nur“ ein Programm sei [36,50]. Jennings et al. fu¨hren
drei wesentliche Unterschiede zwischen Agenten und Objekten4 an [50]:
Autonomie Ein Objekt o besitzt keine Kontrolle u¨ber sein Verhalten. Das
bedeutet, wenn eine Methode m fu¨r andere Objekte zuga¨nglich ge-
macht wird, dann ko¨nnen diese Objekte die Methode m des Objekts o
3Agent Communication Language
4Hierbei werden Agenten mit Objekten als der modernsten Form der Programmierung
und ho¨chsten Form der Abstraktion bei der Softwareentwicklung verglichen.
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Eigenschaft andere Bezeichnung Beschreibung
reactivity sensing and acting responds in a timely
fashion to changes in
the environment
autonomous exercises control over
its own actions
goal–oriented pro–active, purposeful does not simply act in
response to the envi-
ronment
temporally continuous persistent is a continuously run-
ning process
communicative socially able communicates with
other agents, perhaps
including people
learning adaptive changes its behavior
based on its previous
experience
mobile able to transport
itself from one
machine to another
flexible actions are not scrip-
ted
character believable ”persona-
lity“ and emotional
state
Tabelle 4.1: Eigenschaften von Agenten
jederzeit aufrufen. Das Objekt o hat keine Mo¨glichkeit zu entscheiden,
ob die Methode ausgefu¨hrt werden soll oder nicht.
Flexibilita¨t Das Standardmodell der Objektorientierung macht keine Aus-
sage daru¨ber, wie ein System entworfen werden kann, welches reaktive,
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pro–aktive bzw. soziale Verhaltensweisen zula¨sst.
Ablaufkontrolle In objektorientierten Systemen existiert im allgemeinen
genau eine Ablaufsteuerung, wa¨hrend in einem System von Agenten
jeder Agent u¨ber einen eigenen Prozess verfu¨gt.
Autonomie ist in objektorientierten Systemen u¨blicherweise kein The-
ma. Beim Entwurf objektorientierter Systeme ist die Zusammenarbeit der
Objekte erkla¨rtes Ziel. Man darf sagen, die Objekte teilen eine Art von ge-
meinsamen Ziel. Dies gilt fu¨r Agentensysteme nicht in jedem Fall. Gerade
bei offenen Agentengesellschaften, d.h. Gesellschaften, denen sich Agenten
zur Laufzeit anschließen oder welche sie verlassen ko¨nnen, und bei Agenten-
systemen, die von unterschiedlichen Organisationen entworfen wurden, darf
man davon nicht ausgehen. Ein Agent a wird eine Aktion (Methode)m nicht
nur deshalb ausfu¨hren, weil ein Agent b dies wu¨nscht. Sollte die Ausfu¨hrung
von m die Zielerreichung des Agenten a nicht oder negativ beeinflussen, so
wird er eine Ausfu¨hrung verweigern.
Der Ort der Entscheidung daru¨ber, ob eine Aktion ausgefu¨hrt wird, ist in
agenten– und objektorientierten Systeme verschieden. Im objektorientierten
System liegt die Entscheidung bei dem aufrufenden Objekt, wa¨hrend sie im
agentenorientierten System beim zur Ausfu¨hrung aufgeforderten Agenten
liegt [50].
Weiß fasst zusammen, dass zum einen Objekte lediglich ihre Identita¨t
(”wer“), ihren Zustand (”was“) und ihr Verhalten (”wie“) kapseln, wa¨h-
rend Agenten zudem Freiheitsgrade in ihrer Aktionswahl und Interaktion
(”wann“, ”warum“, ”mit wem“ und ”ob u¨berhaupt“) kapseln [123]. Zum an-
deren greife bloße Objektorientierung generell zu kurz, wenn es um ada¨quate,
intuitive und natu¨rliche Modellierung sowie programmiertechnische Umset-
zung von komplexen Interaktionen (Kommunikation, Koordination, Koope-
ration und Konkurrenz) und Beziehungsstrukturen (dynamische Organisa-
tion und verteilte Kontrolle) zwischen Agenten geht [123].
Da bisher keine rein agentenorientierten Programmiersprachen existie-
ren, findet die Umsetzung eines agentenorientierten Konzeptes derzeit auf
der Basis von objektorientierten Programmiersprachen, wie z.B. C++ oder
Java statt. Insbesondere Java hat sich aufgrund der Portabilita¨t und Netz-
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werkfa¨higkeit als gute Basis erwiesen. Die Verwendung objektorientierter
Sprachen bei der Umsetzung tra¨gt natu¨rlich nicht zu mehr Klarheit bezu¨g-
lich der Unterscheidung zwischen Objekt und Agent bei.
Es stellt sich die Frage, ob eine scharfe Abgrenzung des Konzepts der
Agenten no¨tig und/oder u¨berhaupt mo¨glich ist. Russell und Norvig sind der
Meinung [105]:
The notion of an agent is meant to be a tool for analyzing
systems, not an absolute characterization that divides the world
into agents and non–agents.
Wooldridge und Jennings warnen davor, in Bezug auf Agenten ”religio¨s oder
dogmatisch“ [134] zu werden, wa¨hrend Franklin und Graesser in [36] festhal-
ten:
Agents ”live“ in the real world (or some world), and the con-
cepts of the real world yield fuzzy categories.
4.1.3 Das BDI–Modell
Bei der Erkla¨rung menschlichen Verhaltens werden ha¨ufig Begriffe verwen-
det, die bestimmte Einstellungen oder Erwartungen beschreiben: ”Er fuhr
fru¨h los, weil er befu¨rchtete in einen Stau zu geraten.“ oder ”Sie erwartete
nicht, dass es regnen wu¨rde.“
Diese Erkla¨rungen entstammen einer (Volks)Psychologie, bei der das
menschliche Verhalten durch die Beschreibung solcher Einstellungen wie
”glauben“, ”hoffen“, ”erwarten“, etc. vorhergesagt und erkla¨rt wird. Diese
Erkla¨rungsmethodik ist weithin akzeptiert: die meisten Leute wu¨rden sa-
gen, dass ihnen die Bedeutung der oben angegebenen Sa¨tze vollsta¨ndig klar
sei (und sie keines weiteren Blickes wu¨rdigen).
Die in solchen Sa¨tzen ausgedru¨ckten Einstellungen werden mit dem Be-
griff Intentionen beschrieben. Ein intentionales System beschreibt eine Enti-
ta¨t, ”deren Verhalten durch eine Ru¨ckfu¨hrung auf U¨berzeugungen, Wu¨nsche
und rationalen Scharfsinn vorhergesagt werden kann“ [20]. Auf dieser Philo-
sophie baut das Belief–Desire–Intention–Modell (BDI–Modell) auf [133,100,
91].
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Die beliefs eines Agenten, am besten u¨bersetzt als U¨berzeugungen, geben
des Agenten Wahrnehmung der Umgebung wieder. Diese entspricht nicht
zwingend dem Zustand der Umgebung, da die Sensoren des Agenten un-
vollkommen bzw. die Informationen unvollsta¨ndig und/oder fehlerhaft sein
ko¨nnen.
Abbildung 4.2: Aufbau eines BDI–Agenten
Die desires sind die Ziele des Agenten und geben den vom Agenten
angestrebten Zustand der Umgebung an.
Seine intentions entsprechen den Pla¨nen, die der Agent derzeit verfolgt.
Der Agent kann zeitgleich mehrere Pla¨ne verfolgen und so an der Erreichung
verschiedener, nicht–konflikta¨rer Ziele arbeiten. Sowie der Agent eine Inten-
tion formt, in dem er einen Plan auswa¨hlt, wird er mit der Ausfu¨hrung des
Plans beginnen. Der Plan wird so lange verfolgt, bis das Ziel erreicht ist, es
irrelevant oder die weitere Ausfu¨hrung unmo¨glich wird.
Ein Plan ist eine spezifische Vorgangsbeschreibung zur Erreichung eines
vorgegebenen Ziels. Er wird durch eine Abfolge von Aktionen und/oder zu
erreichenden Unterzielen beschrieben. Kann ein einzelner Schritt des Plans
nicht erfolgreich zum Abschluss gebracht werden, so scheitert der gesamte
Plan. In diesem Fall versucht der Agent einen anderen Weg zur Erreichung
seines Ziels zu finden. Dabei beachtet er die sta¨ndige Vera¨nderung seiner
Umgebung und somit seiner U¨berzeugungen. Ein Plan umfasst insofern eine
Menge von Bedingungen, deren vollsta¨ndige und zeitgerechte Erfu¨llung das
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Ergebnis des Plans zeitigt.
Der Agent in Abbildung 4.2 durchla¨uft sta¨ndig den Zyklus von Wahr-
nehmung der Umgebung, dem U¨berpru¨fen der U¨berzeugungen, Ziele und
Pla¨ne und der Ausfu¨hrung einer oder mehrerer Aktionen.
Wa¨hrend der U¨berpru¨fungsphase kontrolliert der Agent
• seine U¨berzeugungen: falls sie sich a¨ndern, wie a¨ndern sie sich?
• sein Ziele: Vera¨nderungen der U¨berzeugungen machen Ziele unter Um-
sta¨nden unerreichbar oder irrelevant, und
• seine Pla¨ne: eine A¨nderung bzw. eine Aufgabe von Zielen fu¨hrt unter
Umsta¨nden zur Aufgabe von bestehenden und zur Aufnahme neuer
Intentionen.
Letztlich entscheidet der Agent, welche Aktion er als na¨chstes ausfu¨hrt.
Planauswahl Verfu¨gt der Agent u¨ber mehrere Pla¨ne zur Erreichung eines
Ziels, so wa¨hlt er (in der Theorie) mittels einer rationalen Entscheidung den
besten Plan aus. Der Agent vergleicht die Vorzu¨ge aller anwendbaren Pla¨ne
miteinander und wa¨hlt den Plan, der den ho¨chsten Nutzen verspricht.
Nachdem der Agent ein zuna¨chst zu erreichendes Ziel aus der Liste seiner
Ziele ausgewa¨hlt hat, ruft er alle auf das Ziel anwendbaren Pla¨ne aus seiner
Planbibliothek ab (vgl. Abbildung 4.3). Die so erhaltene Auswahl von Pla¨-
nen wird bezu¨glich der Kosten und dann bezu¨glich der Ausfu¨hrungsdauer
geordnet. Der beste Plan wird akzeptiert (Akzeptierter Plan) und dadurch
zu einer Intention. Handelt es sich bei diesem Plan um einen atomaren Plan,
so wird er an den Aktor weitergegeben. Falls nicht, wird der Plan interpre-
tiert und in einzelne Teilpla¨ne zerlegt. Hieraus resultieren Unterziele, die zur
Erreichung des eigentlichen Ziels zuna¨chst realisiert werden mu¨ssen.
4.2 Multi–Agenten–System
Ein Multi–Agenten–System (MAS) ist, wie der Name bereits sagt, ein Sys-
tem, welches mehrere Agenten umfasst. Jennings et al. [50] definieren ein
MAS als
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Abbildung 4.3: Erzeugen von Intentionen
a loosely coupled network of problem solvers that work to-
gether to solve problems that are beyond the individual capabili-
ties or knowledge of each problem solver. These problem solvers
– agents – are autonomous and may be heterogeneous in nature.
Charakteristisch fu¨r ein MAS sind mehrere Eigenschaften: Erstens ver-
fu¨gt jeder Agent u¨ber unvollsta¨ndige Informationen bzw. Fa¨higkeiten, um
Probleme zu lo¨sen. Jeder Agent hat also eine begrenzte Sicht auf die Proble-
me. Zweitens existiert keine globale Kontrolle innerhalb des MAS. Weiterhin
ist die Datenhaltung dezentralisiert, und die Ausfu¨hrung der Agenten ver-
la¨uft asynchron.
Diese Charakteristika finden sich in vielen Problembereichen der realen
Welt, in denen mehrere Entscheider interagieren, wie z.B. in Finanzma¨rk-
ten. Daher sind Multi–Agenten–Systeme ideal geeignet, Probleme zu repra¨-
sentieren, die verschiedene Problemlo¨sungsmethoden, Ansichten und/oder
Problemlo¨ser haben [50]. Insbesondere in Fa¨llen, in denen unterschiedliche
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Personen oder Organisationen mit differierenden (mo¨glicherweise konflikta¨-
ren) Zielen und privaten Informationen existieren, sind MAS erforderlich,
um die Interaktionen durchzufu¨hren [115].
Worin liegen die spezifischen Vorteile von Multi–Agenten–Systemen?
Jennings et al. fu¨hren an, dass MAS neben den Vorteilen der verteilten
und parallelen Problemlo¨sung zusa¨tzliche Vorteile durch die anspruchsvol-
len Interaktionsmuster haben [50]. Hierzu za¨hlen:
Kooperation Die Agenten arbeiten auf ein gemeinsames Ziel hin.
Koordination Die Agenten organisieren ihre Aktivita¨ten in einer Art und
Weise, die scha¨dliche Interaktionen vermeidet und nu¨tzliche Interak-
tionen ausreizt.
Verhandlungen Die Agenten zielen auf eine Vereinbarung, die fu¨r alle Be-
teiligten akzeptabel ist.
Weitere Vorteile von MAS liegen in der Skalierbarkeit des Systems und
der Wiederverwendbarkeit der Agenten [110]. Ein MAS erlaubt es, innerhalb
eines Modells quantitative Variablen, Differentialgleichungen und symbol–
basierende Regeln zu verbinden. Durch eine Addition oder Lo¨schung von
Regeln, die innerhalb eines Individuums verwendet werden, kann das Modell
schnell modifiziert werden. Zusa¨tzlich ko¨nnen dem Modell jederzeit neue
Typen von Agenten hinzugefu¨gt werden, die dann mit der schon bestehenden
Population von Agenten interagieren [34].
4.2.1 Kommunikation
Die Fa¨higkeit zur Kommunikation ist eine wesentliche Voraussetzung fu¨r
Kooperation und Interaktion der Agenten innerhalb des MAS. Kommuni-
kation zwischen den Agenten eines MAS wird als Austausch von Nachrich-
ten modelliert. Eine Agentenkommunikationssprache (ACL) basiert auf der
philosophischen Sprechakt–Theorie [6]. Diese betrachtet menschliche A¨uße-
rungen wie Aktionen, die in der physischen Welt ausgefu¨hrt werden (wie
z.B. das Anheben eines Buches). Es wird angenommen, dass eine Nachricht
auf Grund ihrer Sendung von einem Agenten zum anderen beim Empfa¨n-
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ger Aktionen auslo¨st. Durch ACL spezifizierte Nachrichtentypen werden als
Performative bezeichnet.
Performativ (
type: Performativtyp, z.B. ask, inform
sender: Name des Absenders
receiver: Name des Empfa¨ngers
reply with: Konversationsschlu¨ssel des Absenders
in reply to: Konversationsschlu¨ssel des Empfa¨ngers
content: Nachrichteninhalt gema¨ß der verwendeten Ontologie
send time: Sendezeitpunkt der Nachricht
receive time: Empfangszeitpunkt der Nachricht
...
)
Tabelle 4.2: Attribute eines Performativs
Unterschiedliche Sprechakte werden als Nachrichtentypen wie request,
tell, ask, reply ausgedru¨ckt. Eine ACL–Nachricht setzt sich aus dem Nach-
richtentyp und einem spezifischen Inhalt, sowie eventuell weiteren Parame-
tern zusammen [120], wie in Tabelle 4.2 dargestellt.
Der anwendungsbezogene Inhalt einer ACL–Nachricht stammt aus einer
standardisierten Ontologie, d.h. aus einem lexikona¨hnlichen Begriffssystem.
Alle Agenten eines Multi–Agenten–Systems, die miteinander kommunizieren
und kooperieren sollen, mu¨ssen sich dieses Begriffssystems bedienen, damit
sichergestellt ist, dass die verwendeten Begriffe gleich verstanden werden.5
Ein durch die Ontologie definierter Begriff wird im folgenden als Fakt
bezeichnet.
5Je nach Anwendungsbezug kann beispielsweise das Wort
”
Bank“ ein Geldinstitut oder
ein Sitzmo¨bel beschreiben. Ein Agent in einem finanzwirtschaftlichen MAS wird diesen
Begriff folglich anders interpretieren als ein Agent in einem produktionsorientierten MAS.
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4.2.2 Verhandlungen
Gema¨ß der in Abschnitt 4.1.1 angegebenen Definition verfolgt ein Agent ei-
gene Ziele. Innerhalb eines MAS ist ein Agent auf die Zusammenarbeit mit
anderen Agenten angewiesen. Dabei ist nicht gesagt, dass der Agent seine
perso¨nlichen Ziele in vollem Umfang verwirklichen kann. Es ist wahrschein-
lich, dass innerhalb der Agenten eines MAS Zielkonflikte existieren. Folglich
ist ein Mechanismus zur Konfliktlo¨sung vonno¨ten. Die Agenten mu¨ssen in die
Lage versetzt werden, Kompromisse einzugehen. Hierzu ist eine Relaxation
der eigenen Ziele Voraussetzung.
Verhandlungen werden als Methode zur Koordination und Konfliktlo¨-
sung gesehen. Sie kommen zum Einsatz, wenn Agenten mit perso¨nlichen
Zielen, begrenzter Rationalita¨t und unvollsta¨ndigen Informationen einen be-
stehenden Konflikt lo¨sen mu¨ssen, ohne dabei auf eine u¨bergeordnete Autori-
ta¨t zuru¨ckgreifen zu ko¨nnen. Hierzu kommunizieren die Agenten miteinander
und tauschen wiederholt Vorschla¨ge und Gegenvorschla¨ge aus [50].
Abbildung 4.4 zeigt einen allgemeinen Verhandlungsmechanismus [63].
Die Existenz eines Zielkonfliktes innerhalb des MAS bedeutet, dass die betei-
ligten Agenten inkompatible Pla¨ne verfolgen. Zuna¨chst wird aus dem inkom-
patiblen Plan eine Problemstruktur und daraus wiederum ein Verhandlungs-
vorschlag erzeugt. Der erzeugende Agent bewertet diesen Vorschlag zuna¨chst
selber. Ist der Vorschlag inakzeptabel, muss die Problemstruktur revidiert
werden, sofern dies mo¨glich ist. Andernfalls ist der Plan gescheitert. Ist der
Vorschlag akzeptabel, so wird er an die anderen Parteien kommuniziert und
auf deren Antworten gewartet. Die eingehenden Antworten werden bewer-
tet, und im Falle einer U¨bereinkunft ist der Plan erfolgreich umgesetzt. Falls
keine Einigung erzielt und eine Deadline nicht erreicht wurde, erzeugt der
Agent einen Gegenvorschlag bezu¨glich der erhaltenen Antworten. Hierbei
kann er einen Gegenvorschlag mit oder ohne Konzessionen erzeugen.
Ein Gegenvorschlag ohne Konzessionen bedeutet, dass der Agent einen
Aspekt der Problemstruktur, der ihm selber nicht wichtig ist, besonders be-
tont. Dies geschieht in der Hoffnung, dass dieser Aspekt fu¨r die andere Partei
von besonderer Bedeutung ist. Damit erho¨ht sich der Wert seines Vorschlags
fu¨r die andere Partei, wa¨hrend der Vorschlag fu¨r den Agenten selber nicht
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Abbildung 4.4: Generischer Verhandlungsmechanismus
an Wert verliert. Beispielsweise kann ein Agent, dem die Einsatzenergie fu¨r
die Stromerzeugung vo¨llig gleichgu¨ltig ist, besonders die umweltfreundliche
Herstellung des Stroms hervorheben, wenn er der Meinung ist, dass dies fu¨r
sein Gegenu¨ber von besonderer Bedeutung ist. Gegenvorschla¨ge ohne Kon-
zessionen setzen eine multivariate Verhandlungsstruktur voraus.
Bei einem Gegenvorschlag mit Konzessionen, erarbeitet der Agent einen
Vorschlag, der fu¨r ihn selber einen geringeren und fu¨r die andere Partei
vermutlich einen ho¨heren Wert hat. Beispielsweise senkt er als Verka¨ufer
seinen Verkaufspreis.
Verhandlungstaktiken Der Zeitraum fu¨r Verhandlungen wird durch ei-
ne Deadline begrenzt. Einigen sich die Parteien innerhalb dieses Zeitraums
nicht, so schlagen alle betroffenen Pla¨ne fehl. Ist der Preis das einzige Ver-
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handlungskriterium und die Zeit die restringierende Nebenbedingung, dann
ko¨nnen zwei grundlegende Verhandlungstaktiken unterschieden werden.
Bei einem Einsatz der Boulware–Taktik macht der Agent zu Beginn ein
vernu¨nftiges Angebot und anschließend keine oder nur wenige Konzessio-
nen ( [99] zitiert in [32]). Erstes und letztes Gebot unterscheiden sich nur
unwesentlich voneinander.
Verfolgt der Agent eine Conceder–Taktik, so macht er wa¨hrend der Ver-
handlung sukzessive Konzessionen ( [97] zitiert in [32]). Die generische Con-
ceder–Taktik kann wiederum in drei verschiedene Muster unterteilt werden:
Das Soft–Conceder modelliert große Konzessionen zu Beginn der Ver-
handlungen. Der Gebotspreis fa¨llt schnell auf das Niveau eines Mindestprei-
ses R. Anschließend werden nur noch kleine Konzessionen gemacht.
(a) Soft Conceder (b) Moderate Conce-
der
(c) Hard Conceder
Abbildung 4.5: Drei verschiedene Conceder–Taktiken
Beim Moderate Conceder werden gleichma¨ßige Konzessionen wa¨hrend
des Verhandlungszeitraums gemacht, wa¨hrend beim Hard Conceder der Ge-
botspreis erst kurz vor dem Erreichen der Deadline T fa¨llt (vgl. Abbil-
dung 4.5).
Analoge Taktiken ko¨nnen fu¨r Ka¨ufer angegeben werden, wobei in diesem
Fall der in den Verhandlungen gebotene Preis steigt.
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4.3 Agenten–basierte Simulation
Der Weg vom Multi–Agenten–System zu einer agenten–basierten Simulation
(ABS) ist nicht weit.6 Ferber [34] konstatiert:
Multi–agent simulation is based on the idea that it is possible
to represent in computerized form the behaviour of entities which
are active in the world, and that it is thus possible to represent
a phenomenon as the fruit of the interactions of an assembly of
agents with their own operational autonomy.
In der MABS werden Systeme (Zielsysteme), in denen mehrere Akteure
unabha¨ngig voneinander agieren, als Multi–Agenten–System modelliert. Ziel
ist hierbei, durch die Konstruktion des MAS die Dynamik des Zielsystems
zu verstehen und dessen Verhalten im Rahmen von Simulationsla¨ufen zu
analysieren.
Ha¨ufig wird dabei nicht das Zielsystem direkt modelliert. Stattdessen
wird das Zielsystem in einem Schritt oder in mehreren Schritten abstrahiert
und die Abstraktion in ein MAS u¨berfu¨hrt (vgl. Abbildung 4.6).
Im Rahmen dieser Arbeit wurde in Kapitel 2 der Prozess des Spothan-
dels fu¨r Elektrizita¨t in ein abstraktes Modell u¨berfu¨hrt (vgl. hierzu Ab-
schnitt 2.2.1). Dieser abstrahierte Handelsprozess wird im nachfolgenden
Kapitel die Grundlage fu¨r den Handel innerhalb des MAS bilden.
Die MABS unterscheidet sich gegenu¨ber anderen Modellierungstechniken
durch die Anwendung von MAS als formales Modell. Hier wird ein Schritt in
Richtung ”beschreibender Realita¨t“ gemacht; die MABS bringt die Verpflich-
tung mit sich, das Zielsystem in seinen natu¨rlichen Grenzen zu analysieren.
Es ist also erforderlich, Objekte, Akteure und sonstige Entita¨ten derart zu
modellieren, dass die ”Grenzen“ der Akteure im MAS mit den Grenzen der
Akteure im Zielsystem und die Interaktionen der Akteure im MAS mit den
Interaktionen der Agenten im Zielsystem korrespondieren.
Im Zusammenhang dieser Arbeit bedeutet dies, dass ein Akteur im MAS
jeweils mit einem Teilbereich eines Energieversorgungsunternehmens korre-
spondiert und dass die Akteure in Bezug auf den Handel u¨ber a¨hnliche
6In der Literatur findet sich auch der Begriff Multi–Agenten–basierte Simulation
(MABS) [25, 75].
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Abbildung 4.6: Modellierung des Zielsystems mit einer Abstraktion und ei-
nem MAS
Mo¨glichkeiten verfu¨gen, wie ihre realen Gegenparts. Beispielweise, ko¨nnen
die Agenten an einer Bo¨rse und in einem bilateralen Spotmarkt handeln.
4.3.1 Vor– und Nachteile
Die U¨bertragung der realen Entita¨ten innerhalb ihrer Grenzen in entspre-
chende Entita¨ten innerhalb des MAS macht den Prozess der Abstraktion
und die Analyse der Ergebnisse einfacher und klarer. Das heißt gleichwohl
nicht, dass ein MAS nicht auch so konstruiert werden kann, dass die Agenten
im Modell und ihre Interaktionen nichts oder nur wenig mit dem Zielsys-
tem zu tun haben.7 Andererseits ko¨nnen Agenten derart abstrakt sein, dass
die Beziehung zwischen ihnen und dem realen System im besten Fall rein
suggestiv ist [25].
Eine ”1:1–U¨bertragung“ der Abstraktion eines realen Systems in eine
7Dies ist beispielsweise in vielen Evolutionsmodellen der Fall. Hier hat die Population
ha¨ufig nur sehr wenig mit der realen Population gemein. [14]
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MABS bringt zwangsla¨ufig mit sich, dass das Simulationssystem sehr spezi-
ell ist und an Generalita¨t verliert. Bezieht sich die Abstraktion auf ein genau
eingegrenztes reales System, so gelten die Schlussfolgerungen nur fu¨r dieses
System. Bezieht sie sich hingegen auf eine gro¨ßere Klasse von Systemen und
versucht allgemeinere Aspekte zu erfassen, so wird es schwieriger, die Be-
ziehung zwischen dem Zielsystem und der Abstraktion herzustellen. Folglich
werden die Schlussfolgerungen unzuverla¨ssiger [25]. Daher muss im Rahmen
der Modellierung und der spa¨teren Analyse der Ergebnisse immer wieder
kritisch hinterfragt werden, ob das Modell die wichtigsten Eigenschaften des
realen Systems umfasst und ob die beno¨tigten Korrespondenzen tatsa¨chlich
enthalten sind.
In jedem realen System existieren Prozesse, die entweder unbekannt sind,
fu¨r irrelevant gehalten werden oder sich fu¨r eine Implementierung in einem
formalen Modell nicht eignen. Sie werden nicht explizit in das Modell auf-
genommen, sondern ha¨ufig durch eine Zufallskomponente substituiert. In
diesem Fall darf man nicht erwarten, dass ein Verhaltensmuster des MAS
dem Verhalten des Zielsystems entspricht. Vielmehr muss man voraussetzen,
dass die Menge aller Verhaltensmuster des MAS der Menge der mo¨glichen
Verhaltensweisen des Zielsystems entspricht. Folglich besitzt ein einzelner
Simulationslauf wenig Aussagekraft bezu¨glich des realen Systems. Um Aus-
sagen u¨ber das reale System ableiten zu ko¨nnen ist es daher erforderlich,
verschiedene Simulationsla¨ufe im Zusammenhang zu analysieren.
MABS sind im weiteren Sinne nicht deterministisch. Die Indeterminiert-
heit resultiert aus dem Einbringen einer Zufallskomponente, von Lernal-
gorithmen und der Vielzahl mo¨glicher Interaktionen.8 Das heißt aber:jede
Schlussfolgerung bleibt eine Funktion der Indeterminiertheit des Modells. In
beinahe jeder agenten–basierten Simulation kann nicht mit Sicherheit ange-
nommen werden, dass sich die Zufallselemente, die in das Modell eingebracht
wurden, gleichma¨ßig auf die Ergebnisse auswirken, so dass man sicher u¨ber
”zentrale Tendenzen“, Gleichgewichte etc. generalisieren kann [25].
Die gro¨ßere Na¨he zum realen System hat eine gro¨ßere Komplexita¨t zur
8Im engeren Sinne sind sie deterministisch, solange zur Erzeugung der Zufallszahlen
ein Pseudo–Zufallszahlengenerator eingesetzt wird und der Status des Gesamtsystems in-
klusive aller Stati der Agenten und deren Lernbasis in jedem Zeitschritt gespeichert wird.
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Folge. Das Modell importiert mit dem Verhalten des realen Systems auch
dessen Unvorhersagbarkeit und Komplexita¨t [25]. Dadurch wird das Mo-
dell analytisch nicht nachvollziehbar. Der Versuch, eine Handlungsabfolge
ru¨ckwa¨rts gehend zu analysieren muss scheitern. Im schlimmsten Fall multi-
plizieren sich die Entscheidungsgru¨nde auf jeder Stufe, bis letztlich sa¨mtliche
Agenten des Systems umfasst werden. Die Literatur kennt diesen Effekt un-
ter der Bezeichnung causal spread [126].
Dieser causal spread ist ein Beispiel fu¨r ein emergent phenomenon, ein
Verhalten, das auf Basis der vollsta¨ndigen Beschreibung aller Komponenten
des Systems nicht vorhergesagt werden kann [106]. Gerade solche Pha¨nomene
machen den Mehrwert von MABS aus. Nwana und Ndumu geben fu¨r die
Entwicklung eines Multi–Agenten–Systems als Ziel an [92]:
creating a system that interconnects separately developed
agents, thus enabling the ensemble to function beyond the capa-
bilities of any singular agent in the set–up.
Zusammenfassung
Das Konzept der Agenten und der damit verbundenen agenten–basierten
Systeme ist sehr vielversprechend. Die Mo¨glichkeit, Systeme auf der Ebene
von Individuen und deren Interaktionen zu beschreiben und zu analysieren,
ero¨ffnet neueWege, um das Verhalten des Systems als Ganzes zu untersuchen
und zu verstehen.
In den vergangenen Jahren wurde eine Reihe von agenten–basierten Si-
mulationssystemen fu¨r die unterschiedlichsten Doma¨nen entworfen. Diese
Systeme brachten erstaunliche und interessante Ergebnisse zu Tage. Die be-
trachteten Doma¨nen waren jedoch nicht so komplex wie der in dieser Arbeit
betrachtete Energiemarkt.
Der Versuch, ein komplexes Handelsszenario mittels einer multi–agen-
ten–basierten Simulation abzubilden, birgt insofern viele Unwa¨gbarkeiten
und muss als etwas Neues betrachtet werden.

Kapitel 5
Integriertes
Simulationsmodell
Im folgenden Kapitel wird die Konzeption des hier entworfenen integrierten
Simulationsmodells vorgestellt. Die Bezeichnung integriert wird deshalb
gewa¨hlt, da die unterschiedlichen Teilprozesse von Handelsvorbereitung, Er-
zeugungsplanung und Handelsdurchfu¨hrung in einem Regelkreis modelliert
und automatisiert werden. Weiterhin werden verschiedenste Verfahren auf
der Wissensebene der Agentenplattform miteinander verknu¨pft.
5.1 Das Simulationsmodell von Bower et al.
5.1.1 Darstellung des Modells
Eine der wenigen in der Literatur bekannten Forschungsarbeiten, die sich mit
einer agenten–basierten Modellierung des Großhandelsmarktes fu¨r Elektri-
zita¨t bescha¨ftigt stammt von Bower et al. [10]. Die Autoren simulieren einen
einstufigen Handelsplatz fu¨r Elektrizita¨t, auf dem die Erzeuger direkt an die
Endverbraucher verkaufen. Hierbei werden EVU mit geringer Eigenerzeu-
gung zu 14 regionalen Unternehmen zusammengefasst. Ein Handel zwischen
Erzeugern ist nicht vorgesehen.
Ziel der Forschungsarbeit ist speziell eine Untersuchung der Auswirkun-
gen, welche die Fusionen der gro¨ßten deutschen EVU RWE/VEW, VE-
BA/VIAG und HEW/Bewag/Veag haben werden.
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Die Agenten handeln im Rahmen einer einseitigen Auktion. Die Nachfra-
ger sind als Preisnehmer modelliert. Die zeitliche Auflo¨sung liegt bei einem
Tag. Ein Verka¨ufer bietet im Rahmen der Auktion fu¨r jede einzelne Erzeu-
gungsanlage seines Portfolios einen eigenen Preis. Ein bilateraler Handels-
platz existiert nicht.
Die Agenten verfu¨gen u¨ber keinerlei Informationen u¨ber die Aktionen
anderer Agenten (weder vergangener, noch gegenwa¨rtiger, noch zuku¨nftiger)
und u¨ber den aktuellen Marktzustand.
U¨ber einen Lernalgorithmus sind die Modellha¨ndler von Bower et al. in
der Lage, aus den Handelsergebnissen zu lernen und ihr Verhalten fu¨r den
na¨chsten Tag anzupassen. Die Lernregeln beziehen sich hierbei jeweils auf
einzelne am Markt gehandelte Erzeugungsanlagen.
Kritische Bewertung Bower et al. machen in ihrem Modell verschiedene
Annahmen, die kritisch hinterfragt werden mu¨ssen.
Zuna¨chst ist es unwahrscheinlich, dass die Stromha¨ndler in der Reali-
ta¨t einzelne Erzeugungsanlagen handeln. Vielmehr werden die Ha¨ndler den
Einsatz ihrer Erzeugungsanlagen optimieren und somit am Markt einzig
Leistung aus dem Gesamtportfolio handeln. Fu¨r andere Marktteilnehmer ist
nicht ersichtlich (und im u¨brigen auch irrelevant), welche Erzeugungsanlage
den von ihnen eingekauften Strom produziert. Modelliert man das Handels-
geschehen auf der Basis eines optimierten Einsatzes der Erzeugungsanlagen,
so mu¨ssen in der Folge die Lernregeln angepasst werden.
Gema¨ß den Annahmen von Bower et al. verfu¨gen die Agenten insbeson-
dere nicht u¨ber Informationen bezu¨glich der Aktionen anderer Marktteil-
nehmer und des Marktzustands. Gerade die letzte Einschra¨nkung muss als
sehr restriktiv gewertet werden, da es doch ohne weiteres mo¨glich ist, die Er-
gebnisse der an den Strombo¨rsen durchgefu¨hrten Auktionen zu beobachten.
Solange ein bilateraler Handel nicht vorgesehen ist, ist die Annahme, dass
keine Informationen u¨ber andere Marktteilnehmer vorliegen, richtig. Durch
den bilateralen Handel mit anderen Marktteilnehmer gewinnt der Ha¨ndler
jedoch zusa¨tzliche Informationen u¨ber diese und deren Handelsverhalten.
Zuletzt ist das Modell von Bower et al. nicht in der Lage die mehrstufige
Struktur der Energiemarktes, also den Handel von Erzeuger u¨ber Zwischen-
5.1.1 Darstellung des Modells 121
ha¨ndler bis zu den Endkunden, abzubilden. Die Existenz von Zwischenha¨nd-
lern zeitigt jedoch Folgen, die Auswirkungen auf die Preise und die Kosten
haben. So ko¨nnen die Erzeuger durch gezielte Handelsta¨tigkeit die Auslas-
tung ihrer Anlagen bezu¨glich der variablen Produktionskosten optimieren.
Die Nachfrager ko¨nnen sich andererseits in Einkaufsgemeinschaften zusam-
menschließen, so dass aus vielen kleinen Nachfragern ein großer Nachfrager
wird. Dieser hat dementsprechend einen gro¨ßeren Einfluss auf den Markt
und folglich auch auf den Preis.
Im Vorgriff auf das im folgenden vorgestellte Simulationssystem fasst
Tabelle 5.1 die Gemeinsamkeiten und Unterschiede der Modellierung von
Bower und dieser Arbeit zusammen.
Bower diese Arbeit
Ziele Mindestauslastung, kontinuierliche Gewinnsteigerung
Marktstruktur einstufig mehrstufig
zeitliche Auflo¨sung Tag Stunde
Auktion einseitig zweiseitig
Gebote je Erzeugungseinheit auf optimiertem Portfo-
lio
OTC–Markt - vorhanden
Preisprognose - Technische Analyse,
KNN
EVU–Modell Merit–Order Merit–Order, GGLP
Nutzungsgrad exogen gegeben
Nachfrage Summenlast, Preisneh-
mer
speziell je Ha¨ndler
Lastgang charakteristische Tage historische Daten von
EVU
Informationen nur eigene eigene, Bo¨rsenergebnis-
se, Informationen aus
bilateralem Handel
Tabelle 5.1: Gegenu¨berstellung der Modelle
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5.2 Das Modell im U¨berblick
Ein Markt in Theorie . . . In der finanzwirtschaftlichen Theorie ist das
Bild des homo oeconomicus, des durch und durch rational denkenden und
handelnden Individuums wohlbekannt [83]. Der homo oeconomicus ist zu
jedem Zeitpunkt vollsta¨ndig informiert, d.h. er verfu¨gt u¨ber alle fu¨r seine
Handlungen relevanten Informationen und ist in der Lage, diese exakt und
schnell auszuwerten. Er zielt auf eine Nutzenmaximierung seines zuku¨nftigen
Vermo¨gens und tut dies vollkommen emotionslos (vgl. [83]).
In einer solchen Vorstellungswelt gibt es keine Mo¨glichkeit die eigene
Position durch strategisches Verhalten zu verbessern. Die Entscheider teilen
eine rationale Erwartung bezu¨glich des zuku¨nftigen Preises des gehandelten
Gutes und diskontieren alle neuen Marktinformationen unverzu¨glich und
rational in diesen Preis. Dadurch verbleiben keine Gelegenheiten fu¨r Speku-
lation und strategisches Handeln.
Plo¨tzliche Preisa¨nderungen reflektieren lediglich eine A¨nderung der Be-
wertung der gehandelten Gu¨ter bei den Marktteilnehmern. In dieser theore-
tischen Sichtweise ist der Markt rational, mechanistisch und effizient [5].
Treffen in einem Markt einzig rationale Entscheider aufeinander, so ist
es leicht mo¨glich, das Verhalten des Marktes in einem aggregierten Modell
zu beschreiben. Letztendlich kann von den einzelnen Marktteilnehmern ab-
strahiert werden, da diese identisch sind. Derartige Marktszenarien werden
mit Hilfe von Differenzen– oder Differentialgleichungen beschrieben.
. . . und Praxis Wie sieht die Realita¨t aus? Hier treffen Entscheider auf-
einander, die lediglich u¨ber unvollsta¨ndige Informationen in Bezug auf den
Markt verfu¨gen, da der Aufwand fu¨r die Informationsbeschaffung den Nut-
zen der Information ha¨ufig u¨bersteigt. Im u¨brigen wa¨ren die (menschlichen)
Entscheider nicht in der Lage, alle Informationen parallel zu verarbeiten,
wenn sie daru¨ber verfu¨gten. So kann das menschliche Gehirn z.B. nur ca.
sieben Informationseinheiten gleichzeitig verarbeiten [74].
Aus der differierenden Informationslage der Individuen ergeben sich ver-
schiedene Einscha¨tzungen des aktuellen Marktzustands. Daraus wiederum
entstehen unterschiedliche Erwartungen u¨ber die weitere Marktentwicklung.
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Die Motivation fu¨r den Handel liegt in der Absicherung gegen erwartete
unerwu¨nschte Zusta¨nde und im Ausscho¨pfen von vermuteten Gewinnpoten-
tialen. Die Ha¨ndler sehen Gelegenheiten fu¨r Spekulation und strategisches
Handeln. Der Markt ist in dieser Sicht psychologisch, organisch und unvoll-
kommen effizient [5].
Integration der Sichten Die Vorteile der beiden Marktsichten werden
durch die Integration verschiedener Modelle ausgescho¨pft. Die theoretische
Marktsicht beschreibt ein fundamentalanalytisches Herangehen an die Preis-
findung. Alle den Preis beeinflussenden Informationen und Faktoren werden
gesammelt, ausgewertet und fu¨r die Bildung der Preiserwartung verdich-
tet. Dieses Vorgehen findet sich in den Prognosemodellen und dem EVU–
Simulationsmodell in Abbildung 5.1 wieder. Diese Modelle bestimmen die
gewinnmaximalen Handelsentscheidungen eines Stromha¨ndlers auf Basis des
optimalen Einsatzes aller Bezugs– und Absatzressourcen des Energieversor-
gungsunternehmen. Verneint man die Existenz von Unsicherheiten bezu¨glich
der elektrischen Last, des zuku¨nftigen Spotpreises und der Verfu¨gbarkeit von
Kraftwerken, so bildet das EVU–Simulationsmodell den rationalen Entschei-
der der Finanztheorie ab. Bezieht man den Spotmarkt explizit als Absatz–
und Bezugsressource in dieses Modell ein, so wird die Ru¨ckkopplung vom
Spotmarkt auf die Erzeugung bereits hier deutlich.
Das Strategiemodell und das Handelsmodell gehen davon aus, dass sich
der Marktpreis durch die Interaktionen der Ha¨ndler bildet. Die Aktionen der
Ha¨ndler sind abha¨ngig von vorliegenden Marktinformationen, angewendeten
Handelsstrategien, verwendeten Verhandlungstaktiken sowie unterschiedli-
chen Preiserwartungen und Produktionskosten. Die Entscheidungen eines
Ha¨ndlers sind damit von vielen Faktoren abha¨ngig, die nicht in ein rationales
fundamentalanalytisches Modell eingebracht werden ko¨nnen. Diese Faktoren
werden daher im Strategiemodell abgebildet. Mit den getroffenen strategi-
schen Handelsentscheidungen tritt der Ha¨ndler am Markt auf, bietet an der
Strombo¨rse und handelt im OTC–Markt.
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Abbildung 5.1: Das integrierte Simulationsmodell
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5.3 Kopplung von Agenten– und Nicht–Agenten–
Verfahren
Bei der Entwicklung agenten–basierter Systeme muss man sich in besonde-
rem Maße der Fragestellung widmen, ob nicht eine ”einfachere“ Modellie-
rungstechnik existiert, mit der das gesteckte Ziel erreicht werden kann.
In [134] stellen Wooldridge und Jennings fest:
There are many applications for which conventional software
development paradigms (such as object–oriented programming)
are far more appropriate [als Agenten, d.Verf.]. Indeed, given the
relative immaturity of agent technology and the small number
of deployed agent applications, there should be clear advanta-
ges to an agent based solution before such an approach is even
contemplated.
Sie warnen zugleich davor, dem ”single technique syndrom“ zu verfallen: ”if
the only tool you possess is a hammer, then everything looks like a nail.“ [134]
Je mehr u¨ber das Verhalten eines Systems bekannt ist, desto geringer
ist die Notwendigkeit dieses mittels eines intentionalen Ansatzes zu erkla¨-
ren [133]. Die Modellierung eines Systems in Form von Agenten ist bei sehr
komplexen Systemen angebracht. Selbst dann, wenn eine komplette und ge-
naue Beschreibung der Systemarchitektur und der Arbeitsweise des kom-
plexen Systems vorliegt, kann eine mechanistische Erkla¨rung ungenu¨gend
sein [133].
Die Verwendung einer intentionalen Beschreibung ist no¨tig, wenn diese
die einfachste konsistente Beschreibung des Systems darstellt.
Es ist nicht erforderlich, das Simulationssystem als reines Agentensystem
aufzubauen. Wie Praxis und Literatur zeigen, gibt es fu¨r Teilbereiche der
hier betrachteten Doma¨ne nicht–agenten–basierte (also nicht–intentionale)
Modelle, die gute Resultate hervorbringen.
In dieser Arbeit wird die Agententechnologie fu¨r drei Dinge eingesetzt:
Erstens ist es Aufgabe der im folgenden zu erla¨uternden Agenten, den au-
tomatisierten Informationsfluss zwischen den Teilprozessen Last prognosti-
zieren, Preis prognostizieren, Tageseinsatzplanung und Handel zu gewa¨hr-
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Abbildung 5.2: Kopplung
leisten. Zweitens wird das Strategiemodell fu¨r den Bo¨rsen– und den OTC–
Handel als regelbasiertes System konzipiert. Drittens gru¨nden die Verhand-
lungen im OTC–Handel auf agenten–basierter Technik.
Nicht–agentenorientierte Modelle kommen dort zur Anwendung, wo sich
ihr Einsatz bewa¨hrt hat. Wie Abbildung 5.2 zeigt, wird zur Kopplung des
agentenorientieren und des nicht–agentenorientierten Modells eine Schnitt-
stelle eingesetzt. Diese dient zur U¨bersetzung der wissensbasierten Fakten
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des Agentensystems in Eingabedaten fu¨r das externe Programm, sowie zur
Ru¨cku¨bersetzung der Ergebnisse des externen Programms in neue Fakten
und zur U¨bergabe dieser Fakten an das agentenorientierte Programm.
5.4 Ein Rollenmodell
Im Kapitel 2 wurden der liberalisierte Energiemarkt und der Ablauf des
Spothandels (vgl. S. 23) ausfu¨hrlich dargestellt. Im folgenden Abschnitt geht
es darum, konkret die Rollen der Doma¨ne ”Spotmarkt fu¨r Elektrizita¨t“ zu
benennen, die in der MABS abzudecken sind.
Einem Vorschlag in [135] folgend werden die verschiedenen Rollen mit
ihren Protokollen und Aktivita¨ten, ihre Pflichten (responsibilities) und ihren
Rechten dargestellt.
Aktivita¨ten sind Berechnungen, die ein Agent durchfu¨hren muss, um sei-
ne Rolle zu erfu¨llen, ohne dass er mit anderen Agenten interagiert. Im Gegen-
satz hierzu wird durch Protokolle ein genaues Interaktionsmuster zwischen
Agenten definiert.
Die Pflichten einer Rolle geben an, welche Aufgaben der Rolle obliegen.
Hier wird unterschieden zwischen Sicherheitsaufgaben und sonstigen Aufga-
ben. Sicherheitsaufgaben dienen dazu, den Eintritt unerwu¨nschter Ereignisse
zu vermeiden. Beispielsweise ist es Sicherheitsaufgabe der Kraftwerkseinsatz-
planung, die Kraftwerke niemals u¨ber deren Kapazita¨tsgrenze zu betreiben.
In diesem Sinne wird ein Multi–Agenten–System als eine Sammlung von
Rollen mit vordefinierten Interaktionsmustern betrachtet.
Die Rollen innerhalb eines Energieversorgungsunternehmens ergeben sich
direkt aus den im Abschnitt 2.2.1 in Abbildung 2.3 dargestellten Prozessen.
Sie sind zu erga¨nzen um die Rollenbeschreibung des Auktionators und ei-
nes Netzbetreibers. Der Schwerpunkt dieser Arbeit liegt auf der Konzeption
der Handelsrollen und des Auktionators. Diese Rollen werden ab Seite 134
beschrieben. Das gesamte Rollensystem umfasst zusa¨tzlich ”unterstu¨tzen-
de“ Rollen wie Lastprognose, Preisprognose und Tageseinsatzplanung, deren
Modellierung im folgenden kurz dargestellt werden soll.
128 Ein Rollenmodell
5.4.1 Die Rollen
”
Preisprognose“ und
”
Lastprognose“
Die Aktivita¨ten der Rollen ”Lastprognose“ und ”Preisprognose“ bestehen
darin, auf Anfrage1 fu¨r die Handelsvorbereitung beno¨tigte Informationen
zur Verfu¨gung zu stellen. Hierzu bedienen sich die Rollen externer Modelle
zur Prognose. Die Informationen werden in Form von Fakten zur Verfu¨gung
gestellt und an den Anfragenden u¨bersendet. Es ist Aufgabe der Prognose-
rollen, sicherzustellen, dass sie keine Informationen an Unberechtigte (z.B.
die Ha¨ndler anderer Unternehmen) versenden.
Welche Prognosemethoden die Rollen verwenden, bleibt zuna¨chst offen.
Diese Entscheidung ist im Rahmen der Umsetzung des Konzeptes zu treffen.
Da die Prognosemethoden als ”rollenintern“ zu betrachten sind, haben sie
keine Auswirkungen auf die Interaktionen der Rollen mit den u¨brigen Rollen
im System.
Fu¨r die Preisprognosen bieten sich – wie im Kapitel 3 dargestellt – Neu-
ronale Netze oder technische Indikatoren als Prognosemodelle an.
5.4.2 Rolle
”
Tageseinsatzplanung“
Die Tageseinsatzplanung hat die Aufgabe, die Ha¨ndler durch die Bereit-
stellung eines gewinnmaximalen Produktionsplans zu unterstu¨tzen. Zur Be-
rechnung eines solchen Plans nutzt die Tageseinsatzplanung ein Modell aller
Bezugs– und Absatzressourcen des Unternehmens, in das insbesondere die
produktionsabha¨ngigen Kosten Eingang finden.
Fundamentalanalytisches Modell des Erzeugungsparks
Die Kosten, die sich auf der Angebotsseite auf den Preis auswirken, ko¨nnen
unterschieden werden nach produktionsabha¨ngigen und produktionsunab-
ha¨ngigen Kosten, sowie Steuern und Abgaben.
Steuern und Abgaben sind fu¨r alle Marktteilnehmer gleich. Sie ko¨nnen in
einem Simulationssystem ignoriert werden, da sie den sich bildenden Preis
1Um eine Anfrage beantworten zu ko¨nnen, bedarf es eines Versta¨ndnisses des Inhalts
der Anfrage. Hierzu muss eine Ontologie existieren. Die hier entwickelte und verwendete
Ontologie ist in Anhang C wiedergegeben.
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allenfalls um einen fixen Betrag vergro¨ßern.2
Zu den produktionsunabha¨ngigen Kosten geho¨ren die Kosten fu¨r die
Durchleitung, die sogenannten Durchleitungsentgelte. Durchleitungsentgel-
te machen in Deutschland ungefa¨hr 10 % des Strompreises aus [16] und
werden entfernungsunabha¨ngig berechnet. Da sie diskriminierungsfrei und
fu¨r alle Marktteilnehmer gleich hoch sind3, mu¨ssen sie im folgenden nicht
weiter betrachtet werden.
Weiterhin sind die Kosten fu¨r die Kapazita¨tsreservehaltung produktions-
unabha¨ngig. Die Notwendigkeit zur Vorhaltung von Reservekapazita¨t steht
außer Frage, will man keinen Versorgungsausfall riskieren. Als akzeptables
Risiko fu¨r einen Ausfall wird eine Wahrscheinlichkeit von 0,003 % angese-
hen [16]. Die Kosten fu¨r die Reservehaltung sind u¨berdurchschnittlich hoch.
Da die Reserveleistung schnell, d.h. innerhalb von wenigen Minuten zur
Verfu¨gung stehen muss, kommen fu¨r die Reservehaltung nur schnellstart-
bare Einheiten wie. z.B. Gas–und–Dampf–Anlagen (GuD–Anlagen) infrage.
Diese haben in aller Regel ungu¨nstige Kostenstrukturen. Die Kosten fu¨r
die Reservekapazita¨ten werden u¨blicherweise durch einen Aufschlag auf den
Arbeitspreis bei langfristigen Bezugsvertra¨gen verrechnet. Im kurzfristigen
Handelsbereich sind sie folglich uninteressant.
Die produktionsabha¨ngigen Kosten setzen sich zusammen aus den Kos-
ten fu¨r den Anfahrbrennstoff und den Kosten fu¨r den Wa¨rmebedarf. Beim
Anfahrbrennstoff ist zu unterscheiden, ob eine Erzeugungseinheit aus einem
kalten Zustand (Kaltstart) oder einem warmen Zustand (Warmstart) an-
gefahren wird. Ein Kaltstart verursacht wesentlich ho¨here Kosten, als ein
Warmstart.
Die Brennstoffkosten beeinflussen im Rahmen des Kraftwerkseinsatzes
den Strompreis in besonderem Umfang. Ha¨ufig werden im Mittellastbereich
Gaskraftwerke eingesetzt, da diese eine kurze Zugriffszeit haben. In der Folge
2Diese Einschra¨nkung gilt genau genommen nicht fu¨r in Kraft–Wa¨rme–
Kopplungsanlagen erzeugten Strom. Ab einer Jahresauslastung der KWK–Anlage
von mehr als 70 % entfa¨llt die Stromsteuer. Zusa¨tzlich erha¨lt der Produzent eine
Vergu¨tung fu¨r KWK–Strom.
3Soweit die Theorie und die Forderung des EnWG. Derzeit sind an deutschen Gerichten
verschiedene Verfahren anha¨ngig, die sich mit der Lu¨cke zwischen gesetzlicher Forderung
und ta¨glicher Praxis auseinandersetzen.
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ergibt sich eine hohe Korrelation von Gas– und Elektrizita¨tspreisen [16].
Gro¨ßere Energieversorgungsunternehmen mit eigenen Erzeugungsanla-
gen verfu¨gen u¨ber ein Portfolio verschiedener Produktionseinheiten und –
techniken. Diese Einheiten werden unter Beru¨cksichtigung von Lastprogno-
sen, technischen Aspekten (Zugriffszeit, Lasta¨nderungsgeschwindigkeit, Aus-
fallwahrscheinlichkeit, Revisionen) und Kostencharakteristika (Wirkungs-
grad, Anfahrkosten, Brennstoffkosten) der verschiedenen Kraftwerksarten
zum Einsatz gebracht. Die Erstellung eines kostenminimalen Produktions-
plans hat unter der Bezeichnung Unit Commitment Problem Eingang in die
Literatur gefunden [71,116].
Eine Modellierung der Erzeugungseinheiten, die sich an den physikali-
schen Eigenschaften der Kraftwerke orientiert, erfordert mithin die Anga-
be des Anfahrbrennstoffbedarfs bei Warmstart, des Zusatzbedarfs bei Kalt-
start, der maximalen Stillstandszeit, bis ein Kaltstart erforderlich wird, der
minimalen Betriebsdauer und der minimalen Stillstandsdauer des Brenn-
stoffbedarfs je Outputeinheit, sowie der maximalen Leistung des Kraftwerks.
Da im deutschen Energiemarkt nur sehr wenige Erzeuger u¨ber eigene
Erzeugungskapazita¨ten in nennenswertem Umfang verfu¨gen, ist alternativ
eine Modellierung denkbar, in der die Erzeugungskapazita¨ten in Art von
Bezugsvertra¨gen modelliert werden. Ein Bezugsvertrag wird dabei durch die
maximale Bezugsleistung, die minimale Abnahmemenge, die maximale Ab-
nahmemenge und die Funktion des Preises je MWh in Abha¨ngigkeit von der
Abnahmeleistung bestimmt.
Das Kostenrisiko wird fu¨r den Produzenten kleiner, wenn er die tatsa¨ch-
lich entstehenden Produktionskosten an seine Kunden weitergeben kann.
Hierfu¨r sind vier Modelle denkbar, die Pokalsky und Robinson ( [96], zitiert
in [16]) angeben:
Unit Specific Energy Mit dem Kunden wird eine genau bestimmte Pro-
duktionseinheit mit einem vorher festgelegten Prima¨renergietra¨ger ab-
gesprochen
System Average Energy Dem Kunden werden fu¨r jede abgenommene
Einheit die Durchschnittskosten der gesamten Elektrizita¨tsprodukti-
on des Kraftwerksbetreibers in Rechnung gestellt.
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Fix Price Energy Mit den Kunden wird ein fixer Einheitspreis vereinbart,
der unabha¨ngig von der jeweiligen Kostenstruktur des Produzenten
bleibt. In diesem Fall u¨bernimmt der Produzent das volle Marktpreis-
risiko.
Lambda Based Pricing Hier werden die Kosten fu¨r eine zusa¨tzlich pro-
duzierte Einheit Elektrizita¨t beru¨cksichtigt. Der Preis ist in starkem
Maß abha¨ngig von der Laststruktur und dem Kraftwerkseinsatzplan.
Da sich der Elektrizita¨tsmarkt in Deutschland mit der Liberalisierung
von einem Verka¨ufermarkt in einen Ka¨ufermarkt gewandelt hat, finden sich
zunehmend Fixpreisvereinbarungen im Einzelhandelsbereich. Damit kann
der Erzeuger seine tatsa¨chlichen Produktionskosten nicht an die Kunden
weiterreichen. Zusa¨tzliche Deckungsbeitra¨ge sind somit nur im Großhan-
delsbereich zu erwirtschaften. Demnach darf der Einzelhandelsmarkt in der
folgenden Betrachtung außer Acht gelassen werden. Er muss nicht kosten-
ma¨ßig bewertet und abgebildet werden. Lediglich die Summenlast ist fu¨r die
Modellierung der Nachfrage vonno¨ten.
Kritische Bewertung Die dargestellte Art der Modellierung von Bezugs-
vertra¨gen und Erzeugungseinheiten ist in der Praxis ga¨ngige Methode zur
Modellierung des eigenen Portfolios. Es ist unwahrscheinlich, dass das Port-
folio anderer Marktteilnehmer mit der gleichen Genauigkeit abgebildet wer-
den kann. Immerhin erfordert das Verfahren eine genaue Kenntnis der Erzeu-
gungsanlagen und Bezugsvertra¨ge konkurrierender Unternehmen und mithin
die Kenntnis einer großen Menge wettbewerbsrelevanter Daten. Diese sind
jedoch nicht o¨ffentlich zuga¨nglich.
Bei der Implementierung einer agenten–basierten Simulation des Ener-
giemarktes muss dementsprechend fu¨r das Portfolio fremder EVU auf andere
Modellierungen zuru¨ckgegriffen werden.
Unterstellt man rationales Verhalten, so bestimmen die variablen Er-
zeugungskosten eines potentiellen Handelspartners dessen Einsatz in einem
liberalisierten Markt [81]. In der Funktion der variablen Erzeugungskosten
ko¨nnen implizit die Leistungsgrenzen der einzelnen Blo¨cke, ihre von der
Leistung abha¨ngigen Kosten, Verschleiß und Betriebsstoffe beru¨cksichtigt
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werden. Anfahrkosten und Mindestbetriebs- und Mindeststillstandszeiten
im thermischen Erzeugungssystem eines potentiellen Handelspartners lasen
sich jedoch nicht beru¨cksichtigen. [81]. Der durch die Vernachla¨ssigung die-
ser zeitlich koppelnden Nebenbedingungen erzeugte Fehler liegt fu¨r ein rein
thermisches Erzeugungssystem bei 0,2 % bis 1,4 % der variablen Kosten
des Erzeugungssystem. Fu¨r ein hydrothermisches Erzeugungssystem liegt er
noch darunter [81].
Es ist davon auszugehen, dass der Scha¨tzfehler bei der Bestimmung der
Planungsdaten eines fremden Marktteilnehmers in einemWettbewerbsmarkt
zumindest in der gleichen Gro¨ßenordnung liegt, wie der aus der Vernachla¨s-
sigung der zeitlichen Nebenbedingungen resultierende Modellierungsfehler.
Merit–Order–Kurve Eine alternative Modellierung erha¨lt man durch
die Aufstellung der nach Grenzkosten aufsteigend geordneten Kurve der
Kraftwerke und Bezugsvertra¨ge, der sogenannten Merit–Order–Kurve. Dies
bietet sich fu¨r die Modellierung der Erzeugungsanlagen von fremden Ener-
gieversorgungsunternehmen an. Bower et al. geben in [10] eine Modellierung
fu¨r die Kraftwerke der acht wichtigsten deutschen Energieerzeuger, sowie
fu¨r 14 regionale Erzeugungsunternehmen an. Damit ergibt sich die in Abbil-
dung 5.3 dargestellte Grenzkostenkurve fu¨r das deutsche Erzeugungssystem.
Bei der Umsetzung des Konzeptes in ein ausfu¨hrbares Simulationssys-
tem ist keine Entweder–Oder–Entscheidung notwendig. Die externen Mo-
delle werden durch die Verwendung der Schnittstelle gekapselt. Ihre Aus-
gestaltung hat daher keinen Einfluss auf das Zusammenwirken der Rollen
Tageseinsatzplanung, Prognose und Handel im Agentensystem. Folglich ist
es mo¨glich, beide Modelle – sowohl das fundamentalanalytische Modell als
auch die unternehmensbezogenen Merit–Order–Kurven – im gleichen Simu-
lationssystem zu verwenden. Damit kann jedes simulierte Unternehmen so
genau abgebildet werden, wie es der eigene Kenntnisstand erlaubt.
Interaktionen Die Tageseinsatzplanung wird auf Anforderung anderer
Rollen ta¨tig. Die Rolle ist insofern auf einen reaktiven Agenten zugeschnit-
ten. Die Interaktionen mit anderen Rollen sind in Abbildung 5.4 dargestellt.
Der Prozess der Planung eines kostenoptimalen Produktionsplans wird
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Abbildung 5.3: Grenzkosten im deutschen Erzeugungssystem
durch eine Anfrage nach Freileistung oder Durchschnittskosten bzw. durch
eine Mitteilung u¨ber vera¨nderte Lasten angestoßen.
Erha¨lt die Tageseinsatzplanung entsprechende Nachrichten, so beschafft
sie ihrerseits die notwendigen Eingangsinformationen (hier Last– und Preis-
prognosen), um den kostenoptimalen Produktionsplan berechnen zu ko¨nnen.
Im Anschluss daran u¨bermittelt sie die angeforderten Informationen an den
Bo¨rsenha¨ndler bzw. den OTC–Ha¨ndler.
Die Interaktion mit dem Bo¨rsenha¨ndler findet ein Mal je Handelstag
statt. Nach Abschluss des Bo¨rsenhandels wird die Tageseinsatzplanung u¨ber
die Ergebnisse unterrichtet. Die Tageseinsatzplanung addiert die gehandel-
ten Volumina auf die Lastprognose und ersetzt die Preisprognose durch die
realisierten Marktpreise. Auf der Basis dieser Informationen wird erneut ein
kostenoptimaler Produktionsplan berechnet. Die Ergebnisse dieser Berech-
nung werden an den OTC–Ha¨ndler u¨bermittelt, der mittels dieser Informa-
tionen seine Handelsta¨tigkeit aufnimmt.
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Abbildung 5.4: Interaktionen der Tageseinsatzplanung
5.5 Ha¨ndlerrollen
Die Aufgabe der Ha¨ndleragenten ist es, die eigene Position im Rahmen des
Spothandels zu verbessern. Hierbei wird angenommen, dass die Ha¨ndler al-
le beno¨tigten Informationen u¨ber ihr eigenes Portfolio, jedoch nur geringe
Informationen u¨ber den Markt besitzen. Ihre Fa¨higkeiten, Informationen zu
sammeln und vorzuhalten, sind begrenzt. Die Agenten verfu¨gen u¨ber keine
Fa¨higkeit fu¨r strategische Schlussfolgerungen.
Als Marktinformationen stehen den Agenten die Spotpreise der letzten
Handelstage zur Verfu¨gung, sowie alle Informationen, die sie durch eine Be-
teiligung auf dem OTC–Markt erhalten, d.h. alle Angaben, die sich aus dem
Abschluss von bilateralen Vertra¨gen ableiten lassen (Preise, Mengen, Posi-
tionen der Kontrahenten, etc.).
Die Agenten verfolgen beim Handel zwei Ziele:
1. kontinuierliche Steigerung des eigenen Gewinns in jeder Zeiteinheit,
2. Erhaltung eines vorgegebenen Auslastungsgrades der eigenen Erzeu-
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gungsanlagen an jedem Handelstag.
Um diese Ziele zu erreichen, ko¨nnen die Agenten ihre Gebotspreise ent-
weder erho¨hen oder senken.
Bower et al. [10] fu¨hren an, dass die EVU auf den durch die Liberali-
sierung steigenden Wettbewerbsdruck unter anderem mit aggressiven Stra-
tegien zur Ausweitung des eigenen Marktanteils und den bereits erwa¨hnten
Fusionen geantwortet haben. Die Marketingstrategie lautete, mit dem besten
anderweitig gebotenen Preis gleichzuziehen oder diesen gar zu unterbieten.
Weiterhin deuten die Existenz von Preisspru¨ngen und deren fehlende Er-
kla¨rbarkeit (vgl. [77]) sowie die Untersuchungen verschiedener Forschungs-
gruppen (vgl. [77, 76, 24, 4]) auf ein strategisches Verhalten einiger Markt-
teilnehmer hin.
Der Wunsch der Energieerzeuger, den eigenen Marktanteil zu erhalten
und auszuweiten, wird durch die exogene Vorgabe eines minimalen Auslas-
tungsgrades der eigenen Anlagen simuliert. Verfehlt ein Agent den angepeil-
ten Auslastungsgrad, so wird er am na¨chsten Handelstag mit einer defensi-
ven Preisstrategie an den Markt herangehen. Dies kann zu einer Reduktion
des Gewinns fu¨hren und in der Vergangenheit erfolgreiche Strategien beein-
flussen. Da der Auslastungsgrad jedoch nur im Tagesdurchschnitt bestimmt
wird, die Preisfindungsstrategien jedoch je Zeiteinheit angewendet werden,
bleibt eine ausreichende Anzahl strategischer Optionen fu¨r die Erreichung
beider Ziele erhalten.
In den folgenden Abschnitten werden die Aktivita¨ten der Rollen ”Bo¨rsen-
ha¨ndler“ und ”OTC–Ha¨ndler“ bei der Gebotserstellung fu¨r den Bo¨rsenhandel
und die Teilnahme am OTC–Markt, sowie die Interaktionen mit den u¨brigen
Rollen beschrieben. Abschnitt 5.5.4 erla¨utert, wie die Agenten die gewonne-
nen Marktinformationen fu¨r die weiteren Handelsta¨tigkeiten einsetzen.
5.5.1 Rolle
”
Bo¨rsenha¨ndler“
Registrierung und Deregistrierung Der Bo¨rsenha¨ndler muss sich bei
einem Auktionator registrieren, um am Bo¨rsenhandel teilnehmen zu ko¨n-
nen. Die explizite Registrierung erlaubt es, auf einfache Art einen Handel
an mehreren Bo¨rsen zu ermo¨glichen oder Gruppen von Ha¨ndlern an unter-
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schiedlichen Bo¨rsen handeln zu lassen.
Er kann sich jederzeit beim Auktionator deregistrieren. Dann nimmt der
Bo¨rsenha¨ndler nicht la¨nger am Bo¨rsenhandel teil, wodurch die Menge der
Bo¨rsenha¨ndler wa¨hrend der Laufzeit des Agentensystems variiert werden
kann. Dieses Verfahren erho¨ht die Flexibilita¨t des Systems. So la¨sst sich
eine Fusion zwischen zwei EVU A und B darstellen, in dem sich der Ha¨nd-
ler B deregistriert, und zeitgleich das Portfolio aus Erzeugungsanlagen und
Liefervertra¨gen an Ha¨ndler A u¨bergeht.
Erstellung von Geboten Wichtigste Aufgabe des Bo¨rsenha¨ndlers ist die
Erstellung der Gebote fu¨r die Bo¨rse. Hierzu ist er auf Informationen von an-
deren Rollen angewiesen. Daher interagiert der Bo¨rsenha¨ndler mit den Rol-
len ”Lastprognose“, ”Preisprognose“ und ”Tageseinsatzplanung“ (vgl. Abbil-
dung 5.5).
Abbildung 5.5: Protokoll zur Erstellung von Bo¨rsengeboten
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Die Interaktionen beschra¨nken sich auf das Einholen der beno¨tigten In-
formationen (Lastprognose, Preisprognose, Freileistung4, Produktionskos-
ten). Aufgabe des Bo¨rsenha¨ndlers ist es, die gewonnenen Informationen aus-
zuwerten und in ein Gebot einfließen zu lassen.
Das Kalku¨l zur Erstellung des Kauf– und Verkaufgebots wird anhand der
Abbildungen 5.6 und 5.7 erla¨utert. Hierbei bezeichnet Qfix die von der Rol-
le Lastprognose vorhergesagte nicht beeinflussbare elektrische Last.5 Qsoll
gibt die zum angestrebten Auslastungsgrad geho¨rende Leistung an, wa¨h-
rend Qmax die maximale Kapazita¨t bezeichnet.
Der von der Rolle ”Preisprognose“ vorhergesagte Spotpreis wird durch
Pspot angegeben. Um diesen Spotpreis werden zwei Kennlinien gelegt, wie
in Abbildung 5.6 dargestellt. Die Absta¨nde der Kennlinien werden durch 1
und 2 angegeben. Sie mu¨ssen nicht identisch sein.
Der auf diese Art gewonnene Preiskorridor gibt die Erwartung des Bo¨r-
senha¨ndlers wieder, dass der Spotpreis innerhalb des Korridors liegen wird.
Zur Bestimmung von 1 und 2 zieht der Bo¨rsenha¨ndler eines von den drei
folgenden Kriterien heran:
• die Standardabweichung der Preise zur Stunde t in den letzten 30
Tagen, oder
• die Volatilita¨t der Preise mit einem Beobachtungszeitraum von 30 Ta-
gen, oder
• die Schwankungsbreite der Preise zur Stunde t in den letzten 30 Tagen.
Die Wahl des geeignetsten Kriteriums trifft jeder Agent selber.
Alle angegebenen Gro¨ßen sind von der Stunde t (t = 0 . . . 23) abha¨ngig,
wobei auf die explizite Angabe des Parameters der U¨bersichtlichkeit halber
verzichtet wurde.
4Freileistung meint hier die technische Freileistung. Diese entspricht der freien Kapazi-
ta¨t des Produktionsparks. Im Gegensatz dazu steht die wirtschaftliche Freileistung.. Diese
entspricht der bei gegebenem Preis P kostendeckend verkaufbaren Leistung
5Q′fix dient zur einfacheren Darstellung der im folgenden erla¨uterten Fallunterschei-
dungen. Fu¨r jeden Zeitpunkt existiert genau eine fixe Last.
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Abbildung 5.6: Erstellung von Kaufgeboten fu¨r den Bo¨rsenhandel
Kauf An der Bo¨rse wird Leistung eingekauft, solange dadurch die Gesamt-
kosten fu¨r die Bereitstellung der prognostizierten Last kleiner werden als im
Falle einer vollsta¨ndigen Eigenproduktion.
Bei der Erstellung des Kaufgebots werden die Ziele Gewinnmaximierung
und Erreichen eines vorgegebenen Auslastungsgrads (Qsoll) betrachtet. So-
lange diese Ziele beide erreicht werden, kauft der Bo¨rsenha¨ndler eine Leis-
tungseinheit ho¨chstens zu dem Preis, der seinen durchschnittlichen Produk-
tionskosten entspricht (Fall (i)). Wird durch einen Zukauf der angestrebte
Auslastungsgrad unterschritten, so muss durch den Kauf an der Bo¨rse ein
realer Gewinn entstehen. Das heißt, der gebotene Preis liegt unterhalb der
eigenen Produktionskosten (Fall (h)).
Der Bo¨rsenha¨ndler gibt sein Kaufgebot in Form von 16–Preis–Menge–
Tupeln ab. Hierzu teilt er die Strecke zwischen Qmin und Qfix in 16 a¨quidi-
stante Teilstu¨cke auf. Fu¨r die gefundene 16 Leistungspunkte Qi (i = 1 . . . 16)
bestimmt er die Einheitskosten, welche dann als Preis in die Preis–Menge–
Tupel eingehen.
Verkauf Es wird angenommen, dass der Bo¨rsenha¨ndler durch einen Ver-
kauf auf dem Spotmarkt eine Rendite r erwirtschaften mo¨chte. Zur Erhal-
tung seines Marktanteils ist er in begrenztem Umfang bereit, einen Verlust
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(a) bei erreichtem Auslastungsgrad
(b) bei nicht erreichtem Auslastungsgrad
Abbildung 5.7: Erstellung von Verkaufgeboten fu¨r den Bo¨rsenhandel
in Ho¨he von v % hinzunehmen. Renditeziel und maximaler Verlust werden
nicht exogen vorgegeben, sondern vom Bo¨rsenha¨ndler zur Laufzeit erlernt
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(vgl. hierzu Abschnitt 5.5.4).
Bei der Bestimmung der Verkaufsmengen und –preise ist zuna¨chst zu
unterscheiden, ob der angestrebte Auslastungsgrad Qsoll bereits durch die
fixe Last Qfix erreicht wurde oder nicht.
Qfix < Qsoll Im ersten Fall Qfix < Qsoll verfa¨hrt der Bo¨rsenha¨ndler
wie nachfolgend beschrieben. Solange der Auslastungsgrad noch nicht er-
reicht ist und die Durchschnittskosten K(Q) kleiner als der erwartete Spot-
preis Pspot sind, bietet der Bo¨rsenha¨ndler zu einem Preis von (1 + r)K(Q),
ho¨chstens jedoch zum erwarteten Spotpreis (Fall (a)). Mit anderen Worten
ist der Bo¨rsenha¨ndler bereit, auf die angepeilte Rendite zu verzichten, wenn
er dadurch Marktanteile gewinnen kann.
Steigen die Durchschnittskosten u¨ber den erwarteten Spotpreis, so ist
der Bo¨rsenha¨ndler bereit, in einem begrenzten Maß Verluste hinzunehmen,
wenn er dadurch Marktanteile gewinnen kann (Fall (b)).
Sobald der zu erzielende Auslastungsgrad erreicht wurde (Q ≥ Qsoll),
bietet der Bo¨rsenha¨ndler zu einem Preis, der ihm die angepeilte Rendite
garantiert (Fall (c)). Der letzte Fall (Fall (d)) ergibt sich aus dem moti-
vationalen Erkla¨rungsansatz von Mount (vgl. hierzu die Ausfu¨hrungen im
Abschnitt 2.5). Ist der gebotene Preis so hoch, dass er den Preis P+ u¨ber-
steigt, dann erho¨ht der Bo¨rsenha¨ndler seinen Angebotspreis zusa¨tzlich um
einen Anteil f . Der Preis je Leistungseinheit fu¨r die Lieferung einer Leistung
Q−Qfix ergibt sich dann zu P = (1 + r + f)K(Q).
Um ein Gebot mit 16–Preis–Menge–Tupeln abgeben zu ko¨nnen, unter-
teilt der Bo¨rsenha¨ndler die Strecke zwischen Qfix und Qmax in 16 a¨quidi-
stante Teilstu¨cke. Er erha¨lt so 16 Leistungspunkte Qi mit (i = 1..16). Fu¨r
jeden Leistungspunkt berechnet der Bo¨rsenha¨ndler den zugeho¨rigen Preis
anhand der oben angegebenen Regeln.
Qfix ≥ Qsoll Wird der Auslastungsgrad bereits durch Bereitstellung
der fixen LastQfix gedeckt, dann nimmt der Bo¨rsenha¨ndler nur noch bedingt
am Spothandel teil. Er verzichtet auf die Abgabe eines Gebots, wenn die
Durchschnittskosten K(Qfix) zur Bereitstellung der Leistung Qfix bereits
u¨ber dem erwarteten Spotpreis Pspot liegen (Fall (g)). Trifft das nicht zu, so
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bietet der Bo¨rsenha¨ndler analog zu Fall (c) und (d) (dargestellt als Fa¨lle (e)
und (f)).
Verarbeitung des Auktionsergebnisses Nach dem Eingang des Aukti-
onsergebnisses informiert der Bo¨rsenha¨ndler die u¨brigen Rollen u¨ber die fu¨r
diese wichtigen Ergebnisse. So teilt er dem OTC–Ha¨ndler sa¨mtliche gewon-
nen Marktinformationen mit, der Bilanzierung die realisierten Preise und
Handelsvolumina, der Preisprognose die realisierten Preise und der Tages-
einsatzplanung die neu kontrahierten Lieferleistungen.
5.5.2 Rolle
”
OTC–Ha¨ndler“
Der OTC–Ha¨ndler fu¨hrt die Handelsgescha¨fte im bilateralen Handel durch.
Der bilaterale Handel ero¨ffnet Mo¨glichkeiten, die eigene Position weiter zu
optimieren und zusa¨tzliche Informationen u¨ber den Zustand des Marktes
bzw. einzelner Marktteilnehmer zu sammeln. Der OTC–Ha¨ndler erha¨lt durch
den Handel zusa¨tzliche Marktinformationen, wie z.B. Preisinformationen,
Positionen anderer Marktteilnehmer (Ka¨ufer oder Verka¨ufer) und Mengen-
informationen.
Eine Kopplung von Bo¨rsenhandel und OTC–Handel findet u¨ber den
realisierten Market–Clearing–Price der Bo¨rse statt. Diese Preisinformation
dient dem OTC–Ha¨ndler als Eingabedatum fu¨r die Bestimmung seiner ei-
genen Position und der gebotenen Preise. Diese Modellierung reflektiert die
Erwartung, dass ”Referenzpreise fu¨r Strom [. . . ] die bo¨rsena¨hnlich zustande
kommen, die Preiskonditionen auch solcher Lieferungen, die nicht u¨ber die
Bo¨rse ablaufen, ganz wesentlich beeinflussen“ [125].
Bestimmung der Position Wa¨hrend des bilateralen Handels entscheidet
der OTC–Ha¨ndler anhand des in Abbildung 5.8 dargestellen Entscheidungs-
baums fu¨r jede Stunde, ob er einen Kauf oder einen Verkauf am Markt ta¨tigt.
Er verwendet dafu¨r vier Kriterien: Das erste Kriterium ist eine Einhaltung
der Kapazita¨tsgrenze. Sollte diese nicht eingehalten sein, z.B. als Ergebnis
des Bo¨rsenhandels, so tritt der Ha¨ndler solange als Ka¨ufer am Markt auf,
bis die Kapazita¨tsgrenze unterschritten ist.
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Abbildung 5.8: Der Entscheidungsbaum des OTC–Ha¨ndlers
Das Erreichen eines minimalen Auslastungsgrades stellt ein zweites Kri-
terium dar. Dieses Kriterium ist jedoch gegenu¨ber dem Durchschnittskos-
tenkriterium und dem Gewinnstreben nachrangig.
Das Durchschnittskostenkriterium basiert auf einer Regel von Ede et
al. [24]. Demnach sollte ein Ha¨ndler sich nicht am Handel beteiligen, wenn
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seine durchschnittlichen Produktionskosten u¨ber den gesamten Zeitraum
zwischen zwei Spitzenlaststunden ho¨her sind als der Durchschnittspreis in
den Spitzenlaststunden. Ist dieses Kriterium nicht erfu¨llt, so kann der OTC–
Ha¨ndler durch einen preiswerten Einkauf darauf hinarbeiten, es zu erfu¨llen.
Zuletzt bleibt die Position des OTC–Ha¨ndlers vom Market–Clearing–
Price abha¨ngig. Dieser wird vom Ha¨ndler als sehr hoch, hoch, mittel, niedrig
oder sehr niedrig wahrgenommen. Die Begriffe sind dabei wie folgt definiert:
sehr hoch
Pspot,t
K(Qt)
− 1 > rt (5.1)
hoch 0 <
Pspot,t
K(Qt)
− 1 ≤ rt (5.2)
mittel 0 =
Pspot,t
K(Qt)
− 1 (5.3)
niedrig 0 >
Pspot,t
K(Qt)
− 1 ≥ −vt (5.4)
sehr niedrig
Pspot,t
K(Qt)
− 1 < −vt (5.5)
Der Preis wird dementsprechend als sehr hoch empfunden, wenn der
Agent die angepeilte Rendite bei gegebener Last Qt = Qfix,t+Qspot,t+Qotc,t
realisieren ko¨nnte, und als hoch, falls das nicht der Fall ist, der MCP aber
noch u¨ber den eigenen Produktionskosten liegt. Liegt der MCP unter den
Produktionskosten aber nicht um mehr als v %, so wird der Preis als niedrig
empfunden, andernfalls als sehr niedrig.
In Abha¨ngigkeit vom empfundenen Preis entscheidet der OTC–Ha¨ndler
letztlich, ob er ein Kauf– oder ein Verkaufgescha¨ft ta¨tigt.
Festlegung der Maximal– und Minimalpreise Nachdem der Ha¨ndler
sich fu¨r die Position entschieden hat, legt er im zweiten Schritt bei einer
Kaufposition den maximal gebotenen Preis und bei einer Verkaufposition
den erwarteten Mindestpreis fest.
Je nach Zustand6 wird hierbei der mindestens oder ho¨chstens akzeptierte
Preis wie in Tabelle 5.2 festgelegt.
6Die Zustandsnummern sind in Abbildung 5.8 zu finden.
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Zustand akzeptierter Preis
1 max. Preis fu¨r Regelenergie
2 min. (1− v) K(Qmin)
3 max. (1− v) min{K(Q), K¯}
4, sehr hoch min. (1+r) K(Q)
4, hoch min. K(Q)
4, niedrig (1− v) K(Q)
5 max. min{K(Q), K¯}
6, sehr hoch min. (1 + r) K(Q)
6, hoch min. K(Q)
7 max. K(Q)
Tabelle 5.2: Preisfestlegung in Abha¨ngigkeit vom Zustand
Verhandlungsablauf Der OTC–Ha¨ndler handelt bis zu 24 Vertra¨ge par-
allel, d.h. je einen Vertrag pro Stunde. Nach erfolgreichem Abschluss eines
Vertrags fu¨r eine Stunde t bestimmt der OTC–Ha¨ndler sofort die na¨chste
Position fu¨r die Stunde t und beginnt bei Bedarf mit der na¨chsten Vertrags-
verhandlung. Der Abschluss eines Vertrages beru¨hrt zugleich die Positionen
der angrenzenden Stunden. Eventuell wird die Stunde t durch einen Einkauf
zu einer Spitzenlaststunde. Dadurch a¨ndern sich die Zeitra¨ume, fu¨r die das
Durchschnittskostenkriterium gelten soll.
5.5.3 Handelsablauf
Der Ablauf des Handels ist in Abbildung 5.9 dargestellt. Zu Beginn der Lauf-
zeit des Simulationssystems wird einmalig die Initialisierung durchgefu¨hrt.
Es schließt sich die Handelsvorbereitung an, in der die Prognose erstellt
und mittels des EVU–Simulationssystems die gewinnmaximalen Handels-
entscheidungen getroffen werden.
Mit diesen Informationen beginnt der Bo¨rsenha¨ndler, die Gebote fu¨r die
Auktion zu erstellen und erwartet hernach den Eingang des Bo¨rsenergebnis-
ses.
Nach Abschluss des Bo¨rsenhandels startet der OTC–Ha¨ndler mit dem
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bilateralen Handelsgescha¨ft.
Abbildung 5.9: Ablauf der Simulation
Ist der Handel beendet und die Simulationszeit noch nicht abgelaufen,
so werden die Handelsergebnisse im Rahmen einer Lernphase ausgewertet,
bevor der na¨chste Tag simuliert wird.
5.5.4 Auswertung der Handelsergebnisse
Nach Abschluss aller Handelsaktivita¨ten werden die Handelsergebnisse aus-
gewertet. Hierzu bedient sich der Ha¨ndler eines naiven Reinforcement Lear-
ning Algorithmus.
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Reinforcement Learning Kaebling et al. umschreiben Reinforcement
Learning (RI) als ”das Problem, dem sich ein Agent gegenu¨ber sieht, der
sein Verhalten durch ein Trial–and–Error–Verfahren in einem dynamischen
Umfeld erlernen muss.“ [53]
Abbildung 5.10: Standardmodell des Reinforcement Learning
Das Standardmodell des RI umfasst einen Agenten, der u¨ber Sensoren
und Aktoren mit seiner Umgebung gekoppelt ist (vgl. Abbildung 5.10). Vor
jeder Interaktion mit der Umwelt erha¨lt der Agent einen Eingabewert i als
Indikator fu¨r den aktuellen Zustand der Umwelt u¨ber seinen Sensor. Der
Agent wa¨hlt eine Aktion a, die die Umwelt in einen anderen Zustand u¨ber-
fu¨hrt. Der Wert, den diese Zustandsa¨nderung erzeugt, wird dem Agenten
in Form eines skalaren Reinforcement–Signals ρ zuru¨ckgegeben. Der Agent
sollte nun solche Aktionen auswa¨hlen, die u¨ber einen langfristigen Zeitraum
die Summe der Reinforcement–Signale erho¨hen.
In dem Marktszenario werden die aus den Handelsta¨tigkeiten resultieren-
den Marktinformationen, insbesondere die Preise, als Reinforcement–Signale
aufgefasst. Der Ha¨ndler setzt diese Informationen zur Anpassung seiner Ren-
diteerwartung r, seines akzeptierten Verlustes v sowie des zusa¨tzlichen Auf-
schlags auf die Gebotspreise f ein. Er fu¨hrt die Anpassung anhand folgender
Regeln durch, die in der Reihenfolge ihrer Pra¨zedenz angegeben sind:
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1. Wenn der angepeilte Auslastungsgrad nicht erreicht wurde, dann wird
fu¨r alle t rt gesenkt und vt erho¨ht.
2. Wenn der durchschnittlich erzielte Preis im OTC–Handel zu einer
Stunde t ho¨her (niedriger) ist als der Spotpreis Pspot,t, dann wird rt
erho¨ht (gesenkt) und vt gesenkt (erho¨ht).
3. Wenn der GewinnGd kleiner oder gleich dem GewinnGd−1 des Vortags
ist, dann wird rt fu¨r alle Stunden t zufa¨llig erho¨ht oder gesenkt.
4. Wenn Pspot,t > P+t fu¨r mindestens eine Stunde t ist, dann wird f
erho¨ht.
5. Wenn Pspot,t < P−t fu¨r mindestens eine Stunde t ist, dann wird f
gesenkt.
Regel 1 zwingt einen Ha¨ndler, seine Gebote mit niedrigeren Preisen zu
versehen, wenn er den angepeilten Auslastungsgrad nicht erreichen konnte.
Dies fu¨hrt unter Umsta¨nden zu sinkenden Gewinnen. Erzielt der Ha¨ndler im
OTC–Bereich bessere Preise als im Bo¨rsenhandel, so ist zu erwarten, dass die
Preise an der Bo¨rse in Zukunft steigen werden, da im Markt ein ”Kaufdruck“
existiert (Regel 2). Hat der Ha¨ndler seinen Auslastungsgrad erreicht und der
Gewinn ist gegenu¨ber dem Vortag gestiegen, dann wendet der Ha¨ndler am
na¨chsten Handelstag die gleichen Handelsstrategien an, andernfalls erho¨ht
er seine Renditeforderung (Regel 3).
Es ergibt sich, dass jeder Ha¨ndler seine Gewinnerwartungen wa¨hrend des
Simulationslaufs kontinuierlich anpasst. Dabei verwendet er die Handelsre-
sultate des letzten Tages als Vergleichskriterium fu¨r die Handelsresultate des
aktuellen Tages. Die sta¨ndige Anpassung der Gewinnerwartungen bewirkt,
dass die Ha¨ndler in einem andauernden Konkurrenzverha¨ltnis zueinander
stehen. Eine fortlaufende Erho¨hung der Gewinnerwartungen bei fixer Nach-
frage ist nicht mo¨glich, da an einem Punkt eine Erho¨hung des Gewinns eines
Ha¨ndlers zwangsla¨ufig zu einem Gewinnru¨ckgang bei einem anderen Ha¨ndler
fu¨hrt. Jener Ha¨ndler ist dann gezwungen, seine aktuelle Strategie aufzuge-
ben und zufa¨llig nach einer anderen erfolgreicheren Strategie zu suchen.
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5.6
”
Auktionator“ und
”
Netzbetreiber“
Der Auktionator steuert den Ablauf des Bo¨rsenhandels. Seine Aktivita¨ten
lauten:
Registrierungen/ Deregistrierungen besta¨tigen Meldet sich ein neu-
er Bo¨rsenha¨ndler an oder ab, so erha¨lt er eine Quittung u¨ber eine er-
folgreiche Registrierung bzw. Deregistrierung. Der Bo¨rsenha¨ndler wird
einer Liste von registrierten Ha¨ndlern hinzugefu¨gt bzw. von dieser ge-
strichen.
Auktionen ero¨ffnen Zur Ero¨ffnung einer Auktion sendet der Auktiona-
tor allen registrierten Bo¨rsenha¨ndlern eine Nachricht. Diese Nachricht
beinhaltet die Angabe des Tages, an dem die kontrahierte Leistung zu
liefern ist, sowie eine Deadline, bis zu deren Erreichen das Gebot beim
Auktionator eingegangen sein muss.
Gebote sammeln Der Auktionator sammelt alle eingehenden Gebote, so-
weit sie vor Erreichen der Deadline bei ihm eingehen.
Gebote aggregieren Alle rechtzeitig eingegangenen Gebote werden je Zo-
ne des U¨bertragungsnetzes zu einer Gesamtnachfrage und zu einem
Gesamtangebot aggregiert.
Netzkapazita¨t sichern Gemeinsam sichern der Netzbetreiber und der Auk-
tionator die Einhaltung der Netzrestriktionen im Rahmen der Aukti-
on. Hierzu u¨bersendet der Auktionator die nach Zonen aggregierten
Angebote und die aggregierte Nachfrage an den Netzbetreiber. Dieser
pru¨ft die Einhaltung der Restriktionen und stellt gegebenenfalls den
Auktionspreis fu¨r jede Zone fest.
MCP berechnen Falls kein Netzengpass, auftritt berechnet der Auktiona-
tor fu¨r jede Stunde des gehandelten Tages den MCP. Er ergibt sich als
Schnittpunkt aus Nachfrage– und Angebotskurve. Andernfalls erha¨lt
er vom Netzbetreiber fu¨r jede Zone einen eigenen Preis und stellt diese
Preise als zonale MCP fest (vgl. Abschnitt 5.6.1).
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Handelsmengen berechnen Die Handelsmengen fu¨r jeden registrierten
Bo¨rsenha¨ndler und jede Stunde werden anhand der von den Ha¨ndlern
abgegebenen Gebote berechnet. Die vom Ha¨ndler kontrahierte Leis-
tung ergibt sich fu¨r jede Stunde in Abha¨ngigkeit von dem fu¨r diese
Stunde festgestellten MCP bzw. zonalen MCP.
Marktergebnisse vero¨ffentlichen Nach Abschluss der Auktion werden
die Marktergebnisse vom Auktionator vero¨ffentlicht. Das heißt, er sen-
det jedem registrierten Bo¨rsenha¨ndler eine Nachricht, welche die MCP
und die MCV fu¨r alle Stunden entha¨lt, sowie die Handelsmenge, die
der Empfa¨nger in jeder Stunde gehandelt hat.
Abbildung 5.11: Interaktionen des Auktionators mit anderen Rollen
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Abbildung 5.11 verdeutlicht die Interaktionen des Auktionators mit den
am Bo¨rsenhandel beteiligten anderen Rollen.
5.6.1 Rolle
”
Netzbetreiber“
Das U¨bertragungsnetz Der Marktpreis fu¨r Strom bildet sich an den
Strombo¨rsen in Abha¨ngigkeit von den Restriktionen des U¨bertragungsnet-
zes. Das U¨bertragungsnetz hat genau dann einen Einfluss auf den Markt-
preis, wenn die U¨bertragungskapazita¨t zwischen mindestens zwei Zonen des
U¨bertragungsnetzes kleiner ist als die zwischen diesen Zonen auszutauschen-
de Strommenge. Das bedeutet, es kommt zu einem Netzengpass. Um das
Engpassproblem zu lo¨sen, beno¨tigt man eine geeignete Zielfunktion. Als
Zielfunktion wird hier die utilitaristische Wohlfahrtsfunktion gewa¨hlt. Wie
Bentham 1789 formulierte, wird mit dieser Zielfunktion ”der gro¨ßte Nutzen
der gro¨ßten Zahl“ von Individuen angestrebt (zitiert in [13]). Die Wohlfahrts-
funktion wird definiert als die Summe der Nutzenfunktionen der einzelnen
Individuen.
Betrachtet man die Einka¨ufer im Großmarkt, so kann man mit Hilfe der
Zahlungsbereitschaft ein Nutzenmaß definieren. Hierzu sei P (Q) die Inverse
der Nachfragefunktion der Verbraucher, d.h. P (Q) gibt den Preis an, zu dem
ein Nachfrager eine Menge Q zu kaufen bereit ist. Die Zahlungsbereitschaft
V () ist damit definiert als:
V (Q) =
Q∫
0
P (x)dx (5.6)
Einka¨ufer werden bei steigenden Preisen eine immer geringere Nachfrage
nach Elektrizita¨t haben. Die Nachfragefunktion Q(P) ist daher monoton
fallend.
Die Erzeuger hingegen werden bei steigenden Preisen gro¨ßere Mengen
auf dem Markt anbieten. Daher ist die Angebotsfunktion S(P ) monoton
steigend.
Es sei Vi(Qi) die Zahlungsbereitschaft eines Nachfragers i ∈ N bei Nach-
fragemenge Qi und Kj(Sj) die Stu¨ckkosten, zu denen ein Erzeuger j ∈ E
die Angebotsmenge Sj am Markt verkauft. Setzt man einen kostenminima-
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len Kraftwerkseinsatz voraus, so ist die Funktion K() monoton steigend [81]
und konvex.
Dann ergibt sich mit der utilitaristischen Wohlfahrtsfunktion als Ziel-
funktion:
max
∑
i∈N
Vi(Qi)−
∑
j∈E
Kj(Sj)Sj (5.7)
Abbildung 5.12 verdeutlicht die Bedeutung dieser Zielfunktion. Die ein-
gezeichnete Nachfragefunktion beschreibt die normale Reaktion eines Nach-
fragers auf Preisa¨nderungen. Mit steigendem Preis nimmt die Nachfrage ab.
Dies entspricht letztlich dem Gesetz vom abnehmenden Grenznutzen. Da
jede zusa¨tzlich konsumierte Einheit einen geringeren Nutzenzuwachs ver-
schafft, fragt der Nachfrager nur bei sinkenden Preisen mehr von einem Gut
nach.
Abbildung 5.12: Grafische Veranschaulichung der Zielfunktion
Beispielsweise ist bei dem angegebenen Preis Pspot die nachgefragte Men-
ge Qspot. Das bedeutet aber, dass die Nachfrager im Umfang der rot einge-
zeichneten Fla¨che eine Rente, die sogenannte Konsumentenrente, beziehen.
Denn die Nachfrager sind ja gema¨ß der Nachfragefunktion bereit, fu¨r je-
de einzelne Einheit die Preise entlang der Nachfragefunktion zu bezahlen.
Daher kann die Nachfragefunktion als die Linie der marginalen Zahlungsbe-
reitschaft interpretiert werden.
Der Nutzen der Nachfrager ergibt sich, aus der Differenz aus marginaler
Zahlungsbereitschaft und den Kosten, die fu¨r den Konsum des Gutes entste-
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hen. Da im Marktgleichgewicht gilt, dass das Produkt aus Preis und Nach-
frage (Pspot Qspot) gleich dem Produkt aus Preis und Angebot (Pspot Sspot)
ist, bleibt in der Zielfunktion nur noch die Konsumentenrente (der Nutzen
der Konsumenten) als Zielkriterium bestehen.
Das oben angegebene Problem ist ein konvexes Flussproblem. Nach Vor-
aussetzung ist die Nachfragefunktion Q(P ) und damit auch deren inverse
Funktion P (Q) monoton fallend. Dann ist aber −P (Q) monoton steigend
und folglich das Integral u¨ber −P (Q) konvex. Des weiteren ist K(S) konvex.
Da die Summe konvexer Funktionen konvex ist, ist die gesamte Zielfunktion
konvex.
Damit kann das konvexe Flussproblem in ein Minimum–Kosten–Problem
transformiert werden:
max
∑
i∈N
Vi(Qi)−
∑
j∈E
Kj(Sj)Sj (5.8)
⇔ min
∑
j∈E
Kj(Sj)Sj −
∑
i∈N
Qi∫
0
Pi(x)dx (5.9)
⇔ min
∑
j∈E
Kj(Sj)Sj +
∑
i∈N
Qi∫
0
−Pi(x)dx (5.10)
Ka¨ufer, die am gleichen Punkt an das U¨bertragungsnetz mit der Netz-
topologie T angeschlossen sind, ko¨nnen in Bezug auf das Netzwerk als ein
Ka¨ufer betrachtet werden, dessen Nachfragefunktion der Summe der Nach-
fragefunktionen der einzelnen Ka¨ufer entspricht. Analog ko¨nnen die Anbieter
eines Anschlusspunktes zu einem Anbieter zusammengefasst werden. Damit
la¨sst sich das Minimum–Kosten–Problem darstellen durch:
min
∑
k∈T
Kk(Sk)Sk + Qk∫
0
(−1)Pk(y)dy
 (5.11)
Entscheidungsvariable des Netzflussproblems sind die Preise in den ver-
schiedenen Zonen des U¨bertragungsnetzes. Als Nebenbedingungen ergeben
sich Kapazita¨tsrestriktionen auf den einzelnen U¨bertragungswegen des Netz-
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werks und der Ausgleich von Angebot und Nachfrage u¨ber das gesamte Netz-
werk (Flußerhaltungsrestriktionen) hinweg.
Angebot und Nachfrage an einem Anschlusspunkt des Netzwerkes ko¨n-
nen ebenfalls als Flu¨sse dargestellt werden, indem man eine ku¨nstliche Quelle
A und eine ku¨nstliche Senke Ω in das Netzwerk einfu¨gt. Die Quelle A bietet
eine beliebig große Menge an, die Senke Ω fragt eine beliebig große Menge
nach.
Abbildung 5.13: Schematische Darstellung des Netzflussproblems
Unter der Voraussetzung, dass die Angebots– und Nachfragefunktionen
stu¨ckweise linear sind, ergibt sich ein quadratisches Minimum–Kostenpro-
blem. Dieses kann in polynomieller Zeit gelo¨st werden, z.B. mit dem δ–
scaling–Algorithmus. [1]
Vom Verteilnetz wird abstrahiert. Es werden nur Engpa¨sse auf der U¨ber-
tragungsnetzebene betrachtet. Die eigentlich zu betrachtenden Netzunter-
nehmen werden zu einem Netzbetreiber zusammengefasst. Dies erscheint
zum einen aus Gru¨nden der Vereinfachung sinnvoll. Zum anderen sehen
wir a¨hnliche Konstellationen in Skandinavien. Dort wird auf der Ebene der
Strombo¨rse ”NordPool“ nur ein Engpassmanagement fu¨r die Kuppelpunkte
zwischen den sechs Teilnetzen betrieben. Wie die Durchleitung innerhalb der
154 Agenten– und Beziehungsmodell
Teilnetze geschieht, liegt in der Verantwortung der norwegischen, finnischen
oder schwedischen U¨bertragungsnetzgesellschaften.
5.7 Agenten– und Beziehungsmodell
Rollen und Agenten stehen ha¨ufig in einer 1:1–Beziehung zueinander, jedoch
ist das nicht zwangsla¨ufig so. Bei der Entscheidung, wie das Rollenmodell
in ein Agentenmodell u¨berfu¨hrt wird, sind zwei Aspekte zu beachten: Je
mehr Rollen in einem Agenten vereinigt werden, desto schwieriger ist es,
die Funktionsweise des Agenten zu verstehen und die Konsistenz zu sichern.
Andererseits gilt: je mehr verschiedene Agenten das letztlich implementierte
Multi–Agenten–System umfasst, desto gro¨ßer sind die Anforderungen an die
verwendeten Rechenanlagen und desto mehr mu¨ssen Effizienzu¨berlegungen
angestellt werden.
Abbildung 5.14: Das Agentenmodell
In der vorliegenden Konzeption wurden die unterschiedlichen Rollen zu
wenigen Agententypen zusammengefasst, so wie in Abbildung 5.14 darge-
stellt.
Der ForecastAgent vereinigt die Prognoseaufgaben. Beide Prognosen wer-
den ein Mal je Handelstag abgefragt. Der entsprechende Agent hat also re-
lativ viel Leerlaufzeit. Dennoch ist von der Aufgabenstellung keine weitere
Aktivita¨t geeignet, zum ForecastAgent hinzugefu¨gt zu werden.
155
Der UtilityAgent u¨bernimmt die Tageseinsatzplanung. Hier wurde ein
eigener Agententyp geschaffen, um das Modell leicht erweitern zu ko¨nnen.
Es ist zu beachten, dass die Konzeption keine Aussagen u¨ber die Art der
Implementierung der Agenten macht.
Ein TraderAgent u¨bernimmt die definierten Handelsrollen sowie die Aus-
wertung der Handelsergebnisse. Hier ist entscheidend, dass die Handelsrollen
auf den Markt ausgerichtet sind und Bo¨rsen– und OTC–Handel sequentiell
ablaufen.
Der AuctioneerAgent vereinigt die Rollen Auktionator, Netzbetreiber
und Zeitgeber. Im Rahmen der Auktion kooperieren Auktionator und Netz-
betreiber sehr eng, so dass eine Trennung der Funktionen nicht angebracht
ist. Tatsa¨chlich liefert der Netzbetreiber in jedem Fall die Preise, wenn er
das Netzflussproblem lo¨st. Nach der Auktion ist der Auktionator ”arbeits-
los“. Der AuctioneerAgent u¨berwacht dann in seiner Rolle als Netzbetreiber
die Einhaltung der Netzrestriktionen wa¨hrend des OTC–Handels. Die Phase
des OTC–Handels schließt sich direkt an das Auktionsende an. Daher sendet
der AuctioneerAgent nach dem Versand der Auktionsergebnisse das Startsi-
gnal fu¨r den OTC–Handel. Er ist dadurch zugleich u¨ber den Endzeitpunkt
des OTC–Handels informiert und ruft nach Eintritt dieses Zeitpunkts zu
einer neuen Auktion auf.
Abbildung 5.15: Das Beziehungsmodell
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Beziehungsmodell Das Beziehungsmodell definiert die Kommunikations-
wege zwischen den Agenten. Es ist in Abbildung 5.15 wiedergegeben. Fo-
recastAgent und UtilityAgent kommunizieren nur mit dem Traderagenten
des gleichen Unternehmens. So wird sichergestellt, dass unternehmensinterne
Daten nicht an fremde Agenten verschickt werden und die Informationssi-
cherheit des Energieversorgungsunternehmens nicht verletzt wird.
Damit wird ein Mal mehr die Heterogenita¨t des Systems deutlich. Je-
der TraderAgent verfu¨gt nur u¨ber die Informationen, die ihm von den an-
deren Agenten seines Unternehmens zur Verfu¨gung gestellt werden, sowie
u¨ber MCP, MCV und alle Vertra¨ge, die er mit einem anderen Traderagen-
ten abgeschlossen hat. Informationen u¨ber Vertra¨ge die Dritte miteinander
abgeschlossen haben oder Last– bzw. Preisprognosen, die von anderen Tra-
derAgents verwendet werden, stehen ihm nicht zur Verfu¨gung.
Kapitel 6
Prototypische Umsetzung
Um die grundsa¨tzliche Eignung des entwickelten Konzepts zur Simulation
des Spothandels fu¨r Elektrizita¨t zu u¨berpru¨fen, wurde ein Prototyp des Si-
mulationssystems entworfen. Im folgenden Abschnitt 6.1 wird zuna¨chst der
softwaretechnische Aufbau des Protoypen und anschließend in Abschnitt 6.2
das im Prototypen modellierte Marktszenario erla¨utert. In Abschnitt 6.3
werden die mit dem Prototypen gewonnenen Ergebnisse vorgestellt. Ab-
schnitt 6.5 gibt U¨berlegungen zur weiteren Entwicklung des Prototypen hin
zu einem ”Labor“ wieder, sowie zur U¨bertragbarkeit des Konzeptes und der
Realisierung auf andere Gu¨terma¨rkte.
6.1 Softwaretechnischer Aufbau
Der Aufbau des Prototypen ist in Abbildung 6.1 dargestellt. Um einen
funktionsfa¨higen Prototypen zu erhalten, war es notwendig, alle im Kon-
zept angegebenen Agententypen zu implementieren. Durch den Einsatz des
Agenten–Toolkits ZEUS beschra¨nkt sich der Aufwand fu¨r die Implemen-
tierung hierbei auf die doma¨nenspezifischen Anteile. Der gesamte Prototyp
wurde in der Programmiersprache JAVA implementiert.
ZEUS – The Agent Building Toolkit ZEUS ist ein Open–Source–
Projekt, das von einer Forschungsgruppe der British Telecom geleitet wird
(vgl. [17,93,7]). Das ZEUS–Toolkit stellt die wesentlichen Funktionen fu¨r den
Aufbau eines Multi–Agenten–Systems zur Verfu¨gung. Insbesondere steht ein
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Abbildung 6.1: Aufbau des Prototypen
Kommunikationsnetzwerk zur Verfu¨gung, und durch den Einsatz eines zen-
tralen ”Adressbuches“ (Agent Name Server) existiert die Mo¨glichkeit, das
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Agentensystem auf verteilten Rechneranlagen ablaufen zu lassen.
ZEUS liefert alle Komponenten fu¨r das Nachrichten–Handling, inklusive
einer regelverarbeitenden Einheit, die fu¨r einfaches reaktives Verhalten der
Agenten zur Verfu¨gung steht. Ein Planungs- und Ausfu¨hrungsmechanismus
erlaubt es ZEUS–Agenten zudem proaktiv zu handeln.
ZEUS–Agenten sind doma¨nenunabha¨ngig. Durch die Klassen ZeusExter-
nal und das Objekt AgentContext steht dem Entwickler eine Schnittstelle
zur Verfu¨gung, u¨ber die er die Methoden des ZEUS–Agenten aufrufen und
den ZEUS–Agenten um die doma¨nenspezifischen Aspekte erweitern kann.
Persisente Datenbank Zur langfristigen Speicherung historischer und si-
mulierter Daten wurde im Rahmen dieser Forschungsarbeit ein Datenmodell
auf der Basis einer relationalen Datenbank entwickelt. Als Datenbanksystem
wurde eine ORACLE–Datenbank eingesetzt.
Ontologie Eine gemeinsame Ontologie ist die Grundlage fu¨r eine Versta¨n-
digung der Agenten eines Multi–Agenten–Systems. Fu¨r das hier entworfene
Handelssystem fu¨r Elektrizita¨t wurde die in Anhang C angegebene Ontologie
entworfen. Mit Hilfe des im ZEUS–Projekt enthaltenen Ontologie–Editors
wurde diese Ontologie in maschinenlesbaren Code umgesetzt. Die in der
Ontologie definierten Begriffe stehen den Agenten zur Laufzeit in einer Da-
tenbank (Ontology DB) zur Verfu¨gung. Ein Begriff der Ontologie entspricht
dabei einem Objekt, dessen Attribute von den Agenten gesetzt und gelesen
werden ko¨nnen.
Forecast Agent Der Forecast Agent wurde so implementiert, dass er so-
wohl Last– als auch Preisprognosen liefert. Lastprognosen werden anhand
von historischen Daten erzeugt, die zufa¨llig mit einem Fehler von ± 5 %
beaufschlagt werden. Die historischen Daten liegen in einer persistenten Da-
tenbank vor, die u¨ber eine JDBC–Schnittstelle angesprochen wird.
Zur Erstellung von Preisprognosen wurden verschiedene Verfahren vorge-
sehen: Zum ersten wurden Verfahren der Technischen Analyse und hier ins-
besondere Verfahren Gleitender Durchschnitte, zudem eine Schnittstelle zu
der Prognosesoftware BoFiT–LP implementiert. An der Software BoFiT–LP
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selber wurde keine Implementierung vorgenommen. Die verwendeten neuro-
nalen Prognosemodelle, die in Abschnitt 3.4 dargestellt sind, entstanden
jedoch im Rahmen dieser Arbeit.
Utility Agent Der Utility Agent u¨bernimmt die Rolle der Tageseinsatz-
planung. Um die Produktionskosten bei gegebener Last fu¨r einen vorgege-
benen Zeitraum zu bestimmen, wurden zwei verschiedene Verfahren vorge-
sehen. Damit ist es dem Anwender mo¨glich die Erzeugungssysteme der im
Simulationssystem modellierten Marktteilnehmer so genau abzubilden, wie
es sein Wissen u¨ber diese zula¨sst.
Verfu¨gt der Anwender u¨ber vergleichsweise wenig Kenntnisse u¨ber das
Erzeugungssystem eines zu modellierenden Agenten, so kann er dessen Er-
zeugungssystem anhand einer Merit–Order–Kurve darstellen.
Bei einem hinreichend großen Detailwissen u¨ber das Erzeugungssystem
eines zu modellierenden Energieversorgungsunternehmens (z.B. des eige-
nen), bietet sich die Modellierung des Erzeugungssystems inklusive der zeit-
lich koppelnden sowie systemkoppelnden Nebenbedingungen an. Im Rahmen
des Prototypen wurde hierzu eine Schnittstelle zu dem Energiemanagement-
system BoFiT–TEP implementiert. Wiederum gilt, dass an der Software
BoFiT–TEP keine A¨nderungen vorgenommen wurden. Die Modellierung der
Erzeugungssysteme der simulierten Energieversorgungsunternehmen gesch-
ah jedoch teilweise im Rahmen dieser Forschungsarbeit.
Trader Agent Der Trader Agent verfu¨gt u¨ber diverse Verfahren und Pro-
tokolle, um am Bo¨rsen– und OTC–Handel teilnehmen zu ko¨nnen. Zur Er-
stellung von Bo¨rsengeboten wurden die in Anhang A dargestellten und in
Abschnitt 5.5.1 erla¨uterten Regeln implementiert. Zudem wurden die Inter-
aktionsprotokolle zwischen den von den Agenten umfassten Rollen imple-
mentiert (vgl. Abschnitte 5.4.1, 5.5.1 und 5.6).
Fu¨r den OTC–Handel wurden die durch den Entscheidungsbaum (vgl.
Abbildung 5.8) gegebenen Regeln implementiert, wobei man die Handelstak-
tiken nach der Strategie des Moderate Conceder fixierte.
Die Adaption der Trader Agenten an eine sich wandelnde Umwelt wurde
durch die Implementierung eines Reinforcement–Learning–Algorithmusses
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auf Basis der in Abschnitt 5.5.4 angegebenen Lernregeln erzielt.
Auctioneer Agent Der Auctioneer Agent leitet das Bo¨rsengeschehen.
Entsprechend dem in Abbildung 5.11 angegebenen Protokoll ruft er in re-
gelma¨ßigen Zeitabsta¨nden zur Teilnahme an der na¨chsten Auktion auf. Je
simuliertem Tag findet eine Auktion statt.
Im u¨brigen ist der Auctioneer Agent als reaktiver Agent implementiert.
Er erwartet nach dem Aufruf zur Teilnahme den Eingang der Bo¨rsengebote
und verarbeitet diese, sobald alle Gebote eingegangen sind oder die vorher
festgesetzte Deadline erreicht wurde.
Zur Gebotsverarbeitung war die Implementierung eines Algorithmusses
zur jeweils getrennten Aggregation von Verkaufgeboten und Kaufgeboten,
sowie zur Schnittpunktbestimmung aus den resultierenden Angebots– und
Nachfragekurven notwendig.
Im u¨brigen fu¨hrt der Auctioneer Agent die Bestimmung der gehandelten
Volumina jedes Marktteilnehmers durch und versendet die Handelsresultate
an die jeweiligen Ha¨ndler. Hierbei wird jeder Ha¨ndler nur u¨ber die eigenen
Handelsresultate und die o¨ffentlichen Informationen (Marktpreis, Marktvo-
lumen) informiert.
Auf die Abbildung eines U¨bertragungsnetzes wurde im Prototypen ver-
zichtet.
6.2 Das Marktszenario des Prototypen
Im Prototypen wurden fu¨nf Energieversorgungsunternehmen modelliert, die
ein großes, zwei mittlere und zwei kleine EVU repra¨sentieren. Auf eine Ab-
bildung des U¨bertragungsnetzes wurde verzichtet.
6.2.1 Langfristiger Absatz
Die Betrachtungen beschra¨nken sich auf einen Zeitraum von 56 Tagen im
Sommer eines Jahres. Die Ganglinien des langfristig kontrahierten Absatzes
wurden aus historischen Ganglinien verschiedener deutscher EVU gewonnen
und proportional an die Erzeugungskapazita¨t der Modell–EVU angepasst.
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EVU–Bezeichnung Auslastung
max. min. mittel
G 46 % 17 % 31 %
M1 95 % 36 % 64 %
M2 45 % 15 % 34 %
K1 447 % 163 % 306 %
K2 456 % 104 % 245 %
Gesamt 58 % 23 % 41 %
Tabelle 6.1: Auslastung der eigenen Erzeugungsanlagen aus langfristigem
Absatz
Die Verwendung der Ganglinien eines charakteristischen Tages war ausge-
schlossen, da sonst die Lastspitzen und die Lastta¨ler bei allen Modell–EVU
zeitgleich aufgetreten wa¨ren. Dies widerspricht der grundlegenden Motivati-
on fu¨r den Handel.
Tabelle 6.1 gibt verschiedene Kenngro¨ßen der Auslastung der jeweiligen
Erzeugungssysteme durch den langfristigen Absatz im betrachteten Zeit-
raum an. Es ist ersichtlich, dass die Modell–EVU bezu¨glich des Handels
ga¨nzlich unterschiedliche Positionen einnehmen. G, M1 und M2 befinden
sich in einer Long–Position, d.h. sie verfu¨gen u¨ber mehr Erzeugungsleis-
tung als langfristig kontrahierte Lasten. K1 und K2 hingegen stehen in einer
Short–Position.
6.2.2 Erzeugungsanlagen
Der modellierte Markt umfasst Erzeugungseinheiten mit einer Kapazita¨t
von insgesamt 33.879 MW, die sich wie in Tabelle 6.2 dargestellt auf die
verschiedenen Marktteilnehmer aufteilen.
Die Erzeugungskapazita¨ten wurden durch ihre Grenzkosten in Form ei-
ner Merit–Order–Kurve dargestellt. Auf die Betrachtung von Revisionen
und Ausfa¨llen wurde verzichtet. Die Grenzkosten wurden fu¨r die Modell–
EVU G, M1 und M2 der Tabelle aus [10] entnommen. Fu¨r K1 wird das
in Abschnitt 3.3 verwendete Modell 2 eingesetzt. Fu¨r K2 lag ein histori-
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EVU–Bezeichnung Erzeugungsleistung
(MW)
Marktanteil an
Erzeugungskapazi-
ta¨ten (%)
G 21.818 64,39
M1 8.910 26,29
M2 3.030 8,94
K1 94 0,27
K2 27 0,07
Tabelle 6.2: Erzeugungskapazita¨t je EVU
scher Lastgang vor und anhand von [84] ermittelte man die Erzeugungsan-
lagen des zugeho¨rigen Energieversorgungsunternehmens. Zur Bestimmung
der Grenzkostenkurve fanden fu¨r die unterschiedlichen Typen von Kraft–
und Heizkraftwerken die Kosten gema¨ß der Tabelle aus [10] Verwendung.
Abbildung 6.2 gibt die Kurve der Systemgrenzkosten im prototypischen
Modell wieder.
6.2.3 Spotmarkt
Zum Stromhandel steht den Modell–EVU eine Bo¨rse und der OTC–Markt
zur Verfu¨gung. An der Bo¨rse werden im Rahmen einer zweiseitigen Auktion
24 Stundenprodukte gehandelt.
Im Stundenhandel ko¨nnen je Stunde beliebige Mengen umgesetzt wer-
den. Die Ha¨ndler geben hierzu Gebote gema¨ß Abschnitt 5.5.1 ab.
6.3 Untersuchungsergebnisse
Die grundlegende Frage ”La¨sst sich das Marktgeschehen im Energiemarkt
mit Hilfe einer agenten–basierten Simulation darstellen?“ kann weder anhand
des vorliegenden Prototypen mit einem klaren JA oder NEIN noch durch
einen analytischen Beweis beantwortet werden. Diese Frage la¨sst sich bes-
tenfalls induktiv beantworten, indem das Verhalten des Simulationssystems
beobachtet und mit dem Verhalten des realen Systems und der Erfahrung
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Abbildung 6.2: Systemgrenzkosten im prototypischen Modell
von Experten verglichen wird.
Um zu einer Bewertung bezu¨glich der ersten Frage zu kommen, werden
auf den folgenden Seiten verschiedene Aspekte der Simulationsergebnisse
untersucht. Die Leitfragen lauten:
1. Wie ist die Differenz zwischen den Systemgrenzkosten und dem Spot-
preis? Gibt es bei gleichen Systemgrenzkosten unterschiedliche Spot-
preise?
2. Ist die Simulation in der Lage, Preisausreißer hervorzubringen?
3. Treten Peakpreise in den ”richtigen“ Stunden auf?
4. Ist eine A¨hnlichkeit zwischen dem realen Preisgang an der LPX und
dem simulierten Preisgang erkennbar?
5. Wie ist die Renditeerwartung der Ha¨ndler tagsu¨ber und nachts?
6. Unterscheiden sich die Renditeerwartungen von großen und kleinen
Ha¨ndlern?
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7. Lernen die Agenten aus den Resultaten der Auktionen? Stabilisiert
sich die Renditeerwartung nach einer gewissen Simulationszeit oder
zeigen sich auf- bzw. abklingende Schwingungen?
8. Werden die Erzeugungsanlagen gleichma¨ßiger ausgelastet?
Eine Analyse der Simulationsergebnisse bezu¨glich der genannten Leit-
fragen erlaubt eine Aussage u¨ber die grundsa¨tzliche Eignung des gewa¨hlten
Verfahrens fu¨r die Modellierung des kurzfristigen Stromhandels.
6.3.1 Preisentwicklung und Renditeerwartung
Betrachtet man die simulierten Preise u¨ber der Simulationszeit so zeigt sich
zuna¨chst ein Einschwingvorgang, der nach ca. 14 simulierten Tagen abklingt.
Anschließend a¨hneln die simulierten Preise einem realen Preisgang. Dies
wird in Abbildung 6.3 fu¨r die letzten neun Tage des Simulationszeitraums
dargestellt.
Die Abbildung zeigt sowohl in den fru¨hen Morgen– als auch den Abend-
stunden an Wochentagen ein gutes Simulationsverhalten. Ein Vergleich mit
den Grenzkosten weist auf, dass die Preise in diesen Stunden erwartungs-
gema¨ß nahe den Grenzkosten liegen. Die geringe Last in den Morgen- und
Nachtstunden kann vollsta¨ndig durch den Einsatz kostengu¨nstiger Grund-
und Mittellastkraftwerke abgefahren werden. Da alle Modellagenten solche
Kraftwerke eignen, ist die Konkurrenz im Markt groß und folglich die Ren-
diteerwartung gering.
In den Tagesstunden hingegen ist die Last hoch. Zur Abdeckung ist der
Einsatz von Spitzenlastkraftwerken no¨tig, die jedoch nur wenige Modell-
ha¨ndler (G, M1, M2) besitzen. Die Spotpreise entfernen sich dementspre-
chend von den Grenzkosten, und die Renditeerwartung der Anbieter steigt
(vgl. Abbildung 6.4).
Die an der LPX aufgetretenen Peakpreise werden durch das Simulati-
onssystem im Regelfall nicht erreicht. Die simulierten Ha¨ndler erstellen ihre
Gebote fu¨r alle Stunden eines Tages auf der Basis der im Anhang A an-
gegebenen Regeln. Diese funktionieren fu¨r die meisten Stunden eines Tages
offensichtlich gut, lediglich in den Vormittagstunden (10–12 Uhr) genu¨gen
sie nicht, um ein realita¨tsnahes Verhalten zu erzeugen. Insbesondere der
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Abbildung 6.3: Simulierter und realer Preisgang
deutlich niedrigere Preis um 12 Uhr ist auffa¨llig. Dieser geht einher mit ei-
ner sehr niedrigen Renditeerwartung aller Agenten in der zwo¨lften Stunde.
Eine Analyse der Renditeerwartungen der Agenten im Zeitablauf der Simu-
lation weist auf, dass kein Agent in der zwo¨lften Stunde in der Lage ist,
eine hohe Rendite zu erwirtschaften. Hieraus muss gefolgert werden, dass
die Konkurrenz im simulierten Markt zu dieser Stunde deutlich gro¨ßer ist,
als am realen Handelsplatz an der LPX.
Preise am simulierten Sonntag Auffa¨llig an den simulierten Preisen
ist das im Vergleich zu den realen Preisen ho¨here Preisniveau am Sonntag.
Dieses Resultat ist auf das Lernverhalten der Modellha¨ndler zuru¨ckzufu¨h-
ren. Sie passen ihre Renditeerwartung fu¨r den folgenden Handelstag auf der
Basis eines Vergleichs des Gewinns des aktuellen Tages mit dem Gewinn des
Vortags an. Die Renditeerwartung fu¨r einen Sonntag wird dementsprechend
anhand der Tage Freitag und Samstag, d.h. anhand der Daten eines Werk-
tages mit einem Wochenendtag bestimmt. Aufgrund des unterschiedlichen
Last- und Kostenprofils der Tagesstunden eines Werk- und eines Wochenend-
tages wird die erzielbare Rendite somit fu¨r den Sonntag u¨berscha¨tzt. Eine
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Analyse der Renditeerwartungen im Zeitablauf besta¨tigt dieses Ergebnis,
in dem die Renditeerwartung der Tagesstunden jeweils Sonntags deutlich
ansteigt und anschließend wieder fa¨llt.
Durch die Einfu¨hrung einer Unterscheidung zwischen Werk- und Wo-
chenendtagen kann das Simulationsverhalten an dieser Stelle verbessert wer-
den.
Langfristige Trends Das Simulationssystem ist derzeit nicht in der Lage,
langfristige Trends der Preisentwicklung zu erkennen. Die Schwankungsbrei-
te der Preise bleibt u¨ber einen la¨ngeren Simulationszeitraum konstant.
Das deutsche Erzeugungssystem stu¨tzt sich zu u¨ber 80 % auf die ther-
mische Erzeugung von Strom. Die thermischen Kraftwerke stehen zwischen
zwei Ma¨rkten – Prima¨renergiestoffe und Strom – , deren Gu¨ter weltweit ge-
handelt und deren Preise gut zu beobachten sind. Insofern ist von einem
funktionalen Zusammenhang zwischen den Preisen fu¨r Prima¨renergietra¨ger
und Strom auszugehen.
Zur Erkennung von Trends bietet es sich daher an, die Modellierung
der Erzeugungsanlagen zu modifizieren und die Grenzkostenkurve an die
Entwicklung der Prima¨renergiepreise zu koppeln.
Renditeerwartung Die Analyse der Strompreise an der Strombo¨rse von
Pennsylvania, Jersey und Maryland fu¨hrte Mount ( [77], vgl. Abschnitt 2.5)
zu der Schlussfolgerung, dass Angebote großer Erzeuger steiler ansteigen,
sich also sta¨rker von den Grenzkosten entfernen als die Angebote kleiner
Anbieter. Das bedeutet, dass große Stromha¨ndler eine ho¨here Renditeer-
wartung haben als kleinere Stromha¨ndler.
Wie Abbildung 6.4 zeigt, stellt sich genau diese Situation in der Simula-
tion ein. Der gro¨ßte Anbieter hat zugleich die ho¨chsten Renditeerwartungen.
Zugleich fa¨llt auf, dass die Renditeerwartungen des Ha¨ndlers M2 ho¨her
liegen als die von M1. Hier kommt die Auslastung des Erzeugungsparks auf-
grund langfristiger Lieferverpflichtungen zum Tragen. Der Erzeugungspark
von M1 weist die gu¨nstigere Kostenstruktur auf. Ebenso liegt die mittle-
re Auslastung des Erzeugungsparks von M2 mit 34 % deutlich unter der
mittleren Auslastung von M1 (ca. 64 %). Vergleicht man die Kosten der
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Abbildung 6.4: Renditeerwartung der Modellha¨ndler fu¨r die Stunden eines
Tages
Erzeugungsparks unter Einbeziehung der langfristigen Last, d.h. man be-
trachtet lediglich den noch freien Anteil an der Erzeugungskapazita¨t, so
zeigt sich, dass M2 mit der verbleibenden Freileistung kostengu¨nstiger pro-
duzieren kann. Somit kann M2 im kurzfristigen Handel ho¨here Renditen
erwirtschaften als M1.
Verlustakzeptanz Die externe Vorgabe eines zu erreichenden Marktan-
teils bewa¨hrt sich als Parameter fu¨r die Justierung der Preisausschla¨ge. Er-
wartungsgema¨ß na¨hern sich die simulierten Preise den Grenzkosten umso
sta¨rker an, je ho¨her der Mindestmarktanteil fixiert wird. Der Wettbewerb
um den Marktanteil wurde modelliert als minimale Auslastungsrate der ei-
genen Erzeugungsanlagen, die der Modellha¨ndler erzielen soll.
Dieser Parameter ist derzeit fu¨r alle Agenten gleich. Eine zusa¨tzliche
Mo¨glichkeit, das Simulationssystem zu kalibrieren, bietet sich, indem der
Parameter fu¨r jeden Agenten getrennt vorgegeben wird.
Die Handelsstrategien fu¨r Ka¨ufer sind noch nicht ausgereift genug, um
ein strategisches Verhalten von Ka¨ufern zu simulieren. Im Rahmen des Ein-
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schwingvorgangs bewegt sich der akzeptierte Verlust sehr schnell auf eine
vorgegebene obere Schranke von 7 % zu. Da alle Ka¨ufer diesem Wert zu-
streben, ko¨nnten diese als Preisnehmer modelliert werden.
6.4 Zusammenfassung der Ergebnisse
Die Ergebnisse mit dem Prototypen zeigen auf, dass das vorliegende Konzept
geeignet ist, in der Simulation ein dem realen Marktgeschehen a¨hnelndes
Verhalten auf der Makroebene zu bewirken.
Obwohl der Prototyp an manchen Stellen auf die einfache Verfahren
zuru¨ckgreift (Preisprognose, Lastprognose, Kraftwerke), gelingt es, der Rea-
lita¨t a¨hnelnde Preisverla¨ufe zu erzeugen.
Im Rahmen der Analyse der Simulationsergebnisse wurde aufgezeigt,
dass sich das den Modellha¨ndlern endogene Verhalten (z.B. Renditeerwar-
tung) mit den Analyseergebnissen realer Ma¨rkte deckt. Scheinbare Wider-
spru¨che (ho¨here Renditeerwartung von M2 gegenu¨ber M1) konnten anhand
weitergehender Untersuchungen der zugrundliegenden Daten aufgelo¨st wer-
den. Daher ist anzunehmen, dass das Konzept nach weiteren Verfeinerungen
und Anpassungen dazu beitragen wird, ein besseres Versta¨ndnis fu¨r die der
Preisbildung zugrundeliegenden Regeln und Gesetzma¨ßigkeiten zu entwi-
ckeln.
Vorteile der ABS Die Vorteile der agenten–basierten Simulation zeigen
sich auf verschiedenen Ebenen: Erstens sind die einzelnen Agenten lediglich
durch die ausgetauschten Nachrichten gekoppelt, was eine einfache Erweite-
rung und A¨nderung der genutzten Agenten erlaubt.
Zweitens werden die unterliegenden Verfahren wirkungsvoll gekapselt
und sind somit austauschbar, ohne dass dadurch die ”ho¨heren“ Funktionen
der Agenten beeinflusst werden.
Die Modellierung der individuellen Marktteilnehmer schafft drittens eine
heterogene Informationslandschaft, na¨mlich so, wie sie im realen System
existiert.
Viertens bietet die agenten–basierte Simulation – wie andere mikrosko-
pische Simulationstechniken auch – dem Beobachter eine Mo¨glichkeit, in
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die einzelnen Individuen hineinzuschauen, diese sozusagen zu ”sezieren“ und
somit Thesen, die aus realen Beobachtungen abgeleitet wurden, zu verifizie-
ren oder zu falsifizieren. Diese Mo¨glichkeit bieten aggregierte Marktmodelle
nicht.
Weitere Eigenschaften der ABS Eine agenten–basierte Simulation wa¨-
re nicht von dieser bipolaren Welt, bra¨chte sie mit den Vorteilen nicht auch
verschiedene Nachteile mit sich.
Hier sind zuna¨chst die Anforderungen an die Daten zu nennen. Realis-
tisches Verhalten la¨sst sich letztlich nur erzeugen, wenn realistische Daten
zur Verfu¨gung stehen. Um den Elektrizita¨tsmarkt zu simulieren, sind rea-
le Lastga¨nge und geeignete Modelle der Erzeugungseinheiten no¨tig. Hierbei
handelt es sich um wettbewerbsrelevante Daten, die entsprechend schwer zu
beschaffen sind. Daher muss die Granularita¨t des Modells genau abgewogen
werden.
Eine weitere Eigenschaft der ABS ist die importierte Komplexita¨t der
realen Welt. Analytische Beweise fu¨r die Richtigkeit der Ergebnisse wird
es nicht geben. Das Vertrauen des Anwenders in die Ergebnisse ist letzt-
lich immer von dessen eigenen Erfahrungen abha¨ngig. Die ABS kann den
Anwender bei der Analyse des Marktgeschehens unterstu¨tzen und bei der
Kla¨rung von Systemeigenschaften helfen. Die Simulation erzeugt eine Men-
ge von Daten, deren Auswertung und Interpretation jedoch dem Anwender
und seiner Erfahrung mit dem realen System u¨berlassen bleiben muss.
6.5 Ausblick
Das letztliche Ziel bei der Schaffung eines Simulationssystems ist, ein Ex-
perimentierfeld zu erhalten, in dem Untersuchungen und Analysen realer
Systeme durchgefu¨hrt werden ko¨nnen, ohne dass dabei reale Konsequenzen
zu tragen wa¨ren. Um das bestehende Simulationssystem in ein breit ange-
legtes ”Labor“ weiterzuentwickeln, ko¨nnen folgende Schritte hilfreich sein:
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6.5.1 Erweiterungen fu¨r den Strommarkt
Anpassung von Verfahren Zuna¨chst bietet es sich an, die unterlegten
Verfahren zu verfeinern.
In Bezug auf die Verfahren zur Preisprognose ist zu u¨berlegen, ob es
andere Verfahren der Technischen Analyse gibt, die geeignet sind, den Spot-
preis vorherzusagen. Weiterhin sollten die neuronalen Prognosemodelle ver-
bessert werden. Ihr Potenzial wird in dieser Arbeit nicht voll erschlossen,
da dies nicht der Schwerpunkt der Forschung war. Vorhandene Verbesse-
rungspotenziale wurden bereits aufgezeigt (vgl. Abschnitt 3.4.4) und ko¨nnen
sicher durch Expertenwissen aus dem Stromhandel noch erweitert werden.
Zudem ko¨nnte das Handelsmodell so erweitert werden, dass neben dem
Handel von Stundenprodukten ein Handel von Blockprodukten an der Bo¨rse
bzw. Bandlieferungen im OTC–Markt ermo¨glicht werden. Die stundenu¨ber-
greifende Kopplung von Erzeugung und Handel wird tendenziell zu einem
gleichma¨ßigeren Handelsverhalten und zu weniger ausgepra¨gten Preisspru¨n-
gen fu¨hren. Zudem wird so eine Restmengenoptimierung ermo¨glicht. Wer-
den die Stundenprodukte willku¨rlich nebeneinander gehandelt, so besteht
fu¨r die Ha¨ndler kein Anlass, Leistungsspitzen zu kappen bzw. Leistungsta¨ler
zu fu¨llen. Erst durch die zeitliche Kopplung und die Modellierung maximaler
Leistungsgradienten wird hierzu ein Anreiz gegeben.
Abbildung von Unternehmen Die hohe Modularita¨t der Agenten er-
laubt es, die simulierten Unternehmen mit verschiedenen Modellen abzu-
bilden. Dadurch wird es mo¨glich, jedes EVU in Abha¨ngigkeit von den ver-
fu¨gbaren Daten und den eigenen Marktkenntnissen so genau wie mo¨glich
darzustellen. So ist es in einer ABS einfach mo¨glich, den Erzeugungspark
fremder EVU durch eine Merit–Order–Kurve und den eigenen Erzeugungs-
park durch die Ankopplung eines GGLP-Lo¨sers oder anderer Optimierungs-
verfahren darzustellen. Diese Mo¨glichkeit wird insbesondere fu¨r die Praxis
von Bedeutung sein.
Zur Abbildung der Erzeugungsportfolios der EVU bietet sich ein U¨ber-
gang von der Merit–Order–Modellierung zu einem GGLP–Modell fu¨r je-
des modelliertre EVU an. Dabei ist jedoch zu jedem Zeitpunkt die fu¨r die
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Lo¨sung des GGLP–Problems erforderliche Rechenzeit kritisch zu bewerten.
Eventuell genu¨gt eine GGLP–Modellierung der gro¨ßten Marktteilnehmer,
um die gewu¨nschte Genauigkeit des Simulationssystems zu erzielen. Andern-
falls kann eine Reduktion der zeitlichen Auflo¨sung hier zu einer Entlastung
beitragen, wobei damit ein Informationsverlust einhergeht.
Simulierter Zeitraum und langfristige Trends Wie bereits in Ab-
schnitt 6.3 ausgefu¨hrt, ist das System bisher nicht fa¨hig, langfristige Preis-
trends zu erkennen. Soll die Simulation einen la¨ngeren Zeitraum umfassen
(z.B. ein Jahr), so sollten die Produktionskosten in geeigneter Weise an
die Preisentwicklung der wichtigsten Prima¨renergietra¨ger gekoppelt werden.
Dies kann beispielsweise durch eine Kopplung der Produktionskosten an den
Preis des 1–Monats–Futures fu¨r Erdo¨l der Qualita¨t ”Brent“ geschehen.
1
Kalibrierung und Validierung Nach der Anpassung der Verfahren und
der Erweiterung des Handelsmodells ist das Simulationssystem erneut in
einer Kalibrierungsphase an das reale System anzupassen. Hierzu stehen
verschiedene Parameter (Marktanteil, Lernrate, Verlustmaximum, Anzahl
der Agenten, etc.) zur Verfu¨gung.
Nach Abschluss der Kalibrierung sollte das resultierende System mit
Hilfe von Experten aus dem Stromhandel und anhand von Beispielszenari-
en (Kraftwerksausfa¨lle, Revisionen, Konkurse großer und kleiner Marktteil-
nehmer, Fusionen, Preisa¨nderungen bei Prima¨renergietra¨gern, etc.) validiert
werden.
Betrachtung des U¨bertragungsnetzes Auf die Abbildung des U¨ber-
tragungsnetzes wurde hier bewusst verzichtet, da die Industrie im deutschen
U¨bertragungsnetz kein gravierendes Handelshemmnis sieht. Daher war die
Abbildung im ersten Schritt nicht notwendig. Gleichwohl bietet ein Simu-
lationssystem mit Netzmodell die Gelegenheit, zu untersuchen, wann das
U¨bertragungsnetz zum Handelshemmnis wird. So ließe sich in verschiede-
nen Szenarien testen, welches kurzfristige Handelsvolumen in Bezug auf die
1Dieser Futureskontrakt wird an der
”
International Petroleum Exchange“ in London
gehandelt und der Preis la¨sst sich von den Marktteilnehmern gut verfolgen.
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gegebene Netzstruktur und U¨bertragungskapazita¨t kritisch wird oder wel-
che Modifikationen der Netzstruktur ein gegebenes Handelsvolumen kritisch
werden lassen.
Eine Verschiebung der Systemgrenzen des modellierten Marktplatzes
vom deutschen Strommarkt hin zu einem europa¨ischen Handelsplatz fu¨r
Strom, erfordert in jedem Fall eine Abbildung des U¨bertragungsnetzes, da
hier die U¨bertragungskapazita¨ten an den staatsu¨bergreifenden Kuppelstel-
len in Teilen Handelshemmnisse darstellen.
6.5.2 U¨bertragung auf andere Ma¨rkte
Das vorliegende Konzept wurde anhand des liberalisierten Strommarktes fu¨r
Elektrizita¨t in Deutschland entwickelt. Es entha¨lt daher einige speziell auf
den Elektrizita¨tsmarkt zugeschnitte Verfahren.
Zur Zeit wird von Seiten der Politik die Liberalisierung des Gasmarktes
in Deutschland vorangetrieben. Die Struktur der Gaswirtschaft weist dabei
Parallelen zur Elektrizita¨tswirtschaft und zum Teil sehr enge Verflechtungen
mit deren Unternehmen auf. Insbesondere ergibt sich auch in der Gaswirt-
schaft das Problem der Leitungsgebundenheit des gehandelten Gutes, wo-
bei sich die U¨bertragungseinrichtungen (das Gasnetz) in der Hand weniger
Marktteilnehmer befindet.
U¨ber kurz oder lang wird sich auch im Gassektor ein kurzfristiger Handel
entwickeln, der gewisse Parallelen zum Spothandel fu¨r Strom aufzeigen wird.
Die in diesem Konzept entwickelten Handelsprotokolle fu¨r den Bo¨rsen–
und OTC–Handel, sowie Interaktionsregeln zwischen Agenten eines Unter-
nehmens lassen sich mit geringen Modifikationen einsetzen, um den Gas-
handel zu simulieren. Ebenso ko¨nnen die Prognoseverfahren der Technischen
Analyse leicht auf Daten fu¨r den Gasmarkt angewendet bzw. neuronale Pro-
gnosemodelle fu¨r den Gashandel entwickelt werden.
Im Gegensatz zu Strom kann Gas effizient gespeichert werden. Insofern
fa¨llt die zeitliche Kopplung von Angebot und Nachfrage nicht so stark ins
Gewicht. Eine Modellierung der ”Gaserzeugungskapazita¨ten“ (in diesem Fal-
le sind das Fo¨rderkapazita¨ten) ist daher nicht notwendig. Hingegen mu¨sste
ein Modell fu¨r die Bewirtschaftung der Gasspeicher entwickelt werden, wel-
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ches dann Randbedingungen fu¨r den kurzfristigen Gashandel liefert.
Auf Seiten der Bo¨rse (des Auctioneer Agent) wa¨ren keinerlei Anpassun-
gen no¨tig, sofern man die gleiche Form der Gebote (Preis–Menge–Tupel in
stu¨ndlicher Auflo¨sung) wa¨hlt. Diese Gebote sind vollkommen unabha¨ngig
von der dem Modell zugrundeliegenden Handelsware.
Kapitel 7
Zusammenfassung
Die Liberalisierung der Elektrizita¨tsma¨rkte in Europa hat zu einem deut-
lichen Strukturwandel der Energiewirtschaft gefu¨hrt; U¨berkapazita¨ten und
Wettbewerbsdruck bewirkten eine erhebliche Umorientierung in den Ener-
gieversorgungsunternehmen.
Durch die zunehmende Liquidita¨t des kurzfristigen Marktes erha¨lt der
Spothandel von Elektrizita¨t eine sta¨ndig gro¨ßer werdende Bedeutung. Die
hohe Volatilita¨t des Spotpreises stellt hierbei ein nicht unerhebliches Risiko
fu¨r die Stromha¨ndler dar. Die Energieerzeuger mu¨ssen ihr Erzeugungsport-
folio ta¨glich am Marktpreis messen und die Planung von Stromerzeugung
und Spothandel in einem Regelkreis integrieren.
Der junge Strommarkt wirft eine Reihe von Fragen auf, deren Beantwor-
tung fu¨r die ta¨gliche Praxis von entscheidender Bedeutung ist: Wie wird der
Spotpreis morgen sein? Welche Einflussfaktoren bestimmen den Preis? Nach
welchen Regeln bildet er sich? Wie reagiert der Markt auf unvorhergesehene
Ereignisse?
Im Rahmen dieser Arbeit wurden verschiedene Untersuchungen durch-
gefu¨hrt, und es wurde ein Konzept eines Simulationsmodells fu¨r den Spot-
handel entworfen. Angelegt als agenten–basierte Simulation bildet das Mo-
dell Energieversorgungsunterneh-men auf der individuellen Ebene ab und
beschreibt die Interaktionen der simulierten Unternehmen anhand eines In-
teraktionsmodells und mittels definierter Handelsprotokolle.
Kapitel 2 widmete sich zuna¨chst der Analyse des Marktes und der Ent-
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scheidungsprozesse innerhalb der Unternehmen der Energiewirtschaft. So
wurden die abzubildenden Prozesse und die im Markt verwendeten Proto-
kolle identifiziert.
Im Rahmen dieser Analyse wurde offensichtlich, dass die Prognose des
Spotpreises fu¨r den folgenden Handelstag bei der Handelsvorbereitung eine
entscheidende Rolle spielt. Um zu einem hinreichend genauen Prognosemo-
dell zu kommen, wurden daher verschiedene Voruntersuchungen und Ver-
gleiche von unterschiedlichen Prognosemethoden durchgefu¨hrt. Dabei stellte
sich heraus, dass die verglichenen Methoden im Sinne dieser Grundlagenar-
beit keine signifikanten Unterschiede aufwiesen. Allerdings wurde ein großes
Verbesserungspotenzial der Prognose durch Einsatz spezieller auf das vor-
liegende Problem zugeschnittener Ku¨nstlicher Neuronaler Netze aufgezeigt.
Mit den zuvor erarbeiteten Grundlagen zum Energiemarkt, der Preis-
prognose und dem Paradigma der Agenten wurde in Kapitel 5 das Simulati-
onsmodell konzipiert. Hier erfolgte die Aufteilung der Prozesse und Verfah-
ren auf verschiedene Rollen und in einem weiteren Schritt auf verschiedene
Agenten.
Kapitel 6 erla¨utert erste Ergebnisse, die anhand eines implementierten
Prototypen erzielt wurden. Der Prototyp ist trotz der Verwendung einfacher
Modellierungen von Kraftwerken und Preisprognose in der Lage, Handelsent-
scheidungen im betrachteten Energiemarkt geeignet abzubilden. Insbesonde-
re zeigen bereits diese ”einfachen“ aber dennoch treffenden Modellierungen,
dass das Konzept tra¨gt und mit den gewa¨hlten Modellen ein realita¨tsnahes
Verhalten des Simulationssystems erzeugt werden kann. Die Analyse der
Ergebnisse auf individueller Ebene und auf der Ebene des Marktes besta¨-
tigt Thesen verschiedenster Forscher und Experten bezu¨glich des Verhaltens
der Entscheider im Energiemarkt. Erstmalig wird diesen Thesen durch das
vorliegenden Modell ein Erkla¨rungsinstrumentarium zur Verfu¨gung gestellt.
Ein Austausch der im Prototyp verwendeten einfachen Verfahren durch
komplexere Modelle erlaubt es, das Simulationsmodell – falls gewu¨nscht –
noch realita¨tsnaher zu gestalten. Nach einer erneuten Kalibrierung des Mo-
dells an historische Daten steht dann ein Werkzeug zur Verfu¨gung, mit dem
das Marktverhalten in unterschiedlichen Szenarien noch genauer untersucht
und analysiert werden kann.
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Diese zusa¨tzliche Genauigkeit erkauft man sich jedoch durch ho¨here An-
forderungen an die Datenbasis und das Expertenwissen des Anwenders sowie
durch ho¨here Rechenzeiten fu¨r die Lo¨sung der unterlagerten Optimierungs-
probleme.
Wie gezeigt wurde, genu¨gen bereits einfache Kalku¨le und Verhaltenswei-
sen im Zusammenspiel mit den ru¨ckgekoppelten Interaktionen der model-
lierten Akteure, um das komplexe beobachtete Verhalten im Energiemarkt
zu beschreiben und um so bei dessen Erkla¨rung zu unterstu¨tzen.
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Anhang A
Regeln fu¨r Bo¨rsengebote
Im folgenden werden alle Regeln aufgelistet, die zur Erstellung der Verkauf–
und Kaufgebote an der Bo¨rse angewendet werden. Zur Erinnerung werden
die Abbildungen 5.6 und 5.7 von Seite 138f. hier wiederholt.
Abbildung A.1: Erstellung von Kauf– und Verkaufgeboten fu¨r den Bo¨rsen-
handel
Die Regeln (a) bis (e) beziehen sich auf die Erstellung eines Verkaufge-
bots. Fu¨r die Variable Q gilt: max{Qsoll, Qfix} < Q < Qmax.
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(a) bei erreichtem Auslastungsgrad
(b) bei nicht erreichtem Auslastungsgrad
Abbildung A.2: Erstellung von Verkaufgeboten fu¨r den Bo¨rsenhandel
Regel (a)
Qfix <Qsoll
∧ Q <Qsoll
∧ K(Q)<Pspot
⇒ P (Q) = min{Pspot, (1 + r)K(Q)}
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Regel (b)
Qfix <Qsoll
∧ Q <Qsoll
∧ K(Q)≥Pspot
⇒ P (Q) = max{Pspot, (1− v)K(Q)}
Regel (c)
Qfix <Qsoll
∧ Q ≥Qsoll
∧ (1 + r)K(Q)< (Pspot + 1)
⇒ P (Q) = (1 + r)K(Q)
Regel (d)
Qfix <Qsoll
∧ Q ≥Qsoll
∧ (1 + r)K(Q)≥ (Pspot + 1)
⇒ P (Q) = (1 + r + f)K(Q)
Regel (e)
Q′fix ≥Qsoll
∧ K(Q′fix) < (Pspot + 1)
∧ (1 + r)K(Q)< (Pspot + 1)
⇒ P (Q) = (1 + r)K(Q)
Regel (f)
Q′fix ≥Qsoll
∧ K(Q′fix) < (Pspot + 1)
∧ (1 + r)K(Q)≥ (Pspot + 1)
⇒ P (Q) = (1 + r + f)K(Q)
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Regel (g)
Q′fix ≥Qsoll
∧ K(Q′fix)≥ (Pspot + 1)
⇒ P (Q) =∞
Die nachfolgenden Regeln (h) bis (j) beziehen sich auf die Erstellung
eines Kaufgebots. Es gilt: 0 < Q < Qfix.
Regel (h)
Qfix −Q <Qsoll
∧ K(Qfix −Q)< (Pspot − 2)
⇒ P =(1− v)K(Qfix −Q)
Regel (i)
Qfix −Q≥Qsoll
⇒ P =K(Qfix −Q)
Anhang B
Modellbeschreibung KNN
und der Eingangsgro¨ßen
Im folgenden werden einzeln die verwendeten Eingangsgro¨ßen aufgelistet
und erla¨utert. Tabelle B.1 gibt die untersuchten Kombinationen von Ein-
gangsgro¨ßen an.
SWEP – Swiss Electricity Price Index
Der SWEP gibt den Preis im schweizerisch–europa¨ischen Sporthandel an. Er
wird auf den Webseiten der Aare–Tessin AG vero¨ffentlicht [88]. Die Preise
gelten fu¨r die Handelsware Strom ohne Transport-, Transformations- oder
andere Systemdienstleistungen. Der SWEP wird an Werktagen fu¨r Werktage
berechnet und gilt fu¨r die Stunde von 11.00 Uhr bis 12.00 Uhr.
Die Formeln zur Berechnung des SWEP vero¨ffentlicht Dow Jones [51]
EEX–Ero¨ffnungspreis
Um den Zusammenhang der LPX– und EEX–Preise zu erfassen, wird als
Eingangsgro¨ße fu¨r die Prognose des LPX–Spotpreises an einem Tag d der
am Tag d in der Ero¨ffnungsauktion festgestellte Preis verwendet. Dies ist
aufgrund der Zeitverschiebung in der Preisfeststellung zula¨ssig. Der Preis
der Ero¨ffnungsauktion an der EEX wird um 8 Uhr festgestellt. Ein Gebot
fu¨r die LPX muss spa¨testens um 12 Uhr bei der Bo¨rse eingehen. In den vier
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dazwischen liegenden Stunden kann eine Preisprognose fu¨r die LPX unter
Einbeziehung des Ero¨ffnungspreises an der EEX erstellt werden.
Schulferien
Die Variable Schulferien nimmt einen Wert von 0 bis 16 an, der angibt, in
wie vielen Bundesla¨ndern am angegebenen Tag Schulferien sind.
Feiertag
Die Variable Feiertag nimmt einen Wert von 0 bis 16 an, der angibt, in wie
vielen Bundesla¨ndern am angegebenen Tag Feiertag ist.
Jahreszeit
Die Jahreszeit wird u¨ber die Variablen Sonnenstand und Sonnenstandsa¨n-
derung erfasst.
Der Sonnenstand wird am 21. Dezember eines Jahres mit dem Wert 0
und am 23. Juni eines Jahres mit 182,5 fixiert. Zwischen diesen Werte wird
linear interpoliert. Die Sonnenstandsa¨nderung nimmt die Werte -1 und 1 an.
Die Betrachtung erfolgt in Abha¨ngigkeit vom Lastverlauf: bei steigendem
Sonnenstand sinkt die Last (Sonnenstandsa¨nderung = -1) und umgekehrt.
Wochentag
Die Variable Wochentag nimmt Werte zwischen 1 und 7 an, wobei der Wert
1 einen Montag bezeichnet.
Zeitzone
Bezu¨glich der Zeit werden zusa¨tzlich die Zeitzonen Mitteleuropa¨ische Zeit
(MEZ) und Mitteleuroa¨ische Sommerzeit (MESZ) unterschieden. Die Zeit-
umstellung geschieht zu einem fixen Zeitpunkt im Ma¨rz bzw. Oktober eines
Jahres. Daraus folgt aber nicht, dass das Verbrauchsverhalten fu¨r elektrische
Energie zum gleichen Zeitpunkt gea¨ndert wird. Arbeiten Unternehmen im
Schichtbetrieb, so wird das Verbrauchsverhalten sofort angepasst. Im priva-
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ten Bereich und in der Landwirtschaft trifft dies nicht zu. Hier erfolgt ein
schleichender U¨bergang zwischen den Zeitzonen oder gar keiner1.
Die Zeitzone wird u¨ber die Variable Winterzeit abgebildet. Im Untersu-
chungszeitraum nimmt die Variable den Wert 1 fu¨r den Zeitraum 28.10.2000
bis 24.03.2001 an und den Wert 0 sonst.
MCP−1 und MCV−1
MCP−1 und MCV −1 geben den Spotpreis (Market–Clearing–Price) bzw.
die Spotmenge (Market–Clearing–Volume) des letzten abgeschlossenen Han-
delstages an.
MCP−7
MCP−7 bezeichnet den Spotpreis von vor sieben Tagen. Dies war gema¨ß
der Autokorrelationsanalyse der beste Vorhersager fu¨r den Spotpreis in Ta-
gesstunden (vgl. S. 56).
Brent und Brent−28, GasOil, NatGas
Brent, GasOil und NatGas bezeichnen die Futurekontrakte mit einmonati-
ger Laufzeit fu¨r Erdo¨l der Marke Brent fu¨r Gaso¨l und fu¨r Erdgas an der
International Petroleum Exchange (IPE), London.
Die Zeitreihen der Preise werden von der IPE zur Verfu¨gung gestellt
(http://www.ipe.uk.com).
Die Preise werden in US$ und UK pence notiert. Vor dem Einsatz in der
Prognose wurden sie in EUR umgerechnet. Die Wechselkurse wurden von
der Seite http://www.fxconverter.com/ bezogen.
Brent−28 bezeichnet den Erdo¨lpreis mit einer Zeitverschiebung von 28
Tagen. Das heißt, bei der Prognose der Spotpreise eines Tages d wird der
Brentpreis des Tages d− 28 als Eingangsgro¨ße verwendet.
1Beispielsweise in der Tierwirtschaft; eine Milchkuh mo¨chte alle 24 Stunden gemolken
werden, unabha¨ngig von MEZ und MESZ.
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Steinkohle
Als Preisinformation fu¨r die Steinkohlenpreise wurde der MCIS Steam Coal
Marker Price cif NWE verwendet, der von McCloskey im ”McCloskey’s
Coal Report“ vero¨ffentlicht wird. Die Zeitreihe der Preise steht beim ”Ver-
ein deutscher Kohlenimporteure e.V.“ zur Verfu¨gung (http://www.verein-
kohlenimporteure.de/preise/).
Der MCIS Steam Coal Marker Price cif NWE wird jeweils am Monatsen-
de vero¨ffentlicht und ist definiert als Durchschnitt der ta¨glichen Kohlepreise
mit dem Verbrauchsziel Nordwest–Europa.
WasserCH – Wassersta¨nde Schweiz
Im Rahmen einer Korrelationsanalyse wurden die Wassersta¨nde verschiede-
ner Schweizer Seen mit dem Strompreis korreliert. Untersucht wurden solche
Seen, an denen a) ein Speicherkraftwerk oder b) flussabwa¨rts ein Laufwasser-
kraftwerk lag und die ”in der Na¨he“ des schweizerischen Ho¨chstspannungs-
netzes lagen. Informationen zur Lage des Ho¨chstspannungsnetzes und der
Kraftwerke finden sich unter http://www.strom.ch.
Es ergab sich eine geringe Korrelation fu¨r den Zu¨richer See, den Boden-
see, den Thuner See und den Vierwaldsta¨tter See. Die Variable WasserCH
entspricht der Summe der ta¨glich gemessenen Wassersta¨nde der genannten
Seen.
Als Einflussgro¨ße fu¨r eine reale Spotpreisprognose sind diese Werte nur
bedingt geeignet, da sie teilweise erst mit einmonatiger Verspa¨tung zur Ver-
fu¨gung stehen.
RiverFlow – Durchflussmengen an Rhein und Rhoˆne
Entlang von Rhein und Rhoˆne findet sich in der Schweiz eine Vielzahl von
Laufwasserkraftwerken. Daher wurden in den Trainings die Durchflussmen-
gen in m
3
s an den Meßstellen Branson (Rhoˆne) und Rheinfelden (Rhein) in
einer Summe zusammengefasst und der Variablen RiverFlow zugeordnet.
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MCP t
−
und MCP t
+
MCP t
−
und MCP t
+
bezeichnen die Spotpreise von vor 25 bzw. 23 Stun-
den. Gemeinsam mit dem MCP−1 ergibt sich so eine Trendinformation des
Preises.
AP – Tagesdurchschnittspreis
Der Tagesdurchschnittspreis APd eines Tages d entspricht dem einfachen
Mittelwert der Preise aller 24 Stunden des Tages d.
APd =
1
24
23∑
t=0
Pd,t
AP30 – 30–Tagedurchschnittspreis (Werktage)
Der 30–Tagedurchschnittspreis (Werktage) ist ein einfacher gleitender Durch-
schnittspreis u¨ber die letzten dreißig Werktage. In der angegeben Formel sei
WD() eine Indikatorfunktion mit dem Wert 1, wenn das Argument einem
Werktag entspricht und 0 sonst.
AP 30d =
1
30
41∑
k=0
APd−kWD(d− k)
AP7 – 7–Tagedurchschnittspreis
Der 7–Tagedurchschnittspreis ist ein einfacher gleitender Durchschnitt u¨ber
die letzten sieben Kalendertage.
AP 7d =
1
7
6∑
k=0
APd−k
APW – Wochendurchschnittspreis
Der Wochendurchschnittspreis wird fu¨r jede Kalenderwoche als Mittelwert
aus allen Preisen von Montag 0 Uhr bis Sonntag 23 Uhr gebildet.
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SBP – Schwankungsbreite der Preise
Die Schwankungsbreite wird bestimmt durch die Differenz zwischen ho¨chs-
tem und niedrigstem festgestellten Preis in den letzten 30 Tagen.
SBV – Schwankungsbreite der Volumina
Die Schwankungsbreite wird bestimmt durch die Differenz zwischen ho¨chs-
tem und niedrigstem gehandelten Volumen in den letzten 30 Tagen.
VWAP – Volumen–gewichteter Durchschnittspreis
Der Volumen–gewichtete Durchschnittspreis entspricht einem Durchschnitts-
preis u¨ber die Stunden eines Tages, wobei der Preis einer Stunde t mit dem
zugeho¨rigen Market–Clearing–Volume Qt gewichtet wird.
VWAPd =
23∑
t=0
Qd,t Pd,t
23∑
t=0
Qd,t
FWTMAP – Front–gewichteter triangula¨rer Durchschnittspreis
Der triangula¨re gleitende Durchschnitt gewichtet die historischen Daten be-
zu¨glich ihres Alters. Ju¨ngere Werte erhalten ein ho¨heres Gewicht, wa¨hrend
die Gewichte insgesamt linear abnehmen.
FWTMAP δd =
2δ∑
k=0
(2δ + 1− k)Pd−k
2δ∑
k=0
(2δ + 1− k)
Historische Volatilita¨t
Die historische Volatilita¨t entspricht der annualisierten Standardabweichung
der Preise. Eine Annualisierung erfolgt, indem die Standardabweichung divi-
diert wird durch die Wurzel aus dem Beobachtungszeitintervall, ausgedru¨ckt
in Jahren.
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Beispiel: Berechnet man die Volatilita¨t anhand der Zeitreihe von beob-
achteten Preisen der La¨nge t= 730 Stunden (=1 Monat), so ergibt sich die
Volatilita¨t σ zu
σ =
s√
1
12
mit s =
1
729
√√√√ 730∑
i=0
(pi − p¯)2und p¯ = Mittelwert der pi
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Modell Nr. 1 2 3 4 5 6 7 8 9 10 11
SWEP X X X X X X X X X X X
Sonnenstand X X X X X X X X X X X
Delta Sonnenstand X X X X X X X X X X
Wochentag X X X X X X X X X X X
Winterzeit X X X X X X X X X X X
MCP−1 X X X X X X X X X X X
MCV −1 X X X X X X X X X X X
Schulferien X X X X X X X X X X X
Feiertag X X X X X X X X X X X
EEX X X X X X X X X X X X
MCP−7 X X X X X X X X X
Brent X X X X X X X X
Brent−28
GasOil X X
NatGas X
Steinkohle
MCP t
−
X X
MCP t
+
X X
WasserCH X X
RiverFlow X
AP X X X X X X X X X
AP 30 X X X X X X X X X
AP 7 X X X X X X X X X
APW X X X X X X X X X
SBP X X X X X X X X X
SBV X X X X X X X X X
VWAP X X X X X X X X X
FWTMAP X X X X X X X X X
LP X X X X X X X X X
Tabelle B.1: Modellbeschreibung Neuronale Netze
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Modell Nr. 12 13 14 15 16 17 18 19 20 21 22
SWEP X X X X X X X X X X X
Sonnenstand X X X X X X X X X X X
Delta Sonnenstand X X X X X X X X X X X
Wochentag X X X X X X X X X X X
Winterzeit X X X X X X X X X X X
MCP−1 X X X X X X X X
MCV −1 X X X X X X
Schulferien X X X X X X X X X X X
Feiertag X X X X X X X X X X X
EEX X X X X X X X X X X X
MCP−7 X X X X X X X X X
Brent X X X X X X X
Brent−28 X X
GasOil X X X
NatGas X X X X X X X X X X
Steinkohle X
MCP t
−
X X X
MCP t
+
X X X
WasserCH X
RiverFlow X
AP X X X X X X X
AP 30 X X X X X X X
AP 7 X X X X X X X
APW X X X X X X X
SBP X X X X X X X
SBV X X X X
VWAP X X X X X X X
FWTMAP X X X X X X X
LP X X X X X X X
Tabelle B.2: Modellbeschreibung Neuronale Netze (Fortsetung)

Anhang C
Die Ontologie
C.1 Pra¨dikate fu¨r den Handel
OTCAveragePrice (time, avgprice) gibt den durchschnittlichen Preis
avgprice an, den der Agent im OTC–Handel zum Zeitpunkt time erzielt
hat.
OTCContract (time, qty, price, myName) bezeichnet einen Vertrag im
OTC-Handel u¨ber die physische Lieferung einer Handelsmenge von qtyMen-
geneinheiten zu einem Gesamtpreis von price Geldeinheiten, die der Agent
myName zum Zeitpunkt time handeln mo¨chte. Fu¨r qty>0 gilt, dass der Agent
die Menge verkaufen will, mit qty<0 gilt, dass der Agent die Menge einkaufen
will.
OTCDemand(time, qty, cost, status) ist das Pendant zu OTCSupply. Der
Agent bietet zum Zeitpunkt time an, eine Energiemenge qty zu kaufen. Er
erwartet, dass fu¨r den Kauf Kosten in Ho¨he von cost Geldeinheiten je Men-
geneinheit anfallen. status kann einen der Werte {init, open, bought}
annehmen. Es gilt: qty<0
OTCSupply(time, qty, cost, status) bezeichnet ein Angebot im bilate-
ralen Handel. Der Agent bietet zum Zeitpunkt time an, eine Energiemenge
qty zu verkaufen. Seine Produktionskosten fu¨r die Menge qty betragen cost
Geldeinheiten je Mengeneinheit. status kann einen der Werte {open, sel-
ling,sold} annehmen. Es gilt: qty>0
OTCTrading(time, qty) bezeichnet die zum Zeitpunkt time im bilateralen
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Handel netto gehandelte Energiemenge qty. Ist qty<0, so ist der Agent zum
Zeitpunkt time ein Ka¨ufer, andernfalls ein Verka¨ufer.
PXMarketData(time, mcv, mcp) bezeichnet die Ergebnisse des Bo¨rsenhan-
dels fu¨r den Zeitpunkt time. mcp bezeichnet den Bo¨rsenpreis und mcv die an
der Bo¨rse insgesamt umgesetzte Energiemenge.
PXTrading(time, qty) bezeichnet die zum Zeitpunkt time vom Agenten
an der Bo¨rse gehandelte Energiemenge qty. Ist qty<0 so hat der Agent an
der Bo¨rse eingekauft, andernfalls hat er verkauft.
SpinningReserve(time, price) bezeichnet den Preis price in Geldeinhei-
ten je Mengeneinheit, den ein Agent fu¨r die Inanspruchnahme einer Men-
geneinheit Regelenergie zum Zeitpunkt time zahlen muss.
RiskAttitude(riskPremium,acceptableLoss) bezeichnet die Einstellung
des Agenten zum Risiko. riskPremium bezeichnet eine Mindestpra¨mie, die
der Agent fu¨r eine Teilnahme an einem OTC-Gescha¨ft erwirtschaften mo¨chte
(0 <riskPremium< 1). acceptableLoss bezeichnet den prozentualen Ver-
lust, den der Agent akzeptiert, um sich in den Markt einzukaufen.
TradingOpen (time, deadline) bezeichnet den Zeitpunkt deadline, zu
dem der Handel fu¨r die Stunde time beendet sein muss.
C.2 Prognosen
LoadForecast(time,expVal, stddev) bezeichnet die erwartete Last zum
Zeitpunkt time. Der Agent erwartet eine Last in Ho¨he von expVal Mengen-
einheiten bei einer Standardabweichung von stddev Mengeneinheiten.
Mit OTCTradingForecast(time, expVal, stddev) wird die im OTC–Ge-
scha¨ft erwartete handelbare Menge zum Zeitpunkt time bezeichnet. Der
Agent erwartet, dass er expVal Mengeneinheiten zum Zeitpunkt time han-
deln kann. Die Standardabweichung betra¨gt stddev Mengeneinheiten.
C.3 Kraftwerkspark
FuelCostIndex(time, index) bezeichnet den Kostenindex des Prima¨rener-
giemixes im Verha¨ltnis zum Vergleichs- oder Basiszeitpunkt. Es gilt: 0<in-
dex.
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Der GenerationReliabilityIndex(time, index) bezeichnet die Verla¨ss-
lichkeit des Erzeugungsportfolios des Agenten zum Zeitpunkt time.
Es gilt: 0 <index< 1.
Mit Production(time, qty, unitcost) wird die zum Zeitpunkt time ge-
plante Produktion qty bezeichnet. Die Kosten fu¨r die Erzeugung der Menge
qty betragen unitcost Geldeinheiten je Mengeneinheit.
Durch ProductionCostOnChange(time, actQty, targetQty, unitcost)
werden die Kosten in Ho¨he von unitcost Geldeinheiten je Mengeneinheit
bezeichnet, wenn die Produktion zum Zeitpunkt time von der Produktions-
menge actQty zu einer Produktionsmenge targetQty hin gea¨ndert wird.
UtilizationRate(time, rate) bezeichnet den Nutzungsgrad des Erzeu-
gungsportfolios des Agenten zum Zeitpunkt time. Der aktuelle Nutzungs-
grad betra¨gt rate mit 0 <rate< 1.
UtilizationTarget(time, rate) bezeichnet den angestrebten Nutzungs-
grad des Erzeugungsportfolios zum Zeitpunkt time. Der erwu¨nschte Nut-
zungsgrad betra¨gt rate mit 0 <rate< 1.
C.4 Realisierte Daten
Realisierte Daten sind immer erst ex-post verfu¨gbar, also nach Erreichen der
Deadline fu¨r den OTC-Handel.
CapacityAt(time, qty) bezeichnet die zum Zeitpunkt time verfu¨gbare Er-
zeugungskapazita¨t qty.
TariffLoad(time, qty) bezeichnet die zum Zeitpunkt time aufgrund lang-
fristiger Liefervertra¨ge mit Privat– und Sonderkunden realisierte Last qty.
C.5 Technische Pra¨dikate
DayOfWeek(time, dow) bezeichnet den Wochentag des Zeitpunkts time.
dow kann hierbei einen der Werte {Mo, Di, Mi, Do, Fr, Sa, So} anneh-
men.
DayType(time, type) bezeichnet den Typ des Tages mit dem Zeitpunkt
time. type kann hierbei einen der Werte {weekday, weekend, holiday}
annehmen.
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GMT(time) gibt die aktuelle ”Weltzeit“ in der Agentengesellschaft an.
MyName(name) bezeichnet das Wissen des Agenten um den eigenen Namen.
Season(time, season) gibt an, in welcher Jahreszeit sich der Zeitpunkt
time befindet. season kann hierbei einen der folgenden Werte annehmen:
{summer, winter, spring, autumn}.
TimeType(time, ttype) bezeichnet den Typ des Zeitpunkts time. ttype
kann hierbei einen der Werte {peak, base} annehmen.
TradingPeriod(timeticks) bezeichnet die Zeitdauer, in welcher der bila-
terale Handel fu¨r einen Tag stattfinden kann (Deadline).
C.6 Betrachtung eines U¨bertragungsnetzes
Fu¨r die Betrachtung des U¨bertragungsnetzes wird die Faktenbasis wie folgt
erweitert:
Das Netz sei eingeteilt in unterschiedliche Zonen, wobei jede Zone durch
einen Knoten dargestellt wird. Die Verbindungen zwischen den Knoten seien
orientiert.
Zone(myZone) bezeichnet die Zone myZone des U¨bertragungsnetzes, in der
der Agent wohnt.
upstream(zone) beschreibt eine aus der Zone zone ausgehende U¨bertra-
gungsnetzleitung.
downstream(zone) beschreibt eine in die Zone zone eingehende U¨bertra-
gungsnetzleitung.
connected(upstream(srcZone),downstream(destZone)) gibt an, ob die
Zonen srcZone und destZone u¨ber eine U¨bertragungsnetzverbindung ver-
bunden sind, die von srcZone nach destZone fu¨hrt.
adjacent(srcZone, destZone) gibt an, dass srcZone und destZone u¨ber
eine U¨bertragungsnetzverbindung verbunden sind, die von srcZone nach
destZone fu¨hrt.
ZonalLoadForecast(time, zone, expVal, stddev) bezeichnet die von ei-
nem Agenten erwartete gesamte Nachfragemenge expVal zum Zeitpunkt
time in der Zone zone. Die Standardabweichung liegt bei stddev Mengen-
einheiten.
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ZonalGenerationForecast(time, zone, expVal, stddev) gibt die vom
Agenten erwartete gesamte Erzeugungskapazita¨t expVal zum Zeitpunkt time
in der Zone zone an. Die Standardabweichung liegt bei stddev Mengenein-
heiten.
TransmissionCapacity(time, srcZone, destZone, cap) bezeichnet die
U¨bertragungskapazita¨t cap, die zum Zeitpunkt time zwischen den Zonen
srcZone und destZone zur Verfu¨gung steht.
TransmissionReliabilityIndex(time, srcZone, destZone, index) be-
zeichnet die Zuverla¨ssigkeit des U¨bertragungsnetzes zwischen den Zonen
srcZone und destZone. Falls nicht adjacent(srcZone, destZone) gilt,
dann gilt index=0.
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