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CYLINDRICAL MARTINGALE PROBLEMS ASSOCIATED WITH
LE´VY GENERATORS
DAVID CRIENS
Abstract. We introduce and discuss Le´vy-type cylindrical martingale prob-
lems on separable reflexive Banach spaces. Our main observations are the
following: Cylindrical martingale problems have a one-to-one relation to weak
solutions of stochastic partial differential equations, well-posed problems pos-
sess the strong Markov property and a Cameron-Martin-Girsanov-type formula
holds. As applications, we derive existence and uniqueness results.
1. Introduction
We study a generalized martingale problem (GMP) associated to a Le´vy-type
generator on a separable and reflexive Banach space, which allows for the possibility
of explosion to an absorbing state. The generator has a linear unbounded part and
non-linearities, which satisfy mild boundedness conditions.
Beside pure mathematical interest, GMPs are interesting due to their one-to-one
relation to semilinear stochastic partial differential equations (SPDEs) driven by
Le´vy noise. Typically, SPDEs are studied under Lipschitz-type assumptions on the
coefficients and many arguments are tailor-made for this case. In contrast, by using
the GMP formulation it is possible to prove properties of SPDEs under minimal
regularity assumptions on the coefficients. Let us give an overview on our results,
which are collected in Section 3.
In Section 3.1, we show that well-posed GMPs have the strong Markov property.
This observation suggests future analysis using tools from Markov process theory.
In Section 3.2, we give a Cameron-Martin-Girsanov-type (CMG) theorem that
relates two solutions of GMPs with different drift and jump coefficients in the spirit
of the classical Girsanov theorem for semimartingales. We provide an explicit for-
mula for the Radon-Nikodym density. If one of the solutions is conservative, our
CMG theorem gives a formula for the distribution of the explosion time under the
other solution. For an application of such a formula in a one-dimensional diffusion
case we refer to [27]. Girsanov-type theorems in general have far-reaching conse-
quences. For instance, we deduce that two well-posed conservative GMPs which
can be related via a CMG formula are locally equivalent. Furthermore, we connect
their existence and uniqueness properties.
In Section 3.3 we formalize the relation of GMPs and SPDEs and in Section 3.4
we apply our previous results to deduce deterministic conditions for the existence
and uniqueness of weak solutions to SPDEs with additive noise.
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Let us comment on the existing literature. The conservative diffusion case was
systematically discussed by Kunze [30] and Ondreja´t [42]. Our results extend their
work to non-conservative setups and allow for the presence of jumps.
In general, for Girsanov-type theorems and the equivalence of laws of stochastic
processes there exists a vast literature. We mention just a few closely related papers:
For a continuous setting in an arbitrary dimension, a CMG formula is studied
by Mikulevicˇius and Rozovskii [38]. In a finite-dimensional jump-diffusion setting,
Cheridito, Filipovic´ and Yor [7] give a CMG formula up to explosion, which is
similar to ours. The CMG formula presented in this article and all its consequences
are new for infinite-dimensional setups.
Martingale problems in the context of evolution equations with continuous noise
are also studied by Goldys, Ro¨ckner and Zhang [18]. In the case of Le´vy-driven
equations, Mytnik [41] uses martingale problems to derive existence results for
SPDEs driven by stable noise.
Finally, we comment on our proofs, which are given in Section 4. The observation
that well-posed martingale problems have the strong Markov property goes back to
Stroock and Varadhan [50]. The crucial point is to show that GMPs are determined
by a countable set of test functions. This is clear in finite-dimensional conservative
settings, but requires more attention in an infinite-dimensional setup and in non-
conservative cases. To overcome this problem, we first show that explosion can only
happen in a continuous manner. This allows us to relate solutions to GMPs to
families of stopped finite-dimensional semimartingales. This observation will also
be important in the proof of the CMG theorem, since it allows us to apply finite-
dimensional Girsanov-type theorems. In continuous settings it can be shown more
directly that the set of linear and quadratic test functions determines the martingale
problem.
Our strategy to prove the CMG theorem goes back to Jacod and Me´min [22].
The idea is to use a local change of measure, Girsanov-type theorems and a strong
version of uniqueness, which is called local uniqueness in the monographs [21, 23].
In our infinite-dimensional setting we cannot define the usual candidate density
process for the local change of measure immediately from the coordinate process.
Instead, we study the jump measure associated to our GMP and use extension re-
sults for cylindrical continuous local martingales, see [42]. In comparison to finite-
dimensional cases, Girsanov-type theorems are less well-established in infinite di-
mensions, see [12] for a result for cylindrical Brownian motion. However, due to our
observation that GMPs are connected to families of finite-dimensional semimartin-
gales, we can reduce the necessary applications to well-understood situations, see
[21, 23]. Another difficulty in our settings is that local uniqueness is only stud-
ied in conservative cases and in finite-dimensional non-conservative settings, see
[16, 21, 23]. We derive the necessary results on local uniqueness by adjusting the
arguments presented in the monographs [21, 23] to our setup.
The relation between martingale problems and SPDEs is proven via the repre-
sentation theorem for cylindrical continuous local martingales as given by Ondreja´t
[42] and the representation theorem for Poisson random measures as given by Jacod
[21]. Here, we use the relation of GMPs and finite-dimensional semimartingales and
our previous study of the jump measure associated to a GMP.
2. Generalized Martingale Problems
Let B be a real separable reflexive Banach space. In general, we will denote any
norm by ‖·‖. If not stated otherwise, we call a function with values in a Banach space
measurable if it is weakly measurable. If the function is separably valued, Pettis’
measurability theorem implies that it is also strongly measurable. Furthermore,
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if the Banach space is separable, then weak, strong and usual measurability are
equivalent, see [19]. Let B∗ be the (topological) dual of B and equip it with the
operator norm. For x∗ ∈ B∗ and x ∈ B we write
x∗(x) , 〈x, x∗〉.
It is well-known that B∗ is also a real separable reflexive Banach space. We note
that
dB(x, y) ,
‖x− y‖
1 + ‖x− y‖ , x, y ∈ B,
is a metric on B such that B is Polish when equipped with dB, see [1, Lemma 3.6].
We equip B with the topology induced by dB, which equals the usual norm topology.
Let ∆ be a point outside B and denote B∆ , B ∪ {∆}. As pointed out in [52,
Remark 2.8], when equipped with the metric d : B∆ × B∆ → [0, 1] defined by
d(x, y) , dB(x, y)1B(x)1B(y) + |1∆(x) − 1∆(y)|, x, y ∈ B∆,
the space B∆ is Polish. We equip B∆ with the topology induced by d.
We set ‖∆‖ , ∞. If not mentioned otherwise, any measurable function f : B ×
• → R is extended to B∆ × • by setting f(∆, ·) , 0.
We define Ω to be the space of all ca`dla`g functions α : [0,∞) → B∆ such that
α(t−) = ∆ or α(t) = ∆ implies α(s) = ∆ for all s ≥ t. The coordinate process X
on Ω is defined by Xt(α) = α(t) for all α ∈ Ω. Moreover, we denote
F , σ(Xs, s ∈ [0,∞)), Ft , σ(Xs, s ∈ [0, t]), F , (Ft)t∈[0,∞).
For a ca`dla`g function ω : [0,∞)→ B∆, we define the explosion time
τ∆(ω) , inf(t ∈ [0,∞) : ω(t−) = ∆ or ω(t) = ∆),
and for n ∈ N the first approach times
τ∗n(ω) , inf(t ∈ [0,∞) : ‖ω(t−)‖ ≥ n or ‖ω(t)‖ ≥ n),
τn(ω) , τ
∗
n(ω) ∧ n.
(2.1)
For ω ∈ Ω, we have
τ∆(ω) = inf(t ∈ [0,∞) : ω(t) = ∆).
By [16, Proposition 2.1.5], τ∆, τ
∗
n and τn are F-stopping times. Furthermore, we
note that τn(ω)ր τ∆(ω) as n→∞ for all ω ∈ Ω.
For an F-stopping time ξ we denote
Fξ , {A ∈ F : A ∩ {ξ ≤ t} ∈ Ft for all t ∈ [0,∞)} .
It is well-known that Fξ is a σ-field. We define Fξ− to be the σ-field generated
by F0 and the events of the form A ∩ {t < ξ} for t ∈ [0,∞) and A ∈ Ft. By [8,
Proposition 25], we have
Fτ∆− = F.
An operator Q : B∗ → B is called positive, if 〈Qx∗, x∗〉 ≥ 0 for all x∗ ∈ B∗,
and called symmetric, if 〈Qx∗, y∗〉 = 〈Qy∗, x∗〉 for all x∗, y∗ ∈ B∗. We denote by
S+(B∗,B) the set of all linear, bounded, positive and symmetric operators B∗ → B.
For a topological space E we denote the corresponding Borel σ-field by B(E).
Next, we introduce the parameters for our generalized martingale problem:
(i) Let A : D(A) ⊆ B → B be a linear, densely defined and closed operator.
Here, D(A) denotes the domain of the operator A.
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(ii) Let b : B→ B be Borel and such that for all bounded sequences (y∗n)n∈N ⊂
B∗ and all bounded sets G ∈ B(B) it holds that
sup
n∈N
sup
x∈G
|〈b(x), y∗n〉| <∞.
(iii) Let a : B→ S+(B∗,B) be bounded on bounded subsets of B and such that
x 7→ a(x)y∗ is Borel for all y∗ ∈ B∗. Here, bounded refers to the operator
norm.
(iv) Let K be a Borel transition kernel from B into B, such that for all bounded
sequences (y∗n)n∈N ⊂ B∗, all bounded sets G ∈ B(B) and all ǫ > 0 it holds
that
sup
n∈N
sup
x∈G
∫
1{‖y‖≤ǫ}|〈y, y∗n〉|2K(x, dy) <∞, (2.2)
sup
x∈G
K(x, {z ∈ B : ‖z‖ ≥ ǫ}) <∞, (2.3)
and K(·, {0}) = 0.
(v) Let η be a probability measure on (B∆,B(B∆)).
The probability measure η serves as the initial law. In typical applications the
(usually unbounded) operator A is an infinitesimal generator of a C0-semigroup
on B.
Let us justify the conditions (2.2) and (2.3). It is well-known that a measure F on
(Rd,B(Rd)) is a Le´vy measure if and only if F ({0}) = 0 and ∫ 1∧‖x‖2F (dx) <∞.
Since intuitively K(·, dx) plays the role of a Le´vy measure, it would be natural to
impose assumptions on the map x 7→ ∫ (1 ∧ ‖y‖2)K(x, dy). However, there exist
reflexive Banach spaces such that not all Le´vy measures integrate 1 ∧ ‖y‖2, see
[2, 6]. But, as stated in [32, Proposition 5.4.5], every Le´vy measure F satisfies
sup
‖y∗‖≤1
∫
1{‖x‖≤1}|〈x, y∗〉|2F (dx) + F ({z ∈ B : ‖z‖ ≥ ǫ}) <∞
for all ǫ > 0.
Let A∗ be the Banach adjoint of A. Since B is assumed to be reflexive, A∗ is
densely defined and closed, see [29, Theorem 5.29].
Let C2c (R
d) be the set of twice continuously differentiable functions Rd → R with
compact support. The set of test functions for our generalized martingale problem
consists of cylindrical functions:
C , {g(〈·, y∗1〉, ..., 〈·, y∗n〉) : g ∈ C2c (Rn), y∗1 , ..., y∗n ∈ D(A∗), n ∈ N} .
To clarify our convention, we stress that for f = g(〈·, y∗1〉, ..., 〈·, y∗n〉), where g : Rn →
R is Borel and y∗1 , ..., y
∗
n ∈ B∗, we set f(∆) , 0. In the same case, if g is twice contin-
uously differentiable, we write ∂if for the partial derivative (∂ig)(〈·, y∗1〉, ..., 〈·, y∗n〉)
and define ∂2ijf in the same manner.
For a normed space E, we call a bounded Borel function h : E → E a truncation
function on E, if there exists an ǫ > 0 such that h(x) = x on the set {x ∈ E : ‖x‖ ≤
ǫ}. Throughout the article we fix a truncation function h on B.
For f = g(〈·, y∗1〉, ..., 〈·, y∗n〉) ∈ C we set
Kf(x) ,
n∑
i=1
(〈x,A∗y∗i 〉+ 〈b(x), y∗i 〉)∂if(x) +
1
2
n∑
i=1
n∑
j=1
〈a(x)y∗i , y∗j 〉∂2ijf(x)
+
∫ (
f(x+ y)− f(x)−
n∑
i=1
〈h(y), y∗i 〉∂if(x)
)
K(x, dy)
(2.4)
if x ∈ B and Kf(∆) , 0.
We first define a stopped martingale problem. Let ξ be an F-stopping time.
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Definition 2.1. We call a probability measure P on (Ω,F) a solution to the mar-
tingale problem (MP) (A, b, a,K, η, ξ), if the following hold:
(i) P ◦X−10 = η.
(ii) For all f ∈ C the process
Mf·∧ξ , f(X·∧ξ)− f(X0)−
∫ ·∧ξ
0
Kf(Xs−) ds, (2.5)
is a local (F, P )-martingale.
We say that the MP has a unique solution, if all solutions coincide on Fξ. We
denote the set of solutions by M(A, b, a,K, η, ξ).
Next, we also introduce an MP up to explosion. We will call it the generalized
martingale problem. Following the notation of Jacod and Shiryaev [23], we denote
the Dirac measure by ε.
Definition 2.2. (i) We call a probability measure P on (Ω,F) a solution to
the GMP (A, b, a,K, η, τ∆−), if P solves the GMP (A, a, b,K, η, τn) for all
n ∈ N. The set of solutions is denoted by M(A, b, a,K, η, τ∆−).
(ii) We say that the GMP (A, b, a,K, η, τ∆−) satisfies uniqueness, if all so-
lutions coincide on Fτ∆− = F. If there exists a unique solution for all
η ∈ {εx, x ∈ B∆}, we call the GMP (A, b, a,K, τ∆−) well-posed. If there
exists a unique solution for all initial laws η, then we call the GMP com-
pletely well-posed. If P solves a GMP and P (τ∆ = ∞) = 1 we call P
conservative.
For a Polish space E, we define D([0,∞), E) to be the space of all ca`dla`g func-
tions [0,∞)→ E. The space D([0,∞), E) equipped with the Skorokhod topology is
itself Polish. Moreover, it holds that B(D([0,∞), E)) = σ(Xt, t ∈ [0,∞)), where X
denotes the coordinate process onD([0,∞), E). For details we refer to [16, Theorem
3.5.6, Proposition 3.7.1]. We introduce the following short notation:
(D,D) , (D([0,∞),B),B(D([0,∞),B))).
Remark 2.3. Solutions to MPs with ξ ,∞ or conservative solutions can be viewed
as probability measures on (D,D). In these cases, we remove ξ and τ∆− from all
notations.
Remark 2.4. The Dirac measure on the constant path ω∆t ≡ ∆ is the unique
solution of the GMP (A, b, a,K, ε∆, ξ) for all F-stopping times ξ. In particular, this
probability measure is the unique solution of the GMP (A, b, a,K, ε∆, τ∆−).
3. Main Results
In this section we state our main results. The section is split into four parts. In
Section 3.1 we discuss the strong Markov property of well-posed problems. Then,
in Section 3.2, we relate two solutions to GMPs via a Cameron-Martin-Girsanov
formula. A one-to-one correspondence of conservative solutions to GMPs and (an-
alytically and probabilistically) weak solutions to SDEs is presented in Section 3.3.
Finally, in Section 3.4, we give existence and uniqueness results as applications.
3.1. The Markov Property. A Hausdorff space that is the image of a Polish
space under a continuous bijection is called Lusin space. Any Polish space is a
Lusin space and, more generally, any Borel subset of a Polish space, seen as a
subspace, is a Lusin space, see [9, Example 8.6.11]. The Borel σ-field of a Lusin
space is countably generated, see [9, Lemma 8.6.12].
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Note that
Ω =
{
ω ∈ D([0,∞),B∆) :
τ∆(ω) =∞, or τ∆(ω) <∞ and
ω(τ∆(ω) + s) = ∆ for all s ∈ Q+
}
,
where we denote the non-negative rational numbers by Q+. Thus, the space Ω, seen
as a subspace of D([0,∞),B∆), is a Lusin space. Furthermore, by [9, Lemma 7.2.2],
B(Ω) = B(D([0,∞),B∆)) ∩ Ω = F.
Here, B(D([0,∞),B∆)) ∩ Ω denotes the trace of B(D([0,∞),B∆)) on Ω. Due to
this observation, the following lemma is classical, see [46, Theorem II.89.1].
Lemma 3.1. Let P be a probability measure on (Ω,F) and suppose that G is a
sub-σ-field of F. Then there exists a regular conditional probability P (·|G)(·) of P
given G, that is, a function P (·|G)(·) : F × Ω→ [0, 1] such that the following holds:
(i) For all ω ∈ Ω the map G 7→ P (G|G)(ω) is a probability measure on (Ω,F).
(ii) For all G ∈ F the function ω 7→ P (G|G)(ω) is a P -version of P (G|G).
Additionally, if G is countably generated, then there exists a P -null set N ∈ G such
that for all ω ∈ ∁N it holds that P (G|G)(ω) = 1G(ω) for all G ∈ G.
We denote by θ·(·) : [0,∞)× Ω → Ω the shift operator θtω = ω(·+ t). If E is a
topological space and {Px, x ∈ E} is a family of probability measure on (Ω,F), we
say that E ∋ x 7→ Px is Borel, if the map E ∋ x 7→ Px(G) is Borel for all G ∈ F.
In the finite-dimensional diffusion setting of Stroock and Varadhan, the strong
Markov property is related to the well-posedness of the martingale problem. As the
following theorem shows, this is also the case in our setting:
Theorem 3.2. Suppose that the GMP (A, b, a,K, τ∆−) is well-posed and let Px
be the unique solution of the GMP (A, b, a,K, εx, τ∆−) for x ∈ B∆. The family
{Px, x ∈ B∆} is a strong Markov family in the following sense: the mapping B∆ ∋
x 7→ Px is Borel and for all x ∈ B∆ and all F-stopping times ξ there exists a Px-null
set N ∈ Fξ such that for all ω ∈ ∁N ∩ {ξ <∞} and all F ∈ F
Px
(
θ−1ξ F
∣∣Fξ) (ω) = PXξ(ω)(ω)(F ).
Moreover, for all probability measures η on (B∆,B(B∆)) the probability measure
Pη ,
∫
Pxη(dx) (3.1)
on (Ω,F) is the unique solution to the GMP (A, b, a,K, η, τ∆−), and for all F-
stopping times ξ there exists a Pη-null set N ∈ Fξ such that for all ω ∈ ∁N ∩ {ξ <
∞} and all F ∈ F
Pη
(
θ−1ξ F
∣∣Fξ) (ω) = PXξ(ω)(ω)(F ). (3.2)
The theorem can be viewed as a generalization of [51, Theorem 10.1.1], [49,
Theorem 4.1] and [30, Theorem 4.2] to a setting of arbitrary dimension which
includes jumps and allows for explosion to an absorbing state. A detailed proof is
given in Section 4.2 below.
3.2. Cameron-Martin-Girsanov Pairs. In this section we give a Cameron-Martin-
Girsanov-type theorem for GMPs. We set
Ft+ ,
⋂
s>t
Fs, F
+ , (Ft+)t∈[0,∞).
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Definition 3.3. Let P and Q be two probability measures defined on (Ω,F). We
say that (Q,P ) is a Cameron-Martin-Girsanov pair, if there exists a non-negative
local (F+, P )-martingale Z∗ starting at 1 such that for all F-stopping times ρ and
all G ∈ Fρ
Q(G ∩ {τ∆ > ρ}) = EP
[
Z∗ρ1G∩{τ∆>ρ}
]
. (3.3)
We call Z∗ the CMG density of P and Q and (3.3) the CMG formula.
Remark 3.4. CMG formulas are for instance known for solution measures to one-
dimensional diffusion-type SDEs, see [27], and in finite-dimensional jump-diffusion
settings, see [7]. In the case where P and Q are solutions to GMPs and P is conserva-
tive, the CMG formula gives a representation of the Q-distribution of the explosion
time as a P -expectation.
Let c : B → B∗ be Borel such that 〈ac, c〉 is bounded on bounded subsets of B.
Let us stress that ac = a(·)(c(·)) is Borel, see [19, Proposition 1.1.28]. Therefore,
also 〈ac, c〉 is Borel. Moreover, let Y : B × B → (0,∞) be Borel such that for all
x ∈ B and all y∗ ∈ B∗∫
|〈h(y), y∗〉||Y (x, y)− 1|K(x, dy) +
∫ (
1−
√
Y (x, y)
)2
K(x, dy) <∞.
Since B is assumed to be reflexive, these integrability conditions suffice to define
the integral
∫
h(y)(Y (·, y)−1)K(·, dy) as a Pettis integral, see [40, Proposition 3.4].
We further suppose that the map
x 7→
∫ (
1−
√
Y (x, y)
)2
K(x, dy)
is Borel and bounded on bounded subsets of B, and that the map
x 7→
∫
h(y)(Y (x, y)− 1)K(x, dy)
is Borel and for all bounded sequences (y∗n)n∈N ⊂ B∗, all bounded sets G ∈ B(B)
and all ǫ > 0 it holds that
sup
n∈N
sup
x∈G
∫
1{‖y‖≤ǫ}|〈y, y∗n〉|2Y (x, y)K(x, dy) <∞,
sup
x∈G
∫
1{‖y‖≥ǫ}Y (x, y)K(x, dy) <∞.
We denote
b′(x) , b(x) + a(x)c(x) +
∫
h(y)(Y (x, y)− 1)K(x, dy),
K ′(x, dy) , Y (x, y)K(x, dy).
(3.4)
Furthermore, we assume that for all bounded sequences (y∗n)n∈N ⊂ B∗ and all
bounded sets G ∈ B(B) it holds that
sup
n∈N
sup
x∈G
|〈b′(x), y∗n〉| <∞. (3.5)
The following theorem can be viewed as a generalization of [51, Theorem 6.4.2]
and [7, Theorem 2.4] to a setting of arbitrary dimension. We note that in [7] the
martingale problem also includes a killing rate, which is not included in our setting.
Theorem 3.5. Suppose that the GMP (A, b′, a,K ′, τ∆−) is well-posed and that η
is a probability measure on (B,B(B)). Then there exists a unique solution Qη to the
GMP (A, b′, a,K ′, η, τ∆−). Suppose that Pη ∈ M(A, b, a,K, η, τ∆−), then (Qη, Pη)
is a CMG pair. Moreover, the CMG density is P -indistinguishable from the process
Z∗ given in Lemma 4.21 below.
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A detailed proof is given in Section 4.3 below.
Remark 3.6. In the setting of Theorem 3.5, Pη and Qη are equivalent on Fτn for
all n ∈ N. This follows either from the theorem itself together with the Lemmata
4.3 and 4.21 below, or from Proposition 4.13 and the Lemmata 4.21 and 4.22 below.
An in-depth study of the CMG density allows us to obtain the following unique-
ness result. A detailed proof is given in Section 4.4 below.
Proposition 3.7. Let η be an arbitrary probability measure on (B,B(B)). If the
GMP (A, b, a,K, τ∆−) is well-posed, then the GMP (A, b′, a,K ′, η, τ∆−) satisfies
uniqueness. Conversely, if the GMP (A, b′, a,K ′, τ∆−) is well-posed, then the GMP
(A, b, a,K, η, τ∆−) satisfies uniqueness.
We also give an existence result. Suppose that the GMP (A, b, a,K, τ∆−) is well-
posed, let x ∈ B and take Px ∈ M(A, b, a,K, εx, τ∆−). We will see in the Lemmata
4.21 and 4.22 below that there exists a local Px-martingale Z
∗ starting at 1 such that
Z∗·∧τn is a non-negative uniformly integrable Px-martingale for all n ∈ N and such
that the probability measure Qnx defined by Q
n
x(G) , E
Px [1GZ
∗
τn ] solves the MP
(A, b′, a,K ′, εx, τn). In a conservative setting we can now give a precise condition
for the existence of a solution to the GMP (A, b′, a,K ′, εx, τ∆−).
Proposition 3.8. Suppose that the GMP (A, b, a,K, τ∆−) is well-posed. For all
x ∈ B, denote by Px the solution to the GMP (A, b, a,K, εx, τ∆−) and assume that
Px(τ∆ =∞) = 1. The following are equivalent:
(i) For all probability measures η on (B,B(B)) the GMP (A, b′, a,K ′, η, τ∆−)
has a conservative solution.
(ii) It holds that limn→∞Q
n
x(τn ≤ t) = 0 for all t ∈ [0,∞) and x ∈ B.
In particular, if one of the above conditions holds, then the GMP (A, b′, a,K ′, τ∆−)
is completely well-posed.
The previous proposition can be viewed as a generalization of [51, Corollary
10.1.2] to a setting of arbitrary dimension which includes jumps. The proof relies
on an extension theorem and is given in Section 4.5 below.
In a non-conservative setting one can try to conclude existence from an extension
argument in a larger path space. However, in this case one has to prove that the
extension is supported on (Ω,F), see [44] for details in a finite-dimensional diffusion
setting. We do not address this question here and leave it for future research.
Nevertheless, let us give some conditions. The next proposition can be viewed as
a generalization of [51, Theorem 6.4.2].
Proposition 3.9. Suppose that the mappings
x 7→ 〈a(x)c(x), c(x)〉, x 7→
∫ (
1−
√
Y (x, y)
)2
K(x, dy) (3.6)
are bounded (on B). The following are equivalent:
(i) The MP (A, b, a,K) is well-posed.
(ii) The MP (A, b′, a,K ′) is well-posed.
Finally, we study local equivalence and local absolute continuity of two GMPs.
Let P and Q be probability measures on (Ω,F). We say that Q is locally absolutely
continuous w.r.t. P if Q is absolutely continuous w.r.t. P on Ft for all t ∈ [0,∞).
We say that P and Q are locally equivalent if Q is equivalent to P on Ft for all
t ∈ [0,∞). A proof for the following observation can be found in Section 4.7 below.
Proposition 3.10. Assume that the GMP (A, b, a,K, τ∆−) or (A, b′, a,K ′, τ∆−)
is well-posed and that η is a probability measure on (B,B(B)). Let P be a solution to
the GMP (A, b, a,K, η, τ∆−) and Q be a solution to the GMP (A, b′, a,K ′, η, τ∆−).
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(i) Suppose that either P or Q is conservative. Then P and Q are locally
equivalent if and only if both P and Q are conservative.
(ii) If Q is conservative, then Q is locally absolutely continuous w.r.t. P .
If both P and Q are not conservative, the question when P and Q are locally
equivalent is open (in general). For results in this direction for the case of one-
dimensional Itoˆ-diffusions we refer to Mijatovic´ and Urusov [37] and for a discussion
of a finite-dimensional Itoˆ-diffusion case we refer to Ruf [47].
3.3. MPs and SDEs. In this section we discuss a one-to-one correspondence be-
tween solutions to MPs and analytically and probabilistically weak solutions to
SDEs. We start by formally introducing SDEs. The random drivers will be a cylin-
drical Brownian motion and a (homogeneous) Poisson random measure.
For completeness, let us recall the definitions. Suppose that H is a real Banach
space and denote its (topological) dual by H∗. Below H will be a Hilbert space,
which explains our choice of notation. However, to define the CMG density, we also
need the definition of a cylindrical continuous local martingale on a Banach space:
We call a family M , {M(y∗), y∗ ∈ H∗} a cylindrical continuous local martingale
if for all y ∈ H∗ the processM(y∗) is a real-valued continuous local martingale and
y∗ 7→M(y∗) is linear.
A cylindrical Brownian motionW with covariance U ∈ S+(H∗,H) is a cylindrical
continuous local martingale such that 〈〈W (y∗)〉〉 = ∫ ·
0
〈Uy∗, y∗〉ds for all y∗ ∈ H∗,
where 〈〈·〉〉 denotes the predictable quadratic variation process.
Let E be a Lusin space and E , B(E). A (homogeneous) Poisson random mea-
sure µ on a filtered probability space (Ωo,Fo, (Fot )t∈[0,∞), P
o) is an integer-valued
random measure on [0,∞)× E such that
(a) The non-negative measure p(·) , EP o [µ(·)] on ([0,∞) × E,B([0,∞)) ⊗ E)
has a decomposition p(dt, dx) = dt⊗F (dx), where F is a σ-finite measure
on (E,E).
(b) For all s ∈ [0,∞) and every G ∈ B([0,∞)) ⊗ E with G ⊆ (s,∞) × E and
p(G) <∞, the random variable µ(·, G) is P o-independent of Fos .
The measure p is called the intensity measure of µ. Moreover, we note that the
intensity measure is the predictable compensator of the random measure µ, see [23,
Proposition II.1.21] or Section 4.1.1 below.
Now, we assume that H is a real separable Hilbert space. With a minor abuse of
notation we denote the corresponding scalar product by 〈·, ·〉. Moreover, we identify
H∗ with H. The parameters for an SDE are the following:
(i) Let U ∈ S+(H,H) be the covariance of a cylindrical Brownian motion.
(ii) Let p = dt⊗F be the intensity measure of a Poisson random measure on E.
(iii) Let A : D(A) ⊆ B→ B be a linear, densely defined and closed operator.
(iv) Let b : B→ B be Borel and such that for all bounded sequences (y∗n)n∈N ⊂
B∗ and all bounded sets G ∈ B(B) it holds that
sup
n∈N
sup
x∈G
|〈b(x), y∗n〉| <∞.
(v) Let σ : B → L(H,B), where L(H,B) denotes the set of all linear bounded
operators from H to B, be bounded on bounded subsets of B and such that
the map x 7→ σ∗(x)y∗ is Borel for all y∗ ∈ B∗. Here, σ∗(x) : B∗ → H denotes
the adjoint of σ(x).
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(vi) Let δ : B × E → B be Borel and such that for all bounded sequences
(y∗n)n∈B ⊂ B∗, all bounded sets G ∈ B(B) and all ǫ > 0 it holds that
sup
n∈N
sup
x∈G
∫
1{‖δ(x,y)‖≤ǫ}|〈δ(x, y), y∗n〉|2F (dy) <∞,
sup
x∈G
F ({y ∈ E : ‖δ(x, y)‖ ≥ ǫ}) <∞.
(3.7)
(vii) Let η be a probability measure on (B,B(B)).
Recall that h is a truncation function on B. We denote h′(x) , x− h(x).
The following solution concept is in the spirit of an analytically and probabilis-
tically weak solution:
Definition 3.11. We call a quadruple ((Ωo,Fo,Fo, P o), Y,W, µ) a solution to the
SDE associated with (U, p,A, b, σ, δ, η) if
(i) (Ωo,Fo,Fo, P o) is a filtered probability space which supports a ca`dla`g Fo-
adapted B-valued process Y , a cylindrical (Fo, P o)-Brownian motion W
with covariance U and an (Fo, P o)-Poisson random measure µ with in-
tensity measure p. Moreover, Fo is P o-complete and Fo is P o-augmented,
see Section 4.1.1 below.
(ii) P o ◦ Y −10 = η.
(iii) For all y∗ ∈ D(A∗) it holds P o-a.s.
〈Y, y∗〉 = 〈Y0, y∗〉+
∫ ·
0
(〈Ys−, A∗y∗〉+ 〈b(Ys−), y∗〉) ds+
∫ ·
0
〈dWs, σ∗(Ys−)y∗〉
+ 〈h(δ(·, Y−)), y∗〉 ⋆ (µ− p) + 〈h′(δ(·, Y−)), y∗〉 ⋆ µ.
(3.8)
The process Y is called a solution process. The law of a solution process, seen as
a probability measure on (D,D), is called a solution measure to the SDE. We say
that a SDE satisfies uniqueness if all solution measures coincide.
For the last two integrals in (3.8) we use the classical notation of Jacod and
Shiryaev [23]. The definitions of all (stochastic) integrals are recalled in Section
4.1.1 below. Let us emphasis that, based on the local boundedness assumptions on
σ and δ, the integrals are well-defined.
The case where the driving Brownian motion is Banach space valued is included
in this setting, see Remark 4.2 below.
Remark 3.12. In the case where A is a C0-semigroup one typically speaks of a
(semilinear) stochastic partial differential equation (SPDE). Besides the concept
of (analytically and probabilistically) weak solutions to SPDEs, a frequently used
solution concept are so-called mild solutions, see, e.g., [14, 34, 36, 43]. In many
cases, the solution concepts are equivalent, see [34, Appendix G] and [43, Section
9.3].
The following relations between laws of SDEs and solutions to MPs hold. A proof
is given in Section 4.8 below.
Theorem 3.13. The set of solution measures to the SDE (U, p,A, b, σ, δ, η) coin-
cides with the set of solutions to the MP (A, b, σUσ∗,K, η), where
K(·, G) ,
∫
1G(δ(·, y))F (dy), G ∈ B(B), 0 6∈ G. (3.9)
In particular, the SDE (U, p,A, b, σ, δ, η) has a solution if and only if the MP
(A, b, σUσ∗,K, η) has a solution.
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Let us also deduce some results for SDEs. We denote byD the filtration on (D,D)
generated by the coordinate process X , i.e. D , (Dt)t∈[0,∞) with Dt , σ(Xs, s ∈
[0, t]). For a D-stopping time ξ the σ-field Dξ is defined in the same manner as Fξ
is defined for an F-stopping time ξ.
Resulting from Theorem 3.5 and Theorem 3.13 we obtain that unique solution
measures to SDEs form a strong Markov family.
Corollary 3.14. Suppose that for all x ∈ B the SDE (U, p,A, b, σ, δ, εx) has a
unique solution measure Px. Then the family {Px, x ∈ B} is strong Markov in
the following sense: the mapping B ∋ x 7→ Px is Borel, and for all Px-a.s. finite
D-stopping times ξ we have Px-a.s. for all F ∈ D
Px
(
θ−1ξ F
∣∣Dξ) = PXξ (F ).
Moreover, for all probability measures η on (B,B(B)) the SDE (U, p,A, b, σ, δ, η) has
the unique solution measure (3.1).
Let b′, c and Y be as in the previous section with a replaced by σUσ∗ and K
given by (3.9), i.e.
b′ = b+ σUσ∗c+
∫
h(δ(·, y)) (Y (·, δ(·, y))− 1))F (dy).
Now, the following corollary is an immediate consequence of the Propositions 3.7,
3.9 and 3.10 and Theorem 3.13.
Corollary 3.15. Let E′ be a Lusin space and E′ , B(E′). Suppose that there
exists an intensity measure p′ = dt ⊗ F ′ on ([0,∞) × E′,B([0,∞)) ⊗ E′) and a
Borel function δ′ : B× E′ → B such that∫
1G(δ(·, x))Y (·, δ(·, x))F (dx) =
∫
1G(δ
′(·, x))F ′(dx), G ∈ B(B), 0 6∈ G.
If for all x ∈ B the SDE (U, p,A, b, σ, δ, εx) has a unique solution, then for all x ∈ B
the SDE (U, p′, A, b′, σ, δ′, εx) satisfies uniqueness. If, additionally, the mappings
x 7→ 〈σ(x)Uσ∗(x)c(x), c(x)〉, x 7→
∫ (
1−
√
Y (x, δ(x, y))
)2
F (dy)
are bounded (on B), then for all x ∈ B the SDE (U, p′, A, b′, σ, δ′, εx) has a unique so-
lution. Moreover, in this case the solution measures to the SDEs (U, p,A, b, σ, δ, εx)
and (U, p′, A, b′, σ, δ′, εx) are locally equivalent (w.r.t. D).
The first part of the previous corollary is in the spirit of [21, Corollary 14.82]. In
the following section we discuss a simplified situation.
3.4. Applications: Existence and Uniqueness Results for MPs and SDEs.
In this section we use our CMG formula to transfer existence and uniqueness results
from SDEs of the type
dYt = AYt− dt+ dLt,
to SDEs of the type
dYt = (AYt− + c(Yt−)) dt+ dLt, (3.10)
where L is a Le´vy process. This is a classical application of Girsanov-type theorems.
In the case where L is a cylindrical Brownian motion, a similar application is
shown in [34]. In this continuous setting, under additional assumptions, Kunze [31]
proved a more general existence and uniqueness result and Da Prato, Flandoli,
Priola and Ro¨ckner [12, 13] showed that SDEs of the type (3.10) are even pathwise
unique.
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We stress that our CMG formula also applies to situations where we have a term
γ(Yt−) dLt instead of only dLt. Thus, the technique is in general very robust. We
only want to illustrate the idea and therefore we restrict ourselves to a simple setup.
We impose the following additional assumptions: Suppose that B = H = E is a
separable Hilbert space. Let A be the generator of a pseudo-contraction semigroup
S = (St)t∈[0,∞), i.e. S is a C
0-semigroup on H and there is a β ∈ R such that ‖St‖ ≤
eβt for all t ∈ [0,∞). Let F be a measure on (H,B(H)) such that F ({0}) = 0 and∫ ‖x‖2F (dx) <∞. In this case, dt⊗ F is the intensity measure of a homogeneous
Poisson random measure on H, see [36, Theorem 3.2.11]. We set b(x) , b for
b ∈ H, a(x) , a, where a ∈ S+(H,H) is a trace class operator from H to H,
and K(y, dt, dx) , dt⊗ F (dx). The following lemma is a consequence of existence
and uniqueness results for SDEs as given in [17] together with a classical Yamada-
Watanabe-type argument. We give the details in Section 4.9 below.
Lemma 3.16. The MP (A, b, a,K) is well-posed.
Let b′ and K ′ be given as in (3.4). As an immediate consequence of Proposition
3.7, Proposition 3.9 and Corollary 3.15, we obtain the following
Corollary 3.17. (i) The GMP (A, b′, a,K ′, η, τ∆−) satisfies uniqueness. If
the mappings (3.6) are bounded (on H), then the MP (A, b′, a,K ′) is well-
posed.
(ii) Suppose that there exists a Borel mapping δ′ : H × H → H and a measure
F ′ on (H,B(H)) such that∫
G
Y (x, y)F (dy) =
∫
1G(δ
′(·, y))F ′(dy), G ∈ B(B), 0 6∈ G. (3.11)
Moreover, assume that F ′ integrates 1 ∧ ‖x‖2, F ′({0}) = 0 and that δ′
satisfies (3.7) with δ replaced by δ′. For all x ∈ H let l(x) = x be the
identity on H. Set p′ , dt⊗ F ′. Then the SDE (a, p′, A, b′, l, δ′, η) satisfies
uniqueness. In particular, if the mappings (3.6) are bounded (on H), then
the SDE (a, p′, A, b′, l, δ, η) has a unique solution.
The formula (3.11) clearly holds in the continuous case and also if Y (x, y) = Y (y)
and
∫ (
1 ∧ ‖x‖2)Y (x)F (dx) <∞. In the next section we prove our results.
4. Proofs
4.1. Some Preparations. We start with some technical results. The main obser-
vations in this section are that GMPs explode in a continuous manner, see Lemma
4.3 below, and that GMPs are determined by a countable set of test functions, see
Proposition 4.8 below.
4.1.1. A Short Recap on Stochastic Integration. For two random times ρ and τ on
(Ω,F) we define the stochastic interval
[[ρ, τ ]] , {(ω, t) ∈ Ω× [0,∞) : ρ(ω) ≤ t ≤ τ(ω)}.
In the same manner, we define the stochastic intervals [[ρ, τ [[, ]]ρ, τ ]], ]]ρ, τ [[. Moreover,
we set [[τ ]] , [[τ, τ ]].
Let P be a probability measure on (Ω,F). The set of all P -null sets is denoted
by N. We define FPt , σ(Ft+,N). In fact, it holds that F
P
t =
⋂
s>t σ(Fs,N), see [26,
Lemma 6.8]. Denote FP , σ(F,N). The filtration FP = (FPt )t∈[0,∞) on (Ω,F
P ) is
called the P -augmentation of F.
The following material concerning random measures is taken from [23, 33]. The
FP -predictable σ-field is denoted by PP and the FP -optional σ-field is denoted by
OP . Let E be a Lusin space and set E , B(E). We say that a random measure µ
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on ([0,∞)× E,B([0,∞))⊗ E) is FP -predictable (resp. FP -optional) if for all non-
negative PP ⊗ E-measurable (resp. OP ⊗ E-measurable) functions U the process
W ⋆ µ· ,
∫ ·
0
∫
W (s, x)µ(ds, dx)
is FP -predictable (resp. FP -optional). We define the Dole´ans measure MPµ by
MPµ (dω, dt, dx) , µ(ω, dt, dx)P (dω).
We say thatMPµ is P
P -σ-finite if there exist a sequences (Ωn)n∈N ⊂ PP⊗E such that⋃
n∈N Ωn = Ω×[0,∞)×E andMPµ (Ωn) <∞ for all n ∈ N. Clearly, this is equivalent
to the existence of a sequence (Ω∗n)n∈N ⊂ PP ⊗E such that Ω∗n ր Ω× [0,∞)×E as
n→∞ and MPµ (Ω∗n) <∞ for all n ∈ N. Indeed, Ω∗n ,
⋃n
k=1 Ωk is such a sequence.
An FP -predictable random measure ν is called an FP -predictable P -compensator
of an FP -optional random measure µ with PP -σ-finite Dole´ans measure MPµ if for
all non-negative PP ⊗E-measurable functions W it holds that MPµ (W ) =MPν (W ).
It is classical that each FP -optional random measure µ with PP -σ-finite Dole´ans
measure MPµ has an F
P -predictable P -compensator which is unique to a P -null
set. Suppose that
µ(ω, dt, dx) ,
∑
s∈[0,∞)
1D(ω, s)ε(s,βs(ω))(dt, dx), (4.1)
where D is an FP -thin set with (ω, 0) 6∈ D and β is an E-valued FP -optional
process. Here, a set D ⊂ Ω × [0,∞) is called FP -thin, if D = ⋃n∈N[[ρn]] for a
sequence (ρn)n∈N of F
P -stopping times. In this case, it is well-known that µ is an
FP -optional random measure. Furthermore, suppose that MPµ is P
P -σ-finite and
denote the FP -predictable P -compensator of µ by ν. Define Gloc(µ) to be the set
of all real-valued PP ⊗ E-measurable functions V such that ∑
s∈[0,·]
(
V (ω, s, βs(ω))1D(ω, s)−
∫
V (ω, s, x)ν(ω, {s}, dx)
)2
1
2
(4.2)
is FP -locally P -integrable. If V ∈ Gloc(µ), then there exists a discontinuous local
(FP , P )-martingale V ⋆ (µ− ν) whose jump process is P -indistinguishable from
V (·, ·, β)1D −
∫
V (·, ·, x)ν(·, {·}, dx).
Let us also recall the definition of a stochastic integral w.r.t. a cylindrical con-
tinuous local (FP , P )-martingale, following the exposition given in [39]. We stress
that we only consider functionals as integrands. The case where the integrand takes
values in an arbitrary Banach space is much more delicate.
Let K : Ω × [0,∞) → S+(B∗,B) be such that Ky∗ is FP -predictable for all
y∗ ∈ B∗. We denote by L2loc(K) the space of all FP -predictable functions f∗ : Ω×
[0,∞)→ B∗ such that P -a.s.∫ t
0
〈Ksf∗s , f∗s 〉ds <∞, t ∈ [0,∞). (4.3)
Let M be a cylindrical continuous local (FP , P )-martingale with
〈〈M(y∗)〉〉 =
∫ ·
0
〈Ksy∗, y∗〉ds.
Due to [39, Proposition 9] and [45, Propositions IV.2.4 and IV.2.5] we have the
following
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Lemma 4.1. For all f∗ ∈ L2loc(K) there exists a continuous local (FP , P )-martingale∫ ·
0〈dMs, f∗s 〉, which is unique up to P -indistinguishability, such that〈∫ ·
0
〈dMs, f∗s 〉
〉
=
∫ ·
0
〈Ksf∗s , f∗s 〉ds (4.4)
up to P -evanescence. Furthermore, for λ ∈ R and g∗ ∈ L2loc(K) we have λf∗+g∗ ∈
L2loc(K) and ∫ ·
0
〈dMs, λf∗s + g∗s〉 = λ
∫ ·
0
〈dMs, f∗s 〉+
∫ ·
0
〈dMs, g∗s〉
up to P -evanescence, and for all FP -stopping times ξ it holds that∫ ·∧ξ
0
〈dMs, f∗s 〉 =
∫ ·
0
〈dMs, f∗s 1{s≤ξ}〉 =
∫ ·
0
〈dMs∧ξ, f∗s 〉
up to P -evanescence. Finally, if (fn)n∈N ⊂ L2loc(K) is a sequence such that∫ t
0
〈Ks(f∗s − fns ), f∗s − fns 〉ds n→∞−−−−→ 0
in P -probability, then
sup
s∈[0,t]
∣∣∣∣∫ s
0
〈dMr, f∗r 〉 −
∫ s
0
〈dMr, fnr 〉
∣∣∣∣ n→∞−−−−→ 0
in P -probability.
Remark 4.2. The proof of [39, Proposition 9] relies on the following facts (see [39,
Proposition 2, Corollary 3]): For K ∈ S+(B∗,B) there exists a completion H of KB∗
w.r.t. the scalar product (·, ·) defined by (Kx∗,Ky∗) , 〈Kx∗, y∗〉 for x∗, y∗ ∈ B∗,
such that H ⊆ B and the natural embedding iK : H →֒ B is continuous. Moreover,H
is a separable Hilbert space, which is typically called the reproducing kernel Hilbert
space associated with K. The operator K is the covariance of a Gaussian measure
on B if and only if the embedding iK is γ-radonifying, see [20]. In this case, ifW is a
cylindrical Brownian motion with covariance K, then WHi∗Kx
∗ , W (x∗) uniquely
extends to a cylindrical Brownian motion with identity covariance on the Hilbert
space H.
4.1.2. Continuous Explosion. Let τn be defined as in (2.1). Obviously, τn ≤ τ∆. In
fact, if P solves a GMP up to τ∆ and P -a.s. X0 6= ∆, then the inequality is strict
up to a P -null set. The proof is inspired by ideas given in [7].
Lemma 4.3. Suppose that P is a probability measure on (Ω,F) such that for all
f = g(〈·, y∗〉) with g ∈ C2c (R) and y∗ ∈ D(A∗) the process Mf·∧τn is a local (F, P )-
martingale. Then
P (τn < τ∆) = P (X0 6= ∆). (4.5)
In particular, if P -a.s. X0 6= ∆, then P -a.s. Xτ∆− = ∆ on {τ∆ <∞}.
Proof: For all k ∈ N let gk : R→ [0, 1] be in C2c (R) such that gk = 1 on (−k, k). Fix
y∗ ∈ D(A∗) such that ‖y∗‖ = 1. Set
Gk,n , {z ∈ B : ‖z‖ ≥ k − n}
and note that for all k > n, y ∈ ∁Gk,n and x ∈ {z ∈ B : ‖z‖ ≤ n} we have
gk(〈x+ y, y∗〉)− gk(〈x, y∗〉) = 0,
∂gk(〈x, y∗〉) = 0,
∂2gk(〈x, y∗〉) = 0.
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Hence, if we set fk , gk(〈·, y∗〉) ∈ C, then for all k > n we have
Mfk·∧τn = gk(〈X·∧τn , y∗〉)− gk(〈X0, y∗〉)
−
∫ ·∧τn
0
∫
Gk,n
(gk(〈Xs− + x, y∗〉)− 1)K(Xs−, dx) ds.
By assumption, Mfk·∧τn is a local (F, P )-martingale. In fact, due to the uniform
bound
|Mfkt∧τn(ω)(ω)| ≤ 2 + 2n sup
‖z‖≤n
K(z,Gk,n), t ∈ [0,∞), ω ∈ Ω, (4.6)
which is finite due to (2.3), it is even an (F, P )-martingale. For all ǫ > 0, k ≥ n+ ǫ
and (ω, t) ∈ [[0, τn]] we have∫
Gk,n
|gk(〈Xt−(ω) + x, y∗〉)− 1|K(Xt−(ω), dx) ≤ 2 sup
‖z‖≤n
K(z,Gk,n)
≤ 2 sup
‖z‖≤n
K(z, {x ∈ B : ‖x‖ ≥ ǫ}),
which is finite due to (2.3). Moreover, for all (ω, t) ∈ [[0, τn]]∫
Gk,n
|gk(〈Xt−(ω) + x, y∗〉)− 1|K(Xt−(ω), dx)
≤ 2K(Xt−(ω), Gk,n) k→∞−−−−→ 0.
Hence, by the dominated convergence theorem, for all ω ∈ Ω∫ τn(ω)
0
∫
Gk,n
|gk(〈Xs−(ω) + x, y∗〉)− 1|K(Xs−(ω), dx) ds k→∞−−−−→ 0.
Therefore, we obtain that for all ω ∈ Ω
lim
k→∞
Mfkn∧τn(ω)(ω) = 1B(Xτn(ω)(ω))− 1B(X0(ω))
= 1{τn(ω)<τ∆(ω)} − 1B(X0(ω)).
For all ǫ > 0 and k ≥ n+ ǫ we deduce from (4.6) that
|Mfkn∧τn(ω)(ω)| ≤ 2 + 2n sup
‖z‖≤n
K(z, {x ∈ B : ‖x‖ ≥ ǫ}) <∞,
see (2.3). Therefore, by the dominated convergence theorem and the martingale
property of Mf
k
·∧τn, we obtain
P (τn < τ∆)− P (X0 6= ∆) = lim
k→∞
EP
[
Mfkn∧τn
]
= lim
k→∞
EP
[
Mfk0
]
= 0.
This concludes the proof of formula (4.5). 
Remark 4.4. If P ∈ M(A, b, a,K, η, τ∆−) with η(B) = 1, then τ∆ is an FP -
predictable time. To see this, note that Lemma 4.3 yields that τ∆ can be P -
announced by (τn)n∈N. Hence, [15, Theorem IV.71] yields that τ∆ is F
P -predictable.
4.1.3. An Approximation Lemma. Let C2b (R
d) be the set of all bounded twice con-
tinuously differentiable functions Rd → R with bounded gradient and bounded
Hessian matrix. Denote
B , {g(〈·, y∗1〉, ..., 〈·, y∗m〉) : g ∈ C2b (Rm), y∗1 , ..., y∗m ∈ D(A∗),m ∈ N} .
For f ∈ B we define Mf·∧τn as in (2.5).
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Lemma 4.5. For all f ∈ B the function Mf·∧τn is uniformly bounded on Ω× [0,∞).
Moreover, for any probability measure on (Ω,F) and any f ∈ B there exists a
sequence (fk)k∈N ⊂ C such that, for all t ∈ [0,∞), Mfkt∧τn →Mft∧τn identically and
in L1 as k →∞.
Proof: Let f ∈ B and suppose that f = g(〈·, y∗1〉, ..., 〈·, y∗m〉). Since h is a truncation
function, there exists an ǫ > 0 such that h(x) = x on {y ∈ B : ‖y‖ ≤ ǫ}. By Taylor’s
theorem we obtain that for all z ∈ B and x ∈ {y ∈ B : ‖y‖ ≤ ǫ}∣∣∣∣∣f(z + x)− f(z)−
m∑
i=1
〈h(x), y∗i 〉∂if(z)
∣∣∣∣∣
≤
1
2
m∑
i=1
m∑
j=1
‖∂2ijg‖∞
 max
i=1,...,m
|〈x, y∗i 〉|2.
(4.7)
Hence, for all (ω, s) ∈ [[0, τn]]∫ ∣∣∣∣∣f(Xs−(ω) + x)− f(Xs−(ω))−
m∑
i=1
〈h(x), y∗i 〉∂if(Xs−(ω))
∣∣∣∣∣K(Xs−(ω), dx)
≤ const.
(
1 + max
i=1,...,m
‖y∗i ‖
)
sup
‖z‖≤n
K(z, {x ∈ B : ‖x‖ ≥ ǫ})
+ const. max
i=1,...,m
sup
‖z‖≤n
∫
1{‖x‖≤ǫ}|〈x, y∗i 〉|2K(z, dx),
where the constants depend on g, h and m. Therefore, we obtain the uniform bound∣∣∣Mf·∧τn∣∣∣ ≤ 2‖g‖∞ + n m∑
i=1
‖∂ig‖∞
(
n‖A∗y∗i ‖+ sup
‖x‖≤n
|〈b(x), y∗i 〉|
)
+
n
2
m∑
i=1
m∑
j=1
sup
‖x‖≤n
〈a(x)y∗i , y∗j 〉‖∂2ijg‖∞
+ const.
(
1 + max
i=1,...,m
‖y∗i ‖
)
sup
‖z‖≤n
K(z, {x ∈ B : ‖x‖ ≥ ǫ})
+ const. max
i=1,...,m
sup
‖z‖≤n
∫
1{‖x‖≤ǫ}|〈x, y∗i 〉|2K(z, dx),
(4.8)
where the constants depend on n, g, h and m. This proves the first claim of the
lemma.
For k ∈ N let gk : Rm → [0, 1] be in C2c (Rm) such that gk = 1 on {z ∈
Rm :
∑m
i=1 |zi| < k}. Then, ggk ∈ C2c (Rm). Set
fk , g(〈·, y∗1〉, ..., 〈·, y∗m〉)gk(〈·, y∗1〉, ..., 〈·, y∗m〉). (4.9)
W.l.o.g. we may assume that
∑m
j=1 ‖y∗j ‖ > 0. Set
Gk,n ,
z ∈ B : ‖z‖ ≥ k
 m∑
j=1
‖y∗j ‖
−1 − n
 .
Then, for all k > n
∑m
j=1 ‖y∗j ‖, y ∈ ∁Gk,n and x ∈ {z ∈ B : ‖z‖ ≤ n} we have
fk(x+ y)− f(x+ y) = 0,
∂if
k(x)− ∂if(x) = 0,
∂2ijf
k(x)− ∂2ijf(x) = 0.
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Let t ∈ [0,∞) be fixed. We obtain for k > n∑mj=1 ‖y∗j ‖
|Mfkt∧τn −Mft∧τn| ≤ |fk(Xt∧τn)− f(Xt∧τn)|
+
∫ t∧τn
0
∫
Gk,n
|fk(Xs− + x)− f(Xs− + x)|K(Xs−, dx) ds.
Note that the first term converges to zero as k →∞. Since it is bounded by 2‖g‖∞,
by the dominated convergence theorem, it also converges in L1 to zero as k → ∞.
Arguing as in the proof of Lemma 4.3, we deduce that the second term converges
to zero as k →∞. In particular, we have
EP
[∫ t∧τn
0
∫
Gk,n
|fk(Xs− + x)− f(Xs− + x)|K(Xs−, dx) ds
]
≤ 2‖g‖∞EP
[∫ t∧τn
0
K(Xs−, Gk,n) ds
]
→ 0
as k →∞ by the monotone convergence theorem. This concludes the proof. 
Corollary 4.6. If P is a solution to the GMP (A, b, a,K, η, τ∆−), then Mf·∧τn is
an (F, P )-martingale for all f ∈ B.
Proof: Note the following elementary fact: If (Y n)n∈N is a sequence of (F, P )-
martingales and Y is an F-adapted and P -integrable process such that Y nt → Yt
in L1 as n → ∞ for all t ∈ [0,∞), then Y is an (F, P )-martingale. To see this, it
suffices to note that for all s ∈ [0, t] and A ∈ Fs
EP [1A(Yt − Ys)] = lim
n→∞
EP [1A(Y
n
t − Y ns )] = 0.
Now, the claim follows from Lemma 4.5. 
4.1.4. GMPs and Semimartingales. In this section we reformulate the GMP in
terms of classical semimartingale theory. We shortly recall the concept of semi-
martingale characteristics, see [23] for more details. An m-dimensional semimartin-
gale Y is an Rm-valued ca`dla`g adapted process which has a decomposition
Y = Y0 +M +B,
where Y0 is measurable w.r.t. the initial σ-field, M is a local martingale starting at
0, and B is a ca`dla`g adapted process of finite variation which also starts at 0. Let
k : Rm → Rm be a truncation function. The modified semimartingale
Y (k) , Y −
∑
s≤·
(∆Ys − k(∆Ys))
is a so-called special semimartingale, i.e. it admits a unique decomposition
Y (k) = Y0 +M(k) +B(k),
where M(k) is a local martingale starting at 0, and B(k) is a ca`dla`g predictable
process of finite variation which starts at 0. The local martingaleM(k) has a unique
decomposition into a continuous local martingale Y c and a purely discontinuous
local martingale. The continuous local martingale Y c is independent of the choice
of k. We denote C , 〈〈Y c〉〉. Moreover, it is well-known that the integer-valued
random measure µY associated to the jumps of Y , i.e.
µY (dt, dx) ,
∑
s∈[0,∞)
1{∆Ys 6=0}ε(s,∆Ys)(dt, dx),
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has a P-σ-finite Dole´ans measure. We denote the compensator of µY by ν. The
triplet (B(k), C, ν) is called the semimartingale characteristics of Y .
Let us introduce some additional notation. We set
Γ ,
⋂
n∈N
{τn < τ∆} (4.10)
and define the process
X̂ ,
{
X1[0,τ∆[ , on Γ,
x̂, otherwise,
(4.11)
where x̂ is an arbitrary element in B. We stress that X̂ is still not a ca`dla`g B-valued
process because X̂τ∆− = ∆ is possible on {τ∆ <∞}. However, if Q is a probability
measure on (Ω,F) such that Γ is Q-full, then X̂·∧τn is a ca`dla`g B-valued F
Q-adapted
process and X̂·∧τn and X·∧τn are Q-indistinguishable. Moreover, for all ω ∈ D it
holds that X̂(ω) = X(ω).
Recall that a process with values in the complex plane is called local martingale
if both its real and its imaginary part are (real-valued) local martingales.
Lemma 4.7. Suppose that η is a probability measure on (B∆,B(B∆)) such that
η(B) = 1. For a probability measure P on (Ω,F) the following are equivalent:
(i) P is a solution to the GMP (A, b, a,K, η, τ∆−).
(ii) For all n ∈ N, g ∈ C2c (R) and y∗ ∈ D(A∗) it holds that P ◦X−10 = η and
Mf·∧τn, given by (2.5) with f = g(〈·, y∗〉), is an (F, P )-martingale.
(iii) For all n ∈ N and u ∈ R it holds that P ◦X−10 = η, P (τn < τ∆) = 1 and
the process
M∗·∧τn , e
iu〈X̂·∧τn ,y
∗〉 − V ∗·∧τn ,
where i ,
√−1 and V ∗·∧τn is defined to be∫ ·∧τn
0
eiu〈X̂s−,y
∗〉
(
iu
(
〈X̂s−, A∗y∗〉+ 〈b(Xs−), y∗〉
)
− u
2
2
〈a(X̂s−)y∗, y∗〉
)
ds
+
∫ ·∧τn
0
eiu〈X̂s−,y
∗〉
∫ (
eiu〈x,y
∗〉 − 1− iu〈h(x), y∗〉
)
K(X̂s−, dx) ds,
is a complex-valued local (FP , P )-martingale.
(iv) For all n ∈ N and y∗ ∈ D(A∗) it holds that P ◦ X−10 = η, P (τn < τ∆) =
1 and that 〈X̂·∧τn , y∗〉 is an (FP , P )-semimartingale with semimartingale
characteristics
B(k) =
∫ ·∧τn
0
(
〈X̂s−, A∗y∗〉+ 〈b(X̂s−), y∗〉
)
ds
+
∫ ·∧τn
0
∫
(k(〈x, y∗〉)− 〈h(x), y∗〉)K(X̂s−, dx) ds,
C =
∫ ·∧τn
0
〈a(X̂s−)y∗, y∗〉ds,
ν([0, ·], G) =
∫ ·∧τn
0
∫
1G(〈x, y∗〉)K(X̂s−, dx) ds, G ∈ B(R), 0 6∈ G,
(4.12)
corresponding to the truncation function k : R→ R.
(v) For all n, d ∈ N and y∗1 , ..., y∗d ∈ D(A∗) it holds that P ◦X−10 = η, P (τn <
τ∆) = 1 and (〈X̂·∧τn , y∗1〉, ..., 〈X̂·∧τn , y∗d〉) is an (FP , P )-semimartingale with
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semimartingale characteristics
Bj(k) =
∫ ·∧τn
0
(
〈X̂s−, A∗y∗j 〉+ 〈b(X̂s−), y∗j 〉
)
ds
+
∫ ·∧τn
0
∫ (
kj(〈x, y∗1〉, ..., 〈x, y∗d〉)− 〈h(x), y∗j 〉
)
K(X̂s−, dx) ds,
Cij =
∫ ·∧τn
0
〈a(X̂s−)y∗i , y∗j 〉ds,
ν([0, ·], G) =
∫ ·∧τn
0
∫
1G(〈x, y∗1〉, ..., 〈x, y∗d〉)K(X̂s−, dx) ds,G ∈ B(Rd), 0 6∈ G,
corresponding to the truncation function k : Rd → Rd.
Proof: We prove the following implications:
(i) ⇐⇒ (v), (iv) ⇐⇒ (iii) =⇒ (i) =⇒ (ii) =⇒ (iii).
Let us first establish the equivalence (i) ⇐⇒ (v). Suppose that (i) holds. Observe
that Corollary 4.6, together with [46, Lemma II.67.10], implies that for all f ∈ B
the process Mf·∧τn is an (F
P , P )-martingale. Thus, since X̂·∧τn and X·∧τn are P -
indistinguishable, the process
f(X̂·∧τn)− f(X̂0)−
∫ ·∧τn
0
Kf(X̂s−) ds (4.13)
is an (FP , P )-martingale. Finally, [23, Theorem II.2.42] and Lemma 4.3 imply (v).
Suppose now that (v) holds. Since X·∧τn and X̂·∧τn are P -indistinguishable, [23,
Theorem II.2.42], together with Lemma 4.5, implies that for all f ∈ C the process
Mf·∧τn is an (F
P , P )-martingale. The tower rule and the fact that Mf·∧τn is F-
adapted imply that Mf·∧τn is also an (F, P )-martingale. Therefore, (i) follows.
The equivalence (iv) ⇐⇒ (iii) follows directly from [23, Theorem II.2.42].
The implication (i) =⇒ (ii) follows from Corollary 4.6.
Suppose that (ii) holds. In this case, by Lemma 4.5, for all f = g(〈X·∧τn, y∗〉) with
g ∈ C2b (R) the process Mf·∧τn is an (F, P )-martingale. By [46, Lemma 67.10], it is
also an (FP , P )-martingale. Now, since by Lemma 4.3 the processes X̂·∧τn andX·∧τn
are P -indistinguishable, (iii) follows from Euler’s formula eix = cos(x)+i sin(x) and
a short computation.
It remains to prove the implication (iii) =⇒ (i). Let y∗1 , ..., y∗d ∈ D(A∗) and
λ1, ..., λd ∈ R for an arbitrary d ∈ N. Set y∗ ,
∑d
k=1 λky
∗
k ∈ D(A∗) and u , 1.
Now, we see that M∗·∧τn equals
M˜∗·∧τn , e
i
∑d
k=1 λk〈X̂·∧τn ,y
∗
k〉 −
∫ ·∧τn
0
ei
∑d
k=1 λk〈X̂s−,y
∗
k〉V˜ ∗s ds,
with
V˜ ∗s , i
d∑
k=1
λk
(
〈X̂s−, A∗y∗k〉+ 〈b(X̂s−), y∗k〉
)
− 1
2
d∑
k=1
d∑
j=1
λkλj〈c(X̂s−)y∗k, y∗j 〉
+
∫ (
ei
∑d
k=1 λk〈x,y
∗
k〉 − 1− i
d∑
k=1
λk〈h(x), y∗k〉
)
K(X̂s−, dx).
Since we suppose (iii), the process M˜∗·∧τn is a local (F
P , P )-martingale. Due to
[23, Theorem III.2.42], this implies that for each f ∈ C the process (4.13) is a
local (FP , P )-martingale. Since X̂·∧τn and X·∧τn are P -indistinguishable, together
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with Lemma 4.5, this implies that for all f ∈ C the process Mf·∧τn is an (FP , P )-
martingale. By the tower rule, Mf·∧τn is also an (F, P )-martingale and the implica-
tion (iii) =⇒ (i) is proven. 
4.1.5. A Countable Set of Test Functions. Next, we show that GMPs are completely
determined by a countable set of test functions.
Proposition 4.8. Let x ∈ B∆. There exists a countable set D ⊆ C such that a
probability measure P on (Ω,F) solves the GMP (A, b, a,K, εx, τ∆−) if and only
if P ◦ X−10 = εx and for all n ∈ N and f ∈ D the process Mf·∧τn is an (F, P )-
martingale.
Proof: In view of Remark 2.4, it suffices to consider x ∈ B. As pointed out in the
proof of [30, Lemma 4.1], there exists a countable subset D of D(A∗) such that
for each x∗ ∈ D(A∗) there exists a sequence (x∗n)n∈N ⊂ D such that x∗n ⇀ x∗
and A∗x∗n ⇀ A
∗x∗ as n→∞. Here, ⇀ denotes weak-∗ convergence. Furthermore,
we can w.l.o.g. assume that all convex combinations of elements of D with rational
coefficients belong to D. Let P be a countable dense subset of C2c (R) when equipped
with usual norm ‖ · ‖∞ + ‖∂ · ‖∞ + ‖∂2 · ‖∞, see [35]. Define the countable set
D , {g(〈·, y∗〉) : g ∈ P , y∗ ∈ D} .
Clearly, D ⊆ C. Hence, if P ∈ M(A, b, a,K, εx, τ∆−), then Mf·∧τn is an (F, P )-
martingale for all f ∈ D, see Corollary 4.6.
We fix n ∈ N. Let us suppose that P is a probability measure on (Ω,F) such
that P ◦ X−10 = εx and for all f ∈ D the process Mf·∧τn is an (F, P )-martingale.
We now prove that P ∈ M(A, b, a,K, εx, τn). Let f ∈ C2c (R) and y∗ ∈ D(A∗). Fix
a sequence (y∗k)k∈N ⊂ D so that y∗k ⇀ y∗ and A∗y∗k ⇀ A∗y∗ as k → ∞. Since
B is reflexive, the weak topology on B∗ coincides with the weak-∗ topology, see
[10, Theorem V.4.2]. Thus, by [10, Corollary V.1.5], the norm closure of the set of
convex combinations of elements of {y∗k, k ∈ N} with rational coefficients is weak-∗
closed. Therefore, there exists a sequence
x∗k ,
Nk∑
i=1
λki y
∗
i ∈ D, λki ∈ Q+,
Nk∑
i=1
λki = 1,
such that x∗k → y∗ as k →∞, where→ denotes norm convergence in B∗. Let us now
argue that we also have, possibly along a subsequence, A∗x∗k ⇀ A
∗y∗ as k → ∞.
First, note that (A∗x∗k)k∈N is bounded by the uniform boundedness principle, see [1,
Section 6.4]. Since in reflexive Banach spaces each bounded sequence has a weakly
convergent subsequence, see [53, Theorem III.3.7], the sequence (A∗x∗k)k∈N has a
weakly convergent subsequence. Since closed operators are also weakly closed, see
[29, Problem 5.12], we conclude that, possibly along a subsequence, A∗x∗k converges
weakly to A∗y∗ as k → ∞. Now, since for B∗ the weak topology and the weak-∗
topology coincide, we have, possibly along a subsequence, A∗x∗k ⇀ A
∗y∗ as k →∞.
In the following, we will always refer to this subsequence.
There exists a sequence (gm)m∈N ⊂ P such that gm → g as m → ∞, where the
convergence is norm convergence w.r.t. ‖ · ‖∞ + ‖∂ · ‖∞ + ‖∂2 · ‖∞. In particular,
we have
sup
m∈N
(‖gm‖∞ + ‖∂gm‖∞ + ‖∂2gm‖∞) <∞. (4.14)
Now, define fm,k : x 7→ gm(〈x, x∗k〉) and fm : x 7→ gm(〈x, y∗〉). We note that fm,k ∈
D, which implies that Mfm,k·∧τn is an (F, P )-martingale. In view of (4.8), we deduce
from our assumptions on the coefficients b, a,K together with the fact that weak-∗
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convergent sequences in Banach spaces are bounded by the uniform boundedness
principle, that M
fm,k
t∧τn(ω)
(ω) is bounded uniformly in k and ω. Since x∗k → y∗ and
A∗x∗k ⇀ A
∗y∗ as k →∞ imply that
M
fm,k
t∧τn →Mfmt∧τn (4.15)
as k → ∞, the dominated convergence theorem implies that (4.15) holds also in
L1. We conclude that Mfm·∧τn is an (F, P )-martingale. In view of (4.8) and (4.14),
Mfmt∧τn(ω)(ω) is bounded uniformly in m and ω. Hence, using gm → g as m → ∞
and again the dominated convergence theorem, we obtain
Mfmt∧τn →Mft∧τn
in L1 as m → ∞. Thus, also Mf·∧τn is an (F, P )-martingale. By Lemma 4.7 it
is sufficient to consider test functions of the type g(〈·, y∗〉) for g ∈ C2c (R) and
y∗ ∈ D(A∗). We conclude that P ∈ M(A, b, a,K, εx, τn). 
4.2. Proof of Theorem 3.2. We suppose that the GMP (A, b, a,K, τ∆−) is well-
posed and denote Px ∈ M(A, b, a,K, εx, τ∆−) for x ∈ B∆. Let us start with an
elementary observation.
Lemma 4.9. Let Y be a right-continuous measurable process taking values in a
Polish space. Then σ(Yt, t ∈ [0,∞)) is countably generated.
Proof: The claim follows from the identity σ(Yt, t ∈ [0,∞)) = σ(Yt, t ∈ Q+), which
is due to right-continuity of Y . 
The following lemma is also used in the proof that well-posedness implies local
well-posedness, see Section 4.3.1 below. The idea to use Kuratowski’s theorem is
due to [51, Exercise 6.7.4].
Lemma 4.10. The mapping B∆ ∋ x 7→ Px is Borel, i.e. the map B∆ ∋ x 7→ Px(G)
is Borel for all G ∈ F.
Proof: Denote the set of probability measures on (D([0,∞),B∆),B(D([0,∞),B∆)))
by Pˆ and the set of probability measure on (B∆,B(B∆)) by P∗ and equip both
with the topology of convergence in distribution. It is well-known that Pˆ and P∗
are Polish, see [1, Theorem 15.15].
Recall that Ω is a Borel subset of D([0,∞),B∆). Due to Proposition 4.8 and
the uniqueness assumption, there exists a countable set D ⊆ C such that the set
{Px, x ∈ B∆} consists of all Q ∈ Pˆ such that Q ◦X−10 ∈ {εx, x ∈ B∆} and
Q(Ω) = 1, EQ
[
1GM
f
t∧τn
]
= EQ
[
1GM
f
s∧τn
]
, (4.16)
for f ∈ D, s < t,G ∈ Fs, n ∈ N. Since Mf·∧τn has right-continuous paths, we can
restrict ourselves to s, t ∈ Q+. Moreover, since Fs = σ(Xr, r ∈ [0, s]) is countably
generated by Lemma 4.9, it suffices to take only countably many G ∈ Fs into
consideration. Hence, by [1, Theorem 15.13], the subset of elements of Pˆ which
satisfies (4.16) is Borel. It follows from [1, Corollary 2.57] that εxk converges in
distribution to εx as k → ∞ if and only if xk → x as k → ∞. This implies that
B∆ ∋ x 7→ εx ∈ P∗ is a continuous injection. Thus, by [9, Theorem 8.3.7], the
set {εx, x ∈ B∆} is a Borel subset of P∗ and by Kuratowski’s theorem, see [9,
Proposition 8.3.5], the inverse of B∆ ∋ x 7→ εx ∈ P∗ is Borel. We note that the
map D([0,∞),B∆) ∋ ω 7→ ω(0) ∈ B∆ is continuous, see [23, VI.2.3]. Thus, by [1,
Theorem 15.14], the map Pˆ ∋ Q 7→ Q ◦X−10 ∈ P∗ is continuous. We conclude that
the set {Px, x ∈ B∆} is a Borel subset of Pˆ . Define Φ: {Px, x ∈ B} → B∆ such
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that Φ(Q) is the (unique) x ∈ B∆ such that Q ◦ X−10 = εx. As a composition of
Pˆ ∋ Q 7→ Q ◦X−10 ∈ P∗ and the inverse of B∆ ∋ x 7→ εx ∈ P∗, the map Φ is Borel.
Since Φ is an injection from a Borel subset of a Polish space into a Polish space,
Kuratowski’s theorem yields that the inverse map Φ−1 is Borel. This concludes our
proof. 
Suppose that ξ is an F-stopping time. It is implied by [48, Theorem 1.6] that
Fξ = σ(Xt∧ξ, t ∈ [0,∞)). Hence, by Lemma 4.9, the σ-field Fξ is countably gener-
ated. Moreover, recalling Lemma 3.1, for any P ∈ M(A, b, a,K, η, τ∆−) a regular
conditional probability of P given Fξ exists.
We stress that the strong Markov property as claimed in Theorem 3.2 is a direct
consequence of [28, Problem 2.6.9, Theorem 2.6.10], the well-posedness assumption,
Fτ∆− = F and the following lemma, which can be seen as a version of [28, Lemma
5.4.19] for GMPs.
Lemma 4.11. Let ξ be a bounded F-stopping time and let P ∈ M(A, b, a,K, η, τ∆−).
There exists a P -null set N ∈ Fξ such that for all ω ∈ ∁N it holds that
P
(
θ−1ξ ·
∣∣Fξ) (ω) ∈ M(A, b, a,K, εXξ(ω)(ω), τ∆−).
Proof: Since Fξ = σ(Xt∧ξ, t ∈ [0,∞)) is countably generated, Lemma 3.1 yields the
existence of a P -null set N∗ ∈ Fξ such that for all ω ∈ ∁N∗
P
(
θ−1ξ {X0 = Xξ(ω)(ω)}
∣∣Fξ) (ω) = P (Xξ = Xξ(ω)(ω)∣∣Fξ) (ω)
= 1{Xξ=Xξ(ω)(ω)}(ω) = 1.
By [26, Proposition 7.8], for all t ∈ [0,∞) the random time
σt(α) , t ∧ τn(θξ(α)α) + ξ(α)
is an F+-stopping time. Take f ∈ C and s < t. We now show that P -a.s.
EP
[(
Mft∧τn −Mfs∧τn
)
◦ θξ|Fs+ξ
]
= 0. (4.17)
First, note that on {ξ ≥ τ∆} we have(
Mft∧τn −Mfs∧τn
)
◦ θξ = 0.
Thus, P -a.s.
EP
[(
Mft∧τn −Mfs∧τn
)
◦ θξ|Fs+ξ
]
= EP
[(
Mft∧τn −Mfs∧τn
)
◦ θξ1{ξ<τ∆}|Fs+ξ
]
= lim
n→∞
EP
[(
Mft∧τn −Mfs∧τn
)
◦ θξ1{ξ<τn}|Fs+ξ
]
= lim
n→∞
EP
[(
Mfσt −Mfσs
)
1{ξ<τn}|Fs+ξ
]
.
For α ∈ {ξ < τn} we have
τ∗n(θξ(α)α) = τ
∗
n(α)− ξ(α)
and hence for r ∈ {s, t}
σr(α) =
{
r ∧ n+ ξ(α), r ∧ n+ ξ(α) ≤ τ∗n(α),
τ∗n(α), r ∧ n+ ξ(α) ≥ τ∗n(α).
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Therefore, σr = σr ∧ τ2n on {ξ < τn}. This yields that P -a.s.
EP
[(
Mfσt −Mfσs
)
1{ξ<τn}|Fs+ξ
]
= EP
[(
Mfσt∧τ2n −Mfσs∧τ2n
)
1{ξ<τn}|Fs+ξ
]
= EP
[
Mfσt∧τ2n −Mfσs∧τ2n |Fs+ξ
]
1{ξ<τn}.
SinceMf·∧τ2n is a uniformly integrable (F, P )-martingale, σt and σs are F
+-stopping
times and s + ξ is an F-stopping time, the optional stopping theorem, see [28,
Theorem 1.3.22], yields that P -a.s.
EP
[
Mfσt∧τ2n −Mfσs∧τ2n |Fs+ξ
]
1{ξ<τn}
=
(
Mfσt∧τ2n∧(s+ξ) −M
f
σs∧τ2n∧(s+ξ)
)
1{ξ<τn}
=
(
Mfσs −Mfσs
)
1{ξ<τn} = 0.
Therefore, we conclude that (4.17) holds.
By [26, Lemma 6.5], we have θ−1ξ (Fs) ⊆ Fs+ξ. Thus, for all G ∈ Fs, P -a.s.
EP
[((
Mft∧τn −Mfs∧τn
)
1G
)
◦ θξ|Fξ
]
= EP
[
EP
[(
Mft∧τn −Mfs∧τn
)
◦ θξ|Fs+ξ
]
1θ−1
ξ
G|Fξ
]
= 0.
Hence, we find a P -null set N ∈ Fξ such that for all ω ∈ ∁N the equality
EP
[(
(Mft∧τn −Mfs∧τn)1G
)
◦ θξ|Fξ
]
(ω) = 0 (4.18)
holds for all n ∈ N, all non-negative rationals s < t, all f ∈ D, where D ⊆ C is
the countable set from Proposition 4.8, and all G ∈ Es, where Es is a countable
determining class of Fs.
For all ω ∈ ∁N , the process Mf·∧τn is an (F, P (θ−1ξ · |Fξ)(ω))-martingale for all
f ∈ D and n ∈ N: Since Es is a determining class, the uniqueness theorem for
measures yields that (4.18) also holds for all G ∈ Fs and, by the right-continuity
of Mf·∧τn , (4.18) also holds for all irrationals s < t. Hence, by Proposition 4.8, we
conclude the proof. 
Let us show that Pη as defined in (3.1) is the unique solution to the GMP
(A, b, a,K, η, τ∆−). First, note that Pη ◦X−10 = η. Second, for all f ∈ C, s < t, and
G ∈ Fs it holds that
EPη
[
1G
(
Mft∧τn −Mfs∧τn
)]
=
∫
EPx
[
1G
(
Mft∧τn −Mfs∧τn
)]
η(dx) = 0,
since Mf·∧τn is an (F, Px)-martingale for all x ∈ B∆, see Corollary 4.6. Therefore,
we conclude that Pη ∈ M(A, b, a,K, η, τ∆−).
To prove uniqueness, suppose that Q solves the GMP (A, b, a,K, η, τ∆−). Due
to Lemma 4.11, Q-a.s. Q(·|F0) solves the GMP (A, b, a,K, εX0 , τ∆−). Hence, by the
well-posedness assumption, Q-a.s. Q(·|F0) = PX0 . Finally, for all G ∈ F
Q(G) = EQ[Q(G|F0)] = EQ[PX0(G)] =
∫
Px(G)η(dx).
This proves the uniqueness.
The very last claim of Theorem 3.2 follows by integration. More precisely, the
strong Markov property of the family {Px, x ∈ B∆} implies that for all F ∈ F and
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G ∈ Fξ
EPη
[
1G∩{ξ<∞}PXξ(F )
]
=
∫
EPx
[
1G∩{ξ<∞}PXξ (F )
]
η(dx)
=
∫
EPx
[
1G∩{ξ<∞}Px
(
θ−1ξ F |Fξ
)]
η(dx)
=
∫
EPx
[
1G∩{ξ<∞}1θ−1
ξ
F
]
η(dx)
= EPη
[
1G∩{ξ<∞}1θ−1
ξ
F
]
,
where we use the fact {ξ <∞} ∈ Fξ. Hence, we find a P -null set N ∈ Fξ such that
for ω ∈ ∁N ∩ {ξ <∞} the equality (3.2) holds for all F in a countable determining
class of the countable σ-field F = σ(Xt, t ∈ [0,∞)), see Lemma 4.9. A monotone
class argument concludes the proof. 
4.3. Proof of Theorem 3.5. The strategy of proof is based on ideas used in
the finite dimensional case without explosion to study equivalence of laws of semi-
martingales, see [21, 24, 25]. More precisely, it consists of three parts. First, we
show that well-posedness is equivalent to complete local well-posedness. Second, we
construct the candidate density process. Third, we apply Girsanov-type theorems
to conclude the proof.
4.3.1. Local Well-Posedness. The following definition is inspired by the concept of
local uniqueness as introduced by Jacod and Me´min [22].
Definition 4.12. We say that the GMP (A, b, a,K, τ∆−) is locally well-posed, if
for all x ∈ B∆ there exists a P ∈ M(A, b, a,K, εx, τ∆−) and for all F-stopping
times ξ we have P = Q on Fξ whenever Q ∈ M(A, b, a,K, εx, ξ). Moreover, if for
all probability measures η on (B∆,B(B∆)) there exists a P ∈ M(A, b, a,K, η, τ∆−)
and for all F-stopping times ξ the equality P = Q holds on Fξ whenever Q ∈
M(A, b, a,K, η, ξ), then we call the GMP (A, b, a,K, τ∆−) completely locally well-
posed.
We now show that local well-posedness is equivalent to well-posedness.
Proposition 4.13. For a GMP (A, b, a,K, τ∆−) the following are equivalent:
(i) It is locally well-posed.
(ii) It is completely locally well-posed.
(iii) It is well-posed.
(iv) It is completely well-posed.
Proof: We prove the following implications:
(iii) ⇐= (iv) ⇐= (iii) ⇐= (i) ⇐= (ii) ⇐= (i) ⇐= (iii).
First of all, note that (iv) =⇒ (iii) is trivial.
The implication (iii) =⇒ (iv) is implied by Theorem 3.2.
Now, suppose that (i) holds. Recalling Remark 2.4, to prove (iii) it suffices to prove
that the GMP (A, b, a,K, εx, τ∆−) has a unique solution for all x ∈ B. By the
definition of local well-posedness, for all x ∈ B, the GMP (A, b, a,K, εx, τ∆−) has
a solution. Suppose that P,Q ∈M(A, b, a,K, εx, τ∆−) for x ∈ B. By the definition
of the GMP and local well-posedness, for all n ∈ N we have P = Q on Fτn . Hence,
P = Q on the π-system
⋃
n∈N Fτn−. By a monotone class argument, P = Q on∨
n∈N Fτn− = Fτ∆− = F. We have shown (i) =⇒ (iii).
The implication (ii) =⇒ (i) is trivial.
Suppose now that (i) holds. Denote Px ∈ M(A, b, a,K, εx, τ∆−) for x ∈ B∆. Let η
be a probability measure on (B∆,B(B∆)). First, Theorem 3.2 yields that the GMP
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(A, b, a,K, η, τ∆−) has the unique solution Pη =
∫
Pxη(dx). Let ξ be an arbitrary
F-stopping time and Qη ∈M(A, b, a,K, η, ξ). Due to similar arguments as used in
the proof of Lemma 4.11, the regular conditional probability Qη(·|F0) solves Qη-a.s.
the GMP (A, b, a,K, εX0 , ξ). Hence, since we assume (i), Qη-a.s. Qη(·|F0) = PX0
on Fξ. Now, we obtain that for all G ∈ Fξ
Qη(G) = E
Qη [Qη(G|F0)] = EQη [PX0(G)] =
∫
Px(G)η(dx) = Pη(G).
We conclude that (ii) holds.
Let us now turn to last implication and suppose that (iii) holds. In the following,
we adapt ideas used in the proof of [23, Theorem III.2.40] in a finite-dimensional
setting without explosion. Again, we denote Px ∈ M(A, b, a,K, εx, τ∆−) for x ∈ B∆.
Following Dellacherie and Meyer [15], we denote for two ω, ω′ ∈ Ω and t ∈ [0,∞),
by ω/t/ω′ the element in Ω defined by
if t ≤ τ∆(ω), Xs(ω/t/ω′) =
{
Xs(ω), s < t,
Xs−t(ω
′), s ≥ t,
if t > τ∆(ω), ω/t/ω
′ = ω.
Now, let α, β be two F-stopping times and define V : Ω× Ω→ [0,∞] by
V (ω, ω′) =
{
(α ∨ β)(ω/α(ω)/ω′)− α(ω/α(ω)/ω′), α(ω) <∞, ω′0 = ωα(ω),
0, otherwise.
(4.19)
The following lemma restates a special case of Courre`ge and Priouret’s [11] decom-
position theorem for stopping times as given by Dellacherie and Meyer [15, Theorem
IV.103].
Lemma 4.14. The map V is Fα⊗F-measurable such that V (ω, ·) is an F-stopping
time for any ω ∈ Ω, and α(ω) ∨ β(ω) = α(ω) + V (ω, θα(ω)ω) for all ω ∈ {α <∞}.
Let ξ be an F-stopping time and suppose that Qx ∈M(A, b, a,K, εx, ξ). Recall-
ing Lemma 4.10, we set for G ∈ F
Qx(G) , Qx(G ∩ {ξ =∞}) +
∫∫
1{ξ(ω)<∞}1G′(ω, ω
′)PXξ(ω)(ω)(dω
′)Qx(dω),
where G′ ∈ Fξ ⊗ F is so that
G ∩ {ξ <∞} = {ω ∈ Ω: ξ(ω) <∞, (ω, θξ(ω)ω) ∈ G′}.
We stress that we can find G′ since the trace of F on {ξ <∞} equals the trace of
Fξ ∨ θ−1ξ (F) on {ξ <∞}, see [23, Lemma III.2.44].
Lemma 4.15. Qx is a probability measure on (Ω,F).
Proof: Clearly,
Qˆx(·) ,
∫∫
1{ξ(ω)<∞}1·(ω, ω
′)PXξ(ω)(ω)(dω
′)Qx(dω)
defines a measure on (Ω × Ω,Fξ ⊗ F). The total mass is given by Qˆx(Ω × Ω) =
Qx(ξ <∞). We have to show that Qx(G) is defined unambiguously for all G ∈ F.
For i = 1, 2, let Gi ∈ Fξ ⊗ F be such that
G ∩ {ξ <∞} = {ω ∈ Ω: ξ(ω) <∞, (ω, θξ(ω)ω) ∈ Gi}.
By symmetry, it suffices to show that
Qˆx(G
1 ∪G2) = Qˆx(G1),
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which is equivalent to
Qˆx(G
2\G1) = 0.
Thus, since it holds that
{ω ∈ Ω: ξ(ω) <∞, (ω, θξ(ω)ω) ∈ G2\G1}
= G ∩ {ξ <∞} ∩ {ω ∈ Ω: (ω, θξ(ω)ω) ∈ ∁G1}
= {ξ <∞} ∩ {ω ∈ Ω: (ω, θξ(ω)ω) ∈ G1} ∩ {ω ∈ Ω: (ω, θξ(ω)ω) ∈ ∁G1}
= ∅,
it suffices to prove Qˆx(G
′) = 0 whenever G , ∅. Suppose that Qˆx(G′) > 0.
Then, by the definition of Qˆx, there exists (ω, ω
′) ∈ G′ such that ξ(ω) < ∞ and
ωξ(ω) = ω
′
0. We have for all t ∈ [0, ξ(ω)] that Xt(ω/ξ(ω)/ω′) = Xt(ω). Hence,
by Galmarino’s test, see [15, Theorem IV.100], we have ξ(ω/ξ(ω)/ω′) = ξ(ω).
Since {ω∗ ∈ Ω: (ω∗, ω′) ∈ G′} ∈ Fξ, we deduce again from Galmarino’s test that
(ω/ξ(ω)/ω′, ω′) ∈ G′. Moreover, by the definition of ω/ξ(ω)/ω′ and ωξ(ω) = ω′0 we
obtain
θξ(ω/ξ(ω)/ω′)(ω/ξ(ω)/ω
′) = θξ(ω)(ω/ξ(ω)/ω
′) = ω′.
Hence, we conclude (ω/ξ(ω)/ω′, θξ(ω/ξ(ω)/ω′)(ω/ξ(ω)/ω
′)) ∈ G′. This, however, im-
plies the contradiction ω/ξ(ω)/ω′ ∈ ∅. Therefore, Qˆx(G′) = 0. 
We claim that Qx ∈M(A, b, a,K, εx, τ∆−). To see this, note first the following
Lemma 4.16. For all n ∈ N and f ∈ C the process Mf·∧τn is an (F,Qx)-martingale.
Proof: Let n ∈ N and f ∈ C. We show that EQx [Mfγ∧τn] = 0 for all bounded F-
stopping times γ, which is equivalent to our claim, see [45, Proposition II.1.4]. Due
to Corollary 4.6, see Remark 2.4, for all y ∈ B∆, the process Mf·∧τn is an (F, Py)-
martingale. Moreover, by Lemma 4.5, the processMf·∧τn∧ξ is an (F, Qx)-martingale.
Let V be defined as in (4.19) with α replaced by ξ and β replaced by γ, and let V n
defined as V in (4.19) with α replaced by ξ and β replaced by τn. We compute
EQx
[
Mfγ∧τn
]
= EQx
[
Mfγ∧τn∧ξ +M
f
γ∧τn −Mfγ∧τn∧ξ
]
= EQx
[
Mfγ∧τn∧ξ
]
+ EQx
[(
Mfγ∧τn −Mfξ
)
1{γ∧τn>ξ}
]
= EQx
[(
Mf(γ∨ξ)∧(τn∨ξ) −M
f
ξ
)
1{γ∧τn>ξ}
]
= EQx
[([
Mf ◦ θξ
]
V (·,θξ)∧V n(·,θξ)
)
1{γ∧τn>ξ}
]
=
∫
1{γ(ω)∧τn(ω)>ξ(ω)}E
PXξ(ω)(ω)
[
MfV (ω,·)∧V n(ω,·)
]
Qx(dω).
Note that for ω ∈ Ω with τn(ω) > ξ(ω), and for PXξ(ω)(ω)-a.a. ω′ ∈ Ω it holds that
τ∗n(ω/ξ(ω)/ω
′) = τ∗n(ω
′) + ξ(ω),
ξ(ω/ξ(ω)/ω′) = ξ(ω),
which implies
V n(ω, ω′) =
{
n− ξ(ω), n− ξ(ω) ≤ τ∗n(ω′),
τ∗n(ω
′), τ∗n(ω
′) + ξ(ω) ≤ n.
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For these ω and ω′ we conclude that V n(ω, ω′) = V n(ω, ω′) ∧ τn(ω′). Hence, for
ω ∈ Ω with γ(ω) ∧ τn(ω) > ξ(ω) it holds that
E
PXξ(ω)(ω)
[
MfV (ω,·)∧V n(ω,·)
]
= E
PXξ(ω)(ω)
[
MfV (ω,·)∧V n(ω,·)∧τn
]
= 0.
Thus, we conclude the proof. 
Since we also have Qx(X0 = x) = Qx(X0 = x) = 1, it follows that Qx ∈
M(A, b, a,K, εx, τ∆−). The assumption of uniqueness yields Qx = Px on Fτ∆− = F.
Since for G ∈ Fξ we may choose G′ to be G × Ω, for all G ∈ Fξ it holds that
Qx(G) = Qx(G) = Px(G). This implies (i), and the proposition is proven. 
4.3.2. A Candidate Density Process. We introduce the random measure µX on
([0,∞)× B∆,B([0,∞))⊗B(B∆)) by
µX(ω, dt, dx) ,
∑
s∈[0,∞)
1{∆Xs(ω) 6=0}ε(s,∆Xs(ω))(dt, dx), ω ∈ Ω. (4.20)
Let P be a probability measure on (Ω,F).
Lemma 4.17. The random measure µX is FP -optional and the associated Dole´ans
measure MPµX is P
P -σ-finite.
Proof: Thanks to [15, Theorem IV.88B, Remark below], since B∆ is Polish, the set
{∆X 6= 0} is FP -thin. Hence, µX is of the form (4.1) and [23, II.1.15] yields that
µX is FP -optional.
It remains to show that MPµX is P
P -σ-finite. This follows as in [33, Example 2,
pp. 160]. More precisely, for n, p ∈ N set
γ(n, p) , inf(t ∈ [0,∞) : µX([0, t]× {x ∈ B∆ : ‖x‖ ≥ p−1}) > n).
The random time γ(n, p) is an FP -stopping time. Hence, the set [[0, γ(n, p)]] is PP -
measurable and the set
Ωn,p , [[0, γ(n, p)]]× {z ∈ B∆ : ‖z‖ ≥ p−1}
is PP ⊗B(B∆)-measurable. Clearly, we have
Ωn,p ր Ω× [0,∞)× {z ∈ B∆ : ‖z‖ ≥ p−1}, n→∞
ր Ω× [0,∞)× B∆, p→∞,
and 1Ωn,p ⋆ µ
X
∞ ≤ n. Now, we find a sequence (nk)k∈N ⊂ N such that
⋃
p∈N Ωnp,p =
Ω× [0,∞)× E. Hence, MPµX is PP -σ-finite and the proof is completed. 
For the rest of this section we suppose that P ∈ M(A, b, a,K, η, τ∆−) and
η(B) = 1. In this case we can explicitly determine a P -version of the FP -predictable
compensator of µX . We define the random measure νX on ([0,∞)×B∆,B([0,∞))⊗
B(B∆)) by
νX(ω, dt, dx) , 1B(x)K(Xt−(ω), dx) dt,
with the convention that K(∆, ·) , 0.
Lemma 4.18. The random measure νX is FP -predictable and the associated Dole´ans
measure MPνX is P
P -σ-finite.
Proof: Let W be a non-negative PP ⊗ B(B∆)-measurable function W . It is well-
known that there exists an increasing sequence (W k)k∈N of simple non-negative
PP ⊗ B(B∆)-measurable functions such that limk→∞W k(ω, t, x) = W (ω, t, x) for
all (ω, t, x) ∈ Ω × [0,∞) × B∆. Set Gm , {x ∈ B∆ : ‖x‖ ≥ m−1} for m ∈ N. Note
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that 1]τ∆,∞[ ⋆ ν
X
∞ = 0 by the definition of ∆ as an absorbing state. Recall (4.10).
It holds that⋃
n∈N
[[0, τn]] = ([[0, τ∆[[ ∩ Γ× [0,∞)) ∪
(
[[0, τ∆]] ∩ ∁Γ× [0,∞)
)
. (4.21)
Since Xτ∆− = ∆ on Γ∩{τ∆ <∞}, it follows from the convention K(∆, ·) = 0 that
1[τ∆]1Γ ⋆ ν
X
∞ = 0. Hence, using the monotone convergence theorem, we obtain
W ⋆ νXt (ω) = lim
k→∞
lim
n→∞
lim
m→∞
W k1[0,τn]1Gm ⋆ ν
X
t (ω)
for all (ω, t) ∈ Ω× [0,∞). Due to (2.3), we have∫
W k(·, ·, x)1[0,τn]1Gm∩B(x)K(X−, dx)
≤ const. 1[0,n] sup
‖z‖≤n
K(z,Gm ∩ B) <∞,
which implies that W k1[0,τn]1Gm ⋆ ν
X is a real-valued continuous FP -adapted pro-
cess. Thus, it is FP -predictable and, as a pointwise limit, so is the process W ⋆νX .
In other words, we have shown that the random measure νX is FP -predictable.
Define
Ωn,m , [[0, τn]] ∪ [[τ∆,∞[[ ×{z ∈ B∆ : ‖z‖ ≥ m−1},
which is a PP ⊗B(B∆)-measurable set, see Remark 4.4 and [23, Proposition I.2.12].
We have
1Ωn,m ⋆ ν
X
∞ ≤ n sup
‖x‖≤n
K(x, {z ∈ B : ‖z‖ ≥ m−1}) <∞,
see (2.3). Now, since
Ωn,m ր Ω× [0,∞)× {z ∈ B∆ : ‖z‖ ≥ m−1}, n→∞
ր Ω× [0,∞)× B∆, m→∞,
we find a sequence (nk)k∈N ⊂ N such that
⋃
m∈N Ωnm,m = Ω × [0,∞) × E. Thus,
MPνX is P
P -σ-finite. 
Lemma 4.19. The random measure νX is the FP -predictable P -compensator of µX .
Proof: As already pointed out before, there exists an FP -predictable P -compensator
ν of µX which is unique up to a P -null set. We now show that ν = νX up to a
P -null set.
Note that
MPν ([[0,∞[[×{∆}) =MPµX ([[0,∞[[×{∆}) = 0,
MPνX ([[0,∞[[×{∆}) = 0,
see Lemma 4.3. Hence, since B(B∆) ∩B = B(B), by a monotone class argument, it
suffices to prove MPν = M
P
νX on Z1 × Z2 , {Z1 × Z2 : Z1 ∈ Z1, Z2 ∈ Z2}, where
Z1 is an intersection stable generator of PP which includes a sequence (Z1n)n∈N
such that
⋃
n∈N Z
1
n = Ω × [0,∞), and Z1 is an intersection stable generator of
B(B) which includes a sequence (Z2n)n∈N such that
⋃
n∈N Z
2
n = B, and Z1 × Z2
includes a sequence (Zn)n∈N with M
P
ν (Zn) = M
P
νX (Zn) < ∞ for all n ∈ N and⋃
n∈N Zn = Ω× [0,∞)× B.
Let Z1 be the collection of sets A×{0} for A ∈ FP0 and [[0, ξ]] for all FP -stopping
times ξ and let Z2 be the collection of all sets
G , {x ∈ B : (〈x, y∗1〉, ..., 〈x, y∗d〉) ∈ A} ∈ B(B), (4.22)
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for A ∈ B(Rd), y∗1 , ..., y∗d ∈ D(A∗) and d ∈ N. Recalling the proofs of the Lemmata
4.17 and 4.18 and in view of [23, Theorem I.2.2] and [19, Proposition 1.1.1], we note
that Z1 ×Z2 has all necessary properties.
Note that MPν (A × {0} × G) = MPνX (A × {0} × G) = 0 for all A ∈ FP0 and
G ∈ B(B), see [23, Definition II.1.3]. Fix an FP -stopping time ξ and the cylindrical
set G given by (4.22). Denote Y n , (〈X̂·∧τn , y∗1〉, ..., 〈X̂·∧τn , y∗d〉). Recall (4.21) and
the fact that P -a.s. 1[τ∆,∞[ ⋆ µ
X
∞ = 0 by the definition of ∆ as absorbing state and
Lemma 4.3. Hence, thanks to Lemma 4.7 and the monotone convergence theorem,
we have
EP
[
1[0,ξ]×G ⋆ µ
X
∞
]
= lim
n→∞
EP
[
1[0,ξ∧τn]×G ⋆ µ
X
∞
]
= lim
n→∞
EP
[
1[0,ξ∧τn]×A ⋆ µ
Y n
∞
]
= lim
n→∞
EP
[
1[0,ξ∧τn]×G ⋆ ν
X
∞
]
= EP
[
1[0,ξ]×G ⋆ ν
X
∞
]
.
We conclude that MPνX =M
P
ν on Z1 ×Z2. Thus, the claim follows. 
As a consequence of Lemma 4.7, for all y∗ ∈ D(A∗), the process 〈X̂·∧τn , y∗〉
is an (FP , P )-semimartingale. Hence, we obtain the existence of a family of con-
tinuous local (FP , P )-martingales {X̂n,c(y∗), y∗ ∈ D(A∗)} such that X̂n,c(y∗) is
the continuous local (FP , P )-martingale part of 〈X̂·∧τn , y∗〉 whenever y∗ ∈ D(A∗).
Moreover, D(A∗) ∋ y∗ 7→ X̂n,c(y∗) is linear by the uniqueness of the continuous
local martingale part. This family can be extended to B∗ as the following lemma
shows.
Lemma 4.20. For all n ∈ N there exists a unique cylindrical continuous local
(FP , P )-martingale X̂n,c = {X̂n,c(y∗), y∗ ∈ B∗} such that for all y∗ ∈ D(A∗)
the process X̂n,c(y∗) is the continuous local (FP , P )-martingale part of 〈X̂·∧τn , y∗〉,
B∗ ∋ y∗ 7→ X̂c(y∗) is linear and
〈〈X̂n,c(y∗)〉〉 =
∫ ·∧τn
0
〈a(X̂s−)y∗, y∗〉ds, y∗ ∈ B∗.
Proof: Since B is assumed to be reflexive, D(A∗) is weak-∗ dense in B∗. Thus, by
[1, Corollary 5.108], D(A∗) separates points of B∗ and the claim follows from [42,
Corollary 29]. 
Finally, we are in the position to define our candidate density process. We denote
by E(Y ) the stochastic exponential of a semimartingale Y , see [23, Section I.4.d].
Lemma 4.21. Let (X̂n,c)n∈N be the sequence of cylindrical continuous local (F
P , P )-
martingales as given in Lemma 4.20. There exists a non-negative local (FP , P )-
martingale Z∗ such that for all n ∈ N
Z∗·∧τn = Z
n , E
(∫ ·∧τn
0
〈dX̂n,cs , c(X̂s−)〉+ (Y − 1) ⋆ (µX − νX)·∧τn
)
. (4.23)
The process Zn is a positive uniformly integrable (FP , P )-martingale such that
Zn− > 0 except on a P -evanescence set.
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Proof: The process [c(X̂−)]·∧τn is F-predictable and P -a.s.∫ t∧τn
0
〈a(X̂s−)c(X̂s−), c(X̂s−)〉ds ≤ n sup
‖x‖≤n
|〈a(x)c(x), c(x)〉|. (4.24)
The r.h.s. is finite due to the assumptions that 〈ac, c〉 is bounded on bounded
subsets of B. Hence, for all n ∈ N, we can define a continuous (FP , P )-martingale∫ ·∧τn
0
〈dX̂n,cs , c(X̂s−)〉 as in Lemma 4.1.
For all n ∈ N, we have(
1−
√
Y
)2
⋆ νXt∧τn =
∫ t∧τn
0
∫ (
1−
√
Y (Xs−, x)
)2
K(Xs−, dx) ds
≤ n sup
‖y‖≤n
(∫ (
1−
√
Y (y, x)
)2
K(y, dx)
) (4.25)
which is finite due to our assumption that y 7→ ∫ (1−√Y (y, x))2K(y, dx) is bounded
on bounded subsets of B. Moreover, we have (Y (X−,∆X) − 1)1{∆X 6=0} ≥ −1.
Hence, by [23, Proposition II.1.33], for all n ∈ N the stochastic integral process
(Y − 1) ⋆ (µX − νX)·∧τn is a well-defined discontinuous local (FP , P )-martingale.
We conclude that Zn is well-defined. Since P -a.s. for all n ∈ N and all t ∈ [0,∞)
∆
(∫ ·∧τn
0
〈dX̂n,cs , c(X̂s−)〉+ (Y − 1) ⋆ (µX − νX)·∧τn
)
t
= (Y (Xt−,∆Xt)− 1)1{∆Xt 6=0}1[0,τn](·, t) > −1,
(4.26)
we deduce from [23, Theorem I.4.61] that Zn > 0 and Zn− > 0 up to a P -evanescence
set. Moreover, [21, Lemma 8.8, Theorem 8.25], (4.24) and (4.25) yield that Zn is a
uniformly integrable (FP , P )-martingale.
Next, we extend the sequence (Zn)n∈N. By the uniqueness of X̂
n,c, we have
X̂n+1,c = X̂n,c on [[0, τn]]. This yields that Z
n+1 = Zn on [[0, τn]] and we may set
Z∗ ,
{
Zn, on [[0, τn]],
lim infn→∞ Z
n
τn , otherwise.
We have P -a.s. Z∗t = lim infn→∞ Z
n
t∧τn . Hence, by Fatou’s lemma and the (F
P , P )-
martingale property of Zn, the process Z∗ is P -indistinguishable from a non-
negative (FP , P )-supermartingale. To show that Z∗ is a local (FP , P )-martingale
we follow the proof of [21, Lemma 12.43]. By the Doob-Meyer decomposition theo-
rem for supermartingales, there exists a local (FP , P )-martingale M and a ca`dla`g
FP -predictable process of finite variation, both starting at 0, such that up to P -
indistinguishability Z∗ = 1 + M + B. Since, for all n ∈ N, P -a.s. Z∗·∧τn = Zn,
we have B = 0 on
⋃
n∈N[[0, τn]] up to a P -evanescence set and recall that τ∆ is
an FP -predictable time which is P -announced by the sequence (τn)n∈N, see Re-
mark 4.4. Thus, P -a.s. B = ∆Bτ∆1[τ∆,∞[ . For an (−∞,∞]-valued F ⊗ B([0,∞))-
measurable process Y we denote by pY the FP -predictable projection of Y , see [23,
Theorem I.2.28]. Thanks to [23, Corollary I.2.31] it holds that p(∆M) = 0 up to P -
evanescence. Hence, p(∆Z∗) = p(∆B) = Bτ∆1[τ∆] up to P -evanescence. However,
since P -a.s. ∆Z∗τ∆ = 0 by construction, we obtain from [23, Theorem I.2.28] that
P -a.s. Bτ∆ = 0. Hence, Z
∗ = 1 +M up to P -indistinguishability and our claim is
proven. 
4.3.3. Proof of Theorem 3.5. Let us denote by Z∗ the non-negative local (FP , P )-
martingale given as in Lemma 4.21. Now, by Lemma 4.21, for all n ∈ N the process
Z∗·∧τn is a positive uniformly integrable (F
P , P )-martingale starting at 1. Thus, we
can define by Qn(G) , E
P [1GZ
∗
τn ] for G ∈ F a sequence of probability measures
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on (Ω,F). Suppose that we can show that Qn = Q on Fτn for all n ∈ N. Let ρ be
an F-stopping time. For all G ∈ Fρ it holds that G∩ {τn > ρ} ∈ Fτn ∩Fρ = Fτn∧ρ.
Hence, we may conclude from the optional stopping theorem that for all n ∈ N
Q(G ∩ {τn > ρ}) = EP
[
Z∗τn1G∩{τn>ρ}
]
= EP
[
EP
[
Z∗τn |FPτn∧ρ
]
1G∩{τn>ρ}
]
= EP
[
Z∗τn∧ρ1G∩{τn>ρ}
]
= EP
[
Z∗ρ1G∩{τn>ρ}
]
.
Now, letting n→∞ and noting that τn ր τ∆ as n→∞ yields that
Q(G ∩ {τ∆ > ρ}) = EP
[
Z∗ρ1G∩{τ∆>ρ}
]
.
Thanks to [15, Lemma 7, Appendix 1] there exists an F+-optional process Ẑ such
that Ẑ = Z∗ up to P -indistinguishability. Moreover, since, due to [15, Theorem
IV.59], each FP -stopping time is P -a.s. equal to an F+-stopping time, Ẑ is a local
(F+, P )-martingale thanks to the tower rule. We conclude that (Q,P ) is a CMG
pair and that Ẑ is the corresponding CMG density.
It remains to prove that Qn = Q on Fτn for all n ∈ N. By Lemma 4.22 below,
it holds that Qn ∈M(A, b′, a,K ′, η, τn). Then, since the GMP (A, b′, a,K ′, τ∆−) is
completely locally well-posed, see Proposition 4.13, the desired identity holds and
the theorem is proven. 
Lemma 4.22. Qn ∈ M(A, b′, a,K ′, η, τn).
Proof: First of all, note that Qn = P on F0. Hence, Qn ◦X−10 = η. Let y∗ ∈ D(A∗)
and n ∈ N. Then, Lemma 4.7 yields that the real-valued process Y , 〈X̂·∧τn , y∗〉
is an (FP , P )-semimartingale whose semimartingale characteristics are given by
(4.12). We now show that Y is an (FQn , Qn)-semimartingale with characteristics
BQn =
∫ ·∧τn
0
(
〈X̂s−, A∗y∗〉+ 〈b′(X̂s−), y∗〉
)
ds
+
∫ ·∧τn
0
∫
(k(〈x, y∗〉)− 〈h(x), y∗〉)K ′(X̂s−, dx) ds
CQn =
∫ ·∧τn
0
〈a(X̂s−)y∗, y∗〉ds,
νQn([0, ·], G) =
∫ ·∧τn
0
∫
1G(〈x, y∗〉)K ′(X̂s−, dx) ds, G ∈ B(R), 0 6∈ G.
Since Qn is equivalent to P , we have F
P = FQn . Hence, Y is an (FQn , Qn)-
semimartingale thanks to [23, Theorem III.3.13]. In particular, the Dole´ans measure
MQn
µY
is PQn -σ-finite. Moreover, the quadratic variation process of the continuous
local martingale part of Y is the same under P and Qn, see [23, Theorem III.3.11].
Therefore, the formula for CQn follows. It remains to prove the formulas for BQn
and νQn .
We start with νQn and use a Girsanov-type theorem for integer-valued random
measures. Let µX be given by (4.20) and W be a non-negative F ⊗ B([0,∞)) ⊗
B(B∆)-measurable function. We denote by M
P
µX (W |PP ⊗ B(B∆)) a PP ⊗ B(B∆)-
measurable real-valued function such that
MPµX (UW ) =M
P
µX (UM
P
µX (W |PP ⊗B(B∆)))
for all bounded non-negative PP ⊗B(B∆)-measurable functions U . If W (ω, t, x) =
W (ω, t) is a local (FP , P )-martingale, then MPµX (W |PP ⊗ B(B∆)) exists and it
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MPµX -a.e. equals W− +M
P
µX (∆W |PP ⊗ B(B∆)), see [33, Problem 3.2.9, Theorem
3.3.1]. Recalling (4.26), on [[0, τn]], up to P -evanescence, it holds that
∆Z∗ = Z∗−(Y (X−,∆X)− 1)1{∆X 6=0}.
Hence, MPµX -a.e.
MPµX (∆Z
∗
·∧τn |PP ⊗B(B∆)) = Z∗−(Y − 1)1[0,τn] .
We deduce from the Girsanov-type theorem for integer-valued random measure
given by [23, Theorem III.3.17] that µX has a PQn -σ-finite Dole´ans measure MQnµX
and that its Qn-compensator is given by
νX,Qn(ω, dt, dx) , (1− (Y (Xt−(ω), x)− 1)1[0,τn](ω, t))νX(ω, dt, dx). (4.27)
Let W be a non-negative PQn ⊗ B(R)-measurable function. Then, using the
formula (4.27), we obtain
MQn
µY
(W ) =MQn
µX
(1[0,τn]W (·, ·, 〈·, y∗〉))
=MQn
νX,Qn
(1[0,τn]W (·, ·, 〈·, y∗〉))
=MQn
νQn
(W ).
This proves the claimed formula for νQn .
We now verify the formula for BQn by using a Girsanov-type theorem for local
martingales. Denote the continuous local (FP , P )-martingale part of Y by Y c, the
continuous local (FP , P )-martingale part of Z∗·∧τn by Z
c
·∧τn , and by 〈〈·, ·〉〉 the pre-
dictable quadratic covariation. Using the formula (4.4), the polarization identity
and that a is symmetric, we obtain
〈〈Zc·∧τn , Y c〉〉 =
∫ ·∧τn
0
Z∗s−〈a(X̂s−)c(X̂s−), y∗〉ds.
Hence, the Girsanov-type theorem [23, Theorem III.3.11] yields that
Y c −
∫ ·∧τn
0
〈a(X̂s−)c(X̂s−), y∗〉ds (4.28)
is a continuous local (FQn , Qn)-martingale.
Next, consider the discontinuous local (FP , P )-martingale M , k(x) ⋆ (µY − ν),
where ν is the P -compensator of µY . Since the jumps of M are bounded by ‖k‖∞,
the quadratic covariation process [M,Z∗·∧τn] has F
P -locally P -integrable varia-
tion, see [23, Lemma III.3.14]. Hence, there exists a P -compensator 〈〈M,Z∗·∧τn〉〉
for [M,Z∗·∧τn ], which we compute next. Note that P -a.s.
[M,Z∗·∧τn] =
∑
s∈[0,·∧τn]
∆Ms∆Z
∗
s
=
∑
s∈[0,·∧τn]
k(〈∆Xs, y∗〉)Z∗s−(Y (Xs−,∆Xs)− 1)1{∆Xs 6=0}
= Z∗−k(〈·, y∗〉)(Y (X−, ·)− 1) ⋆ µX·∧τn .
Since [M,Z∗·∧τn] has F
P -locally P -integrable variation, the process
|Z∗−k(〈·, y〉)(Y (X−, ·)− 1)| ⋆ µX·∧τn
is FP -locally P -integrable. Hence, by the properties of the P -compensator νX of
µX as stated in [23, Theorem II.1.8], we conclude
〈〈M,Z∗·∧τn〉〉 = Z∗−k(〈·, y∗〉)(Y (X−, ·)− 1) ⋆ νX·∧τn .
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Again thanks to the Girsanov-type theorem [23, Theorem III.3.11], the process
k(x) ⋆ (µY − ν)− k(〈·, y∗〉)(Y (X−, ·)− 1) ⋆ νX·∧τn
is the discontinuous local (FQn , Qn)-martingale whose jumps equal k(∆Y ). To-
gether with (4.28) and the uniqueness of the first characteristic, we conclude that
the first Qn-characteristic of Y is given by
B(k) +
∫ ·∧τn
0
〈a(X̂s−)c(X̂s−), y∗〉ds+ k(〈·, y∗〉)(Y (X−, ·)− 1) ⋆ νX·∧τn , (4.29)
where B(k) is given as in Lemma 4.7 (iv). Now, using that X̂·∧τn = X·∧τn up to
Qn-indistinguishability and that the integral
∫
h(y)(Y (·, y)−1)K(·, dy) was defined
as a Pettis integral, i.e. in particular〈∫
h(y)(Y (·, y)− 1)K(·, dy), y∗
〉
=
∫
〈h(y), y∗〉(Y (·, y)− 1)K(·, dy),
it follows that (4.29) equals BQn up to a Qn-evanescence set. We conclude the claim
from Lemma 4.7. 
4.4. Proof of Proposition 3.7. Suppose that the GMP (A, b′, a,K ′, τ∆−) is well-
posed. Denote by P and P ′ two solutions to the GMP (A, b, a,K, η, τ∆−), let Q be
the unique solution to the GMP (A, b′, a,K ′, η, τ∆−) and fix n ∈ N. By Theorem
3.5, we can relate P and P ′ via the CMG formula (3.3). More precisely, we have
for all G ∈ Fτn
EP
[
Zτn1G
]
= Q(G) = EP
′[
Z ′τn1G
]
, (4.30)
where Z and Z ′ are the corresponding CMG densities. We stress that these are
positive, see Lemma 4.21. Here, (4.30) requires Lemma 4.3, but the equality also
follows from Proposition 4.13 and Lemma 4.22. Our goal is to show that there
exists an Fτn -measurable random variable Z
∗
τn such that P -a.s. Z
∗
τn = Zτn and
P ′-a.s. Z∗τn = Z
′
τn . In this case, for all G ∈ Fτn , (4.30) implies that
EQ
[
1
Z∗τn
1{Z∗τn>0}∩G
]
=
{
P (G),
P ′(G),
which proves that P and P ′ coincide on Fτn . By a monotone class argument, we
obtain that P = P ′ on Fτ∆− = F.
By Lemma 4.21 and [23, Theorem I.4.61], up to a null set, the CMG densities
are given by
exp
(∫ τn
0
〈dX̂n,cs , c(X̂s−)〉+ (Y − 1) ⋆ (µX − νX)τn
)
× exp
(
−1
2
∫ τn
0
〈a(Xs−)c(Xs−), c(Xs−)〉ds
)
×
∏
s∈[0,τn]
(1 + ∆Ms) exp(−∆Ms),
where
∆Ms , (Y (Xs−,∆Xs)− 1)1{∆Xs 6=0},
and we interpret the stochastic integrals either relative to P or to P ′. It suffices to
study the stochastic integrals. We start with (Y − 1) ⋆ (µX − νX)τn .
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Lemma 4.23. For a P ⊗ B(B∆)-measurable V ∈ Gloc(µX), where P denotes the
F-predictable σ-field, set
V k(ω, s, y) , V (ω, s, y)1{‖y‖≥k−1}1{|V (ω,s,y)|≤k}.
Let ξ be an F-stopping time. We have∑
s∈[0,ξ∧τn]
V k(·, s,∆Xs)−
∫ ξ∧τn
0
∫
V k(·, s, x)K(Xs−, dx) ds
k→∞−−−−−−−→ V ⋆ (µX − νX)ξ∧τn ,
where the convergence is in P -probability if the stochastic integral in relative to P
and in P ′-probability if the stochastic integral is relative to P ′.
Proof: Since νX({s}, dx) = 0 for all s ∈ [0,∞), V ∈ Gloc(µX) implies |V | ∈
Gloc(µ
X), see (4.2). Hence, [5, Proposition 2.35, Theorem 2.36] imply that
lim
k→∞
V k ⋆ (µX − νX)ξ∧τn = V ⋆ (µX − νX)ξ∧τn
in probability. Observe that
|V k| ⋆ νXξ∧τn ≤ kn sup
‖z‖≤n
∫
K(z, {x ∈ B : ‖x‖ ≥ k−1}) <∞.
Thus, by [23, Proposition II.1.28], we have a.s.
V k ⋆ (µX − νX)ξ∧τn
=
∑
s∈[0,ξ∧τn]
V k(·, s,∆Xs)−
∫ ξ∧τn
0
∫
V k(·, s, x)K(Xs−, dx) ds.
This completes the proof. 
We deduce from Lemma 4.23 that we find an Fτn-measurable random variable
which equals (Y − 1) ⋆ (µX − νX)τn P -a.s. if the stochastic integral is relative to P
and P ′-a.s. if the stochastic integral is relative to P ′.
Let us now turn to the stochastic integral
∫ τn
0 〈dX̂n,cs , c(X̂s−)〉. We note the
following
Lemma 4.24. There exists a sequence of simple F-predictable processes
fp ,
mp∑
i=1
λi,p0 1{0} + ∞∑
j=0
λi,pj 1(ti,pj ,t
i,p
j+1]
 y∗i,p, p ∈ N, (4.31)
such that
EP
[∫ τn
0
〈a(Xs−) (fps − c(Xs−)) , fps − c(Xs−)〉ds
]
, ‖fp − c(X−)‖2a → 0
as p→∞. Here, λi,p0 is real-valued, bounded and F0-measurable, λi,pj is real-valued,
Fti,pj
-measurable and such that supj∈N |λi,pj (ω)| ≤ C < ∞ for all ω ∈ Ω, for all
j ∈ N we have ti,pj < ti,pj+1, ti,pj ր∞ as j →∞ and y∗i,p ∈ D(A∗).
Proof: It is shown in the proof of [39, Proposition 9] that there exists a sequence
(fˆm)m∈N = (
∑Nm
j=1 f
j,my∗j,m)m∈N, where f
j,m are bounded F-predictable processes
and y∗j,m ∈ B∗, such that
lim
m→∞
‖fˆm − c(X−)‖a = 0.
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By [28, Proposition 3.2.6], where we stress that for F-predictable processes the
proposition holds without augmenting the filtration, for each m ∈ N there exists a
sequence (fˆm,k)k∈N of the type (4.31) with y
∗
i,p ∈ B∗ such that
lim
k→∞
‖fˆm,k − fˆm‖a = 0.
Now, for each m ∈ N we find a km ∈ N such that
‖fˆm,km − fˆm‖a ≤ 1
m
.
Thus, we have
‖fˆm,km − c(X−)‖a ≤ ‖fˆm,km − fˆm‖a + ‖fˆm − c(X−)‖a
≤ 1
m
+ ‖fˆm − c(X−)‖a → 0
as m → ∞. Let y∗ ∈ B∗. Then, since D(A∗) is dense in B∗, we find a sequence
(y∗k)k∈N ⊂ D(A∗) such that y∗k → y∗ as k → ∞. For the processes f˜ ,
(
λ01{0} +∑∞
j=0 λj1(tj ,tj+1]
)
y∗ and f˜k ,
(
λ01{0} +
∑∞
j=0 λj1(tj,tj+1]
)
y∗k, the dominated con-
vergence theorem yields that ‖f˜ − f˜k‖a → 0 as k → ∞. Therefore, using a similar
argument as above, the lemma is proven. 
Since X̂·∧τn = X·∧τn up to P - and P
′-indistinguishability, for all s ∈ [0,∞) and
y∗ ∈ D(A∗), we have
X̂n,c(y∗)s∧τn = 〈Xs∧τn , y∗〉 − 〈X0, y∗〉 − 〈h, y∗〉 ⋆ (µX − νX)s∧τn
−
∫ s∧τn
0
(〈Xr−, A∗y∗〉+ 〈b(Xr−), y∗〉) dr
− (〈·, y∗〉 − 〈h, y∗〉) ⋆ µXs∧τn ,
up to a null set, see [23, Theorem II.2.34]. In this equality X̂n,c(y∗)s∧τn and the
stochastic integral 〈h, y∗〉 ⋆ (µX − νX)s∧τn are interpreted relative to the same
probability measure. Thus, by Lemma 4.23, for each s ∈ [0,∞) and y∗ ∈ D(A∗) we
find an Fτn -measurable random variable X(s, y
∗) which equals P -a.s. X̂n,c(y∗)s∧τn
relative to P and P ′-a.s. X̂n,c(y∗)s∧τn relative to P
′.
Let (fp)p∈N be as in Lemma 4.24. We have∫ τn
0
〈a(Xs−) (fps − c(Xs−)) , fps − c(Xs−)〉 ds→ 0 (4.32)
as p→∞ in P -probability. Since the CMG densities are positive, see Lemma 4.21,
it follows from (4.30) that P and P ′ are equivalent on Fτn . Thus, (4.32) holds also
in P ′-probability, see [4, Exercise A.8.11].
We deduce from Lemma 4.1 that as p → ∞ the sequence of Fτn-measurable
random variables
mp∑
i=1
∞∑
j=0
λi,pj 1{ti,pj <τn}
(
X
(
ti,pj+1, y
∗
i,p
)
−X
(
ti,pj , y
∗
i,p
))
converges in P -probability to the stochastic integral
∫ τn
0
〈dX̂n,cs , c(X̂s−)〉 relative to
P and in P ′-probability to the stochastic integral
∫ τn
0
〈dX̂n,cs , c(X̂s−)〉 relative to
P ′. Therefore, we can conclude the proof of the first statement.
The second statement follows by symmetry. More precise, one has to consider
−c instead of c and Y −1 instead of Y . 
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4.5. Proof of Proposition 3.8. Let us first prove the implication (i) =⇒ (ii).
Thanks to Proposition 3.7, (i) implies that the GMP (A, b′, a,K ′, τ∆−) is well-
posed, i.e. by Proposition 4.13 also completely and locally well-posed. Denote by
Qx the unique solution to the GMP (A, b
′, a,K ′, εx, τ∆−). Then, since by Lemma
4.22 the probability measure Qnx is a solution to the GMP (A, b
′, a,K ′, εx, τn), we
conclude that Qnx = Qx on Fτn . Therefore, for all t ∈ [0,∞),
lim
n→∞
Qnx(τn > t) = limn→∞
Qx(τn > t) = 1,
by the assumption that the GMP (A, b′, a,K ′, εx, τ∆−) is conservative. This proves
the implication (i) =⇒ (ii).
We now suppose that (ii) holds. The following proposition is an extension of [51,
Theorem 1.3.5] to a ca`dla`g setting.
Proposition 4.25. Let (ρn)n∈N be an increasing sequence of D-stopping times and
for each n ∈ N suppose that P on is a probability measure on (D,Dρn). Assume that
P on+1 = P
o
n on Dρn for all n ∈ N. If limn→∞ P on(ρn ≤ t) = 0 for all t ∈ [0,∞), then
there exists a unique probability measure P o on (D,D) such that P o = P on on Dρn .
Proof: We follow closely the proof of [51, Theorem 1.3.5]. If P o exists, it is unique
on Dt due to the identity
P o(G) = lim
n→∞
P on(G ∩ {ρn > t}), G ∈ Dt.
Thus, by a monotone class argument, P o is unique on
∨
t∈[0,∞)Dt = D.
For all G ∈ Dn we have that G ∩ {ρk > n} ∈ Dρk . Thus, it holds that
P ok (G ∩ {ρk > n}) = P ok+1(G ∩ {ρk > n}) ≤ P ok+1(G ∩ {ρk+1 > n}), G ∈ Dn.
Due to this observation, we can define
P ∗n(G) , lim
k→∞
P ok (G ∩ {ρk > n}), G ∈ Dn.
Clearly, P ∗n is finitely additive. Thus, if for any sequence (Gk)k∈N ⊂ Dn such that
Gk ց ∅ as k →∞ it holds that limk→∞ P ∗n(Gk) = 0, P ∗n is a measure on (D,Dn),
see [9, Proposition 1.2.6]. In fact, in this case it is easily seen that P ∗n is even a
probability measure. Let (Gk)k∈N ⊂ Dn be such that Gk ց ∅ as k →∞. Then, we
have
P ∗n(Gk) = P
∗
n(Gk ∩ {ρm ≤ n}) + P ∗n(Gk ∩ {ρm > n})
= lim
i→∞
P oi+m(Gk ∩ {ρm ≤ n} ∩ {ρi+m > n})
+ lim
i→∞
P oi+m(Gk ∩ {ρm > n} ∩ {ρi+m > n})
= lim
i→∞
P oi+m(Gk ∩ {ρm ≤ n} ∩ {ρi+m > n}) + P om(Gk ∩ {ρm > n})
≤ lim
i→∞
P oi+m(ρm ≤ n) + P om(Gk ∩ {ρm > n})
= P om(ρm ≤ n) + P om(Gk ∩ {ρm > n}),
where we use that P oi = P
o
m on Dρm for i ≥ m and that Gk ∩ {ρm > n} ∈ Dρm .
Letting first k → ∞ and then m → ∞ yields that limk→∞ P ∗n(Gk) = 0. Thus, P ∗n
is a probability measure on (D,Dn).
For any G ∈ Dn note that
0 ≤ lim
k→∞
P ok (G ∩ {ρk > n+ 1} ∩ {ρk ≤ n}) ≤ lim
k→∞
P ok (ρk ≤ n) = 0,
and hence that
P ∗n+1(G) = lim
k→∞
P ok (G ∩ {ρk > n+ 1} ∩ {ρk > n}) = P ∗n(G).
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Summarizing this, we have P ∗n+1 = P
∗
n on Dn for all n ∈ N. Our next step is to
extend the family (P ∗n )n∈N.
Note that for ω ∈ D
An(ω) ,
⋂
B∈Dn : ω∈B
B = {ωo ∈ D : ωo(s) = ω(s), s ∈ [0, n]}.
Let (ωn)n∈N ⊂ D be such that
⋂N
k=1 Ak(ωk) 6= ∅ for all N ∈ N. Then, ωno = ωn on
[0, no] for all no ≤ n ≤ N and N ∈ N, and we have that
ω1(0) +
∞∑
n=1
ωn1(n−1,n] ∈
∞⋂
k=1
Ak(ωk).
Since D is a Polish space, D is its Borel σ-field and Dn = σ(Xs, s ∈ [0, n]) is
countably generated, a regular conditional probability P ∗n(·|Dn−1) exists, see [46,
Theorem II.89.1]. There exists a P ∗n+1-null set N ∈ Dn such that for all ω ∈ ∁N we
have
P ∗n+1(An(ω)|Dn)(ω) = 1An(ω)(ω) = 1.
Thus, for all ω ∈ ∁N and all B ∈ Dn+1 such that B ∩ An(ω) = ∅, we have
P ∗n+1(B|Dn)(ω) = P ∗n+1(B ∩ An(ω)|Dn)(ω) = 0.
We can apply Tulcea’s extension theorem, see [51, Theorem 1.1.9], and obtain
that there exists a probability measure P o on D such that P o = P ∗1 on D1 and
P o(B) =
∫
P ∗n(B|Dn−1)(ω)P o(dω), B ∈ Dn, n ≥ 2.
It remains to show that P o = P on on Dρn . We check first that P
o = P ∗n on Dn
for all n ∈ N. If P o = P ∗n−1 on Dn−1, then
P o(B) =
∫
P ∗n(B|Dn−1)(ω)P o(dω)
=
∫
P ∗n(B|Dn−1)(ω)P ∗n−1(dω)
=
∫
P ∗n(B|Dn−1)(ω)P ∗n(dω)
= P ∗n(B).
The claim follows by induction.
For G ∈ Dρn ∩Dk = Dρn∧k we have
P o(G) = P ∗k (G) = P
o
n(G),
since
|P on(G)− P ∗k (G)| =
∣∣∣ lim
i→∞
P oi+n(G)− lim
i→∞
P oi+n(G ∩ {ρi+n > k})
∣∣∣
= lim
i→∞
P oi+n(G ∩ {ρi+n ≤ k}) = 0.
Since
∨
k∈N Dτn∧k = Dτn , a monotone class argument completes the proof. 
We can consider Qnx as a probability measure on (D,Dτn) and Q
n+1
x = Q
n
x
on Dτn follows from the optional stopping theorem. Thus, the sequence (Q
n
x)n∈N
satisfies the prerequisites of Proposition 4.25. We conclude from Lemma 4.22 that a
solution Qx to the MP (A, b
′, a,K ′, εx) exists. Of course, this implies that the GMP
(A, b′, a,K ′, εx, τ∆−) has a conservative solution. By Proposition 3.7, the GMP
(A, b′, a,K ′, τ∆−) is well-posed and by Proposition 4.13 completely well-posed.
38 D. CRIENS
It remains to show that for any initial law η which is supported on (B,B(B))
the GMP (A, b′, a,K ′, η, τ∆−) has a conservative solution. Due to Theorem 3.2, the
unique solution Qη to the GMP (A, b
′, a,K ′, η, τ∆−) is given by Qη =
∫
Qxη(dx).
Hence, we have
Qη(τ∆ =∞) =
∫
Qx(τ∆ =∞)η(dx) =
∫
η(dx) = 1.
This concludes the proof. 
4.6. Proof of Proposition 3.9. Let us suppose that (i) holds. Let x ∈ B. Assume
that Px solves the MP (A, b, a,K, εx). In conservative cases all previous results can
be proven for FP replaced by D+. In particular, the stochastic integrals can be
defined for D+, see [23, 39], and it is not necessary to introduce the process X̂ . Let
Z∗ be as in Lemma 4.21. By hypothesis, for all t ∈ [0,∞) the random variable∫ t
0
〈a(X̂s−)c(X̂s−), c(X̂s−)〉ds+
∫ t
0
∫ (
1−
√
Y (X̂s−, y)
)2
K(X̂s−, dy) ds
is bounded. Hence, by [21, Lemma 8.8, Theorem 8.25], Z∗ is a positive (D+, Px)-
martingale. For all t ∈ [0,∞), define a probability measure Qtx on (D,Dt) by
Qtx(G) = E
Px [Z∗t 1G] for G ∈ Dt. Clearly, Qtx = Qsx on Ds for s ∈ [0, t], by the
(D+, Px)-martingale property of Z
∗. Thus, due to Proposition 4.25, there exists a
probability measure Qx on (D,D) such that Qx = Q
t
x on Dt for all t ∈ [0,∞). In
particular, for G ∈ Dt+ we have
Qx(G) = Q
t+ǫ
x (G) = E
Px
[
Z∗t+ǫ1G
]
for all ǫ > 0. Thus, by the downward theorem, see [46, Theorem II.51.1], letting
ǫ ց 0 yields that the Radon-Nikodym density of Qx w.r.t. Px on Dt+ is given by
Z∗t . Since the Girsanov-type theorems used in the proof of Lemma 4.22 hold for any
right-continuous filtration and any pair of locally absolutely continuous probability
measures, we may use the same arguments as in the proof of Lemma 4.22 together
with Lemma 4.7 to conclude that Qx solves the MP (A, b
′, a,K ′, εx). Thus, since
uniqueness for this MP holds by Proposition 3.7, we conclude that (ii) holds.
The converse implication follows by symmetry. More precisely, the same argu-
ments as above with −c instead of c, Y −1 instead of Y , b′ instead of b and K ′
instead of K yield the claim. 
4.7. Proof of Proposition 3.10. (i). Suppose that the GMP (A, b′, a,K ′, τ∆−)
is well-posed. Due to Theorem 3.5 and Lemma 4.21, for all t ∈ [0,∞), there exists
a non-negative random variable Zt such that for all G ∈ Ft
Q(G ∩ {τ∆ > t}) = EP
[
Zt1G∩{τ∆>t}
]
. (4.33)
In particular, if P is conservative, P -a.s. Zt > 0. Thus, P and Q are locally equiv-
alent if P and Q are conservative.
If P and Q are locally equivalent and P is conservative, then for all t ∈ [0,∞)
it holds that Q(τ∆ < t) = 0. Hence, since {τ∆ < ∞} =
⋃
s∈Q+
{τ∆ < s}, we can
conclude Q(τ∆ = ∞) = 1. Similarly, if P and Q are locally equivalent and Q is
conservative, we have P (τ∆ =∞) = 1.
These arguments are symmetric, i.e. in the case where the GMP (A, b, a,K, τ∆−)
is well-posed one has to consider −c instead of c and Y −1 instead of Y . This
concludes the proof of (i).
If Q is conservative and G ∈ Ft is P -null, (4.33) immediately implies that G is
also Q-null, which proves (ii). 
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4.8. Proof of Theorem 3.13. Let Y be a solution process to the SDE and y∗ ∈
D(A∗). Then, the real-valued process 〈Y, y∗〉 is a semimartingale with characteristics
(BY (k), CY , νY ) given by
BY (k) =
∫ ·
0
(〈Ys−, A∗y∗〉+ 〈b(Ys−), y∗〉) ds
+
∫ ·
0
∫
(k(〈δ(Ys−, x), y∗〉)− 〈h(δ(Ys−, x)), y∗〉)F (dx) ds,
CY =
∫ ·
0
〈σ(Ys−)Uσ∗(Ys−), y∗〉ds,
νY (dt, G) =
∫
1G(〈δ(Yt−, x), y∗〉)F (dx) dt, G ∈ B(R), 0 6∈ G,
see [21, Theorem 14.80]. Denote by P the law of Y and recall that we consider
P as a probability measure on (D,D). Furthermore, recall that we denote the co-
ordinate process on (D,D) by X . Then, [21, Theorem 10.37, Proposition 10.38,
Proposition 10.39] yield that 〈X, y∗〉 is a (DP , P )-semimartingale with characteris-
tics (B(k), C, ν) given by
B(k) =
∫ ·
0
〈Xs−, A∗y∗〉+ 〈b(Xs−), y∗〉) ds
+
∫ ·
0
∫
(k(〈δ(Xs−, x), y∗〉)− 〈h(δ(Xs−, x)), y∗〉)F (dx) ds,
C =
∫ ·
0
〈σ(Xs−)Uσ∗(Xs−), y∗〉ds,
ν(dt, G) =
∫
1G(〈δ(Xt−, x), y∗〉)F (dx) dt, G ∈ B(R), 0 6∈ G.
Hence, Lemma 4.7 yields that P is a solution to the claimed MP.
Conversely, suppose that P solves the MP. Due to Lemma 4.7 there exists a
family of continuous local (DP , P )-martingales {Xc(y∗), y∗ ∈ D(A∗)} such that
D(A∗) ∋ y∗ 7→ Xc(y∗) is linear, and for each y∗ ∈ D(A∗) the process Xc(y∗)
is the continuous local (DP , P )-martingale part of 〈X, y∗〉. In particular, for all
y∗ ∈ D(A∗)
〈〈Xc(y∗)〉〉 =
∫ ·
0
〈σ(Xs−)Uσ∗(Xs−)y∗, y∗〉ds.
Moreover, by Lemma 4.19, the DP -predictable P -compensator of µX is given by
νX(dt, G) =
∫
1G(δ(Xt−, x))F (dx) dt, G ∈ B(B), 0 6∈ G.
Recalling Lemma 4.7 and the canonical decomposition of a semimartingale, see
[23, Theorem II.2.34], we deduce from the representation theorem for cylindrical
local martingales as given by [42, Theorem 2] and the representation theorem for
integer-valued random measures given by [21, Theorem 14.56] that we find an ex-
tension of (D,DP ,DP , P ) which supports a cylindrical Brownian motion W with
covariance U , a Poisson random measure µ with intensity measure p and a solution
process to the SDE driven by (W,µ), which law coincides with P . The theorem is
proven. 
4.9. Proof of Lemma 3.16. Let W be a cylindrical Brownian motion with co-
variance operator a and µ be a Poisson random measure with intensity measure p.
Then, the process
Lt , bt+Wt + h(x) ⋆ (µ− p)t + (x− h(x)) ⋆ µt, t ∈ [0,∞), (4.34)
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is an H-valued Le´vy process, see [36, 43]. Here, the integrals in (4.34) can be defined
in Pettis’ sense, see [36, Chapter 3]. In particular, for all y ∈ H we have
〈x ⋆ (µ− p), y〉 = 〈x, y〉 ⋆ (µ− p),
〈(x− h(x)) ⋆ µ, y〉 = 〈x − h(x), y〉 ⋆ µ. (4.35)
The law of L can be seen as a probability measure on (D,D). We denote it by Q. In
view of the Le´vy-Khinchine formula for H-valued Le´vy processes, see, for instance,
[43, Theorem 4.27], and a classical lemma of Gnedenko and Kolmogorov, see [23,
Lemma II.2.44], Q is uniquely characterized by b, a and p.
Let l be as in the statement of Corollary 3.17, i.e. the identity on H. For each
solution process Y to the SDE (a, p, A, b, l, β, εx) with driving noise W and µ we
can write
〈Y, y〉 = 〈x, y〉 +
∫ ·
0
〈Ys−, A∗y〉ds+ 〈L, y〉, y ∈ D(A∗),
i.e. in short notation
dYt = AYt− dt+ dLt, Y0 = x. (4.36)
Here, β denotes the mapping β(x, y) = y for x, y ∈ H. By [17, Proposition 8.7,
Corollary 10.9], the SDE (4.36) has a solution for all x ∈ H and all solution processes
on the same probability space w.r.t. the same driving noise L are indistinguishable.
Next, we use a Yamada-Watanabe-type idea to prove that the laws of the solution
processes coincide. Let Y 1 and Y 2 be two solution processes to (4.36) which are
possibly defined on different probability spaces. Take k = 1, 2. The driving noise
of Y k is denoted by Lk. We denote by P k the law of (Y k, Lk), considered as a
probability measure on (D × D,D ⊗ D). It is well-known, see, for instance, [28,
Theorem 5.3.19], that there exists a regular conditional probability Qk (given the
second coordinate) such that P k(dω, dα) = Qk(α, dω)Q(dα). We set
Ω⋆ , D× D× D,
F
⋆ , D⊗D⊗D,
Q⋆(dω1, dω2, dα) , Q1(α, dω1)Q2(α, dω2)Q(dα).
Denote the coordinate process on Ω⋆ by X = (X1, X2, X3). Now, it is easy to see
that Q⋆ ◦ (Xk, X3)−1 = P k and Q⋆ ◦ (X3)−1 = Q. In particular, Q⋆ ◦ (Xk0 )−1 = εx,
and, for all y ∈ D(A∗), Q⋆-a.s.
〈Xk, y〉 = 〈x, y〉+
∫ ·
0
〈Xks−, A∗y〉ds+ 〈X3, y〉.
We denote F⋆t , σ(X
1
s , X
2
s , X
3
s , s ∈ [0, t]) and F⋆ , (F⋆t )t∈[0,∞).
Lemma 4.26. For all t ∈ [0,∞) and s < t the random variable X3t − X3s is
Q⋆-independent of F⋆s .
Proof: We adapt the proof of [45, Theorem IX.1.7]. Let us first recall the following
fact, see [3, Theorem 15.5]: If Gi, i = 1, 2, 3, are three σ-fields and P is a probability
measure such that G1 ∨ G2 is P -independent of G3, then for all A ∈ G1 it holds
P -a.s. P (A|G2) = P (A|G2 ∨ G3).
Denote by X = (X1, X2) the coordinate process on (D×D,D⊗D). Applying the
fact above with G1 , σ(X1r , r ∈ [0, s]),G2 , σ(X2r , r ∈ [0, s]),G3 , σ(X2r −X2s , r ∈
[s,∞)) and P , P 1, we obtain for all A ∈ G1 that P 1-a.s. Q1(·, A) = P 1(A|G2 ∨
G3) = P 1(A|G2). Hence, Q1(·, A) is G2-measurable up to a Q-null set. Similarly, we
obtain that for all A ∈ G1 the mapping Q2(·, A) is G2-measurable up to a Q-null
set.
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Now, we consider again (Ω⋆,F⋆,F⋆, Q⋆). Let A1 ∈ σ(X1r , r ∈ [0, s]), A2 ∈
σ(X2r , r ∈ [0, s]) and B ∈ σ(X3r , r ∈ [0, s]). Then, we obtain for all y ∈ H
EQ
⋆ [
exp
(√−1〈X3t −X3s , y〉)1A11A21B]
=
∫
B
exp
(√−1〈ω(t)− ω(s), y〉)Q1(ω,A1)Q2(ω,A2)Q(dω)
=
∫
exp
(√−1〈ω(t)− ω(s), y〉)Q(dω)Q⋆(A1 ×A2 ×B)
= EQ
⋆ [
exp
(√−1〈X3t −X3s , y〉)]Q⋆(A1 ×A2 ×B).
By [26, Lemma 2.6], this implies our claim. 
Therefore, X3 is a Le´vy process on (Ω⋆,F⋆,F⋆, Q⋆) (and also on its augmen-
tation, see the proof of [46, Theorem II.68.2]) with law Q, and X1 and X2 solve
(4.36) w.r.t. the same driving noise X3. We conclude that Q⋆-a.s. X1 = X2. Hence,
P 1 = P 2 follows readily. The claim of the lemma is due to Theorem 3.13. 
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