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1 Introduction
Two majors issues in the design of control systems are the direct integration in the control law of technolog-
ical/safety constraints and the performance robustness of the closed-loop system with respect to parametric
perturbations.
In the last years, many authors have been treated the problem of constraints sat isfaction for controlled
linear systems through the use of the positive invariance property of polyhedral domain s. Those method-
ologies are mainly based on the solution of two matrix equations k nown as positive invariance relations
(P.I.Rs), using either closed-loop eigenstructure assignment or linear programm ing techniques (see, for
instance, [1] [3] [4] [6]). Together, the P.I.Rs. guarantees the decr easing, along the trajectories of the
controlled system, of the L∞-norm induced in the state space by some polyhedral set of admissible initial
conditions. Then, any trajectory em anating from the imposed invariant polyhedron does not escape from
it.
Accordingly with the introductory comment, also in the framework of positively invariant controllers it
is of interest to use some robustness concepts to analyse and/or to improve the design methodologies. Then,
the objective of this note is to extend for the case of continuous-time sy stems some results (previously
presented for discrete-time systems) on the robustness of the positive invariance property of polyhedral
domains. The theoretical results pres ented are strongly based on some properties of matrix measures (also
called logarithmic norm s) [7]. It is also proposed and interpreted a linear programming formulation for
solving state constrained control problems.
2 Robust positive invariance of symmetrical simplicial polyhedra
Let us first consider the continuous-time linear dynamical system given by:
ẋ(t) = A0x(t) , for t ≥ 0 (1)
with x(t) ∈ <n , A0 ∈ <n∗n . In the sequel, model (1) will also be refered as the nominal system.
As in [4], we consider the generic Symmetrical Simplicial Polyh edron (S.S.P.), S(P, 1n) , defined by:
S(P, 1n) = {x ∈ <n ; − 1n ≤ Gx ≤ 1n} (2)
with: P ∈ <n×n and 1n = [1 1 . . . 1]T ∈ <n . Note that any S.S.P. containing the origin in its interior can
be put under the form (2). The trajectory characterization of the positive invariance property of S(P, 1n)
w.r.t. nominal system (1) can be defined by:
|Px0| ≤ 1n ⇒ |PeA0tx0| ≤ 1n , ∀x0 ∈ S(P, 1n) , ∀ t ≥ 0 (3)
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So, using the notation proposed in [2], we get the following algebraic characterization of the positive property
of S(P, 1n) :
Proposition 1 A necessary and sufficient condition for system (1) to admit the S.S.P. S(P, 1n) as a posi-
tively invariant set is that matrix H ∈ <n×n defined by:
H = PA0P−1 (4)
satisfy:
Ĥ1n ≤ 0 , with Ĥij =
{
Hii pour i = j
|Hij | pour i 6= j , (i, j) = 1, . . . , g. (5)
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 ≤ 0 (6)
where µ∞(H) denotes the infinite matrix measure of H [7]. And, it can also be seen that:
Ĥii = Hii ≤ 0 and µ∞(−H) = ‖H‖∞ (7)
Furthermore, in this simplicial case, the P.I.Rs. (4) and (5) guarantees the stability of the nominal system
(1) [5]. Then, as defined in [6], system (1) is Constrained Stable. Indeed, from the similarity between A0
and H, expressed by (4), and from some properties of matrix measures we obtain [7]:
−‖H‖∞ ≤ Re(λi) ≤ µ∞(H) ≤ 0 , ∀ λi ∈ σ(A0) (8)
iagonal of
Suppose now that the state matrix, A0, is either imperfectly known or subject to unpredicted bounded
variations, represented by mmatrix ∆ ∈ <n×n . The perturbed system is given by:
ẋ(t) = (A0 + ∆)x(t) , for t ≥ 0 (9)
Under the assumption of positive invariance of S(P, 1n), our objective is to e valuate the admissible domain
of matrix ∆ for which the invariance property of S(P, 1n) remains valid [4]. Then, applying proposition 1
for the perturbed system (9), we have:
Proposition 2 : Consider the S.S.P. S(P, 1n) is positively invariant w.r.t. (1). The invariance property of
S(P, 1n) is robust w.r.t. perturbation ∆, that is:
|Px0| ≤ 1n ⇒ |Pe(A0+∆)tx0| ≤ 1n , ∀x0 ∈ S(P, 1n) , ∀ t ≥ 0 ,
if and only if the following inequality holds:
Ĥ∆1n ≤ 0 , with Ĥ∆ 4= H + P∆P−1 (10)
2
2
Rapport LAAS no 93333, 4p, Septembre 1993.
Note that, relation (10) gives a necessary and sufficient conditi on for the Robust Constrained Stability
of nominal system (1) as defined in [6]. However, as in [4] and [6], we consider matrix ∆ without a specific
structure. Then, it is not evident to directly evaluate from (10) the domain of admissible parametric
perturbations and, similarly to the discrete-time case [4], sufficient conditions have also to be deduced for
the continous-time case. So, using the definition of infinite matrix measure, the necessary and sufficient
condition (10) can also be replaced by:
µ∞(H∆) ≤ 0 (11)
Now, from property: µ∞(H+P∆P−1) ≤ µ∞(H)+µ∞(P∆P−1) , a sufficient condition guaranteeing the posi
tive invariance of S(P, 1n) is: µ∞(P∆P−1) ≤ −µ∞(H) . Thus, the following property can be stabilished:
Property 1 : Consider the S.S.P. S(P, 1n) is positively invariant w.r.t. ( refeq:saut). Then, the invariance
property of S(P, 1n) w.r.t. (9) is also guaranteed for all matrix ∆ ∈ <n×n satisfy ing:














The robustness measure given by (12) is dependent of the polyhedron matrix P . The distance represente
d by ϕ gives a domain of admissible perturbations such that the positive invariance of S(P, 1n), and also
the stability of (9 ), remains valid. In general, two stronger conditions can still be derived from (12):
‖P∆P−1‖∞ ≤ ϕ and ‖∆‖∞ ≤ ϕ‖P‖∞‖P−1‖∞
In particular, the latter shows the importance of integrating some methodology of condition number im-
provement when using eigenstructure assignment techniques for solving the positive invariance relations in
constrained control problems (see [4]). Obviously all the last three bounds are sufficient conditions for the
Robust Constrained Stability of (1).
3 Robust invariance for continuous-time controlled systems
Let us now consider the nominal system controlled by a linear state feedback law:
ẋ(t) = (A + BF )x(t) , para t ≥ 0 (13)
with: x ∈ <n×n , A ∈ <n×n , B ∈ <n×m e F ∈ <m×n . (A,B) is supposed to be stabilizable. In this
controlled case, S(P, 1n) defines either a domain of admissible initial states or state constraints for system
(13).
As in the discrete-time case, a linear programming (LP) design technique can be derived for calculating
a pair of matrices (H ∈ <n×n , F ∈ <m×n) satifying relations (4) and (5), with A0 = A+BF , and such that
the robustness measure ϕ is maximized. So, in the continuous-time case, matrices H ∈ <n×n e Ĥ ∈ <n×n
can be decomposed as follows:
H = Ĥ+ − Ĥ− and Ĥ = Ĥ+ + Ĥ− , with Ĥ+ ∈ <n×n and Ĥ− ∈ <n×n (14)
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The elements of Ĥ+ and Ĥ− should satisfy:
{
Ĥ+ii = Hii ≤ 0




Ĥ+ij = max(0,−Hij) ≥ 0
.
Then, the technique consists in solving the following LP with ϕ and the elements of H+ , H− e F as
unknown variables:
Maximize ϕ
under (Ĥ+ + Ĥ−) 1n + ϕ 1n ≤ 0




ij ≥ 0 , for i 6= j
Ĥ+ii ≤ 0 , Ĥ−ii = 0
(15)
If the optimal solution of the LP, denoted (ϕ∗ , Ĥ+∗ , Ĥ−∗ , F ∗ ) exists, it guarantee s the robust con-
strained stability of (13). The optimal robustness property of the computed controller derives from the fact
that the maximization of criterion ϕ∗ , maximizes the right-hand side of rela tion (12). It can also be seen
that these properties are obtained be cause the optimal solution imposes an appropriate eigenstructure for
the closed-loop syst em. entation of matrix
4 Conclusion
In this note, we have extend for the case of continuous-time systems, some results on the robustness of
positively invariant property of polyhedral domains. The results are of interest mainly in the field of control
of constrained linear systems but can also be use d for studying the stability robustness of linear systems
using plyhedral norms as Lyapunov functions [5]. Also, the presented results unify, for continuous and
discrete-time systems, s ome design techniques based on robust positive invariance. And, the proposed
decomposition (14) of matrices H and Ĥ allows to cast the positive invariance relations as constraints in
some optimizing techniques.
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