Abstract. In 1931, Van der Corput showed that if for each positive integer s, the sequence {x n+s − x n } is uniformly distributed (mod 1), then the sequence x n is uniformly distributed (mod 1). The converse of above result is surprisingly not true. The distribution of consecutive gaps of an equidistributed sequence has been studied widely in the literature. In this paper, we have studied the distribution of gaps between one or more equidistributed sequences. Under certain conditions, we could study the distribution effectively. As applications, we study the equidistribution of gaps between eigenangles of Hecke operators acting on space of cusp forms of weight k and level N , primitive Maass forms. We also have studied the distribution of gaps between corresponding angles of Satake parameters of GL 2 with prescribed local representations.
Introduction
The rich story of equidistribution started in the years 1909-1910 by the work of P. Bohl [4] , H. Weyl [30] and W. Sierpinski [23] where they studied the distribution of the sequence {nα}, (for an irrational α) on the unit interval. Here, {x} denotes the fractional part of x. Let us recall that a sequence of real numbers {x n } lying in the interval [0, 1] ⊆ R is said to be uniformly distributed or equidistributed with respect to Lebesgue This subject attracted great attention of mathematicians from all branches of mathematics after Hermann Weyl related the study of equidistribution to the study of exponential sums in his 1916 paper [31] . Our work is partly motivated by the following result of Van der Corput (see [16, page no . 176]): If for each positive integer s, the sequence {x n+s − x n } is uniformly distributed (mod 1), then the sequence {x n } is uniformly distributed (mod 1). We consider the following question:
Question 1. Is the converse of Van der Corput's result true?
In other words, if {x n } is uniformly distributed (mod 1), then is it true that for any positive integer s, the sequence {x n+s − x n } is uniformly distributed (mod 1)?
The answer to the above question is surprisingly no. In fact we see an example of a uniformly distributed (mod 1) sequence such that for any subsequence, {x n+1 − x n } will not be uniformly distributed (mod 1). For example, consider the well-studied sequence {[nα]}, α is irrational. Write the sequence as follows: For a natural number N, define,
A α (N) = {αn (mod) 1 : 1 ≤ n ≤ N} ⊂ {{nα} (mod 1) : n ∈ N}, and write them as increasing order as follows:
(1)
where
In 1957, Steinhaus conjectured the following fact:
where # denotes the cardinality of a set. There are several proofs of the above conjecture available in the literature, but the first proof was given by Vera Sós [24] and [25] in 1958. The above statement is popularly known as "The three gap theorem". In 2002, Vâjâitu and Zaharescu [29] investigated the following question:
Question 2. Let A α (N) be as defined in (1) . Remove as many elements of A α (N) as one likes. Then, how large is the cardinality of the consecutive differences of the resulting set?
More explicitly, they proved the following: For any subset Ω of A α (N), there are no more than (2+ √ 2) √ N distinct consecutive differences, that is, if B(Ω) = {x i+1 − x i : 1 ≤ i ≤ N, x i ∈ Ω}, then #B(Ω(N)) ≤ (2 + √ 2) √ N . In 2015, using additive combinatorics A. Balog, A.Granville and J. Solymosi [1] improved the bound of above result [29] to 2 √ 2N + 1 for any finite subset of R/Z. In particular for our concerned sequence, they proved that #B(N) ≤ 2 √ 2N + 1. From the above result, we can conclude that for any subsequence say {y n } = {y 1 , y 2 , y 3 , ...} of {x n } = {x 1 , x 2 , x 3 , ...}, the consecutive difference {y i+1 − y i } is not uniformly distributed (mod 1). In this paper we show that, if a sequence is equidistributed in [− ] with respect to a probability measure say µ = F (x)dx (for definition see Section 3), then the fractional parts of gaps of all elements of the sequence will be equidistributed in [0, 1] with respect to the measure F (x) * F (x) dx, where * is the convolution. More explicitly, if we have two sequences say {x n } ∞ n=1 and {y m } ∞ m=1 such that they are equidistributed with respect to probability measures µ 1 = F 1 (x)dx and µ 2 = F 2 (x)dx respectively in [−
], then the sequence of fractional parts of gaps between elements of {x n } and {y m }, that is, {x n − y m } ∞ n,m=1 (mod 1) is equidistributed in [0, 1] with respect to F 1 (x) * F 2 (x)dx. We are also able to predict quantitatively the rate of convergence of the following: satisfy some conditions that have been described in Theorem 8. More generally, we have similar results for r equidistributed sequences. These results are stated in Section 2 as Theorem 3, 6 and 8. We have discussed several applications of our results in Section 8.
Let S(N, k) be the space of all holomorphic cusp forms of weight k with respect to Γ 0 (N). For any positive integer n, let T n (N, k) be the n th Hecke operator acting on S(N, k). Let s(N, k) denote the dimension of the vector space S(N, k). For a positive integer n ≥ 1, let
denote the eigenvalues of T n , counted with multiplicity. For any positive integer n, let T ′ n be the normalized Hecke operator acting on S(N, k), defined as follows
the eigenvalues of T ′ n counted with multiplicity. Let p be a prime number such that p and N are coprime. Then by the theorem of Deligne (see [8] ) proving the Ramanujan-Petersson inequality, we know that
Using results of Murty and Sinha [17] , Murty and Srinivas [18] have recently proved the following results
Note that taking k and N sufficiently large, the above result gives a little evidence towards the Maeda and Tsaknias conjectures. As applications of our theorems, we can get the measure with respect to which the differences of eigenangles of Hecke operators are equidistributed and as a special case, the above result recovers Theorem 1 in [18] . We could also get an error term (see Section 8, Theorems 14, 16). We discuss similar results for Hilbert modular forms (see Theorems 22, 25) , primitive Maass forms (see Theorems 28, 29) . In the case of primitive Maass forms, we have assumed the Ramanujan bound.
Statement of results
Let us start with a result that predicts the Weyl limits of gaps between equidistributed families. Definitions are provided in Sections 3 and Section 4. Here onwards, we denote {x} as fractional part of x.
where ⌊x⌋ is the largest integer not grater then x. 
Then the Weyl limit
Remark 4. To consider the gaps, we can take the family
Further, if we consider the multisets such that if x ∈ A (j)
n . For simplicity, let us write A (j) n = {±x j }, we get the following corollary.
Corollary 5. In particular, if we consider the family A
], then we have
Let C m be the m th Weyl limit of the family
In the next theorem, we predict the measure with respect to which the above mentioned family in Theorem 3 is equidistributed.
] to be sequences of multisets such that −x j ∈ A (j) n whenever x j ∈ A (j) n , and #A ] with respect to the measure F j (x)dx respectively, where
then the family 
Moreover, if
then the above function F (x) equals
Remark 7.
In general an equidistributed family may not satisfy (4), but in the families of interest to us, the Weyl limits satisfy (4).
n , 1 ≤ j ≤ r} be equidistributed sequences of finite multisets. If we know the distribution effectively, then our next result helps us to predict the effective equidistribution of family of gaps of equidistributed families.
be sequences of finite multisets as defined in Theorem 6. Let {A
] with respect to the measure F j (x)dx, where
and c (j) m are as defined in Theorem 3. Consider x = (x 1 , x 2 , .., x r ),
n . Then, for any positive integer M and any
where µ is as defined in Theorem 6. ] can be taken to be any interval of length 1.
In the next few sections, we review basic facts that we use in the proofs of Theorem 3, Theorem 6 and Theorem 8. 
In 1916, Weyl [30] proved that the sequence {n 2 a}, where a is irrational is equidistributed in the unit interval. In the same paper he gave a revolutionary criterion for uniform distribution in terms of exponential sums that now known as Weyl criterion. Explicitly, it says that, a sequence {x n } is uniformly distributed in the unit interval if and only if for every m ∈ Z, m = 0,
where e(t) = e 2πit and the c m defined above is called the m th Weyl limit. For proof of the above theorem see [16, page no. 172 ].
Set equidistribution
Consider finite multisets A n ⊆ [0, 1] with #A n → ∞. The sequence {A n } is set-equidistributed with respect to a probability measure µ in
In this case, for every m ∈ Z, define "Weyl limits":
The following is a generalisation of the classical Wiener-Schoenberg criterion can be found in [16, page no. 195 ]. exists for every integer m and
Fourier Analysis
According to our need, let us recall some facts from Fourier Analysis in this section. The reader may refer [20] for detail study. For our convenience, let us define:
Let f be a periodic and integrable function of period 1 on R. The Fourier series of f is given by
wheref (n) are called the Fourier coefficients, defined aŝ
Let f i , 1 ≤ j ≤ r be r integrable function on R of period 1. Define the convolution of r periodic integrable functions of period 1 on R, denoted as
Among the many interesting properties that convolution of periodic integrable functions satisfies, the following property serves our purpose:
In particular, for r = 2,
The following theorem can be concluded from the famous Riesz-Fischer theorem (see [20, 
page no. 91]):
Theorem 12.
[Riesz-Fischer] Let {a n } be a sequence of real numbers. If
then there exists a unique periodic square Lebesgue integrable function
a n e(nx), wheref (n) = a n .
Beurling-Selberg polynomials
Let χ I (x) be the characteristic function of the interval [a, b] ⊆ R. For a positive integer M, define △ M (x) to be the Fejer's Kernel, defined as below:
The M th -order Beurling polynomial is defined as follows:
For an interval [a, b], the M th order Selberg polynomial is defined as below:
It is clear that both the above polynomials are trigonometric polynomials of degree at most M. From the work of Vaaler (see [28] ), for all M ≥ 1, we have
Proofs of Theorems
Proof of Theorem 3.
By the definition of the Weyl limits, we know
Observe that e(mx) = e(m{x}).
Using the above observation, we have
In particular, for A
] the above calculation follows immediately, that is for any non zero integer m, if c (j) m be the m th Weyl limit of the family {±x j , x j ∈ X (j) n , 1 ≤ j ≤ r} and C m be the m th Weyl limit of the family
], with respect to the measure F j (x)dx, by Theorem 11 we have,
Hence, |c 
lim
Hence, by Theorem 11, we can conclude that
is equidistributed in [0, 1] with respect to the measure
C m e(mx).
In addition, if the concerned family satisfies (4) , that is
Hence, by Theorem 12, there exists a function F ∈ L 2 ([0, 1]) such that
But note that
Hence,
Proof of Theorem 8.
In [15] Montgomery gives a proof of the classical Erdös-Turán inequality using Beurling-Selberg polynomials (see [16, Theorem 11.4.8] ). Generalizing the idea implicit in Montgomery's work, Murty and Sinha have proved a varient of Erdös-Turán inequality (see [17, Theorem 8] ). Following the same path we prove Theorem 8. Let χ I be the characteristic function of the interval I. Then by (a) of Section 6, we have
Now using the Fourier expansion of S ± M (x n ), we know that
m from the inner exponential sums, we get (8)
Since
Taking the absolute value on both sides we get
Now let us consider the sum
Since for all |m| > M,Ŝ ± M (m) = 0, without loss of generality let us extend the range of sums to Z. Then, we have
Now interchanging the sum and integral and using the definition of µ, the above quantity equals
Using (c) of Section 6, we have
Note that
Now adding and subtracting
Using triangle inequality, we get
Now using (9), the above is
Using (a) of Section 6, we have
Using (8) and the fact that
Now using (b) of Section 6, we have
Since µ = 1, we get the required result.
Applications
In this section, we give several applications of our Theorems. For the first application (i), we use the notations from Section 1. The recently proved Sato-Tate conjecture in a series of papers by Barnet-Lamb, Geraghty, Harris, Shepherd-Barron and Taylor [2] , [6] , [9] says that if 1 ≤ i ≤ s(N, k) be the eigenvalue of a non CM cusp form, then the family {a i (p)} is equidistributed in [−2, 2] as p → ∞ and (p, N) = 1 with respect to the Sato-Tate measure
In 1997, Serre [22] studied the "vertical" Sato-Tate conjecture by fixing a prime p and varying N and k. In particular, he proved the following result: Let N λ , k λ be positive integers such that k λ is even, N λ + k λ → ∞ and p is a prime not dividing N λ for any λ. Then the family of eigenvalues, {a i (p), 1 ≤ i ≤ s(N, k)} of the normalized p th Hecke operator
is equidistributed in the interval Ω = [−2, 2] with respect to the measure
Remark 13. Also in 1997, Conrey, Duke and Farmer [7] studied a special case of above result by fixing N = 1.
In 2009, Murty and Sinha [17] obtained the effective version of above result. Precisely, they proved the following: Let p be a fixed prime. Let {(N, k)} be a sequence of pairs of positive integers such that k is even, p does not divide N and
and a pair N, k,
Let n = s(N, k) and for all 1 ≤ j ≤ r,
Note that #A
(j) n = n = s(N, k). So as N + k → ∞, we have n → ∞ that is we have infinite number of multi sets. Since each sets are same and we are going to study the distributions of gaps between the elements of the multisets A
i (p) = 2 cos θ i (p). As applications of our theorems, we have following theorem: Theorem 14. Let N be a positive integer and p a prime number not dividing N.
where ν p = F (x) * F (x) * · · · * F (x)dx, and
Here the implied constant is effectively computable.
Remark 15. For r = 2, the above mentioned measure
The following theorem can be deduced from Theorem 14.
where the implied constant is effectively computable.
In the above theorem for r = 2, we have an interesting consequence, namely
Using the fact that
we have the following corollary,
Remark 19. which recovers Theorem 1 in [18] , when α = 0.
Remark 20. In the above theorem if α = 0 and N = 1 it gives evidence towards the famous Maeda conjecture and for N ≥ 1, it gives evidence towards Tsaknias conjecture as mentioned in the introduction.
Before proving Theorem 14 let us collect the following facts: From [22] and [17] we know that
] with respect to the measure
. So using Theorem 2, we can conclude that, the concerned family is equidistributed in [0, 1] with respect to the measure F * F · · · * F r times dx.
To proceed further, let us prove the following proposition:
Proposition 21. For any positive integer m, (11) c
if m is even 0 otherwise.
Moreover, for m ≥ 1 and 1 ≤ j ≤ r,
Using the fact (12) 2 cos mθ
A = A F be the set of adeles and A f in be the set of finite adeles. For any α = (α v ) v<∞ ∈ A f in , the norm N(α) is defined as
For any integral ideal a define the ideal norm of a as
For α ∈ O, define the absolute norm of α as
Let G = GL 2 and Z be its center. For our convenience, let us writē
0 be the subspace of cuspidal functions. Let n and N be two integral ideal of O. Define
For any ring R, let
where and
.., r, where π k i be the discrete representation of GL 2 (R) of weight k i (even positive integer) with trivial central character. From [5] , we know that, the set Π k (N) is finite. Let B be the set of upper triangular matrices of GL 2 ,
where χ 1 , χ 2 are unramified characters of F v . For any finite unramified place v of π,
where α i,v = χ i (̟), ̟ is any uniformizer of F v . In the literature the above mentioned α iv , i = 1, 2 are called Satake parameters. Using Ramanujan conjecture (see [3] and [19] ), we know that
Let S = {w 1 , w 2 , ..., w l } be a set of non-archemidean valuations with the corresponding prime ideal say q i attached to w i . Let ρ w i be a super cuspidal representation of Z(
From the work of Lau-Li-Wang [11] and Li [13] we know that the family {λ v (π i )} is equidistributed in the interval [−2, 2] with respect to the measure
otherwise.
There exists a small constant δ > 0, such that for all sufficiently large positive integers n,
holds uniformly for integer r ≥ 1 and a prime ideal ℘ with valuation v, which is not in S, satisfying r log N(℘) ≤ δ log(C k N(N)), and uniformly for any [α, β] ⊆ [0, 1], and 1 ≤ r ≤ n. where,
and
Taking S = φ, we have the following corollary:
. ], and 1 ≤ r ≤ n,
,
. In particular,
is equidistributed in
] with respect to the ν ℘ . To proceed further, let us prove the following proposition:
Proof. The following result can be deduced from [11, Proposition 8.1] :
if m is even, 0 otherwise. Lau, Li and Wang proved the above result using Arthur's trace formula on GL 2 (F ), where F is a totally real algebraic number field of degree ≥ 2. Now using [11, Teorem 6.3] and proceeding very similar way as proof of Proposition 21, we can prove the above Proposition. Now proceeding exactly like proof of Theorem 14 and choosing
where c is a sufficiently small constant we can prove Theorem 22. The following theorem can be deduced from the above theorem.
Remark 26. In particular, when r = 2 and α = 0, we have similar result like Theorem 16 for Hilbert modular forms.
(iii) Distribution of gaps between eigenangles of Hecke operators acting on space of primitive Maass forms.
In this section we follow the notations and presentations of [14] . Let H be the upper half plane in C. Consider Γ = SL 2 (Z). The non Euclidean Laplace operator is given by
The operator △ is invariant under the action of SL 2 (Z) on H, where the action of SL 2 (Z) on H defined as follows:
Definition 27. A smooth function f = 0 on H is called a Maass form for the group Γ if (i) For all γ ∈ Γ and all z ∈ H,
(ii) f is an eigen function of above △ that is, △f = λf, (iii) There exists a positive integer N such that
We know that the Maass cusp forms span a subspace C(Γ\H) in L 2 (Γ\ H), where L 2 (Γ \ H) denote the square integrable function on C(Γ \ H). For any positive integer n, the Hecke operator T n together with Laplacian △ forms a commutative family H of Hermitian operators on L 2 (Γ \ H) with respect to the inner product
Consider {u i : i ≥ 0} to be a complete orthonormal basis for the subspace C(Γ \ H) consisting of the simultaneous eigenfunctions on H, where u 0 is a constant function. Then
where 0 < t 1 ≤ t 2 ≤ . . . , and λ i (n) ∈ R. From the Fourier expansion of Maass form, for z = x + iy ∈ H,
where ρ i (1) = 0 and K v is the K-Bessel function of order v. Moreover we know :
The Ramanujan conjecture predicts that for any prime p,
At present we are far from above bound. The best bound towards Ramanujan's conjecture for Maass forms is due to Kim and Sarnak (see [12] ), that is for any prime p,
where θ = . Note that, the conjecture predicts θ = 0. However, in [21, Theorem 1.1], Sarnak showed that for a fixed prime p, 
(j) n = n = Ω(T ). So as N + k → ∞, we have n → ∞ that is we have infinite number of multi sets. Since each sets are same and we are going to study the distributions of gaps between the elements of the multisets A and F p (x) is as defined in (10) . Here the implied constant is effectively computable.
As a consequence of above theorem, we have the following theorem Moreover, for m ≥ 1,
2 cos mθ Lau and Wang [14] proved the above result, using Kuznetsov trace formula. Now proceeding like proof of Propositions 21 and 24, we get Proposition 31.
Now proceeding just like proof of Theorems 14 and 22 and choosing M = c log p log T , we have the required result.
