A simple statistical model for ice is presented, based on a point charge model for H 2 O. To simulate this model, a Monte Carlo algorithm is constructed that samples proton configurations according to the Boltzmann distribution. The ground state of the model is numerically found to be an ordered nonferroelectric state with a unit cell of eight water molecules. The same structure has been previously proposed for the low-temperature phase of ice, called ice XI, on the basis of water-water potential calculations. The model is simulated at various temperatures, and the internal energy, entropy and static dielectric constant are obtained as a function of the temperature. The model has a phase transition towards the ground state at T = 36K, and no partial ordering is observed. This transition is compared with the phase transition towards ice XI in KOH-doped ice. ‡
Introduction
The statistical model for ice Ih (ordinary ice) introduced by Pauling [1] describes very accurately the observed residual entropy [2, 3] and is supported by nuclear magnetic resonance studies [4] . In this model, the oxygen atoms form a lattice with hexagonal symmetry (cf fig.1a ), and each oxygen atom has four neighbors such that the O-O bonds make approximately tetrahedral (φ = arccos(−1/3)) angles with each other. The hydrogen atoms are distributed according to the Bernal-Fowler [5] rules or ice rules: each oxygen atom has precisely two hydrogen atoms attached to it at a distance ∼ 1Å, and precisely one hydrogen atom resides on each O-O bond. Actually, the protons reside on the O-O bonds, the electrons are not precisely localized, as they, together with the electrons from the oxygen atoms, form electron clouds that surround the water molecule. There are many ways to distribute the protons such that these rules are satisfied, and the assumption that these are all equally probable correctly predicts the residual entropy of ice mentioned before [6] .
At temperatures far below the melting point, one expects that the interactions between the oxygen and hydrogen atoms become important and remove part of the disorder present in the Pauling model. This was first studied by Bjerrum [7] who used a point charge model to study the energy differences between different hydrogen configurations. Pitzer and Polissar [8] improved this calculation and suggested that ice undergoes a transition towards an ordered phase at a certain critical temperature T c , and they estimated T c to be about 60K. Such a transition would significantly reduce the residual entropy. That this reduction of the residual entropy is not found in experiment is not in contradiction with the existence of a phase transition, because the protons 'freeze in' at about 100K [3, 9] , and below this temperature equilibrium is no longer reached in a reasonable time.
The fact that the protons are not frozen in above 100K, and that the water molecules can reorient freely, is caused by the presence of two kinds of point defects in ice [7] : the Bjerrum D and L defects, and ionic defects. D and L defects correspond to the situation where either two are zero protons reside on an O-O bond, and ionic defects are those that violate the ice rule, so that an oxygen atom has either one or three hydrogen atoms attached to it, which corresponds effectively to the presence of OH − and H 3 O + ions respectively. These defects are thermally excited and can move around in the ice crystal by the correlative motion of protons on adjacent hydrogen bonds. They are also supposed to be responsible for many of the electrical properties of ice, as these can quite successfully be described in terms of defects [10, 11] .
The proton mobility can be significantly enhanced by doping ice, which increases the number of defects. In ice doped with alkali hydroxides [12] equilibrium can still be reached at temperatures as low as 60 − 65K. This is close to the estimated value T c = 60K of Pitzer and Polissar for the transition towards an ordered phase, and suggests one might be able to observe this transition in doped ice. Evidence of its existence was first obtained in dielectric measurements on KOH-doped ice [13] . Subsequent calorimetric [14, 15] and dielectric [16, 17] measurements on KOH-doped ice showed that there is indeed a transition at 72K towards an ordered phase, which is designated as ice XI [15] , with a residual entropy that is 67% lower than the value for ordinary ice Ih. The same transition has also been observed in RbOH-doped ice [17] , and in single crystals [18] . The structure of ice XI has been measured by neutron diffraction [19, 20] . These measurements show that in ice XI about 57% of the ice is ordered, forming domains that are less than about 40Å in dimension. Furthermore, they indicate that the ordered phase is ferroelectric, and that ice XI has a unit cell consisting of four water molecules with space group Cmc2 1 . The same structure has been proposed by Kamb [21] and on the basis of a mean field calculation by Minagawa [22] . In these proposed structures it is assumed that ordered ice has a unit cell of four water molecules, and then only two ordered structure are possible [23] . If one assumes that the unit cell consists of eight molecules, there are 17 different conceivable ordered structures [23] . One of these, an non-ferroelectric structure with space group P na2 1 , was proposed for ice XI in [24] , on the basis of the calculation of two-and three-body nearest neighbor water-water potentials.
In this paper we perform a Monte Carlo simulation of a point-charge model of ice, namely the unit model introduced by Nagle [25] , to find out whether such a model shares some of the features of real ice. The energies of different proton configurations were computed using a Coulomb potential, truncated at a certain distance. For a wide range of temperatures, we obtained the entropy, the internal energy (not taking into account the contributions due to vibrational and rotational degrees of freedom) and the static dielectric constant. This numerical approach to ice is new. Previous simulations did not take interactions into account besides the ice rules, and were thus restricted to infinite temperature. Estimates of energy differences between configurations have been made by hand, but only for the proton configurations around two neighboring oxygen atoms. In an appendix we summarize the method of Ferrenberg and Swendsen [26] which we used to compute these quantities from simulations at different temperatures. It turns out that our model has a phase transition towards the same non-ferroelectric ordered structure as proposed in [24] . We find no indications for any partial ordering.
The Unit Model
The point charge model of the water molecule we used in the simulations consists of an oxygen atom with charge −2q, and two hydrogen atoms with charge +q at a distance d OH from the oxygen atom, under a relative angle α (see fig 2) . A water molecule in vapor has d OH = 0.9572Å and α = 104.52 • .
These values are for instance used in the TIP-4P model for the water molecule. In ice, these values are somewhat different. Older measurements give d OH = 0.97Å [21] up to d OH = 1.01Å [27] . More recent extensive neutron diffraction studies show that d OH = 1.008(4)Å for the position of the proton [28] , but x-ray diffractometry, which takes also the positions of the electrons into account, yields values as low as 0.85Å [29] . In view of these latter measurements, we decided to take d OH = 0.96Å. For the angle α we took the tetrahedral angle α = 109.47 • , which is both convenient from the practical point of view and agrees perfectly well with experimental values for α [28, 29] . The effective charge q of the protons is difficult to measure directly; we fixed it by the requirement that the static dielectric constant of our model, determined by equation (4.2) , agrees with the value s = 112 measured by Gough and Davidson at T = 233K [30] . This yields q = 0.865e. This implies that the dipole moment of a water molecule with our parameters is 10.7 × 10 −30 Cm, which is considerably larger than 6.1 × 10 −30 Cm, the dipole moment of a water molecule in vapor. A direct measurement of the dipole moment of a water molecule in ice has not been achieved, but a calculation of Coulson and Eisenberg shows that it is certainly larger than the value in vapor [31] .
The last parameter that enters in the model is the distance d OO between two neighboring oxygen atoms. At temperatures around −40 • C it is 2.76Å [28, 29] , and drops to approximately 2.75Å at
. We took d OO = 2.75Å. This deviates less than 0.5 % from experimentally observed values for ice XI [19, 20] .
From these parameters the effective charge of defects can be computed as e B = 2qd OH /d OO = 0.60e [25] for the Bjerrum defects and e I = e − e B = 0.40e for the ionic defects. The values for e B one encounters in the literature range from 0.25e to 0.55e (see [33] ), so that our value for q seems somewhat large. However, because we sample from all possible proton configurations with a Boltzmann factor exp(−H/k B T ), where the hamiltonian H is given by the Coulomb energy
and the sum is over all oxygen and hydrogen atoms, choosing a different value q = λq is equivalent to choosing a different temperature T = T /λ 2 . Thus, changing the value of q corresponds to scaling the temperature and has no effect on the qualitative behavior of our model. Notice that H in (2.1)
is proportional to ∞ = 3.1, the asymptotic value of the dielectric constant for increasing frequency.
This factor accounts for the different ways in which the electron clouds are deformed as one varies the proton configuration.
The partition function of the model is given by
where the sum is over all proton configurations that satisfy the Bernal-Fowler rules. In practice one has to restrict the calculation to a finite ice lattice, but one would in principle like to take the thermodynamic limit where the size of the lattice goes to infinity. Given an arbitrary proton configuration, one has the following upper bound for the energy of the configuration
but the latter sum grows as N 5/3 , where N is the number of water molecules in the ice lattice, so that it is not clear that a proper thermodynamic limit exists. The unit model which we use was introduced by Nagle [25] and is not a new model for ice, but merely a way to rewrite (2.1) such that the energy of a proton configuration grows linearly with N . In the unit model, one assigns a cell C a to each oxygen atom (labeled by a) consisting of the oxygen atom, the two protons attached to it with a reduced charge q red , and the two protons not attached to it with reduced charge q − q red . Clearly, the union of all cells C a is precisely the original configuration where all the hydrogen atoms have the proper charge, apart from charges at the surface of the finite ice lattice. The reduced charge q red is determined by the requirement that C a has no dipole moment, giving
At large distances, C a can effectively be replaced by a quadrupole moment. Notice that the polarization of a finite ice lattice is now entirely due to the surface charge S. Using the cells C a the energy of a proton configuration can be rewritten as
in which E surface is the contribution from the surface charges. Because quadrupole-quadrupole interactions decrease as r −5 , the energy in (2.5) grows linearly with N . Naively, E surface also grows linearly with N . To avoid having to take these contributions into account, we put an infinitely big metal container around our system. Due to this container, the contribution from the surface charges is suppressed and drops out in the limit where N → ∞. In this case a finite ice lattice with periodic boundary conditions is a good description for the interior of a very large ice lattice, since periodic boundary conditions automatically exclude the presence of surface charges. The trick to divide the charges into 'units' C a guarantees a fast convergence of E for increasing distance between different units. If one does not do this, an accurate calculation of E may be quite difficult (cf. [8] ).
The Algorithm
As explained before, we take a finite lattice with periodic boundary conditions and want to generate a sequence of proton configurations such that the probability that a particular configuration occurs is proportional to exp(−E/k B T sim ), where E is the energy of the configuration. The expectation value of a quantity at a temperature T sim can then be found by simple taking the average of that quantity for the sequence of proton configurations. However, we can also obtain expectation values at temperatures T = T sim , using a method published by Ferrenberg and Swendsen [26] . Our implementation of this method is outlined in the appendix.
To generate a sequence of proton configurations, some mechanism is required to change from one proton configuration to another. In real ice, the thermally generated defects are responsible for these changes. The mechanism that we used corresponds to the spontaneous arising of a pair of (either Bjerrum or ionic) defects and a recombination of this pair somewhere else in the lattice. The result of this process is equal to a change of proton positions on the bonds of a closed loop of O-O bonds in the oxygen lattice, in which all oxygen atoms that form the loop are attached to precisely one proton on the loop. In other words, a piece of loop looks locally like
Already at −10 • C only about one in the five million sites is occupied by a Bjerrum defect, and the number of ionic defects is even less [34] . For a typical simulation on an ice lattice with 1000 sites, there will be no defects; furthermore in the presence of defects it is no longer possible to divide the proton configuration into units without the introduction of extra charges inside the lattice. Hence we did not incorporate actual defects.
We sampled proton configurations with a Metropolis-type algorithm [35] , based on the dynamics described above. Given a configuration A, another configuration B is generated by changing the positions of the protons along a loop. A way to find such loops is to draw arrows along all the OHO bonds in the direction of the oxygen to which the proton is attached. Then one selects randomly a point in the ice lattice, and starts to walk around in the lattice, following the directions of the arrows;
at each oxygen atom there are always two possibilities how to continue the walk, and one of these is picked with probability 1/2. As the lattice is finite, this walk will self intersect at some site S. Part of the walk consists of a closed loop from S to S, and B is obtained from A by changing the positions of the protons along this loop. We denote the probability to propose a move from A to B by T AB .
As usual in Metropolis-type algorithms, B is accepted with a certain acceptance probability A AB . If it is rejected, the next configuration is A rather than B. In this way one generates a sequence of configurations {A 1 , A 2 , A 3 , . . .}. This sequence corresponds to a probability distribution P (A) of the configurations A. In equilibrium, P (A) should not change when applying one Metropolis step to it.
This equation is certainly satisfied and yields the Boltzmann distribution
which is known as the equation for detailed balance [36] . To proceed, we need to know something about T AB .
Let L denote the loop that was used to generate B from A, and W A (P, Q, l) denote the number of non self-intersecting walks on A from P to Q of length l that do not intersect L. Then T AB can be written as
where |L| is the length of L.
Due to this observation, (3.3) reduces to 5) and the best choice for A AB is
In the case where T → ∞ when all configurations are equally probable, this algorithm has been introduced for three-dimensional hexagonal and cubic ice by Rahman and Stillinger [37] and has been used for the computation of correlation functions for two-dimensional square ice by Yanagawa and Nagle [38] , although it was not shown in these papers that the equilibrium distribution for A AB = 1 indeed corresponds to the infinite temperature Boltzmann distribution.
The ergodicity of this algorithm has been shown by Griffiths [39] . Actually, it is very easy to see that all configurations can be reached from one starting configuration and thus to prove ergodicity.
As is illustrated in fig. 3 for two-dimensional square ice, the difference between two configurations can always be decomposed in a finite number of directed loops. Consecutively changing the proton positions on these loops will generate one configuration from the other; of course the same argument is also valid for three-dimensional ice.
It is important that we allow loops that pass through the periodic boundary conditions. In the real system, that we placed inside a metal container, they correspond to loops passing through the metal. If we do not incorporate these loops, the total net polarization within one periodic cell (the sum of the dipole moments of the water molecules) would never change, and ergodicity would not be satisfied.
This completes the description of the model, we now turn to the results of the Monte Carlo simulations.
Results
The simulations were performed in parallel on two to four processors, each processor simulating As illustrated in figures 1b and 1c, the ice lattice can be deformed into a lattice consisting of two dimensional 'brick' layers. The latter can easily be represented in a three-dimensional array, which makes storage of the proton configurations easy.
The energy of a proton configuration was computed using the unit model described in section 2.
We used a cut-off radius for the quadrupole-quadrupole interactions of 3d OO = 8.25Å, i.e. we ignored all interactions between all unit cells further than 3d OO apart. We estimate that the error due to this cut-off is ∼ 2%. If we took only nearest neighbor interactions into account, the errors were as large as 30%. In general, energy differences become smaller if the cut-off radius is enlarged. Thus, even if we introduce unit cells to eliminate net charges and dipole moments, we still need to go beyond the nearest neighbor approximation in this model.
We started our simulations at T = 20K with a non-ferroelectric ordered state with a unit cell consisting of 8 water molecules with space group P na2 1 , as discussed in the introduction. The proton configuration is given by fig 4. Although we have no rigorous proof, there are strong indications that this is the ground state of our model. In all our simulations, we never encountered any configuration with a lower energy, and if we compare the energy of this configuration with the ferroelectric one proposed in [19, 20, 21, 22] , we find a considerable energy difference of 5.2K per molecule in favor of our starting configuration, into which the ferroelectric one decayed in the simulations at low temperatures.
Simulations were performed at 20,30,35,40,50,100,200,300,400,500,600K, in that order. Although the last four temperatures are physically irrelevant, because of the Ferrenberg-Swendsen algorithm (see appendix) the data obtained at these temperatures can be used to get more accurate estimates of quantities at low temperatures. For the initial configuration of the simulations at T > 20K, we took the end configuration of the previous temperature. For each temperature, 2 × 10 5 steps were taken, of which the first 5 × 10 4 were used for thermalization. Every 100 steps, the quantities E, f c , f h , G were stored, yielding a list of 1500 values for these four quantities at each temperature. The meaning of these quantities is as follows.
E is the energy of the proton configuration, which we need to compute the internal energy and the entropy. To explain the meaning of the quantities f c and f h , consider an O-O bond in the c-direction.
There are 18 possible ways to attach four protons to these two oxygen atoms in a way that satisfies the ice rule. If we restrict for a moment the Coulomb interactions to these two oxygen atoms and the four protons only, then there are essentially only two different configurations. The six configurations that are energetically more favorable are usually called inverse mirror configurations, the other twelve are the so-called oblique mirror configurations [7, 8] . In the same way the 18 configurations along an O-O bond in the h-direction can be divided into 12 energetically more favorable oblique center configurations and six less favorable inverse center configurations. Now f c is the percentage of bonds in the c-direction along which the configuration is oblique mirror, and f h is the percentage of bonds in the h-direction along which the configuration is inverse center. At infinite temperature, f c = 66.7%
and f h = 33.3%. As the temperature gets lower, one expects that both f c and f h tend to zero. For our ground state they are indeed zero. The reason that we took track of f c and f h separately, is to find out whether the ordering in the c-direction takes place at the same temperature as the ordering in the h-direction, or whether there are maybe two different phase transitions (which might account for the fact that only part of the residual entropy is lost in the phase transition to ice XI in KOH-doped ice). The last quantity G is related to the sum Σµ of the dipole moments of the water molecules,
where µ is the magnitude of the dipole moment of one water molecule. For the unit model, the Onsager-Slater theory [40] of the dielectric constant is exact [25] , and gives the following relation between the static dielectric constant s and G
The results for the internal energy per molecule u, the entropy per molecule s, the percentages f c and f h , the polarization factor G and the static dielectric constant s are given in figures 5 to 9. We now discuss each of these in turn.
The internal energy in figure 5 has a very sharp transition at T = 36.6K, where the specific heat c v = ∂u/∂T takes its maximum value of 10. Note that if we express the internal energy in Kelvin, the specific heat is dimensionless. The maximum value of the specific heat strongly depends upon the lattice size. For a lattice consisting of 10 × 6 × 6 water molecules, we found c v (max) = 1.1, and for a 12 × 8 × 8 lattice, c v (max) = 2.0. This shows that the system has a phase transition. In real ice, the internal energy also gets contributions from vibrational and rotational degrees of freedom, but these behave smoothly and will not affect the phase transition. To determine the order of the transition purely numerically is very difficult. Because the non-ferroelectric ground state in our model has many short closed loops along which one can displace the protons while still satisfying the ice rule, we expect on general grounds that the transition is of second order [14, 41] . In the proposed ferroelectric ground state configuration with a unit cell of four water molecules, such short loops do not exist, only loops that pass through the periodic boundary conditions, and if this were the ground state, the transition would probably be of first order. From calorimetric measurements on KOH-doped ice it was concluded in [14] that the transition at 72K is of first order, which is additional evidence that ice XI has a ferroelectric ordered structure.
The entropy per molecule in fig. 6 shows a sharp transition similar to the one for the internal energy.
At the transition, the entropy drops to zero, showing that ice is completely ordered below the transition temperature. The dashed line indicates the theoretically computed value of s = log(1.50685) = 0.41
for the entropy of ice at infinite temperature [6] . In our simulations, we obtained s = 0.422 at infinite temperature. between oblique and center symmetric unit cells is more than twice as large as the difference between oblique and center mirror unit cells. Thus, we find no indication of any partial ordering in our model.
The polarization factor in figure 8 shows the behavior reminiscent of a transition towards a nonferroelectric phase. If the transition were towards a ferroelectric phase, G would become very large at the critical temperature. The main difference between the behavior of G and that of the internal energy and the entropy is that below the transition temperature, G drops to zero very quickly, and that above the transition temperature G approaches much slower than u and s the infinite temperature limit G(∞) = 3.007 (2) . This value agrees excellently with the theoretical value G(∞) = 3.005 [42] , which is again indicated by a dashed line. Even at temperatures as high as 273K, G has only reached 85% of its final value.
The relevance of the factor G is that it is directly related to the static dielectric constant s in fig. 9 via (4.2) . The squares in fig. 9 are the measured values taken from [30] . As we explained in section 2, we used the value of s at T = −40 • C to fix the value of the proton charge q in the unit model. The main reason why our value of q is quite large is because G is 2.44 instead of 3.00 at −40 • C. Most authors take G = 3 if they compute q from s , and our simulations show that they may make a considerable error in doing so. There is an interesting qualitative difference between our values for s and the measured ones. In our case G ∼ ( s − ∞ )T decreases with decreasing temperature.
The measured values for s correspond, however, to an increasing G. If one assumes a Curie-Weiss like behavior for s , one finds that G is proportional to (1 − T c /T ) −1 , where T c is the Curie-Weiss temperature. Our simulations correspond to negative T c , but a fit of this behavior of G with the measured data gives T c = 38K [43] , T c = 32K [30] , T c = 43K [45] , and T c = 15K [44] . However, in our opinion this behavior of G is not related to some Curie-Weiss like transition, but should rather be attributed to the behavior of the defects in ice. More sophisticated theories of the dielectric constant [10, 11] show that G depends on the densities and mobilities of the number of Bjerrum and ionic defects, and an explanation of the increase of G can be given purely in terms of these defects. Near the phase transition, the qualitative behavior of s looks quite similar to that in KOH-doped ice [16] .
If one is interested in investigating the anisotropy of the static dielectric constant, one has to keep track of the polarization tensor G ij , which is a direct generalization of (4.1)
where e i are unit vectors. We also computed G ij , and found a very small anisotropy (2G zz − G xx − G yy )/G ∼ 0.01. This means that the anisotropy in s is not larger than 1%, which is in agreement with [44] , although in older experiments anisotropies up to 12% were found [46] . An estimate for G based on a series expansion also shows a negligable anisotropy [47] . On the other hand, in [11] the possibility is discussed that the anisotropy in the dielectric constant is caused by an anisotropy in the Bjerrum charge rather than in G. If this is indeed the case, then the anisotropy cannot be predicted by our model.
Above the critical temperature, the statistical errors for u, s are ∼ 0.1%, for f c , f h ∼ 1% and for G approximately 0.5%. If the lattice is not too small, the correlation time at high temperatures can be shown to be equal to τ = N/2l, wherel is the average length of the loops along which the proton configurations are changed every step. For simulations on a 14 × 10 × 10 lattice, with a typical valuē l = 10, we find τ = 70 steps, so that these correlations are effectively eliminated by taking a data point only every 100 steps, and certainly no significant correlation exist at the time scale of one complete run. Below the critical temperature however, the correlation functions has a long tail as the system tends to get stuck in a particular low energy state. These long tails introduce extra errors in the results that affect especially the entropy. We measured a difference between the entropy at zero and at infinite temperature of s(∞) = 0.422, whereas the theoretical value is s(∞) = 0.41. This shows that the systematic error is of the order of 3% at low temperatures. The measurements of u(∞) and G(∞) are hardly influenced by the systematic errors, and are much more accurate.
Conclusions
A phase transition of ice Ih, in which proton configurations are constrained only by the ice rules, towards ice XI, which has an ordered proton configuration, is observed by doping ice with alkali hydroxides [14, 15, 16, 17] . This phase transition is generally believed to be caused by energy differences between these proton configurations. Our model samples these proton configurations at several temperatures and for the first time energy differences are calculated beyond nearest neighbor interactions.
We found an non-ferroelectric ground state and a phase transition towards it at T = 36K. In real ice, the transition is at 72K towards a partially ordered phase, and experiments [19, 20] indicate that the structure of this phase, ice XI, consists of small ordered polar domains embedded in a disordered configuration.
The discrepancy between our results and experiments has two lines of explanations:
Real ice is a very difficult quantum mechanical system, and one may question whether it is allowed to make such gross simplifications as we did. Many aspects of ice were not taken into account in our model: we did not take into account that the charges in real ice are not localized, we ignored lattice vibrations and deformations, and we did not take defects into account. One of these features might be responsible for the observed discrepancy.
The second possibility is that the transition in doped ice is only possible because of the presence of the alkali hydroxides in ice. The impurities cause a locally strong electric field in the ice lattice, that favors a polar state. One unit charge is capable of lowering the energy of the water molecules in a properly ordered ferroelectric domain with 5.2K per molecule within a range of over a hundred Angstrom. Thus, one unit charge can be responsible for the formation of an ordered domain consisting of several thousands of water molecules. In that case, the transition we find would correspond to another one at even lower temperature. Unfortunately, this possibility cannot be checked by experiment, because even in doped ice the protons freeze in at about 65K. To check this by means of computer simulations, we should simulate ice lattices with impurities, to see whether this changes the critical behavior. The formation of ordered domains is something that is at this moment beyond our computational abilities, as the size of these domains are comparable to the size of the largest lattices we can deal with.
As the energy difference between the ferroelectric configuration proposed for the ground state and the non-ferroelectric ground state of our model is quite large (5.2 K per molecule), the second line of explanation is much more likely, at least according to our opinion.
A. Appendix
In this appendix we briefly describe the method of Ferrenberg and Swendsen to use data obtained at different temperatures as optimally as possible [26] .
Suppose that we perform a number of simulations of some system at inverse temperatures
At each temperature T i the simulation results in a sequence of states ψ i,k , k = 1 . . . N i , which we assume to be uncorrelated. It is straightforward to generalize the computation to the case where the sequence of states has a known correlation length τ i at each temperature. From the sequence of states ψ i,k we want to estimate the density of states ρ(ψ) of the system. Because we a priori only know of the existence of the states ψ i,k , the only reasonable guess for ρ(ψ) is
and the total number of states, which is usually unknown, is related to the a i,k via N tot = a i,k .
Given a state density (A.1), the probability of finding in a simulation precisely the sequence ψ i,k , is given by
where E i,k is the energy of the state ψ i,k and Z k is defined by
A choice for the a i,k is obtained by maximizing the probability (A.2). This procedure for estimating parameters is known in statistics as the maximum likelyhood procedure. Differentiating P with respect to a j,l gives
so that the problem of finding a i,k is reduced to the determination of Z i . Substituting (A.4) in (A.3)
we find To do the computation, one needs a list {β q , A l (ψ q,r ), E q,r }, where A l are the quantities to be determined. The entropy is
To estimate the purely statistical errors in the quantities computed with this procedure, we use the following approximation.
First, consider a system with some discrete set of states, and let ψ 0 denote a particular state, and Z(β) the partition function at inverse temperature β. If one extracts N independent states from the system while it is in equilibrium at inverse temperature β, the number N 0 of states ψ 0 in this sequence will satisfy a binomial distribution, and therefore the error in N 0 is given by 
