Abstract: This paper introduces symbolic data analysis, explaining how it extends the classical data models to take into account more complete and complex information. Several examples motivate the approach, before the modeling of variables assuming new types of realizations are formally presented. Some methods for the (multivariate) analysis of symbolic data are presented and discussed. This is however far from being exhaustive, given the present dynamic development of this new field of research. 
INTRODUCTION
Since its introduction by E. Diday in the late eighties of the last century [1, 2] , symbolic data analysis (henceforth, SDA) has known a considerable development. It emerged from the need to consider data that contain information which cannot be represented within the classical data models, together with the objective of designing methods that produce results directly interpretable in terms of the input descriptive variables. The first European research project, "Symbolic Objects Data Analysis System", SODAS in short, gathered 17 teams working in SDA, including National Statistical Institutes (NSI's), in the years 1996-1999. The project allowed for a more systematic development of data analysis methodologies for symbolic data, producing the first statistical package for SDA-named SODAS-which made possible for data analysis researchers and users alike to produce, edit and analyze symbolic data. At the same time, the very first book on SDA was published, "Analysis of Symbolic Data" [3] . The SODAS project was then followed by a second European project, "Analysis System of Symbolic Official data", Correspondence to: Paula Brito (mpbrito@fep.up.pt) ASSO, gathering 15 teams, among which were three NSI's. The ASSO project gave the opportunity to continue the work of the SODAS project, develop new methodologies, update modules on the package and produce new ones, and publish a second book-"Symbolic Data Analysis and the Sodas Software" [4] . Official statistics appeared hence as a natural field of application for SDA methodologies, as studies in this area generally rely on aggregated-and therefore, more complex-data; also, confidentiality issues require usually the use of aggregated rather than individual data.
Since then, the development of SDA has continued at an intensive rate, with a growing number of publications in international journals, another book published [5] , workshops and tutorials at the occasion of international conferences. The community of researchers in SDA includes nowadays teams in many different countries from all over the world, who are developing new methodologies and providing applications of SDA in a large number of different fields. In ref. 6 , in this volume, a brief introduction to Symbolic Data and issues arising with their analyses are discussed, motivating the reader for the need to enlarge the scope of classical Data Analysis.
In this paper, we give an introduction to the field of SDA. Section 2 explains why the classical data model does not comply with a growing complexity of data, and motivates the introduction of a new approach. In Section 3, we present in more detail the different kinds of symbolic data, introducing the new types of realizations for the variables. In Section 4, we briefly discuss some of the problems that may arise when we are no longer in the framework of classical data. Section 5 gives a summary of some of the methods proposed for analyzing symbolic data. Finally, Section 6 concludes the paper, pointing out perspectives of future research.
FROM CLASSICAL TO SYMBOLIC DATA
In statistics and multivariate data analysis, the basic units under analysis are usually single individuals (often called "statistical units") which are described by a set of quantitative (i.e. numerical) and/or qualitative (also called categorical) variables, each individual taking one single value-which might possibly be missing or unknown-for each variable. For instance, a specific man may be described by his age, height, weight, his cranial perimeter, color of the eyes, etc. In describing a specific customer of a shop, one could inquire about his/her age, education, income, amount spent on that particular day, frequency of visit to the shop, etc. Data are often organized in a matrix or data array, where each cell (i, j ) contains the value of variable j for individual i. Table 1 presents an example of such a data array, where, for each person s 1 to s 4 , two quantitative variables (number of children and weight) and two qualitative variables (gender and instruction level) are registered.
This model is however too restricted to take into account variability and/or uncertainty which are often inherent to the data. When analyzing a group rather than a single individual, then variability intrinsic to the group should be taken into account. Consider, for instance, that we are interested in analyzing the staff of some given teaching institutions, in terms of age, marital status and category. If we just take averages or mode values within each institution, much information is lost. Also, when we observe some given variables along time, and wish to record the set of observed values and not only a specific value (e.g. mean, maximum,. . .), then again a set of values rather Other examples may include a scientist specialist in fossils who defines the different species of dinosaursceratosaurus, tyrannosaurus, iguanodons-after studying the skeleton of the animals and the environment where they were discovered; an economist could define different classes of stocks, based on the interest of the investors, e.g. high risk, medium risk, lower risk; a chemist could define different classes of wine based on chemical measurements. In each case, internal variation within each class is to be considered, providing aggregated generalized descriptions.
Whether the data are obtained by contemporaneous or temporal aggregation of individual observations to obtain descriptions of the entities which are of interest, or whether we are facing concepts as such specified by experts or put in evidence by clustering, we are dealing with elements which can no longer be properly described by the usual quantitative and qualitative variables without an unacceptable loss of information.
SDA provides a framework where the variability observed may effectively be considered in the data representation, and methods be developed that take it into account.
This approach is of particular and growing interest in the analysis of huge sets of data, recorded in very large databases, when the units of interest are not the individual records (the microdata), but rather some secondlevel entities. For instance, in a database of credit card purchases, we are probably more interested in describing the behavior of some person (or even some predefined class or group of persons) rather than each purchase by itself. By aggregating the purchase data for each person (or group), we obtain the information of interest; here again the observed variability for each person or within each group is of utmost importance.
To describe groups of individuals or concepts, variables may now assume other forms of realizations [3] , which allow taking into account the intrinsic variability. These new variable types have been called "symbolic variables", and they may assume multiple, possibly weighted, values for each case. As in the classical statistics framework, we are dealing here with random variables, which may be observed in a given population; the term "symbolic" is used to stress the fact that the values they take are of a different nature.
As an example, consider the time needed for a person to go for work which varies from day to day, or the means of transportation used, which may be car, bus, etc. In the first case, the "value" for this variable is an interval The information about the staff of some given teaching institutions could be presented as in Table 2 .
As in the classical case, data are presented in a matrix, now called a "symbolic data table", each cell containing "symbolic data". Each row of the table corresponds to a group, or concept, i.e. the entity of interest; each row contains therefore its "symbolic description", each column corresponding to a "symbolic variable".
The process of obtaining aggregated information in the form of a symbolic data matrix from microdata in a relational database-called "DataBase to Symbolic Objects", DB2SO, in short-has been addressed within the framework of SODAS (see ref.
3), and improved subsequently (see ref. 4) . It uses generalization operators, specific to variable type, and produces data matrices where the entities of interest are described by variables with new types of realizations (i.e. intervals, sets, histograms, etc.)
In the next sections, we define the different types of data that we meet in SDA. We start by giving the general definitions and set notation, and then discuss each variable type in more detail, illustrating with examples.
The SDA framework moreover allows taking into account some special structure that the variables may present. In this text, we will briefly discuss the case of taxonomic variables and hierarchical dependency between variables.
SYMBOLIC DATA: INTRODUCING NEW VARIABLE TYPES
Similarly, as in the classical case, we distinguish quantitative or qualitative symbolic variables or, in other terms, a symbolic variable may be numerical or categorical. This is a basic distinction, because the mathematical meaning and the operations that may be applied to either case are quite different for numerical and categorical variables. In the following text, we will denote Y a variable, O its underlying domain and B its range, i.e. the set where the variable takes its values for each entity.
Quantitative Variables

Quantitative single-valued variables
Given a set of n "individuals" S = {s 1 , . . . , s n }, a quantitative single-valued variable Y is defined by an application
where O ⊆ |R. That is, in this case, the range of Y, B, is identical to the underlying set O, B ≡ O. This is the standard numerical variable. In SDA, we do not often meet such standard variables; the values being often issued from measures on many individuals, the probability to observe the same value in the microdata is usually zero. Exceptions may however occur for discrete variables.
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Quantitative multi-valued variables
Given a set of n "individuals" S, a quantitative multivalued variable Y is defined by an application
where B is the set of finite subsets of an underlying set O ⊆ |R. The "values" of Y (s i ) are hence finite sets of real numbers.
Interval variables
Given S = {s 1 , . . . , s n }, an interval variable is defined by an application
where B is the set of intervals of an underlying set O ⊆ |R.
Let I be an n × p matrix representing the values of p interval variables on S. Each s i ∈ S is represented by a p-tuple of intervals, Table 3 ).
Interval data may occur in many different situations. We may have native interval data, when describing ranges of variable values-for example, daily stock prices or temperature ranges. Interval variables also allow dealing with imprecise data, coming from repeated measures or confidence interval estimation. A natural source of interval data is the aggregation of huge data bases, when real values Consider, as an example, a dataset containing information about patients (adults) in healthcare centers, during the second semester of 2008; Table 4 presents data for 3 of those centers. In healthcare center A, the age of patients ranged from 25 to 53 years old, each patient had 0, 1 or 2 emergency consults and the pulse measurement of the patients ranged from 44 to 86. Here, age and pulse are interval variables whereas the number of emergency consults is a multi-valued quantitative variable. The same description may be obtained for the remaining centers. Notice that in this example the entities under analysis are the healthcare centers, for each of which we have aggregated information, and not the individual patients in each center. 
Histogram variables
When real-valued microdata are aggregated by means of intervals, the information on the internal variation inside the intervals is lost: is the distribution Uniform, Normal or more special? One way to keep more information about this is to define limits between the global lower (LB) and upper bounds (UB) and compute frequencies between these limits. We obtain for each case and this numerical variable a histogram with k classes (and k frequencies) if k − 1 is the number of limits between LB and UB.
Given S = {s 1 , . . . , s n }, a histogram variable is defined by an application
where I i1 , . . . , I ik are the considered subintervals, p i1 + . . . + p ik = 1; B is now the set of frequency distributions in {I i1 , . . . , I ik } (Fig. 2) .
It is generally assumed that, for each observation s i , values are uniformly distributed within each subinterval. Also, for different observations, the number and length of subintervals of the histograms may naturally be different.
Consider again the healthcare centers example, with a new variable which records the waiting time for consultations. In this case, information is recorded for 5-time lengths (0-15 min, 15-30 min, etc.), and the corresponding variable is therefore a histogram variable (see Table 5 ).
Notice that the values of a histogram variable may equivalently be represented by an empirical distribution function:
Also notice that when k = 1 a histogram reduces to an interval. Interval variables may hence be considered special cases of histogram variables.
More general quantitative variables
Apart from the above-described types of quantitative variables, more general cases may and have been considered. These include, for instance, functional variables, where for each entity a function is recorded. A special case of interest is that of cumulative percentage distributions, which has been investigated in refs 7,8. Each concept could also be described by a time series, e.g. each stock is described by the evolution of its value against time.
More generally, we can consider that at each time, the variable is known by an interval: each day, the price of a stock is given by [min, max], and we can study the evolution of the interval from day to day. The study of such a process is rather complex; some hypothesis have to be considered like a Markovian one (see ref. 9).
Qualitative Variables
Categorical single-valued variables
This is the standard categorical variable. Given a set of n "individuals" S = {s 1 , . . . , s n }, a qualitative single-valued variable is defined by an application
where O is a finite set of categories, O = {m 1 , . . . , m k } (i.e. in this case, again, B ≡ O). In the symbolic context, it means that all the individuals of the concept share the same categorical value. For instance, all dinosaurs of the categories "ceratosaurus" and "tyrannosaurus" are carnivorous.
If the categories of O are naturally ordered, the variable is called ordinal, otherwise it is nominal.
Often, analysts use such a categorical variable to build new concepts or entities, by aggregating the cases sharing the same category.
Categorical multi-valued variables
A categorical multi-valued variable is defined by an application
where B is the set of finite subsets of an underlying set O = {m 1 , . . . , m k }. The "values" of Y (s i ) are hence finite sets of categories.
Categorical modal variables
A categorical modal variable Y with a finite domain O = {m 1 , . . . , m k } is a multistate variable where, for each element, we are given a category set and, for each category m l , a weight, frequency or probability p l which indicates how frequent or likely that category is for this element. If the weight is a frequency, it represents the proportion of individuals of the concept characterized by this category. Of course, the sum of the frequencies must add up to 1. That is, in this case, B is the set of distributions on O, and its elements are denoted
Consider again the healthcare centers example, and consider now that the education level of the patients has been recorded. We could then have a categorical modal variable Y 5 , like in Table 6 .
Another example may be considered coming from the field of official statistics. Suppose that answers to a survey on time use in some region were aggregated by gender and age, leading to concepts like F25/34 (female aged between 25 and 34 years old), F35/54, . . . , M25/34. If frequencies are kept in the aggregation process, we can see for example that women between 35 and 54 years old (F35/54) feel hurried with the following distribution: frequently 27%, sometimes 22%, always 50%. We obtain thus the modal variable value {frequently (0.27); sometimes (0.22); always (0.50)}; by contrast, for F25/34, the following "value" has been obtained {frequently (0.36); sometimes (0.26); always (0.38)}.
The weights could moreover be something else rather than probabilities or frequencies, such as capacities [10] , necessities, possibilities and credibilities [11, 12] . In these cases, the sum of the different weights does not necessarily add up to 1.
Categorical modal variables are similar to histogram variables for the quantitative case, in that their values are both characterized by classes (or categories) and weights. Nevertheless, from a mathematical point of view, they are quite different and the vocabulary should not be mixed.
Notice that a multi-valued categorical variable could be considered as a particular case of a modal one: in the multi-valued case, if we set all frequencies equal for the categories, we obtain a modal one. This corresponds however to the assumption of the uniformity of the distribution, which is not the same as ignoring the frequencies.
Taxonomic Variables
Let Y : S → O. The variable Y is a taxonomic variable if O is ordered into a tree structure. Taxonomies may be taken into account in obtaining descriptions of aggregated microdata: first, values are recorded as in the case of categorical multi-valued variables and then each set of 
PROBLEMS ARISING IN THE ANALYSIS OF SYMBOLIC DATA
The need to consider data that go beyond the classical model, where each "individual" takes exactly one value per variable has lead to the development of SDA. To represent the data taking into account internal variability within each observation, variables have been allowed to assume new forms. However, are we still in the same framework when we allow for the variables to take multiple values? Are the definitions of basic statistical notions still so straightforward? What properties remain valid? These are some of the issues that arise when it is wished to apply classical statistical and multivariate data analysis techniques to symbolic data.
Let us consider the case of quantitative variables. Here, the central question of the evaluation of dispersion, and the consequences of different possible choices in the design of multivariate methods, has to be addressed. Dispersion is, for instance, a key issue in clustering, since the result of any clustering method depends heavily on the scales used for the variables. The standardization problem has been addressed in ref. 16 , and different standardization techniques for interval-type variables have been proposed. Furthermore, many exploratory multivariate methodologies rely heavily on the notion of linear combinations and on the properties of dispersion measures under linear transformations. How should a linear combination of symbolic quantitative variables be defined? This problem has been addressed in a recent work [17] in the context of a linear discriminant analysis of interval data.
Different approaches have been considered by various authors to address these and other questions and propose a symbolic counterpart of statistical multivariate data analysis methods. Most existing methods for the analysis of such data rely however on a nonparametric descriptive approach. The important issue in analyzing symbolic data remains the need for models; without statistical modeling, no estimation or hypothesis testing is possible.
In the next section, we make a non-exhaustive overview of methods that have been designed and proposed to analyze different kinds of symbolic data.
METHODS FOR THE ANALYSIS OF SYMBOLIC DATA
In this section, we make a short description of some of the approaches and methods proposed to analyze symbolic data.
It should be noticed however that there has been a considerable greater effort in addressing and designing methods for interval data rather than for any other type of symbolic data. Furthermore, some methodologies have received more attention than others.
Univariate and Bivariate Descriptive Statistics
For the case of interval variables an equidistribution hypothesis is assumed in ref. 18 , which consists in considering each observation as equally likely and that the values of the underlying variable are uniformly distributed. This approach assumes that each interval variable represents the possible values of an underlying real-valued variable. The empirical distribution function of an interval variable is then defined as a uniform mixture of n uniform distributions. More specifically, we have, for every x ∈ |R,
where X ij is a uniformly distributed random variable in the interval [l ij , u ij ]. From this assumption, it was then straightforward to derive expressions for the empirical mean and variance of interval variables.
Following the same reasoning, the joint density function of two interval variables has been derived in ref. 19 . Later on, in refs 20,21, the empirical covariance has been derived by studying how the total, between interval and within interval variations relate. A different approach, using copulas, may be found in ref. 22. In refs [19, 21] , this approach is also extended to the histogram data case, and in ref. 23 to interval-valued observations in the presence of rules.
Statistical descriptive measures for numerical and categorical multi-valued variables are obtained in ref. [18] , also in the presence of rules. The case of modal multi-valued variables is considered in ref. 5.
Factorial Analysis
Principal component analysis (PCA) of interval data has first been addressed in refs 24,25, either by representing the observed intervals by their centers ("centers method") or by considering all the vertices of the hypercube representing each of the n individuals in a p-dimensional space ("vertices method"). A different approach is based on representing each variable by the midpoints and ranges of its interval values, a line of work followed in ref. 26 . Three methods for PCA of fuzzy interval data are discussed in ref. 27 .
The extension of PCA to histogram variables has been addressed in refs 28,29, by representing each observation described by histogram variables by a succession of k interval nested entities (k being the maximum number of subintervals).
Instead of representing the histograms in the factorial plane, they represent the empirical distribution function associated with each histogram as defined in ref. 3 . More recently, using a novel approach, Ichino [30] proposes a method for symbolic PCA for histogram variables, based on a quantile representation of the data.
Generalized canonical analysis, allowing for the factorial analysis of different variable types (interval, categorical multi-valued, modal), using a multistep symbolicnumerical-symbolic procedure is developed in ref. 31.
Clustering Approaches
Clustering is a multivariate methodology that aims at organizing similar entities in homogeneous classes, on the basis of the observed values in a set of variables. The classes may be organized according to different structures. Hierarchical and pyramidal clustering methods produce a structure of nested clusters; in the case of a hierarchy each level corresponds to a partition (i.e. by "cutting" a hierarchy at an appropriate level, we obtain a partition of the data set S); in the case of a pyramid, we find, at each level, a family of overlapping clusters (family of nonempty subsets of S which together cover S but are not necessarily disjoint), but all clusters are intervals of a total linear order. Partitional (nonhierarchical) clustering methods produce directly, by means of an iterative process, a partition of S on a generally predefined number of disjoint classes, by-most generally locally-optimizing some given criteria.
To analyze the data that go beyond the classical models it was necessary to define, or adapt, clustering methods. Moreover, it was intended that the clusters found should be represented within the same formalism as the input data, since symbolic variables allow describing classes, taking into account their internal variability [1, 2] .
Since the initial formalization of symbolic data and the first steps in SDA [1, 2] , a multitude of methods for clustering symbolic data has been proposed and studied, and applied in different domains. We categorize these methods into two distinct groups [32] :
(1) Methods that result from adapting classical clustering methods based on dissimilarities to the new kind of data, by properly defining dissimilarity measures for symbolic data. In this case, the clustering methodologies and criteria remain almost unchanged (only necessary adaptations have to be performed) and are applied to the obtained dissimilarity matrices.
(2) Methods that do not rely on dissimilarities and use the data (i.e. the descriptions of the elements of S) explicitly in the clustering process. The criterion to form classes is to obtain a "meaningful" class description, and we are in the scope of the so-called conceptual clustering methods.
It should be noticed that this categorization is not specific to the clustering of symbolic data, the same applies in the case of clustering classical data arrays. Clustering methods of type (1) will tend to cluster together entities with similar descriptions-this similarity being evaluated by one of the proposed measures-irrespective of the intrinsic variability of the underlying descriptions. In other words, however large is the variability inherent to two given descriptions, if they are alike, their dissimilarity will have a low value-and the corresponding entities will tend to be clustered together. On the other hand, methods of type (2) will tend to concentrate on the description of each newly formed cluster, and minimize its inherent variability. This means that this kind of method may favor the grouping of entities whose descriptions are less alike, if the description of the resulting cluster presents a lower variability.
This duality is specific to symbolic data; it does not arise if we are in the presence of classical-quantitative or qualitative-data. In the latter case, the closer the values of a given variable, the more specific is their generalization-so both dissimilarity and generalization based methods will tend to elect the same candidate pairs to be aggregated. The criteria are different and therefore it makes no sense to compare results issued by the two kinds of methods, since they start from a different concept of "what a cluster is".
When clustering is based on dissimilarities and the underlying variables are quantitative, then the question of comparability of the measurement scales of the different variables is a major issue. It is well known, and may often be verified in practical applications, that the dissimilarity values and, consequently, the clustering results are strongly affected by the variables' scales; so, to make it possible to obtain an objective or scale-invariant result, some standardization must be performed prior to dissimilarity computations in the clustering process.
In ref. 16 , three alternative standardization methods for the case of interval data have been proposed; these methods mainly differ in the way dispersion of an intervalvalued variable is evaluated. An alternative approach for the standardization for interval data was proposed in ref. [33] , when a Hausdorff distance is used. In that paper, the author points out that to compute distances between standardized observations is generally equivalent to using a normalized version of the corresponding distance.
Several dissimilarity measures for different types of symbolic data, adopting different points of view on how to measure dissimilarity in this new context, have been proposed and investigated. For an overview and discussion on different alternatives, refer to ref. 34 A method based on Poisson point processes has been proposed in ref. 47 . Clustering and validation of interval data are discussed in ref. 48 .
A method for "symbolic" hierarchical or pyramidal clustering has been proposed in refs [49] [50] [51] , which allows clustering multi-valued data of different types. This method was subsequently developed in order to allow for modal variables [52] ; later on, this was extended so as to allow for the existence of hierarchical rules between multi-valued categorical variables [53] and between modal variables [54] . The method may be seen within the framework of conceptual clustering, since each cluster formed is associated with a conjunction of properties in the input variables, which constitutes a necessary and sufficient condition for cluster membership. Clusters are hence associated with concepts, described extensionally by the set of its members and intentionally by a symbolic description expressing the variability of each variable within the cluster. An additional criterion has been considered to choose among the different aggregations meeting the above condition. The principle is that clusters associated with less general descriptions should be formed first. A measure has been defined that allows quantifying the generality of a given description: this is the so-called "generality degree". For interval-valued and categorical multi-valued variables, this evaluates the proportion of the underlying domain that is covered by the symbolic description; for modal variables, it evaluates how much the given distribution is close to the uniform distribution, by computing the affinity between the given distribution and the uniform distribution (see ref. 55) . The generality degree is computed variable-wise; the values for each variable are then combined in a multiplicative way to give a measure of the variability of the symbolic description.
In this context, mention should also be made of the monothetic clustering method, which uses a divisive approach, proposed in ref. 56 . This applies both to interval and modal categorical variables, and uses a criterion that measures intra-class inertia.
An approach using Kohonen maps has been developed for clustering interval data by Bock [57] .
On a recent approach, Irpino and Verde [58] propose using the Wasserstein distance for clustering histogram data.
More recently, in ref. 59 , a new method for symbolic clustering based on quantile representation is presented.
Discriminant or Unsupervised Learning
In ref. 60 , a generalization of classical factorial discriminant analysis to symbolic data is proposed. The method is based on a numerical analysis of transformed symbolic data, followed by a symbolic interpretation of the results; it allows considering quantitative, qualitative nominal or modal variables. Classification rules are then based on proximities in the factorial plane. See also ref. 61 for a more up-to-date version of the methodology.
Different approaches to discriminant analysis of interval data are compared in ref. 17 . Three fundamental approaches are considered. The first approach assumes a uniform distribution in each observed interval, and appropriately defines linear combinations of interval variables that maximize the usual discriminant criterion. The second approach expands the original data set into the set of all interval description vertices, and proceeds with a classical analysis of the expanded set. Finally, a third approach replaces each interval by a midpoint and range representation. Resulting representations, using intervals or single points, are discussed and distance based allocation rules are proposed.
Symbolic kernel discriminant analysis, developed in ref. 62 , is based on intensity estimation. Since the object space is nonintegrable, we cannot talk about densities in this context. Bayesian decision trees for the case when predictors are interval variables are presented in ref. 63 .
A method for building a decision tree on probabilistic data is developed in ref. 64 , the method may also apply to non-probabilistic (interval or multi-valued) variables, by transforming them to modal variables with uniform probability functions; for this methodology see also ref. 65 .
A generalized recursive tree-growing method that includes a strata partition in the tree-building algorithm is presented in ref. 66 . The objective is to predict and explain the value of the class variable by the predictors, conditioned to the stratum, explain how these predictions are affected by stratum membership, and detect sets of strata with similar explanation. An example, given in ref. 66 , concerns a survey made both to employed and unemployed people, from different economic sectors (for the unemployed, the sector of the last job was recorded). The objective was to explain unemployment in the population by variables such as gender, age, education, etc., and have this related to the economic sector. In this example, the class variable to be explained is employed/unemployed, the predictors are the gender, age, education, etc. and the economic sectors are the different strata considered. That is, it is wished to obtain an explanation for the employment situation conditional on the economic sector, identify economic sectors for which this explanation is the same and describe each economic sector by the rules that may be applied for employment in this sector. The method applies to classical data as input as well as to categorical modal data.
Discriminant analysis of interval data has also been addressed using support vector machines [67, 68] , as well as artificial neural networks [69] [70] [71] [72] .
Linear Regression Models
Linear regression in SDA has mainly been addressed for the case of interval variables although some steps have also been done for histogram variables.
Using the empirical covariance obtained from the uniform approach, Billard and Diday [73] proposed the first linear regression model for interval-valued variables, which is in fact equivalent to a classical linear regression on the centers of the observed intervals; the estimated coefficients are then applied to the lower and upper bounds of the independent variables to estimate lower and upper bounds of the dependent variable. Notice, however, that some coefficients may be negative, so that these bounds must be chosen taking into account which of the obtained values is the lowest.
Along the same lines, later Billard and Diday [74] presented a series of models, among which the minmax model which, however, has the same characteristics of the centers model.
Using a different approach, Neto and De Carvalho [75] propose a new model, estimating the midpoint and halfrange of the dependent variable from separate classical linear regressions on the independent variables' intervals' midpoints and half-ranges. This model requires two classical regressions, one for the midpoints and another one for the half-ranges. Again, there is no guarantee that the obtained half-range is positive, which should naturally be the case. Two years later [76] , the same authors proposed a new model with nonnegativity restrictions on the midranges regression coefficients, therefore imposing a direct relation between the ranges of the dependent and independent variables.
An extension of their first model in ref. 73 uses the obtained covariance values for the estimation of the regression coefficients, to the histogram data case [74] .
Time Series Analysis
The first approach work [77] to consider interval-valued time series data used an approach based on fitting univariate autoregressive integrated moving average (ARIMA) processes to the interval bounds. Fitting univariate ARIMA processes applied to the midpoint and radius and using them to forecast the interval bounds was proposed in ref. 78 ; they also proposed an approach based on an artificial neural network model as well as a combination of both.
In refs 79-83, interval stochastic processes, intervalvalued time series and weak stationarity for interval processes are defined and, based on the sample moments previously proposed [5, 15] , they also define the empirical autocovariance and autocorrelation functions for interval time series data, aiming at uncovering the data generating process behind this type of symbolic data sets. In refs 79-81, the focus is on forecasting based on vector autoregressive models (VAR models) and vector error correction models (VEC) and smoothing filters. In ref. 80 , VAR and interval multilayer perceptrons are compared for electric power demand forecasting using interval time series.
Also, the problem of forecasting for histogram variables is addressed in refs. [79, 84] . The mean error between the observed and forecast histogram values is based on Mallows or Wasserstein distances, which the authors consider most adequate for this purpose.
Galois Lattices
Following the definition of Galois connections [85] , the Galois lattice associated with an object-variable correspondence raised interest in binary data analysis, which has been particularly emphasized by Barbut and Monjardet [86] . Thereafter, the importance of the Galois lattice of a relation has been widely recognized. Many theoretical and Statistical Analysis and Data Mining DOI:10.1002/sam algorithmic developments have been accomplished, both by, for instance, Wille [87] , Ganter and Wille [88] , and by Duquenne and Guigues [89] . In these studies, lattice theory is used for the analysis, organization and interpretation of the data. Galois lattices allow identifying structured clusters, which are automatically interpreted, putting in evidence the links among the objects, among the variables, and between objects and variables.
The extension of Galois connections and Galois lattices to symbolic data has first been addressed by Brito [49] [50] [51] , by developing the appropriate operators for the new variable types; this has then been further developed in refs 90-92. In ref. 93 , two Galois connections on a set of probabilistic data are defined, and the corresponding concept lattices, and the notion of "complete symbolic object" is extended to these data; a new algorithm for the construction of the concept lattice is also presented; applications illustrate the interest of the approach.
CONCLUSION AND PERSPECTIVES
SDA extends statistics and multivariate data analysis to more complex data, by providing a framework which allows taking into account variability and/or uncertainty inherent to the data. Variables are now allowed to assume new types of realizations, which appropriately model these data, therefore avoiding unnecessary loss of information. In recent years, different approaches have been investigated and many methods proposed for the analysis of symbolic data. These have however not developed uniformly across data types and analysis methods: interval data is by far the most investigated and for which more methods have been developed; cluster analysis has received considerably more attention from researchers than any other multivariate methodology. Applications in different domains have proved the well-founding and usefulness of the proposed approaches.
Much remains however to be done. We have just rather briefly discussed some of the issues that arise when we leave the classical data framework and allow for more complex variable types. Usual properties, generally taken for granted, often do not apply any longer, and new concepts much be put forward. Among these, parametric statistical analysis is an important challenge. The first promising steps in this direction have been made in refs 94-96. Anyhow, a whole world of problems still remains open, waiting to be explored.
