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ON THE NUCLEARITY OF SPACES OF WEIGHTED SMOOTH
FUNCTIONS
KARSTEN KRUSE
Abstract. We study spaces EV(Ω) of weighted smooth functions on an open
subset Ω ⊂ Rd whose topology is given by a family of weights V . We derive
sufficient conditions on the weights which make EV(Ω) a nuclear space.
1. Introduction
In this paper we study the relation between a family of weight functions on an
open set Ω ⊂ Rd, d ∈ N, and the nuclearity (see [6], [29]) of the space of infinitely
continuously partially differentiable functions on Ω with values in K = R or C whose
topology is generated by that family of weights. The spaces we want to consider
look as follows.
1.1. Definition. Let Ω ⊂ Rd be open and (Ωn)n∈N a family of non-empty sets such
that Ωn ⊂ Ωn+1 and Ω = ⋃n∈NΩn. Let V ∶= (νn)n∈N be a countable family of positive
continuous functions νn∶Ω → (0,∞) such that νn ≤ νn+1 for all n ∈ N. We call V a
(directed) family of continuous weights on Ω and define
EV(Ω) ∶= {f ∈ C∞(Ω,K) ∣ ∀ n ∈ N, m ∈ N0 ∶ ∣f ∣n,m < ∞}
where
∣f ∣n,m ∶= sup
x∈Ωn
α∈Nd
0
, ∣α∣≤m
∣∂αf(x)∣νn(x). (1)
Here C∞(Ω,K) denotes the space of infinitely continuously partially differentiable
functions on Ω with values in K and ∂αf the α-th partial derivative of f with respect
to the multiindex α of order ∣α∣.
Our goal is to derive sufficient conditions on V (and (Ωn)n∈N) such that EV(Ω)
becomes a nuclear space. Nuclearity implies the approximation property and cor-
responding sufficient conditions for EV(Ω) having the approximation property are
stated in [19, 5.2 Theorem, p. 18] and [19, 3.2 Remark, p. 5]. For spaces of weighted
smooth functions with a different locally convex topology, e.g. where the supremum
in (1) is taken over all α ∈ Nd0 or all n ∈ N, conditions for nuclearity are known due
to Komatsu [16, Theorem 2.6, p. 44] for spaces of ultradifferentiable functions and
due to Mityagin [26, Corollary, p. 322], [26, Theorem 3, p. 323], Wloka [38, Satz 6-8,
p. 88-92], Yamanaka and Funakosi [39], [3, Theorem 2, p. 65] for Gelfand-Shilov
spaces. Subspaces of EV(Ω) consisting of holomorphic functions with exponential
growth or decay often appear in Paley-Wiener type theorems describing the image
of Fourier transformation, see e.g. [4, Theorem 4.5, p. 162-163], [8, Theorem 7.3.1,
p. 181], [14, Theorem 8.1.1, p. 368-369] and [15, Theorem 3.1.1, p. 485], and are
also the basic spaces for the theory of Fourier hyperfunctions, see e.g. [9], [10],
[12], [17], [21] and [22]. In addition, an affirmative answer to the question of nu-
clearity of EV(Ω) transfers the surjectivity of a linear partial differential operator
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P (∂)∶ EV(Ω) → EV(Ω) with smooth coefficients to its corresponding vector-valued
counterpart on smooth weighted functions with values in certain locally convex
spaces E, for example, in the case that EV(Ω) and E are Fréchet spaces by [13,
Satz 10.24, p. 255] and [18, 5.10 Example, p. 24] and in other cases using the split-
ting theory of Vogt [35] or of Bonet and Domański [1]. EV(Ω) is a Fréchet space if
for every compact set K ⊂ Ω there is some n ∈ N such that K ⊂ Ωn (see e.g. [19, 3.4
Proposition, p. 6]).
Gelfand and Vilenkin treat the spaces K{νn} ∶= EV(Ω) with Ωn = R, νn ≥ 1,
monotonically increasing νn(∣ ⋅ ∣) and νn ∈ C∞(R,R) for all n ∈ N. If
(N.1) for any n ∈ N and α ∈ N0 there are C > 0 and k ∈ N such that ∣∂ανn∣ ≤ Cνk,
and if
(N.2) for any n ∈ N there is k ∈ N such that lim∣x∣→∞ νn(x)/νk(x) = 0 and νn/νk
is an element of the Lebesgue space L1(R),
then K{νn} is nuclear by [5, Ch. I, Sect. 3.6, Theorem 7, p. 82]. In particular,
the conditions are fulfilled for νn(x) = (1 + x2)n, x ∈ R, implying the nuclearity
of the classical Schwartz space (in one variable). The downside of Gelfand’s and
Vilenkin’s conditions is that νn has to be smooth and that Ωn = R for all n ∈ N.
For the subspace OV(Ω) of EV(Ω) of holomorphic functions on Ω ⊂ C sufficient
conditions for the nuclearity of OV(Ω) in terms of V are derived by Wloka in [37,
Satz 9a, p. 178] using a technique of reproducing kernels (cf. [36, p. 722-723]).
Wloka’s conditions for EV(Ω) in [38, Satz 3, p. 82] contain for a family (Ωn)n∈N of
open connected sets and 1 ≤ p <∞ the conditions
(Np
1
) ∫Ωn(
νn(x)
νk(x)
)pdx <∞ for n < k,
(Np
2
) for k > n + d/p there is C > 0 such that for all t ∈ Ωn there is rt > 0 such
that B(t, rt) ⊂ Ωk and
A(rt)
νn(t)
νk(x)
≤ C, x ∈ B(t, rt),
where B(t, rt) is the ball around t with radius rt and A(rt) is the embedding
constant from the Sobolev embedding W kp (B(t, rt)) ↪ C(B(t, rt)), see [30,
§1.8, Theorem 1, p. 54].
C(B(t, rt)) denotes the space of continuous functions on the closure B(t, rt) and
W kp (B(t, rt)) the Sobolev space of (equivalence classes of) functions on B(t, rt)
such that all weak partial derivatives up to order k are in the Lebesgue space
Lp(B(t, rt)). The involvement of the Sobolev embedding constants A(rt) makes
(Np
2
) less applicable since only knowing their sheer existence might not be helpful,
and even if one explicitely knows them, they might depend on t. For example, an
explicit Sobolev embedding constant for k = 1 > d/p can be found in [31, Theorem
2.E, p. 200] but it still depends on rt and thus possibly on t. Therefore Wloka only
applies his conditions (with some additional assumptions) in the case where he can
take one rt for all t ∈ Ωn, namely, in the case Ωn = Rd for all n ∈ N with rt = 1 for
all t ∈ Rd, see [38, Satz 4, Folgerung, p. 85].
Triebel considers generalised Schwartz spaces Sρ(Ω) ∶= EV(Ω) with open, con-
nected Ω ⊂ Rd, Ωn = Ω and νn(x) = ρ(x)n, x ∈ Ω, for all n ∈ N where ρ ∈ C∞(Ω,R),
ρ ≥ 1. The spaces Sρ(Ω) are generated by partial differential operators and Triebel
obtains a sufficient condition for nuclearity by using interpolation theory. Namely,
if ρ satisfies the conditions
(T.1) ∀ α ∈ Nd0 ∃ C > 0 ∀ x ∈ Ω ∶ ∣∂αρ(x)∣ ≤ Cρ(x)1+∣α∣,
(T.2) ∀ C > 0 ∃ ε > 0, r > 0 ∀ x ∈ Ω ∶ ρ(x) > C if d∂Ω(x) ≤ ε or if ∣x∣ ≥ r,
(T.3) ∃ a ≥ 0 ∶ ρ−a ∈ L1(Ω),
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where d∂Ω(x) is the distance of x ∈ Ω to the boundary ∂Ω of Ω, then Sρ(Ω) is
nuclear by [34, 8.3.2 Theorem 1, p. 481] which generalises [32, Satz 4, p. 171] (Ω
bounded) and [33, Satz 5, p. 302] (ρ(x) ≥ C ∣x∣a for all x ∈ Ω with some C > 0
and a > 0). These conditions are fulfilled for Ω = Rd and ρ(x) = 1 + ∣x∣2, x ∈ Rd,
yielding the nuclearity of the classical Schwartz space as well. Similar to Gelfand
and Vilenkin, the drawback of Triebel’s conditions is that ρ has to be smooth and
all Ωn have to coincide.
Let us outline the content of the paper. In Section 2 we introduce our sufficient
conditions on V and (Ωn)n∈N, stated in Condition 2.1 and Remark 2.7, guaran-
teeing the nuclearity of EV(Ω) and explore many examples. These conditions are
more likely to be applicable as they overcome the disadvantages of Gelfand’s and
Vilenkin’s, Wloka’s and Triebel’s conditions. In the same section we construct a
partition of unity in Lemma 2.11 which is then used in our main Theorem 3.1 in
Section 3 to prove the sufficiency for nuclearity of our conditions.
2. Partition of unity
We begin with our sufficient conditions on the weight functions which are mod-
ifications of the conditions (1.1)-(1.3) in [20, p. 204] where the case Ωn = Ω for all
n ∈ N is considered. We set ∥x∥∞ ∶= max1≤i≤d ∣xi∣ for x = (xi) ∈ Rd and use the
convention inf ∅ ∶=∞.
2.1. Condition. Let V ∶= (νn)n∈N be a family of continuous weights on an open
set Ω ⊂ Rd and (Ωn)n∈N a family of non-empty Lebesgue measurable sets such that
Ωn ⊂ Ωn+1 and Ω = ⋃n∈NΩn. For every n ∈ N set
d∞n+1∶Ωn → [0,∞], d∞n+1(x) ∶= inf{∥x − ζ∥∞ ∣ ζ ∈ ∂Ωn+1}.
For every k ∈ N let there be rk ∶Ωk → (0,1] such that 0 < rk(x) < d∞k+1(x) for all
x ∈ Ωk and for any n ∈ N let there be ψn ∈ L1(Ωk), ψn > 0, and Ij(n) ≥ n and
Aj(n) > 0 such that for any x ∈ Ωk:
(ω.1) supζ∈Rd, ∥ζ∥∞≤rk(x) νn(x + ζ) ≤ A1(n) infζ∈Rd, ∥ζ∥∞≤rk(x) νI1(n)(x + ζ)(ω.2) νn(x) ≤ A2(n)ψn(x)νI2(n)(x)(ω.3) νn(x) ≤ A3(n)rk(x)νI3(n)(x)
In the case Ωn = Ω for all n ∈ N conditions like (ω.1)-(ω.3) appear in [23, 2.1
Definition, p. 67] and [24, 1.1 Definition, p. 343] for Ω = Cd and r ∶= rk = 1 and in [7]
for Ω ⊂ Cd where the assumption (ii) of [7, Theorem 1, p. 943] means that one may
take r(z) ∶= rk(z) = e−µN (z)−C , z ∈ Ω, for some N ∈ N and C > 0 if the family V is
given by νn(z) ∶= e−µn(z) with a sequence of positive continuous plurisubharmonic
functions (µn). We use the following convention from [20, 1.1 Convention, p. 205].
2.2. Convention. We often delete the number n counting the seminorms (e.g.
Ij = Ij(n) or Aj = Aj(n)) and indicate compositions with the functions Ij only in
the index (e.g. I23 = I2(I3(n))).
The conditions (ω.1)-(ω.3) are closed under multiplication, more generally, we
have:
2.3. Remark. a) Let V̂ ∶= (ν̂n)n∈N be a family fulfilling (ω.1)-(ω.3) and Ṽ ∶=
(ν̃n)n∈N a family fulfilling (ω.1) and (ω.3). Then V ∶= (ν̂nν̃n)n∈N fulfils(ω.1)-(ω.3).
b) If infx∈Ωk rk(x) > 0 for every k ∈ N, then (ω.3) is fulfilled.
Proof. a) Let k,n ∈ N, x ∈ Ωk and define rk ∶=min(r̂k, r̃k).
(ω.1) We set I1(n) ∶=max(Î1(n), Ĩ1(n)) and obtain
sup{(ν̂nν̃n)(x + ζ) ∣ ∥ζ∥∞ ≤ rk(x)}
4 K. KRUSE
≤ Ã1Â1 inf{ν̃Ĩ1(x + ζ) ∣ ∥ζ∥∞ ≤ r̃k(x)} inf{ν̂Î1(x + η) ∣ ∥η∥∞ ≤ r̂k(x)}
≤ Ã1Â1 inf{ν̃Ĩ1(x + ζ)ν̂Î1(x + η) ∣ ∥ζ∥∞, ∥η∥∞ ≤ rk(x)}
≤ Ã1Â1 inf{ν̃Ĩ1(x + ζ)ν̂Î1(x + ζ) ∣ ∥ζ∥∞ ≤ rk(x)}
≤ Ã1Â1 inf{(ν̃I1 ν̂I1)(x + ζ) ∣ ∥ζ∥∞ ≤ rk(x)}.
(ω.2) We have
(ν̂nν̃n)(x) ≤ Â2ψ̂n(x)ν̂Î2(x)ν̃n(x) ≤ Â2ψ̂n(x)(ν̂Î2 ν̃Î2)(x).
(ω.3) We set I3(n) ∶=max(Î3(n), Ĩ3(n)) and get
(ν̂nν̃n)(x) ≤ Â3Ã3r̂k(x)r̃k(x)ν̂Î3(x)ν̃Ĩ3(x) ≤ Â3Ã3rk(x)(ν̂I3 ν̃I3)(x)
since r̂k r̃k ≤ rk as r̂k, r̃k ≤ 1.
b) Let ck ∶= infx∈Ωk rk(x) > 0. Then we get
νn(x) = rk(x)−1rk(x)νn(x) ≤ c−1k rk(x)νn(x).

2.4. Remark. Let V fulfil (ω.3). The functions rn, n ∈ N, are locally bounded
away from zero on Ωn, i.e. for every compact set K ⊂ Ωn there is ε > 0 such that
r(x) ≥ ε for all x ∈ K. Indeed, if K ⊂ Ωn is compact (w.r.t. the topology induced
by Ω), then K is compact in Ω. It follows that
rn(x) ≥
(ω.3)
1
A3(n)
νn(x)
νI3(n)(x) ≥
1
A3(n)
infz∈K νn(z)
supz∈K νI3(n)(z) > 0, x ∈K,
since the members of the family V are locally bounded and locally bounded away
from zero on Ω.
The following functions generated from rn play a big role in the construction of
our partition of unity which is used to derive the nuclearity of EV(Ω) if the family
V of continuous weights fulfils (ω.1)-(ω.3).
2.5. Definition. Let V fulfil (ω.3). For n ∈ N set rn,0 ∶= rn and for k ∈ N let rn,k
be given by
rn,k(z) ∶= inf{rn,k−1(η) ∣ η ∈ Ωn ∶ ∥η − z∥∞ ≤ rn(η) or ∥η − z∥∞ ≤ rn(z)}, z ∈ Ωn.
For our partition of unity we need the positivity of rn,k for all n ∈ N and k ∈ N0
which is guaranteed by Remark 2.4 and the proposition below.
2.6. Proposition. Let U ⊂ Rd be non-empty, r∶U → [0,∞) bounded and f ∶U →
[0,∞) locally bounded away from zero on U . If
(i) f is bounded away from zero on U , i.e. infx∈U f(x) > 0, or if
(ii) U is closed, or if
(iii) U is open and r continuous such that 0 < r(x) < d∞∂U(x) for all x ∈ U where
d∞∂U ∶U → (0,∞], d∞∂U(x) ∶= inf{∥x − ζ∥∞ ∣ ζ ∈ ∂U},
then
g∶U → [0,∞), g(x) ∶= inf{f(η) ∣ η ∈ U ∶ ∥η − x∥∞ ≤ r(η) or ∥η − x∥∞ ≤ r(x)},
is bounded away from zero on U in (i) and locally bounded away from zero on U in
(ii) and (iii). In particular, g > 0 on U .
Proof. In case (i) this is obviously true because infx∈U g(x) ≥ infx∈U f(x) > 0. Let
us turn to case (ii) and (iii) and assume the contrary. Then there is a compact set
K ⊂ U such that for every n ∈ N there is xn ∈ K with g(xn) ≤ 1/(2n). It follows
that for every n ∈ N there is ηn ∈ {η ∈ U ∶ ∥η − xn∥∞ ≤ r(η) or ∥ηn − xn∥∞ ≤ r(xn)}
such that f(ηn) ≤ g(xn) + 1/(2n) ≤ 1/n. The sequence (ηn)n∈N is bounded since
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r and (xn)n∈N are bounded. Hence there are a subsequence (ηnk)k∈N and η ∈ U
such that ηnk → η by the Bolzano-Weierstraß theorem. If η ∈ U , then the set
K0 ∶= {ηnk ∣ k ∈ N} ∪ {η} is compact in U and f(ηnk) ≤ 1/nk for every k ∈ N which
contradicts f being locally bounded away from zero on U . If U is closed, then
U = U which settles case (ii). Let η ∈ ∂U and (iii) hold. Then ηnk → η implies
0 < r(ηnk) < d∞∂U(ηnk) → 0
yielding r(ηnk) → 0. If there are infinitely many k ∈ N such that ∥ηnk − xnk∥∞ ≤
r(ηnk), then there is a subsequence (xnkp )p∈N in the compact set K ⊂ U which
converges to η ∈ ∂U . Since U is open, this is a contradiction. If there are infinitely
many k ∈ N such that ∥ηnk − xnk∥∞ ≤ r(xnk), there is a subsequence (xnkp )p∈N
with ∥ηnkp − xnkp ∥∞ ≤ r(xnkp ) for all p ∈ N. This bounded subsequence has again
a subsequence (xnkpq )q∈N which converges to some x ∈K. Since r is continuous on
U , we have r(xnkpq )→ r(x). From
∥ηnkpq − x∥∞ ≤ ∥ηnkpq − xnkpq ∥∞ + ∥xnkpq − x∥∞ ≤ r(xnkpq ) + ∥xnkpq − x∥∞ → r(x)
follows ∥η − x∥∞ ≤ r(x) < d∞∂U(x). However, this means that η ∈ U which is a
contradiction. 
2.7. Remark. Let V fulfil (ω.3). From Remark 2.4 and Proposition 2.6 follows by
induction that rn,k > 0 on Ωn for every n ∈ N and k ∈ N0 if
(s.1) rn is bounded away from zero on Ωn for all n ∈ N, in particular, if rn is
constant for all n ∈ N, or if
(s.2) Ωn is closed in R
d for all n ∈ N, or if
(s.3) Ωn = Ω and rn is continuous for all n ∈ N.
2.8. Example. Let Ω ⊂ Rd be open and (Ωn)n∈N a family of non-empty Lebesgue
measurable sets such that Ωn ⊂ Ωn+1 and Ω = ⋃n∈NΩn. For n ∈ N set
D∞n+1 ∶= inf{∥x − ζ∥∞ ∣ x ∈ Ωn, ζ ∈ ∂Ωn+1}.
Let Ωn = Rd for all n ∈ N or 0 < D∞n+1 <∞ for all n ∈ N, (an)n∈N be strictly increasing
such that an ≥ 0 for all n ∈ N or an ≤ 0 for all n ∈ N. The family V ∶= (νn)n∈N of
positive continuous functions on Ω given by
νn∶Ω → (0,∞), νn(x) ∶= eanµ(x),
with some function µ∶Ω → [0,∞) fulfils νn ≤ νn+1 for all n ∈ N and
(i) (ω.1) and (ω.3) if there is δ > 0 such that ∣µ(x) − µ(y)∣ ≤ 1 for all x, y ∈ Ω
with ∥x − y∥∞ ≤ δ, in particular, if µ is uniformly continuous.
(ii) (ω.1)-(ω.3) if µ is like in (i) and there are a real sequence (cn)n∈N and
0 < γ ≤ 1 such that ∣x∣γ ≤ µ(x) + cn for all x ∈ Ωn.
(iii) (ω.1)-(ω.3) if there is some m ∈ N such that µ(x) = ∣x∣m for all x ∈ Ω.
(iv) (ω.1)-(ω.3) if Ωn = Rd, an = n/2 for all n ∈ N and µ(x) = ln(1+ ∣x∣2), x ∈ Rd.
(v) (ω.1)-(ω.3) if Ωn is bounded for all n ∈ N and µ = 0.
In addition, rk can be chosen to be
(1) continuous for all k ∈ N in (i)-(v),
(2) to be constant for all k ∈ N in (i), (ii), (iv) and (v),
(3) to be constant for all k ∈ N in (iii) if either limn→∞ an = ∞, an ≥ 0 for all
n ∈ N or limn→∞ an = 0, an ≤ 0 for all n ∈ N.
Proof. (i) Let k ∈ N. There is δ > 0 such that ∣µ(x) − µ(y)∣ ≤ 1 for all x, y ∈ Ω
with ∥x−y∥∞ ≤ δ. Now, we set rk(x) ∶=min(δ,1) for every x ∈ Ωk if Ωn = Rd
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for all n ∈ N and rk(x) ∶=min(δ,D∞k+1,1)/2 for every x ∈ Ωk if 0 < D∞n+1 <∞
for all n ∈ N. Let x ∈ Ωk and ∥ζ∥∞, ∥η∥∞ ≤ rk(x). We have
∣µ(x + ζ) − µ(x + η)∣ ≤ ∣µ(x + ζ) − µ(x)∣ + ∣µ(x) − µ(x + η)∣ ≤ 2.
If an ≥ 0 for all n ∈ N, it follows that
anµ(x + ζ) ≤ 2an + anµ(x + η),
and if an ≤ 0 for all n ∈ N, then
anµ(x + ζ) = −∣an∣µ(x + ζ) ≤ 2∣an∣ + anµ(x + η).
Hence we obtain
eanµ(x+ζ) ≤ e2∣an∣eanµ(x+η)
implying that (ω.1) holds. Further, (ω.3) is fulfilled by virtue of Remark
2.3 b).
(ii) Due to (i) we only need to show that V satisfies (ω.2). For n, p ∈ N we
define
ψn,p∶Rd → [0,∞), ψn,p(x) ∶= 1(1 + ∣x∣2)p ,
and remark that ψn,p ∈ L1(Rd) if d ≤ 2p − 1. There is C0 > 0 such that for
all x ∈ Ωk
ψn,d(x)−1 = (1 + ∣x∣d)2 ≤ C0e(an+1−an)∣x∣γ ≤ C0e(an+1−an)(ck+µ(x))
= C1e(an+1−an)µ(x)
with C1 ∶= C0e(an+1−an)ck implying
νn(x) = eanµ(x) ≤ C1ψn,d(x)ean+1µ(x) = C1ψn,d(x)νn+1(x)
for all x ∈ Ωk and thus (ω.2).
(iii.1) We start with the case of no further restrictions on the sequence (an)n∈N.
Let k ∈ N and choose p ∈ N such that d ≤ 2p − 1 and m ≤ 2p + 1. We
set rk(x) ∶= (1 + ∣x∣2)−p for every x ∈ Ωk if Ωn = Rd for all n ∈ N and
rk(x) ∶= min((1 + ∣x∣2)−p,D∞k+1)/2 for every x ∈ Ωk if 0 < D∞n+1 < ∞ for all
n ∈ N. Let x ∈ Ωk. For ∥ζ∥∞, ∥η∥∞ ≤ rk(x) we obtain by the binomial
theorem
µ(x + ζ) ≤ (∣x + η∣ + ∣ζ − η∣)m = m∑
j=0
(m
j
)∣x + η∣m−j ∣ζ − η∣j
≤ ∣x + η∣m + m∑
j=1
(m
j
)(∣x∣ + d1/2rk(x))m−j2jdj/2rk(x)j
= µ(x + η) + m∑
j=1
(m
j
)2jdj/2
m−j
∑
l=0
(m − j
l
)dl/2∣x∣m−j−lrk(x)j+l.
Further, we have ∣x∣m−j−lrk(x)j+l < 1 if ∣x∣ < 1 and
∣x∣m−j−lrk(x)j+l ≤ ∣x∣
m−j−l
(1 + ∣x∣2)p(j+l) ≤
∣x∣m−1
(1 + ∣x∣2)p ≤ 1
if ∣x∣ ≥ 1 and 1 ≤ j + l ≤m since m − 1 ≤ 2p. Hence there is C1 > 0 such that
µ(x + ζ) ≤ µ(x + η) +C1 resulting in (ω.1). Moreover, there is C2 > 0 such
that
rk(x)−1e(an−an+1)∣x∣m = (1 + ∣x∣2)pe(an−an+1)∣x∣m ≤ C2
resp.
rk(x)−1e(an−an+1)∣x∣m ≤ 2(1/D∞k+1 + (1 + ∣x∣2)p)e(an−an+1)∣x∣m ≤ C2
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for all x ∈ Ωk implying (ω.3). The choice of ψn,p from (ii) yields (ω.2) since
d ≤ 2p − 1, rk(x) ≤ ψn,p(x) for all x ∈ Ωk and (ω.3) is satisfied.
(iii.2) Now, we consider case (3), i.e. limn→∞ an = ∞, an ≥ 0 for all n ∈ N or
limn→∞ an = 0, an ≤ 0 for all n ∈ N. Let k ∈ N. We set rk(x) ∶= 1 for every
x ∈ Ωk if Ωn = Rd for all n ∈ N and rk(x) ∶= min(1,D∞k+1)/2 for every x ∈ Ωk
if 0 < D∞n+1 <∞ for all n ∈ N. Let x ∈ Ωk. For ∥ζ∥∞, ∥η∥∞ ≤ rk(x) we obtain
as above
µ(x + ζ) ≤ (∣x + η∣ + ∣ζ − η∣)m = m∑
j=0
(m
j
)∣x + η∣m−j ∣ζ − η∣j
≤
m
∑
j=0
(m
j
)∣x + η∣m−j2jdj/2 ≤ m∑
j=0
(m
j
)(1 + ∣x + η∣m)2jdj
= (1 + 2d)m(1 + µ(x + η)).
If limn→∞ an = ∞ and an ≥ 0 for all n ∈ N resp. limn→∞ an = 0 and an ≤ 0
for all n ∈ N, then for every n ∈ N there is J1(n) ∈ N such that an(1+2d)m ≤
aJ1(n) resp. an/(1 + 2d)m ≤ aJ1(n). In the first case follows that
anµ(x + ζ) ≤ an(1 + 2d)m(1 + µ(x + η)) ≤ aJ1(n)µ(x + η) + aJ1(n)
and in the second that
anµ(x + η) ≤ an(1 + 2d)mµ(x + ζ) − an ≤ aJ1(n)µ(x + ζ) − an
which yields (ω.1). Moreover, we choose p ∈ N such that d ≤ 2p−1 and ψn,p
from (ii). Then there is C > 0 such that
ψn,p(x)−1e(an−an+1)∣x∣m = (1 + ∣x∣2)pe(an−an+1)∣x∣m ≤ C
for all x ∈ Ωk implying (ω.2). Further, (ω.3) is valid due to Remark 2.3 b).
(iv) Let k ∈ N. We choose ψn,d like in (ii) and set rk(x) ∶= 1, x ∈ Rd. Then we
have for x ∈ Rd and ∥ζ∥∞, ∥η∥∞ ≤ rk(x)
νn(x + ζ) ≤ (1 + (∣x + η∣ + ∣ζ − η∣)2)n/2
≤ (1 + ∣x + η∣2 + 4d1/2∣x + η∣ + 4d)n/2
≤ (1 + ∣x + η∣2 + 4d1/2(1 + ∣x + η∣2) + 4d)n/2
≤ (1 + 8d)n/2νn(x + η)
and thus (ω.1). Furthermore, we derive (ω.2) and (ω.3) from
νn(x) = 1(1 + ∣x∣2)d νn+2d(x) = ψn,d(x)νn+2d(x).
(v) This follows directly from the choice rk(x) ∶= min(D∞k+1,1)/2, x ∈ Ωk, and
ψn ∶= 1.

Condition (s.1) is fulfilled in (2) and (3). Condition (s.2) is always fulfilled if
Ω ∶= Ωn ∶= Rd for all n ∈ N. Further examples of sets Ω and (Ωn)n∈N satisfying (s.2)
and the conditions of the preceding example are given below.
2.9. Example. The following non-empty open sets Ω ⊂ Rd and families (Ωn)n∈N of
sets fulfil Ω = ⋃n∈NΩn, Ωn ⊂ Ωn+1 for all n ∈ N and 0 < D∞n+1 <∞ for all n ≥ N for
some N ∈ N:
(i) Ω arbitrary, Ωn ∶= K˚n where Kn ⊂ K˚n+1 is a compact exhaustion of Ω.
(ii) Ω with ∂Ω ≠ ∅, Ωn ∶= {x = (xi) ∈ Ω ∣ ∀ i ∈ I ∶ ∣xi∣ < n and d∥⋅∥∂Ω(x) > 1/n}
where I ⊂ {1, . . . , d} and d∥⋅∥
∂Ω
(x) ∶= inf{∥x − ζ∥ ∣ ζ ∈ ∂Ω}, x ∈ Ω, for some
norm ∥ ⋅ ∥ on Rd.
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(iii) Ω ∶= Rd, Ωn ∶= {x = (xi) ∈ Ω ∣ ∀ i ∈ I ∶ ∣xi∣ < n} where I ⊂ {1, . . . , d}.
The same is true and additionally (s.2) holds if the family (Ωn)n∈N in the preceding
examples is replaced by the sequence of closures (Ωn)n∈N.
Choosing Ω and (Ωn)n∈N from Example 2.9 (ii) or (iii) with I ⊊ {1, . . . , d} and
µ∶Ω → [0,∞), µ(x) ∶= ∣(xi)i∈I0 ∣γ ,
for I0 ∶= {1, . . . , d}∖ I and 0 < γ ≤ 1, we see that we are in the situation of Example
2.8 (ii) with cn ∶= (∑i∈I n)γ since µ is γ-Hölder continuous. In Example 2.8 (iv)
we have EV(Rd) = S(Rd), the Schwartz space, and in (v) with Example 2.9 (i)
EV(Ω) = C∞(Ω,K) equipped with the usual topology of uniform convergence of all
partial derivatives on compact subsets of Ω.
Conditions like (ω.1)-(ω.3) are also considered in [22, (5.1), p. 41] for holomor-
phic functions on Ω ∶= C ∖ [0,∞) with
Ωn ∶= {z ∈ C ∣ ∣ Im(z)∣ ≤ n} ∖ {z ∈ C ∣ Re(z) > −1/n, ∣ Im(z)∣ < 1/n},
ψn(z) ∶= (1 + ∣z∣2)−2 and continuous functions µn∶Ω → [0,∞) such that µn ≤ µn+1
defining νn(z) ∶= eµn(z) for every n ∈ N. The condition [22, (3.2), p. 37] implies
(with x = 0 there and the choice rk(z) ∶= min(D∞k+1, γ,1)/2, z ∈ Ωk, with γ from
that condition) that (ω.1) and (ω.3) hold. For Ω ∶= C ∖R a similar construction is
used.
If Ω ∶= Ωn ∶= Rd for all n ∈ N, then condition (s.3) is also fulfilled in the cor-
responding examples of Example 2.8 since the constructed rk are continuous for
every k ∈ N. Next, we consider an example where Ω ≠ Rd.
2.10. Example. Let Ω ⊂ Rd be a non-empty bounded open set and Ωn ∶= Ω for all
n ∈ N. The family V ∶= (νn)n∈N of positive continuous functions on Ω given by
νn∶Ω → (0,∞), νn(x) ∶= max
1≤j≤n
d∞∂Ω(x)−j ,
fulfils νn ≤ νn+1 for all n ∈ N, (ω.1)-(ω.3) and (s.3) is satisfied.
Proof. We choose r(x) ∶= rk(x) ∶= min(d∞∂Ω(x)/2,1), x ∈ Ωk = Ω, for every k ∈ N.
For x ∈ Ω and ∥ζ∥∞, ∥η∥∞ ≤ r(x) we have
d∞∂Ω(x + η) ≤ d∞∂Ω(x + ζ) + ∥η − ζ∥∞ ≤ d∞∂Ω(x + ζ) + 2r(x) ≤ d∞∂Ω(x + ζ) + d∞∂Ω(x)
and
d∞∂Ω(x) ≤ d∞∂Ω(x + ζ) + ∥ζ∥∞ ≤ d∞∂Ω(x + ζ) + d∞∂Ω(x)/2
implying
d∞∂Ω(x + η) ≤ 3d∞∂Ω(x + ζ).
We deduce that νn(x+ζ) ≤ 3nνn(x+η) and conclude that (ω.1) holds. Furthermore,
we observe that
νn(x) = r(x)νn(x)/r(x) ≤ 2r(x)νn+1(x)
holds for all x ∈ Ω yielding (ω.3). We note that r is continuously extendable on Ω
by setting r ∶= 0 on ∂Ω. Thus (s.2) and (ω.2) are valid since ψn ∶= r ∈ L1(Ω) as Ω
is bounded. 
Now, we modify a partition of unity constructed in [20, 1.4 Lemma, p. 207] for
the situation of case (s.3) which itself is a modification of the partition of unity
from [8, Lemma 1.4.9, p. 29].
2.11. Lemma. Let n ∈ N, V fulfil (ω.3) and one of the conditions (s.1)-(s.3) be
satisfied. There is K ⊂ N and a sequence (zk)k∈K in Ωn with zk ≠ zj, k ≠ j, such
that the following holds:
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(p.1) The balls
bk ∶= {ζ ∈ Rd ∣ ∥ζ − zk∥∞ < rn(zk)/2}, k ∈ K,
form an open covering of Ωn, and any x ∈ Ωn is contained in at most
(8/rn,2(x))d different balls
Bk ∶= {ζ ∈ Rd ∣ ∥ζ − zk∥∞ < rn(zk)}, k ∈ K,
such that
Ωn ⊂ ⋃
k∈K
bk ⊂ ⋃
k∈K
Bk ⊂ Ωn+1.
x1
x2
Ωn
Ωn+1
x1
x2
⋃
k∈K
Bk
Figure 1. Cover of Ωn with squares of the form bk resp.
Bk contained in Ωn+1, d = 2
(p.2) The set Mk ∶= {m ∈ K ∣ Bm ∩ Bk ≠ ∅} contains at most (8/rn,3(zk))d
elements for every k ∈ K.
(p.3) There is a C∞-partition of unity {hk ∣ k ∈ K} subordinate to {Bk ∣ k ∈ K}
such that for every α ∈ Nd0 there is C̃α > 0 such that for every k ∈ K
∣∂αhk∣ ≤ C̃α(1/rn,3(zk))d+∣α∣.
(p.4) Let V fulfil (ω.1). For every m,j, p ∈ N there is D > 0 such that for all k ∈ K
νm(x) ≤Drn,j(zk)pνJ1P3J1I1(m)(zk), x ∈ Bk,
where J1 is the j-fold composition of I1 and P3 the p-fold composition of
I3.
Proof. Let Z be the set of subsets X ⊂ Ωn such that
∀ z, y ∈X, z ≠ y ∶ ∥z − y∥∞ ≥ rn,1(y)/2 (2)
and let Z be equipped with the inclusion ⊂ as partial order. Every chain A ⊂ Z has
an upper bound in Z given by ⋃X∈AX yielding that (Z,⊂) is inductively ordered.
Due to Zorn’s Lemma there is a maximal element X0 ∈ Z. We note that X0 ⊂ Ωn is
a discrete set since rn,1 > 0 on Ωn and {z ∈X0 ∣ ∥z−y∥∞ < rn,1(y)/2} = {y} for every
y ∈X0 by (2). Furtheron, a discrete subset of Ωn ⊂ Rd cannot be uncountable by [2,
4.1.15 Theorem, p. 255]. Hence there is some l ∈ N ∪ {∞}, a set K ∶= {k ∈ N ∣ k ≤ l}
and a maximal sequence (zk)k∈K in Ωn such that
∥zk − zj∥∞ ≥ rn,1(zj)/2, k ≠ j, (3)
which also implies zk ≠ zj for k ≠ j.
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(p.1)(i) Let x ∈ Ωn. If there is no k ∈ K such that x = zk, then there is j ∈ K
such that
∥x − zj∥∞ < rn,1(zj)/2 ≤
η=z=zj
rn(zj)/2
or
∥x − zj∥∞ < rn,1(x)/2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≤rn(x)
≤
η=x,z=zj
rn(zj)/2
due to the maximality of (zk)k∈K. Thus the balls bk, k ∈ K, cover Ωn. The condition
rn < d∞n+1 on Ωn guarantees that Bk ⊂ Ωn+1 for every k ∈ K.(p.1)(ii) Let x ∈ Ωn and set βk ∶= {ζ ∈ Rd ∣ ∥ζ − zk∥∞ < rn,2(x)/4} for k ∈ K.
The number of balls {Bk ∣ ∃ k ∈ K ∶ x ∈ Bk} coincides with the number of balls
β ∶= {βk ∣ ∃ k ∈ K ∶ x ∈ Bk}. We observe that the elements of β are disjoint.
Otherwise, there are k, j ∈ K, k ≠ j, such that x ∈ Bk ∩Bj and there is ζ ∈ βk ∩ βj
which connotes the contradiction
rn,2(x)/2 ≤
η=zj ,z=x
rn,1(zj)/2 ≤
(3)
∥zk − zj∥∞ ≤ ∥zk − ζ∥∞ + ∥ζ − zj∥∞ < rn,2(x)/2.
Moreover, βk ⊂ {ζ ∈ Rd ∣ ∥ζ − x∥∞ ≤ 2} =∶ B for every βk ∈ β. Indeed, if ζ ∈ βk and
x ∈ Bk, then
∥ζ − x∥∞ ≤ ∥ζ − zk∥∞ + ∥zk − x∥∞ < rn,2(x)/4 + rn(zk) ≤ (1/4)+ 1 < 2.
The ball B contains at most (2/(rn,2(x)/4))2d = (8/rn,2(x))2d disjoint balls of the
form βk. Hence the number of elements of β is at most (8/rn,2(x))2d.
(p.2) Like in (p.1)(ii) we conclude that the balls β̃m ∶= {ζ ∈ Rd ∣ ∥ζ − zm∥∞ <
rn,3(zk)/4} are disjoint and contained in B for m ∈Mk which implies (p.2).
(p.3) First, we want to use the cut-off function from [8, Theorem 1.4.2, p. 25-
26]. Let k ∈ K. We set X ∶= Bk, K ∶= bk and choose a positive decreasing sequence
(wj)j∈K such that ∑j∈Kwj = 1, e.g. wj ∶= 1/2j if K = N or wj ∶= 1/l if the number l
of elements of K is finite. Then
δ ∶= inf{∥x − y∥∞ ∣ x ∈ Rd ∖X, y ∈K} = rn(zk)/2
and with the choice of dj ∶= wjrn(zk)/3, j ∈ K, we obtain ∑j∈K dj = rn(zk)/3 < δ.
Moreover, we observe that for every function ϕ ∈ C∞(X,R) and α = (α1, . . . , αd) ∈
N
d
0 the relation
∂αϕ(x) = ϕ(∣α∣)(x; e1, . . . , e1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
α1−times
, e2, . . . , e2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
α2−times
, . . . , ed, . . . , ed´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
αd−times
), x ∈X,
between the α-th partial derivative ∂αϕ and the differential ϕ(∣α∣) of order ∣α∣ holds
where en, 1 ≤ n ≤ d, denotes the n-th unit vector in Rd. Due to [8, Theorem 1.4.2, p.
25-26] there exists ϕk ∈ C∞c (Bk,R), i.e. ϕk is smooth on Bk and its support suppϕk
is compact, such that 0 ≤ ϕk ≤ 1, ϕk = 1 on a neighbourhood of bk and
∣∂αϕk(x)∣ ≤ c
∣α∣
d1 . . . d∣α∣
= (3c)
∣α∣
w1 . . . w∣α∣
1
rn(zk)∣α∣ , x ∈ Bk, α ∈ N
d
0,
where c > 0 only depends on the dimension of Rd (and not on k or α).
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x1
x2
suppϕk
ϕk ≡ 1
bk
Bk
rn(zk)/2
Figure 2. Support of ϕk, d = 2
We denote by qk the number of elements of Mk ∩ {1, . . . , k − 1}, enumerate this set
by Mk ∩ {1, . . . , k − 1} = {mj ∣ 1 ≤ j ≤ qk}, set hk ∶= ϕk(1 −ϕ1)⋯(1 −ϕk−1) and note
that
hk = ϕk
qk
∏
j=1
(1 −ϕmj ).
Since
rn(zm) ≥ rn,1(x) ≥ rn,2(zk) ≥ rn,3(zk)
for x ∈ Bm ∩Bk, where the first inequality follows from ∥x−zm∥∞ ≤ rn(zm) and the
second from ∥x − zk∥∞ ≤ rn(zk), we get by the Leibniz rule
∣∂αhk ∣
= ∣∂α(ϕk
qk
∏
j=1
(1 −ϕmj ))∣
= ∣ ∑
γ1≤α
∑
γ2≤γ1
⋯ ∑
γqk≤γqk−1
(α
γ1
)(γ1
γ2
)⋯(γqk−1
γqk
)∂α−γ1ϕk∂γ1−γ2(1 − ϕm1) ⋅ . . .
⋅ ∂γqk−1−γqk (1 − ϕmqk−1)∂γqk (1 −ϕmqk )∣
≤ ∑
γ1≤α
∑
γ2<γ1
⋯ ∑
γqk<γqk−1
(α
γ1
)(γ1
γ2
)⋯(γqk−1
γqk
)∣∂α−γ1ϕk ∣∣∂γ1−γ2ϕm1 ∣ ⋅ . . .
⋅ ∣∂γqk−1−γqkϕmqk−1 ∣∣∂γqkϕmqk ∣
≤ ∑
γ1≤α
∑
γ2<γ1
⋯ ∑
γqk<γqk−1
α!
(3c)∣α−γ1∣
w1...w∣α−γ1∣
rn(zk)∣α−γ1 ∣
(3c)∣γ1−γ2 ∣
w1...w∣γ1−γ2 ∣
rn(zm1)∣γ1−γ2∣ ⋅ . . .
⋅
(3c)
∣γqk−1
−γqk
∣
w1...w∣γqk−1
−γqk
∣
rn(zmqk−1)∣γqk−1−γqk ∣
(3c)∣γqk ∣
w1...w∣γqk ∣
rn(zmqk )∣γqk ∣
≤ ∑
γ1≤α
∑
γ2<γ1
⋯ ∑
γqk<γqk−1
α!(3c)∣α∣ 1
rn,3(zk)∣α∣
⋅ 1
w1 . . . w∣α−γ1 ∣
1
w1 . . . w∣γ1−γ2 ∣
⋅ . . . ⋅ 1
w1 . . . w∣γqk−1−γqk ∣
1
w1 . . . w∣γqk ∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≤ 1
w1...w∣α∣
(⋆)
≤
(p.2)
8d(dα1 + dα2 + . . . + dαd)α!(3c)∣α∣ 1
w1 . . . w∣α∣
1
rn,3(zk)d+∣α∣
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where we used for (⋆) that (wj)j∈K is decreasing and ∣α−γ1∣+ ∣γ1−γ2∣+ . . .+ ∣γqk−1−
γqk ∣ + ∣γqk ∣ = ∣α∣ and in the last inequality that the number of sums is at most(8/rn,3(zk))d and the number of summands in each sum at most dα1+dα2+. . .+dαd .
Observing that ∑k∈K hk = 1 on Ωn as (∑k∈K hk)−1 = −∏k∈K(1−ϕk) = 0 on ⋃k∈K bk,
proves (p.3).
(p.4) First, we claim that for every j ∈ N holds
∀m,p ∈ N ∃D > 0 ∀ z ∈ Ωn ∶ νm(z) ≤Drn,j(z)pνJ1P3J1(m)(z). (4)
This follows by induction over j. The base case is
νm(z)
rn,1(z)p = sup{
νm(z)
rn(η)p ∣ η ∈ Ωn ∶ ∥η − z∥∞ ≤ rn(η) or ∥η − z∥∞ ≤ rn(z)}
≤
(ω.1)
A1 sup{ νI1(η)
rn(η)p ∣ η ∈ Ωn ∶ ∥η − z∥∞ ≤ rn(η) or ∥η − z∥∞ ≤ rn(z)}
≤
(ω.3)
A1A3(I1)A3(I31)⋯A3((P3 − 1)I1)
sup{νP3I1(η) ∣ η ∈ Ωn ∶ ∥η − z∥∞ ≤ rn(η) or ∥η − z∥∞ ≤ rn(z)}
≤
(ω.1)
D0A1(P3I1)νI1P3I1(z)
where D0 ∶= A1A3(I1)A3(I31)⋯A3((P3 − 1)I1) and P3 − 1 is the (p − 1)-fold com-
position of I3. Let us suppose that (4) holds for some j ∈ N. Then we have
νm(z)
rn,j+1(z)p = sup{
νm(z)
rn,j(η)p ∣ η ∈ Ωn ∶ ∥η − z∥∞ ≤ rn(η) or ∥η − z∥∞ ≤ rn(z)}
≤
(ω.1)
A1 sup{ νI1(η)
rn,j(η)p ∣ η ∈ Ωn ∶ ∥η − z∥∞ ≤ rn(η) or ∥η − z∥∞ ≤ rn(z)}
≤ A1D sup{νJ1P3J1I1(η) ∣ η ∈ Ωn ∶ ∥η − z∥∞ ≤ rn(η) or ∥η − z∥∞ ≤ rn(z)}
≤
(ω.1)
A1DA1(J1P3(J1 + 1))ν(J1+1)P3(J1+1)(z)
where J1 + 1 is the (j + 1)-fold composition of I1 which proves the claim. Second,
let m,j, p ∈ N. Then there is D > 0 such that for k ∈ K and x ∈ Bk
νm(x)
rn,j(zk)p ≤(ω.1) A1
νI1(zk)
rn,j(zk)p ≤(4) A1DνJ1P3J1I1(m)(zk).

In [20, 1.4 Lemma, p. 207] an estimate like in (p.3) is only given for the gradient
of hk which can be deduced from [8, Theorem 1.4.1, p. 25] instead of [8, Theorem
1.4.2, p. 25-26]. An estimate like (p.4) can be found in [20, p. 210].
3. Nuclearity
Now, we are able to state our main theorem on the nuclearity of the space EV(Ω)
which generalises [17, Theorem 3.7, p. 23] and whose proof is inspired by a proof of
nuclearity for the space of (non-weighted) C∞-functions in [25, Example 28.9 (1),
p. 349-350].
3.1. Theorem. If V is a family of continuous weights satisfying (ω.1)-(ω.3) and
one of the conditions (s.1)-(s.3) is fulfilled, then EV(Ω) is nuclear.
Proof. Let f ∈ EV(Ω), n ∈ N, α = (αi) ∈ Nd0, ∣α∣ ≤ m, and (zk)k∈K the sequence
from Lemma 2.11. For every k ∈ K there exist ai, ci, i = 1, . . . , d, such that Bk =
∏di=1(ai, ci). We get (by induction) for x = (xi) ∈ bk, k ∈ K, with x′ ∶= (x2, . . . , xd)
and α′ ∶= (α2, . . . , αd)
∣∂α(hkf)(x)∣
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= ∣∂α(hkf)(x1, x′) − ∂α(hkf)(a1, x′)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=
(p.3)
0
∣
= ∣
x1
∫
a1
∂(α1+1,α
′)(hkf)(ζ0, x′)dζ0∣
= ∣
x1
∫
a1
ζ0
∫
a1
⋯
ζm−α1−1
∫
a1
∂(m+1,α
′)(hkf)(ζm−α1 , x′)dζm−α1 . . .dζ1dζ0∣
≤ ∣x1 − a1∣m−α1
x1
∫
a1
∣∂(m+1,α′)(hkf)(ζ1, x′)∣dζ1
≤ ∣x1 − a1∣m−α1 . . . ∣xd − ad∣m−αd´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≤(2rn(zk))dm−∣α∣
x1
∫
a1
⋯
xd
∫
ad
∣∂(m+1,...,m+1)(hkf)(ζ1, . . . , ζd)∣dζd . . .dζ1
≤ 2dm∫
Bk
∣∂(m+1,...,m+1)(hkf)(ζ)∣dζ (5)
where we used Fubini’s theorem in the last inequality. Furtheron, we set M(x) ∶=
{k ∈ K ∣ x ∈ supphk} for x ∈ Ωn. For all x ∈ Ωn there is k ∈ K such that x ∈ Bk and
hence the number of elements of M(x) is not greater than the one of Mk which is
at most (8/rn,3(zk))d by (p.2). We get for all x ∈ Ωn
∣∂αf(x)∣ =
(p.3)
∣∂α(∑
k∈K
hkf)(x)∣ =
(p.2)
∣∑
k∈K
∂α(hkf)(x)∣
≤ ∑
k∈K
∣∂α(hkf)(x)∣ = ∑
k∈M(x)
∣∂α(hkf)(x)∣
≤
(5)
2dm ∑
k∈M(x)
∫
Bk
∣∂(m+1,...,m+1)(hkf)(ζ)∣dζ. (6)
For k ∈ K we define
Qk ∶= {ζ ∈ Rd ∣ ∥ζ − zk∥∞ < rn,1(zk)/8} ⊂ bk
and consider the map
Φk ∶Rd → Rd, Φk(ζ) ∶= 8 rn(zk)
rn,1(zk)ζ − (8
rn(zk)
rn,1(zk) − 1)zk.
Then Φk is a C1-diffeomorphism, Φ(1)k (ζ) = diag(8 rn(zk)rn,1(zk) , . . . ,8 rn(zk)rn,1(zk)) as Jacobian
matrix for ζ ∈ Rd andΦk(Qk) = Bk. Moreover, we obtain via chain rule for all β ∈ Nd0
∂β(hkf)(Φk(ζ)) = (8 rn(zk)
rn,1(zk))
−∣β∣
∂β(hkf ○Φk)(ζ), ζ ∈ Rd. (7)
Since
supp(hkf ○Φk) ⊂ supp(hk ○Φk) = Φ−1k (supphk) ⊂ Qk (8)
for all k ∈ K by (p.3) and the definition of Φk, we get for k, j ∈ K, k ≠ j,
[supp(hk ○Φk) ∩ supp(hj ○Φj)] ⊂ [Qk ∩Qj] =
(3)
∅
and thus by (7)
supp([∂β(hkf)] ○Φk) ∩ supp([∂β(hjf)] ○Φj) = ∅. (9)
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x1
x2
bj
bk
supphj
supphk
zk
zj
Φ−1
Φ
x1
x2
bj
bk
zj
zk
supp(hk ○Φk)
supp(hj ○Φj)
Figure 3. supp(hk ○Φk) ∩ supp(hj ○Φj) = ∅ for j ∈Mk, j ≠ k, d = 2
Applying the transformation formula to (6), we obtain for all x ∈ Ωn with U ∶=
⋃j∈KBj and p ∶= I11D3I11(n), where D3 is the d-fold composition of I3,
∣∂αf(x)∣νn(x)
≤ 2dm ∑
k∈M(x)
∫
Qk
∣∂(m+1,...,m+1)(hkf)(Φk(ζ))∣(8 rn(zk)
rn,1(zk))
d
dζ νn(x)
≤ 16dm ∑
k∈M(x)
∫
Qk
∣∂(m+1,...,m+1)(hkf)(Φk(ζ))∣ νn(x)
rn,1(zk)ddζ
≤
(p.4)
16dm ∑
k∈M(x)
∫
Qk
∣∂(m+1,...,m+1)(hkf)(Φk(ζ))∣DνI1D3I11(zk)dζ
≤
(ω.1)
16dmDA1(I1D3I11) ∑
k∈M(x)
∫
Qk
∣∂(m+1,...,m+1)(hkf)(Φk(ζ))∣νI11D3I11(ζ)dζ
=
(8)
C0 ∑
k∈M(x)
∫
U
∣∂(m+1,...,m+1)(hkf)(Φk(ζ))∣νp(ζ)dζ
= C0 ∫
U
∑
k∈M(x)
∣∂(m+1,...,m+1)(hkf)(Φk(ζ))∣νp(ζ)dζ
≤ C0 ∫
U
∑
k∈K
∣∂(m+1,...,m+1)(hkf)(Φk(ζ))∣νp(ζ)dζ
=
(9)
C0 ∫
U
∣∑
k∈K
∂(m+1,...,m+1)(hkf)(Φk(ζ))∣νp(ζ)dζ
with C0 ∶=DA1(I1D3I11). Therefore it follows that
∣f ∣n,m = sup
x∈Ωn
α∈Nd
0
, ∣α∣≤m
∣∂αf(x)∣νn(x)
≤ C0 ∫
U
∣∑
k∈K
∂(m+1,...,m+1)(hkf)(Φk(ζ))∣νp(ζ)dζ. (10)
Due to condition (ω.2) there are I2(p) ≥ p, ψp ∈ L1(Ωn+1), ψ > 0, and A2(p) > 0
such that νp(ζ) ≤ A2(p)ψp(ζ)νI2(p)(ζ) for all ζ ∈ Ωn+1. For ζ ∈ U ⊂ Ωn+1 we set
I(ζ)[f] ∶= ∑
k∈K
∂(m+1,...,m+1)(hkf)(Φk(ζ))νI2(p)(ζ).
By (9) there is at most one k0 ∈ K such that ζ ∈ supp([∂(m+1,...,m+1)(hk0f)] ○Φk0).
Let ζ ∈ U be such that there exists such a k0 and set m̃ ∶= (m + 1, . . . ,m + 1). Due
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to (p.3) and the Leibniz rule we have
∣∂(m+1,...,m+1)(hk0f)(Φk0(ζ))∣
= ∣∑
γ≤m̃
(m˜
γ
)∂m˜−γhk0(Φk0(ζ))∂γf(Φk0(ζ))∣
≤ ∑
γ≤m̃
(m̃
γ
)∣∂m̃−γhk0(Φk0(ζ))∣ sup
x∈Bk0
β∈Nd
0
, ∣β∣≤∣m̃∣
∣∂βf(x)∣
≤
(p.3)
∑
γ≤m̃
(m̃
γ
)C̃m̃−γ( 1
rn,3(wk0))
d+∣m˜−γ∣
sup
x∈Bk0
β∈N
d
0
, ∣β∣≤d(m+1)
∣∂βf(x)∣
≤ (∑
γ≤m̃
(m̃
γ
)C̃m̃−γ)( 1
rn,3(zk0))
d(m+2)
sup
x∈Bk0
β∈Nd
0
, ∣β∣≤d(m+1)
∣∂βf(x)∣
≤ C1( 1
rn,3(zk0))
d(m+2)
sup
x∈Bk0
β∈Nd
0
, ∣β∣≤d(m+1)
∣∂βf(x)∣
where the constant C1 ∶= ∑γ≤m̃ (m̃
γ
)C̃m̃−γ depends on m but not on ζ or k0. Hence
we have with q ∶= I1111G3I11112(p), where G3 is the d(m + 2)-fold composition of
I3,
∣I(ζ)[f]∣ = ∣∑
k∈K
∂(m+1,...,m+1)(hkf)(Φk(ζ))νI2(p)(ζ)∣
≤ ∣∂(m+1,...,m+1)(hk0f)(Φk0(ζ))∣νI2(p)(ζ)
≤ C1 sup
x∈Bk0
β∈Nd
0
, ∣β∣≤d(m+1)
∣∂βf(x)∣ νI2(p)(ζ)
rn,3(zk0)d(m+2)
≤
(8),(p.4)
C1D1 sup
x∈Bk0
β∈Nd
0
, ∣β∣≤d(m+1)
∣∂βf(x)∣νI111G3I11112(zk0)
≤
(ω.1)
Bk0⊂Ωn+1
C1D1A1∣f ∣q+1,d(m+1)
for all ζ ∈ U such that there is k0 ∈ K with ζ ∈ supp([∂(m+1,...,m+1)(hk0f)] ○Φk0). If
there is no such k0 ∈ K for ζ ∈ U , we have I(ζ)[f] = 0 which yields that the estimate
∣I(ζ)[f]∣ ≤ C1D1A1∣f ∣q+1,d(m+1) (11)
holds for all ζ ∈ U .
If we set V ∶= {f ∈ EV(Ω) ∣ ∣f ∣q+1,d(m+1) ≤ 1C1D1A1 }, then V is an absolutely convex
neighbourhood of zero in EV(Ω). We claim that the mapping
Ĩ ∶= 1
νI2(p)
I∶U → EV(Ω)′σ
is continuous where EV(Ω)′σ is the dual space of EV(Ω) equipped with the weak∗-
topology σ∗. Let ε > 0, ζ ∈ U and f ∈ EV(Ω). If there exists k0 ∈ K such that
ζ ∈ supp([∂(m+1,...,m+1)(hk0f)] ○Φk0) ⊂ Qk0 (there is at most one k0 by (9)), then
we choose 0 < δ1 < d∞∂Qk0 (ζ). For all x ∈ U such that ∥x − ζ∥∞ < δ1 the following is
valid:
∣Ĩ(x)[f] − Ĩ(ζ)[f]∣
= ∣∂(m+1,...,m+1)(hk0f)(Φk0(x)) − ∂(m+1,...,m+1)(hk0f)(Φk0(ζ))∣
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Since ∂(m+1,...,m+1)(hk0f) ○Φk0 is continuous on U , there is δ2 > 0 such that
∣Ĩ(x)[f] − Ĩ(ζ)[f]∣ < ε
for all x ∈ U with ∥x − ζ∥∞ < min(δ1, δ2). If there is no such k0 ∈ K for ζ ∈ U ,
we proceed as follows. First, we show that the family (supp([∂(m+1,...,m+1)(hkf)] ○
Φk))k∈K is locally finite in U . Let x ∈ U . Then there is k ∈ K such that x ∈ Bk. The
set Bk is a neighbourhood of x in U and by (p.2) it intersects only finitely many
Bj , j ∈ K. We deduce from (7), (8) and (9) that Bk intersects only finitely many
supp([∂(m+1,...,m+1)(hjf)]○Φj), j ∈ K, as well yielding the local finiteness. Second,
S ∶= ⋃k∈K supp([∂(m+1,...,m+1)(hkf)] ○ Φk) is closed in U as the union of a locally
finite family of closed sets. Hence there is an open neighbourhood Oζ ⊂ (U ∖ S)
of ζ and Ĩ(⋅)[f] = 0 on Oζ . Therefore Ĩ(⋅)[f] is continuous in ζ ∈ U in both cases
which proves our claim. In particular, Ĩ is Borel measurable and so I = ĨνI2(p) is
Lebesgue measurable since νI2(p) is Lebesgue measurable and scalar multiplication
is continuous. In addition, we have I(U) ⊂ V ○ ∶= {y ∈ EV(Ω)′ ∣ ∀ f ∈ V ∶ ∣y(f)∣ ≤ 1}
by (11). Next, we set
u∶C(V ○,R) → R, u(g) ∶= C0A2(p)∫
U
g(I(ζ))ψp(ζ)dζ,
and claim that this map is a well-defined positive continuous linear functional where
C(V ○,R) is the space of real-valued continuous functions on (V ○, σ∗). Due to
the Alaoğlu-Bourbaki theorem V ○ is weak∗-compact, the open set U is Lebesgue
measurable and g ○ I is Lebesgue measurable since g is continuous and I Lebesgue
measurable. Moreover, u is positive and linear and, if we equip C(V ○,R) with the
norm
∥g∥ ∶= sup
y∈V ○
∣g(y)∣, g ∈ C(V ○,R),
continuous as
∣u(g)∣ ≤ C0A2(p)∫
U
∣g(I(ζ)
´¸¶
∈V ○
)∣ψp(ζ)dζ ≤ C0A2(p)∫
U
sup
y∈V ○
∣g(y)∣ψp(ζ)dζ
= C0A2(p)∫
U
ψp(ζ)dζ∥g∥ ≤
(ω.2)
C0A2(p)∥ψp∥L1(Ωn+1)∥g∥
since ψp ∈ L1(Ωn+1) and U ⊂ Ωn+1 proving our claim where we denote by ∥⋅∥L1(Ωn+1)
the norm on the Lebesgue space L1(Ωn+1). Thus there is a positive Radon measure
µ on (V ○, σ∗) by [11, 7.6.1 Riesz Representation Theorem, p. 139] such that
u(g) = ∫
V ○
g dµ. (12)
Altogether, we obtain, keeping in mind that every f ∈ EV(Ω) defines a continuous
(linear) functional J(f)∶V ○ → K, y ↦ y(f), that
∣f ∣n,m ≤
(10)
C0A2(p)∫
U
∣I(ζ)[f]∣ψp(ζ)dζ = C0A2(p)∫
U
∣J(f)(I(ζ))∣ψp(ζ)dζ
= u(∣J(f)∣) =
(12)
∫
V ○
∣J(f)∣dµ = ∫
V ○
∣y(f)∣dµ(y).
Therefore EV(Ω) is nuclear by [29, 4.1.5 Proposition, p. 71]. 
Since nuclearity is inherited by (topological) subspaces of nuclear spaces due to
[25, Proposition 28.6, p. 347], all subspaces of EV(Ω), e.g. spaces of holomorphic
or harmonic functions, are nuclear as well if the family of continuous weights V
satisfies (ω.1)-(ω.3) and one of the conditions (s.1)-(s.3) is fulfilled.
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3.2. Remark. Theorem 3.1 is still valid if we replace the condition of νn, n ∈ N,
being continuous by being locally bounded away from zero, locally bounded and
Lebesgue measurable due to Remark 2.4 and the observation that J is Lebesgue
measurable if the functions νn are Lebesgue measurable. Concerning (s.2), we note
that we can switch to an equivalent system of seminorms on EV(Ω) by replacing Ωn
by its closure Ωn if Ωn ⊂ Ωn+1 for all n ∈ N. Further, we can replace the conditions
(s.1)-(s.3) by the condition that rn,k > 0 on Ωn for all n ∈ N and all k ∈ {1,2,3} as
this is the implication from (s.1)-(s.3) we need for Lemma 2.11.
3.3. Remark. Nakamura considers spaces of weighted smooth functions on an
open set Ω ⊂ Rd concerning nuclearity in [27] as well. We remark that his proof
of [27, Lemma 2, p. 51] is incorrect. His approach does not work if ∂Ω ≠ ∅ since
Ar, Br and B
′
r in [27, Lemma 2, p. 51] depend on the distance of x ∈ Ω to ∂Ω
and thus on x. Similarly, [28, Lemma, p. 144] and [28, Theorem, p. 145] treating
weighted holomorphic functions on an open set Ω ⊂ Cd are incorrect. Namely, if Ω
is bounded and his family of weights (Mα)α∈A only consists of one element which
is continuously extendable on Ω, then his space ZΩ{Mα} is an infinite dimensional
Banach space since it contains all polynomials. However, from [28, Lemma, p. 144]
and [28, Theorem, p. 145] follows that ZΩ{Mα} is nuclear which is a contradiction.
Acknowledgements. We thank M. Langenbruch for the hint at the conditions on
the weights and the partition of unity in [20].
References
[1] J. Bonet and P. Domański. The splitting of exact sequences of PLS-spaces and
smooth dependence of solutions of linear partial differential equations. Adv.
Math., 217:561–585, 2008.
[2] R. Engelking. General topology. Sigma Series Pure Math. 6. Heldermann,
Berlin, 1989.
[3] S. Funakosi. On criterion for the nuclearity of space S{Mp}. Proc. Japan Acad.
Ser. A Math. Sci., 44(2):62–65, 1968.
[4] I. M. Gelfand and G. E. Shilov. Generalized Functions, Volume 2: Spaces of
Fundamental and Generalized Functions. Academic Press, New York, 1968.
[5] I. M. Gelfand and N. Ya. Vilenkin. Generalized Functions, Volume 4: Appli-
cations of Harmonic Analysis. Academic Press, New York, 1964.
[6] A. Grothendieck. Produits tensoriels topologiques et espaces nucléaires. Mem.
Amer. Math. Soc. 16. AMS, Providence, 4th edition, 1966.
[7] L. Hörmander. Generators for some rings of analytic functions. Bull. Amer.
Math. Soc., 73(6):943–949, 1967.
[8] L. Hörmander. The Analysis of linear partial differential operators I. Classics
Math. Springer, Berlin, 2nd edition, 1990.
[9] P. D. F. Ion and T. Kawai. Theory of vector-valued hyperfunctions. Publ.
RIMS Kyoto Univ., 11:1–19, 1975.
[10] Y. Ito and S. Nagamachi. Theory of H-valued Fourier hyperfunctions. Proc.
Japan Acad., 51:558–561, 1975.
[11] H. Jarchow. Locally Convex Spaces. Math. Leitfäden. Teubner, Stuttgart,
1981.
[12] K. Junker. Vektorwertige Fourierhyperfunktionen und ein Satz vom Bochner-
Schwartz-Typ. PhD thesis, Universität Düsseldorf, Düsseldorf, 1979.
[13] W. Kaballo. Aufbaukurs Funktionalanalysis und Operatortheorie. Springer,
Berlin, 2014.
[14] A. Kaneko. Introduction to hyperfunctions. Mathematics and its applications.
Kluwer, Dordrecht, 1988.
18 K. KRUSE
[15] T. Kawai. On the theory of fourier hyperfunctions and its applications to
partial differential equations with constant coefficients. J. Fac. Sci. Univ.
Tokyo, Sect. I A, 17:467–517, 1970.
[16] H. Komatsu. Ultradistributions, I, Structure theorems and a characterization.
J. Fac. Sci. Univ. Tokyo, Sect. IA, Math. 20:25–105, 1973.
[17] K. Kruse. Vector-valued Fourier hyperfunctions. PhD thesis, Universität Old-
enburg, Oldenburg, 2014.
[18] K. Kruse. Weighted vector-valued functions and the ε-product, 2017. arxiv
preprint https://arxiv.org/abs/1712.01613.
[19] K. Kruse. The approximation property for spaces of weighted differentiable
functions, 2018. arxiv preprint https://arxiv.org/abs/1806.02926.
[20] M. Langenbruch. Splitting of the ∂-complex in weighted spaces of square
integrable functions. Revista Math. Complut., 5:201–223, 1992.
[21] M. Langenbruch. Asymptotic Fourier and Laplace transformations for hyper-
functions. Studia Math., 205(1):41–69, 2011.
[22] M. Langenbruch. Extension of Sato’s hyperfunctions. Funct. Approx. Com-
ment. Math., 44(1):33–44, 2011.
[23] R. Meise. Sequence space representations for (DFN)-algebras of entire func-
tions modulo closed ideals. J. Reine Angew. Math., 363:59–95, 1985.
[24] R. Meise and B. A. Taylor. Splitting of Closed Ideals in (DFN)-Algebras of En-
tire Functions and the Property (DN). Trans. Amer. Math. Soc., 302(1):341–
370, 1987.
[25] R. Meise and D. Vogt. Introduction to Functional Analysis. Clarendon Press,
Oxford, 1997.
[26] B. S. Mityagin. Nuclearity and other properties of spaces of type S. Tr. Mosk.
Mat. Obs., 9:317–328, 1960. [In Russian].
[27] M. Nakamura. Note on the nuclearity of some function spaces, I. Proc. Japan
Acad. Ser. A Math. Sci., 44(2):49–53, 1968.
[28] M. Nakamura. Note on the nuclearity of some function spaces, II. Proc. Japan
Acad. Ser. A Math. Sci., 44(3):144–146, 1968.
[29] A. Pietsch. Nuclear locally convex spaces. Ergeb. Math. Grenzgeb. (2) 66.
Springer, Berlin, 1972.
[30] S. L. Sobolev. Some Applications of Functional Analysis in Mathematical
Physics. Translat. Math. Monogr. 90. AMS, Providence, 3rd edition, 1991.
[31] G. Talenti. Inequalities in rearrangement invariant function spaces. In M. Kr-
bec, A. Kufner, B. Opic, and J. Rákosník, editors, Nonlinear Analysis, Func-
tion Spaces and Applications, Proc. of the Spring School, volume 5, pages
177–230, Prometheus, Prague. 1994.
[32] H. Triebel. Erzeugung nuklearer lokalkonvexer Räume durch singuläre Differ-
entialoperatoren zweiter Ordnung. Math. Ann., 174(3):163–176, 1967.
[33] H. Triebel. Nukleare Funktionenräume und singuläre elliptische Differential-
operatoren. Studia Math., 38(1):285–311, 1970.
[34] H. Triebel. Interpolation Theory, Function Spaces, Differential Operators.
Mathematical Library 18. North-Holland, Amsterdam, 1978.
[35] D. Vogt. On the functors Ext1 (E,F ) for Fréchet spaces. Studia Math.,
85(2):163–197, 1987.
[36] J. Wloka. Kernel functions and nuclear spaces. Bull. Amer. Math. Soc.,
71(5):720–723, 1965.
[37] J. Wloka. Reproduzierende Kerne und nukleare Räume I. Math. Ann.,
163(3):167–188, 1966.
[38] J. Wloka. Reproduzierende Kerne und nukleare Räume. II. Math. Ann.,
172(2):79–93, 1967.
NUCLEARITY 19
[39] T. Yamanaka. Note on some function spaces in Gelfand and Silov’s the-
ory of generalized functions. Commentarii mathematici Universitatis Sancti
Pauli/Rikkyo Daigaku sugaku zasshi, 9(1):1–6, 1961.
TU Hamburg, Institut für Mathematik, Am Schwarzenberg-Campus 3, Gebäude E,
21073 Hamburg, Germany
E-mail address: karsten.kruse@tuhh.de
