We study truncated Barsotti-Tate groups of level one (BT 1 ) and their extensions to pdivisible groups. Firstly we show that any BT 1 contains a certain minimal BT 1 as a non-zero subgroup scheme. This proves that any BT 1 is written as a successive extension of minimal BT 1 's. Secondly we prove that any successive extension of minimal BT 1 's which is a BT 1 can be extended to a certain successive extension of minimal p-divisible groups. As an application, we determine the optimal upper bound of the last Newton slopes of p-divisible groups with given isomorphism type of p-kernel.
Introduction
We fix throughout a prime number p. Let k be an algebraically closed field of characteristic p. In this paper, we present a new method to extend truncated Barsotti-Tate groups of level one (BT 1 ) over k to p-divisible groups over k. A good point of this method is that we can extend a BT 1 to p-divisible groups with various determinable isogeny types (Newton polygon).
Kraft and Oort classified the isomorphism classes of BT 1 's over k by final sequences (cf. §2.3). This shows that any BT 1 can be written as a successive extension of minimal BT 1 's (Definition 3.2), see Lemma 2.2. The second aim is to prove Theorem 1.2. Let G be a BT 1 
. If G is a successive extension of {H
, then G can be extended to a certain successive extension of minimal p-divisible groups {H m i ,n i } t i=1 . Hence for any pair of final sequence ν and Newton polygon ξ = ∑ t i=1 (m i , n i ) such that a BT 1 having final sequence ν is written as a successive extension of
, there exists a p-divisible group with final sequence ν and Newton polygon ξ. Note that for given ν such ξ is not unique in general.
As an application, we shall show 
Notations
For non-negative integers m, n we denote by gcd(m, n) the greatest common divisor, where for convenience we set gcd(m, 0) = gcd(0, m) = m for m ∈ Z ≥0 . For an integral domain R, we denote by frac(R) its field of fractions. For a set S, we denote by |S| the cardinality of S.
Preliminaries

The Dieudonné theory
Let K be a perfect field of characteristic p and W (K) the ring of infinite Witt vectors with coordinates in K. Let A K be the p-adic completion of the associative ring
with the Frobenius automorphism σ of W (K). A Dieudonné module over W (K) is a left A Kmodule which is finitely generated as a W (K)-module. A Dieudonné module is called free if it is free as W (K)-module. The covariant Dieudonné theory says that there is a canonical categorical equivalence D from the category of p-torsion finite commutative group schemes (resp. p-divisible groups) over K to the category of Dieudonné modules over W (K) which are of finite length (resp. free). We write F and V for "Frobenius" and "Verschiebung" on commutative group schemes. The covariant Dieudonné functor D satisfies D(F ) = V and D(V ) = F.
The Dieudonné-Manin classification
A segment is a pair (m, n) of non-negative integers with gcd(m, n) = 1. The slope λ(s) of a segment s = (m, n) is defined to be m/(m + n).
For a sequence (s 1 , . . . , s t ) of segments
A Newton polygon is a line graph of the form L(s 1 , . . . , s t ) with λ(s 1 ) ≤ · · · ≤ λ(s t ). Since this Newton polygon is the biggest one with respect to ≺ among line graphs obtained from the set {s 1 , . . . , s t }, we usually write this Newton polygon as s 1 
By the Dieudonné-Manin classification [6] , for any p-divisible group G over a field K of characteristic p, there is an isogeny over an algebraically closed field containing K from G to
for some finite set of segments s i = (m i , n i ). Thus we get a Newton polygon s 1 + · · · + s t , which is denoted by NP(G). One may suppose λ(
and call ρ 1 (G) the last Newton slope (or the highest Newton slope). Note the height of G is equal
We remark that h and
The Kraft-Oort classification
We review the classification of BT 1 's by Kraft, which was reobtained by Oort. The main references are [5] and [8] . Let K be a field of characteristic p. All group schemes will be over K and all homomorphisms of them will be over K. Definition 2.1. (1) A finite commutative group scheme G is said to be a BT 1 if We shall use the following basic lemma.
For i = 1, 2 we have H j (C • i ) = 0 for any j ∈ Z by the definition of BT 1 's. The long exact sequence deduced from the exact sequence
This means that G 3 is a BT 1 . Similarly we obtain (2) .
From this lemma, any direct factor of a BT 1 in the category of finite commutative group schemes is a BT 1 .
We review the classification of BT 1 's in terms of final sequences. 
Let G be a BT 1 over K of rank p h . For any subgroup scheme G of G over K and for any word The Kraft-Oort classification is described as:
Assume K is algebraically closed. We shall use k instead of K.
Definition 2.5. Let G be a BT 1 and ν its final sequence.
(1) We call G (or ν) BT 1 -simple if there is no non-zero proper BT 1 subgroup scheme of G. 
Then π is defined by
We call π δ the automorphism of B associated with δ. We define an automorphism
Obviously we have
Lemma 2.7. The map from the set of final sequences of length h to the set of equivalence classes of final types of length h sending ν to the class of (B, δ) defined by
Let G and G be BT 1 's. Let ν and ν be their final sequences and let B and B be their final types. We shall write the final sequence of G ⊕ G as ν ⊕ ν and its final type as B ⊕ B . Also we write a homomorphism f :
We review the inverse map of FS. Let ν be a final sequence and B = (B, δ) be its final type
We can construct a BT 1 , say G, having final sequence ν as follows. The Dieudonné module of G is defined to be
with F and V operations
By this construction, from any π-stable subset B of B we obtain a direct factor G of G, which is defined by
Minimal p-divisible groups
In this subsection we review the definition of minimal p-divisible groups (cf. [2] , §5.3 and [9] ) and show some basic facts.
Definitions
Definition 3.1. For non-negative integers m, n with m
with F, V operations:
where 
Note the Newton polygon of H(ξ) is equal to ξ.
Definition 3.2.
Let G be a p-divisible group and let G be a BT 1 . We call G (resp. G) minimal if there exist a Newton polygon ξ and an isomorphism from
over an algebraically closed field.
A description of D(H m,n )
In this subsection we assume m, n > 0 and gcd(m, n) = 1, and put
Thus we get α i , β i and X i for i ∈ Z/uZ. Obviously we have 
for any perfect field K of characteristic p.
The final type of H m,n [p]
We recall a part of [4] 
Construction of embeddings of certain minimal BT 1 's
The aim of this section is to prove Theorem 1.1. Before that, we define m ν , n ν , e ν and so on, and investigate some basic properties of them.
Ψ-cycles
Let ν be a final sequence, and let B = (B, δ) be its final type with B = {b 1 < · · · < b h }. We define a mapΨ :
We get a non-empty ordered subset of B:
whereΨ j denotes the composition of j copies ofΨ. ThenΨ induces an automorphism
Since for any i ≤ i we have
we have the commutative diagram
where the horizontal maps are defined by the unique ordered map from D to {0, · · · , |D| − 1}.
We put e ν := gcd(|C|, |D|) and define m ν , n ν ∈ Z by |C| = e ν n ν and |D| = e ν (m ν + n ν ). 
(2) We call the natural number e ν the Ψ-multiplicity in ν. Proof. Let s be the slope function of G (cf. [1] , IV. 5). Recall that s is the continuous realvalued function on R defined so that for each λ ∈ R, the straight line with slope λ tangent to the Newton polygon of G passes through the point (h, s(λ)). Hence in order to prove the proposition, it suffices to show s(ρ ν ) = dim Lie(G). Set m = m ν and n = n ν . By the same argument as in [3] , Proposition 6.1, we have
for any α ∈ Z ≥0 . Hence for any ε ∈ Q >0 and for any β ∈ N with βε ∈ Z ≥1 , we obtain F β(m+n+ε) M ⊂ p βn M , which can be paraphrased as
By [1] , Corollary on p. 88, the slope function s has the property:
From (4.1.7), this is equal to
The continuity of s implies s(ρ ν ) = dim Lie(G).
Remark 4.3.
Apology: in the proof of [3] , Proposition 6.3, the author confused the contravariant theory [1] and the covariant theory. But anyway [3] , Proposition 6.3 is true for any quasi-polarized p-divisible group. 
Interrelations between π-cycles and Ψ-cycles
2). Thus we have δ(b) ≥ γ(b).
Let us show We define two Q-valued functions on B by
and two Q-valued functions on D by (
(2) The following three conditions are equivalent:
Proof. Firstly we prove τ + (b) ≥ χ + (b) and the equivalence (i) ⇔ (iii) of (2) at the same time.
Let l be any non-negative integer such that δ(
The proof of (A1) is by induction on j. The case of j = 0 is obvious; if 
Since ( 
Slices and strings
The main reference is [10] , §2. Also see [7] , §4. We recall the definition of slices and strings (cf. [10] , §2) in terms of final types. Definition 4.9. Let B 1 = (B 1 , δ 1 ) and B 2 = (B 2 , δ 2 ) be final types and set π 1 = π δ 1 and π 2 = π δ 2 .
(1) A finite slice ω is a subset of B 1 × B 2 of the form
with |ω| = for s 1 ∈ B 1 and s 2 ∈ B 2 satisfying (a) δ 1 (s 1 ) = 1 and δ 2 (s 2 ) = 0,
We denote by Ω f = Ω f (B 1 , B 2 ) the set of finite slices of B 1 and B 2 .
(2) An infinite slice ω is a subset of B 1 × B 2 of the form
We denote by Ω ∞ = Ω ∞ (B 1 , B 2 ) the set of infinite slices of B 1 and B 2 .
Set Ω = Ω(B 1 , B 2 ) := Ω f Ω ∞ . An element of Ω is called a slice.
Let k be an algebraically closed field of characteristic p.
For an element r ∈ ω, we denote by η(r) (= η ω (r)) the integer η with 0 ≤ η < satisfying r = (π
(1) Let ω be a finite slice. A string of ω is the map ψ ω,a : B 1 × B 2 − −−− → k sending r ∈ ω to a p η(r) and r ∈ ω to 0 for an element a of k.
(2) Let ω be an infinite slice. A string of ω is the map
sending r ∈ ω to a p η(r) and r ∈ ω to 0 for an element a of F p |ω| .
Let G 1 and G 2 be BT 1 's over k having final types B 1 and B 2 respectively. There is a canonical isomorphism as additive groups Λ :
See [10] , (2.4) . Recall the definition of Λ. Let (ω, a) be a pair of slice ω and a ∈ k such that a ∈ F p |ω| if ω is infinite. To (ω, a) we associate an element f ω,a of Hom(D(G 1 ), D(G 2 )) as follows.
for ( * = 1, 2) as in (2.3.3) . Then putting r ij = (b
j . We show that the sum 
, which is not zero.
Proof of Theorem 1.1
The proof of Theorem 1. 
with c ij ∈ k. We will define M to be an A-submodule of (M 1 ⊕ M 2 ) ⊗ W frac(W ) generated by M 2 and 
a il e l for some a il ∈ L l , which will be chosen later so that M has the required properties. It suffices to show that there exists a solution {a il } (1 ≤ i ≤ u, 1 ≤ l ≤ t) satisfying 
