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Abstract
By using the averaging method, we study the limit cycles for a class of quartic polynomial differential systems as well as their
global shape in the plane. More speciﬁcally, we analyze the global shape of limit cycles bifurcating from a Hopf bifurcation and
also from periodic orbits with linear center x˙ = −y, y˙ = x. The perturbation of these systems is made inside the class of quartic
polynomial differential systems without quadratic and cubic terms.
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1. Introduction and statement of the main results
The existence and determination of limit cycles, i.e., isolated periodic solutions of differential systems in the plane,
constitutes a difﬁcult problem in the theory of differential equations. As it is well known, there exist limit cycles which
bifurcate from either a singular point or a center, limit cycles bifurcated from either a homoclinic or a heteroclinic orbit
and ﬁnally limit cycles which bifurcate from the inﬁnity [1,11]. In particular, there are ﬁve usual ways for analyzing
the number of limit cycles bifurcating from the periodic orbits of a center: the ﬁrst way is based on Poincaré return
map (see for instance [3,5] while the second one uses the Poincaré Melnikov integral (see [11, Section 6 of Chapter
4]); the third way is Abelian integral method (see for instance [3, Section 5 of Chapter 6; 1,13,25]); and the fourth one
relies on the inverse integrating factor method (see [7, Section 6 or 8,9]). This last way uses the averaging method that
allows additionally to a study of the shape of bifurcated limit cycles (see for instance [6,10,15,16,18,24]). Application
of any one among the above mentioned ﬁrst three methods gives only the orbits of the unperturbed system that turn
into limit cycles after perturbation. On the contrary, application of either the fourth method or yet the ﬁfth one can also
give the shape of bifurcated limit cycles up to any order of perturbation parameters (see for instance [14,17,22]).
In this paper we will use the averaging method to investigate the global shape of bifurcated limit cycles for the
two-dimensional autonomous quartic differential system:
x˙ = P1(x, y) + P4(x, y),
y˙ = Q1(x, y) + Q4(x, y), (1.1)
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where Pi and Qi denote homogeneous polynomials of degree i, and the overdots denote the ﬁrst order time derivatives.
Obviously, the nonlinearities in this system are homogeneous polynomials of fourth degree. More speciﬁcally, we shall
study the global shape of limit cycles arised in a Hopf bifurcation at the origin of (1.1) (Proposition 1.1) and also the
global shape of limit cycles of (1.1) bifurcated from periodic orbits of linear center (Proposition 1.2). A similar study
for the quadratic systems and the cubic systems can be found in [14,10], respectively. On the other hand, it is well
known that the Poincaré–Liapunov constants (see [20,21]) control the Hopf bifurcation from a linear center (for more
details see Section 3). The next purpose of the paper is to show that it seems to be also the case for limit cycles which
bifurcate from periodic orbits of the center. The fact that the Liapunov constants can control the bifurcation of limit
cycles from the periodic orbits of a linear center was also observed in [22,14].
The averagingmethodprovides a quantitative relationship between solutions of a nonautonomous periodic differential
system and solutions of its averaged autonomous differential system. However, it is not evident how to use this method
in order to make a suitable change of variables and pass from a given differential system to an Abelian differential
equation. To do so, we may use the second order approximation of the averaging method for investigating the periodic
solutions which bifurcate from the origin of the quartic system
x˙ = − y + (a1 + a2 + a3 + a4 + a5)x4 + (−4b1 − 2b2 + 2b4 + 4b5)x3y
+ (−6a1 + 2a3 − 6a5)x2y2 + (4b1 − 2b2 + 2b4 − 4b5)xy3
+ (a1 − a2 + a3 − a4 + a5)y4 + ε2a0x,
y˙ = x + (b1 + b2 + b3 + b4 + b5)x4 + (4a1 + 2a2 − 2a4 − 4a5)x3y
+ (−6b1 + 2b3 − 6b5)x2y2 + (−4a1 + 2a2 − 2a4 + 4a5)xy3
+ (b1 − b2 + b3 − b4 + b5)y4 + ε2a0y, (1.2)
at ε = 0. Then, we will be in a position to prove the following:
Proposition 1.1. If a0(a2b3 + a3b2 + a4b1 + a1b4)> 0, then there is a limit cycle bifurcating from the origin of (1.2)
for ε = 0. Moreover, for ε > 0 sufﬁciently small, the expression of this limit cycle in polar coordinates (r, ) is given by
r(, ε) = ε1/31/30 + 13ε4/34/30 c() − 13ε4/34/30 b() − 19ε7/37/30 b()c()
− 19ε7/37/30 c2() + 29ε7/37/30 b2() + O(ε10/3), (1.3)
where
0 =
√
a0
2(a2b3 + a3b2 + a4b1 + a1b4) ,
b() = (a2 − a3) sin() + (b2 + b3) cos() + (a1 − a4) sin(3)
+ (b1 + b4) cos(3) + a5 sin(5) + b5 cos(5),
c() = (2a2 + 4a3) sin + (2b2 − 4b3) cos + 2a4 sin(3)
− 2b4 cos(3) + 85a5 sin(5) − 85b5 cos(5).
Proposition 1.1 will be proved in Section 5.
Next, we will turn to the case of limit cycles which bifurcate from the periodic orbits of linear center x˙ = −y, y˙ = x
when we perturb it inside the quartic systems
x˙ = − y + ε[(1 + 2 + 3 + 4 + 5)x4 + (−41 − 22 + 24 + 45)x3y
+ (−61 + 23 − 65)x2y2 + (41 − 22 + 24 − 45)xy3
+ (1 − 2 + 3 − 4 + 5)y4] + ε2a0x,
y˙ = x + ε[(1 + 2 + 3 + 4 + 5)x4 + (41 + 22 − 24 − 45)x3y
+ (−61 + 23 − 65)x2y2 + (−41 + 22 − 24 + 45)xy3
+ (1 − 2 + 3 − 4 + 5)y4] + ε2a0y. (1.4)
Another application of the second order approximation of the averaging method leads to the following result.
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Proposition 1.2. If a0(23 + 32 + 41 + 14)> 0, then there is a limit cycle of (1.4), which is bifurcated from
a circular periodic solution of linear center with radius
0 =
√
a0
2(23 + 32 + 41 + 14)
of the linear center for ε = 0. Moreover, for any ε > 0 sufﬁciently small, the expression of this limit cycle in polar
coordinates (r, ) is given by
r(, ε) = 
1
3
0 +
1
3
ε
4
3
0 c() −
1
3
ε
4
3
0 b() −
1
9
ε2
7
3
0 b()c() −
1
9
ε2
7
3
0 c
2() + 2
9
ε2
7
3
0 b
2() + O(ε3), (1.5)
where c() and b() are deﬁned as in Proposition 1.1 with only formal changes to substitute ai and bi with i and i ,
respectively.
This Proposition will be proved in Section 6.
The rest of the paper is organized as follows. In Section 2, we recall some basic results on averaging theory of periodic
differential equations. Section 3 deals with Poincaré–Liapunov constants needed for Hopf bifurcation and perturbation
of centers. Since the key ingredient for the proof of Propositions 1.1 and 1.2 refers to periodic orbits of an Abelian
differential equation, Section 4 deﬁnes this Abelian equation. In the last two sections we prove our propositions.
2. The averaging theory
In this Section we summarize the main results on the theory of averaging that we will apply to the quartic system
(1.1). The next theorem provides a second order approximation to the solutions of a periodic differential system (for a
proof see [18, Theorem 3.5.1]).
Theorem 2.1. We consider the following two initial value problems:
x˙ = εf (t, x) + ε2g(t, x, ε) + ε3R(t, x, ε), x(0) = x0, (2.6)
and
y˙ = εf 0(y) + ε2f 10(y) + εg0(y), y(0) = x0, (2.7)
where x, y, and x0 lie in an open subset D of R, t ∈ [0,∞), ε ∈ (0, ε0], f, g : [0,∞) × D → R, R : [0,∞) × D ×
(0, ε0] → R, f, g, and R are periodic of period T in the variable t, and
f 1(t, x) = f
x
y1(t, x) − y
1
x
f 0(x),
where
y1(t, x) =
∫ t
0
(f (s, x) − f 0(x)) ds + z(x),
with z(x) a C1 function such that the averaged function of y1 is zero. Of course, f 0, f 10, and g0 denote the averaged
functions of f, f 1, and g, respectively, deﬁned as
f 0(y) = 1
T
∫ T
0
f (t, y) dt .
Suppose that
(i) f 0/y is Lipschitz in x, g, and R are Lipschitz in x and all these functions are continuous in their domains of
deﬁnition;
(ii) | R(t, x, ε) | is uniformly bounded by a constant in [0, L/ε) × D × (0, ε0];
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(iii) T is independent on ε; and
(iv) y(t) belongs to D on the time-scale 1/ε.
Then x(t) = y(t) + εy1(t, y(t)) + O(ε2) on the time-scale 1/ε.
An easy consequence of Theorem 2.1 is the following [14]:
Corollary 2.2. Under the assumptions of Theorem 2.1 the following statements hold:
(a) If f 0(y) ≡ 0 and p is an equilibrium point of the averaged system (2.7) such that

y
(f 10(y) + g0(y))
∣∣∣∣
y=p
= 0, (2.8)
then there exists a T-periodic solution (t, ε) of Eq. (2.6) which is close to p such that (t, ε) → p as ε → 0.
(b) If f 0(y) ≡ 0 and (2.8) is negative, then the corresponding periodic solution (t, ε) of Eq. (2.6) in the space of
(t, x) is asymptotically stable for sufﬁciently small ε. If (2.8) is positive, then this periodic solution is unstable.
We note that the averaging method provides the same information than the Abelian integrals at the same order (for
more details see [10]). But the functions that we must integrate are not the same.
3. Liapunov constants and Hopf bifurcation
We consider the case where the origin O of the system (1.1) is a linear center whenever the complex conjugate
eigenvalues + i of its linear part are the imaginary numbers, ±i (=0 and =1). We say that O is a center of (1.1) if
there exists a neighborhood U of O into which all nontrivial orbits of (1.1) are periodic. It is known that a linear center
is either a center, or a focus. In this last case O is called a weak focus. The case  = 0 is essentially different from all
the other cases, because it is not structurally stable in the sense that an arbitrarily small variation of = 0 changes the
qualitative behavior of the original system. We say that O is a strong focus if all eigenvalues  + i of the linearized
system are of the form ± i with  = 0 [9,11].
The following result goes back to Poincaré [19–21]:
Lemma 3.3. Consider the differential polynomial system:
x˙ = P(x, y) = x − y + P2(x, y) + · · · + Pm(x, y),
y˙ = Q(x, y) = x + y + Q2(x, y) + · · · + Qm(x, y), (3.9)
where
Pi =
i∑
j=0
aij x
i−j yj , Qi =
i∑
j=0
bij x
i−j yj .
Then there exist a formal power series
F = 12 (x2 + y2) + F3(x, y) + F4(x, y) + · · · ,
where Fi(x, y) denote homogeneous polynomials of degree i, and a sequence of polynomials V4, . . . , V2k · · · ∈
Q[, a20, . . . , b0m] such that
dF
dt
= F
x
P + F
y
Q =
∞∑
k=2
V2k(x
2 + y2)k .
The polynomials Vi are called the Poincaré–Liapunov constants. These are polynomials whose variables are the
coefﬁcients of (3.9). From the work of Poincaré (see for instance [23]) it follows that (3.9) has a center at the origin if
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and only if V2k ≡ 0 for all k. Eq. (3.9) has a ﬁne focus of order k at the origin if and only if V2k+2 is the ﬁrst nonzero
Poincaré–Liapunov constant. In this case, there are at most k limit cycles bifurcating from this ﬁne focus [2]. So, it
is important to ﬁnd the maximum order of a ﬁne focus for obtaining the maximum number of limit cycles which can
bifurcate from the origin for a given system. By writing (1.1) into the form
x˙ = x − y + (a1 + a2 + a3 + a4 + a5)x4 + (−4b1 − 2b2 + 2b4 + 4b5)x3y
+ (−6a1 + 2a3 − 6a5)x2y2 + (4b1 − 2b2 + 2b4 − 4b5)xy3
+ (a1 − a2 + a3 − a4 + a5)y4,
y˙ = x + y + (b1 + b2 + b3 + b4 + b5)x4 + (4a1 + 2a2 − 2a4 − 4a5)x3y
+ (−6b1 + 2b3 − 6b5)x2y2 + (−4a1 + 2a2 − 2a4 + 4a5)xy3
+ (b1 − b2 + b3 − b4 + b5)y4, (3.10)
this system becomes
z˙ = A0z + A1z4 + A2z3z¯ + A3z2z¯2 + A4zz¯3 + A5z¯4,
where z = x + yi, A0 =  + i, A1 = a1 + b1i, A2 = a2 + b2i, A3 = a3 + b3i, A4 = a4 + b4i, A5 = a5 + b5i. Direct
computations partially provide the ﬁrst three Poincaré–Liapunov constants V4, V6, V8 of the quartic system (3.10).
These constants are given by
V4 = , V6 = 0, V8 = −2(a3b2 + a2b3 + a1b4 + a4b1).
The above results are also referred to the formula of [4,12]. It follows easily from the arguments of [20] that a limit
cycle bifurcates from the origin if V6 = 0, |V4|  |V8| and V6V8 < 0. In Section 5 we shall study this Hopf bifurcation.
4. The system in polar coordinates and the Abelian equation
Using polar coordinates (r, ), system (3.10) becomes
r˙ = r + a()r4, ˙= 1 + b()r3, (4.11)
where the trigonometric expressions
a() = (−b2 + b3) sin() + (a2 + a3) cos() + (−b1 + b4) sin(3)
+ (a1 + a4) cos(3) + b5 sin(5) + a5 cos(5),
b() = (a2 − a3) sin() + (b2 + b3) cos() + (a1 − a4) sin(3)
+ (b1 + b4) cos(3) + a5 sin(5) + b5 cos(5)
denote homogeneous polynomials of degree 5 with respect to the variables cos  and sin . It is important to observe
that the differential system (4.11) is equivalent to the differential equation
dr
d
= r + a()r
4
1 + b()r3 (4.12)
in the region W = {(r, ) : 1 + b()r3 > 0}. Since any periodic orbit 	 surrounding the origin of system (4.11) is in W,
but does not intersect the curve 
 deﬁned by ˙= 1 + b()r3 = 0, there exist periodic orbits of Eq. (4.12). Now, let us
consider the diffeomorphism (r, ) → (, ), deﬁned by
= r
3
1 + b()r3 .
The idea of using the similar transformation = r2/(1 + b()r2) goes back to Cherkas’ contribution (see for instance
[6,23]).
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If we express Eq. (4.12) with respect to the variable  we obtain
d
d
= A()3 + B()2 + 3
= [6b()2 − 6a()b()]3 + [3a() − 9b() − b′()]2 + 3. (4.13)
As usual, b′() denotes the derivative of b with respect to . Moreover, A() and B() are trigonometric polynomials
with respect to cos  and sin  of degree 10 and 5, respectively. Eq. (4.13) is a particular form of Abelian differential
equations. The general form of such a differential equation was appeared for the ﬁrst time in Abel’s studies on elliptic
functions [11].
Thus, we have proved the following:
Proposition 4.5. The function r = r() is a periodic solution of system (4.11) surrounding the origin if and only if
() = r()3/(1 + b()r()3) is a periodic solution of the Abelian differential equation (4.13).
5. The Hopf bifurcation via averaging theory
By applying the second order approximation of the averaging method, we shall study the periodic solutions of the
Abel equation (4.13) and consequently the periodic orbits surrounding the origin for the quartic system (3.10). As we
shall see, a good asymptotic estimation of the shape for the limit cycle which bifurcates from the origin is obtained by
using this second order approximation together with the Abelian equation.
Proof of Proposition 1.1. Taking  = a0ε2 with ε > 0 sufﬁciently small, we are in a position to investigate Hopf’s
bifurcation at the origin of the quartic system (3.10) given by V6 = 0, |V4|  |V8| and V6V8 < 0. This way leads
to system (1.2) with associated Abelian differential equation (4.13). Now, in order to apply the averaging method to
Abelian equation (4.13). It sufﬁces to make the change of variables = ε. Then Eq. (4.13) becomes
d
d
= εf (, ) + ε2g(, ) + ε3R(, , ε), (5.14)
with f (, )= (3a()− b′())2, g(, )= 3(a0 − 2a()b()2) and R(, , ε)= 3(−3 + 2b()ε)a0b()2. The
functions f, g, and R satisfy all the assumptions of Theorem 2.2 with T = 2. Direct computations show that
f 0() = 0,
y1(, ) = [(4a3 + 2a2) sin() + (2b2 − 4b3) cos() + 2a4 sin(3)
− 2b4 cos(3) + 85a5 sin(5) − 85b5 cos(5)]2,
f 10() = 0,
g0() = (3a0 − 6(a2b3 + a3b2 + a4b1 + a1b4)2)2,
where we have used the notation of Section 2. Since a0(a2b3 + a3b2 + a4b1 + a1b4)> 0, Corollary 2.3 implies that
Eq. (5.14) has a periodic solution (, ε) near to
0 =
√
a0
2(a2b3 + a3b2 + a4b1 + a1b4) ,
and satisfying (, ε) → 0 as ε → 0. In fact, using Theorem 2.2, we have
(, ε) = 0 + εy1(, 0) + O(ε2).
So, going back to Eq. (4.13), we infer that this equation has a 2-periodic solution near to (, ε) = (, ε)ε such that
0(, ε) → 0 as ε → 0. Finally, returning to the equation in polar coordinates (4.12), we see that it has the 2-periodic
solution
r(, ε) =
(
ε(, ε)
1 − εb()(, ε)
)1/3
, (5.15)
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with r(, ε) → 0 as ε → 0. So this periodic solution is produced by a Hopf’s bifurcation at the origin of system (3.10)
when ε = 0. If we expand (5.15) in power series of ε, then we obtain expression (1.5). This completes the proof of
Proposition 1.1. 
6. Bifurcation of limit cycles from periodic orbits of linear center
Proof of Proposition 1.2. We want to study limit cycles which bifurcate from the linear center x˙ =−y, y˙ = x, when
it is perturbed inside the class of quartic systems (3.10). To apply the averaging method we may take =a0ε2, ai =εi ,
and bi =εi , in such a way to obtain the quartic system (1.4). Then the corresponding Abelian equation (4.13) becomes
d
d
= εf (, ) + ε2g(, ) + ε3R(, , ε), (6.16)
where f (, ) = (3a¯() − b¯′())2, g(, ) = 3(a0 − 2a¯()b¯()2) and R(, , ε) = 3(−3 + 2b¯()ε)a0b¯()2,
a¯() = a()/ε and b¯() = b()/ε. Note that Eqs. (5.14) and (6.16) are exactly the same with only formal changes to
substitute , a, and b by , a¯, and b¯, respectively. Taking into account these changes, we see that the results obtained
for  remain also valid for . Hence
(, ε) = 0 + εy1(, 0) + O(ε2),
where
0 =
√
a0
2(23 + 32 + 41 + 14)
,
y1(, 0) = [(43 + 22) sin() + (22 − 43) cos() + 24 sin(3)
− 24 cos(3) + 855 sin(5) − 855 cos(5)]20.
Now, returning to the equation in polar coordinates (4.12), we see that it has the 2-periodic solution
r(, ε) =
(
(, ε)
1 − εb¯()(, ε)
)1/3
, (6.17)
such that r(, ε) → 3√0 as ε → 0. So this periodic solution is produced by a bifurcation of the circular orbit of system
(1.4) when ε = 0 . Expanding (6.17) in power series of ε, we obtain expression (1.5). The proof of Proposition 1.2 is
completed. 
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