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𝑦 = 𝑦$ − 12𝑔𝑡) (1)	and	the	air-dominant	model,	where	the	object	falls	at	a	constant	speed	













𝑦 = /𝑦$ − 12𝑔𝑡) 	for	𝑡 ≤ 𝑡4𝑦$ − 𝑣-𝑡 	for	𝑡 > 𝑡4 (3)	where	𝑡4 	is	an,	unknown,	critical	time	for	transitioning	from	one	model	to	another.	Other	models	have	been	explored5,11	and	may	have	advantages	to	the	one	proposed	here.	To	reiterate,	it’s	not	the	particular	model	that	is	important	but	the	fact	that	there	are	an	infinite	number	of	possible	models	of	varying	complexity,	each	with	different	assumptions	and	limitations.	It’s	also	valuable	to	point	out	to	students	that	we	may	come	up	with	models	even	when	the	ones	we	have	actually	work	—	that	there	could	be	more	than	one	“correct”	answer.	The	process	of	model	creation	is	the	first	step	to	improving	our	understanding	of	the	system.	One	must	follow	this	with	the	techniques	to	analyze	and	compare	them.	We	often	stress	the	minimization	of	the	mean-squared	error	(MSE)	as	the	measure	of	the	``goodness	of	fit’’,	however	with	models	of	varying	complexity	this	measure	needs	to	be	improved.	This	we	explore	presently.	


















Model	1:	Constant	y = constant	 (5)	
Model	2:	Linear	y = slope ⋅ 𝑡 + intercept (6)	
Model	3:	Single-breakpoint	Constant	
y == PconstantQ 	for	𝑡 ≤ 𝑡4constant) 	for	𝑡 > 𝑡4 (7)		
Calculating	the	MSE	is	straightforward	for	the	constant	models.	The	constant	in	Model	1	is	just	the	average	of	the	entire	data	set	and	the	piecewise	constants	in	Model	3	are	just	the	average	values	in	those	time	ranges,	given	the	breakpoint	time,	𝑡4 .	The	MSE	for	the	linear	model,	as	for	the	examples	above,	is	provided	by	any	software	that	performs	linear	fits.	The	results	are	shown	in	Figure	6.	For	a	more	elementary	analysis,	one	can	easily	restrict	the	models	to	piecewise	constant	examples.	This	is	a	good	time	to	remind	students	about	the	meaning	the	``number	of	parameters’’	value,	𝑘,	in	the	calculation	for	BIC	(Equation	)	.	In	Model	1,	there	is	only	one	parameter	that	can	be	fit	or	adjusted	—	the	constant	—	so	𝑘 = 1.	For	the	linear	Model	2	there	are	two	such	parameters,	so	𝑘 = 2.	The	Single-breakpoint	Constant	Model	3	has	𝑘 = 3	because	each	of	the	two	constants	needs	to	be	fit,	but	also	the	time	of	the	breakpoint	is	a	third	adjustable	parameter.	It	can	be	challenging	for	students	to	recognize	the	breakpoint	time	as	an	adjustable	parameter,	because	our	eye	is	naturally	drawn	to	this	value.	However,	the	breakpoint	of	𝑡4 = 1980	in	this	data	is	really	the	result	of	finding	the	optimum	𝑡4 	(i.e.	lowest	MSE	or	equivalently	BIC)	for	the	breakpoint	model	across	all	possible	values	of	𝑡4 .	
	
Figure	6.	Density	of	pennies	vs	year	with	models	of	different	complexity:	single	
constant	(𝒌 = 𝟏),	linear	(𝒌 = 𝟐),	and	single-breakpoint	constant	(k=3).	Each	case	
improves	both	MSE	and	BIC.	Matters	get	interesting	when,	once	you	see	a	single	breakpoint	around	1980,	one	might	start	seeing	other	transitions.	Perhaps	there	is	one	around	1996?	Perhaps	others?	If	we	introduce	a	double-breakpoint	model,	with	breakpoints	at	𝑡4Q = 1980	and	𝑡4) = 1996,	we	can	see	(Figure	7)	that	the	extra	complexity	is	unwarranted	even	though	our	eye	may	think	there	is	a	transition	there.	A	discussion	of	the	idea	that	humans	see	patterns	in	random	noise	is	good	follow-up	to	this	exercise.	As	a	real	world	example	using	climate	change,	there	are	several	examples	of	fitting	the	global	temperature	trends	over	the	past	150	years	using	single	linear	models	and	piecewise-linear	models	with	different	numbers	of	breakpoints14.	The	criticism	of	the	piecewise	models	is	not	that	there	are	no	transitions,	but	that	the	extra	complexity	introduced	in	the	presumed	transitions	are	not	warranted	without	a	correspondingly	large	decrease	in	MSE.	
	
Figure	7.	Density	of	pennies	vs	year	with	two	piecewise	models	of	different	complexity:	





𝑇 = \𝐿𝑔 (8)	
Here,	we	can	easily	extend	our	comparison	to	the	messier,	large	angle	solution	or	one	of	its	approximations15,16,	
Large	Angle	
𝑇 = \𝐿𝑔 ^1 + 116𝜃$) + 113072𝜃$` + ⋯b (9)	
One	could	potentially	introduce	forms	including	the	decay	of	the	oscillation	or	any	other	interesting	variations.	Some	of	the	questions	which	the	students	could	answer	using	the	model	comparison	techniques	include,	
• When	is	it	appropriate	to	use	the	Small	Angle	model	over	the	Large	Angle	model?	• How	carefully	need	one	measure	the	period	and	angle	to	distinguish	three	terms	in	the	
Large	Angle	model	over	two	terms?	• If	you	don’t,	or	somehow	can’t,	measure	the	initial	angle	𝜃$	can	you	use	it	as	a	free	parameter	in	the	model	comparison?	One	can	even	introduce	the	model	pendulum	to	explain	walking	speeds.	For	example,	each	leg	can	be	seen	as	a	pendulum	during	the	swing	phase	of	a	normal	walking	step.	How	complex	of	a	model	is	needed	to	understand	the	speed	of	walking	quantitatively?	Is	a	simple	pendulum	enough	(i.e.	we	approximate	the	mass	in	the	center	of	the	leg)?	Is	a	uniform	solid	pendulum	a	justified	complexity?	Is	a	two-part	solid	pendulum	a	further	justified	complexity?	This	process	of	asking	questions	is	more	aligned	with	the	way	that	scientists	work	in	practice,	is	intrinsically	more	interesting	to	students,	and	provides	a	uniform	framework	for	approaching	all	physics	problems.	Following	this	approach	students	are	presented	with	some	of	the	central	points	in	all	scientific	endeavors:	1. All	models	are	wrong	2. Some	models	are	good	enough	and	that’s	what	we	work	with	(for	now)	3. The	generation	of	models	is	a	fundamentally	creative	human	enterprise	
Discussion and Conclusions I	have	used	this	approach	in	a	freshman	physics	lab,	where	to	some	students	I	have	had	to	describe	what	mean-squared	error	is	and	when	the	last	time	they	saw	logarithms	would	have	been	Algebra	II	in	high	school.	I’ll	admit,	the	calculation	might	appear	a	bit	like	a	“blackbox”	to	these	particular	students,	but	in	my	experience	it	doesn’t	detract	much	from	the	application	of	the	process,	if	one	describes	the	process	in	stages:	1. MSE	is	a	measure	of	the	difference	from	the	model	to	the	data	-	larger	MSE	=	larger	difference	2. one	term	in	the	BIC	is	directly	related	to	MSE	(i.e.	higher	MSE	=	higher	BIC)	so	it	can	be	used	in	comparing	differences	between	two	models	and	the	data	in	the	same	way	3. the	other	term	in	the	BIC	is	a	penalty	for	a	model	having	adjustable	parameters	and	thus	being	more	complex	Neither	the	derivation	of	BIC,	nor	any	advanced	statistics,	nor	the	detailed	properties	of	logarithms	are	required	to	understand	these	stages	and	thus	use	the	approach.	I	have	also	used	this	approach	in	advanced	freshman	and	sophomore	physics	labs.	At	first,	the	students	find	it	a	bit	unusual	—	they	haven’t	seen	this	approach	even	in	their	math	classes.	However,	after	doing	it	several	times	across	the	semester	they	become	much	more	comfortable	with	it,	especially	with	the	idea	of	the	complexity	of	different	models.	Model	comparison	is	the	bread-and-butter	of	working	scientists,	yet	it	isn’t	stressed	in	introductory	physics	labs.	Here	we	have	presented	some	straight-forward	examples,	
extending	traditional	physics	lab	exercises	to	include	the	process	of	model	comparison.	I	believe	this	approach	makes	these	lab	exercises	both	more	interesting	for	the	students	and	a	better	reflection	of	the	core	processes	of	science,	without	unduly	complicating	the	analysis.	The	examples	presented	here	can	be	modified	to	be	as	simple	or	as	challenging	for	the	needs	of	any	particular	class.	The	essential	idea	of	this	approach	can	be	applied	to	nearly	any	lab	activity,	and	generate	an	entire	family	of	new	and	interesting	student	experiences.	The	original	intention	of	this	approach	was	to	restrict	it	to	only	mathematical	models	—	the	BIC	is	a	mathematical	equation	after	all.	However,	the	idea	is	much	broader	—	those	models	with	more	adjustable	parameters	or	pieces	need	to	justify	those	parameters	by	fitting	the	data	even	better	than	models	without	those	parameters.	Philosophers	have	been	using	Occam’s	Razor	for	centuries	but	the	approach	here	brings	it	into	the	introductory	physics	laboratory.	
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