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ABSTRACT 
Single Photon Emission Computed Tomography (SPECT) has remained a major tool 
for in vivo localization of radiopharmaceuticals in nuclear medicine and is preformed 
routinely with commercially available radiopharmaceuticals to answer key clinical 
questions including those in cardiology, neurology, psychiatry and oncology. In the 
past 15 years, major steps have been made to produce new developments in both 
hardware technology and image-processing algorithms. In spite of all that there are 
physical obstacles, some inherent to the gamma camera and planar acquisition whilst 
others to the tomographic reconstructions, which still hamper accurate quantification. 
It is, therefore believed that further optimisation of these physical parameters is still 
essential. 
The ultimate goal of this work is to optimise SPECT systems. Specifically, the 
research aims to investigate the possibility of developing a SPECT system that 
combines the use of the optimum areas: potential use of new cerium-doped lanthanum 
crystals, LaBr3:Ce and LaCh:Ce, instead of the conventional NaI(Tl) scintillator, and 
optimum performance of 3D ordered-subsets expectation maximization (OSEM) 
reconstruction algorithms. Furthermore, this research work suggests the potential of 
using a new method for estimating random noise in SPECT images using the image 
gating technique. Monte Carlo simulations are very useful tools for optimising and 
assessing the geometry and components of the SPECT system as well as testing and 
assessing imaging and processing strategies. GATE is a recently developed 
simulation platform based on Geant4, specifically designed for Positron Emission 
Tomography (PET) and SPECT studies. Therefore, this thesis also contributes to the 
validation and development of GATE package. 
Experimental and simulated studies conclude that because the relatively new 
lanthanum cerium-doped scintillators; particularly LaBr3 have excellent energy and 
timing resolution, superior intrinsic spatial resolution and higher detection efficiency, 
they have the potential to replace NaI(Tl) as the scintillator of choice in single photon 
imaging. 
The superior performance of 3D OSEM compared to Filter Backprojection 
(FBP) particularly for low count statistics studies, including improved image contrast 
and spatial resolution has been clearly demonstrated. It could be concluded that 3D 
I 
OSEM has become a clinically practical alternative to FBP and probably the best 
choice of image reconstruction technique in SPECT, at present. Furthermore, the 
preliminary results demonstrate the potential for improving spatial resolution in 
SPECT imaging using a combination of LaBr3:Ce detectors and 3D OSEM image 
reconstruction algorithms. 
Results have illustrated that the estimation of SPECT image noise using the 
gating technique (temporal sub-sampling) can be an accurate method of estimating 
local noise levels in clinical nuclear medicine, planar and SPECT images. 
Furthermore, this method can be used for the objective optimisation of clinical 
imaging protocols and the selection of image reconstruction parameters, including the 
choice of image processing algorithms and its parameters, as has been demonstrated 
when using the two reconstruction techniques, FBP and 3D OSEM, with different 
parameters. 
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GENERAL INTRODUCTION 
Chapter 1: General Introduction 
1. 1 Nuclear Medicine 
Since the start of the atomic age, nuclear medicine has become a powerful and 
effective tool for detecting and treating specific physiologic abnormalities [1]. The 
opening of the nuclear reactor in Oak Ridge, Tennessee, for radionuclide production 
in 1946, has caused the number of radionuclide investigations to increase 
exponentially. For further historical information, good reviews on nuclear medicine 
by Rootwelt et al., [2] Carlsson [3] and Jaszczak [4] should be referred to. 
With over 10 million patients in EU every year benefiting from a nuclear 
medicine procedure, nuclear medicine has improved the quality of the health care 
system since its inception. 90% of these procedures are diagnostic whilst the 
remaining 10% are therapeutic [5]. 
The two main imaging modalities in nuclear medicine are Positron Emission 
Tomography (PET) and Single Photon Emission Computed Tomography (SPECT). In 
PET, an image is created when the isotropically emitted positron slows down and 
annihilates with electrons in tissue producing two almost back to back 511-ke V 
photons, which are measured in electronic coincidence by using opposing pairs of 
detectors. 
Conversely, single photon imaging (planar or SPECT) involves placing a 
collimator in front of a scintillation crystal or solid state detector. This ensures that 
only the gamma rays that are aligned with the collimator holes pass through to the 
detector, therefore determining the line on which the gamma emission is assumed to 
have occurred. 
1.2 What is the Role of SPECT in the Era of PET? 
The future of single photon emission imaging (including planar imaging and SPECT) 
in the PET era has been the subject of recent debate by some authors [6-12]. The 
debate is of great interest to those working in nuclear medicine worldwide, and it will 
have direct impact on training of future specialist practitioners, funding and space for 
such a transformation. Due to the superiority of PET over planar and SPECT imaging 
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(in terms of image quality and ability to assess regional function), Alavi and Basu [6] 
believe that PET will soon become the standard of care in nuclear medicine, whilst 
SPECT will decline over the coming decade. Alavi and Basu also predicted that 99Tcffi 
generators will be replaced by cyclotrons and that PET and PET ICT devices will 
progressively replace planar and SPECT imaging instruments over the next decade. 
However, the single-photon versus PET imaging debate is far from over. 
1.2.1 Arguments Supporting Continued Use of SPECT Systems 
Predicting future developments and the application of new technology is challenging 
and can be risky. In the coming sections, an alternative argument to Alavi and Basu's 
views is put forward to demonstrate the value and effectiveness of SPECT in the PET 
era. The arguments that will be put forward are based on a number of considerations 
and variables that deal with a wide range of issues. These include: 
(i) the physical properties of PET and SPECT systems 
(ii) the quality of radionuclide emission and the regulation of new agent approval 
(iii) the continuing clinical impact of imaging that can only be based on single 
photon emission 
(iv) dosimetry aspects 
(v) socioeconomic considerations. 
1.2.1.1 The physical performance of PET and SPECT systems 
Apart from preclinical SPECT systems, it is correct to say that SPECT technology can 
not currently compete with PET on image quality in terms of spatial resolution and 
sensitivity [13]. However, future advancement in collimator design [14] and detector 
technology may bridge the gap with PET in spatial resolution, as is the case with 
small animal scanners, where the most recent major advancements have been in 
SPECT and not in PET [15]. In addition, should a stationary 3D single-photon 
acquisition detector be built, such as a SPECT Compton camera [16, 17], the results 
would include: much improved absolute sensitivity (possibly approaching that of PET 
today) and better spatial resolution (close to the resolution of to day's intrinsic gamma 
cameras). Table 1.1 is a comparison of the current SPECT and PET specifications for 
both clinical and preclinical systems. 
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Table 1.1: Main comparative specifications for SPECT and PET systems [8, 13, 14, 15J 
System Clinical Clinical Preclinical Preclinical 
Parameter SPECT PET SPECT PET 
Resolution (mm) lO 5 1.2 1.5 
Sensitivity (%) 0.01 - 0.03 1-3 0.3 2-4 
Field-of-View (cm) 50 50 8 7 
1.2.1.2 The quality of radionuclide emission and the regulation of 
new agent approval 
New positron emitting radionuclides, such as 94Tcm, 1241 and 86y , have been recently 
recommended as superior alternatives for imaging due to their single-photon-emitting 
radionuclides [18-21]. These new radionuclides however, have limitations. Both 1241 
and 86y have complex decay schemes. About 23% of 1241 disintegrations only result in 
positron emission, however there is an associated emission of gamma rays with at 
least three different energy levels at 602 ke V ( 60% abundance), 722 ke V (10% 
abundance) and 1,691 keY (11% abundance) respectively. With 86y, the positron 
emission rate is higher than 1241, with 33% disintegrations resulting in positron 
emission. As is the case with 1241, numerous high energy gamma rays are emitted in 
the decay. When using standard attenuation and scatter correction, this combination 
leads to an unusually high activity/uptake in "cold" focal areas embedded in regions 
with higher uptake [22]. 94Tcm is also not an ideal radionuclide for imaging due to its 
nuclear properties. The decay of 94Tcm results in the emission of high-energy W 
particles (Emax=2.47 MeV) [18]. It cannot be produced in the quantity that is required 
and with the required radiochemical purity (compared to 99Tcm). Taking the above 
points into consideration, it appears that PET imaging and quantitation with either 
94Tcm, 1241 or 86y does not consistently represent optimal alternatives to single-photon 
imaging radionuclides. 
In addition to the small size of the radiopharmaceuticals' market, regulatory 
systems currently in place in the EU, US and Japan, significantly increases the cost 
and the related risk of development for pharmaceutical companies. One example of 
this was the development of the widely used 18F fluorodeoxyglucose (18F_FDG), 
which resulted from a process conducted by the scientific community lasting over two 
decades. This was without having to fully comply with current regulations for 
performing human studies. However, this process was vital in order to ascertain the 
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clinical usefulness of 18F_FOG. For this reason, it is unlikely that there will be many 
new agents reaching the market in the near future. 
99Tcm_ethyl cysteinate dimmer (99Tcm_ECOG), a 99Tcm-labelled version of 
deoxyglucose, was recently developed and is currently undergoing trails [6]. It 
behaves in a similar manner to 18F -FOG [7], however, due to the sensitivity limitation 
of the gamma camera, it will not be as clinically as useful as 18F -FOG. However, the 
6-h half-life would unquestionably be logistically easier to transport and work with. 
By enabling dual-tracer imaging, single-photon agents provide better targeting 
abilities than PET agents in some applications. This is only unique to SPECT and can 
be of great benefit when complex molecular interactions and the sequencing of 
cellular events are being studied [13]. Examples include: 99Tcm (140keV) sestamibi 
stress and 20lTl (75keVI167keV) rest myocardial perfusion imaging [23] as well as 
parallel use of a 99Tcm (140keV) labelled perfusion agent and an 1231 (159keV) 
labelled neurotransmitter agent [24] (with potential applications in diagnosis of 
neurodegenerative diseases, e.g. Parkinson's, Huntington's and Alzheimer's diseases). 
Recently, there has been supply disruption of the radionuclides which are 
produced by nuclear reactors as products of fission or neutron activation such as 99Tcm 
and 13II. The main source of these isotopes for use in the US is the National Research 
Universal Reactor in Canada, which in May 2009 began its second long, unplanned 
shutdown in less than two years [25]. The High Flux Reactor in Petten, Netherlands, 
is operating on a temporary permit to produce the isotopes, but it is expected to shut 
down early next year for repairs that will take several months to complete [25]. 
Nevertheless, although these supply disruptions could be temporary, 99Tcm has also 
been produced by linear electron accelerators [26] and an established new production 
capability is in the early stages of developments [25]. Furthermore, there are a variety 
of single-photon radionuclides which are produced by cyclotrons (e.g. 2IOTl) or linear 
particle accelerators (e.g. mI). Also, due to the high cost and low availability of 
dedicated PET systems, there has been considerable interest in more economical ways 
of imaging 18p_PDG than conventional PET scanners [27]. Two approaches to 
imaging 18F_FOG without a PET scanner have been developed: SPECT with a 
dedicated 511-keV collimator and coincidence imaging with modified dual-detector 
SPECT cameras. 
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1.2.1.3 The continuing clinical impact of imaging 
Daily clinical routines have illustrated the need for the continual interest in planar and 
SPECT imaging for pathophysiologic investigations. It is hard to imagine that they 
can be entirely replaced by PET procedures. Examples of these investigations include: 
dynamic renal scintigraphy, cistoscintigraphy for the evaluation of vesicoureteral 
reflux (VUR), with lower gonadal radiation exposure than in voiding 
cystourethrography [7], radionuclide studies that investigate the motor function of the 
gastrointestinal tract [28, 29] and investigations in the abdominal area [30] such as 
hepatobiliary scintigraphy which plays an important role in infants with biliary atresia 
or extrahepatic biliary obstruction [7], gastrointestinal bleeding scintigraphy (requires 
long imaging times) and Meckel's diverticulum scintigraphy [31]. Dynamic imaging 
is crucial in these investigations. However, tomographic imaging may, on occasions, 
represent some additional value in some phases of the study. 
The overall number of single-photon diagnostic procedures carried out 
between 2005 and 2007 in France, Germany, Italy, Spain and the UK fell by 1 % 
according to an informal report [32]. This decline in the overall number of procedures 
includes a range of 1.5% increase in Italy and a 4% decrease in Germany [32]. 
However, the number of myocardial perfusion scintigraphies performed in Germany 
between 2005 and 2006 rose slightly; this despite the materialisation of competing 
methods [9]. The statistics for EU are somewhat influenced by the high number of 
radionuclide bone studies. These studies make up 44% of the nuclear medicine patient 
mix and the year to year changes are small [32]. However, an independent report has 
shown that the UK and Germany are replacing lung scintigraphy with pulmonary 
Computed Tomography (CT) angiography for the diagnosis of acute pulmonary 
embolism at a fast rate (15% to 19% reduction in lung scans between 2005 and 2007). 
This trend is much slower in France and Spain (approximately 7% reduction), though 
in Italy, the level has been stable, and in some case, there has been an increase in the 
application of such radionuclide imaging [33]. Sentinel lymph node mapping is one of 
the fastest growing applications in nuclear medicine; however, the largest growth is 
seen in areas of diagnostics that were initially slow in implementing new nuclear 
medicine procedures such as transport studies, primarily using DATScan, which show 
the highest annually growth in EU [32]. These statistics show that to date, there is 
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little evidence showing that PET studies are taking over and replacing traditional 
nuclear medicine examinations. 
Data collected from developed countries that have been clinically using PET 
for more than a decade, such as Canada, show that there has been a continual increase 
in the number of PET facilities installed as well as in the number of clinical PET 
procedures carried out, thus confirming the increasing demand for PET [34]. The rise 
in PET imaging has had no negative effect on the use and availability of SPECT 
imaging. In actual fact, the number of gamma cameras installed in Canada over the 
same time period has remained constant, with a trend towards more dedicated SPECT 
facilities. The number of dual or triple head device gamma cameras in Canada rose 
from 58% to 69% between 2003 and 2007 [9]. Frost and Sullivan [35], a market 
analysis firm (Mountain View, CAl, predict that between 2008 and 2014, the annual 
growth rate for the SPECT ICT market will be 16%. This prediction takes into 
consideration that the mean age of the gamma cameras has remained somewhat 
stable; however, the mean age of PET instruments has decreased. 
1.2.1.4 Dosimetry aspects 
It is true that single photon emitters favour radiation dosimetry. During positron 
emission, a high dose of radiation is delivered to the patient, and the staff carrying out 
the process, are exposed to high radiation due to the high energy of the photons (511 
keV). It is most likely that the legislators will continue to demand a reduction in the 
radiation dose; therefore, developing new methods where the dose is reduced is of 
vital importance. Currently, a bone scan dose of 740 MBq of 99Tcm -methylene 
diphosphonate (MDP) delivers a whole-body dose of 4.2 mSv, whereas a 400-MBq 
dose of 18-FDG delivers a whole-body dose of7.6 mSv [12]. Using a bone scan dose 
of 550 MBq injected activity for both MDP and FOG, the relative whole-body doses 
would be 3.1 mSv and 10.5 mSv respectively. If a gamma camera with higher 
sensitivity were to be developed, the difference in this dose would increase, as the 
required single-photon emitter dose of 99Tcm -MDP may possibly be reduced. It was 
also suggested by Spyrou et af [36], that additional precautions and radiation dose 
awareness was required for staff working in centres using PET units. In order to 
reduce the risk of high dose from PET units, some Nuclear Medicine centres in the 
UK, using both PET and SPECT units, rotate their radiographers. 
-6-
GENERAL INTRODUCTION 
1.2.1.5 Socioeconomic considerations 
The ideal aim for the nuclear medicine community is to enhance every nuclear 
medicine centre to a high-standard level of equipment quality. This enhancement 
entails the inclusion of PET imaging capabilities and possibly a cyclotron for the local 
production of short lived positron emitting radionuclides. This common goal can be 
financially afforded by a limited number of countries (about 70 countries) due to the 
high cost of imaging equipment [7]. PET scanners, apart from the cyclotron, are on 
average four times more expensive than gamma cameras for SPECT systems. 
Developed countries that are able to financially provide PET facilities to their nuclear 
medicine community, such as Saudi Arabia, need to consider other factors such as 
managing the PET facilities. They would also need to provide sufficient numbers of 
well trained technologists, physicists and physicians to ensure that the PET facilities 
are fully utilised. Saudi Arabia currently has 76 SPECT gamma cameras compared to 
only 4 PET scanners. 
1.2.1.6 Future outlook for SPECT imaging 
For the abovementioned reasons, I firmly believe that even though single photon 
nuclear medicine faces tough competition from alternative imaging methods 
(specifically PET), it will survive and continue to provide highly valuable clinical and 
investigational data to the entire medical community. However, in order for SPECT to 
remain competitive in nuclear medicine, it must continue to develop and enhance its 
diagnostic and imaging capabilities to overcome the factors that degrade the accuracy 
of how SPECT images are visually interpreted or quantitatively analysed (factors 
inherent to the gamma camera, planar acquisition and tomographic reconstruction). 
Though, this will only be achieved with the exploitation of new technology. 
Some of these problems are being overcome with time and new advances have 
corrected some of the abovementioned phenomena. However, some of the physical 
properties detailed in Section 1.3 impede accurate quantification. For this reason, 
further optimisation of these physical parameters and investigation of new 
technologies is essential. The physical components and processes that require 
development or optimisation are outlined in the next section. A detailed explanation 
of the basic physics and detailed literature related to these phenomena is given in 
Chapter 2. 
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1.3 Potential Areas of Optimisation and Developments of 
SPECT Systems 
The development of SPECT has been a combination of advances in 
radiopharmaceuticals, instrumentation, image processing and reconstruction methods, 
and clinical applications. Although substantial progress has been made during the last 
decade, many opportunities for contributions in the future are highlighted in this 
Section. Figure 1.1 represents a schematic diagram of the main gamma camera 
SPECT system component and processes that have the potential of developments or 
optimisation. 
Figure 1.1: Schematic diagram of main SPECT gamma camera components and image process. 
1.3.1 Nal(TI) Crystal and PMTs 
Thallium-doped sodium iodide, NaI(TI), crystals and photomultiplier tubes (PMTs) 
have been used in SPECT for more than 40 years. It is a fact that over 35% of 
detected photons in SPECT are due to scatter and presently only 10% energy 
resolution ofNaI(Tl) is achieved. Also, it is known that the intrinsic spatial resolution 
improves with an increasing number of PMTs (e.g. 3.9 nun full width at half 
maximum (FWHM) for 37 tubes versus 3.6 mm FWHM for 75 tubes) [37]. 
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Cerium-doped lanthanum crystals, in particular LaBr3:Ce [38] and LaCh:Ce 
[39], have lately drawn significant interest due to their high light output and superior 
energy resolution which make them valuable alternatives to the conventional NaI(TI) 
scintillators. For example, an energy resolution of 6 % for LaBr3:Ce at 140 keY can 
reduce scattered events up to 25% in SPECT [37, 40]. Also, the short attenuation 
length of lanthanum-based crystals allows a reduction in scintillator volume by 25 %; 
hence, improving spatial resolution [37]. 
1.3.2 Collimator 
The collimator is a key physical component affecting SPECT image quality as the 
system sensitivity and spatial resolution are heavily dependent on the collimator. In 
cardiac SPECT, low-energy high-resolution (LEHR) collimators are commonly used. 
However, the achieved sensitivity and spatial resolution (currently 14-16 mm) with 
such collimators are still not satisfactory [41]. Any development or improvement on 
the collimator design will have positively significant impact on the image quality. 
Novel types of collimators (as opposed to conventional parallel-hole 
collimators) have been able to improve sensitivity without adversely affecting 
resolution. Important examples of these include (i) rotating slat collimators [42], (ii) 
converginghole (e.g. fan-beam and cone-beam) collimators [43], and (iii) rotating 
multi-segment slant-hole (RMSSH) collimators [44]. Particularly interesting are 
RMSSH collimators because in addition to improving the scanner sensitivity by a 
factor of approximately 2 or 4 (depending on whether 2 or 4 segments are used), they 
can obtain complete angle of tomography with few camera positions [45]. 
Pinhole SPECT was also an exciting example of technological advance which 
had introduced the possibility of considerably enhancing image resolution in SPECT 
(to sub-millimeter scale), particularly in the context of small animal imaging. 
However, it must be noted that use of a small pinhole further decreases system 
sensitivity. Subsequently, multi-pinhole collimators have been proposed and 
implemented [46]. A complicating factor with the high-resolution pinhole approach is 
the task of calibrating the SPECT devices (especially in the presence of camera 
rotation). An innovative solution to this consideration, which at the same time 
noticeably increases system sensitivity, is the design of stationary dedicated pinhole 
SPECT systems making use of a large number of compact detectors with multiple 
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pinhole geometries [47-49]. However, all new collimator designs need further either 
development or optimisation in parallel with novel image reconstruction techniques 
that accurately model these collimators [13]. 
1.3.3 Gamma Camera Shape 
Conventional SPECT systems, such as dual-head, require the cameras to be rotated to 
achieve sufficient projection angles. Several commercial companies have introduced 
an L-shaped camera system, which is specifically for cardiac SPECT imaging. This 
system configuration provides a means of detecting high-quality photons emitted from 
the anterior half of the body. However, even though these systems double the 
coverage of a single head system and halve the time for an 1800 acquisition, there is 
still a wide gap to be filled in the field of detection coverage [50]. Furthermore, 
systems requiring head rotation limit the flexibility of acquiring and processing 
dynamic series of dynamic images. 
Amongst the currently available systems, the three-head configuration 
provides the most comprehensive detector coverage. For that reason, it provides the 
greatest system geometric efficiency for cardiac SPECT [49]. Converging 
Collimators can further improve the sensitivity when imaging small organs [51]. 
However, it must be noted that even with fan-beam collimation, the current three-head 
configuration with standard Anger cameras of 40 cm field of view (FOV) is not 
exactly optimised for cardiac SPECT. This is due to the unrecorded portion of 
emitted photons through the remaining detection gaps at the comers of the triangle. 
With the ongoing development of the multi-detector SPECT system, several 
variations for the multi-detector arrangement have been proposed. SPECT systems 
using the multi-detector arrangement have the advantage of high sensitivity per image 
slice as well as high counting rate capability, which is mainly due to the array of 
multi-detectors completely surrounding the patient. However, they cannot provide 
many non-contiguous cross sectional image slices and they are usually more 
expensive than the traditional camera based SPECT systems. In general, the 
disadvantages of the multi-detector SPECT system outweigh the advantages, thus they 
are less commonly used in nuclear medicine clinics [52] 
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1.3.4 Acquisition Parameters 
The choice of acquisition parameters such as pixel size and angular sample plays a 
vital role in the final image quality. Typically the pixel size should be less than a third 
of the full-width at half-maximum (FWHM) of a SPECT system. In cardiac SPECT, 
due to larger source-detector distance, the FWHM is higher and the heart is closer to 
the centre of the reconstructed region. Hence, angular sampling between 4° and 6° is 
used [41, 50]. Also, the optimal projection data acquisition strategy (1800 or 360°) for 
myocardial perfusion (MP) SPECT remains controversial [53]. Unfortunately, there is 
no agreed upon optimum acquisition parameters that relate to a specific SPECT 
application and specific patient weight [54]. 
1.3.5 Image Reconstruction Technique and Parameters 
Due to increases in computational speed and improvements in reconstruction 
algorithms, iterative reconstruction has become a practical clinical alternative to 
filtered back projection (FBP) [55]. Iterative reconstruction techniques, such as 3D 
ordered-subsets expectation maximization (OSEM) [56], are attractive because they 
allow more accurate modelling of the emission and detection processes. However, to 
devise the best performing image reconstruction algorithm with an optimal set of 
parameters in clinical use is not a straightforward matter. 
1.3.6 Noise Estimation 
Quantifying noise levels in an image obtained from SPECT has long been a problem. 
This is because the noise present depends not only on the number of events counted, 
but also on the volume containing those events (image pixel size) [57]. Accurate 
noise estimation is of particular importance when it is desirable to report the 
significance of apparent lesions in a clinical image. Furthermore, it would be helpful 
for optimising acquisition and image processing protocols. 
1.3.7 Patient Motion 
Patient motion is unavoidable and constitutes a serious problem for any imaging 
reconstruction techniques. This is due to the long imaging times in SPECT (typically 
10 - 20 minutes). The measured inconsistent projection data leads to reconstruction 
artefacts which can significantly limit the accuracy of quantification of activity in 
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SPECT [58, 59]. Hence, an estimation of patient motion and appropriate 
compensation are highly desirable. 
1.3.8 Attenuation, Scattering and Partial Volume Effect 
The existence of scattering, attenuation and partial volume effect in the images limits 
the qualitative and quantitative accuracy of SPECT images. Without corrections, the 
uncertainty could be as high as 50-100% [60]. Hence, in order to produce fully 
quantitative data scattering, attenuation and partial volume effect corrections need to 
be considered. Although a variety of strategies have been proposed and clinically 
applied for these phenomena, negative side effects on the overall image quality, such 
as increasing image noise with correcting for scattering effects, is usually associated 
with applying these corrections 
1.4 Monte Carlo Simulation in SPECr 
Monte Carlo calculations have entered the clinical and scientific arena and have 
become a method of choice to develop and optimise imaging systems and to evaluate 
physical parameters that are difficult or even impossible to measure experimentally. 
Although a number of simulators for PET and/or SPECT were developed in the 1990s 
and early 2000s, until recently no code was considered as a standard for MC 
simulations in emission tomography including the general codes [61]. GATE 
(GEANT4 application for tomographic emission) is a relatively new Monte Carlo 
simulation package based on GEANT4 dedicated to nuclear imaging applications with 
the ambition to become the "gold-standard" in nuclear medicine simulations. 
1.5 Aims 
The main thrust of this research work is to optimise SPECT systems. As mentioned 
previously, a variety of physical components and parameters need to be optimised in 
order to achieve ultimate quality of SPECT images both quantitatively and 
qualitatively. Ideally, it is useful to investigate all these areas; however, due to time 
limitation, this thesis focuses on the following: 
1. Evaluation and validation of GATE as well as contribution to the code 
development. 
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2. An investigation of the potential use of LaBr3:Ce and LaCh:Ce scintillator 
materials in single photon imaging areas compared to NaI(Tl). These areas 
include: 
.:. Experimental characterisation of LaBr3:Ce and LaLa3:Ce detectors for 
gamma ray spectroscopy . 
• :. Evaluation and quality control tests for single-head gamma cameras 
comprising these new scintillators . 
• :. Investigation of the potential use of LaBr3:Ce scintillators for 
scintimammography imaging . 
• :. Preliminary study of Monte Carlo simulations of 18F_FDG SPECT 
imaging with a LaBr3 :Ce gamma camera. 
3. Optimisation of the 3D OSEM algorithm with 3D beam modelling and 
optional attenuation correction (Flash 3D) for 99Tcm SPECT images at 
different noise levels. 
4. Comparison of Flash 3D against conventional FBP with an optimized set of 
filter parameters, both with and without attenuation correction (AC). 
5. Evaluation and comparison of 3D OSEM with resolution recovery (HOSEM) 
versus Flash 3D. 
6. Investigation of the potential of improving spatial resolution in SPECT 
systems that combine the LaBr3:Ce detectors with 3D OSEM image 
reconstruction algorithms. 
7. Validation of the basic principles and evaluation of the potential of using a 
new method for estimating random noise in SPECT images. Our hypothesis is 
that temporal sub-sampling of SPECT projection data gating non-cardiac 
clinical SPECT scans can provide accurate non-biased and objective 
estimation of random noise and signal-to-noise ratio (SNR) in clinical SPECT 
images. This leads to the optimisation of region of interest (ROJ) using online 
modulation. 
1.6 Collaboration 
For our research to have a more practical bearing, collaboration with hospitals is 
required. In this respect, the Nuclear Medicine Department at St George's Hospital, 
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London was initially considered to experimentally investigate optimisation ROJ in 
SPECT images using non-cardiac gating approach. After a few months into the 
project, we encountered a setback following the departure of one of our collaborators 
to the Royal Marsden Hospital, Sutton. Despite this setback, we have endeavoured to 
keep the project on track and have tried a number of ideas; mainly the use of Monte 
Carlo simulation methods, to provide new impetus to the research; in particular, 
investigation of the potential use of the Lanthanum scintillators for SPECT systems. 
Department of Nuclear Medicine at Guy's Hospital, London, collaborated in 
validating GATE Monte Carlo simulation results against empirical measurements. 
1.7 Thesis Structure 
The thesis consists of seven chapters and specifically, the general structure of chapters 
three and five covers the literature review of the area under consideration, followed by 
a discussion of the key findings. 
Following the introductory chapter, an up-to-date detailed description of the 
physical principles of SPECT is given which should help in the understanding and 
achievements in the optimisation of SPECT systems. 
The third chapter describes, in four parts, the core methodology used in this 
project. The first part outlines the general basics of Monte Carlo while the second part 
specifically summarises the Monte Carlo simulation codes in the field of Nuclear 
Medicine. The third section highlights the GATE code in detail. The last part 
describes studies which were undertaken to verifY and validate the GATE Monte 
Carlo simulation code. 
Chapter four is divided into two main parts. Firstly, the experimental 
characterisation results of LaBr3:Ce, LaCh:Ce and NaI(Tl) crystals are reported. 
Secondly, the major findings of simulation studies of gamma camera SPECT systems 
using these three scintillators (LaBr3:Ce, LaCh:Ce and NaI(TI) are discussed. 
Chapter five consists of two major areas. Firstly, a concise literature review 
covering the sources of noise in SPECr images and SPECT noise estimation methods 
are highlighted. The second area describes the proposed technique and major findings 
of the validation of the basic principles and evaluation of the potential of using this 
new method for estimating random noise in SPECT images. 
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The sixth chapter describes the major findings of three studies: (i) an 
optimisation of 3D-OSEM algorithms in 99TcID SPECT images for different noise 
levels; (ii) a comparison of Flash 3D against conventional FBP with an optimized set 
of filter parameters, both with and without attenuation correction (AC); (iii) An 
evaluation and a comparison of 3D-OSEM with resolution recovery (HOSEM) versus 
Flash 3D; (iv) an investigation of the potential for improving spatial resolution in 
SPECT systems that combine the LaBr3:Ce detectors with 3D-OSEM image 
reconstruction algorithms. 
Finally, all of the work and main achievements, findings and conclusions, 
related to it are summarized in Chapter seven. Also, in this chapter, I recommend 
future research directions for gamma camera single-photon imaging technology that 
will help in further developing and optimising SPECT systems. It is strongly felt that 
planar and/or SPECT will still appear to be particularly suitable for routine use and to 
continue having a crucial position in diagnostic imaging. 
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Chapter 2: SPECT Principles 
2.1 Preamble 
Planar radionuclide imaging is widely used in clinical day-to-day practice and 
provides the advantage of fast acquisitions over a large area at a relatively low cost. 
However, the main disadvantage with this procedure is the lack of information with 
regards to the three-dimensional (3D) spatial distribution of radioactivity in the object. 
Moreover, the acquired images can show limited contrast due to the fact that the 
radioactivity signal from the target is often combined with that from overlapping 
structures. In contrast, single photon emission computed tomography (SPECT) 
produces images that represent the 3D distribution of radioactivity. This improves 
both image quality and the potential for the accuracy of quantification of activity 
distribution in vivo [1,2]. 
The main objective of this chapter is to provide a broad spectrum background 
of the physics principles of SPECT in detailed description in order to enable the 
reader to understand and achieve the optimisation of SPECT systems. 
2.2 Radiation Physics of Scintillators 
Most of the current medical diagnostic models using X-rays or y-rays use inorganic 
scintillators. It is therefore essential that the principles of radiation detection, 
scintillator basics and detector characteristics are well understood. 
2.2.1 Scintillation Detectors 
A scintillator is a material that possesses the ability to absorb ionising radiation, such 
as X-rays and y-rays, and then convert a large proportion of the absorbed energy into 
visible or prompt fluorescent photons. This visible light is subsequently converted 
into electric pulses by the photomultiplier tubes PMT and amplified and analysed by 
the electronic system. 
Scintillators can be liquid or solid, organic or inorganic, and crystalline or 
non-crystalline. Due to their hydrogen content, organic, liquid and plastic scintillators 
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are normally faster but with less light yield. They are generally used for the detection 
of ~ particles and fast neutrons. 
Inorganic single-crystal scintillators are normally used for the detection of X-
rays and y-ray , such a the 51 I keY y-rays used in PET. This is due to their higher 
density and atomic number, which leads to better detection efficiency, greatest light 
output and linearity in their response time. 
2.2.2 Mechanisms in Inorganic Scintillators 
With a scintillator material, the process leading to the luminescence may be divided 
into three distinguishable stages [3]: 
1) The absorption of the incident y-ray by the scintillator material, 
2) The transfer of energy to luminescent centres from thermalized electrons and 
holes. 
3) The return of the excited luminescent species to the ground state by non-
radiative quenching processes or by emitting a photon - known as the 
luminescence effect. 
2.2.2.1 Interactions of radiation with matter 
The scintillation mechanism tart with the ab orption of the incident photon. Within 
the range of a few keV to several MeV, there are four prevailing processes by which 
the X-rays or y-ray are absorbed. These are: 
1- Photoelectric effect 
2- Compton scattering 
3- Rayleigh scattering 
4- Pair production 
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Figure 2.1: Main interaction mechani m of radiation and matter: (a) Photoelectric; (b) ompton 
cattering and (c) pair production. 
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During the photoelectric effect, the energy of the incident photon (E = hv) is 
fully absorbed by the atom and a single electron is ejected (K-shell). The recoil kinetic 
energy of the atom is very small because its mass is large, so the final energy is the 
kinetic energy of the electron, Ee, plus the excitation energy of the atom. The 
excitation energy is equal to the binding energy of the ejected electron, EB . The 
energy balance is therefore Ey = Ee + EB. The atom subsequently loses its excitation 
energy. The absorption cross section for the K-shell electron is proportional to Kphel::::: 
ZI/E', where Z is the atomic number, E is the incident photon energy, 4 > n < 5 and 4 
> k < 5. For this reason, the photoelectric effect is dominant for low energy and high 
Z values (Figure 2.2). 
Figure 2.2: The relative importance of the three main types of gamma-ray interaction [4J. 
Within the absorbing material in the Compton scattering process (Figure 2.1b), 
the incident gamma-ray collides with generally an outer shell electron (free or loosely 
bound) and is scattered off at a certain angle. This is the most predominant interaction 
mechanism for y-rays typical of radioisotope sources. The photon's energy is 
subsequently shared between both the scattered electron and photon. The deflected 
photon energy is given by: 
E y' = Ey (2.1) 
1 + E r 2 (I - cos B) 
r1'1 oC 
Where Ey and Ey' represents the energy of the gamma-ray before and after the 
collision respectively, IIlo is the electron rest mass, c is the speed of the light in a 
vacuum and () is the scattered angle of the y -ray. Figure 2.3 illustrates the relationship 
between Ey (hu) and Ey' (hu') for a series of scattering angles, e, between 0° (forward 
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scattering) and 1t (backscattering). Through a quantum mechanical nature of the 
process, the probability of the Compton scattering at an angle e can be determined. 
This results in the Klien-Nishina formula for the differential cross section per electron 
and is given as: 
- = Zr 1 + ------:-----;---~ da 2( 1 )2(1 + cos2 B)( a2(l- cosO )2 J 
dO. 0 1 + a(1- cosO) 2 (1 + cos 2 B )(1 + a{l- cosO}) (2.2) 
Where da/dO is the differential scattering cross-section, Z is the atomic 
. E 
number of the scattering material, ro is the classical electron radIUs, and a = ~. 
moc 
This outcome is predominant for materials with low Z values and when the absorption 
cross section is proportional to ZlE (see Figure 2.2). 
The pair production process takes place for incident high energetic y-rays 
which are greater than twice the rest mass energy (1.022 MeV) which create the 
negative and positive electrons (positron) (Figure 2.1 c). In the scintillator, the positron 
will eventually lose its energy after coming into contact with an electron. Both the 
electron and the positron will destroy each other. The cross-section in case of pair 
production is given as: 
-
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Figure 2.3: Scattered pboton energy bu' against tbe incident pboton energy bu for various 
scattering angles 6 in tbe range from O· to n (5). 
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In coherent Rayleigh scattering, incident photons are scattered by bound 
atomic electrons. The atom is neither excited nor ionized and after the interaction the 
bound electrons revert to their original state. The atom as a whole absorbs the 
transferred momentum but its recoil energy is very small [6]. The incident photon is 
scattered with scattering angle 8 and has essentially the same energy as the original 
photon. The scattering angles are relatively small because the recoil imparted to the 
atom must not produce atomic excitation or ionization. Coherent scattering is only 
significant at low energies (~ 50 keY); however, its practical importance in nuclear 
medicine is limited as it is not an effective mechanism for transferring photon energy 
to matter. 
The cross section of the abovementioned interactions and the total cross 
section in the medium of water are represented in Figure 2.4. Therefore, the total 
probability of any of the processes taking place is the sum of the cross section of the 
different effects, and is given as: 
O"tota) = Tphoto + O"incoh + O"coh + Kpair (2.4) 
's-section 1 'em) 
10 
0. 1 
0.01 
.001 
Figure 2.4: Total cross section in water medium 17). 
The photoelectric effect is the most important process in a typical scintillator 
material. This is because the energy of the incident photon is fully absorbed by the 
cintillator detector. Low energy photons are produced in Compton scattering, which 
are a source of error in scintillator detectors. This is because most of these low energy 
photons could either e cape from the detection medium or be re-absorbed at a 
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different location from the initial location of interaction, which will eventually result 
in low spatial resolution. For this reason, precedence is usually given to scintillator 
materials with high Z values that present a high photoelectric fraction, i.e. the 
proportion of incident photons that interact fully with the scintillator material. 
F or an accurate description of photon interaction using Monte Carlo 
simulation in SPECT, Compton Scattering and photo-electric absorption are the 
pertinent effects that need to be modelled. However, the image may also be blurred 
due to the effects of coherent scattering because of the high probability at low angles 
of scatter (near 0°) and low energies [8]. 
Following the absorption of the y-ray energy and the creation of primary 
electron-hole pairs, the relaxation or the thermalisation of the created holes and 
electrons takes place. An atom with an ionised inner shell is relaxed either radiatively 
by emitting a photon, or non-radiatively by generating a secondary electron (Auger 
effect). Both the Auger electron and the primary electrons lose their energy by 
scattering an electron or emitting photons. Therefore, an atom with a hole in the inner 
shell undergoes a series of radiative and non-radiative transitions in a time of 10-13 to 
10-15 seconds [9]. 
2.2.2.2 Energy transfer 
During this stage of the scintillation process, electronic excitations (electrons and 
holes) transfer their energy to luminescent centres. Two types of energy transfer are 
possible: the electron - hole and excitonic types [10]. In the first case, the luminescent 
centre is excited by way of the consecutive capture either of a hole and electron 
(electronic recombination luminescence) or an electron and a hole (hole 
recombination luminescence). 
2.2.2.3 Luminescence 
The final stage of the scintillation mechanism involves the return of the excited 
luminescent species to the ground state by non-radiative quenching processes or by 
emitting a photon. 
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In inorganic materials, there are several different luminescent species and 
scintillation mechanisms [II]. The luminescent species may be intrinsic or extrinsic to 
the material. Intrinsic luminescence involves: 
• Electron-electron recombination 
• Free and impurity-bound excitations (where radiative decay is very fast and 
emission is very weak) 
• self-trapped (decay is much faster, but very weak, e.g. pure NaI, pure CsI and 
BaF2) 
• or, self-activated luminescence (decay time and luminosity are reduced, e.g. 
BGO, CeF3, CaW04 and CdW04). 
Extrinsic luminescence is associated with impurities or defects and additive 
dopant ions. In most cases the dopant ion, when in the role of an activator, may be the 
luminescent species or may promote luminescence. There are two possible cases. 
The first case uses activator ions or dopants such as Tl+, Ce3+, and Eu2+, which cause 
the ionisation holes and electrons to become trapped on the same luminescent ion. 
This can result in luminosities to be very high; close to the theoretical limits [12]. 
Examples of such scintillator materials include: CsI (TI) and LaCh:Ce [13]. The 
second case, core-valence luminescence, the energy gap between the valence band 
and the top core band is less than the fundamental band gap [14]. When an ionisation 
hole in the top core band is filled by an electron from the valence band, a photon is 
emitted. This process is permissible and the decay time is in the order of Ins [15]. 
However, due to the inefficiency of creating holes in an upper core bands, the 
luminosity is limited to approximately 2000 photons per MeV. Examples of such 
scintillator materials are: BaF 2, CsF, RbF, KMgF 3, BaLu2F 8 [16]. 
2.2.3 Characteristics of Inorganic Scintillator Materials 
Different characteristics are used for different scintillators and applications. In y-ray 
spectroscopy and dedicated detector systems, the most sought after properties are light 
yield, scintillation decay time and energy resolution. Other factors that play an 
important role include the density of the material, chemical stability, radiation 
hardness and production costs. 
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2.2.3.1 Light yield 
The light yield is equal to the number of photons emitted by the absorbed energy and 
is expressed in photons per MeV (photons/MeV) [17]. The light yield is dependant on 
several factors that play a role in the three stages of the relaxation of electron 
excitations described in the previous sections: creation of electron-hole pairs, energy 
transfer to emitting centres of interest and quantum efficiency of these centres [3]. In a 
given scintillating material, if the number of electron-hole pairs produced by the 
absorption of incident energy is Ne-h = ~ Ey/2.3Eg, where Eg represents the forbidden 
energy gap of the material and the parameter P ranging from 2 to 7 (typically 2 - 3), 
the scintillation light yield can be given by: 
L Y (phIMeV) = Ne-hSQ = (PEy/2.3Eg) SQ (2.5) 
Where S is the efficiency of transfer of excitation to the luminescent centre, Q 
is the quantum efficiency of the luminescent centre; P is conversion efficiency for 
creating electron-hole pairs and indicates the average energy required to produce one 
thennalised electron-hole pair. 
Light yield is directly proportional to the number of electron-hole pairs 
produced and is inversly proportional to the forbidden bandgap energy (in e V). As a 
result, the light yield is higher for small gap materials [18]. Therefore, the 
fundamental limit on the light output is governed by the band gap Eg and the value for 
P (Ne-h = ~Ey/2.3Eg). This point is illustrated by the curve shown in Figure 2.5, where 
the fundamental limit on light yield is described assuming ~ = 2.5. 
The fluorides have the largest bandgap and the smallest fundamental limit, 
whereas the sulphides have the largest fundamental limit and a small bandgap. For 
chloride and bromide compounds, the light yield is higher and close to the 
fundamental limit. On the other hand, oxide and fluoride compounds have been found 
to produce less light. However, in halide compounds, the value of the forbidden band 
decreased when passing from fluoride compounds to iodine compounds. Meanwhile, 
in the LaX3:Ce3+ series, the "gap-law" is not respected. 
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Figure 2.5: Theoretical and experimental light yields of scintillators as a function of their 
forbidden bandgap energy. The hatched bars represent the range ofthe bandgap value [18J. 
2.2.3.2 Detector efficiency 
The efficiency that a radiation-measuring instrument converts emissions from a 
radiation source into signals from the detector is referred to as detection efficiency. In 
order to obtain a maximum counting rate for minimum activity, the detection 
efficiency needs to be as high as possible. However, detection efficiency is affected 
by, absorption and scattering of the radiation within the medium or the source itself, 
intrinsic (the efficiency of the detector absorbing incident radiation), geometric 
(efficiency of the detector intercepting the emitted radiation from the source) and 
absolute [4]. 
Absolute full energy photo peak efficiency 
The absolute full energy photopeak efficiency is defined as: 
C E =-' xlOO% 
a,I N 
y 
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Where Ct is the number of counts in the full energy photopeak area, and t is 
the time of acquisition of counts. Ny is the total number of photons emitted by a 
source per unit time. 
Intrinsic full energy photopeak efficiency 
The intrinsic full energy photopeak efficiency depends on the detector material, the 
shape and size of the detector material, the energy of the incident radiation and the 
distance between detector and source. 
E. =~ 
I,p N*y (2.7) 
Where Ct are the recorded counts in the full energy photopeak and N*y is the 
number of radiation quanta incident on the detector. The relationship between the 
intrinsic and absolute efficiency in a non attenuating medium is giving as: 
E.=Ea 4n: 
I g (2.8) 
Where n is the solid angle of the detector seen by the actual source position. 
The solid angle is generally: 
no. of particles per second emitted inside the space defined 
Q = by the counters of the source and the detector aperture 
no. of particles per second emitted by the source (2.9) 
The most frequently encountered case (see Figure 2.6) of obtaining a solid 
angle is that of a point isotropic source at a certain distance (d) away from a detector 
with circular aperture (radius = r). The solid angle in this case is mathematically given 
as: 
g = 2n:(1- cos9) (2.10) 
or 
(2.11) 
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Figure 2.6: Diagram u ed for the calculation of solid angle between a point i tropic source and a 
detector circular aperture. 
Photo/raction 
Two general sources of background include environmental radiation and ource-
induced radiation in the detector. Environmental sources include cosmic radiation, 
natural radioactive sources in the air, such as radon and daughters, and contaminant in 
building material with unstable nuclides such a pota ium and uranium. Generally, 
source-induced radiation re ult from Compton cartering, pair production and 
photoelectric absorption with are ulting X-ray in the detector elcment or surrounding 
materials. Both conditions increase the background and reduce the ability to detect 
gamma-ray lines of intere t e pecially at low activity level. One method of 
measuring the performance of the y tern j the peak-to-total ratio, al 0 called the 
photofraction. It is defined a the number of counts in the full-energy photo-peak., 
divided by the total number of count in the spectrum. 
For the detection of y-ray with good spatial resolution, a material with high 
density and an element with a high atomic number are required. Photoelectric 
ab orption of the incident photon i strongly preferred ince the photon energy is 
deposited at a single po ition, wherea Compton interaction lead to several spatially 
separated energy depositions. The dependence of the photofraction [e = crp I(crp + crc)] 
for 511 keY photons on the atomic number i hown in Figure 2.7, where crp and crc 
are the cro - ection for photoelectric ab orption and Compton cattering, 
respectively. 
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Figure 2.7: Photoelectric ratios at 511 keV as a function of Z [19]. 
For y-rays, the stopping power is increased by maximising both the density 
and atomic number. High density and stopping power are important for reducing the 
amount of scintillator material required. 
2.2.3.3 The energy resolution 
The energy resolution R, is defined as the full width (AE) of the peak in the pulse 
height spectrum at half the maximum intensity (FWHM) divided by its energy E. It is 
defined as [20]. 
R = (AE)/E)FWHM = 2.35 N I/2 (2.12) 
Where N is the number of created charge carriers and 2.35 is the statistical 
property of the Gaussian distribution which gives the ratio between FWHM and the 
variance of a Gaussian distribution. However, in practice, a correction factor F (also 
called the Fano factor) is introduced with the purpose of measuring the departure of 
the observed statistical variation in the number of charge carriers from pure Poisson 
statistics: 
R= 2.35 (NF)112 (2.13) 
The energy resolution is also described as a function of different contributions. 
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(2.14) 
Where Rnp represents the fraction of non-proportionality. This accounts for the 
fact that the number of emitted photons is not proportional to the incident energy in 
some scintillators. Rinh is related to the inhomogeneity of the crystal, which brings 
about local variations in the scintillation light output. Rtr is the transfer resolution, 
which is related to the efficiency of the light collection detector (usually a PMT). RM , 
described by the Poisson Law, represents the intrinsic resolution of the detector. The 
combined effect of intrinsic and transfer resolutions are usually termed scintillator 
resolution R sci. In a perfect scintillator, the first 3 contributions are insignificant and 
the resolution is then given by: 
) 1/2 R = ~ = 2.35 (I - v /Nphe (2.15) 
Where v is the variance of the PMT gain and Nphe is the number of 
photoelectrons emitted by the photocathode. Using experimentally obtained 
photoelectron yields and values of v, the RM can be calculated. In addition, the light 
yield being proportional to Nphe, a good energy resolution requires a high light yield. 
Likewise, the energy resolution decreases for higher energies [18]. Figure 2.8 shows 
the observed energy resolution against the fundamental limit calculated with the Eq. 
2.15 using v = 0.1. 
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2.2.3.4 Timing properties 
In present day scintillators, the rate of scintillation decay is an important factor, i.e. 
the faster the decay the better. The rate of scintillation decay is defined as the time 
needed for a scintillation emission to drop off to lie of its maximum. The decay rate r 
of an excited state is generally given by [18]: 
(2.16) 
Where 't is the scintillation decay time, Aero is the emission wavelength, i and f 
represent the initial and final state respectively and Jl is the dipole operator. In a 
typical scintillator material, the scintillation decay time is a function of two 
parameters: rate of energy transfer and the decay time ofluminescent centres [21]. In 
the event of one of these two processes taking place, the decay time is given by the 
most delayed step. 
The timing resolution is another important timing property for inorganic 
scintillators, which expresses the ability to define precisely the moment of absorption 
of a radiation quantum in the detector. This factor depends on the number of photons 
emitted and the light intensity and is enhanced for materials that posses a short decay 
time and a large output, i.e. materials with a large radiative decay probability and high 
radiative quantum efficiency [22]. 
2.2.3.5 Emission wavelength 
For optimum light collection, the scintillator material must be transparent to the 
wavelength of its own emission [4]. If it is not transparent to the wavelength of its 
own emission, both the absorption and emission spectrum will come out together 
resulting in the reabsorption effect. 
The emission wavelength (Aero) of the photon is one of the factors that 
determine the transfer efficiency and, indirectly, the transfer resolution. For this 
reason, the choice of the best light collector (PMT, avalanche photodiode (APD)) 
depends on the wavelength ofthe emission and the light yield (Figure 2.9). 
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Figure 2.9: The emission wavelength for the transition between Sd and the ground state of Ce3+ 
ion compounds [18]. 
2.2.3.6 Count rate performance 
Since the pulses from a radiation detector are spaced randomly in time, the interfering 
effects between pulses, which is more likely as the count rate increases, may occur. 
These effects are generally called pile-up [4]. It is the pulse pile-up characteristics of 
the detection system that controls the highest possible radiation counting rate in a 
scintillator detector [23, 24]. 
The pile-up phenomenon is well known and can be categorised into two 
general types that have differing effects on the pulse height measurement. The ftrst 
type is known as peak pile-up and takes place when two or more pulses are close 
enough to each other to be treated as a single pulse by the analysis system. This pile-
up of pulses results in the pul es being moved from the proper position in the pulse 
height spectrum, and consequently, the area under the full-energy peak in the 
spectrum will no longer be a true mea ure of the total number of full energy events. 
The second type is called tail pile-up where the tail of a pulse superimposes 
the next one. This type of pile-up adds wing to the shape of the recorded peaks 
which inevitably wor ens the energy re olution. Tail pile-up will not be considered in 
this work as it doe not change the location of the acquired event within the energy 
pectrurn [23]. 
In the statistical analysi of pile-up, any natural dead time of the detector and 
the pre-amplifier i a umed mall compared with the pile-up resolution time ('t) of 
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the pulse-processing system. This is the minimum time (t) that is required to separate 
two events in order to prevent pile-up. Therefore, it is assumed that the events that 
arrive at the amplifier with a Poisson distribution only pile-up if they occur within 
time spacing less than t. 
It is also assumed that true events take place at a rate (n). However, due to 
pile-up, the recording system will perceive counts at a lower rate (m), so: 
n 
m = -- , nonparalyzable system 
l+nt 
(2.17) 
m = n e-nt , paralyzable system 
2.2.4 Scintillator Read-out 
In order to fully utilise the performance of a good crystal, choosing the best 
scintillator read out for the scintillation light is also important. Photomultiplier tubes 
(PMTs) are the most commonly used devices for scintillator readout. The noise 
contribution from the electronics is negligible due to the high gain of the PMT (106), 
however the statistical contribution has a significant role. In fact the drawback of the 
PMT is represented by its low quantum efficiency (of the order of 25%) which results 
in a photoelectron generation spread of the statistical contribution to the overall 
energy resolution, not optimal with respect to the intrinsic potentialities of the 
scintillator. The above contribution is further worsened from pure Poisson statistics 
due to the statistics of multiplication [24, 25]. Since the properties of the PMTs 
change as they age, and because they are susceptible to environmental conditions such 
as temperature, humidity and magnetic fields, it is difficult to maintain their long term 
stability. In addition they are bulky as well as expensive. 
Possible alternatives to conventional PMTs exist and have been used in a 
number of commercial y-ray imaging systems [26]. The positive alternatives include 
position-sensitive PMT (PSPMT) and the avalanche photodiode (APD). Recent 
introductions include the position-sensitive APD and the silicon photomultiplier; both 
of which are likely to be incorporated into SPECT in the near future. 
With conventional PMTs, there is no way of knowing what portion of the 
photocathode interacts with the scintillations, as they have no intrinsic localisation. 
PSPMTs are in essence a matrix of PMT elements that are more compact, have high 
gain, they are capable of localising events to several millimetres and they sample the 
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detector surface more efficiently than individual PMTs. They have been mainly used 
in small-field-of-view devices with individual, pixilated detectors [27]. However, 
there are wide gain variations across the field which therefore makes this device better 
suited for pixilated detectors. As with PMTs, the PSPMTs are also influenced by 
magnetic fields and environmental conditions [28]. 
APOs are solid state photon converters that can be viewed as a light-sensitive 
diode with a very high reverse bias [26]. Incoming photons release charge carriers 
(electrons and holes) in the cathode, which are then accelerated through the diode 
depletion zone with enough energy to create additional charge carriers. The final 
electronic signal is proportional to the original number of light photons that were 
detected. APDs have several advantages over PMTS. They are more rugged, very 
compact and unlike PMTs, they are in most cases unaffected by environmental factors 
such as magnetic fields. APOs have higher quantum conversion efficiency than PMTs 
and they also operate at a lower voltage. However, the APOs that are currently 
available have a maximum gain of approximately 250 (compared with 106 for PMTs). 
Large gains are advantageous in scintillator readout devices and are an important 
factor in energy resolution, as it allows the scintillator signal to be separated from the 
noise. For scintillators that emit light with longer wavelengths, such as CsI(TI), APOs 
are more compatible and are best suited for pixilated detectors. 
A Silicon Drift Detector (SOD) is another solid state device for photon 
conversion, which has been studied to readout scintillation light. The SDD is a 
photodetector that is considered to have very low noise on account of the low value of 
the output capacitance independent from the active area. In comparison to a PMT, the 
SOD provides a higher quantum efficiency which in turn reduces the spread 
associated to the statistics of photoelectron generation. With respect to APOs, the 
SSD offers a lower photoelectron statistic contribution, which is worsened in the APO 
due to the excess noise factor with respect to pure Poisson statistics. Furthermore, the 
behaviour of the SDO is stable; it is less sensitive to temperature and bias drift [25]. 
However, there still remains scope for improvement, particularly in the optimisation 
of the detection module. These devices have been investigated in PET systems and are 
likely to be used in scintillation based SPECT in the future as they continue to 
develop [29]. 
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2.3 SPEer Detector Requirements 
The most common task for a SPECT system is to image y-rays from 99Tcm (140 keY). 
Ideally, scintillation crystals used in SPECT should have high light output (for good 
energy resolution and intrinsic spatial resolution), high density (>3.5 g/cm3), an 
emission wavelength well matched to PMT readout (300-500nm), short decay time 
«l~) and of course be cost-effective [30, 31]. 
The most desirable improvement for SPECT scintillators is increased 
luminous efficiency. This could improve the energy resolution from its present 9% 
FWHM for 140 ke V gamma rays, and also allow the same intrinsic spatial resolution 
to be achieved with fewer (but larger) PMTs. While there are few predictions of how 
improved energy resolution would impact SPECT, background due to Compton 
scatter (which can be reduced by accurate energy measurement) contributes =35% of 
the counts in a SPECT image, and the number of scatter events is linearly proportional 
to the energy resolution. Therefore, reducing the energy resolution from 9% to 6.75% 
would reduce the number of scattered events to 25% [30, 31]. 
Over the years, many studies have been developed on cerium-doped oxides 
and recently, cerium-doped halide compounds have come to the foreground also. The 
attention was particularly focused on the study of lanthanum trihalides LaX3:Ce (X 
could be: F, , Cl, Br or I) scintillation properties. 
LaF3:Ce showed very poor light yield of 2200 photonslMeV [30]. LaI3:Ce has 
the smallest band gap of the compound family but it shows good light production of 
16000 photonslMeV only for temperatures below lOOK: as the temperature rises, this 
property dramatically decreases reaching the value of some hundreds ofphotonslMeV 
at 200K [30, 32]. Furthennore, it is new enough that its achievable energy resolution 
at SPECT energies is not yet known. RbGd2Br1:Ce contains naturally radioactive 
81Rb, which creates a background that makes it unacceptable for SPECT [29]. 
Both LaCh:Ce and LaBr3:Ce match or surpass NaI(Tl) in all performance 
categories [30]. Most importantly, they have 30% and 60% higher light output (for the 
chloride and bromide, respectively) and better energy resolution (6-7.5% vs. 9% 
FWHM at 140 keY). This higher light output would enable Anger cameras to use 76 
mm PMTs to achieve intrinsic spatial resolution similar to what is presently achieved 
with 51 mm PMTs (3.Smm FWHM) using NaI(Tl), reducing the number ofPMTs by 
a factor of two [30]. The improved energy resolution could also allow the Compton 
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scatter background to be reduced from 35% to as low as 25%. LaBr3:Ce has the 
additional benefit of shorter attenuation length, which would reduce the volume of 
scintillator by one quarter [30, 32]. Table 2.2 summarizes the comparative 
scintillation properties that are most relevant for SPECT [33-36]. 
Table 2.1: Summary of comparative properties for LaBr3:Ce(5%), LaCI3:Ce(10%) and Nal(TI) 
scintillators. 
Density (grn/cm3) 
Effective atomic number (Zeff) of host 
Energy resolution (at 140 keY) 
Light output (photonslMeV) 
Wavelength (mm) 
Decay time (ns) 
Attenuation length at 140keV (rnm) 
5.29 
46.9 
:::::6% 
63,000 
380 
20 
3.7 
3.79 
49.5 
:::::7.5% 
46,000 
350 
25 
3.9 
2.4 LaCI3:Ce and LaSr3:Ce Literature Review 
CsI(TI) 
4.51 
54 
::::: 12% 
52,000 
550 
900 
4.1 
NaI(Tl) 
3.67 
50.0 
9.5% 
39,000 
415 
240 
5.3 
Since the discovery of LaCh:Ce and LaBr3:Ce as a scintillator by Delft and Bern 
Universities [9], several groups have furthered the understanding of their properties 
and potential uses in SPECT imaging. Also, Saint-Gabain Crystals has made 
considerable progress in their commercial availability and sizes, now a 10 cm x 10 cm 
crystal is available with different thicknesses [33]. 
As the scintillation yield and decay time of a crystal are crucial to a material's 
features, many authors have investigated the effect of Ce concentration on these two 
properties. In general, samples with higher Ce concentration demonstrated faster rise 
and decay times and subsequently yielded superior time resolutions. Shah et al [37] 
have shown that the light output does not change significantly with changing Ce 
concentrations. Also, the effect of the Ce3+ concentration on the energy resolution has 
been studied [21). For an ideal Ce3+ concentration of 10%, the energy resolution 
improves as shown in Table 2.1. 
Table 2.8.2: Light Yields derived from Pulse-Height spectra and energy resolution as a function 
of Ce3+ concentrations 21 
Host 
LaCl3 
LaCb 
LaCb 
LaCb 
LaC13 
ICe +) Photon yield (10 Energy resolution 
% (0/0) phlMeV 
O.SJIS 3J1S 
2 44±1 
4 37±1 47±1 
IO 45±1 49±1 
30 42±1 43±1 
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34±1 
49±1 
4.7±0.2 
3.5±OA 
49±1 3.S±OA 
49±1 3.1±O.3 
43±1 3.3±0.3 
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The manfacturer, Saint-Gobain Crystals [33] has reported that in the 
temperture range from O°C to +55°C, the light ouput of the LaBr3:Ce crystals changes 
less than 1 %, and the light output changes less than 5% in the range of -65°C to + 
140°C. They have also reported that temperature stability of the LaCI):Ce and 
LaBr3:Ce from -20°C to + 175°C makes these scintillators ideal for instruments 
operated in harsh environments [35]. Furthermore, the low melting point of the 
LaBrJ:Ce and LaCi):Ce scintillators (842 ·C and 861 ·C, respectively) suggests that in 
the long run this scintillator can be cost-effective [36]. 
The most important characteristic of these crystals is represented by the 
scintillation light yield proportionality as a function of incident gamma ray energy. 
This involves an absolute innovation in gamma ray imaging with the possibility of 
energy resolution values nearly halved with respect to the past (6-7% at 140 ke V and 
3-4% at 511 keY) [37, 38]. 
Several researchers have investigated LaBrJ:Ce crystals and shown that the 
energy resolution of the 662 ke V full energy photopeak was estimated from a 
Gaussian fit to be 2.6% to 2.8% FWHM at room temperature [39, 40]. Such high 
energy resolution has never been achieved with any of the established inorganic 
scintiIlators (even in small sizes) at room temperature. Furthermore, it is important to 
note that the energy resolution of LaBrJ:Ce at 662 keY gamma ray energy approaches 
that of room temperature semiconductor detectors such as CdTe and CdZnTe [37]. 
This extremely good result is due to both very high light output at a wavelength suited 
for the photocathode (63000 light photonslMeV) and very small non-proportionality 
with photon energy 0fthe scintillator (less than 5%) [32]. 
In semiconductor emission tomography systems, the best energy resolution 
does not influence spatial resolution that is only related to the crystal pixellation size. 
However, in a continuous scintillation detector, according to Anger camera principles, 
spatial resolution can be strongly enhanced by the very high energy resolution. It has 
been demonstrated that LaBr3:Ce and LaCh:Ce can easily work as continuous 
detectors allowing sub-millimeter spatial resolution values at 140 ke V photon energy 
when coupled to a Position Sensitive PMT [38, 41]. Also, Pani et al [38] have 
reported that the detector efficiency for LaBr3 at 140 keY is 80% and 95% for the 
5mm and the 10mm thickness camera, respectively. 
Unfortunately, the lanthanum halide scintillators have a few drawbacks of 
their own: internal radioactivity, hygroscopic nature, and a low response at low 
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energies that results in the resolution being inferior than that of NaI(Tl) below 
approximately 100 keY. The internal radioactivity is due to naturally occurring 
radioisotopes 138La and 227 Ac [42, 43]. Nevertheless, the hygroscopicity needs not be 
of great concern when the material seems to have very good scintillation properties 
and the internal radioactivity drawback is likely to be serious only for the very long 
times of counting in low activity measurement. 
2.5 Radiopharmaceuticais and Radionuclides 
Radiopharmaceuticals are chemical compounds labelled with radionuclides, which are 
designed to provide information regarding a specific physiological system. They are 
administered into the patient either by injection, orally or by inhalation. This depends 
on their mechanisms of concentration in the organ or system being investigated. They 
can be presented in several forms such as inorganic salt, gas, organometalic complex, 
organic molecule, etc. 
Although there are no ideal radiopharmaceuticals, the compound that will be 
used should possess the following characteristics: 1) the concentration of the 
compound should be greater in the target organ or tissue than in non-target regions, 2) 
the binding to the radionuclide should be strong enough to allow the completion of the 
investigation, 3) their preparation should be simple, convenient, fast and cost effective 
and 4) the effect on the normal physiological condition of the patient must be as low 
as possible. For the purposes of radiation protection, it is vital that the patient is 
administered with a dose that is as low as reasonable possible without degrading the 
diagnostic quality of the images [44]. 
During the imaging process, the ideal energy range of the gamma photons is 
approximately between 70 and 200 keY. For gamma energies lower than this range, 
too many photons would be attenuated in the patient, and will contribute to the dose, 
but not to the image. For higher gamma energies, medium energy or high energy 
collimators are required, which would have a negative effect on spatial resolution and 
sensitivity. 
When selecting a radionuclide for radionuclide therapy, the characteristics 
with regards to the dose are somewhat reversed. In cases such as this, the half-life, 
type of radiation and the particle energies should be matched in order to deliver a high 
dose to the treated tissues. When imaging is used to follow up treatment, photon 
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emissions are needed. Examples of radionuclides used for therapy include 1311, 90y, 
153Sm, 32p and 89Sr. 
Table 2.3: Characteristics for the common radionuclides used in nuclear medicine imasins. 
Principal 
Half- Decay Photon Clinical 
Radionuclide Compound Imaging 
life Mode Emissions Mesurement 
(keV) 
99iiif c-methylene 
diphosphonate Planar Bone metabolism 
(MOP) 
Sestamibi 
(Cardiolite) SPECTor Myocardial 
99mTc Tetrofosmin Planar perfusion 6.02 h IT· 140.5 
(Myoview) 
MAGJ 
Planar Renal function 
DTPA 
HMPAO (Coretec) SPECT Cerebral blood 
ECD SPECT flow 
20lTI 68-80 SPECTor Myocardial 73.1 h EC Thallous chloride 
X-rays Planar perfusion 
1311 8d p- 364 Sodium iodide Thyroid function 
67Ga 78 h EC 93,185,300 
Sequestered in 
Gallium citrate Planar tumours 
l"ln 67 h EC 
Labelled white 
Sites of infection 172,247 
blood cells 
Labeled Neurodegenerative 
1231 \3.2h EC 159 neurotransmitter SPECT diseases, e.g. 
Agent Parkinson's 
Innervation of the 
MIBG SPECT myocardial cells 
after ischemia 
Dysfunctional 
PET or myocardial ISF 109.8 ~+ 511 Fluorodeoxyglucose SPECT segments! 
Oncology 
• IT, isomeric transition; EC, electron capture 
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At present, in nuclear medicine, there are several radionuclides being used 
which are produced by either nuclear reactors (as products of fission or neutron 
activation) or by cyclotron or linear particle accelerators [as products of a nuclear 
reaction (p,n), (p,2n), (d,n), (d,2n) or (a,2n)]. The radionuclide may also be a meta-
stable daughter of a long-lived parent, eluted from a generator. Table 2.3 [45] lists the 
most commonly used radionuclides in nuclear medicine imaging. 
2.6 SPECT Fundamentals 
SPECT is an imaging system appropriate for visualising functional information about 
a patient's specific target (i.e. organ or a body system). A radio-pharmaceutical, 
which is a pharmaceutical labelled with a radioactive isotope, is first administrated to 
the patient orally or by injection. The radiopharmaceutical is chosen as a function of 
the organ to be studied. In SPECT, the radio-pharmaceutical emits single gamma-rays 
isotropically. Emitted 'Y-photons are then detected in specific directions using a 
rotating y-camera. Rays detected in a given direction yield a projection. At the end of 
an acquisition procedure, a set of two-dimensional (2D) projections are available to 
reconstruct the 3D radio-pharmaceutical distribution within the body [46]. As almost 
all commercially available SPECT systems are based on the y-camera detector, the 
basic components of 'V-camera is given next. 
2.6.1 The Gamma Camera 
The 'V-camera is the main instrument for imaging in nuclear medicine. 'Y-cameras with 
more than one head are now common, allowing a higher throughput of patients by 
acquiring two or more views simultaneously. Every part of the modern 'Y-camera is 
under computer control, allowing the operator to select the study acquisition time, or 
the number of counts to be acquired, to set the pulse height analyser to reject scattered 
radiation, control the detector and patient bed position for SPECT, and display the 
image. Figure 2.10 shows the main components of an Anger gamma camera. 
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X-position signal 
y- position 
signal 
Computer 
Pulse 
Height 
analyzer 1 Z-signal 
Image 
Monitor 
Linearity & 
Unifonnity 
corrections 
+--- PM tube anay 
F====:::::S;:;L~:S:::tZ::=~~= Ught guide Na(TI) crystal 
tmrrnmmTIllrrnrtnmmm-nrrnrrmrm+--- Collimator 
Figure 2.10: Ba ic gamma camera components. 
2.6.1.1 Mode of operation of the gamma camera 
The detected y-rays are converted into fla he of light by the scintillation cry tal. This 
light i then transformed into electronic pul e by an array of PMT viewing the rear 
face of the detector. After proce ing the output from the PMTs are converted into 
three signal two of which ex and Y) provide the spatial location of the scintillation 
light while the third (Z) represents the energy depo ited in the detector by the y-ray. 
2.6.1.2 The collimator 
The collimator i made of hole through y-ray ab orbing material, typically high Z 
material (e.g. lead or tung ten) that allow the projection of the y-ray image onto the 
detector cry tal. The collimator achic e thi by only aIlowing those y-ray travelling 
along certain djrection to reach the cry tal' thi make ure that the position on the 
det ctor accurat ly r pre ent th original location of th y-ray. 
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Collimator are ba ically very simple piece of instrumentation but there are 
many ways to construct them. There are everal aspects which in principle have to be 
determined when designing a collimator: hole shape (circular, triangular, rectangular, 
hexagonal), hole array pattern (square, rhombic, triangular), hole convergence 
(parallel, convergent, divergent, fan beam, cone-beam), hole tapering, hole diameter, 
collimator thickness, hole separation (septa thickness), collimator-detector distance 
and material. Not all these features have the same influence on the performances of 
the collimator; by far the most important parameter is the ratio between the size of the 
hole and it length. 
In y-camera imaging, the choice of collimator involves a compromise between 
spatial re olution, which can limit the contrast of the reconstructed image, and system 
sensitivity, which determine the noise in the image. 
Thc most common type, the parallel collimator, is hown in Figure 2.11a. It 
consi ts of a lead plate through which run an array of small holes whose axes are 
perpendicular to the face of the collimator and parallel to each other. It geometrically 
rejects photons with oblique incidence and alIows only those y-rays that travel along a 
hole axis to the scintillation cry tal. Hence, it give a fixed relationship between the 
object size and the image size [47]. 
LnJllc ill crystal lmaac in aystaJ 
(.)P .... dhol. (c) Piubol. 
Obj.ct 
Figu re 2.11: Different type of co\ljmator . a: The parallel-hole collimator; b: The converging 
collimator· c: The pinhole collimator· d: The diverging collimator. 
The u efulnes of a collimator to obtain an image in the scintillation cry tal 
will depend upon the dimen ion of the collimator (Table 2.4). Notc that not all of 
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these variables are independent. For example, increasing hole radius will reduce the 
number of holes in the collimator. 
Table 2.4: Factors affecting the performance of a parallel-hole collimator [47]. 
Parameter that is increased Resolution Sensitivity 
Number of holes No change Increases 
Hole diameter Worsens Increases 
Hole length Improves Decreases 
Septal thickness No change Decreases 
Distance of object from collimator Worsens No change 
Although the parallel-hole collimator is used for the majority of studies, other 
designs of collimator are available for more specific applications. The converging 
collimator has holes that converge towards a point in front of the camera head (Figure 
2.11 b), which allow more of the crystal to be used. The values of this design are that it 
will increase sensitivity and magnify the image of a small organ. Magnification will 
increase with the distance from the collimator face, and so resolution will not 
deteriorate as rapidly as with the parallel-hole collimator. Also, increase in sensitivity 
leads to compensate for the effect of attenuation. Unfortunately, there are two 
problems associated with the converging collimator. Firstly, the image will be 
distorted due to the back of an organ being magnified to a different extent from that of 
the front. Secondly, there will be variations in resolution across the field of view 
(FOV) as the hole geometry varies from highly diverging near the edge to nearly 
parallel at the centre of the collimator [44, 47]. 
Although the converging collimator is rarely used nowadays, a modification of 
this design, the fan-beam collimator, is used for cardiac SPECT imaging. In this 
collimator design, the holes in each row converge but in the orthogonal direction the 
holes are parallel. Consequently, they focus to a line in front of the collimator rather 
than a point [48]. There is also another design of converging collimators known as 
cone-beam collimator. In a cone-beam collimator all holes converge to a unique focal 
point, instead to a focal line. Cone-beam collimators are more efficient. For instance, 
for a source located at 15 cm from a fan-beam with the focal line at 50 cm, the gain in 
efficiency is about 1.8 with respect to the same collimator but with parallel holes. 
With a cone-beam, in the same situation, the gain in efficiency is 2.3 [49]. On the 
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other hand, the sampling pattern of cone-beam collimators complicates the 
reconstruction of SPECT data: thus only fan-beam collimators are commercially 
available so far. 
The diverging collimator has holes that diverge away from the camera head 
(i.e. the opposite to the converging collimator). The result is a collimator that can 
produce a minified image of a large object so that it will fit into the small area of the 
detector (Figure 2.11 d). This collimation has the same disadvantages of the 
converging collimator including image distortion and sensitivity variation across the 
FOV. With modem cameras, the need for such a collimator is rare. However, a variant 
of it in which the holes diverge in one dimension only is to be found in the so-called 
fish-tail collimators appropriate for some whole-body scanning studies. This type of 
collimator increases the FOV, which allows the full width of the patient to be imaged. 
Modem cameras have made this unnecessary due to the shift towards large FOV 
detectors. 
A different idea of collimator design is to be found in the pinhole collimator, 
which consists of a lead cone with a small hole of a few millimetres in diameter 
(Figure 2.11 c). It constrains the detected y-rays to those passing through one 
particular point. Hence, each elementary area on the detector sees only a small region 
ofthe object and an image is formed in the detector. 
The ratio of the distance of the hole from the detector to that of the organ from 
the hole determines the ratio of the size of the image to that of the object. Its main use 
is to give an enlarged image of a small organ. The organ must be located as near as 
possible to a body surface, so that the pinhole can be placed close to it. The thyroid 
gland organ is the most frequently imaged in this approach [50]. 
As with all collimators, except for the parallel-hole design, there is image 
distortion. For a thick object the magnification of the distant posterior surface will be 
greater than that of the anterior one. There is a variation in resolution and sensitivity 
across an organ, and sensitivity drops rapidly with increasing distance of the ROI 
from the collimator aperture [47]. Therefore, optimisation of this design for specific 
organ imaging is essential. 
The specific density of the material employed is a crucial characteristic of the 
collimator since it determines the ability of absorbing photons if they have undesired 
directions. Unfortunately, the choice is very limited since it must be restricted to high 
density materials with high atomic numbers and the few available alternatives to lead 
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could pose manufacturing or fabrication problem . Van der Have and Beekman have 
hawn that gold pinhole aperture ensure high photon-stopping power, which reduce 
the blurring caused by radiation penetration and cattering in the aperture edge [51] . 
Table 2.5 reports the materials that have been used so far. Also, a simple calculation 
wa carried out to compare common collimator materials; lead (Pb), tungsten (W) and 
gold (Au) using the XCOM program [52]. Figure 2.12 shows the total absorption at 
140 ke V as a function of material thickness for lead, tungsten and gold. It is clear tha t 
gold is the uitable material due to its high den ity (19.35 gm/cm3) and total 
attenuation coefficient at 140 keV (2.1 cm2/gm). One di advantage of gold is that it is 
very expen ive. 
Material 
Lead 
Tung ten 
Tantalum 
Gold 
Uranium 
I 
100 f-
• 95 l-
• • 
-~ c ... . 
-
90 
c: 
.:? 
e. ... . • 
~ 85 I-
~ • 
<: • 
~ 80 f-
-0 • E-
76 I-
• 
Z 
82 
74 
73 
79 
92 
I 
•• • ••• • 
• 
· : .. .... 
• • 
• • 
• 
• 
• 
A 
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184 
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I 
t •• •••• •••• 
- . Ph 
• ' V 
... All 
P (gm/cm3) 
11.35 
19.30 
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-
70~~--~--~1~~--~------L-~ __ ~ __ ~ __ ~~ 
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Figure 2. t 2: aJculation of the total ab orption a t 140 keY a a function of material thickness. 
2.6.1.3 Gamma camera bape 
Mo t clinical PECr y tern u ed in performing tudie on patient till employ 
scintillation cam ra u iog al(TI) a the detector [53]. The e sy tern are made up of 
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one or two scintillation camera heads attached to a framework that rotates around the 
patient gathering projection views. The most commonly used arrangement is made up 
of 2 scintillation cameras that are either fixed at 900 or 1800 or have the capability of 
being fixed at selected orientations. The advantage of these systems is that they 
double the coverage of a single head system and half the time for an 1800 acquisition. 
Nevertheless, there still remains a wide gap to be filled in the field of detection 
coverage. In addition, the flexibility of acquiring and processing dynamic series is 
limited with systems that require head rotation. Table 2.6 [26] summarises the typical 
imaging perfonnance of this type of system. 
Table 2.6: Typical Performance Values for a Conventional SPECT System 
Parameter Value 
No. of detector heads 2 
FOV 44 x 55 cm 
Intrinsic energy resolution 
Planar count sensitivity (LEHR) 
SPECT spatial resolution (LEHR) 
9.5% 
190 cpslMBq 
10.5 mm (FWHM) 
The three-head configuration provides the most complete detector coverage 
from amongst the currently available systems and therefore provides the greatest 
system geometric efficiency for cardiac SPECT [50]. When imaging small organs, 
Converging Collimators can further improve the sensitivity. Although it must be 
noted that even with the fan beam collimation, the current three-head configuration 
with standard Anger cameras of 40 cm field of view (FOV) is not accurately 
optimised for cardiac SPECT [54]. The main reason for this is the escape of some of 
the emitted photons via the remaining detection gaps at the comers of the triangle. In 
addition, the difference in the distances between the object and the gamma camera 
heads limits the overall spatial resolution. 
Proposals for variations of the multi-detectors arrangement for SPECT system 
designs were put forward since early 1980s (Figure 2.13). The advantages of using 
multi-detector SPECT systems are the high sensitivity per image slice and high 
counting rate capability which is a result of the array of multi-detectors fully 
surrounding the patient [55]. The main disadvantage is their inability to provide many 
non contiguous cross-sectional image slices. These systems are generally more 
expensive than the camera based SPECT systems. With the ongoing development of 
the multi-camera SPECT systems, the disadvantages or the multi-detector SPECT 
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system outweigh the advantages, and are therefore less commonly used in nuclear 
medicine clinic [56]. 
I I I I I I I I I 
1IIIIIm 
(n) (b) (r) 
Figurc2.13: chcmatic cxamplc of multidctcctor-ba cd PECT systcms dcvclopcd ovcr timc: (a) 
four array of cight individual Nal(TI) dctcctors arrangcd in a squarc configuration (thc MARK 
IV sy tcm) [57). (b) a circular ring of dctcctors (thc Hcadtomc-I1 systcm) [58). (c) A uniquc Clcon 
brain SPECT systcm con i t of 12 dctcctors that scan both radially and tangcntially [59). 
Several new system have moved from th conventional SPECT system design 
over the la t few year . These sy tern directed toward myocardial perfusion studie , 
a the e are by far the mo t commonly performed SPECT procedures [26]. As shown 
in Figure 2.14, the CardiArc [60] ha a 180 arc of pixelated CZT detectors with a 
serie of lead plate (lats) to pro ide axial collimation for the detector. A curved 
lead plate with a et of slits i located in front of the slats. All of the required angular 
sampling i achieved by motion of the slit plate. The patient its upright in a chair and 
is able to lean on the detector gantry as the motion 0 f the plate is internal and i 
hidden from the patient. This de ign i reported to have higher count sensitivity and 
better patial re olution than a conventional SPECT system. The D-SPECT y tern 
[61] ha recently obtained Food and Drug Administration approval [26]. It has a 
ignificantly differ nt de ign con isting of 10 individual collimated pixelated CZT 
module , as shown in Figure 2.15. The patient reclines on a chair with the right-angle 
gantry po itioned over the ehe t. After a fa t eout can is performed to determine the 
location of the heart, the ZT detector module independently rock back and forth to 
acquire the heart projection data. Tbi y tern i reported to have ubstantially higher 
count en itivity than a con entional PECT y tern with a 2-fold improvement in 
patial re olution [62]. 
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Figure 2.14: Schematic d iagram of the CardiArc SPECT scanner [60]. 
Figure 2.1S: Schematic diagra m of the D-SPECT system [62] . 
2.6.2 SPECT Data Acquisition 
2.6.2.1 Arc of rotation 
According to the theory of transmission, CT projection views obtained over only 1800 
of arc are required for valid reconstruction. In a perfect imaging system, the opposite 
views are redundant and only one is needed. Howe er, the 'Y-camera is not a perfect 
imaging y tern; therefore, opposing views are different due to several reasons. First, 
a certain amount of Compton scatter is accepted as photopeak 'Y-rays, due to the 
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limited energy resolution of the camera. Second, the resolution of the y-camera 
reduces as the distance between the camera and object being imaged increases. Third, 
a certain percentage of y-rays from an object are absorbed when they are emitted in an 
attenuating object, such as a patient. This phenomenon varies depending on the depth 
of the attenuating medium between the object and the y-camera. In clinical SPECT, 
opposing projection views will certainly be different, therefore, 3600 of arc is required 
for accurate reconstruction in most SPECT studies [1,44]. 
An exception to this rule is SPECT myocardial imaging, where 1800 
acquisition is the standard procedure [63]. Although distortions due to variable and 
directionally dependent resolution across the transverse slices in 1800 SPECT 
reconstructions will happen, they are answered by the fact that the heart is generally 
located somewhat anteriorly and to the left in the thorax. Projection views opposite 
the heart show significantly less myocardial activity due to attenuation through the 
patient's chest. Those views largely degrade the overall resolution and contrast due to 
the increase in noise and scatter in the reconstructed image. In general, 
reconstructions from 1800 of arc improve resolution and contrast, at the expense of 
some distortion [1, 63]. 
2.6.2.2 Radius of rotation and number of projections 
The SPECT imaging system rotates around the long axis of the patient, who is lying 
on the SPECT imaging table. The radius of rotation, the distance between the patient 
and the face of the camera, is adjusted so that the camera will not come into contact 
with the patient-. For circular orbits, this requires the y-camera heads to be far from the 
patient in the anterior and posterior views [44]_ 
It is known that there is a rapid degradation in spatial resolution with 
increasing distance of the object from the collimator. To avoid this problem, modem 
SPECT imaging systems include a feature called non-circular orbit (NCO), which is 
also called elliptical orbit. The NCO can be set either automatically or with the aid of 
the operator, which will bring the camera as close to the patient as possible at all 
angles; hence, improving spatial resolution [47]. It has also been shown that changing 
the camera head orbit from circular to elliptical could improve the isotropy of 
recovered resolution [64]. 
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The number of projections or angular sampling intervals should be chosen 
based on the sampling distance defined by the pixel size. Theoretically, this should be 
chosen such that the length of the rotational arc between projections is equal to the 
pixel size [65]. Mathematically, the number of projection is given as: 
Number of projections = (21t x radius of rotation) / pixel size (2.18) 
2.6.2.3 Matrix size 
The selection of the matrix size in the computer is a key aspect of SPECT imaging. 
The computer divides up the FOV into pixels. The two matrix sizes typically 
associated with SPECT imaging are 64 x 64 and 128 x 128, rows by columns. The 
choice of matrix size depends on several factors, including the effects of the 
collimator and the radius of rotation [47]. 
The size of a pixel should be less than one-third of the expected FWHM 
resolution of the SPECT system, measured at the centre of rotation for the isotope 
being imaged [65]. Having a larger pixel size will result in loss of spatial information 
with a potential decrease in statistical noise. The pixel size, D, in millimetres, can be 
calculated as: 
D=FOV/(Z x n) (2.19) 
Where: FOV is the field of view, Z is zoom factor (e.g., 1.5,2.0, etc ... ) during 
acquisition and n is number of pixels (e.g., 64 or 128). 
2.6.2.4 Acquisition modes 
There are three modes of SPECT acquisition: step-and-shoot (SSM), continuous (CM) 
and continuous step-and-shoot (CSSM). In the SSM, the camera moves, stops, 
acquires an image, moves again, stops, and acquires new image. In the CM, data is 
acquired while the continuous-motion detector moves slowly and smoothly. In the 
CSSM, data is acquired both when the camera head is stationary and when the 
detector moves from one projection angle to the next [44]. 
A CSSM acquisition provides more counts than the corresponding SSM due to 
the fact that counts are wasted during the time the camera moves in SSM. Therefore, 
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the image quality of CSSM, particularly fast CSSM, is better than that of the 
corresponding SSM. With longer acquisition times (25+4 and 15+4 sec per view) that 
are frequently used in current clinical studies, the image quality of CSSM is slightly 
better than that when SSM is used. This is because the total counts are almost the 
same [66]. 
In SSM, dead-time is expected because acquisition stops while the camera 
moves from one angle to the next. If angular views are increased, the dead-time will 
be increased as well, thus less counts, for a constant scan time [67]. 
Cao et al [66] have investigated the effects of detector motion between two 
adjacent views in CSSM by carrying out a simulation study with and without noise 
and attenuation. They have demonstrated that with attenuation, the image quality 
produced from both CSSM and SSM became further degraded. As a result of the 
reduced image quality, the improvement in image quality resulting from CSSM was 
less significant as compared to that produced without attenuation. Therefore, 
attenuation correction should be considered in order to take full advantage of CSSM 
technique. 
On the other hand, in CM and CSSM, counts are acquired during the whole 
camera rotation, as the detector rotates in a continuous mode around the patient. 
Therefore, each projection view will be somewhat blurred horizontally along each 
row of pixels. Consequently, this blurring will influence the final resolution of the 
reconstructed views. 
Bieszk and Hawman [67] have demonstrated that despite smoothing effects, a 
continuous (1800 view) scan is the preferred acquisition mode in most cases. This 
mode provides the maximum counting efficiency as well as the highest angular 
sampling. For high spatial resolution, SSM acquisition may be preferred to reduce a 
small amount of resolution blurring due to camera motion. 
2.7 Physical Factors Affecting Quantitative and Qualitative 
Accuracy 
Several physical factors, the most important being photon attenuation, Compton 
scatter and spatially varying collimator response, degrade the qualitative and 
quantitative accuracy of SPECT images. Theoretically, the number of counts in 
reconstructed SPECT images should be directly proportional to the absolute 
concentration and distribution of the radiotracer within the imaged object. It has been 
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reported that the presence of scatter and attenuation in the images limits the accuracy 
of quantification of activity. The uncertainty could be as high as 50-100% if the 
scattering and attenuation are not corrected [68]. 
2.7.1 Attenuation Correction 
Attenuation causes inconsistent count density per projection that can increase or 
decrease counts in the image, especially near hot regions. It also causes shadows or 
regions of diminished activity, within the patient. Thus, attenuation may potentially 
affect tumour detectabli1ity or artificially enhance a noise blob [69]. Hesse [70] has 
reported that the effect of attenuation in a clinical study depends on several factors, 
including: the type of tissue (soft tissue, bone or lung), the radiation energy and the 
thickness of the object. 
Attenuation correction (AC) methods can be classified as: (a) constant 
attenuation coefficient (J.l), known as the Chang method [71]; or (b) variable J.l, or 
transmission source method. The most widely used AC method is the Chang method, 
but it can only be used in the brain or abdomen regions as they can be considered 
essentially uniform. Obviously, the Chang method will only work well where J.l is, in 
fact, approximately constant. However, this is not the case when the attenuating 
medium is non-uniform (e.g. cardiac studies). Therefore, AC requires a variable 
attenuation coefficient dependent on the spatial location of the pixel in the object (i.e. 
patient or phantom). 
2.7.2 Scatter Correction 
Scattered photons limit resolution and act as a modifier to the effective attenuation 
coefficients in a depth dependent way. Moreover, the presence of scattered photons in 
SPECT projection data leads to reduce contrast and loss of the accuracy of 
quantification in reconstructed images [68]. 
In order to compensate for the effects of scattering, several scatter 
compensation techniques have been developed. These techniques can be categorised 
into two main groups; subtraction-based and reconstruction-based scatter correction. 
In the subtraction-based approach the scatter component is estimated and subtracted 
from the projection data prior to reconstruction. Typically the scatter estimate is 
produced from multiple energy window acquisition. Kadrmas et al [72] have 
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illustrated the advantages of using multiple energy windows when imaging isotopes 
that have multiple emission peaks. 
In the reconstruction-based approach, the scatter is incorporated in the 
algorithm model. The main advantage of this approach is that the noise increase 
associated with the scatter subtraction method is avoided. This is because there is no 
explicit subtraction of scatter counts. A number of studies have shown that iterative 
reconstruction with accurate modelling of scatter is superior to pre-reconstruction 
scatter subtraction [68]. However, the major setback to model based reconstruction is 
that it is not obvious how the scatter originating from radio-nuclides in object regions 
out of the FOV sources is compensated [73]. 
The scatter fraction (SF) is of great importance for quantitative estimation of 
the scattering contribution. It is defined as the ratio between the number of scattered 
photons and the total number of photons. The SF is generally measured by scanning a 
line source placed at the centre of a cylinder filled with water. Line spread functions 
(LSFs) are generated and the scatter fraction determined by fitting the scatter tails of 
the LSFs to a mono-exponential function. The SF is calculated as scatter/total where 
total and scatter are calculated as the integral of the LSF and the fit within the 
diameter of the FOV [2]. 
2.7.3 Distance-dependent Resolution Compensation 
The distance-dependent acceptance of photons through the holes of the collimator is 
the main contributor to the degradation of the spatial resolution in SPECT. 3D 
modelling of the collimator LSF utilizing the collimator parameters and assumed 
distance between collimator and source is used to compensate for collimator and 
distance dependent SPECT image blurring. This resolution recovery is achieved by 
applying stationary or non-stationary deconvolution filters to the acquired projection 
data prior to image reconstruction or to the reconstructed data. Deconvolution 
methods using Wiener, Metz, or power spectrum equalisation filtering have been used 
in 2D by ignoring the interslice blurring, but the 3D filtering gives better results. 
These methods have been used mainly in conjunction with the FBP reconstruction 
technique [74]. 
In an alternative approach, a point spread function (PSF) of the camera system 
is modelled at each point of the reconstructed area for each camera projection, and is 
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included into the projectionlback-projection operator in the iterative reconstruction 
process. This modelling may be made in 2D, by ignoring the interslice blur. However, 
for best results calculations should be done in 3D [74, 75]. 
Both deconvolution and modelling methods improve contrast of the 
reconstructed images. However, the main drawback of deconvolution methods is that 
they may also substantially increase high frequency noise. To compensate for this 
consequence one needs to apply a low pass filter, which, in turn, degrades image 
resolution. The modelling method on the other hand has a regularising effect on the 
reconstructed image. Compared to reconstruction without blurring compensation, high 
frequency noise is reduced, while contrast and resolution are improved [74, 75]. 
2.7.4 Partial-volume Effects 
Although attenuation and scattering corrections have been taken into consideration, 
errors in assigning activity and concentration values to small sources and small ROI 
may still occur. The characteristic "resolution volume" of a SPECT system is 
determined by the combination of its in-plane (x,y) and axial (z) resolutions. With 
smaller objects that only partially fill the resolution-volume element; the sum of the 
pixel intensities that are associated with that object still reflects the total amount of 
activity within it. However, concentration of activity contained within the individual 
pixels is no longer represented by their intensities. This is because the signal is 
distributed over a volume that is larger than the actual size of the source [44]. 
It is possible to compensate for the partial volume effects, which is commonly 
achieve by the following: (1) characterising the PSF of the imaging system, (2) 
characterising the tissue compensation that participate in the uptake and metabolism 
of the tracer, and (3) characterising the resolution effects with respect to the correction 
factors and maps. 
2.8 Image Quality Evaluation 
The receiver operating characteristics (ROC) analysis is acknowledged as being the 
"gold-standard" for evaluating the effectiveness of medical imaging systems. This 
allows radiologists to make accurate decisions based on images [76]. In ROC 
analysis, the images are evaluated by observers (e.g. false negative rate / true negative 
rate) if they believe that a defect exists in a large set of images. Curve-fitting curves 
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are used to fit the rating data to ROC curves. The estimate area under the ROC curve 
(AUC) gives a good value of image quality. 
Since ROC experiments are expensive to perfonn, they do not offer the most 
financially viable solution for designing or optimising systems where a large number 
of possible system configurations need to be evaluated [76]. However, image quality 
can be described using contrast, noise and resolution. If these three physical 
parameters are known for a given image, then the whole physical nature of the image 
has been characterised [77]. 
2.8.1 Contrast 
Contrast is a measure of the difference in image intensity between adjacent regions in 
the image. If the differences are great, the area will stand out well from its 
surrounding, and the contrast is said to be high. Whereas, if the differences are small, 
it is difficult to identify the area against its background and the contrast is said to be 
low. Generally, the contrast between an object and its background can be described 
mathematically as: 
c = .!....-IB_--.!.SI 
B 
(2.20) 
Where, Sand B are density values in an image of object (signal) and its 
background, respectively. 
The contrast in a planar image should ideally reflect a 2D projection of the 
activity distribution within the patient. In SPECT, the contrast is improved compared 
with a planar image, since there is no contribution from over- and underlying activity 
in the calculated 3D distribution of activity. In this case the contrast should ideally 
reflect the activity distribution in the different tissues. The contrast can however be 
influenced by attenuation, scatter, septal penetration and background radiation. For 
small objects, spatial resolution will also have a high impact on image contrast. 
The contrast is also affected by the characteristics of the radiopharmaceutical 
tracer. The specificity of a tracer for an exacting metabolic process is usually not 
100%. For example, for most tracers the blood concentration decreases quickly but is 
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typically not zero during the study. Thus, the blood concentration produces a 
"background" tracer uptake, which decreases the contrast [77]. 
2.8.2 Noise 
Radiological images contain some information that is not of benefit in diagnosing and 
characterising the condition of the patient. This irrelevant information, image noise, 
hinders the visualisation of image features crucial to the diagnosis. In nuclear 
medicine, noise is either random or structured. Random noise, also known as 
statistical noise, is caused by random statistical variations in the counting rate and 
causes the image to have a blotted appearance. Structured noise is caused by non-
random variations in the counting rate and interferes with perception of the objective 
structures of interest. 
It is very important to measure the noise levels in an image obtained from 
SPECT when wishing to report the significance of apparent lesions in a clinical 
image, because the noise that is present depends on the number of events counted and 
the volume containing those events (image pixel size) [47]. More noise basics and, 
related and updated literatures are given in detail in Chapter 5. 
2.8.3 Spatial Resolution 
Spatial resolution is defmed as the smallest difference in distance between two 
structures that can be easily distinguished on an image system, and is expressed as 
FWHM of the PSF in nuclear medicine. In SPECT, the average FWHM is the 
reconstructed image is about 1 to 1.5 cm [44]. The main cause of low spatial 
resolution of the SPECT imaging system is the limited collimator resolution (~), 
since the collimator hole diameter must be relatively large to achieve an acceptable 
efficiency. The spatial resolution is also degraded by the oblique entrance of the 
photons into the detector. As a result, the degradation of the resolution and the spatial 
resolution differ at the location of the reconstructed image. Therefore, filters used for 
restoration, such as the Metz filter, offer incomplete results since the SPECT 
reconstruction is an anisotropic and non-stationary process [78]. 
In-plane resolution is determined by intrinsic resolution of the 'Y-camera 
detector, the collimator resolution, the angular and linear sampling intervals used for 
data acquisition and the order and cut-off frequency of the reconstruction filter in the 
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case of filter backprojection (FBP). The collimator resolution is the most important 
from amongst these factors. Axial resolution depends on the intrinsic resolution (Ri) 
of the y-camera, the resolution of the collimator and the linear-sampling interval along 
the rotation axis ofthe y-camera [44]. 
The sensitivity increases as the linear sampling interval is increased. However, 
the blurring is worsened. The SPECT resolution volume is determined by the 
combination of the in-plane and axial resolution. The resolution volume may be 
represented by a cylinder within an object which has a height of double the FWHM of 
the axial resolution. The in-plane FWHM resolution is equal to the radius of the 
cylinder. 
To a lesser degree, spatial resolution is dependent on scatter and septal 
penetration, where the contribution of these effects is called Rs. The total spatial 
resolution, Rtoh can be calculated as: 
(2.21) 
The FWHM of the PSF is a rough expression of resolution and does not fully 
measure the effect of scattered radiation on resolution [65]. In addition, two different 
LSFs may have the same FWHM, whist their full-width-tenth maximum (FWTM) are 
different as shown in Figure 2.16. Therefore, using the Modulation Transfer Function 
(MTF) would give a more comprehensive expression of the gamma-camera's ability 
to reproduce spatial information. The MTF can be defined as the ratio between the 
modulation of the image and the modulation of the object and can directly show the 
extent to which the information carried by each spatial frequency has been attenuated 
by the imaging system. 
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Figure 2.16: -Full-Width-Half-Maximum (FWHM) for two different LSF . 
In practice, due to the difficulty of construction, the MTF i not detennined 
usmg inu oidal activity di tribution, i.e. M inpu object and M output/image. Rather, the MTF 
i obtained by math matical analy i of either the LSF or the P F. The MTF of an 
imaging ystem can be derived from the Fourier tran [oml (FT) of the LSF or the 
PSF. In an ideal system, for all spatial re olution , the MTF would be flat, although, 
there is an upper limit imposed by diffraction. 
Another advantage of the MTF i that it can be determined for different 
components of an imaging sy tern and then combined to detemline the sy tern MTF. 
For in tance, the MTF for the intrin ic re olution of the Anger camera detector 
(MTFint) and another for the collimator (MTFco1) can be obtain d. From these values, 
the system MTF is achieved by point-by-point multiplication of the intrinsic and 
collimator MTFs at each alue of frequency. 
2.8.4 System Sensitivity 
olume en iti ity i defined a the number of counts recorded by the gamma-camera 
y tern per cond per unit of concentration of radionuclide uniformly distributed in a 
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volume. The volume sensitivity is closely linked to the collimator efficiency, energy 
resolution of the detector, the thickness of the crystal, the energy window, the 
radionuclide and the number of the heads in the SPECT system. Volume sensitivity 
measurements are usually obtained using a cylinder phantom uniformly filled by a 
radionuclide. However, it must be noted that high sensitivity does not always mean 
high image quality. 
Sensitivity, according to NEMA-2001 [79], should be measured during a 
specified time using a thin planar circular source of known activity of a diameter of 10 
cm and 10cm from the collimator surface. This sensitivity measurement includes 
some scatter. However, for quantitative imaging, a scatter free measurement may be 
of interest and can be achieved by using sources with different diameters. Here, it can 
be assumed that the scatter contribution increases linearly with source area. This 
sensitivity can be plotted against source area, and the intercept with the y-axis 
indicates the point at which scatter can be neglected [80]. This measurement may also 
be applicable for the reconstructed SPECT-images [81]. However, images are 
reconstructed in different ways depending on the reconstruction program that is used 
- this needs to be taken into account. If, for quantitative SPECT, a separate sensitivity 
measurement needs to be performed, a point source or line source in air can be used 
and reconstructed with the same algorithm as in the patient study [82]. However, since 
the calibration is performed in air, correction for scatter and attenuation can be 
omitted. 
2.8.5 Uniformity 
Uniformity is defined as a measurement of sensitivity variations over the gamma 
camera surface. For the quantitative evaluation of images, the sensitivity variations 
should be as low as possible since the degree of non-uniformity will appear in the 
quantitative values. Uniformity is measured without a collimator, and therefore is an 
intrinsic measure. The measurement is carried out using a point source at a distance of 
at least 5 times the longest linear dimension of the NaI(TI) crystal, in order to make an 
almost parallel radiation field to the detector. For low noise levels, the number of 
counts that is measured is high. The image is then subject to corrections. Uniformity 
can then be calculated as: 
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U = Nmax - Nmin X 100 
Nmax + Nmin 
(2.22) 
Where N max is the highest pixel value and Nmin is the lowest pixel value. For 
integral uniformity N max and N min are searched for in the whole FOV. However, for 
differential uniformity the maximal difference in Nmax and Nmin is searched for in five 
neighboring pixels. Typical uniformity values range from 2-6% for modem 
equipment, and is mainly dependant on the PMTs [83]. Uniformity is checked daily 
with a flood source usually made of 57CO as it is the most important quality parameter. 
These measurements are performed with the collimator turned on. Measured 
uniformity matrices can be used to correct any non-uniformity. In SPECT, non-
uniformities can appear as ring artifacts. These show the contribution from a mal-
functioning PMT to the reconstructed image. If a central PMT is affected, the effects 
can be severe [84]. Therefore, for SPECT, uniformity correction is especially 
beneficial. 
2.9 Image Reconstruction Algorithms 
2.9.1 Introduction 
In SPECT, as mentioned earlier, the radio-phannaceutical emits single gamma rays 
isotropically. A gamma camera system is used to acquire a 2D image of the 
distribution of the radiotracer uptake within the object of interest. These image 
projections are acquired at discrete angles around the patient. Mathematical 
algorithms are then used to reconstruct 3D images of selected planes within the object 
from the 2D projection data. This process is known as Emission Computed 
Tomography (ECT) [85]. 
Even though, the first tomographic imaging systems used iterative 
reconstruction methods, the analytical Filtered Back Projection (FBP) method is still 
the most widely used method in the reconstruction of SPECT images. However, with 
the rapid increase in the processing speed of modem computers, interest in the 
development and implementation of iterative reconstruction methods in emission 
tomography modalities has grown rapidly and a plethora of iterative reconstruction 
algorithms have been developed. These include Algebraic methods like the Algebraic 
Reconstruction Technique (ART) [86], Simultaneous Iterative Reconstruction 
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Technique (SIRT) and Iterative Least-Squares Technique (ILST), as well as statistical 
reconstruction methods like Maximum Likelihood Expectation Maximization 
(MLEM) [87], Ordered-Subsets Expectation Maximization (OSEM) [88], Maximum 
Likelihood Algorithm (RAMLA), Maximum A Posteriori (MAP) algorithms and 
Gradient and Conjugate Gradient (CG) algorithms [89]. Many of these methods have 
been implemented in SPECT imaging systems. In this Section, however, the author 
will confine discussion to the two most widely used algorithms in SPECT 
reconstruction, namely the FBP and OSEM algorithms. 
2.9.2 Background 
The purpose of tomographic reconstruction is to obtain axial cross-sections of an 
object from projections of that object. In 1917 Radon [90] showed the reconstruction 
of a 2D object using an infinite number of its 1 D projections. Modified realizations of 
this method have been adopted to reconstruct 3D SPECT images from the acquired 
2D projections. These methods have been used widely in SPECT image 
reconstruction due to their computational speed and simple implementation. 
Historically, all image reconstruction methods have aimed to reduce the 
problem of 3D image reconstruction into a 2D problem by dividing the 2D projection 
data into 1 D profiles to produce cross-sectional images of the object. These 
algorithms are often referred to as 2D reconstruction algorithms. Recently, due to the 
massive increase in processing speeds of modem computers and the availability of 
cheap high capacity memory chips, a new generation of image reconstruction 
algorithms has evolved. These algorithms have permitted the full 3D reconstruction of 
the projection data. 
In order to correct the SPECT images for photon crosstalk between trans-axial 
slices, one needs fully 3D reconstruction. Unlike 2D reconstruction, slice by slice, full 
3D reconstruction uses a large matrix making it possible for the photons that are 
detected in the out-of-slice projection pixels to be accounted for [91]. Although the 
computational burden of full 3D iterative reconstruction is somewhat high, the 
accuracy is significantly improved and there are noteworthy improvements of signal-
to-noise ratio (SNR) in comparison to 2D reconstruction [73]. A detailed description 
of the 3D reconstruction problem is given in [91-93]. 
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In general, image reconstruction in SPECT can be divided into two main 
approaches. The first approach is based on direct analytical methods, while the second 
is based on algebraic and statistical criteria and iterative algorithms. 
2.9.3 Analytical Reconstruction Algorithms: Filtered 
Backprojection 
Filtered back projection (FBP) is the most commonly used reconstruction algorithm in 
SPECT imaging. This is principally due to the simple concept of the algorithm and 
relatively quick processing time. FBP can be viewed as a two-step process: filtering of 
the data and back projection of the filtered projection data. There is extensive 
literature on these reconstruction algorithms and reviews of FBP and its applications 
to SPECT [44, 94-96]. 
Filtering 
3D SPECT images are created by back projecting planar 2D views of the object into 
image space along the line of response [97]. This process will result in blurred images 
and reconstruction star like artefacts. To overcome this problem, a ramp filter is 
applied to the projection data, which in tum increases the magnitude of the high 
frequency components of the image including statistical noise. Further filtration is 
therefore required to temper this effect. This can be done by applying an image 
smoothing kernel, but because convolution is a computationally intensive task, the 
data is first transferred to the frequency domain and projection data filtration is 
performed in the frequency (Fourier) domain [44. 94]. 
There are basically three types of reconstruction filters, these can be 
categorised as low pass, high pass and band pass filters. While high pass filters allow 
high frequency information including image noise to pass, these usually referred to as 
image enhancement filters. Band-pass filter allows only data with frequencies within 
the pass band to be retained, while suppressing or eliminating all other frequencies 
[97,98]. 
Reconstruction filters can be described by two important parameters: the "cut-
off frequency" and "order or power" of the filter function. The cut-off frequency 
determines the filter rolling off to an infinitely low gain whereas the shape of the 
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curve is detennined by the order of the filter function. The location of the cut-off 
frequency determines how the filter will affect both image noise and resolution. 
Back Projection 
The main reconstruction step involves the backprojection of acquired data into the 
image domain. For simplicity, the position of photon detection within the gamma 
camera head is assumed to be perpendicular to the location of photon emission. So by 
smearing back the number of counts at each point in the projection profiles into the 
image space, a 3D image of radioactive tracer distribution can be built. Regions with 
higher concentration of back projected lines (ray sums) and greater number of counts 
form a reconstructed image of radiotracer concentration within the object. This 
process is done in spatial (image) domain unlike image filtration, which is normally 
carried out in the frequency domain [44, 96]. 
2.9.4 Iterative Reconstruction Algorithms 
There is increasing recognition that iterative reconstruction plays a key role in 
improving the quality of reconstructed images and may improve the accuracy of 
SPECT image quantification, particularly where attenuation is non homogeneous or 
where a more exact model of the emission and detection processes is required. 
Iterative reconstruction algorithms, such as OSEM, have become a clinically practical 
alternatives to FBP [99]. 
The iterative reconstruction algorithm begins with a preliminary estimate of 
the object source distribution. This is done by assuming a homogenous object 
distribution or created using a single measured projection. A set of projection data is 
estimated from the initial estimate using a mathematical projector that models the 
imaging process. Differences between estimated projection data and measured 
projection data are calculated for every projection angle. Using an algorithm derived 
from specific statistical criteria, these differences are used to update the initial image 
estimate. The updated image estimate is then used to recalculate a new set of 
estimated projection data that are again compared with the measured projection data. 
The number of iterations is either limited by the user or is controlled by pre-specified 
conversion criteria [91]. A flow-chart that illustrates the general iterative technique 
used in reconstruction is shown in Figure 2.17. 
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Figure 2.17: A chematic pre entation of the general iterative process. 
Final image 
The iterative reconstruction techniques can be classified into three groups, 
defined mainly by the underlying as umptions regarding the nature of the data, 
whether tati tical or non tatistical. The are: 
o algebraic reconstruction algorithm 
o tati tical algorithm a urning Gaussian noise and 
o tati tical algorithm as uming Poi son noi e. 
2.9.4.1 Ordered subsets expectation maximization (OSEM) 
The ML-EM algorithm ha pro en to be effecti e, but also to be very slow for daily 
use. plitting up the measured data ets into different subset and u ing only one 
ub et for each iteration p ed up the algorithm by a factor equal to the number of 
ub et . The method i known a Ordered Sub ets Expectation Maximization (OSEM) 
[8 ]. 
In PECT the sequential proce sing of ordered ubsets i natural, as 
proje tion data i collected eparately for each projection angle. In other words, 
count n ingle projection can [onn ucce ive subset. With OSEM, the careful 
election f ub et ord ring can greatly accelerate convergence. However, the lack of 
converg nce of 0 EM algorithm i of theoretical importance ince in practice, the 
algorithm i terminated after only a few iteration [100). 
In recent yea many attempt have been made to improve the quality of the 
30M alg rithm by incorporating correction for the major image-degrading 
factor in th proje tion and backproj ction operation of the iterative steps. 
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Specifically, several commercial algorithms (such as Flash 3D by Siemens [101], 
Astonish 3D by Philips [102], HOSEM by HERMES [103] and Wide-Beam 
Reconstruction by UltraSPECT [104]) have been developed to improve the SNR of 
the image by modelling Poisson noise that results from low counts as well as 
implementing resolution recovery algorithms to restore resolution degradation due to 
collimator spread function and source detector distance in the case ofWBR. 
2.9.4.2 FBP vs. OS EM 
OSEM and FBP have been compared for performance in a variety of experimental 
and clinical studies with different reconstruction parameters employed with OSEM. 
These include number of subsets, number of iterations and the type and amount of 
post reconstruction smoothing to reduce noise with increasing number of iterations 
[78, 105-109]. The objective is to come up with a best performing reconstruction 
algorithm with an optimal set of parameters in clinical use. However, this is not a 
simple task for several reasons. In experimental studies, the use of a phantom 
generated image does not reflect many of the fine features of real clinical images. This 
is because the analyses are based on computer measurements of quantities without 
human interaction. Therefore, for the specific phantom imaging conditions, the 
detailed quantitative results and conclusions are likely to be correct. In addition, the 
algorithm selection is multi parametric and a simple guideline that can be used for 
every situation cannot be devised [110]. 
Moreover, the optimal set of parameters depends on the clinical task. For 
example, Brambilla et of [106] have shown that when looking for hot lesions, then 
OSEM with the recommended threshold of 80 EM equivalent iterations and no 
attenuation correction (Ae), will lead to an increase in contrast, a better spatial 
resolution and with only a slight increase in noise. These may be disregarded in a 
study with a high count statistics. However, if the study count statistics is low, the 
increase in noise can be damaging and it may better to switch to FBP or OSEM with 
less iterations to reach noise equivalence (e.g. 23 EM equivalent iterations in low 
background studies). 
It has been shown by Riddell et of [111] that FBP provides a uniform and 
intensity independent noise distribution over the whole reconstructed PET image with 
very low variation within the image. This is also the case when the signal intensity 
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varied significantly from one region to another. OSEM on the other hand provides a 
noise distribution within the image that is intensity dependant. The magnitude of noise 
is higher in areas of higher intensity. Compared to FBP, OSEM provides better SNR 
in regions with high and low intensity. It also provides a more dramatic improvement 
in SNR in regions with low intensity [111]. 
The tumour is easier to detect when there is less noise in the image. The 
contrast of tumour activity is determined by physiology. However, noise is affected 
by various factors including the algorithm chosen for reconstruction. Simulation and 
phantom measurements by Riddell et al [Ill] demonstrated that at the same 
resolution, there will be less noise in the images produced by the OSEM algorithm 
than in the usual FBP method. In order to establish if this prediction is valid in real 
clinical situations, they quantified noise in clinical images reconstructed with both 
OSEM and FBP [111]. 
The noise properties of the OSEM iterative method is better than conventional 
FBP and the noise is dramatically reduced when combined with temporal Fourier 
filtering. Moreover, it has been demonstrated by Marie et ai, [112] that results from 
OSEM reconstructions are enhanced when spatial resolution is improved by a depth-
dependant resolution recovery. 
In terms of noise magnitude, Wilson and Tsui [113] have shown that in 
regions of high count, ML-EM images are not superior to FBP images. This is in line 
with the results from the ROC observer study, which showed no distinct diagnostic 
superiority for ML-EM in these regions [114]. However, researchers have shown that 
MLEM images have significantly lower noise variance than FBP images in regions of 
low noise counts [113]. 
Brambilla et al [106] have shown that the tomographic spatial resolution did 
not vary with increasing EM-equivalent iteration number, with scatter expressed as 
axial, radial and tangential FWHMs. This result was somewhat expected as resolution 
chiefly depends on the collimator characteristics. The results achieved were much 
lower than the ones obtained with FBP with a high resolution filter in clinical use. In 
addition, FBP with a ramp filter shows FWHM values slightly higher than OSEM. 
Their conclusions however, are strongly affected by the filter that was used (3D 
Gaussian filter of OSEM). A different filter would have led to different conclusions; 
especially from a quantitative point of view. 
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Brambilla et al [106] have also demonstrated that without the 3D Gaussian 
filter, the OSEM optimisation should be found more quickly than after 80 iterations. 
Also, the spatial resolution and contrast of OSEM should be better than FBP, both in 
hot and cold regions, but with a significant increase in noise with increasing EM-
equivalent iteration number. 
Blocket et al [109] concluded that it would be beneficial in clinical practice if 
the FBP was replaced with the OSEM in bone SPECT. For an equivalent noise level, 
the constructed spatial resolution was better than that achieved with only ramp-FBP. 
However, neither attenuation correction nor resolution recovery was attempted, which 
may have affected their findings. 
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Chapter 3: Monte Carlo in SPECT· 
3. 1 Introduction 
Monte Carlo simulation is a computational technique that attempts to model a real 
physical system. This statistical calculation method is based on random variable 
sampling making use of sequences of random numbers [1, 2]. For example in the case 
of gamma-ray transport problems, individual photons are tracked from the point of 
origin to removal from the system (either by escape or by absorption), while 
interacting in a random way, as determined by the cross sections. 
Anger was the first to use this technique in simulating the physical response of 
his gamma camera [I]. Since then, Monte Carlo methods have become increasingly 
useful in many areas of medical physics as computing systems become more 
powerful. In particular, they have been widely used to simulate processes involving 
performance of systems and to evaluate physical parameters that are difficult or even 
impossible to calculate by experimental studies. Relatively recent nuclear medical 
imaging modalities, such as SPECT and PET, have been developed by Monte Carlo 
modelling methods because of the stochastic nature of radiation emission, transport 
and detection processes [3, 4]. 
Buvat [5] has reported that SPECT and PET Monte Carlo simulations can be 
used for 5 types of applications: 1- studying system design (e.g., collimator 
characteristics, new scintillator crystals and detector geometry); 2- evaluating the 
accuracy of quantitative methods (e.g., in tomographic reconstruction, scattering and 
attenuation compensation); 3- analysing quantitation topics (e.g., characterising the 
respective importance of scattering, attenuation and the partial volume effect); 4-
designing correction techniques for quantitation; 5- performing ROC analysis. 
Ideally, whatever the application, the code should be perfect in all respects. 
However, such a code does not exist; therefore the preferred code to be used has to be 
chosen as a function of the application in two respects: firstly, it should be appropriate 
for simulating the configurations needed for the application; and secondly, the data 
produced by the code should be realistic with respect to the phenomena under 
investigation [4, 5] . 
• Two abstracts out of this work were published in the Journal of Nuclear Medicine Communications. 
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This chapter describes, in four parts, the core methodology used in the 
research. The first part outlines the general basis of Monte Carlo calculations while 
the second part summarises the Monte Carlo simulation codes in the field of Nuclear 
Medicine. The third section highlights the GATE code in detail. The last part 
describes studies which were undertaken to verify and validate the GATE Monte 
Carlo simulation code. 
3.2 Monte Carlo Basics 
Fundamental to understanding the operation of a Monte Carlo process and interpreting 
the results of Monte Carlo calculations, requires some knowledge of: 
.:. Elementary probability theory 
.:. "Pseudo" random number generators 
.:. Statistical theory and error estimation 
Elementary probability theory 
Monte Carlo simulation can be described as a statistical simulation method based on 
random sampling of probability density function (PDF). A PDF is a measure of the 
likelihood of observing x. Such a PDF (x) can, for example, describe the photon path 
length x up to the next interaction with matter. Sampling a PDF(x), normalized by 
integration over its definition range [a,b], can be performed by constructing a 
cumulated probability density function (CPDF(x» [6, 7]: 
x 
CPDF(x) = JPDF(~) d~ (3.1) 
o 
A random variable ~ can be sampled by substituting a random number in the 
range of [0,1) for CPDF(x) and solve the equation for x. If PDF(x) is analytically 
integratable, x can be sampled in a straightforward manner. Often the PDF(x) is too 
complex to allow analytic integration, as in the case of the Klein-Nishina formula 
which describes the probability of Compton scattering over angle 6. In such cases the 
CPDF(x) can be described numerically. 
"Pseudo" random number generators 
Random number generator (RNG) is the "soul" of a Monte Carlo simulation. It is 
what generates the pseudo-random nature of Monte Carlo simulations thereby 
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imitating the true stochastic or random nature of particle interactions. Consequently, 
much mathematical study has been devoted to RNGs [6]. 
Although powerful (RNGs) have been suggested including shift register, 
inversive congruentional, combinatorial and "intelligent" methods, the most 
commonly used generator is the linear congruential RNG (LCRNG). The LCRNG has 
the form: 
Xn+1 =a(Xn +c)mod(m) (3.2) 
Where m is the modulus, a is a "magic" multiplier and c is the additive 
constant or addend. The size of the modulus constrains the period, and is usually 
chosen to be either prime or a power of 2 [6]. An important subset of LCRNG is 
obtained by setting c=O in Eq. 3.2, which defines the multiplicative linear 
congruential RNG (MLCRNG). This generator (with m a power of 2 and c=O) is the 
standard included with FORTRAN and C compilers [7, 8]. 
Statistical theory and error estimation 
Statistical Mathematics Theory [9, 10, 11] indicates that if: 
.:. the number of emitted photons is large Nc > 10 (usually nuclear medicine 
isotopes emit millions of photons per second) . 
• :. the detection probability of a point source in air is lower than f.l(A) < 0.05 
(detection probabilities on a single-head SPECT camera are typically f.l(A) < 
10-4) [12] . 
• :. the photon distribution in the detector bin A is a Poisson distribution. A 
special case of a Poisson distribution appears when the number of detected 
counts A. > K is large enough to transfer the Poisson distribution into a 
Gaussian distribution with mean and variance equal to A. According to [12], 
some authors situate this minimum threshold value at K = 5. 
If these conditions are met, statistical techniques could be used in Nuclear Medicine 
[13]: 
.:. Monte Carlo simulations produce Gaussian distributions of the projection data 
set. If the number of counts at each pixel/voxel follows a Gaussian 
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distribution, Monte Carlo simulations of the virtual phantom projections may 
be obtained directly with the correct noise estimate . 
• :. the models for PSFs are obtained from experimental or simulated projection 
data of a point source. These models are based upon high counting statistics at 
each bin . 
• :. Statistical Parametrical Mapping (SPM) analysis of reconstructed images 
based upon t-Student tests. 
3.3 Monte Carlo Simulation Codes in SPECT and PET 
Currently, two types of Monte Carlo codes can be used for simulating SPECT and 
PET: 1) general purpose codes, such as MCNP and GS4, which simulate particle 
transportation and were developed for high energy physics and/or dosimetry, and 2) 
dedicated codes such as GATE and SimSET. These are specifically designed for 
SPECT or PET simulations. Table 3.1 lists Monte Carlo codes widely used together 
with their main features [1, 5]. 
Modelling SPEeT and PET configurations using general purpose Monte Carlo 
codes initially developed to simulate particle transportation in a broad context (like 
MCNP, GEANT4) has proven feasible and presents several advantages. As they have 
been designed for a large community of researchers, these codes are well documented 
and in the public domain. The fact that they are actually widely used results in several 
valuable characteristics: support regarding the codes can be easily found through user 
groups, mailing lists, continuing education and Web sites; many of the code 
components have been extensively examined, hence can be considered as bug-free; 
although not guaranteed, regular releases, long-term existence and maintenance of the 
codes can be expected. However, using general purpose codes for SPECT and PET 
simulations also raises some issues. These codes include many features irrelevant to 
SPEeT and PET (like electron transportation), which inflate the code size and 
complicate their use for specific applications. Learning the code is therefore often 
time-consuming, as one has to sort out useful from unnecessary options. In addition, 
intensive programming is usually required to model SPEeT and PET, hence 
validation remains to be extensively performed. As it may not be easy to know a 
priori if the code is well suited to the application of interest, the code features must be 
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carefully validated to make sure that the code is appropriate for simulating the 
realistic configurations [I, 5]. 
Table 3.1: Main Monte Carlo codes with resl!ect to their main features in the Nuclear Medicine. 
General Purpose Codes Dedicated Codes 
Parameters MCNP[14] EGS4[13] GEAN;PI~] SIMIND[l7] SIMSErIR] GATE[I~] 
Physics process: 
o Photoelectric Yes Yes Yes Yes Yes Yes 
o Compton Yes Yes Yes Yes Yes Yes 
o Rayleigh Yes Yes Yes Yes Yes Yes 
o Positron range Yes Yes Yes Yes 
o Dead-time No No Yes No Yes 
Component: 
o Crystal Yes Yes Yes Yes No Yes 
o Collimator Yes Yes Yes No Yes Yes 
Flexibility: 
o Source: 
o Geometry based Yes Yes Yes Yes Yes Yes 
o Voxel based Not-Direct No No Yes No Yes 
o Patient images No No No Yes No Yes 
o Detectors: 
o Plane Yes Yes Yes Yes Yes Yes 
o Ring Yes Yes Yes Yes 
o Block-unit Yes No No Yes 
o Output Data: 
o Energy spectra Yes Yes Yes Yes Yes Yes 
o Sinograms Yes No No Yes Yes Yes 
o Singles Yes Yes Yes Yes 
o Scattered Yes Yes Yes Yes Yes Yes 
o Randoms Yes No No Yes 
o U nscattered Yes Yes Yes Yes Yes Yes 
Friendly use: 
o Familiar language Fort.-77+C Fort. C and C* Fort. 90 Fort. and C C and C* 
o Public domain Yes Yes Yes Not Really Not Really Yes 
o Docum.lsupp Yes Yes Yes Yes Not Really Yes 
Dedicated codes, designed especially for SPECT and/or PET, could a priori be 
thought more suitable because they are directly dedicated to SPECT and PET 
configurations. They are usually relatively easy to implement and learning the use of 
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the code is fast. On the other hand, because the SPECT and PET community is not as 
large as communities involved in high particle physics or dosimetry, these dedicated 
codes are often developed by small research groups, therefore further development 
and long-term existence are uncertain. Because the dedicated codes are often designed 
with some specific applications in mind, they do not always offer the flexibility that 
would be necessary to adapt them to the evolution occurring in SPECT and PET 
(modelling transmission acquisition in SPECT for instance) [1, 5]. 
GA TE (GEANT4 application for tomographic emission) is a relatively new 
Monte Carlo simulation package based on GEANT4 dedicated to nuclear imaging 
applications. GATE combines the advantages of the Geant4 simulation toolkit, well-
validated physics models, complicated geometry description, and powerful 
visualisation and 3D rendering tools, with original properties specific to emission 
tomography [19]. Therefore, an overview of Geant4 is given in Appendix B. 
3.4 GATE 
The development of GATE, Geant4 Application for Tomographic Emission, by the 
Open GA TE collaboration, was initially started in 2001 to overcome the limitations of 
the existing codes at that time. More specifically, GATE was aimed to provide a code 
that: I) was based on a standard code to ensure reliability and long-term support; 2) 
would make PET and SPECT simulations possible; 3) was flexible enough to allow 
modelling of most PET and SPECT scanners, including prototypes; 4) had original 
functionalities relevant for SPECT and PET simulations, especially modelling of 
time-dependent processes; 5) was user-friendly enough not to restrict it use to a small 
community already knowledgeable in Monte Carlo simulations. Even now, none of 
the codes except GATE meets all these conditions [20]. 
3.4.1 GATE Overview 
GATE basically combines a powerful simulation core, the Geant4 toolkit, with newly 
developed software components dedicated to nuclear medicine imaging systems. 
Figure 3.1 shows the main structure of GATE [4, 21, 22]. 
The core layer consists of classes derived from basic Geant4 classes that are 
required for the creation of the detector geometry, the implementation of physics 
processes, the generation of events and visualisation. This layer also includes specific 
-77 -
MO TE CARLO IN PECT 
cia s for GAT such as time management classes. In general the core layer 
delineates the framework of GATE in which the simulation classes for geometry, 
phy ic ,e ent ,time, ource and counting electronics are defined. 
The application la er i a step further from the core layer to the degree that it 
con i t of cia e deri ed from the core la er which explicitly define the available 
t p of obje t and proce e to the user. A typical example is the definition of the 
olume that ar a ailable to the user which can be immediately employed to build 
the detector, such a box ph re, c linder and other. In this layer, the developer can 
create new objects or type of proce es specific for the needs of a simulation while 
not affecting the general tructure of the toolkit. 
The nece ary en ironment for the interaction between the user and the 
appli ation i pro ided b the u er la er. The main charectristics of this layer is the 
cripting language which completel eliminates the need for C++ language knowledge 
from the part of the u er, while it can operate in two modes: either by inserting the 
cript ommand one by one in the command line (interactive mode) or by using a 
batch-file in hich all the cript command are included (batch-file mode). 
Figure 3.1: tructure of GATE 
ne f the mo t inno ati e fi atur of G TE i the management of time-
d p ndent phenomena. The )'n hroni ation of the our e kinetic with the movem nt 
of th ge metr, thu allow for th simulation of reali tic acqui ition condition 
including patient mo m nt r pirator and cardiac motion canner rotation r 
chang in acti it di tribution 0 er time. The nchroni ation capability in GATE 
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includes: (a) defining the movements associated with the physical volumes that 
describe the detector and phantom; (b) describing the radioactive sources and ( c) 
specifying the start and stop times of the acquisition (which are equivalent to the start 
and stop times in a real experiment) [22]. 
Geometry construction 
The construction of the geometry of a tomography system is a combination of 
volumes and their appropriate placement in a world volume provided by GATE, 
which is by default the main volume within which every other volume must be placed. 
The flexibility in the modification of each individual volume as well in the number of 
volumes that can be used enables the construction of almost any possible system 
geometry and orientation. 
After construction, the system must be "attached" to a predefined type of 
system existing in the GATE libraries. In other words, although the constructed 
system may have any geometric orientation it should have been built following certain 
specifications in tenns of the hierarchy and shape of its components. 
In general, the hierarchy specifications emerge from the fact that most PET 
and SPECT systems have a distinctive hierarchy and component structure such as one 
ring or more, comprising a number of scintillation blocks which in turn comprise 
crystal pixels for PET and a gamma camera of a continuous or pixellated crystal with 
a collimator for SPECT. In order to realistically model the interactions of particles 
within the volumes of the system theses hierarchy specifications must be followed. 
Five systems are considered as prototypes in GATE and are illustrated in 
Table 3.2. Each of these prototypes introduces different geometry constraints to the 
constructed system in tenns of geometry, while it also provides different types of 
selective output fonnats such as ASCII, sino gram and ROOT. It also represents the 
number of components that are included in the hierarchy of each system. Three of 
these predefined systems are designated to different PET systems, one to any SPECT 
system and one to a general system called "scanner", which does not imply any 
geometric constrain to the user constructed geometry [22]. 
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Table 3.2: Different systems available in GATE and their characteristics 
System Components and Shape Available Output Format 
Levell 
Level2 
Not Fixed 
ASCII, ROOT and 
Scanner Level3 Coincidences only for 
Level4 
Geometry 
PET 
LevelS 
Resector 
Module 
Cylindrical PET Submodule Box ASCII, ROOT, LMF 
Crystal 
Layer 
CPET Crystal Cylinder ASCII, ROOT 
Block ASCII, ROOT, Sinogram 
ECAT Box 
Crystal or ECAT7 
SPECThead 
Crystal ASCII, ROOT, 
Not Fixed 
Pixel Projections, Interfile 
In case of modelling a new shape, GATE is fairly flexible as the new shape 
can be easily define by adding a new class written in C++ which is derived from the 
geometry core layer and implemented into the application layer. For instance, I have 
defined a new ellipsoid shape (half-eUipsoid) which can give a more realistic 
presentation of cardiac shape as shown in Figure 3.2. Basically, four C++ scripts were 
written and implemented into the Application layer and then GATE recompiled (see 
Appendix C for an example of script). User-friendly commands are listed below to 
specify this new half-ellipsoid geometry conditions: 
Igatelworldldaughterslname Heart 
Igatelworldldaughterslinsert ellipsoid 
IgatelHeartlplaeementlsetTranslation 0.0 0.0 -4.0 em 
IgatelHeartlsetMaterial Heart 
IgatelHeartlvislsetColor red 
IgatelHeartlvis/foree Wireframe 
IgatelHeartlgeometrylsetAxX 4.0 em 
IgatelHeartlgeometrylsetAxY 4.0 em 
IgatelHeartlgeometrylsetAxZ 8.0 em 
IgatelHeartlgeometrylsetBottomZ -8.0 em 
IgatelHeartlgeometrylsetTopZ 0.0 em 
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Source, materials and physic implementation 
Th ph ic and ource in GATE are mod lied according to phy ic and source 
librarie u ed in eant4 but th r ar me imp rtant a pect that should be di u ed. 
Fir t of all th our i defined thr ugh fi param ter , hich are the type of the 
emitt d parti Ie , th ir en rg , th acti it of the ourc , the olid angle (direction of 
the emitted parti I ) and it 
databa alth ugh it can al 
ontr II d b th modified 
olum . The half lifi is obtained through the Geant4 
b et ac ording to the u er need while the decay is 
ant4 radioacti d ca module so that the GATE source 
manager an control th d ca time [4, 20]. 
Th ource manager i re pon ibl for properly adjusting the source decay and 
geom try mo ement 0 that th r i no conflict b tween the decay time and the time 
duration of the run. at th am tim it i r ponsible for the handling of the decay 
cheme, the total and the weighted and indi idual acti ities when more than one 
our e ar u ed at th ame tim TE offi r th po ibility of using a voxeli ed 
our a input; mi ion data ar int rpr t d a a ti ity level and the grey levels in a 
o eli d attenuation map ar n rt d in material definitions [22]. 
In th ca of po itr n emi ion two module are implemented in G T 111 
ord r to hand I th pr 
incr a e th 
nerg according to the mea ured p+ spectra which 
n in th d ca pro e i b pas ed. The econd 
m dul m d I th a olin arit ofth annihilation photon which is not mod lied on 
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Geant4, using a FWHM Gaussian blur of 0.58° which is an experimentally measured 
value in water [19]. 
The electromagnetic interactions of the particles can be modelled through two 
different packages that are available in Geant4 and GATE. In the first one, the 
standard energy package, photoelectric effect and Compton scattering are simulated at 
energies from 10 keY up to 100 TeV while in the second, the low energy package, 
these interactions are simulated from 250 eV up to 100 GeV [23]. These two packages 
are sub-categories of a general process of GEANT4 that handles the electromagnetic 
interactions of optical photons, electrons, X-rays, positrons, gamma rays, muons, 
hadrons and nuclei. 
The low energy package is considered more accurate for medical applications, 
but results in greater computational time [19, 24]. A way to decrease computational 
time is to use the capability of setting thresholds to secondary particles such as X-
rays, electrons and delta rays, which are generated in greater amounts if the low 
energy package is used [23]. 
Finally, the cross section of an interaction at any energy is calculated through 
a material database in which atomic number and density of each element are stored. 
Materials are stored in the same database and are defined through their density, the 
number of elements and the mass fraction or abundance of each element that 
composes the material. This database is used to modify and define new materials [4, 
19]. 
Time and movement management 
Time and movement management is one of the characteristics of GATE that 
distinguishes it from other simulation packages. GATE enables the movement of the 
system along with the movement of the source at the same time allowing realistic 
simulation conditions. The effect of the source movement can be used to model 
patient, internal organ and respiratory movements while complex movement of the 
scanner can be modelled simultaneously. The whole process is automated and the 
GA TE time manager is responsible to synchronise all moving parts. 
In order to achieve this synchronisation, the acquisition time is divided in 
smaller time steps during which the system geometry remains still while the particle 
transportation proceeds. In each step though, the geometry position is updated 
according to the initially defined movement using an initially defined velocity that 
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corresponds to this movement. During each step the source decays, and therefore, the 
number of events deceases as the time steps progress. The user has to insert the proper 
time slice, the start and the stop time of the acquisition as well realistic values for 
different velocities that correspond to movements of different parts of the system and 
sources, in order to achieve realistic transitions [22]. 
The movement of the source is archived through the creation of an emission 
and confinement volume that allow the modelling of a moving source. The emission 
volume represents the whole volume that the source covers as it moves from the start 
to the end of the acquisition, while the confinement volume represents the moving 
source at each time slice and moves within the confinement volume. The confinement 
volume can be considered as a sub-multiple of the emission volume. 
Read-out electronics implementation 
One of the features of GATE is that it enables the modelling of the response of 
readout electronics attached to a detector in a system. This process is described in the 
script language as digitization and in order to be usable, the volume or one of the 
volumes that comprises the detector must be assigned as a sensitive detector after the 
system attachment. Sensitive detector is a concept used in order to give information of 
the particles hitting the volume that is defined as a sensitive detector. 
Two types of sensitive detectors are available, the crystal sensitive detector 
and the phantom sensitive detector; crystalSD and phantomSD respectively in script 
language. The first one is used to generate hits from the interaction with volumes used 
for the detector, while the second is used to store information of Compton and 
Rayleigh interaction in other volumes, which are assigned as phantom sensitive 
volumes and are within the FOV of the scanner. 
It is not necessary that only one volume representing a phantom can be assigned as 
phantom sensitive volume. If there is a need to record the interactions in a collimator 
of a SPECT system, the volume representing the collimator can be defined as a 
phantom sensitive volume as well and there may be more than one phantom sensitive 
volume in the same geometry. 
The key components of the digitizer module are two, the adder and the reader. 
The adder is responsible to sum the hits in a sensitive detector and produce a pulse 
which is called a single. The position of the pulse is determined by the energy-
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weighted centroid of the hit positions (if there were more than one hits in the sensitive 
detector). 
The reader is used mainly when the readout electronics do not have a one to 
one relationship with the detector segmentation, e.g. when a PMT is assigned to a 
block of 64 crystal pixels then the reader module can be applied to sum the pulses 
from each crystal pixel, which is a sensitive detector, and to generate a pulse that 
contains the total energy deposited in the group of the pixels. The position is then 
determined by the adder with the largest energy. 
The digitizer module includes some other features that can be used to achieve 
a greater degree of realistic modelling of the system. These features allow the 
modelling of energy resolution by inserting a Gaussian blurring to the energy of the 
pulse according to the value of energy resolution by inserting a Gaussian blurring to 
the energy of the pulse according to the value of energy resolution that is set by the 
user. Gaussian blurring is used to model spatial blurring and time resolution as well. 
Other features offered by the same module are the use of energy window, deadtime 
modelling and coincidence sorter which selects pairs of coincidences according to a 
user defined time window. 
Output 
There are five possible output fonnats and these are ASCII, ROOT, LMF, 
INTERFILE and ECA T. In each predefined system different output fonnats are 
assigned which are shown in Table 3.2. 
The ASCII output is raw data output which contains all possible information 
from each sensitive detector either crystal or phantom. Three output files are 
generated in this format. The first file is named gateSingles.dat in which the singles 
are recorded. Position, energy, time and last interaction of the particle that generated 
the single are some ofthe information included in this file. 
The second file is named gateHits.dat in which the hits in every sensitive 
detector are recorded along with the deposited energy in each hit. Other information 
included is the position of the hit, the interaction process that took place between the 
particle and the volume, the name the last volume that the particle interacted through 
Compton scattering and the time of the hit. 
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In the case of PET systems a file named gateCoincidences.dat is created in 
which infonnation about the time of the annihilation, the deposited energy and the 
position of the scanner are included amongst others. 
The ROOT output fonnat is a file that can be read by a specific application 
called ROOT and the data can be displayed in the fonn of histograms. 
The sinogram output (ECA T) is available only to ECA T systems and stores 
the coincidence events in 2D sinogram with one to one correspondence between the 
sino gram bins and the lines of response and one 20 sino gram per pair of crystal rings. 
The intertile output or projection set output is available to SPECThead systems and is 
designed to mimic an acquisition protocol for a multiple headed rotating camera. 
Finally the LMF output is available only to cylindricalPET system and the 
generated file includes only single events and can be read and analysed using the 
LMF libraries. The purpose of the file is to be used for sinogram generation for image 
reconstruction. 
Design scheme overview 
Having described the main components of the simulation architecture in GATE, a 
summary and a presentation of the overall scheme of the design process in terms of 
these components would be useful. The process consists of the following steps: 
I) define the scanner geometry 
2) define the phantom geometry 
3) set up the detector model (Digitizer module) 
4) set up the physics processes 
5) initialise the simulation 
6) define the source(s) 
7) specify the data output format 
8) start the acquisition (Run) 
After the physics implementation the system should be initialised and then 
should continue with the rest of the steps (PreInit> mode). Following the 
initialization, steps 5 - 8 are performed in IDLE> mode, in which the geometry can no 
longer be changed. Another step may implemented which is the visualisation of the 
geometry but it can again be omitted once the geometry is tested and properly defined 
and the simulation is ready to start the acquisition in order to save computational time. 
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3.4.2 SPEer Benchmark 
Two benchmarks, one for PET and one for SPECT, are included in the GA TE 
distribution. These benchmarks check the integrity of the installation or upgrade, and 
also allow for the comparison of CPU performance on different computing platforms. 
In addition, they provide examples of how to use the main features of GATE to 
simulate PET or SPECT experiments. Furthermore, they serve as examples on how to 
analyse output. Each benchmark consists of macros to run the simulation, analyse 
simulation output and generate figures. In addition, a set of baseline figures are 
included for a comparison of the user's results with those from a correct run [19, 22]. 
The SPECT benchmark (Figure 3.3) simulates a SPECT acquisition with a 
moving source. The simulated 4-head gamma camera does not correspond to any real 
system. This benchmark involves a cylindrical phantom (5 cm in diameter and 20 cm 
long) filled with water, with an inner cylinder (2 cm in diameter, 5 cm long) filled 
with 30 kBq of 99Tcm• The phantom lies on a table (0.6 cm thick, 8 cm wide and 34 
cm long). During the simulated acquisition, the table and phantom translate together 
at 0.04 cm/s. Confinement is used to keep the source distribution synchronised with 
the phantom movement. All four heads of the gamma camera are identical, consisting 
of a parallel hole lead collimator (hole diameter: 0.3 cm, collimator thickness: 3 cm 
and septa thickness: 0.6 mm), a 1 cm thick NaI(TI) crystal, a 2.5 cm thick back-
compartment in Perspex and a 2 em thick lead shielding. The simulated acquisition 
consists of 64 projections (16 projections per head), acquired along a circular orbit 
with a 7.5 cm radius of rotation and a speed of 0.15 degls. Sixteen runs of 37.5 s each 
are performed to simulate the 16 positions of the 4 gamma camera heads [22]. 
The low energy electromagnetic process package is used to model the physics. 
Rayleigh, photoelectric and Compton interactions are turned on while the gamma 
conversion interactions are turned off. To speed up the simulation, the X-ray 
production cut-off is set at 20 keY and secondary electrons are not tracked. Compton 
events occurring in the phantom, collimator, back-compartment, shielding and table 
are recorded. A Gaussian energy blur is applied to all events detected in the crystal 
using an energy resolution of 10% at 140 keY. The limited spatial resolution of the 
photomultipliers and associated electronics is modelled using a Gaussian blur with a 
standard deviation of 2 mm. Only photons detected with an energy measurement 
between 20 and 190 keY are stored [22]. 
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Figure 3.3: lIIu tration of the PECT benchmark set-up. 
Th b nchmark r ult ar characteri ed by: (I) the number of simulated 
e ent and of d te ted ount· (2) the p rentage of primary and cattered events with 
r p ct to all e nt d te t d in th 20-190 ke V energy window (here scattered event 
ar con id red a function of the ompartment in hich the last scattered event 
occurr d i . . phantom, collimator, table, cr tal or back-compartment); (3) the mean 
and tandard d iation of th numb r of d t cted count per projection; (4) the 
percentage of catt r d 
catter ond for doubl 
3.4 .3 Cluster Mode 
ent a a function of the scattering order (fir t for single 
att rand 0 on). 
n of th major dray back of GAT is the computation time required for the 
imulation e peciall b cau e no arianc reduction techniques are currently 
a ailabl in A T4 [25]. Thi computation time everely penali es PE T 
simulati n ollimator top mo t incident photon. This will be an even greater 
probl on id ring mor comple phantom geometrie such a those 
in 01 o ' Ii ed phantom. Reali tic imulations u ually take week or month to 
c mplet In tate-of-th -art ingl - P computer Ther fore, different trategi have 
b n r ntl und r in tigati n to p d up pro e ing tim , among which are the 
parall Ii ation fth and th 'gridifi ation' of GAT [26]. 
It i g n rail tru that Monte arlo imulation are e client candidates for 
embarra in Iy parallel (no d p nden b tv een parallel jobs) solutions to the 
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computational problem, because the amount of inter-process communication is small, 
and usually only at process start-up and termination. Although the theoretical, linear 
speed-up is usually not achieved due to many factors, GATE simulations should be 
highly scalable. Therefore, it is essential to achieve a distributed computing approach 
for running GATE experiments in a cluster of computers is the most appropriate 
solution to reduce the overall computing time of GATE experiments. 
In September 2007, OGC released the first version with cluster capabilities 
(V3.1.2) [22]. It is based on platform independence in the sense that the simulations 
are partitioned in virtual time slices so that the user obtains a number of fully resolved 
independent job execution macros accompanied by a platform specific submit file. 
This approach does not change important experiment parameters such as singles, 
randoms, scatter rates and deadtime. The implementation is fully automatic and 
platform independent as the software generates a set of fully resolved macros together 
with an on-the-fly generated cluster submit file [27]. 
GATE on the Physics Department's cluster was successfully installed but this 
did not go as smoothly as well, due to high dependence of GATE package on 
computing environment configurations. In order to use GATE in cluster mode the user 
needs three components: the job splitter, the file merger and a cluster aware version of 
GATE. 
The job splitter was installed in the same directory as GATE. Two 
environment variables were added to the evironment file used to compile GATE. The 
first variable indicates the location of a hidden directory called GATE. The directory 
will contain the split macros for each simulation. Even when splitting the same macro 
several times, a new directory will be created for each instance. In normal 
circumstances one does not need to look into it. In case of an error, it can be used to 
run only a specific part of a simulation again. The second environment variable 
indicates the location of the job splitter executable. As the GATE environment file 
will be used to compile the job splitter source code, the executable will likely be 
located in the same directory as the GATE executable. 
The cluster software should be able to handle all GATE macros. However, 
only ROOT is currently supported as an output format. All other output formats 
should be disabled as they cannot yet be merged. 
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The job splitter \ ill ubdi id the simulation macro into fully resolved, non-
parameterized macro. A Ii t of all the data output options is given after successful 
completion: 
ROOT output i enabled 
ASCi! outpllt i di abled 
INTER output i di abled 
LMF outpllt i di abled 
ECAT Olltput enabled if ECAT + inogram selected 
but no file narn e i given; 1I ing a default one 
1 0 output enabled if ECAT sy fem elected 
but no filename i given; u ing a default one 
Th file merg r ex cutable was located in the current di rectory. The file 
merg r can b run" ith either th original macro or the split file as input. As shown in 
Figure 3.4, the output merger take a input the ROOT output files from the 
parallelized imulation and u es the information in the split file to merge them. 
Split file ROOT ROOT ROOT 
1 2 N 
..... .. 
....... 
! T T T • r . 
Options ----+ File Merger 
I ,..-:'. 
1 
ROOT 
igu re 3.4: he output merger i u ed to merge the ROOT output data into a single output file. 
3.4.4 Voxellized Phantom 
A 4 offer t\ 0 con enient method to de cribe multiple copie of a volume 
in ide a mother olume: r plica and parameterized volume. The parameterized 
olum method offer antage over replicas uch a voxel that can be 
aried in iz. hap and material, 0 el not ntir Iy filling the envelope and 
i ualizati n attribute . 
AT ha r ntl (2007 i .. from V.3.1.2) introduced voxeli ed phantom 
imulation capabilit [22]. Th parameterized olume method i available in GATE 
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for voxellized phantoms. The current implementation of voxellized phantoms using 
GEANT4 parameterization supports phantom dose calculations and voxel 
visualization attributes on a per material basis. More developments are planned for the 
future that include the use of a cylindrical envelope (for tight geometries) and a 
variable voxel size scheme to minimize memory requirements and speed up 
simulations (see Section 3.4.6). 
The parameterizedBoxMatrix supports the imageReader and the 
interfileReader as well as the range or tabulated translator. As with other objects, 
placement and move commands can be specified. Colour attributes may be specified 
with the tabulated or the range translator. Tables read by translators have a prescribed 
fonnat. 
As phantom resolution increases, the number of voxels can become very large 
and a significant amount of memory may be required. For most applications however, 
high resolution is not required everywhere in the phantom but only where necessary to 
keep smooth boundaries between phantom structures. The compressedMatrix 
phantom object can be used instead of the parameterizedBoxMatrix to generate a 
compressed phantom where voxel size is variable. With the compression algorithm, 
all adjacent voxels ofthe same material are fused together to form the largest possible 
rectangular voxel. A compressed phantom uses less memory and also less CPU. 
There are two possibilities within GATE to read in voxellized sources. One 
can choose to read in an ASCII file or an InterFile image. In ASCII fonnat, the first 
line of this file should consist of the number of pixels of the image: nx, ny, nz. This 
detennines the size of one slice and the number of slice the voxellized source should 
contain. These three dimensions are followed by a sequence of numbers, one number 
for each voxel. These numbers respresent the activity in each of these voxels and are 
then later converted to actual activities using a translator that can be a linearTranslator 
or that can be a rangeTranslator (only the numbers> 0 are converted into voxels). 
Another more user-friendly possibility is to read in an image stored in InterFile 
fonnat, where the gray scale of the image is converted into activity values. Using this 
InterFile reader any digital phantom or patient data, stored in InterFile fonnat, can be 
read in as emission distribution. 
In order to demonstrate the ability and flexibility of GATE in modelling a 
voxelised phantom to provide a realistic and flexible model of the human anatomy 
and physiology, I contacted Dr. Paul Segars at Duke Advanced Imaging Laboratories 
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to obtain the non-uniform rational B-spline (NURBS)-based cardiac-torso (NCAT) 
phantom source codes (written in C) [28]. The NCA T data contains a program 
(dlesn_bin) that generates perfusion defects in the left ventricle (LV). After 
compiling, the NCA T data was saved as raw binary images with no header. Each 
voxel value in an output image was stored as a 4 byte floating point number (lnterfile 
format). Then activityRange.dat and rangeMaterial.dat was defined as described 
above. Also, a basic header file was defined. The simulated activity concentrations, 
organ volumes, and total activities simulated in the heart, lungs, liver, spleen, kidneys, 
bone marrow, blood vessels and background are shown in Table 3.3. Figure 3.5 shows 
a schematic presentation of the NCAT phantom dual-head gamma camera as 
modelled by GATE. 
Organ 
Heart 
Lung 
Liver 
Kidneys 
Spleen 
Marrow 
Blood vessels 
Remaining organs 
Total 
Table 3.3: Organ activities in NeAT phantom. 
Volume (cmJ) Concentration (kBg/cmJ) 
816 91.9 
3604 18.0 
1934 55.8 
415 36.1 
270 29.6 
1182 33.8 
643 15.5 
231638 1.6 
Activity (MBg) 
75 
65 
108 
15 
8 
40 
10 
380 
700 
Although the NCA T phantom was successfully modelled, there were no 
results obtained afterwards. This is because there were problems associated with 
voxelised phantoms that have not been completely fixed before GATE VA.O.O after 
very long discussions through the GATE forum [29]. Furthermore, GATE on a 
cluster, which was installed at a late stage of this project, capability may not be able to 
run GA TE with NCA T phantom simulations effectively. Nevertheless, this part will 
be used for future suggestions as future work and is discussed in Chapter 7. 
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3.4.5 SPECT GATE Literature 
In order to a the accurac of T , e eral tudi s have compared simulation 
r ult again t p rimental m a urement obtained from clinical systems. Staelens et 
of [30] ha alidated imulation re ult of GATE through compari on with 
e p rimental data mea ured on a dual-headed AXIS camera (Philips), which was 
I mode II d to r pr ent th physical reality. The validated properties were: 
sp ctral di tributi n , en rg re olution, en itivity, carter component and spatial 
re lution anal i . Th Y ha e reported that overall results showed very good 
agr em nt b tw en th a qui ition and the imulations. 
Ai el of [31] ha alidat d the u e of GATE for modelling indium-Ill 
T data . Th quantifi ation of hich i of foremost importance for dosimetric 
. The mod II d th D T- i Gamma amera (Genera l E lectric Medical 
tern) and in tigated the am paramet r with the previous tudy by Staelens et 
01 [30). ne of th int r ting point from thi latter tudy (As ie et of [31]) was to 
illu trat the imp rtan f mod lIing th back-c mpartment of the photomultiplier 
tub (PMT). Th mod II d th am tern ith and ithout a back-compartment. 
The demon trat d the ital rol of back- ompartment modelling, without which, 
larg n imulat d and xperimental data were observed [31]. 
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Lazaro et al [32] have also described the use and validation of GATE 
simulation of a prototype of scintillation cameras dedicated to small-animal imaging 
and consisting of a CsI(TI) crystal array coupled to a position-sensitive 
photomultiplier tube. They have shown that the simulated and experimental data were 
consistent with each other. Table 3.4 illustrates the list of commercial SPECT systems 
which have been validated by GATE. This table summarises the figures of merit 
(FOM) used for assessing the consistency between simulated and real data, as well as 
the major validation results and associated references. Overall, these studies have 
illustrated the flexibility and the reliability of GATE for accurate modelling of various 
detector designs. 
Table 3.4: A summary of SPECT GATE literatures (16). 
Scanner type Studied FOM Agreement References 
Spatial resolution <5% 
Energy resolution <1 % 
Staelens et al [30] AXIS, Philips Energy spectra visual assessment 
Sensitivity <4.6% 
Scatter profiles visual assessment 
Energy spectra excellent 
DST Xli, GEMS Spatial resolution < 2 % in air, < 12 % Assie et al [31) in water 
Sensitivity <4% 
Energy spectra good 
Energy resolution <1 % 
CsJ(TI) SPECT Spatial resolution <1 % Lazaro et al [32) 
camera Scatter fraction <2% 
Sensitivity <2% 
Line phantom visual assessment 
3.4.6 Recent and Ongoing GATE Developments 
Current and on going developments in GATE are being made by the Open GATE 
Collaboration (OGC) [29], counting at present 22 laboratories, and the wide user 
community. The possibility to load voxel geometry (and source) models was added to 
GATE. The interface includes generic internal treatment of voxel elements and 
dedicated developments for input of various formats [33], also with variable voxel 
size [34]. Besides the traditional use as input for the material description, the voxel 
model can also be used as a map of source activities, overlaid onto the geometry. 
The relevance of the correction of movement artefacts is increasing with the 
improvement of scanner resolution, and the availability of description of these 
movements in realistic phantoms is a key feature in modem simulation tools. On top 
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of the generic voxel models, dedicated interfaces to specific widely used phantoms 
were recently added to GATE: the 4D NURBS-based Cardiac-Torso (NCAT) and the 
4D Digital Mouse Whole Body (MOBY) phantoms [28, 35] are available (as 
geometry and activity maps), fully integrating the model respiratory and cardiac 
motions and timedependent activities within each organ with the GATE time 
management [36]. 
Significant improvements were made to the detector response simulation 
("digitizer"): new processing types are available for the assembly of the linear signal 
processing chain, including configurable dead time [37,38]. 
Other recent developments include the extension of GATE to the dosimetry 
application domain [39], user-friendly interfaces to the GEANT4 optical photon 
tracking, and a new Graphical User Interface. 
A major collaboration effort aims at performance improvement through 
efficiency optimisation (variance reduction techniques include importance sampling 
and forced detection) [25] and distributed computing (with openMosix, Condor, and 
so on) [26, 27]. A truly parallel version with Message Passing Interface (MPI) is also 
under construction and first results are demonstrated on worldwide computer grids. 
Jan De Beenhouwer et al [26] implemented both standard (FD) and convolution based 
forced detection (CFD) with multiple projection sampling (MPS) which allows the 
simulation of all projections simultaneously in GATE. In addition, a FD and CFD 
specialized Geant4 navigator was developed to overcome the detailed but slow 
tracking algorithms in Geant4. This paper was focussed on the implementation and 
validation of these aforementioned developments. The results show good agreement 
between the FD and CFD versus analog GA TE simulations. These combined 
developments accelerate GATE from three to six orders of magnitude and render 
realistic simulations feasible within clinically acceptable simulation times. 
Developments are ongoing for the integration of modelling tools for hybrid 
scanners (including SPECT/CT, PET/CT, OPET) [40-42]. Recent clinical applications 
of GATE include a study on contamination effects in 201TI myocardial perfusion 
imaging [43]. 
The GATE Editor Project [44] is under development and aims at the 
development of a homonym window application that exports GATE scripts based on 
easy to understand parameters given by the end user. Gate Editor is developed using 
the C++ program language in a Linux environment. A WindowsXP version is also 
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available. Until now only the geometry aspects of GATE are supported. The goal until 
the fir t functioning release is full support of GATE commands (naming a few: source 
definitions, digitizers, physics, etc.). Under development are also some useful tools 
like: alignment capabilities, error prevent routines concerning volume overlaps and 
off parent translations reading from and writing to GATE Materials Database, etc. In 
addition u eful tools such as collimator wizard or crystal-block wizard are being 
designed and optimized. As an example, Figure 3.6 shows the insert object (e.g. 
collimator, crystal. ... ) wizard window. 
e.. 0 .... __ 
'''''-''011< !;w ~=t 
o.r.... [I .. $417""" :co J 
100- ll~ UI~ J.'I». J 
.... «ItT ~ ... 
El $"~,,-
> I s;.- <J<odo. J I ljeo . '-"' 
DoW .. _-
I (...... I [ 
Figure 3.6: The insert object wizard window 144]. 
3.5 Verification of GA TE Installations and Accuracy 
Although the GATE Monte Carlo simulation code has been validated over the last few 
year checking GATE accuracy on a single CPU or a cluster is essential due to the 
dependence of the GATE package and associated software and libraries on computing 
user environments and configuration. Therefore, in this part GATE installations are 
validated u ing the PE T benchmark, theoretical prediction of system resolution and 
experimental data obtained from a clinical SPECT system (Philips) at Guy's Hospital 
London. 
3.5.1 SPECT Benchmark 
or this project, GAT V.3.0.0 was first installed. However, the installation did not 
go a smoothly as expected, due to space constraints. Appendix D describes the 
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installation processes. After GATE was installed, the SPECT benchmark was run to 
check the installation. Table 3.5 compares the results, which were provided from 
Open GATE Collaboration (OGC) [45], with the obtained result. From Table 3.5, it is 
clear that GATE has been installed successfully. The results presented by OGC are 
the compilation of the results obtained from eleven different computer installations. 
The relative standard deviations were obtained from running eight simulations. 
Table 3.S: Comparison of SPECT bench mark results reported by OGC and obtained from our 
simulation to check the integrity of GATE installation. 
Variable type 
Number of emitted 
particles 
Detected counts 
between 20 and 190 
keV 
Percentage of 
un scattered photons 
Mean detected counts 
per projection 
Medium 
AverageOGC Our Values (l 
values ± Relative CPU) ± Relative 
stdev (%) stdev (%) 
Global information 
1.799 x }O7 ±O.OI 1.798 x I07±O.02 
35758±0.16 35874±O.10 
35.6o/0±0.10 35.7±O.17 
278.4±1.40 281.2±0.80 
OGCvalues± Our Values ± 
Relative stdev (%) Relative stdev (%) 
Our values on Unis 
cluster± Relative 
stdev (%) 
1.796 x }O7 ±O.Ol 
35923±O.23 
35.6%±0.21 
277.9±1.l5 
Our values on a 
cluster± Relative 
stdev (%) 
Percentage of photons whose last scattered event occurred in a specific medium (%) 
Phantom 53.3O±O.1 53.40±0.08 53.70±0.20 
Table 3. lO±O. 1 3.01±O.lO 3.05±O.17 
Collimator O.34±2.9 0.35±2.40 0.39±2.63 
Crystal 6.40±O.2 6.20±0.08 6.30±O.43 
Back-compartment 1.20±3.3 1.20±3.21 1.l0±3.92 
OGC values ± Our Values ± Our values on a Scattering order Relative stdev (%) Relative stdev (%) cluster± Relative 
stdev (%) 
Percentage of scattered photons as a function of the scattering order 
Order I 48.20±0.20 48.61±O.28 47.08±0.41 
Order 2 26.40±0.30 26.09±O.25 26.52±O.32 
Order 3 12.80±0.15 12.90±O.O8 13.68±O.20 
Order4 6.60±0.10 6.50±0.O9 6.50±O.25 
Order> 4 6.00±.40 6.l0±.l7 6.22±.60 
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3.5.2 System Spatial Resolution 
The spatial resolution is generally estimated from the Full Width at Half Maximum 
(FWHM) of the Point Spread Function (PSF). The PSF is usually obtained from the 
2D projected image of a point source in air. It can also be theoretically estimated 
where predictions are based on the collimator geometric spatial resolution equations 
proposed by Anger [46] and Webb [47] respectively. According to Anger [46] the 
geometric resolution of the parallel hole collimator in terms of FWHM can be 
expressed as: 
FWHM = d(f+f +e) 
f 
(3.3) 
Where d is the hole diameter and f is the source-to-collimator distance and e is 
the distance between collimator and the centre of the detector (commonly e=0.5 cm), 
finally / is the collimator length or depth. Now if the parameters of Eq. 3.3 are 
replaced with the common values of the low-energy high-resolution (LEHR) 
collimator (d =0.14 cm and /=3.28 cm) [48] then the equation becomes FWHM(cm) = 
0.043f +0.16. Similarly, Webb [47] suggested a similar equation but he ignored the e 
term as: 
FWHM(cm) = d(f + f) = 0.043f + 0.14 
f 
(3.4) 
The PSF was simulated using a 99Tcm point source in air located at various 
distances (f = 5, 10, 25, 50 and 75 cm) between the source and the LEHR collimator. 
Full description of single-head gamma camera modelling is given in next Section. For 
each simulation 500 million events were tracked. Figure 3.7 shows Exemplar profiles 
of the PSF obtained from ROOT output of simulation of a 99Tcm point source in air 
at to cm and 25 cm distance from the collimator respectively. Furthermore, Figure 3.7 
meets the fact that as source-to-collimator distance increases, the maximum height of 
the PSF decreases, but the width increase (FWHM) becomes poorer, so that the total 
area under the curve (total detector counting rate) does not change. Hence, GATE has 
accurately simulated the spatial resolution. 
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The spatial resolutions expressed in FWHM were calculated from the 
simulated data and then compared with the theoretical predictions. Using the least 
square error linear fit to simulated data gives this equation FWHM = 0.046f + 0.21 as 
plotted in Figure 3.8. The slight differences between the model used here and the 
Webb and Anger models are expected. This is because both theoretical models given 
by Anger [46] and Webb [47] are geometrical models and neglect anything else. 
3.5.3 Validation of a Monte Carlo Simulation of the Philips 
Skylight Dual-Head Gamma Camera SPECT System Using 
GATE 
One of the most important issues related to the use of a Monte Carlo code is how the 
code has been validated. The gamma camera which is simulated in the benchmark is 
a virtual camera and does not correspond to any commercial system. Furthermore, due 
to the importance of code accuracy, GATE was further tested by simulating a real 
SPECT system. 
3.S.3.1 Method 
The imaging system simulated is one of the SPECT systems located at Guy's 
Hospital. It is the Precedence SPECT/CT 16 power configuration manufactured by 
Philips Medical Systems [48]. The validation properties were: system spatial 
resolution for planar and SPECT, system sensitivity, scatter fraction, pixel size and 
attenuation effects. Table 3.6 summarises the detector and different types of 
collimator specifications of the SKYLight dual-head gamma camera. Note that these 
specifications were taken from Philips' literature except where noted with * which 
were unavailable and therefore estimated. 
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Table 3.6: Summary of parameters used in modelling Philips Precedence. 
Component Parameter TypeNalue 
LEHR Hole Diameter 1.40 mm 
Septal Thickness 0.152 mm 
Depth 32.8 mm 
LEGR Hole Diameter 1.40 
Septal Thickness 0.180 
Depth 24.7 
Collimators HEHR Hole Diameter 3.06 
Septal Thickness 1.95 
Depth 60.0 
HEGR Hole Diameter 3.81 
Septal Thickness 1.727 
Depth 60.0 
Collimator - Detector Separation 6 mm· 
Crystal Size 595x595 mm 
Crystal Thickness 9.5 mm 
Detector Crystal Material NaI 
Detector Cover material AI" 
Detector Cover Thickness 1 mm " 
PMT PMT Material Glass • PMT Thickness 40 mm· 
Different 99Tcm and I3II source geometries including point, line and cylindrical 
sources were simulated with and without a scattering medium. Acquisition parameters 
such as angular step and radius of rotation were simulated in accordance to the 
National Electrical Manufacturers Association (NEMA) standards test [49] which was 
carried out at the Nuclear Medicine Department at Guy's Hospital. Table 3.7 
summarises the simulated source configurations as well as acquisition parameters. 
Figure 3.9 shows SKYLight dual-head gamma camera with 99Tcm line source in a 
cylindrical phantom filled with water as modelled by GATE. 
Table 3.7: Summa ofsimulated ob·ects and main ac uisitions arameters. 
Source 
Point Source Line Source Cylindrical Source 
air + 6/10 cm cylindrical 
Attenuation air + 30 cm Perspex phantom filled with air 
water 
Activity . 1.0MBq 2.5 MBq 3.5 MBq 
Radius of 20cm 20 em 20cm 
Rotation 
Angular Step 3° 3° 30 
Matrix Size 128 x 128 128 x 128 128 x 128 
Rotation 1800 1800 1800 
• Adjust to suit calculation time, not a high number of events required at this stage. 
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Figure 3.9: Picture of KYLight dual-head gamma camera as modelled by GATE. 
A au Ian energ blurring of FWHM= 10% at 140 keY was simulated . Also, 
a au ian blurring ith FWHM of3.4 mm \ as introduced to simulate limited spatial 
re olution of photomultiplier tube and as ociated electronic. These values were 
deri ed from e prim ntal mea ur ment . The physical processes involving gamma 
int raction photoel ctri effe t, ompton cattering and Rayleigh scattering) were 
mod lied u ing the el ctromagn ti 10\ nergy package of GEANT4. Only Interfile 
output format (t p of binary image) \ a et on, while ROOT and ASCII output 
format t ofT to p d up th imulation. 
3.5.3.2 R ult 
All imag \ er initiall iew d u ing ] DL oftware (R I, 2004) [50J and transferred 
to the H RM 
3.10 ho th inogram (ro 
t m [51 J for reconstruction. As an example, Figure 
data), a . ompre sed' image (sum of counts along the 
proje tion and a planar ie\\ of a projection at 0 degrees recorded by a99Tc ln line 
ourc . 
igure 3.1 : a: planar ie, b: the inooram and c: the compre ed image of a 99Tcm line source 
in air. 
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A e pected, th inogram ha a sinu oidal shape indicating agreement of the 
projection acqui ition imulation ith a real acquisition process. Different colours of 
the ariou point onto the inogram are a measure of the recorded counts while the 
sinogram hap r lated to the ource-camera distance during the projection 
acqui ition. The colour cal on the right side is an indication of the number of counts 
repre enting count from zero to maximum value. The consistency of the sinogram, 
compre ed imag and planar i w of the projection indicates that projection 
acqui ition ha been achi ed ucce sfull . 
S:v tem spatial re olution 
Both point and line ource image ere reconstructed USIng the filtered 
backprojection (FBP) technique, with no smoothing filter applied. The spatial 
re olution \i a obtained b mea uring a line profile across both point and line sources 
and calculating the FWHM and full \I idth at tenth of maximum (FWTM) using 
H RM uality ontrol programme (HQ L) [51], see Figure 3.11. 
igure 3.11 : al ulation of , HM and FWTM in ertical directions. 
Table 3. ompar th imulat d and measured spatial re olution results for 
an . In gen ral. th alu of patial re olution obtained by simulated data 
ar data. Th alue are al 0 clo e to clinical data indicating 
that ha a urat imulat d th patial r oJution. imulated FWHM and 
W M alue fall \-\ II within th M m a ured alue. 
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Data FWHM(mm) 
ource 10.41 
10.10 
10.40 
FWTM(mm) FWTM~WHM 
18.55 1.77 
19.34 1.91 
18.45 1.78 
Sy tem ell itivity 
The sen iti it , d fined a the number of detected events divided by the number of 
a calculated u ing GATE. Figure 3.12 shows system sensitivity 
of 99Tcm point ource locat d at different distance from the collimator: 5, 10, 15, 20 
cm. For each simulation 200 million e ents were tracked. As expected, the sensitivity 
did not depend on the ource-to-collimator distance, thus demonstrating the accuracy 
of T ror mod lIing t m n iti ity. There is good agreement between the 
experiment and the imulation ithin the range of the error bars. The associated 
r lati tandard d iati n for the simulation are calculated by repeating one 
imulation fi e time and tho e of th exp rim ntal data were obtained by considering 
a 7% error in th do e calibrator. 
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u 
~ 
c 
E 
e-
-.... 
-~ 0:;; 
c 
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o . ' peri mental alue _ Simulated alue 
110 
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Figu re 3.12: n iti it , . our e-to-collimator di tance for a 9~cm point Our-ceo 
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Scatter fraction 
In thi stud , th catter fraction \ as e aluated by modelling a line source of 99Tcm 
in ide a at r-fill d lindrical phantom at a radius of 6 and 10 cm. Figure 3.13 
sho a planar ie\ of a projection at 0 degrees, the sinogram and a compressed 
image record d b a 99Tcm line source inside a cylindrical phantom filled with a 
thickn of at r of 6 cm. 
Figure 3.13: a: a planar ie\, b: the inooram and c: the compres ed image ora 99Tcm line source. 
The aU r fra tion a defin d a the ratio of the number of events in the 
image whi h come fr m photon catt red at lea t once in the phantom or in the 
collimator to th numb r of e ent coming from primary photons not scattered in the 
phantom. Pra ti all . th atter fraction wa estimated by comparing the 
exp rim ntall imulated data ith th Gaus ian fit of the data. The scatter fraction is 
e pre d a : 
Total area - Gau ian area xl 00 
Total area 
(3.5) 
Figur 3.14 ho a count profile a ross pixels on the 63 degree projection of 
the line our with Gau ian fit. The catter fraction from the simulation data was 
e timated to b 8.9 % and 12.7 % compar d to the experimental results of 9.8 % and 
13 .8 % obtain d in th ca of 6 and 10 cm radii re pectively. The simulated scatter 
fraction differ d by I than 8 % from the experimental scatter fractions. The e 
de iation rna b partl e plain d b the 10 number of simulated events (typical 
acti it on ntrati n : 0.3 MBq/ml) [52]. 
- 104 -
5000~-----------------------------------------
--Total count 
--Gaus ian fit 
4000 
3000 
g 
U 
2000 
1000 
76 80 
Pi eJ ' 0 . 
Figure 3.14: ount profile of the 21 I lie and Gau ian fit of the peak of the 21 sl slice. 
Attelluation correction (Ae) effe t 
A more ac urate e 'amination of th effect of the AC on the image quality wa 
achie d b imulating a c linder filled with 99Tcm source. The image was corrected 
by the hang method after r con truction. Figure 3.15 hows count profile for the 
image of I indrical ouree v ith and \ ithout A . The numb r of counts has been first 
normaliz d t unity in order to ac ount for different maximum values from the two 
recon tructi n approa he and then plotted again t pixels. The non-corrected profile 
ha an ob iou decrea of ount to ard th centre of the cylinder. The profile after 
orrection b the hang method impro es while it still deviate from the ideal profile. 
Thi uld b du to th pre n of noi e a a re ult of using low count statistics. 
- 105 -
1.0 
0 .6 
.. 
~ 0 .6 
i 
11 0 . ' g 
z 
0'= 
0 .0 
rM t ·· t fV1 . , \. /' f" ) IJJ \~ \.\. \ \"i\ t- i"~~ \ 
IrJ r 'd\.".;J ],J ~ 1 
\ ..-\.,. \\ 
\\ 
\\ 
0 :0 '0 60 eo 
Pixel numb er 
'-1_- · --.-It-h o-u-t -0-0 r-re-o-t'-o---' nl
100 
I -'-attenuatlon oorreotlon .lth Chang methodl 
. \ 
Ll 
1:::0 
"0 
igure 3.15: The profile ofa cm uniform cylindrical activity di tribution before and after 
hang corr ction. 
D pit th 10\ tati tic of the imulated images, the cylindrical phantom 
h re about 100 tim Ie a ti ity v a u d than in the experimental data to study 
the attenuation eft! ct \ hich e plain the poor quality of the reconstructed image, 
good agreement' a found b teen e peri mental and simulated data. 
Validation of til e pixel ize 
In th linical n ironment th matri size of the acquired projections is 128x 128 
pi el and ea h pi el ha dimen ions of 4.664x4.664 mm. A simulation study was 
perform d to validate the acquir d clinical projections pixel size. The simulation was 
performed b obtaining a planar iew of two point sources 99Tcm placed at the centre 
of the F and 10 cm off-centr on the Z-axi . Approximately, 1 x 109 photons were 
tracked in thi part of th stud . 
Figure 3.16 ho the 3D le\ of the point ource processed in IDL. The 
calculation of th pi el Ize \ a performed u ing the HERMES pixel size 
mea ur ment function u ing a profil \ idth of 5 mm. This function calculates the 
numb r of pi el bet een th t\ 0 ources (a defined by the maximum counts along 
th proftl) and, ith th ir di tan e bing known it calculates the pixel size. The 
di tan of 10 cm i r pr nted b 21.4 pi el . A a r ult, for the clinical projection 
of 12 x 12 pi ' I th pi 'el iz \\ a found to be 4.67x4.67 mm, a value that validates 
perfect I th linical pi 'el ize of 4.664 x4.664 mm, with r lative error only 0.13%. 
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M T 
ource for pi el size validation. 
ompari 011 of HEHR and HEGP collimator u ing J3I I 
Tn order to n ur the accurac of G TE for different radioisotopes and collimator 
de ign, a ompari n tud b tween the high-en rgy high-resolution (HEHR) and the 
high-energ gen ral-purp (HE P) collimator of the gamma camera system was 
p rformed for 13 11 planar imaging. The comparison properties included the spatial 
r olution and the tern en iti it . The simulated re ult offered the oppottunity to 
com par the u e of the e t 0 ollimator in a clinical environment. 
ording to tandard planar cans of 131, point source placed at the 
and 10m fr m th collimator surfac were performed with the H HR 
P collimator. To a patial re olution in catter, similar imulations 
were r p at d but thi time th ource placed b teen the scatter media was of 20 cm 
thickn P r p ' b hind th 131 J point our e and 10m thickn s Per pex in front of 
th ur planar imag were obtain d for the two collimator with the point 
our f IJI J in air and in Per p catter medium a hown in Figure 3.17. 
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Figure 3.17: Planar image of IlI I point ource in (above-left) air with the HEHR; (above-right) air 
, ith II P collimator' (belo\ -left) catter with the HEHR and (below-right) scatter with HEGP. 
It an b ob er d that th images obtained with the HEHR collimator are 
harper and pre ent bener patial re olution than th images obtained with the HEGP 
ollimator either ith our in the air or inside the Perspex phantom. The spatial 
r olution of the H HR collimator i bettet::J\:jy5% in air than the H GP 
collimator. Ho e er th patial r olution of both collimators worsens slightly by the 
pre ence ofth satter m dium and the difference b come :::::3.5%. Table 3.9 presents 
the r ulting patial r olution for all ca es. The la t column shows the ratios of the 
FWTM to WHM \\ hich indicate the quality of the peak (i.e. Gaussian shape 
FWTMIFWHM = 1.82). light differences between the theoretical (Gaussian) and 
imulated FWTM/FWHM ratio , particular! in the case of Perspex medium, are due 
to the pr ence of catt r b tw en the photon and different components of gamma 
camera ( .g. ollimator) but the e difference are not ignificant. 
able 3.9: patiaJ re oJ ution of point ource in air and Per pex for HEHR and HEGP 
collimator. 
M dium FWTMlFWHM 
ir 1.86 
14.5 27.5 1.89 
H 13.2 26.9 2.03 
H 14.9 29.1 1.96 
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For each collimator, either with the source in air or in Perspex, the sensitivity 
was calculated using the HERMES software. For each planar view, two Regions of 
Interest (ROIs) were drawn. The system sensitivity values were calculated according 
to the following equations: 
S S · .. Signal ROI - Background ROI ( 1MB) ystem ensltlvlty = cps q 
Time( sec )xActivity(MBq) (3.6) 
For each ROJ, both the number of pixels and the number of counts included 
were recorded. Thus, the background counts were subtracted from the true counts 
resulting in the sensitivity in tenns of cpslMBq. The errors of the sensitivity values 
were calculated based on the statistical error of the measured counts and through error 
propagation. The system sensitivity results are listed in Table 3.10. This is a non-
NEMA measure of sensitivity (NEMA uses a lOx 10 cm phantom). 
Table 3.10: System sensitivity for HEHR and HEGP collimators. 
Collimator 
Sensitivity (cpsIMBq) 
HEHR 
HEGP 
Air 
27.89 ± 0.17 
56.50 ± 0.24 
Water 
11.44 ± 0.11 
22.89 ± 0.15 
Although the two collimators do not have significantly different number of 
holes, they present essentially different system sensitivity. The HEGP collimator 
presents almost double sensitivity which is validated by Philips [48]. 
SPEer contrast-resolution phantom simulation 
The simulation procedure concludes with the simulation of aSPECT contrast-
resolution phantom [53] which is used for research purposes at Guy's Hospital. The 
aim of this part was to demonstrate the ability of GATE in simulating Quality Control 
Phantoms by comparing simulated results with real data obtained at Guy's Hospital 
using the real phantom. 
The whole phantom has walls 5 mm thick and is made of Perspex. It is divided 
in six different compartments of air, each of which is separated from the other with a 
layer of Perspex 6 mm thick. The two end compartments have outside layers of 
Perspex 3 mm thick. Each of the two end compartments has a height of 23 mm 
(excluding walls) while each of the other four compartments has a height of 38 mm 
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(excluding all). Th inner radiu of each air compartment is 9.4 cm. lnside the 
phantom, th re are i ' tub which conne t the two end compartments. Each tube has 
an external all 3 mm thi k and their radiu i 12.0, 9.0, 8.0, 4.0, 3.0 and 1.5 mm 
r pecti el . Th 6 tub ha been 10 ated inside the phantom so each tube centre is 
at 5 m from th ntr of th phantom. Figure 3.18 shows a schematic presentation of 
the PE T ontra t-re olution phantom a modelled by GATE. 
fioure 3.1 : PE T contra t-re olution phantom a modelled by GATE. 
In the imulation pro e all part v ere filled with water. Table 3.11 pre ent 
the characteri tic of each part and th acti ity with which each part was filled. The 
tube and th two end ompartm nt ere filled with 99Tcm of total activity 39.265 
MBq. Two oth r ompartm nts wer fill d with 99Tcm activity of 3.43 and 5.93 MBq 
acting a background acti it v hil the remaining two compartments had no activity 
di tribution. In order to achie e constant activity concentration in simulations, 
differ nl a ti it \ a u d for each tub and compartment depending on the volume 
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Table 3.11 : Activit~' di tribution of the SPECT I2hantom. 
Height (m m) Radiu (mm) Volume (mm3) Activity (MBq) 
23 94.0 638459.59 17.233 
End omp.6 23 94.0 638459.59 17.233 
ompartment 2 38 94.0 1054846.28 0 
Compartment 3 38 94.0 1054846.28 3.43 
Compartment 4 38 94.0 1054846.28 5.93 
ompartment 5 38 94.0 1054846.28 0 
Tube I 182 12.0 82335 2.023 
Tube 2 182 9.0 46313 1.278 
Tube 3 182 8.0 36593 0.963 
Tube 4 I 2 4.0 9148 0.299 
Tube 5 182 3.0 5146 0.189 
Tube 6 1 2 1.5 1286 0.047 
Total 5677125.3 48.62 
imulated u ing the phantom. Each canner head obtained 
60 planar i w around the phantom re ulting in 120 projection. Figure 3.19 presents 
th planar iew th in gram and th compre ed projections as well as a coronal 
of r n tru t d phantom imag . The e projection were recon tructed u ing 
H RM FBP r on tru tion algorithm u ing th ramp filter for absorbing the no ise. 
Figure 3.19: (a) Planar view' (b) inogram; (e) eompre ed projections and (d) cOI'onal 
recon trueted image of the phantom. 
In Figur 3.19.d, it i ob r d that treaking artefact exist at the right side of 
th phantom i . Thi typ of artefact i 
FBP du to th u att nuation of the photon and the accumulation of 
a ti it 111 r gion of th phantom, r ulting in incon i tencie of the obtained 
eml n data, ount tati tics. 
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APT tud of th r al phantom had been previously performed using the 
PE t m. The phantom v a fil led w ith 20 times the activity that the 
imulated phantom had. Figure 3.20 how the reconstructed coronal and transverse 
Ie ofth real phantom data. 
Figure 3.20: Recon tructed image of the experimental phantom: (a) tran ver e and (b) coronal 
ie\ . 
It i ob iou that the tub insid the phantom can be viewed better than in the 
imulated phantom. Th a ti it that th phantom was filled with was much higher 
and thi re ult d in better acqui ition count tati ti s. De pite the use of significant 
difference in u ed a ti ity bet een imulated and r al data, a quantitative comparison 
a achi d b calculating th ratio of count tatic between different compartments 
e eluding compartm nt 2 and 5 (no acti it ). One slice from each compartment was 
ele ted and an ROJ \ a drawn at ach lice in both simulated and real result with 
th am R I ize. 
able 3.12: Ratio of Real Phantom ount I imulated Phantom Counts. 
Ratio imulated phantom Real Phantom 
omp3 
nd omp 1/ omp4 
3.68 ± 0.05 
5.11±0.08 
1.027 ± 0.01 
3.5 ± 0.10 
5.0 ± 0.20 
0.95 ± 0.03 
Tabl .12 ummari e the com pari on of quantitative count ratio for 
imulat d and e peri mental data. It can be e n that 
th ratio b 1\: e n th nd omp. 1 and nd omp. 6 i almo ton becau e they have 
th am a ti it . In g neral the r ult how an excellent agreement b tween 
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simulated and real ratios indicating that GATE simulated the phantom with good 
precIsIon. 
Computational time 
Most of simulations were run on an Intel Pentium 4, 3.4GHz PC. The time required to 
carry out a simulation varied and was dependent on the source geometry and activity 
used. For instance, a simulation of a single point source of activity IMBq on single-
head gamma camera lasted around four days. The reasons for the high computation 
time in the simulations with collimator are fourfold [36, 38]. Firstly, in SPECT 
simulation, the collimator; particularly HR collimator, stops most incident photons 
(only a small fraction of the incident photon flux,~ 0.03%, reach the crystal). 
Secondly, every photon through every component of the experiment is tracked with 
GA TE. The LEHR collimator, for example, consists of 89,600 individual air holes. 
Even though the simulation time can be reduced to a great extent by analytical 
modelling of the collimator response (e.g., using the SimSET code), Assie et al. [31] 
have established that such analytical modelling is inadequate to closely reproduce the 
experimental data. Thirdly, variance reduction techniques, such as running GATE on 
a cluster, were not used. Finally, to ensure that the scatter processes in the phantoms 
were not influenced, which would have resulted in achieving an unrealistic model, the 
source emission was set isotropically in all directions ofthe geometry. 
3.6 Summary 
Monte Carlo calculations have entered the clinical and scientific arena and have 
become a method of choice to develop and to implement patient-specific dosimetry 
and image correction techniques and to optimize instrumentation and clinical 
protocols. Although a number of simulators for PET and/or SPECT were developed in 
the 1990s and early 2000s, until recently no code was considered as a standard for 
Me simulations in emission tomography including the general codes. A new code, 
GATE, has recently (a public release in 2004) been designed as the upper layer of the 
GEANT4 toolkit with the ambition to become the gold standard in nuclear medicine 
simulations. 
Validation is of the upmost importance for any simulation code and is 
currently the weakest point of most codes. The validity of the GATE Monte Carlo 
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code in a variety of applications by many users as well as the author provides 
confidence for its use as a research tool in the different fields of nuclear imaging. 
In this project, different GATE versions, up-to-date, as well as GATE on a 
Linux cluster have been successfully installed and validated. Our results demonstrate 
the accuracy and flexibility of GA TE for modelling SPECT systems. In general, the 
measured and simulated results were found to be in good agreement as well as SPECT 
bench mark results provided by Open GATE collaboration. 
A key drawback of GATE, particularly for early versions, is the significant 
computation time which will be an even greater problem when considering more 
complex phantom geometries, such as those involving voxelized phantoms. However, 
with the latest GATE versions (e.g., V.3.1.2 up to V.S) this limitation has been 
relatively overcome by the parallelisation of the code. 
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Chapter 4: Investigation the Potential Use of 
Lanthanum Scintillators For SPECT 
Imaging* 
4. 1 Introduction 
Radiation detectors playa major role in the imaging performance of SPECT and PET 
systems. Cerium-doped lanthanum crystals, in particular LaBr3:Ce [1] and LaCh:Ce 
[2] have lately aroused significant interest due to their high scintillation yield and 
superior energy resolution making them not only candidates to replace NaI(Tl) as 
scintillation crystals of choice for SPECT systems but also to raise questions about the 
future competition between scintillation cameras and those planned to be based on 
semiconductors such as CZT [3]. 
The main objective of this chapter was to investigate the potential use of 
lanthanum scintillators; particularly LaBr3:Ce, in gamma-ray imaging and it is divided 
into two main parts. Firstly, experimental characterisation of LaBr3:Ce, LaCh:Ce and 
NaI(TI) crystals are reported. Secondly, due to the crystal size availability and cost, 
the potential use of LaBr3:Ce and LaCh:Ce materials in SPECT imaging areas 
compared to NaI(TI) were investigated using GATE Monte Carlo simulations. These 
areas include: 
• Evaluation and quality control tests for single-head gamma cameras. 
• Investigation of the potential use of LaBr3:Ce scintillators for 
scintimammography imaging. 
• Preliminary Monte Carlo study of 18F_FDG SPECT imaging with a LaBr3:Ce 
gamma camera. 
4.2 Experimental Characterisation of LaCI3:Ce and LaBr3:Ce 
4.2.1 Introduction 
In 2006, the Department of Physics at the University of Surrey purchased from Saint-
Gobaino LaBr3:(5%Ce) (Brilliancen<380 [4]) and LaCh:(lO%Ce) (Brilliance™350 [5]) 
crystals of dimensions 0 25 x 25 mm and 0 44.4 x 50.8 mm, respectively. These 
• Part of this work was published in Journal of Radioanalytical and Nuclear Chemsitry as well as in the 
Proceeding of IEEE Explore, ISBI'08. The rest of this work is accepted to be published in Nuclear 
Instruments and Methods in Physics Research Section A. See Appendix A. 
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crystals were characterised and evaluated for gamma ray spectroscopy applications. In 
addition, the detection properties of these scintillators were compared to NaI(Tl). 
Evaluation involved recording detected spectra and measurement of energy 
resolution, coincidence timing resolution, peak-to-valley ratio and photofraction, as 
well as determination of internal radioactivity. The experimental results were 
validated against a model using the GATE code. Due to lack of detector availability of 
different Ce concentrations, the effect of Ce concentration on photo fraction was 
determined through simulations only. 
4.2.2 Materials and Methods 
For this study, LaBr3 and LaCh scintillators, doped with 5% and 10% of cerium 
respectively, were supplied by Saint-Gobain©. The LaCh and LaBr3 crystals were 
directly coupled to Hamamatsu R6231 photomultiplier tube (PMT) and XP2060 
respectively. For the NaI(TI) measurements, an NaI(Tl) crystal, doped with 
approximately 0.5% of thallium and directly coupled to a PMT (SCIONIX 51 B 5112), 
was used. The size and operating voltages for the LaBr3, LaCh and NaI(Tl) detectors 
respectively were as follows: 0 25.0 x 25.0 mm, 478 V; 0 44.4 x 50.8 mm, 737 V 
and 0 50.8 x 50.8 mm, 540 V. The voltages used were according to manufacturers' 
specifications [4, 5]. Crystal size was strongly conditioned by volume availability. 
Although each detector and associated electronics were set up for the use (as 
shown in Figure.4.I), it was first necessary to calibrate the system and find whether it 
was linear or not. Energy calibration is the procedure which correlates the number of 
channels with the energy of the photon falling in at channel. Furthermore, the object 
of the calibration was to derive a relationship between the channel number and the 
energy of the photons. For this study, a multichannel analyzer (MCA) with 4096 
channels was used. The crystals were irradiated by a wide range of calibrated y-ray 
point sources e41 Am, S7CO, 133Ba, 22Na, 137Cs and 6OCO). These isotopes cover the 
energy range of approximately 60 keY to 1332 keY. Gamma-ray spectra for each 
source were recorded in turn with these crystals under identical operation conditions, 
such as acquisition time and source-to-detector surface distance. 
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Figure 4.1: A ba ic chematic electronic system for gamma spectrometry. 
The coincidenc timing re olution for the LaBr3:Ce crystal was measured 
using the experimental et up chematically hown in Figure 4.2. The BaF2 scintillator 
is con idercd to be a benchmark in fa t time experiments due to its high decay time 
(0.8 n ). The BaF2 det ctor \J a operated at -24S0V. The BaF2 detector formed a 
"START" chann I in the timing circuit while the LaBr3:Ce detector formed the 
"STOP" channel. Upon irradiation of each crystal with SII keV y-rays from a 22Na 
point ource, the ignal from each detector was proces ed using two channels of a 
on tant Fraction Di criminator (CFD). The time difference between the "START" 
and" TOP" ignal wa digitized with a time-to-amplitude converter (TAC). There 
wa a 6 n cable betw en the TART" CFD and the TAC and a 22 ns cable between 
the" TOP" FD and the TA . The re ulting timing signals "START" and "STOP" 
were digiti ed and proce ed by the MCA through the ADC card to produce a timing 
pectrum. imilar mea urement were al 0 made with the LaCh:Ce and NaI(TI) 
detector. 
Validating imulation r ults again t empirical measurements is extremely 
de irable to a e the accuracy of the overall result. In this study, the Monte Carlo 
package, eant4 Application for Tomographic Emi sion (GATE Version 3.0.0) [6] 
wa u ed to alidat the c perim nt . The LaBr3:Ce (S%), LaCh:Ce(lO%) and 
al(TI) cry tal, mentioned above, were imulated. GATE allow the modelling of a 
so-called ba k-compartm nt to account for the photomultipliers and electronics 
located behind th cry tal. A ie et af [7] have demon trated the vital role of back-
compartm nt modelling in A TE without which, large differences between 
imulated and exp rimental data were ob er ed. Hence, for all three detectors, a back-
compartment \) a modell d a a 10 cm P r pe layer (den ity 2.S g/cm\ For a more 
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accurate repre entation of reality all the scintillator were considered to be encased in 
2mm thick Al with a gap of3mm between the Al casing and the crystal surfaces. 
4- HV 
haping 
Amplifier 
TOP 
a22 
Point Source 
Bench 
TAC 
MCA 
PC 
~~-HV 
TART 
Shaping 
Amplifier 
Figure 4.2: E pcrimcntal et-up for the coincidence timing resolution measurements 
A mentioned in Chapter 3 GATE can model complex activity distributi ons. 
For cach ncw e ent th ourc manager randomly decide , based on total source 
acti itic whi h ource decay. The Geant4 "General Particle Source (GPS)" is used 
to hoot particle of a gi n typ to a gi en direction with a given kinetic. There are a 
number of option a ailabl for pecific application (e.g. ion, e-, e+ and gamma). 
In all imulation carried out in thi study, the point sources were simulated as 
i otropic ion v ith a \ ide range of energie repre enting 241 Am, 57 Co, i33Ba, 22Na, 
137 and 60 0 our c . Each ion imulated defining its atomic number (Z), 
atomic wight (A), ionic charge (Q), and it excitation energy in keY (E). It 
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incorporate radioacti e d cay and atomic de-excitation. Thi is the most realistic way 
of imulating a radionuclid ; howe er it i al 0 the lowest [8]. 
The pby ic pro ere modelled u ing the low energy electromagnetic 
proc e package including Rayleigh, photoelectric and Compton interactions. 
Figur 4.3 bow a chematic pre entation of detector geometry including the point 
ourc v ithin the imulation domain - known as 'world of simulation' in GATE - that 
mu t be u ed in all imulation to limit th area in which photon transport take place. 
4.2.3 Results and Discussion 
The characteri ation for the gamma-ray detection properties for LaBr3:Ce and 
La h: e wa p rformed and compared to NaI(Tl). The study involved recording of 
detect d pcctra and mea ur m nt of energy resolution, timing resolution, peak-to-
alley ratio a w II a photo-fra tion. Variation of the photo-fraction with Ce3+ 
c nc ntration wa mod 11 d. !though the cry tals LaBr3:Ce, LaCb:Ce and NaI(Tl) 
ar of differ nt iz their d n itie namely 5.29 gmlcm3, 3.79 g/cm3 and 3.67 g/cm3 
re pe ti ely al10w for a po ible ompari on. 
4.2.3.1 alibration 
Th multi-chann I anal z r 011 t th oltag output from the amplifier and divide 
it int a numb r of hann 1 of th am width .The number of channel of an 
anal z r gi an timati n fit n iti ity which i in rea ed with the number of 
channel . The nergie of th photon and the centroid channel where they appear for 
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each det ctor are Ii ted in Table 4.1. After plotting the graphs of energy against 
channel number for each detector a hown in Figure 4.4, gradient and intercept point, 
and correlation oeffi ient were calculated using the OriginLab statistical software 
(OriginPro ) [9]. 
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igure 4.4: n rgy calibration graph of LaBr3:Ce, LaCh:Ce and NaJ(TI) detectors. 
Table 4.1: hannel number corre ponding to the photopeaks of 24J Am, I33Ba, I37CS and 60Co for 
the three detector 
Source Energy(ke V) LaBr3:Ce LaCh:Ce NaI(Tl) 
241Am 59.54 106.5 92.7 14l.2 
356.00 625. 2 500.4 302.6 
661.66 1444.5 1096.3 739.5 
1173.24 2581.4 1948.9 1345.3 
1332.50 2935.3 2214.4 1533.3 
11.62± 0.10 3.89± 0.l4 -13.23±0.31 
0.47±0.014 0.6 1±0.01O 0.87±0.083 
1.00 1.00 0.98 
A hown in Figure 4.4, calibration of each system has demonstrated a linear 
dependence of the incident photon energy and the MCA's channels. The NaI(TI) 
detector m to ha the large t uncertainty on gradient and this is an expected 
re ult a thi cintillator how a light nonlinearity for energie below 400 keY [10]. 
The two n w cintillator how very mall errors on gradient which are up to 8 times 
mailer than the aI(TI) d tector. 
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4.2.3.2 Recording pectra and energy resolution 
Figure 4.5 ho\' the mea ured energy resolution fo r the three detectors with the gains 
et to encompa all energie of interest (i.e. up to ;:::: 1500 keY). Except for low 
cnergy the energy re olution figures achieved for the lanthanum based-crystals are 
t\' ice a good a that of al(Tl) . For in tance, for a 137Cs 662 keY y-ray point source, 
energy re olution of (3 .05±0.03)% (3.75±0.03)% and (6.85±0.03) % were achieved 
for LaBr3:Ce(5%) LaCI3:Ce( 10%) and aI(TI) re pectively at room temperature. 
0 200 400 600 800 1000 1200 1400 
13 13 
~ 
12 0 LaBrJ:Ce 12 Q 
11 c LaCIJ:Ce 11 
10 (:; NaT(Tl) 10 
9 9 
-
0 
0 8 8 
-c 
0 
- 7 7 ::s 
"0 
~ 6 - 6 ~ 
5 5 
4 --~ 4 
3 
---------------2 3 
2 t:1 2 
I 1 
0 200 400 600 800 1000 1200 1400 
y- rays energ (keY) 
Figur 4.5 : l ea ured energy r olution of LaBrJ: e, LaCI3:Ce and a l(Tl) scintillators vcrsu y-
ra energ . 
The uperiority of the energy re olution of the lanthanum based-cry tals i also 
cen in a compari on of th m a ured energy spectra of 662 keY y-rays from a I37Cs 
ource, a bown in Figur 4.6. The mea ured energy re olutions of (3.05±0.03)% and 
(3.75±0.0 )% of 662 k y-ra ar among the be t energy resolution obtained for 
e i ting inorganic cintillator cry ta1s [11 12]. Figure 4.7 shows a comparison of 
imulated nergy p tra of a l33Ba po int ource obtained from the LaBr3:Ce(5%) and 
aJ(TI) d tector demon trating the uperiority of energy re olution of the cerium-
dop d lanthanum cry ta l at wid range oflow energie « 400 keY). 
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Figur 4.6: ompari on of the energy spectra of 662 keY g-rays from a I37CS source, as measured 
with a 13: and a J(TI) cry tal. 
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Figur 4.7: ompari on of imulated energy pectra of a m Ba point source obtained from the 
LaBr3: c( °lc) and al( I) dct ctor (cc ection 4.3.3 for more detail about energy re olution 
blurring). 
It can b d du d from Figure 4.5 that the resolution of LaBr3:Ce and 
La 13: cintillator i poor r than that of aJ(TI) at low encrgie «100 keY). This 
could b du to th fa t that aI(TI) ha a ignificantly larger light output than the 
LaBr3: c and La 13: b low appro imately 100 keY [13]. 
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4.2.3.3 Photofraction 
Thcr ar two ourc of background radiation: environmental radiation and source--
induced radiation in the d tector. Both can reduce the ability to detect gamma-ray 
line of int re t e pccially at low activity level. One mea ure of the performance of 
the y tern i the p ak-to-total ratio, al 0 called the photofraction. It is defined as the 
number of count in the fu ll -energy photo-peak divided by the total number of counts 
in the pectrum. The mea urcd and simulated photo-fraction values for LaBr3:Ce and 
LaCb: e c mpar d to aJ(Tl) det ctors at various y-ray energies are listed in Table 
4.2. 
Table 4.2 : 1ea ured and imulated photo-fraction of LaBr3:Ce and LaCI3:Ce at various y-ray 
energic . 
y-ray 
Energy 
(kc ) 
122 
356 
662 
1332 
4 .4±O.4 
20.3±0.4 
13.6±0.5 
49.4±O.7 
21.5±0.4 
14. 1±0.8 
Photo-fraction (%) 
57.2±O.S 
23.7±0.3 
l S.4±O.7 
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imulated 
56.3±0.4 
24.6±O.7 
18.7±O.3 
NaI(TI) 
M ea ured Simulated 
81.3±0.5 83 .2±O.6 
58.7±O.4 60.4±O.9 
25.2±O.3 26.3±O.5 
20.1±O.2 2 l.8±O.7 
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The photo-fraction results show very good agreement between the 
measurements and the simulations. The density and ZejJ characteristics of all three 
scintillators, shown in Table 2.2, suggest that the detection efficiency of y-rays and 
photofraction are comparable. However, Table 4.2 shows that NaI(TI) has slightly 
higher photofraction than LaCh:Ce(10%) and significantly higher than LaBr3:Ce(5%). 
This may be due to differences in crystal sizes. 
For direct comparison, the simulated photo fractions for all three detectors 
were repeated but with the same scintillator crystal size (0 50.8 x 50.8 mm). The 
results are summarised in Table 4.3. As expected, Table 4.3 clearly suggests that the 
average photo-fraction values for all three scintillators are comparable. 
Table 4.3: Calculated photo-fraction of LaBr3:Ce and LaCI3:Ce at various x-ray energies. 
y-ray Energy Photo-fraction (%) 
(keV) 
122 
356 
662 
1332 
LaBr3:Ce(5%) 
83.4±0.6 
60.5±0.5 
26.S±0.7 
22.8±0.4 
LaCh:Ce(IO%) 
81.5±0.8 
58.8±0.4 
26.6±0.6 
21.7±0.3 
NaI(Tl) 
83.2±0.6 
60.4±0.9 
26.3±0.S 
2l.8±0.7 
The variation in photofraction of LaBr3:Ce and LaCh:Ce crystals as a function 
of the Ce concentration was studied. Crystals with Ce concentration of O.S %, S%, 
10% and 20% were simulated using the GATE Monte Carlo code due to the 
unavailability of crystals. LaBr3:Ce and LaCh:Ce crystals of 0 50.8 x SO.8 mm with 
the J37 Cs 662 ke V y-ray point source were simulated. The estimated values of 
photofraction for all four Ce concentrations are listed in Table 4.4. 
Table 4.4 demonstrates that the best photofraction value was achieved with Ce 
concentration of 10% for both LaBr3:Ce and LaCh:Ce crystals. However, there is no 
significant difference between all four Ce concentrations. This could be due to the fact 
that light output does not change significantly with Ce concentration [11]. However, 
to give a more definitive judgement on the effect of Ce concentration on the detection 
performance, more experiments such as timing resolution, decay time and rise time 
have to be performed. 
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Table 4.4: Photo-fraction of LaBr3:Ce and LaCI3:Ce with ditTerent Ce concentration for the 137Cs 
662 keV x-ray point source. 
Ce Concentration (%) 
Photo-fraction (%) LaBr:Ce 
LaCI:Ce 
4.2.3.4 Peak-to-valley ratio 
O.S S.O 
2S.3±0.6 
24.8±0.5 
26.5±0.7 
2S.2±0.2 
10 
27.1±0.S 
26.6±0.6 
20 
26.8±0.2 
2S.7±0.4 
A sensitive way to check the energy resolution of a scintillation detector is to define a 
so-called peak-to-valley ratio (PN) in the energy spectrum and is the ratio of the full 
energy photopeak counts at the centre channel, to the channel contents at a point in 
the spectrum below the peale. An analogous measurement is the peak-to-Compton 
ratio measurement for specifically HPGe detectors as stated in the IEEE standards 
[14]. The energy resolution spectrum of a 137Cs point source was used for this 
measurement. The I37CS was chosen because it is mono-energetic. The positions of 
the channels are determined by the resolution of the main full energy photopeak 
energy. The valley is calculated as the average count at the following channels: 1) a 
distance of 0.5 FWHM from the peak centre channel; 2) a distance of 2 FWHM from 
the peak centre channel; and 3) a distance of S FWHM from the peak centre channel. 
The associated uncertainties with peak-to-valley ratio results were calculated using 
error propagation analysis. Having the standard deviations of peak and valley; CJp and 
CJv respectively, the uncertainty in peak-to-valley ratio (CJPN) can be calculated as: 
(4.2) 
The peak-to-valley ratio results are 16.4±0.10, 14.7±O.OS and 8.7±0.04 for the 
LaBr3:Ce, LaCh:Ce and NaI(Tl), respectively. The superiority of the LaBr3:Ce 
scintillator in terms of the peak-to-valley ratio is obviously due to superior energy 
resolution of the LaBr3:Ce scintillator. The grater the ratio is, the smaller the number 
of the scattered photons. Note that the number of photopeak events measured is 
strongly dependent on the volume of the crystal, whereas the number counts recorded 
in the valley is strongly dependent on the pulse height resolution (PHR) of the 
detector. Hence, a higher peak-to-valley ratio from the LaBr3:Ce is expected if all 
crystals have similar sizes. 
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4.2.3.5 Coincidence timing resolution 
Timing resolution is of critical importance for high count rates and coincidence 
applications such as PET. This is because timing resolution is important for random 
event rejection as well as the capability of handling the high count rates in 3D PET. 
Furthennore, if 500 ps coincidence timing resolution can be achieved, time-of-flight 
PET (TOF-PET) can be realized, which would reduce the noise variance in the 
reconstructed image by a factor of - 5 [15]. In comparison, a semiconductor detector 
such as a CZT or HpGe detector has not been developed for any human PET scanners 
due to the challenges in timing resolution [16]. 
Timing resolution was measured as described above and the T AC output was 
obtained by the pulse-height analyzer, computer-based MCA using Gene™ 2000 
Applications Software [17]. Figure 4.9 shows calibrated timing resolution spectrum 
for the LaBr3:Ce, LaCh:Ce and NaI(TI) crystals in coincidence with the BaF2 
detector. The time resolution of the system is conventionally defined as the FWHM of 
the prompt coincidence peale. The FWHM of the timing spectrum was found to be 
(332±7.4), (412±6.2) and (1764±12.7) ps for the LaBr3:Ce, LaCI3:Ce and NaI(Tl) 
detectors respectively. Similar results are reported by Shah et al (260 ps) [18], 
Nicolini et al (320 ps) [19] and Kumar et al (315 ps) [20] for the LaBr3:Ce and by 
Shah et al (264 ps) [21] for the LaCh:Ce. Differences in timing resolution from those 
the reported in the literature could be due to differences in measurement conditions 
such as the distance between the pairs of detector. The excellent timing resolution of 
LaBr3:Ce, LaCi):Ce is due to its combination of fast decay and high light output (i.e. 
approximately 10 times higher than NaI(Tl». Note that further improvements in 
timing resolution of the cerium-doped lanthanum crystals can be achieved by 
increasing Ce concentration. 
- 128-
INV 
2.0 
a T(TI), F WHM = ( I 764± 12.7) l'S 
" 1.8 
1.6 
1.4 Ln B.·):Ce, !"\\ J l'l (332... -A ) ps 
C 1.2 LaC'll CC FWH 1 - (41 2± 6.2) P 
= 0 
u 
l 1.0 
... 
E 0.8 
0 
Z 
0.6 
0.4 
0.2 
0.0 
· 1.2 - I . 0.6 0.8 1.0 1.2 
Time (os) 
Figure 4.9: Mea ured coincid nce t iming pectra with a 22Na point source of LaBr3:Cc, LaCI3:Cc 
and a l(TI) detector in T O P han nel and BaF 2 detector in TART channel for timing 
re olution mea urement . 
4.2.3.6 Ri e time mea urement 
The ri e time i defin d a the time takeD by a pul e to rise from 10% to 90% of its 
maximum amplitude [22]. Th pu l e ri e time a ociated with any ionizing event is a 
complex function of the ma ,eD rgy, range, and orieDtation of the ionizing particle; 
the detector parameter (electric-field strength and sensitive area); and the 
characteri tic of the a ociated electronic . Large ri e times mean the system highly 
u ccptibl to noi e. 
In thi tudy the ignal ri time wa mea ured with a digital phosphor 
o cillo p (T ktronix TO 3012) with bandwidth of 100MHz and sampling rate 
1.25 n tim of the det ctor wa mea ured at different detectors biases 
ranging b t\; e n 400 and 750 . The ri e tim ignal after pas ing the timing filter 
amplifier \i a und r I OOn ~ ith a variation of appro imately 6 D . Rise time results 
a a function of op rating oJtage are hown in Figure 4. 10. It i clear that the rise 
time p rformanc of th LaBr3: c and LaCb: e i fa ter than that of the NaI(Tl) 
indicating the c c Ilenc ofintrin ic ri time ofLaBr3:Ce and LaC13 :Ce sciDtillator . 
- 129 -
The hort r ri c time i th b tter quality of detecting pectrum. Both the LaBr3:Ce, 
La h: c ha e mor or Ie comparable ri e time performance. It is apparent as the 
dete tor bia th r1 e time of the signal decreases. Increase in detector bias 
Impro the ignal r1 tim; h nee, the coincidence timing resolution also improves. 
It i al 0 noti cabl that ri tim for the LaBr3:Ce and LaCl3 :Ce detectors change 
ignificantly with increa ing applied oJtage compared to the rise time obtained with 
al(TI) detector indicating the importance of optimum operating voltage. 
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igure 4.10: Detector (LaBr3: e, LaCI3:Ce and NaI(TI» ignal r ise time against voltages bias. 
Furthemlore appropriate high oltage is e sential for obtaining acceptable 
counting p rformance and energy re olution mea urements. Figure 4.11 shows energy 
re olution for the LaBr3:C , LaCI3: e and al(TI) detector at 662 keY as a function 
of the applied oltage. It i noticeable that a the applied voltage increase the energy 
re oluti n impro e . Ho-.: v r caution hould be exercised with increasing voltage as 
th an d dark urr nt incr a e exponentially and hides the signal and there is 
can iderabi amount of electronic n i e. AI 0 if th oltage i too low, the resulting 
PMT output b come too mall for ub quent amplification. Therefore, it is e ential 
to find the optimal oJtag for each detector prior to carrying out any mea urement. 
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Figure 4.11: nergy re olution for the LaBr3:Ce LaCIJ:Ce and NaI(TI) detectors at 662 keY as a 
function of the appli d voltage. 
4.2.3.7 Internal radioactivity mea urement 
The di advantag of th Lanthanum halide cintillators is their internal radioactivity. 
The internal radioacti ity pectrum wa ea ily mea ured by self-counting in a very 
well hicJded chamber for approximately 2 day. Figure 4.12 shows such a spectrum 
for LaBr3: e cry tal of 0 25.0 x 25.0 mm. The internal radioactivity is due to 
naturally occurring radioi otope 13 La and 227 Ac [23]. The main features ofthis curve 
are explaioed in Figur 4.12. Ther are trong Ba X-rays from 31- 38 keY, but they 
are not cen due to th di criminator Ie el setting to enable viewing at 1436 keY. 
Figur 4.1 how th d cay cherne of the 13 La isotope. Nevertheless, the internal 
radioacti ity drawback i likely to be eriou only for the very long times of counting 
and in low acti ity m a urem ot applications. Furthermore, use ean be made of the 
intcmal radioacti ity for energy calibration by the detector itself. 
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4.3 Evaluation and Quality Control Tests for Single-head 
Gamma Cameras 
4.3.1 Introduction 
Routine monitoring of gamma cameras performance is of paramount importance for 
the accuracy of clinical diagnostic studies because any malfunction may create image 
artifacts and alter diagnostic accuracy [24]. Certain inherent imperfections arise from 
the performance characteristics of the detector, its associated electronic circuitry and 
the collimator [25]. Image artifacts also can be caused by malfunctions of various 
camera components. In this part of the work, only quality control tests that are most 
affected by the gamma camera crystal will be investigated using GATE Monte Carlo 
simulation. System performance involves energy spectra evaluation, detection 
efficiency, intrinsic spatial resolution, intrinsic uniformity and intrinsic detection 
efficiency. 
4.3.2 Simulation Study 
4.3.3 Monte Carlo Simulations of Gamma Camera System 
Monte Carlo simulations are increasingly used in scintigraphic imaging to model 
imaging systems and to develop and assess tomographic reconstruction algorithms 
and correction methods for improved image quantitation. GATE is a relatively new 
Monte Carlo simulation platform based on GEANT4 dedicated to nuclear imaging 
applications [6]. GATE allows for accurate Monte Carlo modelling of photon 
transport in the phantom and in the collimator, crystal, head shielding and scanning 
table. It also makes it possible to model a so-called back-compartment to account for 
the photomultipliers and electronics located behind the crystal [8]. 
First, LaCh and LaBr3 of different Ce concentrations (0.5, 5, 10 and 20) % had 
to be defined in the GATE material data base. A single-head camera was modelled as 
a combination of: 
• Low-Energy High-Resolution (LEHR) collimator made of lead (hole diameter: 
1.4 mm, collimator thickness: 32 mm and septal thickness: 0.156 mm); 
• (560 x 560 x 9.5) mm scintillator crystal (LaCh:Ce, LaBr3:Ce or NaI(Tl»; 
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• A back-compartment was modelled as a 50 mm layer of Perspex (density 2.5 
glcm3) to account for the photomultiplier tubes and electronics located behind 
the crystal; 
• Shielding made oflead, 35 mm thick around the camera head and 30 mm thick 
on the rear. 
The physics processes are modelled using the low energy electromagnetic 
processes package. Rayleigh, photoelectric and Compton interactions are set on while 
the gamma conversion interactions are set off. To speed the simulation up, thresholds 
are introduced. The X-rays are tracked until their energy falls under 20 keY. 
Secondary electrons are not tracked. 
A Gaussian energy blurring of FWHM equal to 9.5%, 7.5 % and 6.5 % at 140 
keV was simulated for Na1(Tl), LaCl):Ce and LaBr3:Ce, respectively. Our Gaussian 
blurring values were based on experimental energy resolution measurements of (2) 
25.0 x 25.0 mm, (2) 50.8 x 50.8 mm and (2) 44.4 x 50.8 mm of LaBr3:Ce, NaI(TI) and 
LaCl):Ce respectively, as shown in Figure 4.5. In GATE, this can be accomplished by 
introducing a Gaussian energy distribution with user-defined mean (m) and standard 
deviation (u). The resolution (R) of Gaussian distribution is given by: 
r;:;;-;;U U R = 2v2ln2- ~ 2.35-
m m 
(4.3) 
Furthermore, the intrinsic crystal resolution for NaI(Tl) (3.4mm intrinsic 
crystal resolution), LaCI (3mm) and LaBr (2.4mm) was modelled based on the 
following respectively: (i) a prior experimental measurement (ii) an estimation based 
on LaCh:Ce light output value compared to NaI(TI) and LaBr3:Ce (Table 2.2) and 
(iii) Ref. [25]. 
4.3.3.1 Energy spectra evaluation 
The energy spectra were simulated over the whole FOV in air, with the 99Tcm point 
source located at the centre of the FOV, at 20 cm from the collimator. A thresholder 
• The measurement was carried out using a SKYLightIPrecedence gamma camera (Philips) with a 9.5 mm NaI(T1) 
crystal. 
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and an upholder were used to consider only the photons detected with energIes 
between 0 and 190 ke V. 
4.3.3.2 Intrinsic uniformity 
According to NEMA specifications [27], flood images were acquired by irradiating 
the uncollimated camera face with a 99Tcm point source placed at a distance of 2.05m 
(>5 UFOV). Assuming no background, the simulated activity of a 99Tcm point source 
was 37 MBq and a 15% window around the 140 keY photopeak was modelled. Flood 
images were collected using a 256 x 256 matrix. Usually 15/20 % energy windows 
are used for intrinsic flood-field uniformity Quality Control tests for the NaI(Tl) based 
gamma camera. However, due to the excellence of energy resolution of the LaBr3:Ce 
crystals, the effect of energy window on the intrinsic uniformity was investigated at 
different widow widths of energy: 5, 7.5, 10, 15 and 20% as well as to find the 
optimal energy window setting. 
4.3.3.3 Intrinsic spatial resolution 
Spatial resolution is a parameter of a scintillation camera which characterizes its 
ability to accurately determine the original location ofa gamma-rayon an X-Y plane, 
without variables such as collimators which may change its inherent characteristics. 
Following the NEMA-2001 protocols [27], a 3 mm thick lead plate with 1 mm slits 
spaced by 30 mm, covering the whole surface of the camera was simulated. Then, the 
camera was irradiated using a point source placed at 2.05 m. The line spread functions 
(LSFs) were obtained in both X and Y direction. The average FWHM and the full 
width at tenth of maximum (FWTM) were then calculated. 
4.3.3.4 Intrinsic detection efficiency 
The intrinsic efficiency, defined as the number of pulses recorded divided by number 
of radiations striking the crystal, was evaluated by simulating an intrinsic static scan 
ofa 99Tcm point source in air, located at the centre of the FOV and at 25 em from the 
surface of the NaI(Tl) crystal. An identical simulation was repeated for the 
LaCh:Ce(IO%) and LaBr3:Ce(5%) scintillators. For each simulation 500 million 
events were tracked. In order to investigate the effect of Ce concentration on 
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,th imulati n \\a rep at d [or th LaBr3: e and LaCh:Ce SPECT based 
cry tal with con entrati n fO., 10 and 15%. 
4.3.4 Results and Discussions 
4.3.4.1 n rgy pectra e aluation 
Th p ctrum \va anal d \vith R OT (V 5.12) [2 ]. ROOT is based on the built-in 
~ interpr t rand pr id u r "ith the functionality needed to handle and analyse 
larg am unt of data in a \' ry efficient way. Figure 4.14 shows comparable energy 
pectra fr m the LaBr): • La I) : and al(TI) crystal-based systems for a 99Tcm 
point ur tn air. rium-d p d lanthanum- ba ed systems have better encrgy 
re olution than dium i did -ba d y tern . 
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i due to a ery high light output and very mall non-proportionality with photon 
energy of the eintillator (Ie than 5%). 
4.3.4.2 Intrin ic patial r olution 
Profile through the image of the line ouree were taken at different locations across 
the gamma camera and fitt d to a Gau ian function (see Figure 4.15 as an example). 
The FWHM and FWTM of th profile were calculated in both X and Y directions. 
The reported intrin ie patial re olution value in Table 4.5 are the average values 
aero the u eful ficld-of- iew (UFOV). The associated errors listed in Table 4.5 is 
the a rage tandard d iation of Gau ian fit . 
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Figure 4.15: F of intrin ic spatial re olution phantom in X-direction. 
Table 4.5: Intrin ic patial r olution re ult for the LaBrJ:Ce, LaCIJ:Ce and NaI(TI) gamma 
cameras. 
LaCb:Ce NaI(Tl) 
Param t r 
y X Y X Y 
FWHM (mm) 2.S±O.03 2.6±O.O4 3.2±O.10 3.3±O.OS 4.1±O.O4 3.8±O.O3 
FWTM (mm) 4. ±O.O2 S.2±O.10 S.9±O.03 S.8±O.Ol 7.1±O.O2 6.8±O.10 
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On average, the LaBr3:Ce and LaCh:Ce crystal-based systems showed 
respectively 37.5% and 18.7 % higher intrinsic spatial resolution at 140 keY 
compared to the NaI(TI) camera. This is due to the fact that LaBr3:Ce and LaCh:Ce 
have respectively 60% and 30% higher light output than NaI(Tl) as well as the 
excellent energy resolution of the cerium-doped lanthanum crystals. 
4.3.4.3 Intrinsic uniformity 
Intrinsic flood field uniformity can be described as the parameter of a scintillation 
camera's capability to introduce a uniform count density image. The intrinsic integral 
uniformity (IU) and intrinsic differential uniformity (DU) were calculated using 
HERMES Quality Control programme (HQUAL) based on the following formula: 
(4.4) 
(4.5) 
Where Nmax is the highest pixel value and Nmin is the lowest pixel value in 
UFOV and central field-of-view (CFOV). The CFOV is a concentric region of interest 
with radius equal to 75% of the diameter of the UFOV. For pixels within each area 
(CFOV and UFOV), the largest difference between any two pixels within a set of S 
contiguous pixels in a row or column was chosen to calculate DU(%). Where Cmax 
and Cmin are the higher and lower values of the two pixels respectively. Intrinsic 
uniformity results for the LaBr3:Ce, LaCh:Ce and NaI(TI) crystal-based gamma 
cameras and associated errors are summarized in Table 4.6. 
Table 4.6: Intrinsic flood field uniformity results for the LaBr3:Ce, LaCI3:Ce and NaI(TI) gamma 
cameras. 
Parameter 
IU(%) 
DU(%) 
Nal(TI) 
CFOV UFOV 
4.4±O.14 S.2±O.23 
2.3±O.08 2.7±O.l4 
LaCh:Ce 
CFOV UFOV CFOV UFOV 
3.6±O.lS 4.1±0.21 2.7±0.08 3.3±0.13 
1. 9±0. 06 2.l±O.l2 1.6±O.lO 1.7±0.07 
Table 4.6 demonstrates the superiority of the cerium-doped lanthanum crystal-
based gamma camera, particularly LaBr3, in terms of intrinsic uniformity. This is due 
to the fact that the more light output, the better intrinsic uniformity. Furthermore, the 
higher light output would enable Anger cameras to use 7Smrn PMTs to achieve 
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intrin ic patial r olution imilar to what i presently achieved with 50mm PMTs 
(3 .Smm WIIM) reducing th numb r of PMT by a factor of two; hence, improving 
intrin i uniformity [15]. Figure 4.16 compare uncorrected intensity profiles across 
the flood field image obtained from the LaBr3:Ce and NaICT1) crystal-based gamma 
camera . The tandard de iation i improved with the LaBr3:Ce camera by 2.7% 
compared to 4 .6% with th alCT1) camera. It hould be mentioned that the 
impro emcnt obtained by the c rium-doped lanthanum crystals could be greater in the 
pre ence of a cattering m dium, particularly at low photon energies (e.g. 210Tl) where 
the ompton catt ring ph nomenon b come predominant. 
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Figur 4.16: Profile through the uniform flood field image obtained from the LaBr3:Ce and 
lal(Tl) cry tal-ba ed gamma cam ra . 
Du to th e ' 11 nt energy r olution of LaBr3:Ce detectors (i.e. produce a 
higher fra lion of photop ak ent) compared to the NaJ(Ti) scintillation-based 
gamma cam ra ; th r fore it wa worth inve tigating the optimal energy window 
el cti n b cal uiating th intrin ic IU(%) and DU(%) as a function of energy 
windo\ of %,7. 0/0 , 10°'0, 1 % and 20% for the LaBr3: Ce crystal-based cameras as 
hown in Figur 4.17. It i vid nt that both energy window widths of 5%, 15% and 
20% indicat d I in intrin ic imag uniformity. In window width of energy 7.5-
) 0% th r ar hi impr m nt a well a no ignificant changes in the calculated 
alu of TU(%) and D (%) of FO and UFOV to indicate the optimal energy 
wind \ tting in th m nti n d range. 
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4.3.4.4 Intrio ic detection efficiency 
The intrin ic ffi ienci f LaBr3: e(5%) LaCh:Ce(10%) and NaI(Tl) crystal at 140 
ke \ r found t b (94.3±0.6)% (91.7±0.7)% and (90.S±0.S)% respectively. The 
a ociat d r lati tandard de iation wer calculated by repeating each simulation 
fi time . Th lanthanum bromid cintillator hows higher intrinsic efficiency than 
both lanthanum chlorid and odium iodide cry tal. This is due to its high density as 
ho\ n in Tabl 2.2 ( .29 g/ m3 . 3.79 g/cm3 and 3.67 g/cm3 respectively). It is 
not d that th r ult obtain d from our simulation study for LaBr3:Ce(5%) are fairly 
cia to th r ult obtain d from Pani el 01 [29] where the tudy was performed 
e 'p rim ntall . Thi indi ate th r liability of the GATE code for accurate 
mod 
,t d up riority of detection efficiency of cerium-doped 
lanthanum ry tal \i ith rc p t to th aI(TI) cintillator, a wide range of crystal 
thickn 1, 2, ... 5) mm v a imulated along with recording the detected 
h wn in Figur 4.4. urr ntly, mo t gamma cameras employ large area 
intillat r . Figur 4.1 8 ugg t that intrinsic spatial resolution 
an b impr db r du ing r tal thickne of LaBr3:Ce and LaCI3:Ce down to -::::,7 
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thickne 
comparable to the NaI(TI) crystal of 10 mm 
ount 103 800 FX~------------------------------------------------' 
700 
600 
500 
400 
300 
200 
LaBr3:Cc 
LaCh:Ce 
__ NaI(TI) 
Thickne (mm) 
igur 4.1 : 0 I ctcd c,cnt vc u a rang of cry tal thickne for LaBr3:Ce, LaCI3:Ce and 
al(TI) intiJlator. 
In g ncral. Table 4.7 ugge t that the higher Ce concentration for both 
cry tal only lightly improves the intrinsic efficiency. The 
impro em nt from O. % to 5.0% Ce concentration wa more significant than the 
improvement from 5.0% to 15.0%. Thi i due to the high atomic number of Ce 
(Z=5 ) v hich incrca e Z~IT of th cry tal detector. However, cost-effectiveness and 
de elopmcnt in cry tal growth t chnique ha e to be considered. 
Tablc 4.7: Intrin ic efficicncy of aBr~ and La IJ:Ce with different Ce concentrations for the 
Tc rn 140 keY y-ray. 
0.5 
9.6±1.2 
cfficicn 
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4.4 Investigation the Potential Use of LaBr3:Ce Scintillators 
for Scintimammography Imaging. 
4.4.1 Motivation 
Breast cancer, the most common and most feared malignancy in women, is the second 
leading cause of cancer death in developed countries [30]. The gold standard of 
detecting breast cancer early is by screening mammography, which is currently the 
only screening method available that is proven to reduce breast cancer mortality [31]. 
However, the technique suffers from lower specificity and sensitivity and therefore 
patients with dense breasts have been admitted to undergo unnecessary biopsies [32]. 
Using standard gamma cameras in planar scintimammography has proven 
useful in the assessment of patients with breast lesions particularly in cases when 
mammography is imprecise and in women with dense breasts [33]. This technique 
however only demonstrates high sensitivity for tumours> lcm in diameter [34] and 
therefore cannot be considered as a screening procedure. For this reason, great 
importance has been given to the development of dedicated cameras with high 
intrinsic spatial characteristics in order to enhance the detection of small tumours with 
scintimammography. The use of a detector with a small FOV allows greater flexibility 
in patient positioning, facilitating the acquisition of projections similar to those of x-
ray mammography. Moreover, by placing the detector directly against the breast mild 
compression could also be applied to the breast, resulting in reduced breast thickness, 
increased target-to-background ratio, and improved spatial resolution. 
In addition to reducing breast (source) to detector distance, the choice of 
detector material plays a vital role in improving breast lesion detectability. Cerium-
doped lanthanum crystals, particularly LaBr3:Ce, are of interest in SPECT imaging 
due to their high scintillation yield and superior energy resolution. When compared 
with Nal(TI), LaBr):Ce has 60% more light output and better energy resolution (6-7% 
vs. 9% FWHM at 140 keV) [35]. LaBr):Ce also has the added advantage of shorter 
attenuation length which would reduce the scintillator volume by 25%, therefore 
improving intrinsic spatial resolution [15]. 
The main objective of this study was to investigate the potential use of 
LaBr3:Ce materials in the constuction of dedicated scintimammography gamma 
cameras in comparison to Nal(Tl), using GATE Monte Carlo simulations. Imaging 
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perfonnancc was assessed by calculating signal-to-noise ratio (SNR) and simulated 
tumour FWHM under a variety of imaging situations. 
4.4.2 Monte Carlo Simulations 
For this study, a single-head camera (Figure 4.19) was modelled using GATE [6], 
version 3.1.2, as a combination of: 
• A Low-Energy High-Resolution (LEHR) collimator made of lead (hole 
diameter: 1.22 mm, collimator thickness: 25.4 mm and septal thickness: 0.2 
mm). Collimator holes are arranged in a hexagonal shape. 
• A scintillator crystal (180 x 160 x 6) mm of continuous LaBr3:Ce or pixellated 
NaI(Tl) with 2mm pitch. Although, LaBr3:Ce is commercially available in 
pixellated form, using a continuous crystal does not limit the spatial resolution 
of the detector. Furthermore, energy resolution is worse in pixellated detectors 
due to diminished light transmission. 
• An aluminium sheet of 0.1 mm thickness was incorporated to simulate the 
detector cover. 
• A back-compartment was modelled as a 45 mm layer of Perspex (density 2.5 
glcm3) to account for the photomultiplier tubes and electronics located behind 
the crystal. 
• Shielding was made of 8 mm thick lead around the camera head and 10 mm at 
the back. 
The modelled phantom included: 
• The upper body torso phantom was represented by a parallelepiped of 40 x 35 
x 20 cm3• 
• A spherical tumour (5 or 8 mm in-diameter). 
• An ellipsoid breast (length = 130 mm, height = 90 mm and width = 60 mm 
(semi-compressed». 
• A spherical heart (radius = 40mm). 
• A lead plate of thickness 6 mm was used to provide mild compression and to 
reduce the photon contamination from the upper torso. 
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4.4.3 Data Analysis and Results 
As an example, Figure 4.20 shows simulated planar scintimammograpbic images obtained from the 
LaBr3:Ce and aI(Tl) crystal ba ed cameras under typical imaging conditions. It is difficult to compare 
these images qualitati ely; therefore, images were assessed semi-quantitatively using SNR and tumour 
FWHM as main criteria to compare the two simulated scintirnmamography cameras. All image analysis 
to obtain region-of-intere t (ROI) data from the scintimammograpic images was performed using 
ROOT (V 5.12) [28]. Two ROIs were defined to calculate the SNR of the breast lesion: the signal ROI 
was defined over the entire breast lesion; and the background ROI was defmed over a background 
region within the breast. The signal was defmed as the difference between tumour and background ROI 
mean pixel values and the noise defined as the standard deviation in the background ROI. Image 
contrast was calculated as the signal and background difference, divided by the background. 
Figure 4.0.20: Exemplar of imulated planar scintimammographic images obtained from the 
LaBr3: e (right) and aJ(TI) (left) cry tal based cameras under typical imaging conditions. 
Tumour spatial FWHM is of interest because it reveals how much the spatial 
resolution of the camera spreads out the less ion dimensions in the planar image. 
Values reported in this study were calculated based on the average of vertical, 
horizontal and diagonal profiles taken through the centre of the detected tumour after 
applying a Gaussian curve fit to the data. 
Figure 4.21 compares tumour FWHM values obtained from the LaBr3:Ce and 
aJ(TI) cameras for eight imaging conditions; error bars on the plot represent the 
average of standard de iations of the Gaussian fit. Because of statistical variation in 
projection data and partial olume effects, calculated tumour FWHM values are 
smaller than the actual tumour size, particularly for lesion sizes below twice the 
FWHM of the system's Point Spread Function. Note that where appropriate Gaussian 
fits were not possible FWHM results were not included. The improvement in the 
FWHM from the LaBr3:Ce camera is due to the fact that LaBr3:Ce has 60% higher 
light output than aI(TI). These improvements are of critical importance in case of 
multiple gamma rays entering through the same hole of collimator. In addition, further 
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resolution impro ment could be achieved with the LaBr3:Ce crystal by reducing 
crystal thickness with comparabl ensitivity to the aI(TI) scintilltor [36]. 
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th uptak 
appro imat 
system. 
th LaBr3:Ce camera improves SNR values by 
ompar d to tho obtained with the aI(Tl) crystal based 
alu obtained from the aI(TI) camera at TBR :s 20, for 
both tumour IZ (5 mm and mm), are I ss than 10 suggesting poor lesion 
detectabilit [7]. Th R impro ments are due to the higher system sensitivity 
of the LaBr3: e crystals [35, 6]. Furthermore th superior energy resolution of the 
compar d to the aI TI) cry tal could improve the primary-to-scatter ratio 
ount impro e the NR. Figure 4.23 shows comparable 
tr tI r th am tumour ROI from the LaBr3:Ce, and NaI(Tl) 
cry tal ba d am ra un rid nti 1 imaging conditions. 
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4.5 Preliminary Monte Carlo Study of 18-FDG SPECr 
Imaging with a LaBr3:Ce Dual-head Gamma Camera. 
4.5.1 Motivation 
P ilr n ml ion t m graph u mg fluorine-l -florodeoxyglucose (1 8F_FDG) has 
pr n t b a p \ rful t for d tcrrnining myocardial viability and tumour 
u to th high 0 t and Iowa ailability of dedicated PET scanner , 
n id rabl intcr t in morc economical ways of imaging 18F_FDG 
than nv nti nat P ann r [39]. Two approache to imaging 1 F-FDG wi thout a 
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PET scanner have been developed: SPECT with a dedicated 511-ke V collimator and 
coincidence imaging with modified dual-detector SPECT cameras [40]. Both 
modalities are markedly inferior compared with conventional PET, particularly in 
sensitivity and contrast resolution [38]. 
The problem with SPECT imaging of 511 keY photons using thin crystals is 
low sensitivity because of poor geometric efficiency and poor spatial resolution due to 
the need for thick septum and large holes in 511 keY collimators [40]. Manufacturers 
have been developing SPECT systems by doubling approximately the thickness of 
NaJ(Tl) crystals (::::19 mm) to overcome poor crystal stopping power. However, the 
drawback of such an approach is a potential worsening of the cameras spatial 
resolution. Another performance problem with NaJ(Tl) detectors is the relatively low 
count rate capability due to its long decay time [41]. 
As mentioned earlier, cerium-doped lanthanum crystals, particularly LaBr3:Ce, 
have lately drawn significant interest due to their high scintillation yield, superior 
energy resolution and fast decay time which make them attractive for SPECT and 
PET imaging. In comparison to NaI(TI), LaBr3:Ce has 10 times shorter decay time, 
and better energy resolution (2.9% vs. 6.8% FWHM at 511 keY) [15]. Simulated 
results by Alzimami et al [36] suggest that detection efficiency of LaBr3:Ce of 
thickness :::::7mm is comparable to a NaJ(Tl) crystal of lOmm thickness, at 140 keY, 
because of the high stopping power of the LaBr3:Ce scintillator. 
The main objective of the present study was to investigate the potential use of 
LaBr3:Ce materials in 18F_FDG SPECT imaging compared to NaI(Tl) using GATE 
Monte Carlo simulations. SPECT system performance was assessed using energy 
spectra, intrinsic count rate performance, system sensitivity and MTF curves. 
4.5.2 Monte Carlo Simulations 
For this study, a single-head camera was modelled using GATE [6]; version 3.1.2, as 
illustrated in Section 4.3.3 except the crystal thickness was 13 mm and in case of 
modelling 18F sources, a dedicated 511 keY collimator made of lead (hole diameter= 
5.08 mm, collimator thickness= 77 mm and septal thickness= 3.43 mm) was 
modelled. 
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4.5.2.1 nerg)' pectra evaluation 
Th energy p ctra wer imulated over the whole field of view (FOV) in air, with 
57CO and I F point ource located at the centre of the FOV, at 20 cm from the 
collimator fac . 
4.5.2.2 n itivity 
The n iti ity defin d a count per econd per MBq was calculated using GATE. A 
static can of 99Tcm and I F point ource in air was obtained; located at the centre of 
the FO and at , 10, 1 and 25 cm from the collimator. For each simulation 200 
million e nt wer tracked. Thr holder and upholder modules were used to apply 
15% energy v indow centred on both 140 ke V and 511 ke V. 
4.5.2.3 Intrin ic count rate performance 
Mo t gamma camera b hav a paralyzable systems and have dead time of 
appro ' imatel 2)1 in th ca e of aI(TI) cry tal [25]. Intrinsic dead time values were 
a urn d to be appr imat I thr time of the decay time constant of the scintillator 
[42] . lIenee, a paral zabl d ad-tim model of 1.32)lS and 2J.1s in order to simulate the 
dead tim at th ingl Ie I a applied for the LaBr3:Ce and NaI(Tl); respecively. 
MA [27] and IAEA [43] protocols, a 18F point isotropic 
our with 22 copp r ab orb r a h 2 mm thick, were simulated and located at a 
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distance of 150 cm between the source and the uncollimated crystal face. An energy 
window width of 15 % window over the 511 keY peak was modelled. Observed 
Count Rates were collected for 1 min acquisitions, starting with all the absorbers in 
place over the source and then removing the uppermost absorbers one by one. There 
was no need of background radiation correction as it was not simulated. 
4.5.2.4 MTF analysis 
The FWHM of LSF or point spread function (PSF) is used as a single-value measure 
of spatial resolution. The FWHM is equal to the minimum separation required 
between two line sources if they are to just resolve (the Rayleigh criterion). However, 
the FWHM of the PSF is a relatively crude expression of resolution and is also an 
insensitive measure of the effect of scattered radiation on resolution. Therefore, a 
more comprehensive expression of the ability of the gamma-camera to reproduce 
spatial information is given by the MTF which shows directly the extent to which the 
information carried by each spatial frequency has been attenuated by the imaging 
system. 
The PSF was simulated using 99Tcm and 18F point sources located at a distance 
of 0 mm between the source and the collimator as shown in Figure 4.25. This is 
because of a difference between different detector materials PSF is evident only for 0 
mm separation. At larger distances, the PSF is determined only by the collimator, not 
by the detector type (either pixellated or continuous crystal). The MTF was calculated 
then by taking the fast Fourier transform (FFT) of the normalised PSF. 
4.5.3 Results and Discussion 
4.5.3.1 Energy spectra evaluation 
Figure 4.26 and Figure 4.27 show comparison of energy spectra from the LaBr3:Ce, 
and NaI(TI) crystal based systems for 51CO and 18F point sources in air; respectively. 
As shown in Figure 4.25 the LaBr3:Ce crystal clearly resolves the 136 keY photopeak 
from that of 122 keY photopeak of 51CO. The superior energy resolution of LaBr3:Ce 
is due to due to a very high light output and very small non-proportionality with 
photon energy of the scintillator. 
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4.6 Summary 
The main thrust of this chapter was to investigate the potential use of 
lanthanum scintillators; particularly the LaBr3:Ce, in single photon imaging. In the 
first part of this chapter, experimental results on the scintillation properties of two 
reaItively new cerium-doped lanthanum crystals, LaBr3:Ce and LaCi):Ce for 'Y-ray 
spectroscopy were compared to the conventional scintillator, NaI(TI). The research 
focused on recording of detected spectra and measurement of energy resolution, 
coincidence timing resolution, rise time, peak-to-valley ratio and internal 
radioactivity, as well as photofraction. Then, some of these figures of merit were 
validated using GATE Monte Carlo code. Overall, the measured and simulated results 
indicate that the lanthanum scintillators are promising, in particUlar, LaBr3:Ce which 
shows superior energy resolution, especially above 100 keY. Unfortunately, the 
lanthanum scintillators have a few drawbacks of their own: internal radioactivity, and 
a relatively low response at low energies. Nevertheless, these drawbacks are likely to 
be serious only for specific applications such as very low activity and low energy 
measurements. Furthermore, the internal radioactivity limitation can be useful for 
energy calibration. 
Then several simulations studies were carried out to investigate the potential 
use of LaBr3:Ce in planar and SPECT imaging. In the first part, only quality control 
tests that consider the crystal of gamma camera, such as energy spectra evaluation, 
intrinsic spatial resolution, intrinsic uniformity and intrinsic efficiency, were 
investigated. The overall results of such parameters have shown the superiority of a 
LaBr3:Ce gamma camera compared to the NaI(TI) crystal-based gamma camera. The 
major finding of these simulations is that the LaBr3:Ce crystal can compromise the 
improvement between intrinsic spatial resolution and detection efficiency in 
comparison to the NaI(TI) scintillator. i.e. further spatial resolution improvement 
could be achieved with the LaBr3:Ce crystal by reducing crystal thickness with 
comparable sensitivity to the NaI(Tl) scintillator, and vice versa. Although all 
simulations included simple geometrical sources due to the significant computing 
time required with GA TE, these studies have offered important insight into the 
performance of these scintillators and valid comparison. 
Imaging performance of the LaBr3:Ce and NaI(Tl) crystal based dedicated 
scintimammography gamma cameras have been semi-quantitatively compared. The 
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overall results suggest that the LaBr3:Ce crystals can further improve small breast 
lesions (~ 10 mm) detectability with a TBR ~10 and have the potential to be the 
scintillator of choice for scintimammography. However, clinical investigations and 
low-cost crystal growth techniques are needed before LaBr3:Ce scintillators be 
commonly used. 
Also, due to the high stopping power of the LaBr3:Ce scintillator and excellent 
timing properties, the potential use of the LaBr3:Ce in SPECT 18F_FDG imaging has 
been investigated in comparison to the NaI(TI) crystal-based cameras. Comparison of 
the LaBr3:Ce and NaI(Tl) crystal based systems showed 4.5% and 8.9% higher system 
sensitivity for the LaBr3:Ce at 140 keY and 511 keY; respectively. The LaBr3:Ce 
significantly improves intrinsic count rate performance due to its fast decay time, with 
respect to the NaI(TI). Results have also shown that the LaBr3:Ce crystal-based 
camera combines significant improvements in intrinsic count rate with excellent MTF 
performance. Furthermore, these preliminary results have indicated that the LaBr3:Ce 
scintilla tors are promising materials for the development of a novel SPECT /PET dual-
head camera. 
To sum up, all experimental and simulated studies enumerated above 
concluded that because the relatively new lanthanum cerium-doped scintillators; 
particularly LaBr) have excellent energy and timing resolution, superior intrinsic 
spatial resolution and higher detection efficiency, they have the potential to replace 
NaI(TI) as the scintillator of choice in single photon imaging and probably other 
scintiilators, such as BOO, in PET imaging. 
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Chapter 5 : Evaluation of Image Gating as an Approach 
for Noise Estimation and Optimisation of 
SPECT Images· 
5. 1 Introduction 
Measuring noise levels in images obtained from SPECT has always proved to be difficult 
as the noise present depends on the number of events counted and the volume that 
contains these events (image pixel size) [1]. Obtaining an accurate estimation of the noise 
is required when wanting to report the significance of apparent lesions in a clinical image. 
Accurate noise estimation should also be useful in optimising acquisition and image 
processing protocols. 
This chapter looks at the possibility of using a new method of estimating random 
noise in SPECT images using image gating techniques. Our hypothesis is that temporal 
sub-sampling of SPECT projection data achieved by gating non-cardiac clinical SPECT 
scans can provide accurate non-biased and objective estimation of random noise and 
signal-to-noise ratio (SNR) in clinical SPECT images. This approach also can be used for 
the optimisation of the region of interest (ROI) using online modulation. 
In this chapter, two major areas will be covered. Firstly, a concise literature 
review covering the sources of noise in SPECT images and SPECT noise estimation 
methods. The second area describes on the proposed technique and major findings of the 
validation of the basic principles and evaluation of the potential of using this new method 
for estimating random noise in SPECT images. 
5.2 Noise In SPECT Images 
Noise included in an image is a factor that may cause limitation to the visualisation of 
discrete signals and the achievement of quantitative values. Also, due to increased 
statistical uncertainty of the projection data lesions become much harder to detect in 
• Submitted to be publisbed in the Journal of Nuclear Medicine Communications. 
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reconstructed SPEcr images due to noise propagation in the image reconstruction 
processes [2, 3]. For these reasons, it is vital to understand the sources and features of 
noise in SPECT images. Furthermore, for optimising acquisition and image processing 
protocols, it would be useful to have knowledge of the statistical properties of 
reconstructed SPECT images. However, the statistical noise properties of tomographic 
images are complex and are a function of both the reconstruction method and the 
projection data used to obtain the image [4]. In this section SPECT noise sources, 
properties and estimation techniques are discussed. 
Noise contained in images can either be systematic or random. Systematic noise 
refers to non-random variation in the counting rate. It is often superimposed on and 
interferes with the viewing of the structure of interest. This type of noise can be caused 
by the system artefacts and non-uniformities or may come about from the radionuclide 
distribution itself. However, random noise is caused by the statistical variation in the 
count rate and is an important factor in nuclear medicine. 
In SPECr images, there are three main sources of noise; each of which 
contributes independently to the noise in the reconstructed image [5]. The first type is 
photon noise in emission projection data, which, according to Liew et al [5], varies 
inversely with the total number of detected counts in the projection data. The second type 
of noise is algorithmic noise. And the last type of noise is caused by the use of 
attenuation maps for attenuation corrections in SPECT, and it is proportional to the 
relative variance of the attenuation coefficient in the attenuation map. It has been shown 
by Moore et al [6] that the magnitude of noise in the reconstructed images may be 
increased or decreased by the method used for attenuation compensation. 
It has been shown that using the suggested mathematical method (Le. the Chang 
method [7]) of compensating for attenuation during SPECT reconstruction causes the 
reconstructed pixel noise to be modified. However, measuring or calculating the noise in 
a single pixel does not fully represent the image noise as the spatial noise correlation is 
not considered. The effect of attenuation and attenuation compensation on these 
correlations and how this relation affects the shape of the noise power spectrum (NPS) is 
of particular importance [6]. 
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It has been demonstrated by Beekman el al [8] that there are similarities in the 
noise structure in the images over the whole range of the generated photon histories. 
Based on this, it can be suggested that, even for the lowest number of photon histories 
tested, the image noise is governed by the statistical noise in the measured (or simulated) 
projection data. 
Unlike in transmission Computed Tomography (CT), in SPECT, the noise in each 
angular projection is highly non-stationary. This is mainly due to the number of counts 
(N) gained in a system measurement through the centre of a large object with a uniform 
activity distribution is much greater than the number of counts recorded near the edge of 
the object. However, the projection noise in SPECT is not constant since the noise is 
governed by Poisson statistics, i.e. the variance is equal to N [6]. It has also been 
demonstrated by Wilson el al [4] that over large uniform regions, SPECT image noise is 
non-stationary. However, this is not the case near the centre of the uniform regions and 
over small ROIs near the image. 
Another difference between CT and SPECT is that the number of emitted photons 
in SPECT is modified by photon attenuation, whilst in CT the attenuation is being 
measured. 
The reconstruction process acts as a noise amplifier. This ensures that the noise 
level in the reconstructed data is greater than that expected from the Poisson statistics that 
apply to the projection data. In addition, the noise in a SPECT image is much more 
complex than the stochastic noise in a conventional image, which is of a Poissonian form 
that is well understood [8]. 
5.3 Noise estimation 
Quantifying noise levels is highly important when reporting the significance of apparent 
lesions in a clinical image; however, this has been a problem when reporting on images 
obtained from SPECT. 
According to Lau elol [9], the variance of the Poisson noise depends on the signal 
itself. In order to accurately investigate this type of noise, the statistical properties of the 
noise from the signal must be evaluated. However, this has proven to be difficult and in 
some cases impossible. 
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In planar radionuclide imaging, the typical Poisson noise is assumed to be equal 
to the square root of the number of acquired photons. This is not the case with SPECT 
imaging as the noise that is present, depends on the number of events counted and the 
volume that contains those events (e.g. image voxel size) [3] 
Budinger el 01 [10] have stated that the quantitative certainty of Emission 
Computed Tomography (ECT) depends on the number of events detected as well as the 
volume of interest. Also, noise is propagated from the SPECT reconstruction process. 
This may decrease the expected SNR by a factor greater than 10, depending on the 
required resolution [5, II]. 
The expression for the expected uncertainty for ECT was derived in agreement 
with the theoretical analysis by Huesman [12] and was verified using simulation studies 
by Budinger el 01 [10]. In a reconstructed region of a slice through a uniform cylinder of 
activity, the magnitude of local statistical noise is given by: 
. 120 x (V ) 3 I 4 
% rms (noise ) = k • ----7--:-:-'--N 112 (5.1) 
Where, k is a constant and its value depends on the method of reconstruction, V is 
the number of voxels (based in circular FOV) that covers the reconstructed object and N 
is the total number of events acquired. For example, there are approximately 20-25 
million counts in a typical bone SPECT. Therefore, using a 64 x 64 matrix, equation 6.1 
would give a %rms value of roughly 120/0-13% [3]. The magnitude of noise in aSPECT 
image may be further increased if correction processes such as attenuation or scatter 
corrections are applied. Gillen [13] has demonstrated that, when using FBP to reconstruct 
a uniform cylinder phantom, the value of k is dependent on the total number of acquired 
events N and the pixel size used. 
However, testing this theory on clinical images is not possible due to the 
difficulties involved in separating the effects of statistical variations from the other 
processes involved. In other words, it is not possible to separate the variation in counts 
within a part through a uniform cylindrical source distribution (e.g. due to stochastic 
noise) from the variation caused by attenuation [8]. The main problem is the reduced 
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number of counts at the centre of the reconstructed section. This is due to attenuation , 
which causes difficulty in evaluating the %nns within that part. King et al. [14] have 
included this estimation when evaluating noise levels, by calculating the %nns values 
such as 5 x 5 pixels ROJ placed at the centre and periphery of phantom studies. Another 
proposed method involves measuring the variation within a circular region of 80% of the 
source distribution diameter. These approaches are, however, not accurate and do not 
describe the %nns variation within a reconstructed section. 
Lau et 01 [9] have attempted to estimate the noise in an image using two 
techniques. The first method involved measuring the standard deviation for the counts in 
an area of the lungs where it was expected that the counts would be unifonn. Even though 
this method reflects what is visually observed, the noise may still be over estimated as 
this assumption ignores the actual anatomical biological distribution of the radiotracer 
within the reconstructed ROI. The second technique also measured noise as the standard 
deviation of averaged myocardial counts. The first method enables direct comparison 
with phantom studies, where only a single acquisition was possible, while the second 
offers a more direct estimate of noise in the myocardium [15]. Noise in SPECT images 
was estimated by Vanhove et al [16] by calculating the variation coefficient, which is 
expressed as the standard deviation divided by the mean count densities obtained from a 
rectangular ROJ. 
Noise characteristics of images reconstructed using the conventional filtered back 
projection (FBP) algorithm are reasonably well understood [17]. The uncertainty of the 
reconstructed counts using the FBP algorithm for a circular uniform source located at the 
isocentre is given by [18]: 
(5.2) 
Where, p is the count per unit area, r is the radius of the source region, w is the 
pixel width, N is the total counts detected in the projection data and 1C is a constant which 
depends on the type of filter and interpolation method used in the reconstruction 
algorithm. 
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However, due to the non-linearity of the iterative algorithm, deriving theoretical 
expressions describing the propagation of noise from the emission projection data and the 
attenuation map to the reconstructed image pixel has proven to be complicated [13]. 
Several figures-of-merits have been suggested for assessing and characterising 
noise in SPECT images reconstructed using iterative algorithms [6]. However, in most 
cases, these figures-of-merit require knowledge of the noise covariance matrix of the data 
that has been reconstructed. The characterisation of the noise covariance matrix of 
projection data may assist in the design of the reconstruction [19] or restoration filters 
[20]. It may also aid in evaluating the model observer SNR for detection and estimation 
tasks [21]. Wilson et al. [17] and Soares [22] have investigated the use of linear 
reconstruction techniques to study noise propagation in reconstructed SPECT images. 
Barrett et al. [23] have come up with a general theoretical formulation for the 
noise properties of reconstructed images. This has led to predictions relating to the 
coming together of noise properties, probability density function (PDF) and the 
covariance matrix of the reconstructed image. Using large samples of noisy images and 
Monte Carlo simulation techniques, Wilson et al. [24] examined these properties and 
compared the Monte Carlo estimates with the theoretical formulation derived by Barrett 
et al. [23]. 
The relationship between mean pixel value and variance for maximum-likelihood 
expectation-maximization (ML-EM) reconstructed images was also studied by Llacer et 
aJ. [25], Liow and Strolher [26]. The ML-EM algorithm leads to a monotonically 
increasing dependence of noise variance on the mean (or noise-free) image pixel value 
[25,26]. 
The noise levels in the phantom images are somewhat higher than those found 
using computer simulation as was shown by Houston et al [1]. This is not unexpected, as 
they will contain experimental errors. In addition, images with attenuation corrections 
generally have higher noise levels than those without correction. 
Narita et al. [27] have shown that even though the activity levels are similar, the 
SNR for Monte Carlo simulated images were considerably higher than the SNR of actual 
experimental data. This is primarily due to the phantom being surrounded by 64 detectors 
during the simulations that were detecting emissions in unison, therefore highly 
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improving the sensitivity over the triple head camera used for the phantom experiments. 
Another reason for the discrepancy in the SNR between simulations and experiments may 
be due to the differences in noise levels in transmission maps used for attenuation 
correction. However, the trends for SNR were relatively similar for the simulations and 
the phantom measurements. 
A non-parametric bootstrap technique for the prediction of the statistical 
properties of SPECT or PET images was suggested by Buvat et al. [28] This method has 
proven its suitability, using analytical simulations and real PET data, of properly 
estimating the statistical properties (including variance and covariance) of reconstructed 
pixel values for both linear (e.g. FBP) and non-linear (e.g. OSEM) reconstruction 
algorithms. This technique is not parametric since it does not involve any assumption 
regarding the statistical properties of the sino grams. 
The concept of the bootstrap is that, if the examiner acquires a sample from a 
number of projections and acquisition bins with unknown statistical distribution, 
bootstrap sub-sinograms can be generated from this single sample. Each sub-sino gram 
contains the same number of values as in the original sample and is obtained by randomly 
drawing values with replacement among the original sample. The statistical properties, 
such as the mean, can then be calculated for each bootstrap sub-sino gram. From this, the 
variance of this statistic can be deduced [28]. 
This approach does not have any assumptions in relation to the statistical 
properties of the projections or about the propagation of errors during reconstruction. 
Therefore, it is valid no matter what the statistical properties of the projections and for 
any reconstruction algorithms used. However, only the statistical properties of the sub-
image are provided for which replicated sub-sinograms were obtained and not the image 
reconstructed from the sum of the replicated sub-sinograms [28]. 
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Estimation and Optimisation of SPEeT Images 
5.4.1 Introduction 
re i u Iy m ntioned, quantifying noi e Ie el in an image obtained from SPECT has 
ng een a pr lem. Thi i due t the difficulty in achieving large ROI because of the 
anat mi al and uplak ariati n in PE T image a shown in Figure 5.1. On the other 
igur .1: Dill r nt ROI ize on PEeT scan. 
larg r th ample ize, the smaller the standard error of the mean 
a1 len wo a IT r in tandard de iation). More specifically, the size of the standard 
of pi el 
pix 1 iz. Th 
in rely pr p rti nal to the quare root of the sample size. 
I err r io tandard de iatioo reduce as the ROJ size (i.e. number 
igur 5.2 ho the tati tical error in standard deviation versus 
rr r f tb mean ( EM) i mathematically expressed as: 
(f 
EM= fn (5.3) 
\ re a 1 th ampl i.e. R I landard d viation and n i the size (number of 
pI el th R h \' n in Figur 5.2, a lb ROJ ize increa e , the error in the 
- I 7-
mea urement deer a e (e.g. u 109 8 pixels leads to approximately 26.7% error ill 
mea urement while u ing 20 pi el could lead to 16.2% error in measurements). 
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Figure .2 : The relation hip ben een ROJ size and standard error ofthe mean. 
Although different a pect of noi e such a the characteristics and propagation of 
noi e, ha e been di eu ed e ten ively in the literature, accurate noise estimation has not 
been ufficiently covered. Therefore, this section proposes the possibility of a new 
method for noi e e timation u ing an image gating technique. The hypothesis suggests 
that temporal ub- ampling of PECT projection data by gating non-cardiac clinical 
SPECT can can provide accurate, non-bia ed and objective estimation of random noise 
and SNR in clinical PECT image . 
5.4.2 Materials and Methods 
5.4.2.2 Planar and PECT studies 
Planar and PECT tudie were acquir d at St George's Hospital, London, for a uniform 
rectangular flood 57Co and a Ja zczak phantom in gated mode using standard acquisition 
protocol with a dummy electronic trigger; a hown in Figure 5.3. The dummy electronic 
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5.4.2.2 J mao a qui ition 
Image qUi iIi n ~\ a p rfi m1 d \ ith a men e- am dual-h ad cintillation camera 
equipp d \ ith a I w- n rg all-purp e ollimator (iemen Medical y tem , Inc., 
H man ' tat ,Ill., PE T acqui iti n w r performed u ing a 1 0° non-
ir ular r it fi r c h d te t r, \\ ith 12 proje tion angle a 12 x 12 matrix ize, and 
z m fa t r f 1. }mm tri I 20°'0 \ ide nerg window for the acqui ition wa 
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centred at 140 ke . 64 ie\ per head were acquired for 30 seconds per projection angle 
in tep-and- hoot mode. U ing the gating technique produced 512, 1024 and 2048 time 
lot when , 16 and 32 forward-gated frame were used; respectively. Therefore, the 
length of each time lot wa 3.75 1.87 and 0.94 seconds when using 8, 16 and 32 frames; 
re pectively. The Ja zczak phantom wa filled with water containing 99Tcl11 (520 MBq). 
5.4.2.3 Imag proc ing and recon truction 
The cintillation cam ra wa connected to a iemen e-Soft acquisition and processing 
computer (iemen Medical y tern Inc., Hoffman Estates, Ill. , USA). Each view 
(projection) wa di ided into 16 or 32 frames. Each time slot (frame) is composed of 
12 image r pre enting the projection data collected by the two detectors as shown in 
Figure 5.5. 
'1 ..... I I 11 1012 3 •••••• •••••• •••••• _ 14 Tlm •• loll!> Ime 5101 16 
igure 5.5: chematic diagram of a temporal sub-sampling approach processes. 
The recon truction algorithms considered in this study were FBP and 3D OSEM 
with 3D beam modelling and optional attenuation correction (Flash 3D) [29]. Projections 
from each time slot were recon tructed using FBP and 3D OSEM reconstruction 
algorithm . Tn order to compare noi e propertie between FBP and 3D OSEM algorithms, 
it wa nece ary to recon truct images u ing a wide range of cut-off frequencies and 
order param ter for th FBP technique and a number of subsets and iterations for the 3D 
OEM. nly th Butt rworth filter wa investigated due to its common use in SPECT 
studi with the following cut-off frequencie and order parameters; respectively: 0.2/5, 
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0.5 I and . 15. Th number of iteration and ub ets were varied as 114, 12/8 and 
r on tru ted with 0 EM were filtered with a symmetric 
3D u ian fun ti n h ing a full \: idth at half maximwn of 1 pixel (4.75mm). 
ne Ii e \! ted fr mach time I t fi r noi e analysi . Images representing 
th el ted. For in tance, if axial lice number 3 wa selected from 
lime 1 I numb r I, th n the am numb r 3 would be elected from every time slot 
[2, , 4 ... 1 n ured that all 16 lice repre ented the ame region in the image. 
Th ' an.: Ih n j in d t ther in a rie of axial SPECT images representing a 
n in th . phant m or pati nt). A single pixel ROI was created and 
pr pagal d thr ugh all frame a hown in Figure 5.6. 
igu re 5. Jllu Ir (jon of inal ph ,I propaoation in a temporal sub-sampling a nalysi . 
.4.2.4 ata ana l), i 
r e h tud , \\ ilh nd with ut u ing the image gating t chnique, tati tics of intere t 
inc1ud d: J ml (2 and m an; and ) R and calculated. The e figure -of-merit 
calculated fr m th 1111 lain u ing th gating approach wer compared to tho e 
obtain d fr m a planar tud . 
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The noise estimation of emission tomographic images reconstructed by 3D OSEM 
and FBP were compared. The comparisons were based on the standard deviation and 
SNR as a function of number iterations for 3D OSEM and as a function of noise filter 
type for FBP with optimized set of Butterworth filter parameters. 
Mean, standard deviation and rms 
One of the characteristics of photon distribution is that the amount of fluctuation 
(standard deviation value) is related to the mean number of photons detected. The square 
root of the average number of photons per area provides a close estimate for the value of 
the standard deviation. i.e. rms indicates the uncertainty. The mean and standard 
deviation were calculated from one axial tomographic slice through the unifonn portion 
of the laszczak phantom using small and large ROIs. 
SNR 
Two ROIs were selected as a single pixel to represent the signal and the background. The 
signal was determined by fmding the difference between the mean pixel value (MPV) of 
the ROJ positioned on the spot and the average of the mean pixel value (MPV) of the ROI 
positioned in the adjacent background area. Therefore, the signal-to-noise ratio (SNR), 
also known as relative uncertainty, is given as: 
(5.4) 
Contrast 
The signal S in a single reconstructed slice of a cold sphere was defined as the average 
pixel value in an ROJ. For the 10 mrn diameter sphere, an ROJ of two pixels was 
employed. The background, B, was defined as the average pixel value in a circular ROI 
positioned in the uniform region of the laszczak phantom or clinical bone scan. The 
contrast C was defined as: 
c JB-SI 
B 
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(5.5) 
5.4.3 Results 
5.4.3.1 Planar gated flood data 
Figure 5.7 illu trate the total ount for each frame for a uniform rectangular flood 57 Co 
ource. It can be clearl e n that the total number of counts per frame is, as expected, 
in er ely proportional to th number of frame u ed. Apart from the last and first frame, 
where a 5.6% 3.3°'0 and 2.2% ount reduction were found at 16, 32 and 64 frames per 
dummy RR interval re pe ti ely, mean count per frame agreed to better than 1.2 %. This 
reduction could be due to th redi tribution of the counts within the RR interval. 
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Figure 5.7: fean total count per frame for a gated planar flood scan. 
Fractional count 10 e of 0.5%, 0.2% and 0.1 % were achieved at 16, 32 and 64 
frame re pecti ely. The e in ignificant error in measurement indicate that temporal 
amp ling u ing the gating technique accurately estimates the mean count per frame. 
The e re ult al 0 ugge t that increa ing the number of frames leads to less error in the 
mea urement . 
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In ord r I valida te th gat d te hniqu , the relation hip between STD and rms 
ha b n ludi d. Th \ alu 
, In ! fr m _ ( t lll1l: , lot 
f th ingl pi el with the arne coordinates from 
flo d ource w re obtained for eleven separate 
p int , thn.:c fr m 1 and _, and tho from64 frame of planar gated flood can. The 
5 Il1u. Irate 
wh i h ind i at 
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t-< 
en 
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2 
r/l1 ar und the mean value \Va calculated for all pixel values. Figure 
n TD and nl/ for the planar gated flood scan. It i 
II nt gre m nt b tween the TO and I'm for the gating technique, 
fthi appr a h. 
. = 0.977 x + O. 152 
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mlS 
ngur 5. 1 h r I lion hip b h,een the TD and Till for a gated pla nar can. 
Th n:: lati\'(:: err r in pi I tandard de iation (a) e timated u ing the gating planar 
fl d I od u 109 th n\ coti nal fl ad can ('gold- tandard') wa calculated 
u ing: 
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estimated (J - 'gold - standard' (J x 100 
'gold - standard' (J (5.6) 
Relative errors in pixel standard deviation of3.1%, 2.6% and 2.1% were obtained 
for the gating flood 57CO source using 16, 32 and 64 frames; respectively, compared to 
non-gating flood scan (gold-standard). This demonstrates that the gating technique 
accurately estimated the gold-standard standard deviation. Also, this suggests that the 
higher the number of time slots, the smaller the average relative error in pixel standard 
deviation. 
Also, the gating technique was validated by comparing gating pixel frequency 
distribution to the normal distribution since the Gaussian noise is statistical noise that has 
a probability density function (pdf) of the nonnal distribution (also known as Gaussian 
distribution). In other words, the single pixel values from all frames are random and 
independent, and hence can take on a Gaussian-distributed. The frequency of the single 
pixel values from the planar gated frames is compared to a theoretical Gaussian 
distribution. The probability density function for a nonnal distribution is given by the 
formula: 
1 ((X- Jl)2J P(x) = ,-,:;-: exp - 2 
Ov21t 20 (5.7) 
Where J.l represents the mean and (J the standard deviation (STD). Figure 5.9 
shows the gating Frequency histogram of pixel values plotted at 10 pixel intervals (bar) in 
comparison to a theoretical Gaussian distribution (solid line). There is good agreement 
between the gating data and the Gaussian prediction. This signifies the validity of the 
gating approach. The slight deviation in distribution was caused by a loss of 2.2% in the 
total number of counts for the first and the last frames. This was confirmed in the analysis 
of the variation of pixel values in the different time slots in the SPECT study. 
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J 
2 
E3 Gating Pi ·el Value Distribution 
--Theoritical Gaussian Distribution 
Pi.xel Value 
igurc 5. . c mp ri on behH n the di tribution of pinl value and the theoretical Gaussian 
d i tri bulion. 
5.4.3.2 Ja zack phantom P CT re ult 
The lolal numb r f c unt p r frame of 12 projection wa obtained for every time slot 
in order to determin if there i an ariation. A an example, Figure 5.10 shows the total 
number of count fi r time lot 1, 5 10, 15, 25 and 32 for 128 views. In general, there is 
n ignificant ariation in th numb r of ount /projection for all time slots. Again, as in 
gating planar, ther i an in ignificant reduction in the total count for the first and last 
time lot due to the r di tribution of the count within the RR interval. 
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Figure 5.10: Total numb r of count per projection for variou time slots of a gated Jaszczak 
phantom P T can. 
The tati tic f intere t, including the mean and STD, were calculated from one 
axial t mographic lice through the unifonn portion of the laszczak phantom acquired 
with the gating technique u ing large ROI (30 x 30) pixel and small ROI (4 x 4) pixels. 
The e alue ar tabulated in Tabl 5.1. The compari on between the large ROI, small 
R 1 and the gating techniqu bow a good agreement between the temporal sampling 
method and th larg R I analy i . There i an obviou undere timation of noi e (i.e. SD) 
u ing the mall R I. Thi ould be due to the ignificant correlation in pixel values over 
the mall R I (4 4) pi el u ed in tbe calculation. Con equently, this resulted in a 
ignificant er e timation of th R of the Ja zczak phantom images using small ROI. 
Thi effe t i more apparent wh n u ing a mootb filter, which i wbat would be expected 
I value correlation. 
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Table 5.1: Statistical mean (fL) and standard deviation (a) of a gated Jaszczak phantom SPECT scan 
using different analysis techniques and reconstruction parameters. 
Reconstruction 
Analysis Technique 
Small ROI Large ROI Gating Approach 
Parameter 
~ M 0- ~ 0-
FBP 
Cut-off Order 
0.2 5 13.44 1.72 18.72 3.12 18.04 2.73 
0.5 10 15.87 1.95 21.12 3.13 21.86 2.81 
0.8 15 16.23 1.96 22.34 3.52 22.54 3.51 
3DOSEM 
Subsets Iterations 
4 14.15 1.46 19.22 2.98 18.77 2.09 
8 12 16.23 1.67 21.87 3.01 22.07 3.21 
16 24 16.89 2.05 24.13 3.13 23.67 3.43 
Table 5.1 also shows that the images reconstructed with the 3D OSEM algorithm 
tend to have lower SD (i.e. noise) than those reconstructed with the FBP technique, 
generally, for all parameters used. This is more obvious at low filter cut-off frequencies 
as would be expected. A reasonable explanation of this could be due to the fact that 
unlike conventional 1 D or 2D reconstruction methods, such as FBP and 2D OSEM 
respectively, 3D OSEM allows the reconstruction of all slices simultaneously, thus 
improving count statistics. Furthennore, these iterative algorithms take the Poisson nature 
of the data into account during the image reconstruction. 
Through a selected slice, which includes the spheres, the SNR and contrast 
analysis were calculated using the gating technique and small ROI analysis for 3D OSEM 
and FBP reconstruction techniques with different prameters, as shown in Figure 5.11. 
Contrast may be underestimated using ROI analysis, hence SNR overestimated. This 
could be due to pixel correlation when using ROI techniques. 
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Figur 5.11 onlr I and 'R r ull of a gated Ja zczak phantom PEeT can using different 
na1. i Ie hniqu nd r on tru lion parameters. 
5.4 .. p pati nt data 
T" 0 linical b ne PE T an at t Gorge' Ho pital London, in gated mode (8 
fram ) w r a quired in rd r to in\' tigate the temporal ub-sampling approach for 
noi etimation in lini al PE T image. Each ca e wa recon tructed with both the 
FBP (Butterworth filter: ut- ff frequ n y=O.S and order=IS) and the 3D OSEM (8 
ub et nd 12 iterati n . nl th mall ROJ (4 x 4) pi els analysi ,a shown in Figure 
5.12 wa mpar d t th gating analy i a it i impo ible to u e a larger ROJ because 
f the an mi al and uptake \ ariati n in PE T image. tati ti al noi e and contrast-
t -noi e rati wer m a un:d by alculating the mean and TD of the corre ponding pixel 
alue. tabulated in Tabl .2 fi r pati nt n a an exampl . 
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igur 5.12 : lini al bone PE T can in gated mode with small ROIs. 
bl 5.2 ' nlr 
B " Contrast SNR 
3.35 2.69 3.39 
R ] nalY' i ( BP) 1 .99 3.83 8.93 3.1 1.12 2.04 
M) 35.22 4.54 9.12 2.98 2.86 4.80 
EM) 19.76 3.64 7.74 2.43 1.55 2.74 
Table .2 that th mean and TD may be underestimated u ing ROI 
analyi in a lini tud . H n e, th contra t may also be undere timated whilst SNR 
could b er limat d. Thi i du to pi el carr lation when u ing a small ROI, which 
can b a aided b u ing th I mporal ub- ampling approach. The critical importance of 
u jng gating te hniqu In 
larg RIc upl d \ ith Ih 
PECT tudie i due to the difficulty of achieving 
of photon attenuation on the unifonnity of SPECT 
imag ,\: hi h \: ill manife t it elf a an incr a in pixel value ariation across the object. 
o M imag ntra t and R ha improved in compari on to FBP images. This is 
mar appal' nt wh n u ing gating analy i compared to the ROI technique, which 
indIcate th t th fi nn r m th d an b u cd for th obje ti e optimisation of clinical 
imaging pr t 
fimagt: pr 
f imag r on truction parameters including the 
ing algorithm and filt r parameter 
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5.5 Summary 
Temporal sub-sampling ofSPECT projection data approach was introduced and validated 
using the gating technique to estimate the statistical properties of SPECT reconstructed 
images whatever the noise characteristics of the projection data and reconstruction 
algorithm. A dynamic planar flood and Jaszczak phantom scans were used to validate the 
proposed method. In general, the omparison between gating and dynamic planar flood 
S7CO source scans has shown that a temporal sub-sampling approach is valid. The 
analysis of the results of the gated planar acquisitions have shown that the distribution of 
the value of single pixel sampled at different time slots follows a Gaussian distribution 
and that the pixel values are independent and randomly distributed around the mean pixel 
values as expected. 
The SPECT Jaszczak phantom results have shown that this method can be used 
for accurately estimating the level of random noise in phantom and clinical SPECT 
studies. It also avoids the problem of pixel value correlation, which is faced when using 
small ROI in estimating noise in SPECT images. The comparison between the large ROI, 
small ROJ and the gating technique shows good agreement between temporal sampling 
method and the large ROI analysis. The small ROI analysis has consistently under 
estimated the noise level in the images and therefore, over estimated the SNR in these 
images due to pixel values correlation between the pixels within the small ROI. This 
effect is more apparent when using FBP with a smooth filter as would be expected. 
The results achieved and discussed in this chapter have illustrated that the 
estimation of SPECT image noise using the gating technique (temporal sub-sampling) 
can be an accurate method of estimating local noise levels in clinical nuclear medicine, 
planar and SPECT images. Furthermore, this method can be used for the Objective 
optimisation of clinical imaging protocols and the selection of image reconstruction 
parameters, including the choice of image processing algorithms and its parameters, as 
has been demonstrated when using the two reconstruction techniques, FBP and 3D 
OSEM, with different parameters. In other words, theses results suggest that the gating 
approach of evaluating noise and SNR in SPECT can be used in the future for the 
optimisation of many parameters of SPECT image acquisition and reconstruction by the 
objective estimation of noise level and SNR of clinical images. 
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Chapter 6 : Optimisation and Evaluation of Image 
Reconstruction Techniques* 
6. 1 Introduction 
Despite the fact that the first tomographic imaging systems used iterative 
reconstruction methods, the analytical Filtered Back Projection (FBP) method is still 
the most widely used method in the reconstruction of SPECT images [1]. However, 
because of advances in computational power and improvements in reconstruction 
algorithms, iterative reconstruction, such as Ordered-Subsets Expectation 
Maximization (OSEM) has become a clinically practical alternative to FBP [2]. 
The choice of image reconstruction techniques and their parameters playa major 
role in the final reconstructed image quality. This chapter covers the following areas: 
(i) an optimisation ofFBP and 3D OSEM algorithms in 99Tcm SPECT images for 
different noise levels; 
(ii) a comparison of Flash 3D against conventional FBP with an optimized set of 
filter parameters, both with and without attenuation correction (AC); 
(iii) an evaluation and a comparison of 3D OSEM with resolution recovery 
(HOSEM) versus Flash 3D 
(iv) an investigation the potential of improving spatial resolution in SPECT 
systems that combine the LaBr3:Ce detectors with 3D OSEM image 
reconstruction algorithms. 
6.2 Materials and Methods 
A Jaszczak phantom (Deluxe Standard ECT Jaszczak Phantom™) filled with 99Tcm 
(500 MBq) and water was used at St George's Hospital, London. The laszczak 
phantom (see Figure 6.1) has a standardised diameter cylinder with a series of cold 
rod inserts (the diameters of the rod inserts are: 4.8mm, 6.4mm, 7.9mm, 9.Smm, 
ll.lmm, 12.27mm). Two capillary point sources of 99Tcm were used to assess the 
tomographic spatial resolution in air . 
• Part of this work and literature from Section 2.9 was published as a chapter in edited book published 
by Springer as well as other parts were published in Conference Processedings (Appendix A). The last 
part of this work is accepted for publication in the Journal ofNucl. lostr. Meth. Phys. Res. A 
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Figure 6.1: Ja zczak phantom. 
lmaa acqui ition wa performed with a Siemens e-Cam dual-head 
cintiJlation amera equipped with a LEHR collimator (Siemens Medical Systems, 
Inc. Hoffman E tate, Ill. A). PECT acqui ition were performed u ing a 1800 
non-circular rbit for ach d tector, with 128 projection angles, a 128 x 128 matrix 
ize, and zoom factor of 1 and. The pixel size of 4.75 mm was set according to the 
one u ed in clinical cardia PECT tudie . A symmetrical 15% wide energy window 
for the acqui ition wa c ntred at 140 k V. Three noise levels were simulated by 
acquiring th PE T image of the Ja zczak phantom for 30, 20 and 10 seconds per 
projection angle. 
The intillation cam ra wa connected to a Siemens e-soft acquisition and 
pr e ing comput r ( iem n Medical ystems, Inc., Hoffman E tates, Ill., USA). 
Tb r con tru tion algorithm con idered in thi study were FBP and 3D OSEM with 
3D beam mod lIing and optional attenuation correction (Flash 3D) [3]. 
Th M r on truction wer performed using combinations of 1 4 8 12 , , , 
and 24 iteration , and 2, 4, and 16 ub et . The type of post reconstruction filtering 
(Gau Ian -0) i the only a ailablc choice in the software (Flash 3D) employed. The 
imag n tru t d \ ith EM \I ere po tfiltered with a symmetric Gaussian 3D 
filler having a FWII 1 f I pI I (4.75mm). The effect of Chang's Attenuation 
orrection (A ) method \I a al tigat d. The linear attenuation coefficient was 
et to 0.15 em-I . The tati tical ignificance of difference in contrast, noise and 
FWHM b twe n diffi r nt m thod ofrecon truction wa a sessed by a two-tailed T-
t 1. tati ti al ignificanc \: a d fmed a P = 0.01. 
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6.3 Data Analysis 
The data was analysed according to the National Electrical Manufacturers Association 
(NEMA) [4] guidelines for quality control of SPECT images. The analysis was 
carried out by calculating the following parameters: 
6.3.1 Contrast 
The signal S in a single reconstructed slice of a cold sphere was defined as the 
average pixel value in an ROJ. For the 10 mm diameter sphere, an ROI of two pixels 
covering the entire area of the cold sphere was employed. The background B was 
defined as the average pixel value in a circular ROI (::::: 2 pixels) positioned in the 
uniform region of the phantom. Contrast C was defined as: 
IB-si 
c=--
B 
(6.1) 
The associated uncertainty in the contrast results were estimated using error 
propagation analysis. Having the standard deviations of signal and background; STDs 
and STDB respectively, the uncertainty in contrast (ae) can be calculated as: 
(6.2) 
6.3.2 Noise 
The noise was calculated from one axial tomographic slice through the uniform 
portion of the laszczak phantom. The noise was estimated by calculating the variation 
coefficient (VC) which is given as: 
vc = STD 
M 
(6.3) 
Where, STD is the standard deviation of pixel value and M is the mean pixel 
value. In order to calculate the experimental error, a number of measurements (10 
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times) were carried out for each imaging scenario. This error then has been assigned 
to all VC calculations. 
6.3.3 Spatial Resolution 
The spatial resolution was obtained by measuring a line profile across two point 
sources located in the centre and in the periphery of the FOV and calculating the 
average FWHM of each curve in X and Y directions. 
6.4 Optimisation of FBP with Using Butterworth, Metz and 
Weiner Reconstruction Filtering in 99Tcm SPEeT Images 
6.4.1 Introduction 
Filtered back projection (FBP) is the most commonly used reconstruction algorithm in 
SPECT imaging [5]. This is principally due to the simple concept of the algorithm and 
relatively quick processing time. This study aims to optimise FBP for 99Tcm SPECT 
images at different noise levels using three commonly used digital filters; 
Butterworth, Metz and Weiner. This study also aims to investigate the effect of 
attenuation correction (AC) on the image quality 
6.4.2 Results and Discussions 
In this work, FBP performance, with and without AC, was characterized using 
Butterworth, Metz and Weiner filters with respect to cut-off frequency and order 
number. As shown in Figure 6.2, noise levels in the images increase by reducing 
acquisition times per projection and the converse is true for contrast levels. 
As expected, for the three filters, FWHM decreases rapidly at very low cut off 
frequency (0.1-0.3) of Nyquist frequency, and then decreases at a slower rate between 
0.4 to 1 of Nyquist frequency as shown in Figure 6.3. The collimator resolution is 
probably the limiting factor of imaging system resolution at these frequencies. This 
part of our results can be generalised to all the three digital filters. 
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a b 
c d 
Figure 6.14: Recoo tructed images of adrenal scaD (above); (a): using FBP - Wiener filter (Cut-
off: 0.7 1 Order: 15) and (b): u ing 3D OSEM (Sub ets: 8/ Iterations: 16) and reconstructed 
image of bone can (bottom); (c): using FBP - Metz filter (Cut-off: 0.7/ Order: 15) and (d): 
u iog 3D 0 EM ( ub et : 8 I Iteration : 12). 
6.6 An Evaluation and a Comparison of 3D-OSEM with 
Resolution Recovery (HOSEM) Versus Flash 3D 
6.6.1 Background 
The translation of image processing techniques from the research arena to the clinic 
has accelerated recently and several new commercial products for improving the 
quality of SPE T and planar images have lately become available. Examples of these 
products include Astonish™ from Philips [12], HOSEMTM from Hermes [13], Wide 
Beam Reconstruction (WBRTM) from UltraSPECT [14], and Flash 3DTM from 
Siemens [3]. These products incorporate scatter corrections, spatial resolution 
reco ery and noise suppression algorithms. They claim to offer improved spatial 
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resolution with an increased SNR and promise more accurate quantification of tracer 
uptake. 
The main objective of this study was to compare two 3D OSEM image 
reconstruction products; namely: Flash 3D from Siemens and HOSEM from Nuclear 
Diagnostic, HERMES. For valid comparison, the same scans acquired on e-cam 
gamma camera as described in Section 6.2 were transferred to a HERMES 
workstation at Guy's Hospital, London. Although both Flash 3D and HOSEM use 
OSEM implementation based on the algorithm of Richard Larkin, Macquarie 
University [IS] that was described in Chapter 2, there are some differences in their 
features, such as resolution compensation, as can be seen next. 
6.6.1.1. HERMES HOSEM 
The HERMES HOSEM program is an iterative reconstruction program which uses 
the OSEM algorithm. It can be used to reconstruct studies acquired in any matrix size 
over any number of angles with a parallel hole or fan beam collimators. HOSEM can 
be used to compensate for factors which degrade the acquired images, such as 
collimator blurring and attenuation. It includes options for uniform and non-uniform 
attenuation correction [13]. 
In HOSEM, a measured collimator point-spread function (PSF) is used to 
correct for the collimator system transfer function. The typical SPECT extrinsic 
system resolution is between 4.3 and 6.3mm. If the SPECT resolution is known as a 
linear function of depth, it is also possible to enter a depth dependent PSF [16]. 
HOSEM provides resolution recovery option by setting intrinsic and 
collimator resolution parameters: collimator constant and collimator scale; 
respectively. Collimator constant defines the characteristics of the PSF at the surface 
of the crystal and is measured in mm. It is used to correct for the intrinsic and 
collimator system response functions and is camera dependant. A typical value is 
1.Smm [16]. It is referred to in this document as PSF(O). The relationship between 
FWHM and PSF is: 
FWHM = PSF x 2.3S (6.4) 
Collimator scale controls the depth dependence of the PSF. The value here is 
referred to as PSFsc:aIe. A typical value is O.OlSmm for a high resolution camera. If 
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Constant is selected, a Collimator Scale value is not required and the option is greyed 
out. The Depth Dependent option should be selected if it is required to use a depth 
dependent PSF to account for decreasing spatial resolution with depth. The PSF is 
calculated as follows: 
PSF(x) = PSF(O) + x x PSFscale (6.5) 
Where, x is distance in mm from the surface of the crystal, PSF(O) is the value 
entered for PSF(mm) at the surface of the crystal, PSF(x) is the PSF in mm at distance 
x and PSFsca1e is collimator scale. 
6.6.1.2 Siemens Flash 3D 
Flash 3D Technology is a relatively new SPECT tomographic reconstruction 
algorithm developed for use on Siemens e.cam® gamma cameras with new e.softTM 
processing workstations [3]. It is based on maximum likelihood reconstruction using 
ordered subsets (OS EM) [15]. 
Flash 3D models the collimator blurring in both the transverse and axial 
directions. A physical collimator hole accepts photons that impinge within a cone 
with some acceptance angle. Therefore, depth-dependent resolution is isotropically 
recove~ and a sphere is reconstructed as a sphere after a 3D reconstruction [17]. 
The latter is also true for FBP, which does not model the collimator blur and 
inherently assumes the acceptance angle to be zero, and is thus symmetrical. Hence, 
by using FBP a sphere is reconstructed as a sphere, but it is blurred (and often 
superimposed with streaks) [18]. On the other hand, 2D modelling only takes into 
account the collimator blurring in the transverse direction, but not axially. The true 
physical acceptance cone for each collimator hole is now modelled as an acceptance 
fan, and thus a sphere is deformed in the 2D reconstruction to an ellipsoid. While 2D 
OS EM demonstrates significant improvement in accuracy over FBP techniques, it is 
inferior to 3D approaches because out-of-plane activity can bias estimates of in-plane 
activity. Such biases in 2D OSEM can lead to localization errors and shape distortions 
(19]. 
Figure 6.15 illustrates the different types of beam models. The inherent 
collimation beam modelling error can be regarded as injecting a kind of noise into the 
reconstruction when using 1 D FBP, 1 D OSEM, or 2D OSEM. This reduces the 
stability of the algorithm and limits the recovery of resolution. With Flash 3D the 
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algorithm i m r tabl and th re i more benefit by iterating longer with a better 
collim tor mod I. 
I-D 
2-D 
3-D 
h matic iIIu tration of collimator beam model. 
6.6.2 Results and Discussion 
In thi tud, th rforman of two common and relatively recent SPECT image 
rithm: HO EM and Fla h 3D was compared. Imaging 
a..:>;:l,~~.:,,,d u ing patial r olution, noise and contrast as described in 
tion 6. . B th t hniqu mploy imilar attenuation correction methods 
. hang' m th d r non-uniform att nuation map) attenuation correction was not 
con id r d in thi compari on. 
ir tl th ffi t f r olution reco ry for HO EM has been investigated. 
Th tw point ur \l ith 99Tcm wer r constructed with and without 
r o)uti 6.16 d mon trat patial r solution results at the 
riph r nd nrr \\ ith and \: ithout th r olution reco eryoption. 
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to rea h a on tant FWH i more than tho e with Flash 3D. In comparison to Figure 
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Figure 6.17a and 6.17b compare the estimated noise (variation coefficient) 
n Flash D and HO EM at acquisition times of 10 and 30 sec per projection 
angl considered in the case of reconstructing the 
Ja zczak phantom image v ith th HO EM approach. Variation coefficient results 
clearl demon trat that Fla h D model noise properties more accurately than 
HO . Thi m an that Fla h D contributes to improvements in terms of image 
Th rea n hind th impro m nt gained by Flash 3D compared to 
H M i that th r lution re 0 ery process by the latter may substantially 
OPTI\11 
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proJ tion t th m a ur d proj tion data, which includes noise. 
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6.7 Investigation of the Possibility of Improving Spatial 
Resolution in SPECTwith the Combination of LaBr3:Ce-
Based Detector and 3D OSEM Reconstruction 
Algorithms 
6.7.1 Motivation 
Radiation detectors play an established role in the imaging perfonnance of PE T 
and PET scanners. Over the last 40 years, NaI(TI) has been used execlusi ely for 
gamma camera SPECT systems [20]. Recently, interest in the use of the cerium-doped 
lanthanum crystals has grown significantly due to high scintillation yields that is well 
matched to present photocathodes and makes them ideal for gamma camera systems. 
In parallel with detector module development, there are continuous advances 
III image reconstruction algorithms. This has led to increasing recognition that 
iterative reconstruction plays a key role in improving the quality of reconstructed 
images and may improve the accuracy of SPECT image quantification, particularly 
where attenuation is non homogeneous or where a more exact model of the emission 
and detection processes is required [21, 22]. Iterative reconstruction algorithms, such 
as 3D OSEM have become a clinically practical alternative to FBP due to advanc s in 
hardware and software developments [2]. 
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The main aim of this study was to investigate the possibility of developing a 
SPECT system that combines the potential use of LaBr3:Ce detectors with the 
excellent performance of 3D iterative reconstruction algorithms. 
6.7.2. Monte Carlo Simulations 
GA TE [23]; version 3.1.2 as used in this study is a relatively new Monte Carlo 
simulation package based on GEANT4 dedicated to nuclear imaging applications. 
The GA TE Monte Carlo simulation code has been extensively described and 
validated in Chapter 3. 
For this study, a dual-head camera was modelled as a combination of (Figure 6.19): 
• Low-Energy-High-Resolution (LEHR) collimator made of lead (hole 
diameter: 1.4 mm, collimator thickness: 32 mm and septal thickness: 0.156 
mm); 
• (560 x 560 x 9.5) mm scintillator crystal (LaBr3:Ce or NaI(Tl»; 
• Shielding made of lead, 35 mm thick around the camera head and 30 mm thick 
at the rear. 
The system's PSF was calculated by simulating a 1 mm slit lead which was 
placed in close proximity to the crystal and a 99Tcm point source which was located at 
1.5 m from the un-collimated crystal. The Modulation Transfer Functions (MTF) of 
the system was then calculated by taking the Fast Fourier Transform (FFT) of the 
normalised PSFs. To assess spatial resolution performance, an eliptical phantom filled 
with water and 99Tcm solution was modelled to test a more realistic SPECT imaging 
setup with three 99Tcm point sources located at three different radial positions (as 
SPECT resolution is depth-dependent). Acquisition parameters such as angular step 
and radius of rotation were simulated in accordance with NEMA [4] test standards. 
Simulated images with the LaBr3:Ce and NaI(Tl) crystal-based cameras were 
reconstructed with 3D OS EM using HERMES software, i.e. HOSEM (Nuclear 
Diagnostics Ltd) [13] with a variety of optimised reconstruction parameters and 
resolution recovery option. 
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Horizontal profiles of a point source SPECT images obtained from the 
LaBr3:Ce and NaI(Tl) crystal-based system and reconstructed with 3D OSEM 
(Number of iteration 12; number of subsets 16) are illu trated in Figure 6.22 and the 
average system patial resolution results are summari ed in Table 6.2. The superior 
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6.8 Summary 
The main thrust of the present studies was to find the optimal image reconstruction 
technique and its parameters. Firstly, FBP performance, with and without AC, was 
characterized using Butterworth, Metz and Weiner filters with respect to cut-off 
frequency and order number. In general, low cut-off frequency provides good noise 
suppression, but blurs the images. Higher cut-off frequencies can preserve the 
resolution, but do not suppress noise sufficiently. Of the three filters used, the Wiener 
filter gave the best spatial resolution, particularly at high values of combination of 
cut-off frequency and order. However, there was no significant difference between the 
Metz and Wiener filters in terms of resolution. Results have shown the superiority of 
the Metz filter in comparison to the Butterworth and Wiener filters in terms of 
contrast and noise for all noise levels. In FBP, the choice of filter and its parameter 
should involve a compromise between noise and spatial resolution. 
Secondly, the performance of 3D OSEM algorithm with 3D beam modelling 
and optional attenuation correction (Flash 3D) was evaluated as well as compared to 
the conventional image reconstruction technique (FBP). The major findings of the 
present study demonstrated the suitability of 3D OSEM for low count statistics studies 
compared to FBP and the superiority of 3D OSEM with respect to FBP in terms of 
spatial resolution. Furthermore, 3D OSEM with AC may improve detectability due to 
significantly improved contrast. 
Thirdly, the performance of two common and relatively recent SPECT image 
reconstruction approaches: HOSEM and Flash 3D was compared. It was 
demonstrated that Flash 3D modelled noise properties more accurately than HOSEM 
and hence improved SNR. No significant difference in contrast between Flash 3D and 
HOSEM was observed. 
Lastly, a preliminary Monte Carlo simulation study was carried out to 
investigate the potential of improving spatial resolution in SPECT imaging using a 
combination of LaBr3:Ce detectors and 3D OSEM image reconstruction algorithms. 
The preliminary results were very encouraging and demonstrated that the previously 
mentioned combination significantly improve the system spatial resolution 
particularly when resolution recovery is applied. 
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Chapter 7: Conclusions and Future Work 
SPEeT has remained an established tool for in VIVO localization of 
radiopharmaceuticals in nuclear medicine and is preformed day-to-day with 
commercially available radiopharmaceuticals to answer key clinical questions 
including those in cardiology, neurology, psychiatry and oncology. Over the last 
decade, major steps have been made to produce new developments in both hardware 
technology and image reconstruction techniques. In spite of all that, some physical 
properties mentioned in Section 1.3, hamper accurate quantification of SPECT images 
and it is believed that further optimisation of these physical parameters is still 
essential. 
The ultimate goal of this research was to optimise SPECT systems. 
Specifically, the project aims were to investigate the possibility of developing a 
SPECT system based on the optimisation ofthe following two areas: 
.:. Scintillators: investigation of the potential use of new cerium-doped lanthanum 
crystals, LaBr3:Ce and LaCh:Ce, rather than the conventional NaI(Tl) 
scintillator . 
• :. Image reconstruction algorithms: optimisation and evaluation of 3D OSEM 
reconstruction algorithms 
Furthermore, this research work suggests the potential of using a new method 
for estimating random noise in SPECT images. It is hypothesised that temporal sub-
sampling of SPECT projection data gating in non-cardiac clinical SPECT scans can 
provide accurate non-biased and objective estimation of random noise and signal-to-
noise ratio (SNR) in clinical SPECT images. 
Monte Carlo simulations are very useful tools for optimising and assessing the 
geometry and components of the SPECT system as well as testing and assessing 
imaging and processing strategies. GATE is a recently developed simulation platform 
based on Geant4, specifically designed for PET and SPECT studies. Therefore, this 
thesis also aims to further contribute to the validation and development of GATE 
package. 
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This project, of course, remains a work in progress, for the accomplishments 
to date raise new research questions and open significant new possibilities for future 
SPECT gamma camera development. This chapter summarizes the key findings that 
have been made and discusses future directions for the continuation of this work. 
7.1 Summary and Key Findings 
Validation is of the utmost importance for any simulation code and is currently the 
weakest point of most codes. The validity of the GATE Monte Carlo code in a variety 
of applications by many users as well as the author provides confidence for its use as 
a research tool in the different fields of nuclear imaging. Therefore, GATE Monte 
Carlo simulation is confidently the core methodology used in this project to 
investigate the potential use of relatively new cerium-doped lanthanum crystals, 
LaBr3:Ce and LaCh:Ce for single photon imaging due to their size, availability and 
cost. 
In this project. different GATE versions, up-to-date, as well as GATE on a 
Linux cluster have been successfully installed and validated. Our results demonstrate 
the accuracy and flexibility of GATE for modelling SPECT systems. In general, the 
measured and simulated results were found to be in good agreement as well as SPECT 
bench mark results provided by Open GATE collaboration. 
Previously mentioned literature and overall results achieved by the author in 
Chapter 3 as well as personal experience suggest that GATE is more likely to become 
the gold standard Monte Carlo code in nuclear medicine simulations. However, 
further research on variance reduction has to be accomplished in order to decrease the 
computation time. 
The potential use of the lanthanum scintillators; particularly LaBr3:Ce, in 
single photon imaging has been investigated experimentally and by Monte Carlo 
simulation. The experimental part focused on recording of detected spectra and 
measurement of energy resolution, coincidence timing resolution, rise time, peak-to-
valley ratio and internal radioactivity, as well as photofraction. Then, some of theses 
figures of merit have been validated using the GATE Monte Carlo code. Overall, the 
measured and simulated results indicate that the lanthanum scintillators are promising, 
in particular LaBr3 :Ce which shows superior energy resolution, especially above 100 
keV. 
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Unfortunately, lanthanum scintillators have a few drawbacks of their own: 
internal radioactivity and a low-energy response. Nevertheless, these drawbacks are 
likely to be serious only for specific applications such as in very low activity and low 
energy measurements. Furthermore, the internal radioactivity limitation can be useful 
for energy calibration. 
Several simulation studies were then carried out to investigate the potential use 
of the relatively new lanthanum cerium-doped scintiUators; mainly LaBr3, in planar 
and SPECT imaging. In the first part, only quality control tests that consider the 
crystal of the gamma camera, such as energy spectra evaluation, intrinsic spatial 
resolution, intrinsic unifonnity and intrinsic efficiency, were investigated. The overall 
results of such parameters have shown the superiority of the lanthanum cerium-doped 
scintillators compared to the NaI(Tl) crystal-based gamma camera. The key finding of 
these simulations is that the LaBr3:Ce crystal can compromise the improvement 
between intrinsic spatial resolution and detection efficiency in comparison to the 
NaI(TI) scintillator. i.e. further spatial resolution improvement in gamma-camera 
design could be achieved with the LaBr3:Ce crystal by reducing crystal thickness with 
comparable sensitivity to the NaI(TI) scintilltor, and vice versa. 
Imaging performance of the LaBr3:Ce and NaI(Tl) crystal-based dedicated 
scintimammography gamma camera has been semi-quantitatively compared. The 
overall results suggest that the LaBr3 :Ce crystals can further improve detectability of 
small breast lesions (~ 10 mm) with TBR ~10 and have the potential to be the 
scintillator of choice for scintimammography. Furthermore, preliminary results 
obtained suggest the potential advantage of developing dedicated LaBr3:Ce crystal-
based camera for small organs imaging such as the thyroid due to the high spatial 
resolution that can be achieved with such a camera as well as reduction of the cost of 
large crystal-based camera. 
The high stopping power of the LaBr3:Ce scintillator and its good timing 
properties make the potential use of LaBr3:Ce in SPECT 18F_FDG imaging worth 
considering and it was investigated in comparison to the NaI(TI) crystal-based 
cameras. This showed that the LaBr3:Ce crystal-based systems had 4.5% and 8.9% 
higher system sensitivity at 140 keY and 511 keY, respectively. Results also have 
shown that the LaBr3:Ce crystal-based camera combines significant improvements in 
intrinsic count rate with excellent MTF performance. Furthermore, these preliminary 
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results have indicated that the LaBr3:Ce scintillators are promising materials for a less 
expensive SPECTIPET dual-head camera. 
All experimental and simulated studies described in Chapter 4 concluded that 
because the relatively new lanthanum cerium-doped scintillators; particularly LaBr3 
have excellent energy and timing resolution, superior intrinsic spatial resolution and 
higher detection efficiency, they have the potential to replace NaI(TI) as the 
scintillator of choice in single photon imaging and probably other scintiilators, such as 
L YSO, in PET imaging. However, clinical investigations and low-cost crystal growth 
techniques are needed before LaBr3:Ce scintillator be commonly used. 
The choice of image reconstruction technique, its parameters and applied pre 
and post reconstruction corrections play a key role in the quality of the reconstructed 
image. In this study the superior performance of 3D OSEM compared to FBP 
particularly for low count statistics studies, including improved image contrast and 
spatial resolution has been clearly demonstrated. Using 3D OSEM with suitable 
attenuation correction (AC) may improve lesion detectability due to the significant 
improvement in image contrast. Indeed with the recent introduction ofSPECT/CT, 3D 
iterative reconstruction algorithms are likely to replace the conventional FBP 
technique for most SPECT and PET clinical applications in the near future. However, 
for the potential of these methods to be fully realised, more exact image compensation 
methods need to be developed and optimal image reconstruction parameters need to 
be used. The full impact of these methods on quantitative SPECT imaging is yet to be 
assessed. Finally, with development of new faster and more accurate 3D and possibly 
4D iterative algorithms, the future of SPECT image reconstruction is certain to be 
based on iterative techniques rather than any analytical methods. 
3D OSEM algorithms themselves have different features and functions; it is 
therefore critical to optimise these algorithms for specific applications. The 
performance of two common and relatively recent SPECT image reconstruction 
software packages: HOSEM and Flash 3D were compared. It has been demonstrated 
that the Flash 3D models noise properties more accurately than HOSEM and hence, 
improves SNR. No significant difference in contrast between Flash 3D and HOSEM 
bas been observed. On the other band, HOSEM may offer improved spatial resolution 
for high contrast objects. 
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In situations, however, involving structurally more complex images and 
difTcrcnt diagnostic tasks different results are likely, and the results of this study 
should not bc applied to all clinical studies without further investigations. 
Ncvcrtheless, the results of this study offer important insight into the behaviour of 
these image reconstruction methods in SPECT imaging. 
Jt should be noted that the optimal 3D OSEM reconstruction parameters are 
dependent on thc clinical task. For instance, in small organ studies, it would be 
recommended to use a higher number of iterations employing resolution recovery 
algorithms. Post-filtering should also be used to temper any resultant image noise. 
Whilst in low count studies such as ECG-gated cardiac scans characterised by low 
counting statistics, it could be advisable to use lower number of iterations before the 
noise propagates with an increasing number of iterations (e.g. ~ 4 iterations and ~ 8 
subsets). It could be concluded from studies carried out in Chapter 5 that 3D OSEM 
has become a clinically practical alternative to FBP and probably the best choice of 
imagc reconstruction technique in SPECT, at present. 
A preliminary Monte Carlo simulation study was carried out to investigate the 
potential of improving spatial resolution in SPECT imaging using a combination of 
LaBr3:Ce detectors and 3D-OSEM image reconstruction algorithms. The preliminary 
results arc very encouraging and demonstrate that this combination could significantly 
improve system spatial resolution particularly when system resolution recovery is 
applied. However, further experimental and simulation investigations are required, 
including measurement of System Quantum Detective Efficiency, Signal to Noise 
Ratio and Image Contrast performance, in order to assess the overall improvement on 
the quality of reconstructed SPECT images. 
Quantifying noise levels in an image obtained from SPECT has long been a 
thorny problem. This is due to pixel correlation and the impossibility of large ROI 
because of anatomical and uptake variations. A temporal sub-sampling of SPECT 
projection data approach was introduced and validated using the gating technique to 
estimate the statistical properties of SPECT reconstructed images whatever the noise 
characteristics of the projection data and reconstruction algorithm. Dynamic planar 
flood and Jaszczak phantom scans were used to validate the proposed method. In 
general, the comparison between gating and dynamic planar flood 57CO source scans 
has shown that a temporal sub-sampling approach is valid. The analysis of the results 
of the gated planar acquisitions have shown that the distribution of the value of a 
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single pixel sampled at different time slots follows the Gaussian distribution and that 
the pixel values are independent and randomly distributed around the mean pixel 
values as predicted theoretically. The SPECT Jaszczak phantom results have shown 
that this method could be used for accurately estimating the level of random noise in 
phantom and clinical SPECT studies. The comparison between the large ROI, small 
ROJ and the gating technique has shown good agreement between the temporal 
sampling method and the large ROJ analysis. The small ROI analysis has consistently 
under estimated the noise level in the images and therefore, over estimated the SNR in 
these images due to pixel value correlation between the pixels within the small ROJ. 
This effect is more apparent when using FBP with a smooth filter as would be 
expected. The proposed method can be used for the objective optimisation of clinical 
imaging protocols and the selection of image reconstruction parameters, including the 
choice of image reconstruction algorithms and optimisation of parameter used. 
7.2 Future Work 
The following ideas are beyond the timescale of this work and hence waiting for 
further investigation and development: 
,/ Simultaneous dual-isotope imaging using SPECT is an area of increasing interest. 
The use of simultaneous acquisition reduces acquisition times and therefore 
patient discomfort and image artifacts due to patient motion. Another significant 
advantage is that the resulting images from the different isotopes are perfectly 
registered in space and time. The excellent energy resolution of the LaBr3:Ce 
scintillator (e.g. 6% at 140 keV) opens an interesting door for investigating dual-
isotope imaging with radionuclides that have relatively close gamma emission 
energies such as 99Tcm (140keV) sestamibi stress and 20l TI (75keV/167keV) rest 
myocardial perfusion imaging [23] as well as parallel use of a 99Tcm (140keV) 
labelled perfusion agent and an 1231 (159keV) labelled neurotransmitter agent. 
,/ Timing and energy resolution and intrinsic count rate results from Chapter 4 have 
strongly demonstrated the potential use of the LaBr3:Ce crystal to design a time-
of-flight (TOF) whole-body (WB) PET scanner. Also, it will prove worthwhile to 
assess via simulation at system level the expected performance of a low-cost 
PET/SPECT system, considering the LaBr3:Ce scintillator. 
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./ Currently, SPECT/CT and PET/CT are imaging systems that combine the 
anatomical imaging capabilities of Computed Tomography (CT) with the 
physiological images from the SPECT or PET modalities. This has the benefit of 
giving the functional SPECT images their anatomical perspective which is of 
importance in diagnosis and staging of oncological disease. Breathing motion is 
a major source of artifacts in all thoracic and abdominal SPECT and PET scans. 
The involuntary motion of the lungs, liver, bowels and diaphragm may cause 
miss-registration of lesions in PET and SPECT images with CT scans. Unless 
SPECT and PET scanning technology evolves to allow for sub 20 - 30sec scan 
time per bed position, the need for correction and multimodality image co-
registration will increase with the anticipated improvement on the spatial 
resolution performance of modern PET and SPECT systems. An interesting 
approach to this problem would be to use a combination of rigid and affine 
transformations over multiple resolution levels using different optimization 
schemes to register respiratory-gated projection data to allow for the acquisition 
of motion free images while preserving the count statistics of the acquisition . 
./ Recently, there has been focus on the development of dedicated gamma camera 
systems, particularly for cardiac imaging. However, all the major gamma camera 
manufacturers (GE Healthcare, Philips, and Siemens) offer only conventional 
dual-head gamma camera systems. Until recently, there is a lack of a cardiac 
SPECT system that balances high-count sensitivity with high spatial resolution. 
Furthermore, cardiac imaging is unique in that the ROI (i.e. heart) is located 
partially on the left side of the chest area. In this context, it is worth investigating 
the potential development of a horseshoe SPECT system and its optimisation in 
parallel with the LaBr3:Ce pixellated detector and a multi-pin-hole collimator 
using GATE Monte Carlo simulation. The shape of this suggested system in 
combination with a LaBr3:Ce scintillator provide the necessary sensitivity while, 
at the same time, a multi-pinhole collimator can achieve sub-millimetre image 
resolution. Optimisation of some parameters such as the number of pin-holes on 
each stationary part of the collimator (e.g. 7 or 9) using Monte Carlo calculations 
is much preferred to be carried out and more cost-effective before manufacturing. 
To provide a realistic and flexible model of human anatomy and physiology, 
modelling NCA T or a voxelised phantom is highly recommended for accurate 
quantification. Figure 7.1 shows a schematic presentation of the expected model 
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of a horse ho PECT system geometry, multi-pin-hole collimator and the NCAT 
phantom. Th figure wa pro due d using the SolidWorks 3D design software 
.200 ). 
igur 7.] : 
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Appendix B: Geant4 Overview 
Geant4 is classified as a general-purpose simulation toolkit for particle detectors. It provides basic 
functionality of simulation as to model detector geometry and materials, to transport particle, to 
describe detector response and to visualize simulation. It also provides different physics functions 
to model interactions of particles with matter across a wide energy range. It was started and 
developed under the European Organisation for Nuclear Research, and Research and 
Development (CERN R&D) project (RD44) from the end of 1994 through 1998 [I, 2]. 
Geant4 is defined in C' programming language and exploits advanced software engineering 
methods based on Object Oriented Methodology. GEANT4 is included of several C++ classes that 
the user can use to meet their own needs. At the same time, GEANT4 has a modular architecture. 
Domain decomposition has led to a hierarchical structure of sub-domains linked by a uni-
directional flow of dependencies as shown in Figure 3.l.The GEANT4 directory and libraries 
structure are directly linked to the sub-domains structure, making available a granular set of 
component<; to be selected in order to build the user application [3, 4]. 
The GEANT4 physics processes make use of Object-Oriented Technology to make 
transparent how physics results are generated. The way cross-sections are computed is split from 
the way they arc used or accessed. The user can overload both these features. The way the final 
state is computed can again be split into alternative or complementary models, according to, for 
example. the energy range. the particle type, the material. Multiple implementations of physics 
processes and models can also be defined. The electromagnetic physics runs lepton physics, 
gamma, X-ray and optical photon physics and muon physics. The full GEANT4 physics does not 
depend on the physics units chosen by the user [2, 4]. 
The Run, Event and Track management allows the simulation of the event kinematics, 
together with primary and secondary tracks, and it provides the functionality to make studies of 
anything from pile-up to trigger and loopers. The Tracking manages the progress of the track's 
status defined by the physics interaction taking place at a given time, at a given position, or 
distributed in space-time, as well as by the fast simulation. The Hits and Digi domains provide 
the functionality to regenerate the read-out structure of the detector and its electronic response, 
independently from the geometry used for the tracking [4]. 
The Visualisation and User Interface exploit abstract Object-Oriented interfaces in order to 
allow drivers of mUltiple standard and specialised graphics systems, and interaction with GUIs or 
command line and batch systems [4]. 
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Appendix C: Half-ellipsoid Geometry Implementation 
II Created On 25/01/2007 by Miss Asma Barboshi and Khalid Alzimami. 
II Purpose: Development of new GATE half-ellipsoid geometry 
.include "GateEllipsoidCreator.hh" 
_l~clude "GateEllipsoidCreatorMessenger.hh" 
'include "G4Ellipsoid.hh" 
'inc:ude "G4~ogica1Volurne.hh" 
'include "G4Colour.hh" 
.:nclude "G~Units7able.hh" 
.include "GateTools.hh" 
GateEllipsoidCreator::GateEllipsoidCreator(const G4String& itsName, const G4String& 
itsMaterialName, 
G4double itsSemiAxX, G4double itsSemiAxY,G4double 
itsSerniAxZ, G4double itsBottomCutZ, G4double itsTopCutZ) 
: GateVObjectCreator(itsName,itsMaterialName), 
rn EllipsoidX(itsSemiAxX),m EllipsoidY(itsSemiAxY),m_EllipsoidZ(itsSemiAxZ), 
- m EllipsoidBottom(itsBottomCutZ),m EllipsoidTop(itSTopCutZ), 
m=Ellipsoid_solid(O), m_Ellipsoid_log(O) , 
m_Messenger(O) 
m_Messenger = new GateEllipsoidCreatorMessenger(this); 
} 
GateEllipsoidCreator::-GateEllipsoidCreator() { 
IIG4LogicalVolume' GateEllipsoCreator::ConstructOwnSolidAndLogical(G4bool flagUpdateOnly) 
G4LogicalVolume' GateEllipsoidCreator::ConstructOwnSolidAndLogical(G4boo1 ) 
{ 
m Ellipsoid solid = new G4Ellipsoid(GetSolidName(),m EllipsoidX ,m EllipsoidY 
,m EllipsoidZ,m-EllipsoidBottom,m EllipsoidTop ); - -
- m Ellipsoid-log -
-= new G4Logicalvolume(m Ellipsoid solid,GetMaterial (),GetLogicalVolumeName() ,0,0,0); 
return m_Ellipsoid_log; - -
} 
void GateEllipsoidCreator: :DescribeMyself(size_t indent) 
{ 
G4cout « GateTools::Indent(indent) « "Shape: Ellipsoid\n"; 
G4cout « GateTools::Indent(indent) « "SemiAxX: " « 
G4BestUnit(GetEllipsoidX() ,"Length") « "\n"; 
G4cout « GateTools::Indent(indent) « "SemiAxY: " « 
G4BestUnit(GetEllipsoidY() ,"Length") « "\n"; 
G4cout « GateTools: : Indent (indent) « "SemiAxZ: " « 
G4BestUnit(GetEllipsoidZ() ,"Length") « "\n"; 
G4cout « GateTools::Indent(indent) « "BottomCutZ: " « 
G4BestUnit (GetEllipsoidBottom() , "Length") « "\n"; 
G4cout « GateTools::lndent(indent) « "TopCutZ: " « 
G4BestUnit (GetEllipsoidTop() ,"Length") « "\n"; 
void GateEllipsoidCreator: :DestroyOwnSolidAndVolume() 
if (m_Ellipsoid_log) 
delete m_Ellipsoid_log; 
m_Ellipsoid_log - 0; 
if (m Ellipsoid solid) 
delete m Ellipsoid solid; 
m_Ellipsoid_solid = 0; 
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Appendix D: GATE Installation 
There arc two different methods for the installation of GA TE. This choice depends on 
the environment of operation of the system. The first method is used for computers 
operating under the Linux environment whilst the second method is used when 
operating in the Apple Mac OsX environment. The first option was chosen as the 
available computer had a Fedora Core 5 based on the Linux environment. 
The first step was to decide which version of GATE should be installed. At that time, 
the current GATE version was GATE 3.0.0 which requires the existence of Geant4 
version 8.0.pO I as a part of computer environment. Therefore, CLHEP version 2.0.2.2 
was used with its libraries along with other classes for geometry, vectors and matrices 
decay data as well as random generator. 
However. the setting up of Geant4 proved to be problematic, as there was a problem 
associated with the configuration script. This problem was caused because the 
variables. that needed to be set with the location of the Geant4 directory and physics 
data files (particle evaporation and decay data), were not set properly due to 
incomplete documentation. This problem was eventually overcome and Geant4 was 
built and installed properly. 
Prior to GATE installation, there are recommended, but not essential software such as 
ROOT analysis package and LMF libraries for cylindricalPET (see Chapter, Tablel). 
As a rcsult of ROOT can be used for SPECThead system analysis, ROOT, version 
5.12 (recommended) was decided to be installed. Initially, there was a problem 
connecting ROOT with Geant4, however, this problem was resolved after writing a 
C·· script. 
After the above steps, the installation was completed by installing the GATE package 
sources. The whole GATE installation processes, with associated problems, took three 
weeks to complete. 
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Appendix E: GATE Input File Example 
•••••••••••••••••••••••••• , ••••••••••••••••••• # ••• ##.# # •• # ••• ii#### 
• GA7E l~r~' c~je exa~rle created on 05/06/2007 by Khalid Alzimami# 
• # ?c;r,:se: \'alld,ti;:-" ;:-~ SKYLlght dual-head gamma camera, Philips  
~f>jiC"al .sy~te~.s • 
• # 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• -------------------0200000000000000000000000---------------------. 
• • 
• R ~ S 7 H E V I SUA LIS A T ION # 
.-------------------0000000000000000000000000---------------------# 
'Vl~, 'e,er, 00LSX 
Vl~/\·lpw~r!res~t 
\'is 'draw':iew EO EC 
fViS!'V1Pwel;zc~~ : 
!vis/vi~wpri5et/style surtace 
/visidra,,'\'clu:r:€' 
'tracklng'store7raje=tor}' 1 
'vis'scene'enjJ!EventAction accumulate 
!vis'vlewPf uFdate 
'V1S/VE'1t':'S€" : 
gatE'!9~~~etry.'ena~leAuto~pdate 
.-------------------0000000000000000000000000---------------------. 
• • 
• ~ E FIN J 7 JON AND DES C R I T ION • 
• OF MY SPEC. SYSTEM # 
.-------------------0000000000000000000000000---------------------# 
• W;Jrld 
'gateiw~.rldJgeo:n€try/setXLength 100 em 
!gatef1olc'rld:geo:n€tr~'isetYLength 100 em 
igate/wcrld'geo:n€try/setZLength 100 em 
'Creat the S?EC7head 
/gate/1oIorld fdaughters/name SPECThead 
Igate:world/daughters/insert box 
Igate/S?EC7head/geometry/setXLength 11.15 em 
'gatefSPECTheadfgeometry/setYLength 40.1 em 
IgatelSPECTheadlgeometry/setZLength 52.8 cm 
fgatelS?ECThead/plaeement/setTranslation 25.575 O. O. em 
!gat~/SPECThead/setMaterial Air 
Igate/S?ECTheadfattachPhantomSD 
IgatelSPECTheadfrepeaters/insert ring 
Igat~/SPECTh<?ad/ring/setRepeatNumber 2 
Igat~/SPECThead/moves/insert orbiting 
Igate/SPECTheadforbiting/setSpeed 1.2 deg/s 
Igate/SPECThead/orbiting/setPoint1 0 0 0 em 
Igate/SPECThead/orbiting/setPoint2 0 0 1 em 
IgatelS?ECThead/vis/forceSolid 
'Create the shielding 
Igate/SPECThead/daughters/name shielding 
Igate/SPECThead/daughters/insert box 
Igatelshielding/geometry/setXLength 11.15 cm 
Igate/shielding/geometry/setYLength 40.1 cm 
Igate/shielding/geometry/setZLength 52.8 em 
Igatelshi<?lding/placement/setTranslation O. O. O. em 
Igatelshielding/setMaterial Lead 
Igate/shielding/vis/setColor red 
Igate/shielding/vis/forceWireframe 
Igat<?/shielding/attachPhantomSD 
• Collimator 
Igate/SPECThead/daughters/name collimator 
Igate/SPECTheadldaughters/insert box 
Igate/collimator/geometry/setXLength 3.28 cm 
Igateleollimator/geometry/setYLength 38.1 em 
Igate/collimator/geometry/setZLength 50.8 em 
Igat<?/eollimator/plaeement/setTranslation -3.935 O. O. em 
IgatelcollimatorlsetMaterial Lead 
Igatelcollimator/vis/setColor blue 
Igatelcollimator/attaehPhantomSD 
Igateleollimator/daughters/name hole 
Igateleollimator/daughters/insert hexagone 
Igate/hole/geometry/setHeight 3.28 em 
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'gateh:>le ge'):1".etry/setRadius o. -, mm 
Igate'hole.place~ent/setRotationAxis 0 1 0 
/gate/hcle/place~ent/setRotationAngle 90 deg 
!gate/holeiset~aterial Air 
/gate/hole repeaters/insert cubieArray 
/gdte'h~le'cuoicArray/setRepeatNumberX 1 
'gate h~le c:-urlcArray/setRepeatNumberY 245 
igate1hDlefcuicieArray/setRepeatNumberZ 177 
.gate/hDlelcublcArray/setRepeatVeetor O. 0.1552 0.28608 em 
Igate/holeirepeaters/insert linear 
'gate / hole/linearlsetRepeatNumber 2 
:gate/hC)leilinearlsetRepeatVeetor O. 0.0776 0.14304 cm 
• Create the Detector-Collimator separation 
IgatelS?EC7headidaughters/name DCseparation 
Igate/SPEC7head/daughtersiinsert box 
Igate/DCseparation/geometry/setXLength 0.6 em 
Igate/DCseparation/geometry/setYLength 38.1 em 
Igate/DCseparation/geometry/setZLength 50.8 em 
'gate/DCseparation/plaeement/setTranslation -1.995 O. O. cm 
Igate'DCseparation/setMaterial Air 
IgatefDCseparation/vis/setColor green 
Igate/D~separation/attachPhantomSD 
• Detector cover 
Igate/S?EC7head/daughters/name Dcaver 
Igate/S?EC7head/daughters/insert box 
'gate/Dcover/geometry/setXLength 0.1 em 
Igate/Dcover/geometry/setYLength 38.1 em 
Igate/Deover/geometry/setZLength 50.8 em 
IgatelDeover/plaeement/setTranslation -1.645 O. O. em 
Igate/DcoverlsetMaterial Aluminium 
Igate/Dcover/vis/setColor black 
Igate/Deover/attaehPhantomSD 
• Crystal 
Igate/SPEC7head/daughters/name crystal 
Igate/SPECThead/daughters/insert box 
Igate/crystal/geometry/setXLength 0.95 em 
Igate/crystal/geometry/setYLength 38.1 em 
Igatelcrystal/geometry/setZLength 50.8 em 
Igate/erystal/placement/setTranslation -1.12 O. O. cm 
Igate/crystal/setMaterial NaI 
Igatelcrystal/vis/setColor yellow 
• Crystal SO 
Igatelcrystal/attachCrystalSD 
• Back-compartment 
Igate/SPECThead/daughters/name compartment 
Igate/SPECThead/daughterslinsert box 
Igate/eompartment/geometry/setXLength 4.0 cm 
Igatelcompartment/geometry/setYLength 38.1 em 
Igate/compartment/geometry/setZLength 50.8 cm 
Igateleompartment/plaeement/setTranslation 1.355 O. O. em 
Igate/eompartment/setMaterial Glass 
Igate/eompartment/vis/setColor grey 
Igatelcampartment/attaehPhantomSD 
• SYSTEM 
Igate/systems/SPECThead/erystal/attaeh crystal 
Igate/systems/SPECTheadldescribe 
.-------------------0000000000000000000000000---------------------* 
• * • 0 E FIN I T ION AND 0 ESC RIP T ION # 
• OF MY PHANTOM iI 11-----------00000000000000----------------------------------------------------# 
Igate/world/daughters/name phantom 
Igate/world/daughters/insert box 
Igate/phantom/geometry/setXLength 10.0 em 
Igate/phantom/geometry/setYLength 38.1 em 
Igate/phantom/geometry/setZLength 50.8 cm 
Igate/phantom/plaeement/setTranslation -13.4 O. O. em 
Igate/phantom/setMaterial Perspex 
Igate/phantom/vis/setColor white 
/gate/phantom/attachPhantomSD 
Igate/world/daughters/name phantom2 
Igate/world/daughters/insert box 
Igate/phantom2/geometry/setXLength 20.0 em 
Igate/phantom2/geometry/setYLength 38.1 em 
Igate/phantom2/geometry/setZLength 50.8 em 
Igate/phantom2/plaeement/setTranslation -28.4 O. O. em 
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Igate/phantom2/setMaterial Perspex 
Igate/phantom~/vis/setColor white 
Igate/phantom2/attachPhantomSD 
.-------------------0000000000000000000000000---------------------# 
# II 
o E FIN I ? ION AND DES C R PIT ION # 
o F M Y DIG I T I Z E R MOD U L E II 
#-------------------0000000000000000000000000---------------------# 
Igate/digitizer/Singles/insert adder 
Igate/digitizer/Singleslinsert blurring 
Igate/digitizerlSingles/blurring/setResolution 0.10 
Igate/digitizerlSingles/blurring/setEnergyOfReference 140.0 keV 
Igate/digitizerlSingleslinsert spblurring 
Igate/digitizerlSingles/spblurring/setSpresolution 3.149 mm 
Igate/digitizerISingles/spblurring/verbose 0 
Igate/digitizerlSingles/insert thresholder 
Igate/digitizerlSingles/thresholderlsetThreshold 126.0 keV 
Igate/digitizer/Singles/insert upholder 
Igate/digitizerlSingles/upholderlsetUphold 154.0 keV 
#-------------------0000000000000000000000000---------------------# 
• # t D E FIN I 7 ION AND DES C R PIT ION II 
• OF MY PHYSICS II 
t-------------------oooooOOOOOOOOOOOOOOOooooo---------------------# 
Igate/physics/ga~~a/selectRayleigh lowenergy 
Igate/physics/ga~~a/selectPhotoelectric lowenergy 
Igate/physics/ga~~a/selectCompton lowenergy 
Igate/physics/ga~~a/selectGammaConversion inactive 
Igate/physics/ga~~allistProcesses 
Igate/physics/setXRayCut 200.0 keV 
Igate/physics/setElectronCut 1.0 km 
Igate/physics/setDeltaRayCut 1.0 GeV 
*-------------------0000000000000000000000000---------------------# 
f j/ 
* D E FIN I T ION AND DES C R PIT ION II 
* OF MY SOURCE II 
·-------------------0000000000000000000000000---------------------11 
Igate/source/addSource Tc 
Igate/source/Tc/setActivity 1000000. Bq 
Igate/source/TC/gps/type Point 
Igate/souree/Tc/gps/partiele gamma 
/gate/souree/Tc/gps/energytype Mono 
/gate/souree/Te/gps/monoenergy 140. keV 
/gate/souree/Tc/gps/angtype iso 
/gate/source/Tc/gps/mintheta O. deg 
/gate/source/Tc/gps/maxtheta 180. deg 
/gate/souree/Te/gps/minphi O. deg 
Igate/souree/Tc/gps/maxphi 360. deg 
Igate/souree/Te/gps/centre -18.295 O. O. em 
Igate/souree/list 
.-------------------0000000000000000000000000---------------------11 
• II • DEFINITION OF j/ 
• MY OUTPUT FILES II 
.-------------------0000000000000000000000000---------------------11 
Igate/output/root/disab1e 
Igate/output/ascii/disable 
/gate/output/projeetion/projeetionPlane YZ 
Igate/output/projeetion/pixelSizeX 4.664 mm 
Igate/output/projeetion/pixelSizeY 4.664 mm 
Igate/output/projeetion/pixelNumberX 128 
Igate/output/projeetion/pixelNumberY 128 
/gate/output/projeetion/verbose 2 
Igate/output/projeetion/deseribe 
.-------------------0000000000000000000000000---------------------j/ 
, II 
t START ACQUISITION II 
t TIME PARAMETERS II 
.-------------------0000000000000000000000000---------------------11 
Igate/applieation/setTimeSliee 2.5 s 
Igate/applieation/setTimeStart 22.5 s 
Igate/applieation/setTimeStop 25.0 s 
• RUN Igate/applieation/startDAQ 
• EXIT 
exit 
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Appendix F: C++ Code Example 
// c" code developed by Open GATE collaboration and modified on 25/01/2007 
// by Khalid Alzimami 
// Purpose: Analysis spectrum from ROOT output 
( 
TFile *f = (TFile*)gROOT->GetListOfFiles()-
>FindObject("benchSPECTnai.root"); 
if (! f) (YouSimu 
f = new TFile("benchSPECTnai.root"); 
TTree *Gate = (TTree*)gDirectory->Get("Gate"); 
TTree *Singles = (TTree*)gDirectory->Get("Singles"); 
Int t 
Int t 
Float t 
Char t 
Float t 
comptonPhantom; 
comptonCrystal; 
energy; 
comptVolName[40); 
scatter phantom, scatter null, scatter movsource,scatter compartment, scat 
ter table; --
Float t 
scatter_collim,scatter shielding, primary_event, scatter_crystal; 
Float t orderl,order2,order3,order3,order4,ordersup,ordertot; 
Singles->SetBranchAddress("comptonPhantom",&comptonPhantom); 
Singles->SetBranchAddress ("comptonCrystal", &comptonCry stall; 
Singles->SetBranchAddress("energy",&energy); 
Singles->setBranchAddress("comptVolName",comptVolName); 
THIF *primary = new THIF("primary","",100,0,0.55); 
THIF *sc_ph = new THIF("sc ph",· .. ·,100,0,0.55); 
THIF *sc_cry = new THIF("s; mo","",100,0,0.55); 
THIF *sc com = new THIF("sc-com","",100,0,0.55); 
THIF *sc-ta = new THIF("sc ~a","",100,0,0.55); 
THIF *sc-col = new THIF("s; col","",100,0,0.55); 
THIF *ener = new THIF("ener~,"",100,0,0.55); 
THIF *01 new THIF("01","",100,0,0.55); 
THIF *02 new THIF("02","",100,0,0.55); 
THIF *03 new THIF("03","",100,0,0.55); 
THIF *04 new THIF("04","",100,0,0.55); 
THIF *osup = new THIF("osup","",100,0,0.55) ; 
Int t nentries = singles->GetEntries(); 
Int t nbytes = 0; 
for (Int_t i=O; i<nentries;i++) 
nbytes += Singles->GetEntry{i); 
ener.Fill(energy); 
if (comptonPhantom == 0 && comptonCrystal 0) 
primary.Fill(energy); 
primary_event++; 
if (strcmp(comptVolName,"collimator PH) 
scatter_collim++; 
sc_col->Fill(energy); 
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c'-+ CODE EXAMPLE 
if(comptonPhantom + comptonCrystal 1) 
ol.Fill(energy); 
order1++; 
if (comptonPhantom + comptonCrystal 2) 
o2.Fill(energy); 
order2++; 
if(comptonPhantom + comptonCrystal 3) 
o3.Fill(energy); 
order3++; 
if (comptonPhantom + comptonCrystal 4) 
o4.Fi11(energy) ; 
order4++; 
if (comptonPhantom + comptonCrystal > 4) 
osup.Fill(energy); 
ordersup++; 
if(comptonPhantom != 0 I I comptonCrysta1 != 0) 
ordertot++; 
II **************************************** Plots 
********************************************** 
IlgStyle->setPalette(1); 
IlgSty1e->SetOptStat(0); 
II First Canvas 
IITCanvas cont("contours", "contours", 100, 100,800, 600) ; 
Ilcont.Divide(2,l); 
(lcont.SetFil1Co1or(I); 
Ilcont.cd (1); 
Ilener->SetFi11Co1or(O); 
Ilener->SetFi11Style(3023); 
Ilener->GetXaxis()->SetTitle("MeV"); 
ener->SetLineColor(2); 
ener.Draw("same"); 
fclose(fp); 
I 
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