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We investigate the properties of a two-state sandpile model subjected to a confining potential
in two dimensions. From the microdynamical description, we derive a diffusion equation, and find
a stationary solution for the case of a parabolic confining potential. By studying the systems at
different confining conditions, we observe two scale-invariant regimes. At a given confining potential
strength, the cluster size distribution takes the form of a power law. This regime corresponds to
the situation in which the density at the center of the system approaches the critical percolation
threshold. The analysis of the fractal dimension of the largest cluster frontier provides evidence that
this regime is reminiscent of gradient percolation. By increasing further the confining potential, most
of the particles coalesce in a giant cluster, and we observe a regime where the jump size distribution
takes the form of a power law. The onset of this second regime is signaled by a maximum in the
fluctuation of energy.
I. INTRODUCTION
Anomalous diffusion is observed in many physical sce-
narios such as fluid transport in porous media [1, 2], dif-
fusion in crowded fluids [3], diffusion in fractal-like sub-
strates [4–8], turbulent diffusion in the atmosphere [9,
10], diffusion of proteins due to molecular crowding [11],
systems including ultra-cold atoms [12], analysis of heart-
beat histograms [13], diffusion in “living polymers” [14]
and study of financial transactions [15]. Anomalous diffu-
sion can also manifest its non-Gaussian behavior in terms
of nonlinear Fokker-Plank equations [16–20], which is the
case, for example, of the dynamics of interacting vortices
in disordered superconductors [21–24], diffusion in dusty
plasma [25, 26], and pedestrian motion [26]. A very inter-
esting case of anomalous diffusion is surely the singular
diffusion which is identified as having a divergent diffu-
sion coefficient [27–31]. This kind of behavior happens
in nature in some physical situations, for instance when
adsorbates diffuse on a adsorbent surface, its diffusion
can be very nonlinear with a diffusion coefficient which
depends on the local coverage θ as, D ∝ |θ − θc|−α [32].
Therefore, the study of the basic mechanisms behind sur-
face diffusion is of large importance for understanding
technologically important processes like physical adsorp-
tion [33] and catalytic surface reactions [34–36].
A special class of singular diffusion models were in-
tensively studied by Carlson et al. [27, 28] in two state
1D sandpile models for which they derive diffusion equa-
tions with singularities in the diffusion coefficient of the
form D ∝ (1 + ρ)/(1 − ρ)3, where ρ is the local density.
They suggest that some open driven systems present self-
organized criticality [37] because in their continuum limit
singularities appear in the diffusion constant at a criti-
cal point [27]. Some characteristics of this model change
drastically when a confining potential is applied [38]. The
jump-size distribution, for instance, starts to exhibit a
power-law behavior which suggests a scale-invariant be-
havior of the system [38]. Scale-invariant behavior in
diffusive systems were also observed in gradient perco-
lation diffusion fronts in 2D [39], that have been shown
FIG. 1. Schematic picture of the 2D confined sandpile model.
The sites with discs inside are occupied, the site with a black
disc inside is the source site of the jump, and the arrow points
to the target site of the jump. The jump is the colored arrow.
The tone gradient indicates the local potential Φ.
to display fractal diffusion fronts with characteristic di-
mension similar to the boundary of critical percolation
clusters [39].
In this paper we investigate a 2D confined sandpile
model. Our model is the extension of the model intro-
duced in [38] to the case of two dimensions. We are able
to deduce the continuous limit for the model, which cul-
minate in a diffusion equation with a singular diffusion
coefficient. We observe in the confined system the onset
of two scale invariant regimes. The first one occurs when
the concentration at the origin (the center of the con-
fining region) reaches the critical percolation threshold.
At this point we observe scale invariance in the cluster
size distribution as well as fractality in the perimeter of
the central cluster. At more confined regimes, when the
concentration reaches the critical threshold of singular
diffusion, there is another signature of scale invariance in
the jump size distribution.
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FIG. 2. Occupation density as function of r for different val-
ues of κ. The points are estimated from a radial histogram of
the occupation averaged over time with Np = 8000 particles,
while the solid lines are the predictions of Eq.(7). The inset
shows the occupation density calculated at r = 0. The solid
line is the analytical prediction ρo = 1− exp(−βκNpδ2/pi).
II. MODEL FORMULATION
In the present model, Np particles are placed on a
square lattice where we define the occupation hi,j for
each site as 0 (if the site is empty) or 1 (if the site is
occupied). As shown in Fig. 1, at each iteration, a par-
ticle can move randomly to any of four directions of the
square lattice. The particle moves from an occupied site
(the source) and get past all occupied sites on the cho-
sen direction until it reaches an empty site (the target)
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FIG. 3. Jump size distribution for different values of κ with
Np = 8000. The points are numerical simulations and the
solid lines are the predictions of Eq. (8). Here we define D =
2
√
Np/pi as the diameter of a dense disc with Np particles.
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FIG. 4. Mean jump energy fluctuation as function of κ for
different number of particles Np. The points are the results
from Eq. 9. For each value of Np, the energy fluctuation
exhibits a maximum at a different value κ∗(Np).
where it may stay with a given probability (see Fig. 1)
in a movement that we label a jump. The probability
that a jump is accepted is given by the Metropolis factor
Θ = min(1, exp(−β[Φit,jt−Φis,js ])), where we define Φi,j
as the external potential energy of a site. This probability
introduces the effect of a confining potential on the par-
ticles. Here we present result using only four directions,
since, for this case, a continuous limit of the model can
be found analytically. However we also performed sim-
ulations with a model where particles can move in any
arbitrary direction, leading to entirely similar results.
III. CONTINUOUS LIMIT OF THE MODEL
It is possible to verify that the model we described
is a Markov process, that is, the occupation probability
of a site (i, j) at a given step n + 1, ρi,j|n+1, can be
obtained from the occupation probability of all sites on
the previous step,
ρi,j|n+1 = ρi,j|n
+
∑
i′ 6=i
1
4
Pi,i′−1|jρi′,j|n(1− ρi,j|n)Θi,i′|j
−
∑
i′ 6=i
1
4
Pi,i′−1|jρi,j|n(1− ρi′,j|n)Θi′,i|j
+
∑
j′ 6=j
1
4
Pi|j,j′−1ρi,j|n(1− ρi,j|n)Θi|j,j′
−
∑
j′ 6=j
1
4
Pi|j,j′−1ρi,j|n(1− ρi,j′|n)Θi|j′,j , (1)
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FIG. 5. Jump size distribution for κ = κ∗ and different values
of Np. This result is obtained through Eq. 8 choosing So in
such a way that S(s) is normalized. The factor D = 2√Np/pi
is the diameter of a compact cluster with all particles.
where Θi|j,j′ = min(1, exp(−β[Φi,j − Φi,j′ ])) is the
Metropolis factor, and Pi|j,j′ is the probability of finding
all sites between j and j′ in the i column occupied. Simi-
larly, Θi,i′|j = min(1, exp(−β[Φi,j −Φi′,j ])), where Pi,i′|j
is the probability of finding all sites between column i and
i′ on the j line occupied. We define the probabilities of
finding k consecutive sites occupied in a given direction
as
Ω±i,j|k =
k∏
k′=1
ρi±k′,j and Ψ±i,j|k =
k∏
k′=1
ρi,j±k′ ,
where Ω±i,j|k is used for the horizontal direction and Ψ
±
i,j|k
is used for the vertical direction. We then define,
Ξ±i,j =
∞∑
i′=1
Θi,i±i′|jΩ
±
i,j|i′
as the contribution for the probability due to particles
arriving from the horizontal direction. In a similar fash-
ion, we define Γ±i,j as the contribution due to particles
arriving from vertical direction, and
Λ±i,j =
∞∑
i′=1
(1− ρi±i′,j)Θi±i′,i|jΩ±i,j|i′−1
as the contribution due to particles leaving in the hori-
zontal direction. Finally, Υ±i,j is the contribution due to
particles leaving in vertical direction.
Using these definitions, Eq. (1) can be written as
ρi,j|n+1 − ρi,j|n
τ
=
(1− ρi,j)
4τ
(Ξ+i,j + Ξ
−
i,j + Γ
+
i,j + Γ
−
i,j)
− ρi,j
4τ
(Λ+i,j + Λ
−
i,j + Υ
+
i,j + Υ
−
i,j), (2)
κ = 1.00 κ = 2.96 κ = 50.00
FIG. 6. Snapshots of simulations of systems with 10000 par-
ticles for different value of κ. The colors indicate different
clusters. Observe the relative size of the clusters and the for-
mation of a giant cluster when κ increases.
where τ is the time unit. The first factor on the right
side of Eq. (2) accounts for particles arriving at a given
site from each of four directions of the lattice, while the
second factor on the left side of Eq. (2) accounts for par-
ticles leaving this site in each of the four directions of the
lattice.
The continuous limit of Eq. (2) can be obtained simi-
larly to what was done for 1D [38], resulting in the fol-
lowing non-linear diffusion equation
∂ρ
∂t
= D∇ ·
[
(1 + ρ)
(1− ρ)3∇ρ+ β
(1 + ρ)
(1− ρ)2 ρ∇Φ
]
, (3)
where we define
D = lim
δ→0
τ→0
δ2
4τ
, (4)
with δ been the space unit used for the space continuous
limit and ρ = ρ(x = iδ, y = jδ, t = nτ). From Eq. 3, we
see that our model obeys the continuity equation ∂ρ/∂t =
−∇J, where we have
J = −D
[
(1 + ρ)
(1− ρ)3∇ρ+ β
(1 + ρ)
(1− ρ)2 ρ∇Φ
]
.
In the case where the dependence of the potential is only
radial, Φ = Φ(r), the conditions for a stationary solution
are ∂Φ/∂r = 0, ρst(r →∞)→ 0 and J = 0. Thus,
r
[
(1 + ρ)
(1− ρ)3
dρ
dr
+ β
(1 + ρ)
(1− ρ)2 ρ
dΦ
dr
]
= 0.
which can be written as
1
β(1− ρ)ρ
dρst
dr
= −dΦ
dr
=
d
dr
[∫ ρst
u0
1
β(1− u)udu
]
. (5)
The Eq. (5) can be easily solved and results in the sta-
tionary solution given by
ρst(r) =
1
1 + eβ[Φ(r)−µ]
, (6)
where µ can be obtained from the constraint
∫ ρ(r)
δ2 dS =
Np, leading to∫ ∞
0
1
1 + eβ[Φ(r)−µ]
rdr =
Npδ
2
2pi
.
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FIG. 7. Fraction of the largest cluster M computed from
numerical simulations as function of occupation density at the
origin ρo for different values of number of particles Np. The
inset shows the standard deviation of M as function of ρo.
In the particular case of a parabolic confining po-
tential, Φ(r = Rδ) = κr2 = κ(i2 + j2)δ2, this in-
tegral can be solved, and it is possible to show that
µ = (1/β) ln(exp(βκNpδ
2/pi)− 1), so that Eq. (6) is now
independent of µ
ρst(r) =
(eβ
κNpδ
2
pi − 1)
eβ
κNpδ2
pi + (eβκr2 − 1)
. (7)
In Fig. 2, we can see the agreement between predictions
from Eq. (7) and results from numerical simulations. Due
to the intrinsic exclusion mechanism of the model, the
stationary state given by Eq. (6) is a Fermi-Dirac dis-
tribution [40], and as κ increases, the occupation tends
to saturate at ρst = 1 near r = 0. This behavior leads
to the formation of a giant cluster of particles near the
origin as κ increases. The occupation at r = 0 follows
ρo = 1 − exp(−βκNpδ2/pi), and, as the inset in Fig. 2
shows, this prediction follows closely the results from nu-
merical simulations.
IV. JUMP SIZE DISTRIBUTION AND MEAN
SQUARE ENERGY FLUCTUATION
At this point, it is important to define a quantity that
can give information about the dynamics of the model,
which is the jump size distribution
S(s) ≈ lim
t→∞
[N[t](s)
N[t]T
]
,
where s is the size of a jump, S(s) is the probability of
a jump of size s to occur, N[t](s) is the number of jumps
of size s that appeared in a time interval t, and N[t]T is
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FIG. 8. Cluster size distribution obtained through numerical
simulations for Np = 8000 and different values of κ. The
dashed line is a power law with exponent equal to −2.35.
the total number of jumps in a time interval. Assuming
that it is possible to obtain the dynamics of the model
from the occupation probability, we can use the following
approximation:
S(s) ≡ So
∑
i
∑
j
ρi,j
4
[
λ+i,j|s + λ
−
i,j|s + υ
+
i,j|s + υ
−
i,j|s
]
, (8)
where So is a normalization constant, and we obtain
the occupation probability from the stationary condition,
ρi,j = ρst(x = iδ, y = jδ). The factors λ
±
i,j|s account for
the chance of a jump to be accepted in the horizontal
direction and is defined as
λ±i,j|s = (1− ρi±s,j)Θi±s,i|jΩ±i,j|s−1.
Similarly, υ±i,j|s accounts for the chance of a jump be-
ing accepted in the vertical direction and is defined in a
similar fashion. We performed the summations of Eq.(8)
numerically and compared it with the results from nu-
merical simulations. The results are displayed in Fig. 3,
showing very good agreement.
As κ increases, the occupation at the center of the sys-
tem saturates to one (see Fig. 2). Consequently, in very
confined systems, jumps that pass through the whole sys-
tem have larger probability, as indicated by the peak at
a large value of s in Fig. 3 when κ = 21.7. The agree-
ment between numerical simulations and the predictions
from Eq. (8) shown in Fig. 3 allow us to confidently study
larger systems and extract useful information without the
need to run time expensive simulations.
Another useful information about the dynamics of the
model is the mean square energy fluctuation of the sys-
tem, which can be determined from the probabilities
5λ+i,j|s and υ
+
i,j|s as,
〈∆φ2〉 ≡
∑
s
∑
i
∑
j
ρi,j
4
[
λ+i,j|s(Φi,j+s − Φi,j)2
+ λ−i,j|s(Φi,j−s − Φi,j)2 + υ+i,j|s(Φi+s,j − Φi,j)2
+ υ−i,j|s(Φi−s,j − Φi,j)2
]
. (9)
where the sum goes over all jump sizes s and all sites
(i, j). Figure 4 shows the 〈∆φ2〉 as function of κ for dif-
ferent number of particles. As can be seen, this function
have a maximum in a specific value of κ∗ for each value of
Np. The shape of the jump size distribution at the con-
dition of maximum energy fluctuation appears to be size
invariant, as shown in Fig. 5. The distributions in Fig. 5
collapse when the jump size is scaled by the diameter
D = 2√Np/pi of a dense cluster with all particles. This
result is suggestive of a scale invariant regime observed
at κ = κ∗.
V. CLUSTER SIZE DISTRIBUTION AND
DIFFUSION FRONTIER
In this section we investigate some of the geometric
aspects of our model. Figure 6 shows the formation of a
giant cluster centered at the origin of the confining po-
tential, as the strength κ increases. As κ grows, there is
a clear percolation-like behavior induced where the large
cluster starts to grow at the origin. This can be observed
quantitatively by investigating the mean largest cluster
sizeM which can be obtained at each time step. Figure 7
shows how the mean largest cluster size changes when κ
increases. For convenience, we plot M as a function of
the density at the origin ρo, which increases monotoni-
cally with κ, (see the inset of Fig. 2). As depicted, there
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FIG. 9. Log-log plot of the cluster size distribution obtained
through numerical simulations for different values of Np and
κ = κ′. The dashed line is a power law with exponent equal
to −2.35.
FIG. 10. Diffusion frontier with Np = 100000 and κ = 20.0.
This picture shows the results of a simulation on a 2D square
lattice were we put 100000 particles following the probability
given by Eq. (7). The red sites are the occupied sites that be-
long to the largest cluster and the black are the largest cluster
sites that belong to the diffusion frontier. The gray sites are
the occupied sites that do not belong to the largest cluster.
The white sites are empty, and the blue ones correspond to
the empty sites that belong to the empty cluster (connected
through first or second neighbors to the more external empty
sites). In this picture, there are 5960 sites at the diffusion
frontier.
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FIG. 11. Probability of finding a diffusion frontier site at a
distance r. In the inset, we show σ, the standard deviation of
the distance of the diffusion frontier sites to origin, and Rf ,
the diffusion frontier radius as function of the strength κ of
the confining potential. Here we used Np = 10000000.
is a sudden increase in the size of the largest cluster for
ρo ≈ pc, where pc = 0.59274621(13) is the percolation
critical point [41]. Figure 8 suggests that this increas-
ing in the size of the largest cluster takes place due to
a percolation-like transition that changes the cluster size
distribution of this model. This conjecture may be sup-
ported by investigating the cluster size distribution at
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FIG. 12. Fractal dimension determination from multiple
resolution analysis. The slope of the dashed line is −df ac-
cording to Eq. 10. The dashed line represents approximately
the slope for most curves analyzed. The inset shows us how
df grows with σ/Rf .
the condition where the confining potential starts to in-
duce the formation of a larger cluster in the center of the
system, κ′ = κ(ρo = pc) ≈ 2.82. Figure 9 shows that the
cluster size distribution at this value of κ follows a power
law.
Another relevant quantity that can be considered is
the cluster external perimeter (the so called hull) of the
largest cluster. As shown in Fig. 10, this structure is
what we call the diffusion frontier and its characteristics
are closely related to the gradient percolation diffusion
front [39]. We define the frontier radius Rf as the mean
distance of the diffusion frontier sites to the origin. To
study systems with a lager number of particles, we used
random samples [42] to generate a sample system from
Eq. 7. Figure 11 shows the probability of finding a diffu-
sion frontier site at a given distance to the origin. The in-
sets in the Fig. 11 shows σ, the standard deviation of the
distance of the diffusion frontier sites to origin, and Rf ,
the diffusion frontier radius as a function of the strength
κ of the confining potential. One important difference
between our model and usual gradient percolation mod-
els is the relation between the linear size Rf and σ, since
both are function of κ, in such way that we cannot fix
one and vary the other. This condition limits the values
of Rf and σ that are close to the condition where finite
size effects affect the diffusion frontier. In Fig. 12, we use
multiple resolution analysis [43, 44] to estimate the frac-
tal dimension df of the diffusion frontier. This method
consists in considering all points at a distance less than
a given  from the set for which the fractal dimension is
being estimated. These points form a new set with the
area given by the Richardson law [44]
A() ∝ 2−df . (10)
One can see, at higher scales, that the frontier appears as
a one dimensional line, crossing over to a higher fractal
dimension df at smaller scales. As κ decreases, approach-
ing the value κ′ where ρ0 ≈ pc, the values of the higher
dimension df grows, but the scaling region decreases. In
the inset of Fig. 12, we can see how df changes with
σ/Rf .
VI. CONCLUSIONS
We studied a 2D two-state confined sandpile model.
From a microscopic dynamics we derived a singular dif-
fusion equation and were able to obtain an analytical
stationary solution for the particular case of parabolic
potential. This system appears to display two scale-
invariant regimes. The first is observed when the con-
centration at the origin approaches the critical value for
percolation. This regime is similar to what is observed
for gradient percolation, that is, power laws in the cluster
size distribution are observed, as well as a fractal shape
for the singular diffusion frontier. The second regime is
associated with more intense confinements, when the con-
centration in the center approaches the maximum value,
and a scale-invariant behavior is observed for the jump
size distribution. We derived an analytical expression for
the jump size distribution and find it to be in good agree-
ment with our numerical solutions. We could, also, find
a natural way to define the onset of the scale-invariant
regime as the situation where the energy fluctuations are
maximum.
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