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(a) Telescope overview (b) Close up of the 7 lay-
ers composing the tele-
scope
Figure 46: Telescope overview at the Beam Test Facility (INFN Laboratori
Nazionali di Frascati)
A telescope composed of 4 planes of MIMOSA28 and 2 planes of
MIMOSA18 chips (monolithic pixel sensors both developed in the
0.35µm AMS process) is under development at the DAΦNE Beam
Test Facility (BTF) at the INFN Laboratori Nazionali di Frascati (LNF)
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in Italy. The telescope has been recently used to test a MIMOSA22ThrB
chip (a monolithic pixel sensor built in the 0.18 µm TowerJazz process)
and it is foreseen to perform tests on the full scale chips for the ALICE
ITS upgrade in the early 2015. Fig. 46 shows the setup used during
the testbeams of June and September 2014.
6.1 the telescope setup
The telescope has been used so far in two testbeams at the BTF
facility in Frascati (RM), the first in June and the second in September
2014.
In both the occasions the Device Under Test (DUT) was a MIMOSA22-
ThrB but the telescope setup was slightly different.
6.1.1 June Setup
Beam
2 × M28 2 × M28
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September: 62mm
September
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Figure 47: Telescope overview during testbeams (not to scale). In black the
original setup used in June 2014, in blue the modifications made
to the setup in September. In red the identification number of
each plane is shown.
Fig. 47 shows a scheme of the telescope setup during the data tak-
ing. The incoming beam first hits the first pair of MIMOSA28 chips,
placed at a distance of ≈ 0.6 cm from each other. The DUT (MI-
MOSA22ThrB) is placed at a distance of ≈ 9 cm from the second
plane of MIMOSA28. A pair of MIMOSA18 is positioned very close
(1.2 cm) to the DUT; the two sensors of MIMOSA18 are bonded on
6.1 the telescope setup 82
the two opposite sides of the same board and are therefore very close
to each other (1.6mm), to minimize the effect of the lever arm for
multiple scattering. A second pair of MIMOSA28 is placed down-
stream, whose first plane is placed at 5.4 cm from the MIMOSA18
doublet. Moreover between the first couple of MIMOSA28 and DUT
a plane of MIMOSA22ThrA was placed. It was planned to be used as
a further DUT but it was never connected with the DAQ. Anyway its
presence must be taken into account for the multiple scattering effect.
During this testbeam we were not main users: the beam was not
centred on the telescope and the particle rate was limited to a few
particles/cm2 per frame. As a consequence, the number of runs with
very high statistics was limited.
6.1.2 September Setup
During the September testbeam the plane of MIMOSA22ThrA was
removed from the telescope and the two first planes of MIMOSA28
were positioned closer to the DUT (at a distance of ≈ 6.2 cm). From
the DUT going downstream no variations were made in the plane po-
sitions with respect to the June setup, nevertheless the seventh plane
of the telescope (MIMOSA28) had some technical issues and was not
included in the DAQ. Thus only 5 out of 6 planes of the telescope
were available.
Profiting of being main users at the BTF, during this shift it was
possible to center the telescope respect to the beam and to increase
the particle rate up to ≈ 100 particles/cm2 per frame.
Fig. 48 shows the beam profile as seen on the second MIMOSA28
plane: it is clearly visible the different position of the telescope with
respect to the beam.
(a) June 2014 (b) September 2014
Figure 48: Profile of the beam as seen on one of the plane of MIMOSA28 in
June (Fig. 48a) and in September (Fig. 48b)
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(a) MIMOSA28 (b) MIMOSA18
Figure 49: Close up of the MAPS sensors composing the telescope
6.1.3 MIMOSA28
The MIMOSA28 (see Fig. 49a) sensor (M28, ULTIMATE) is the fi-
nal sensor developed for the upgrade of the inner layer of the vertex
detector of the STAR experiment at RHIC. This chip has been fabri-
cated in the 0.35µm AMS opto process. It is a matrix of 928 (rows)
× 960 (columns) digital pixels of 20.7µm pitch, for a total chip size
of 20.22 × 22.71mm2. The sensor has an epitaxial layer thickness
of 15µm on a High Resistivity substrate (400Ωcm) and has been
thinned down to 50µm to reduce the material budget. Pixel columns
are readout in parallel, row by row; the readout time is 185.6µs.
Each pixel includes an amplification and Correlated Double Sam-
pling (CDS) and each end of columns is equipped with a discrimi-
nator. The threshold of the discriminator is programmable by JTAG
slow control. After analog to digital conversion, the digital signals
pass through the zero suppression block: digital signals are processed
in parallel on 15 banks, then arranged and stored in a memory row
by row.
6.1.4 MIMOSA18
The Mimosa-18 sensor (M18) [68] has been fabricated in the 0.35µm
AMS opto process and is a composed of 4 matrices of 256×256 analog
pixels with a pitch of 10µm. Therefore a single sensor consists of an
array of 512× 512 pixels, providing a total area of 5× 5mm2.
The sensor is fabricated using a standard 14µm thick epitaxial layer
and has been thinned down to 50µm. A simple read out architecture
is used: it consists of a 2-transistor pixel cell (half of a source follower
plus a readout selection switch) connected to the charge collecting
Nwell diode, continuously biased by another diode (forward biased)
implemented inside sensing Nwell. The size of the sensing Nwell
diode is of 4.4µm× 3.4µm. The signal information from each pixel is
serialized by a circuit (one per sub-array), which can withstand up to
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a 25MHz readout clock frequency. However, all the results presented
in this work were obtained with a 20MHz clock, which provides a
full frame readout time of ∼ 3ms.
In this architecture, the frame readout time is equal to the signal
integration window. Information from two consecutive frames was
read out, one frame before and one frame after each trigger. Corre-
lated double sampling (CDS) method was used for hit reconstruction.
6.1.5 MIMOSA22 ThrB
The MIMOSA22-ThrB (M22-ThrB) [69] has been designed in Tower-
Jazz 0.18µm process on a high resistivity epitaxial layer. The sensor
is composed of a matrix of 64 × 64 elongated pixels, with a pixel
size of 33µm × 22µm. Its architecture is based on the MIMOSA22
which is a fast binary readout MAPS, with an integration time of
6.4µs. At the bottom of the matrix there are 56 columns composed
of two discriminators for double row readout and 8 columns formed
of 2 output buffers for double row readout. The matrix is controlled
by internal fully programmable digital sequencer and integrates each
one output multiplexers for 16 binary outputs. The chip is driven by
a 100 MHz clock. The setup with programmable registers is accessed
via an embedded slow control JTAG interface.
6.1.6 Data acquisition system
The Data Acquisition system (DAQ) is based on the VME bus stan-
dard. The whole system consists of four V1495 (General Purpose
VME board, equipped with a EP1C20 Altera Cyclone FPGA) modules
by Caen, one ADC SIS3300 and one ADC SIS3301 boards by Struck,
one V895 (16 channel leading edge discriminator) by Caen and one
V2718 VME controller optical bridge by Caen. The 8 analog signals
from the M18 are sampled by the 8 differential inputs of the SIS3301
module. The SIS3300 has 8 single-ended analog inputs, which are
used to acquire the data from the beamline calorimeter and the beam
signal from the BTF. This BTF signal has a repetition rate of 25 ns
(the pulse duration is a few ns) and is used as trigger for the whole
system. The trigger signal is sent to one input of the V895 board (low
threshold discriminator), which in its turn sends its output pattern to
one of the V1495, which also acts as Trigger Supervisor. The Trigger
Supervisor sends the trigger signals to all the other V1495 modules; it
also manages the BUSY signal: at each trigger, the Trigger Supervisor
stops and, before accepting more trigger signals, it waits to be reset
by the acquisition software. The Trigger Supervisor also produces a
common clock at 80 MHz which is distributed to all the four V1495.
One of the four V1495 is then used to generate the control signals
for the SIS3300 and SIS3301, which are working at a clock frequency
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of 20 MHz (the same frequency as the M18); the other V1495 mod-
ules are used to generate all the digital control signals for the 7 chips,
to readout and store in some FIFOs internal to the FPGA the digital
outputs from the four M28 and the two M18. The initialization proce-
dures for the four M28 and the two M18 are managed by a software
which reads out the respectively ASCII Configuration Files and sends
the proper signals to the sensors through the V1495, which act as a
parallel port.
6.2 analysis procedure
An electron beam with an energy of 500 MeV has been used. Data
were collected for different threshold values in Signal to Noise ratio
(SNR) applied to the DUT in order to test the dependence of the
efficiency on the SNR cut.
Data were analysed using TAF [70], which stands for TAPI Anal-
ysis Framework, the package created and managed by the PICSEL
group at IPHC (Strasbourg, France) to characterize CMOS pixel and
strip sensors from data acquired with various sources (X-rays, β-rays,
laser) or with particle beams.
The cluster position is reconstructed as centre of gravity of the pix-
els belonging to the cluster.
6.2.1 Alignment
Fig. 50 shows the correlation plots in horizontal and vertical direc-
tion between the two planes of MIMOSA18. The plots are built plot-
ting the horizontal (vertical) hit position on one plane as a function
of all the other horizontal (vertical) hit positions of the same event on
the other plane. If a particle has crossed the telescope the hit position
on the two planes are necessarly correlated.This leads to a region in
the scatter plot where a correlation between the hit positions in the
two planes is clearly visible
The different correlation directions in the scatter plot along the two
coordinates are due to the mutual position of the two MIMOSA18
sensors; indeed, they are mounted on the two side of the same board
rotated of 180◦ one respect to the other.
The correlations between hits of different planes mean that parti-
cles have crossed the telescope, but to properly track through all the
planes it is necessary to apply some corrections to the measured plane
positions in order to take into account their real mutual position.
The 6 planes of the telescope were first aligned plane by plane
(alignment is not done globally), starting from one plane chosen as
reference (called seed plane ) with an iterative semi-automatic proce-
dure. The track starts with a single hit in the reference plane and
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with zero slope. Then, the track seed extrapolation to the next plane
defines the centre of a circular search area. If there are hits on this
plane within the search area, the nearest one to the centre is associ-
ated to the track. The track parameters are then recomputed and the
iteration goes on with the next plane. Once all the planes have been
scanned, the track is tested against selection cuts.
Due to the different conditions during the two testbeams, align
procedure has been performed in different way with the June and
September data.
In June the alignment strategy started with the definition of plane 6
as the reference plane. Then plane 7 was aligned with respect to plane
6. Using tracks passing through plane 6 and 7, plane 4 and 5 were
then aligned. Finally tracking with plane 4, 5, 6 and 7 the alignment
has been performed on plane 1 and 2. DUT was then aligned with
respect to the telescope.
In September it was not possible to use the same procedure since
plane 7 was not included in the DAQ. Thus in the alignment proce-
dure plane 2 was considered as the reference plane, then plane 1 was
aligned with respect to that. Profiting of the high statistics, the DUT
was included in the procedure and aligned with respect to plane 1
and 2. Then planes 4 and 5 were aligned using as a reference the first
three planes and, eventually, plane 6 was aligned with respect to the
other five planes.
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Figure 50: Correlation plots between hits on Plane 4 and 5 (M18) of the
Telescope (September setup). Left panel: correlation of hits along
column direction. Right panel: correlations of hits along rows
direction.
6.2.2 Tracking
After alignment, tracks reconstruction has been performed. As for
the tracking strategy, a hit in at least 4 out of 6 planes (4 out of 5 for
September data) is required to make a track. Usually a distance lower
than 400µm is required for a hit-track association. The track fitting
model is a straight line (parameters obtained from a least square fit):
no multiple scattering is considered. The DUT is, of course, excluded
from the tracking procedure.
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Fig. 51 shows the statistics on the tracking results. The left panel
(Fig. 51a) represents the distribution of the fraction of times (in per-
centage) each plane has been used to fit a track while the right one
shows the distribution of the number of hits on different planes used
to fit a track. It is possible to notice that in June nearly 100% of the
tracks has been obtained with 4 planes, the majority using plane num-
ber 1,2,6 and 7 (i.e. the four plane of M28, composing the telescope).
This is due to the fact that having 4 planes of M28, which have a
sensitive area ≈ 16 times greater than the M18, and requiring at least
4 points to make a track, excludes from the tracking algorithm the
M18 sensors in most of the cases. In the analysis of September data,
instead, the majority of tracks has been obtained using 5 planes, all
the telescope planes available. The reason is that in this case requir-
ing 4 hits to make a track necessarily includes one of the M18 planes
in the fit procedure and, since they are so close one to the other, al-
most always it is possible to find a hit associated to the track within
the searching region on the other M18 plane (much less affected by
multiple scattering effect).
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Figure 51: Statistics on the planes used (Fig. 51a) and on the number of
hits on different planes (Fig. 51b) used to fit a track. Blue solid
distributions refer to June data, while red dotted ones refer to
September data.
Fig. 52 shows the residuals distributions for the different telescope
planes in the vertical coordinate after the tracking procedure. They
are obtained as the distribution of the hit-track distance in the vertical
direction. Similar results have been obtained in the other coordinate.
Plots are normalized to the number of reconstructed tracks. This plots
can be used to check the alignment precision reached. The residuals
distribution should have a gaussian shape, centred at 0. Their width
depends on the resolution of sensor itself, the global resolution of the
telescope and on the multiple scattering effect.
From the distributions, the different conditions and strategy used
to align the telescope in the two testbeams are evident.
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(d) Plane 5 (M18)
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Figure 52: Telescope planes residual (hit-track distance) distributions in ver-
tical direction after alignment procedure. Distributions are nor-
malized to the total number of reconstructed tracks. Blue solid
distributions refer to June data, while red dotted ones refer to
September data.
As far as June is concerned, the alignment strategy started from
plane 6 and the first couple of planes that were aligned was 6 and
7, while the last was 1 and 2. For this reason it is possible to notice
that the residuals distributions of the last two planes of the telescope
show a narrow peak 0-centred (with a FWHM of ≈ 10µm) while the
residuals of the first two planes have a broad distribution which is not
centred at 0 but rather at ≈ 15µm for plane 1 and at ≈ −15µm for
plane 2. This means that they are not perfectly aligned with respect
to the others planes and that the multiple scattering effect has an
important effect on the tracking precision.
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The different strategy applied in September led to an opposite sit-
uation in the residuals distribution, in this case in fact the narrow
distributions are on plane 1 and 2 while, although centred at 0, plane
6 presents a broad peak. This means that the higher statistics and the
better position with respect to the beam in this occasion improved the
alignment capability of the telescope but the multiple scattering still
has an important effect.
In the case of plane 4 and 5, instead, the small pitch of the pixel,
the analogue readout and their close mutual position allow to have
a distance of the tracks associated to a hit on the DUT distribution
whose width is comparable for the two testbeams.
6.3 analysis results
6.3.1 Efficiency
The detection efficiency of the DUT has been measured for different
values of the discriminators threshold set on the DUT quoted in units
of noise (in the following noted as SNR threshold applied, quoted in
terms of number of σ). Efficiency has been evaluated as the ratio
between the number of tracks associated to a hit in the DUT, within a
certain distance, and the total number of tracks passing through the
sensitive region of DUT. As a further selection criteria a cut on χ2 has
been applied. Only tracks with χ2 < 45 have been accepted.
Fig. 53 shows the map of the hits on the DUT associated to a track
(left panels) and the map of the track impact positions on the DUT
which could not be associated with any hit on the DUT (right panels).
Two runs with the same SNR threshold applied on the DUT (9 σ) are
compared: in the top panels plots refer to June data, in the bottom to
September ones.
From the plots it is evident the different statistics available in the
two runs (see Tab. 9). However in both the testbeams the whole area
of the DUT was illuminated by the sensors and no zone of inhomo-
geneity in the rejection of the tracks are present, meaning that the
behaviour of the DUT is the same over the whole sensitive area.
Fig. 54 shows, for the same runs previously discussed, the distribu-
tion of the track-hit distance of the tracks associated to an hit on the
DUT. The majority of the hits has a distance to the associated track
below 100µm. In this case the maximum distance allowed to match
hit with tracks was set to 500µm in order to take into account the
possible great effect of multiple scattering for electrons of 500MeV .
The cut seems reasonable since it seems to cut only the very tail of
the distributions.
Fig. 55 shows the efficiency as a function of the SNR threshold ap-
plied to the discriminators of the DUT. For the June data the calcula-
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Figure 53: Left panels: maps of hits (Cluster Centre of Gravity) on the DUT
matched to a track crossing the DUT. Right panels: maps of track
impact positions on the DUT which could not be associated to
any tracks in the DUT. Top plots refer to June data, bottom to
September ones. Both in June and September the SNR threshold
on the DUT was 9σ and the maximum distance to associate hit
to tracks was 500µm.
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Figure 54: Distribution of the track-hit distance of hits matched to a track
on the DUT in a run where the SNR threshold on the DUT was
9σ.
tion has been made considering both the whole area of the DUT and
the area excluding a 2-pixels external crown, in order to exclude un-
completed clusters. The maximum distance to associate hit to tracks
on DUT was 500µm. In September instead two different cuts on the
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maximum distance have been used: 400µm and 500µm; in both cases
the 2-pixels external crown has been removed from the region of in-
terest for the hits on the DUT. The numerical values of the efficiencies
shown in Fig. 55 are reported in Tab. 9. Errors on the efficiency have
been evaluated as the variance of a binomial distribution.
It is possible to notice that:
• Excluding the two pixel external crowns has a marginal effect,
efficiency evaluated with or without this region are compatible
within the error bars. It has been chosen to exclude the external
region in the second testbeam in order to avoid cut clusters.
• The different maximum distances affect the efficiency evalua-
tion especially at higher SNR threshold.
• Both in June and in September data efficiency is close to 99% up
to SNR threshold of 9σ and then it drops, meaning that for cuts
> 9σ we are starting to lose signal.
• Even though the maximum distance allowed to associate hit to
track was 500µm, actually, the hit-to-track distributions (Fig. 54)
show that the association is mostly made within 100µm. With
a fake hit rate at this SNR of 3 · 10−4 (see Sec. 6.3.3) the possible
contribution from noisy pixels within the searching region is
negligible.
• June and September evaluations of the efficiencies for runs with
the same thresholds are compatible within the errors.
6.3.2 Spatial Resolution
Spatial resolution has been evaluated with the June and September
data using a 9σ SNR threshold.
The spatial resolution of the DUT has been estimated from the hits
residual distributions. These distributions are obtained with the dif-
ference between the impact position of the particle extrapolated from
the track direction and the position of the hit associated to that track
on the DUT. The hit position on the DUT is evaluated as the centre of
gravity of the cluster distribution.
Fig. 56 shows, as example, the residual distributions on the DUT
in both vertical and horizontal directions for the September dataset.
Similar results have been obtained in June. The distributions are gaus-
sian shaped and centred at 0. Starting from the width of the residuals
distribution (evaluated as the standard deviation of a gaussian fit) it
is possible to give an estimation of the spacial resolution of the DUT.
The width of the residual distribution, however, is not only affected
by the DUT resolution but also by the resolution of the telescope itself.
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(a) June dataset. Blue points are obtained excluding
the two external pixels crown of the DUT matrix,
red ones considering instead the whole DUT matrix.
Maximum distance to associate hits to tracks on the
DUT is 500µm
(b) September dataset. Green circles are obtained con-
sidering as maximum distance to associate hits to
tracks on the DUT 500µm, blue triangles using in-
stead 400µm. In both cases the external two pixels
crown of the DUT has been excluded from the search-
ing region.
Figure 55: DUT Efficiency as a function of the SNR cut used to acquire the
DUT data
Horizontal Vertical
[µm] [µm]
June 9.1± 0.5 10.7± 0.4
September 8.65± 0.02 10.59± 0.02
Table 10: DUT Residual width (σ of the gaussian fit of distributions shown
in Fig. 56) in a run with 9σ threshold
Namely the residual distribution is a convolution of two gaussians
with different width: one including the contribution of the telescope
resolution and the multiple scattering effect (with a standard devi-
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(a) DUT residuals distribution, columns
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Figure 56: DUT residuals distributions along columns (Fig. 56a) and rows
(Fig. 56b) directions. The hit position on the DUT is recon-
structed as the center of gravity of the cluster. September setup
configuration. SNR cut on DUT data was 9 σ
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Figure 57: Comparision of the residual distribution width (evaluate ob-
tained in June and in September
ation noted as resTEL) and one due to the DUT resolution (with a
different width resDUT). For this reason, the σ of the residual distri-
bution can be expressed like shown in Eq 21.
σ =
√
res2tel + res
2
DUT (21)
Fig. 57 shows a comparision of the σ (standard deviation of the
gaussian fit) of the residuals distribution for both June and Septem-
ber data. It is possible to notice that the two results obtained are com-
patible within the errors, which, in this case, are expressing only the
6.3 analysis results 95
statistical uncertainty of the interpolation. However this uncertainty
for the September data is much more smaller thanks to the higher
statistics available. The same results are summarized also in Tab. 10.
The differences between the horizontal and vertical directions can be
explained with the different pitch of the pixels in the two directions
(22µm in the horizontal direction and 33µm in the vertical one).
A first estimation for the telescope resolution has been obtained
with a Toy Monte-Carlo included in the TAF software package, im-
plementing the geometry used for the testbeam, obtaining the same
results for the two configurations:
restel = (8.0± 0.5)µm (22)
This led to the estimated DUT spatial resolution noted in tab. 11
DUT resolution
Horizontal Vertical
[µm] [µm]
June 4.3± 0.7 7.1± 0.6
September 3.3± 0.5 6.9± 0.6
Table 11: DUT Resolution estimation. The SNR threshold set on DUT dis-
criminators was 9σ. Only statistical uncertainty are quoted.
The results obtained are generally in line with the ITS upgrade
requirement, however a few approximations were done:
• As far as June setup is concerned, the plane of M22ThrA, which
should be considered as a passive plane, was not included in the
simulation. The Toy Monte-Carlo indeed has not this possibility
currently implemented.
• The uncertainties here quoted only include the statistical error
deriving from the fit and the simulation. They do not take into
account a possible systematic effect due to inefficiencies in the
alignment procedure. In particular the TAF alignment proce-
dure has been developed for much higher energy of the incom-
ing beam where multiple scattering has a smaller effect.
To overcome this limitations some GEANT3 simulations are cur-
rently ongoing to better estimate the telescope resolution. The idea
of this simulations is to use GEANT3 to implement the geometry of
the telescope and to transport particles through the telescope and
then use directly TAF to reconstruct the tracks. In this way the DUT
residuals distribution obtained are taking into account only the con-
tribution of the multiple scattering since the impact position on the
DUT is known in the simulation.
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Average=1.225 ﬁred pixels per ev.
 Average fake 
hit rate = 3 10-4 
Figure 58: Top left panel: raw hit distribution in a run of 1000 events with-
out beam with a SNR threshold of 9σ . Top right panel: distri-
bution of the number of hit pixels in each event during the run.
Average number of hit pixels corresponding to 1.225 is indicated
in the plot . Bottom left panel: fake hit rate ditribution obtained
as the frequency of hit per pixel per event. Bottom right panel:
distribution of the fraction of pixels below a certain fake hit rate
value.
Another option under investigation is to directly measure the tele-
scope resolution by keeping the very same geometry for the telescope
planes, and replacing the DUT with a high resolution device. The
M18 would be a proper candidate: it is an analog detector with a
very small pitch (10µm), which might provide a resolution close to
1µm. We plan to carry out this measurement in one of the next test
beams.
6.3.3 Fake Hit Rate
Fake hit rate has been evaluated in events with no beam, for differ-
ent thresholds set on the DUT discriminators.
Fig. 58 shows the results obtained for SNR threshold on DUT equal
to 9σ. Top left plot is showing the hit map on the DUT over 1000
events, the top right one presents the distribution of the number of
fired pixels per events, the average of the distribution is also plotted
and, in this case, was equal to 1.225 fired pixels per event. Fake hit
rate is evaluated dividing the number of fired pixels per events by the
total number of pixels in the matrix and the number of events. The
left bottom plot of Fig. 58 shows the fake hit rate distribution. The
average fake hit rate per pixel is 3 10−4. The right bottom plot shows
the fraction of pixels in the sensor which have a fake hit rate lower
than a certain value. It is possible to see that the 99% of pixels in the
DUT has a fake hit rate below 10−3.
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Figure 59: Fake hit rate on the DUT as a function of the SNR cut applied on
the DUT data taking
Calculation has been repeated for different SNR thresholds and the
average Fake Hit Pixel as a function of the threshold applied is shown
in Fig. 59.
It is possible to notice that the fake hit rate decreases up to SNRthr =
13 σ and then remains stable to a value ≈ 10−5/pixel.
Although this result is in line with the requirements for the up-
grade it has to be mentioned that the prototype used as DUT has a
small number of pixels and it is not corrected for the known effect
of “Random Telegraph Signal” noise (RTS). The RTS noise originates
from the presence of defects in the oxide layer of a MOS transistor.
It depends on different variables including temperature, gate voltage
of the transistor and the oxide thickness. It manifests itself as dis-
crete changes of individual pixel output between two (or more) levels.
While the amplitude of this signal is well defined, its period is ran-
dom and may reach minutes. The amplitude of the RTS is sufficient
to exceed the pre-set threshold of the detector and may therefore gen-
erate fake hits. The Fake Rate here described is dominated by these
two effects.
7 CONCLUS ION
Recent developments in the field of Monolithic Active Pixel Sen-
sor (MAPS) technology have opened a window of possibilities for
their use as vertexing and tracking detectors in particle physics ex-
periments. ALICE has an elaborate upgrade programme based on
the upgrade of the LHC in 2018-19 during the second Long Shut-
down (LS2).
ALICE has already demonstrated very good capabilities for the
study of heavy ion collisions at high energy in its first three years
of operation. But there are particular measurements, like high pre-
cision measurements of rare probes over a wide range of momenta,
which would require high statistics and are not satisfactory or even
possible with the present experimental setup. These measurements
would help to achieve the long term physics goals of ALICE and
would go a long way forward in understanding and characterizing
the Quark Gluon Plasma (QGP) state of matter. The LHC upgrade
features which primarily motivated the ALICE upgrade programme
are Pb–Pb collisions with a high interaction rate of up to 50 kHz, corre-
sponding to an instantaneous luminosity L = 6× 1027cm−2s−1 and,
the installation of a narrower beam pipe.
Accordingly, ALICE would require detector upgrades to cope with
the new scenario.In particular the upgraded ALICE apparatus should
improve tracking and vertexing capabilities, radiation hardness and
should allow readout of all interactions to accumulate enough statis-
tics for the extended physics programme. The objective is to accumu-
late 10nb−1 of Pb-Pb collisions, recording about 1011 interactions.
Within this upgrade strategy, the Inner Tracking System (ITS) up-
grade forms an important cornerstone, providing improved vertexing
and readout capabilities. The new ITS will have a barrel geometry
consisting of seven layers of Monolithic Active Pixel Sensors (MAPS)
with high granularity. The geometry is optimized for high efficiency,
both in standalone tracking and ITS-TPC combined tracking.
TowerJazz 0.18µm technology has been selected for designing the
pixels for ITS upgrade. This technology provides attractive features
like, for example, the option to implement a deep p-well allowing the
implementation of a full CMOS process in the pixel.
Several prototypes have been designed to investigate and validate
the different design strategies and the different components of the
pixel detector using this technology. The design R&D is being car-
ried out at CNU (Wuhan, China), CERN, INFN (Italy), NIKHEF (The
Netherlands), Yonsei (South Korea) and IPHC Strassbourg.
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The ongoing research and development on these pixels investigates
different design strategies and would converge towards at the begin-
ning of 2015.
MIMOSA32 and MIMOSA32Ter, developed at IPHC Strassbourg,
were one of the first prototypes designed with the TowerJazz tech-
nology for the upgrade program. The motivation was to validate
the technology in terms of charge collection and radiation tolerance.
These prototypes also implemented deep p-well structures (without
implementing a full CMOS in the pixel circuit) to qualify its usage for
future prototypes using a full CMOS process.
This thesis studied the results of tests and characterization of pixel
structures of these prototypes and concluded that the technology pro-
vided the basic requirements of charge collection and radiation toler-
ance. It also concluded that the addition of a deep p-well maintains
satisfactory performance even after irradiation. This marks a starting
point for future prototypes where the deep p-well could be imple-
mented in a full CMOS process, thus allowing in-pixel sophisticated
signal processing circuits.
To study the detection efficiency and the spacial resolution of the
prototypes a telescope of sensors capable to provide external track-
ing is needed. In this thesis the development of a telescope of MAPS
sensor carried out at the LNF Laboratory in Frascati is presented. It
is composed of six planes of MAPS sensors: 4 planes of MIMOSA28
(0.35µmAMS opto process, 928 rows× 960 columns, pitch of 20.7µm,
binary readout) and two of MIMOSA18 (0.35µmAMS opto process,
4 matrices of 256 × 256 pixels, pitch of 10µm, analog readout). The
incoming beam first goes through two planes of MIMOSA 28, then
the DUT is placed followed by two planes of MIMOSA18 and another
couple of MIMOSA28.
This thesis shows the results obtained with this telescope using
the MIMOSA22-ThrB as DUT protoype in two testbeams carried out
in June and September 2014. Detection efficiency, spatial resolution
and fake hit rate of this prototype have been evaluated during these
two testbeams and all the measured parameters are in line with the
requirements set by the ITS upgrade.
This thesis validated the telescope setup which will be used for a
comparative study of the two full scale protoypes designed for the
ALICE upgrade: the FSBB developed in Strasbourg by IPHC PIC-
SEL group and ALPIDEfs developed by the collaboration of CNU
(Wuhan, China), CERN, INFN (Italy), NIKHEF (The Netherlands),
Yonsei (South Korea). First test on the full scale prototypes are fore-
seen either for the end of 2014 or for the beginning of 2015.
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