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1. Introduction
Let Cn,n be the set of n × n complex matrices, and let A∗, R(A), and rk(A) denote the conjugate
transpose, range (column space), and rank, respectively, of A ∈ Cn,n. Furthermore, let A† stand for the
Moore–Penrose inverse of A, i.e., for the unique matrix satisfying the equations
AA†A = A, A†AA† = A†, AA† = (AA†)∗, A†A = (A†A)∗,
and In mean the identity matrix of order n.
Consider the singular decomposition of A ∈ Cn,n, which can be written as
A = U
(
 0
0 0
)
V∗, (1.1)
where U,V ∈ Cn,n are unitary, and  = diag(σ1Ir1 , . . . , σtIrt ), σ1 > σ2 > · · · > σt > 0, is the diagonal
matrix of singular values of A, r1 + r2 + · · · + rt = r = rk(A). By postmultiplying (1.1) by UU∗ (= In),
and assuming that unitary V∗U is partitioned according to
V∗U =
(
K L
M N
)
,
with K ∈ Cr,r , Hartwig and Spindelböck arrived at the following result, given in [18] as Corollary 6.
Lemma 1. Let A ∈ Cn,n be of rank r. Then there exists unitary U ∈ Cn,n such that
A = U
(
K L
0 0
)
U∗, (1.2)
where  = diag(σ1Ir1 , . . ., σtIrt ) is the diagonal matrix of singular values of A, σ1 > σ2 > · · · > σt > 0, r1 +
r2 + · · · + rt = r, and K ∈ Cr,r , L ∈ Cr,n−r satisfy
KK∗ + LL∗ = Ir . (1.3)
From (1.2) it follows that
A∗ = U
(
K∗ 0
L∗ 0
)
U∗ and A† = U
(
K∗−1 0
L∗−1 0
)
U∗. (1.4)
Matrices (1.2) and (1.4) can be used to conﬁrm the following characterizations of various known classes
of matrices which were provided in Corollary 6 in [18]:
(a) A is GP, i.e., rk(A2) = rk(A), if and only if K is nonsingular,
(b) A is a partial isometry, i.e., A∗ = A†, if and only if  = Ir ,
(c) A is star-dagger, i.e., A∗A† = A†A∗, if and only if K = K,
(d) A is bi-EP, i.e., AA†A†A = A†AAA†, if and only if K is a partial isometry,
(e) A is bi-dagger, i.e.,A∗A†A†A∗ = A†A∗A∗A†, if and only ifK is a partial isometry and, additionally,
K∗K and  commute,
(f) A is bi-normal, i.e., AA∗A∗A = A∗AAA∗, if and only if K∗2L = 0 and, additionally, K∗2K and 
commute,
(g) A is EP, i.e., AA† = A†A, if and only if L = 0,
(h) A is normal, i.e., AA∗ = A∗A, if and only if L = 0 and K = K.
An alternative characterization of bi-EP matrices was established by Baksalary et al. [3], who call
them weak-EP matrices. Namely, according to Lemma 1 in [3], A of the form (1.2) is bi-EP if and
only if L∗K = 0. It is also noteworthy, that the condition L = 0 was in the characterizations of EP and
normal matrices given in [18, Corollary 6] supplemented with the requirement that K is unitary. This
requirement is not present in points (g) and (h) above, for in view of (1.3), L = 0 ⇒ K∗ = K−1. Further
characterizations of classes of matrices were provided in [3, Lemma 1] and include:
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(i) A is a contraction, i.e., the length of Ax does not exceed the length of x for all x ∈ Cn,1, if and
only if Ir − 2 = CC∗ for some C ∈ Cr,r ,
(j) A is an oblique projector, i.e., A2 = A, if and only if K = Ir ,
(k) A is an orthogonal projector, i.e., A2 = A = A∗, if and only if L = 0,  = Ir , K = Ir ,
(l) A is quadripotent, i.e., A4 = A, if and only if (K)3 = Ir ,
(m) A is a generalized projector, i.e., A2 = A∗, if and only if L = 0,  = Ir , K3 = Ir ,
(n) A is a hypergeneralized projector, i.e., A2 = A†, if and only if L = 0, (K)3 = Ir .
The usefulness of the representation provided in Lemma 1 to explore various classes of matrices,
such as EP, normal, and Hermitian, as well as oblique and orthogonal projectors, was demonstrated
in [7] and [28], respectively, whereas its applicability to deal with generalized and hypergeneralized
projectors was shown in [3,6]. Additionally, this representationwas used in [15] to investigate singular
periodicmatrices. In the next section, these considerationwill be extended to other classes ofmatrices,
covering contractions, partial isometries, and star-daggermatrices. Another direction of investigations
with the use of Lemma 1 was proposed in [16] (and also in [3, Remark]), and deals with matrix partial
orderings. Section 3 of the present paper provides further considerations along this path, involving
so called star, sharp, and minus orderings. Besides new results, these two sections recall also some
facts known in the literature, showing that by utilizing Lemma 1 they can be established with less
effort than originally and, moreover, that some of them can be even generalized. The paper is con-
cluded with the Appendix providing a list of various functions of A, which are useful in the upcoming
considerations.
Several characterizations established in what follows involve the group inverse of A ∈ Cn,n, i.e., the
unique matrix A# ∈ Cn,n satisfying the equations
AA#A = A, A#AA# = A#, AA# = A#A. (1.5)
Recall that the existence of the group inverse is restricted to the GP matrices. Henceforth, whenever
the group inverse occurs, it is assumed to exist. Direct veriﬁcations show that if A is of the form (1.2),
then
A# = U
(
K−1−1 K−1−1K−1L
0 0
)
U∗. (1.6)
2. Characterizations of various classes of matrices
Already by combining the conditions given on the right-hand sides of characterizations (a)–(n)
above, interesting conclusions can be derived. For instance, from points (g), (j), and (k) it follows that A
is an orthogonal projector if and only if it is idempotent and EP. The theorembelowprovides a selection
of conditions necessary and sufﬁcient for A to be a partial isometry.
Theorem 1. Let A ∈ Cn,n. Then the following conditions are equivalent:
(i) A is a partial isometry, (ii) AA∗ = AA†,
(iii) A∗A = A†A, (iv) A∗A# = A†A#,
(v) A#A∗ = A#A†, (vi) AA∗A# = A#,
(vii) A∗AA∗ = A†, (viii) A∗AA† = A†,
(ix) A†AA∗ = A†, (x) A#A∗A = A#,
(xi) AA∗AA∗A = A.
Proof. We show that condition (iii) is satisﬁed if and only if  = Ir . From the Appendix it directly
follows that A∗A = A†A is equivalent to the conjunction
K∗2K = K∗K, L∗2K = L∗K, (2.1)
K∗2L = K∗L, L∗2L = L∗L. (2.2)
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In view of (1.3), combining the former condition in (2.1) premultiplied K with the latter condition in
(2.1) premultiplied L, leads to2K = K. Similarly, from (2.2)weobtain2L = L. These conditions imply
2KK∗ = KK∗ and 2LL∗ = LL∗, respectively, whence, again referring to (1.3), we arrive at 2 = Ir . In
view of the fact that  is a diagonal matrix with positive diagonal entries, it is clear that  = Ir . The
sufﬁciency of this relationship is trivially seen from (2.1) and (2.2).
The proofs referring to the remaining eight conditions listed in the theorem are obtained
analogously. 
Note that conditions (vi) and (x) of Theorem1arementioned in [18, Proposition 7] as only necessary
for A to be a partial isometry. Similarly, the equality (A#)† = A#A3A∗, or, equivalently, (A#)† = A2A∗,
claimed in [18, Proposition 7] to be necessary for A∗ = A†, proves to be sufﬁcient as well. In the same
proposition, the authors claim that evenwhen A is a partial isometry, (A#)† need not be equal to (A†)#.
Indeed, in the general case, the equality (A#)† = (A†)# holds if and only if K∗KKK∗ = , what can be
derived straightforwardly with the use of the matrices provided in the Appendix. Further observation
is that K∗KKK∗ =  is equivalent to A2(A†)3A2 = A.
The Theorem in [5] claims that a square matrix is a generalized projector, i.e., satisﬁes A2 = A∗, if
and only if it is quadripotent and partial isometry. In view of this fact, we obtain what follows.
Remark. Thematrix A ∈ Cn,n is a generalized projector if and only if A4 = A and any of the conditions
listed in Theorem 1 holds.
In the context of the Remark, it is worth mentioning that A4 = A ⇔ A2 = A#, what can be shown
without much effort utilizing the present approach.
The next theorem provides necessary and sufﬁcient conditions for A to be simultaneously partial
isometry and EP.
Theorem 2. Let A ∈ Cn,n. Then the following conditions are equivalent:
(i) A is a partial isometry and EP, (ii) A∗ = A#,
(iii) AA∗ = A†A, (iv) A∗A = AA†,
(v) AA∗ = AA#, (vi) A∗A = AA#,
(vii) A∗A† = A†A#, (viii) A†A∗ = A#A†,
(ix) A†A∗ = A†A#, (x) A∗A# = A#A†,
(xi) A∗A† = A#A†, (xii) A∗A† = A#A#,
(xiii) A∗A# = A†A†, (xiv) A∗A# = A#A#,
(xv) AA∗A† = A†, (xvi) AA∗A† = A#,
(xvii) AA∗A# = A†, (xviii) AA†A∗ = A†,
(xix) A∗A2 = A, (xx) A2A∗ = A,
(xxi) AA†A∗ = A#, (xxii) A∗A†A = A#.
Proof. From Section 1, we know that A of the form (1.2) is simultaneously a partial isometry and an
EP matrix if and only if  = Ir and L = 0. As an example, we show that condition (vii) of the theorem
is equivalent to this conjunction. From the Appendix it follows that A∗A† = A†A# can be expressed as
K∗K∗−1 = K∗−1K−1−1, L∗K∗−1 = L∗−1K−1−1, (2.3)
K∗−1K−1−1K−1L = 0, L∗−1K−1−1K−1L = 0. (2.4)
In view of (1.3), combining the former condition in (2.4) premultiplied by K with the latter condition
in (2.4) premultiplied by L, leads to L = 0. Hence, K∗ = K−1, and the former condition in (2.3) yields
2 = Ir , from where  = Ir follows. Since L = 0 and  = Ir are clearly sufﬁcient conditions for (2.3)
and (2.4), the proof of part (i) ⇔ (vii) is complete.
The remaining equivalences given in the theorem are established similarly. 
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In many practical situations it is of interest to have at hand conditions which imply a certain
property. Also then Lemma 1 provides a powerful tool. As an example, in the next theorem we list
sufﬁcient conditions for a matrix to be star-dagger.
Theorem 3. Let A ∈ Cn,n. Then each of the conditions is sufﬁcient for A to be star-dagger:
(i) A∗ = A∗A†, (ii) A∗ = A†A∗, (iii) A† = A†A†,
(iv) A∗ = A†A†, (v) A† = A∗A∗.
Proof. With the use of the present approach it is seen that the ﬁrst three conditions are equivalent
to  = K, condition (iv) is satisﬁed if and only if 3 = K, whereas condition (v) if and only if −3 = K.
Hence, it is clear that each condition listed in the theorem entails K = K, being necessary and
sufﬁcient condition for A to be star-dagger. 
Notice that condition (iii) of Theorem 3 expresses idempotency of A†.
The following considerations deal with various matrix generalized inverses. First we provide an
alternative deﬁnition of the group inverse.
Theorem 4. Let A ∈ Cn,n be GP. Then B ∈ Cn,n is the group inverse of A if and only if
BA2 = A, A2B = A, rk(B) = rk(A). (2.5)
Proof. Let A be of the form (1.2) and let B be partitioned as
B = U
(
X Y
Z W
)
U∗, (2.6)
where X ∈ Cr,r . Then BA2 = A if and only if
XKK = K, XKL = L, (2.7)
ZKK = 0, ZKL = 0. (2.8)
In light of (1.3), combining the former condition in (2.7) postmultiplied K∗ with the latter condition in
(2.7) postmultiplied L∗ gives XK = Ir , what means that not only , but also X and K are necessarily
nonsingular. Taking this fact into account, similar transformations of relationships (2.8) entail Z = 0.
Since the sufﬁciency part is clearly seen, we may conclude that the ﬁrst condition in (2.5) is satisﬁed
if and only if Z = 0 and XK = Ir .
The analysis of the second condition in (2.5) follows analogously, and leads to the assertion that,
under Z = 0, equality A2B = A is equivalent to the conjunction
KKX = K, KKY + KKW = L.
Finally, let us consider the third condition in (2.5). In view of the nonsingularity ofX, from Corollary
19.1 in [21] we get
rk
(
X Y
0 W
)
= rk(X) + rk(W) = r + rk(W).
Hence, rk(B) = rk(A) ⇔ W = 0.
Summarizing the above derivations, it is seen that A and B of the forms (1.2) and (2.6), respectively,
satisfy conditions (2.5) if and only if
B = U
(
X Y
0 0
)
U∗,
where XK = Ir , KKY = L. However, when the former of these conditions holds, then the latter
satisﬁesKKY = L ⇔ KY = XL. The proof is concluded, by the observation that conjunctionXK =
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Ir , KY = XL proves straightforwardly to be necessary and sufﬁcient for (1.5) to hold when A is of
the form (1.2) and A# is represented by B given in (2.6). 
It is worth noting that Lemma 1 provides a handy tool to deal not only with the group inverse, but
also with its generalization, namely the Drazin inverse. Recall that for A ∈ Cn,n of index k (i.e., k is the
smallest positive integer such that rk(Ak+1) = rk(Ak)), the Drazin inverse is uniquely determined by
the equations
ADAAD = AD, AAD = ADA, Ak+1AD = Ak;
see [11, Deﬁnition 7.2.3]. Clearly, when k = 1, then the Drazin inverse coincideswith the group inverse.
The Drazin inverse of A being of index k can be computed by using the Moore–Penrose inverse of
A2k+1. Direct veriﬁcations conﬁrm that when A is of the form (1.2), then in general
(Ak)† = U
⎛⎝K∗B†k 0
L∗B†
k
0
⎞⎠U∗,
where Bk = (K)k−1. Hence, by AD = Ak(A2k+1)†Ak (see [8, p. 168]), we obtain
AD = U
(
BkB
†
2k+1BkK BkB
†
2k+1BkL
0 0
)
U∗.
Yet another matrix generalized inverse will be of interest in the successive considerations dealing
with GP matrices. Namely, the symbol A{1} will denote the set of all g-inverses of A ∈ Cn,n, i.e.,
A{1} = {A− ∈ Cn,n: AA−A = A}.
The lemma below identiﬁes the general formula for g-inverses of Ak , k ∈ N, when A is of the form
(1.2).
Lemma 2. LetA,B ∈ Cn,n be of the forms (1.2) and (2.6), respectively.Moreover, let k ∈ N. ThenB ∈ Ak{1}
if and only if
(K)k−1(KX + LZ)(K)k−1 = (K)k−1. (2.9)
Proof. Straightforward calculations show that
Ak = U
(
(K)k (K)k−1L
0 0
)
U∗. (2.10)
Substituting (2.6) and (2.10) into AkBAk = Ak leads to
(K)kX(K)k−1K + (K)k−1LZ(K)k−1K = (K)k−1K, (2.11)
(K)kX(K)k−1L + (K)k−1LZ(K)k−1L = (K)k−1L. (2.12)
In view of the nonsingularity of  and relationship (1.3), combining condition in (2.11) postmultiplied
by K∗ with condition in (2.12) postmultiplied by L∗ leads to (2.9). On the other hand, the fact that (2.9)
entails both (2.11) and (2.12) is clearly seen. 
Note that matrices Y and W involved in representation (2.6) do not occur in conditions (2.9)
necessary and sufﬁcient for B ∈ Ak{1}, what means that they are free to vary. As can be directly
veriﬁed, one possible choice of matrices in representation (2.6) when B ∈ Ak{1} is Y = 0, W = 0,
X = K∗−1[(K)k−1]−, and Z = L∗−1[(K)k−1]−, whence, in particular,
(Ak)− = U
(
K∗−1[(K)k−1]† 0
L∗−1[(K)k−1]† 0
)
U∗. (2.13)
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Two applications of Lemma2 are discussed below. The ﬁrst of them refers to Lemma1 in [9, Chapter
4], according towhichA∗ = A∗BA if andonly ifB ∈ A{1} andA is EP. Anadditional observation in Lemma
1 in [9, Chapter 4] is that A∗ = A∗BA ⇔ A∗ = ABA∗. It turns out that these characterizations remain
valid when A∗ is replaced with A†.
Theorem 5. Let A,B ∈ Cn,n. Then A† = A†BA if and only if B is a g-inverse of A and A is EP. Furthermore,
A† = A†BA if and only if A† = ABA†.
Proof. Direct calculations with the use of (1.2), right-hand side formula in (1.4), and (2.6) show that
A† = A†BA holds if and only if
K∗−1 = K∗−1XK, L∗−1 = L∗−1XK, (2.14)
K∗−1XL = 0, L∗−1XL = 0. (2.15)
Hence, combining the two conditions in (2.14) premultiplied by K and L, respectively, gives XK = Ir ,
whereas similar steps taken with respect to the two conditions in (2.15) yield XL = 0. However, the
former of these relationships ensures that, in addition to , also X is nonsingular, and, thus, the latter
relationship reduces to L = 0. Since the reverse implication is clearly seen, we arrive at
A† = A†BA ⇔ L = 0, XK = Ir . (2.16)
Similarly, it can be shown that A† = ABA† is equivalent to the conjunction
L = 0, K∗−1 = KXK∗−1. (2.17)
Clearly, the latter condition in (2.17) is equivalent to KX = Ir , or, in other words, XK = Ir , what
establishes the second part of the theorem.
To complete the proof, let us observe that taking k = 1 in Lemma 2 shows that B ∈ A{1} if and only
ifKX + LZ = Ir . If A is EP, i.e., L = 0, then this relationship reduces toKX = Ir (⇔ XK = Ir). Thus,
the requirement that B is a g-inverse of A being EP can be equivalently expressed as the conjunction
on the right-hand side of (2.16). The proof is complete. 
In a comment to Theorem 5, it is worth to mention that the properties of the group inverse ensure
that
A# = A#BA ⇔ A = ABA ⇔ A# = ABA#.
This means that replacing A† with A# in Theorem 5 should be accompanied with relaxing the require-
ment that A is EP.
The second example of the applicability of Lemma2 refers to the knowndecomposition ofmatrices.
According to Theorem 4.9.1 in [27], every squarematrix A can be uniquely represented as a sum of two
disjoint matrices A1 and A2, i.e.,
A = A1 + A2, A1A2 = 0 = A2A1, (2.18)
of which A1 is GP and A2 is nilpotent; using the terminology of Mitra [25, p. 47], we may say that A1
and A2 are core and noncore parts of A, respectively. Theorem 4.9.1 is in [27] accompanied by Lemma
4.9.1, which claims that the core part of A is the group inverse of
K˜ = Ap(A2p+1)−Ap, (2.19)
where p ∈ N is such that rk(Ap+1) = rk(Ap) and (A2p+1)− ∈ A2p+1{1}. Clearly, the existence of p for
which ranks of Ap+1 and Ap are equal is ensured by the properties of rank and/or range; see [22,
Section 5.10]. Matrix K˜, in addition to rk(K˜2) = rk(K˜), satisﬁes rk(K˜) = rk(Ap).
The following two theoremsprovide formulae for K˜ and K˜#, respectively,whenA is of the form (1.2).
Since A1 in (2.18) satisﬁes A1 = K˜#, the latter of them simultaneously establishes a representation for
the core part of A. While the formula for A1 is known, the noncore part of A can be obtained from the
relationship A2 = A − A1.
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Theorem 6. Let A, K˜ ∈ Cn,n, with A being of the form (1.2) and K˜ as speciﬁed in (2.19). Then
K˜ = U
(
TK TL
0 0
)
U∗, (2.20)
where T = (K)p−1[(K)2p]†(K)p−1.
Proof. Formula (2.20) is obtained straightforwardly from (2.19) with the use of (2.10) and (2.13). 
Theorem 7. Let K˜ ∈ Cn,n be as speciﬁed in Theorem 6. Then
K˜# = U
(
T[(TK)2T]†TK T[(TK)2T]†TL
0 0
)
U∗, (2.21)
where T = (K)p−1[(K)2p]†(K)p−1.
Proof. Analogous derivations to the ones done with respect to Ak in the proof of Lemma 2, performed
with respect to K˜3 obtained from (2.20), lead to the conclusion that one of g-inverses of K˜3 has the
form
(K˜3)− = U
(
K∗−1[(TK)2T]† 0
L∗−1[(TK)2T]† 0
)
U∗.
Hence, the assertion follows on account of the formula K˜# = K˜(K˜3)−K˜. 
Recall that when A of the form (1.2) is GP, then K is nonsingular. In consequence, if p = 1, then T
occurring in (2.20) and (2.21) reduces to T = (K)−2. It can easily be veriﬁed that in such a situation,
K˜ and K˜# given in (2.20) and (2.21) take, respectively, the forms of A# and A given in (1.6) and (1.2).
Below we restate some of the results known in the literature, demonstrating that, with the use
of the present approach, many of them can be established with less effort and following a shorter
path than originally. We begin with the property of normality, which was already explored with the
use of Lemma 1 in [7]. Zhang [29, Theorem 8.1] provided 29 conditions necessary and sufﬁcient for
a matrix to be normal, three of which refer to the polar factorization of A in the form A = PS, where
P is nonnegative deﬁnite and S is unitary. It was claimed in Conditions 21–23 in Theorem 8.1 in [29]
that A is normal if and only if either P commutes with S, or S commutes with A, or P commutes with
A, respectively. As an example, below we reestablish the equivalence between Condition 23 in [29,
Theorem 8.1] and normality of A.
Note that from (1.1) and (1.2) we easily obtain a polar factorization of a matrix A. For this purpose
rewrite (1.1) as
A = U
(
 0
0 0
)
U∗UV∗UU∗ = (AA∗) 12UV∗UU∗.
Since
P = (AA∗)1/2 = U
(
 0
0 0
)
U∗
is nonnegative deﬁnite and
S = UV∗UU∗ = U
(
K L
M N
)
U∗
is unitary, we arrive at
AP = U
(
K 0
0 0
)
U∗, PA = U
(
2K 2L
0 0
)
U∗.
Hence, PA = AP if and only if L = 0 and K = K.
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Observe that the equality PA = AP, involved in the considerations above, can be rewritten as
(AA∗)1/2A = A(AA∗)1/2. Interestingly, a modiﬁcation of this relationship to
(AA∗)kA = A(AA∗)k (2.22)
for some k ∈ N, is also equivalent to AA∗ = A∗A. To conﬁrm this claim, notice that
A(AA∗)k = U
(
K2k 0
0 0
)
U∗, (AA∗)kA = U
(
2k+1K 2k+1L
0 0
)
U∗,
whence, clearly, (2.22) holds if and only if L = 0 and K2k = 2k+1K, or, in other words, L = 0 and
K2k = 2kK. Denoting the entries of K ∈ Cr,r by kij , i, j = 1, . . ., r, it is seen that K2k = 2kK can be
equivalently expressed as the set of r(r − 1) scalar equations (σ2k
i
− σ2k
j
)kij = 0, i /= j, i, j = 1, . . ., r, each
ofwhich is satisﬁed if and only if either σi = σj or kij = 0. Hence,we arrive atK2k = 2kK ⇔ K = K.
Since normality implies EP-ness, in consequence we conclude that identity (2.22) is the necessary and
sufﬁcient condition for A to be normal.
The next example concerns EP-ness. In Theorem 2.3 in [12], Cheng and Tian took pains to prove 11
conditions for a matrix A to be EP, relying heavily on facts about ranks. We reestablish condition (h)
therein, being of the form
A∗A#A + AA#A∗ = 2A∗. (2.23)
From the Appendix we obtain
A∗A#A + AA#A∗ = U
(
2K∗ K∗K−1L
L∗ L∗K−1L
)
U∗,
whence the equivalence between (2.23) and L = 0 is easily seen.
Playing with matrix identities originating from Lemma 1 offers many chances to identify various
surprisingequivalences. For example, theconditionAA†A†AAA† = AA†,meaning thatA†A is ag-inverse
of AA†, is also equivalent to A being EP.
A nice application of Lemma 1 is concerned with the relationship between square and Hermitian
matrices. The following result by Browne [10, Theorem IV]was shown rather circumstantially by using
a series of derivations involving eigenvalues: “IfA is any squarematrix of order n, there exists a unitary
matrix  such that A is Hermitian”.
To prove this on the basis of Lemma 1, choose matrices R ∈ Cn−r,r and S ∈ Cn−r,n−r satisfying
RR∗ + SS∗ = In−r and KR∗ + LS∗ = 0. Then
 = U
(
K∗ R∗
L∗ S∗
)
U∗
is unitary, and we obtain the Hermitian matrix
A = U
(
 0
0 0
)
U∗.
Observe that if A is nonsingular, we may choose  = UK∗U∗.
Finally, let us pay some attention to contractions. As is well known, thematrix C ∈ Cn,n is a contrac-
tion if and only if In − CC∗ is nonnegative deﬁnite. Hartwig and Spindelböck [19, Lemma 3.3] showed
that if a square matrix C ∈ Cn,n is a contraction, then In − C is EP and C(In − C)† = (In − C)†C. To prove
this result within our framework, let
A = In − C = U
(
K L
0 0
)
U∗.
Hence,
In − CC∗ = U
(
K∗+ K − 2 L
L∗ 0
)
U∗,
from where, on account of [1, Theorem], it follows that C is a contraction if and only if L = 0 and
K∗+ K − 2 is nonnegative deﬁnite. On the other hand, it can easily be veriﬁed that L = 0 is the
necessary and sufﬁcient condition for both EP-ness of In − C and commutativity of C and (In − C)†.
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3. Characterizations referring to matrix partial orderings
Three matrix partial orderings in Cn,n will be investigated in the present section. The ﬁrst of them
is the star ordering introduced by Drazin [14], which can be deﬁned by
A
∗
B ⇔ A†A = A†B and AA† = BA†, (3.1)
or, alternatively,
A
∗
B ⇔ A∗A = A∗B and AA∗ = BA∗. (3.2)
The second is the sharp ordering deﬁned by Mitra [23] as
A
#
B ⇔ A#A = A#B and AA# = BA#, (3.3)
where A and B are both GP. It is easy to verify that
A
#
B ⇔ AB = A2 = BA. (3.4)
Additionally, we will consider the minus (rank subtractivity) ordering devised by Hartwig [17] and
independently by Nambooripad [26]. It can be speciﬁed as
A
−
B ⇔ A−
1
A = A−
1
B and AA−2 = BA−2 ,
where A−
1
, A−
2
are some g-inverses of A; see Baksalary [2, p. 164]. It is known that A is a predecessor
of Bwith respect to the minus ordering if and only if the set of all g-inverses of B is included in the set
of all g-inverses of A, i.e.,
A
−
B ⇔ {B−} ⊆ {A−}; (3.5)
see Mitra [24, Theorem 2.2]. In yet another form, the minus ordering can be expressed as
A
−
B ⇔ AB†B = A, BB†A = A, AB†A = A; (3.6)
see [21, p. 288] or [13, p. 195].
Baksalary et al. [3, Remark] characterized structures of B ∈ Cn,n such that A
∗
B and B
∗
A, when
A of the form (1.2) is a hypergeneralized projector, i.e., satisﬁes A2 = A†. The theorem below provides
an analogous characterizations when A is arbitrary.
Theorem 8. Let A,B ∈ Cn,n and let A be of the form (1.2). Then:
(i) A
∗
B if and only if B = A + U
(
0 0
Z W
)
U∗, (3.7)
where Z ∈ Cn−r,r ,W ∈ Cn−r,n−r satisfy ZK∗ +WL∗ = 0,
(ii) B
∗
A if and only if B = U
(
X Y
0 0
)
U∗, (3.8)
where X ∈ Cr,r , Y ∈ Cr,n−r satisfy
(a) X∗(X − K) = 0, (b) X∗(Y − L) = 0, (c) Y∗(X − K) = 0,
(d) Y∗(Y − L) = 0, (e) XX∗ + YY∗ = (KX∗ + LY∗).
Proof. Let B be of the form (2.6). Hence,
A∗B = U
(
K∗X K∗Y
L∗X L∗Y
)
U∗ and BA∗ = U
(
XK∗+ YL∗ 0
ZK∗+WL∗ 0
)
U∗.
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In consequence, it is seen that A∗A = A∗B is equivalent to a conjunction of the conditions
K∗2K = K∗X, L∗2K = L∗X, (3.9)
K∗2L = K∗Y, L∗2L = L∗Y. (3.10)
These relationships can be reduced to
X = K, Y = L, (3.11)
with the former condition in (3.11) obtained from (3.9) by combining the former condition therein
premultiplied by K with the latter one premultiplied by L, and the latter condition in (3.11) obtained
analogously from (3.10).
On the other hand, AA∗ = BA∗ holds if and only if
XK∗ + YL∗ = , ZK∗ +WL∗ = 0. (3.12)
Since, the former condition in (3.12) is implied by (3.11), the statement (i) of the theorem follows on
account of (3.2).
For the proof of statement (ii) note that B of the form (2.6) satisﬁes
B∗B = U
(
X∗X + Z∗Z X∗Y + Z∗W
Y∗X +W∗Z Y∗Y +W∗W
)
U∗,
B∗A = U
(
X∗K X∗L
Y∗K Y∗L
)
U∗,
BB∗ = U
(
XX∗ + YY∗ XZ∗ + YW∗
ZX∗ +WY∗ ZZ∗ +WW∗
)
U∗,
AB∗ = U
(
KX∗ + LY∗ KZ∗ + LW∗
0 0
)
U∗.
Hence, one of the necessary conditions for BB∗ = AB∗ is ZZ∗ +WW∗ = 0, i.e., Z = 0, W = 0. Taking
these relationships into account, it is directly seen that B
∗
A if and only if B is of the form speciﬁed in
(3.8) with matrices X and Y satisfying conditions (a)–(e) listed in statement (ii) of the theorem. 
Theorem 8 is supplemented with a number of observations, which provide further evidence of the
usefulness of the present approach. The ﬁrst of them is that direct veriﬁcations of (3.1) show that
A
∗
B ⇔ B = A + (In − AA†)V(In − A†A), (3.13)
where V ∈ Cn,n is arbitrary. This characteristics is an alternative version of equivalence (3.7).
Suppose now that A is EP. Then A
∗
B if and only if
B = U
(
K 0
0 W
)
U∗
for some W ∈ Cn−r,n−r , whence it is clearly seen that A
∗
B entails AB = BA; this (nonreversible)
implication constitutes a part of Theorem 2.1 in [4], see also [16, p. 91].
In general, ﬁnding the solutions X and Y to the equations (a)–(e) in point (ii) of Theorem 8 is not
an easy task. However, several relevant conclusions concerning the ordering B
∗
A can be derived if
one imposes some additional assumptions onmatrices A or B. Suppose, for instance, that A is EP. Then
B
∗
A if and only if
B = U
(
X 0
0 0
)
U∗,
where X∗X = X∗K, XX∗ = KX∗. In consequence, if B is normal, then B
∗
A ⇒ AB∗ = B∗A. An
additional observation concerning the ordering B
∗
A is that if A, being EP, is also idempotent, i.e.,
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it is an orthogonal projector, then XX∗ = X (= XX∗), what means that B is an orthogonal projector as
well; this fact was established in Theorem 3.2 in [20].
The next two illustrations deal with situations in which A is idempotent, but not necessarily Her-
mitian. The ﬁrst of them concerns possible generalizations of parts (a) ⇔ (e) and (a) ⇔ (g) of Theorem
5.2 in [20], according to which if E, F ∈ Cn,n are idempotent, then E
∗
 F is equivalent to
FF∗ − EE∗ = (F − E)(F − E)∗, F∗F − E∗E = (F − E)∗(F − E), (3.14)
or to
EE∗E = EF∗F = FF∗E, (3.15)
respectively. From point (i) of Theorem 8 it is seen that if E2 = E and E
∗
 F, then E and F can be
represented as
E = U
(
Ir L
0 0
)
U∗ and F = U
(
Ir L
Z W
)
U∗, (3.16)
where
Z +W(L)∗ = 0. (3.17)
Direct calculationswith the use ofmatrices (3.16) show that relationship on the left-hand side of (3.14)
aswell as equalities (3.15) are equivalent to (3.17), whereas relationship on the right-hand side of (3.14)
is always satisﬁed. Thus, we arrive at the conclusion that points (e) and (g) of Theorem 5.2 in [20] can
be generalized by dropping the assumption that F is idempotent.
A further observation is that, on account of the relationships X∗X = X∗ and Y∗X = Y∗, obtained
from conditions (a) and (c) in point (ii) of Theorem 8, respectively, it is seen that A2 = A combined
with B
∗
A implies B2 = B; this fact was noted by Hartwig and Styan [20, Theorem 3.1].
The last illustration concerned with Theorem 8 refers to the result by Hartwig [17, p. 9], who
observed that
A
∗
B ⇒ (B − A)† = B† − A†. (3.18)
On account of the formula C† = C∗(CC∗)†, which holds for every (not necessarily square) matrix C, it
follows that ifB is as speciﬁed in (3.7), then theMoore–Penrose inverses ofB − A andB are of the forms
(B − A)† = U
(
0 Z∗(ZZ∗ +WW∗)†
0 W∗(ZZ∗ +WW∗)†
)
U∗,
B† = U
(
K∗−1 Z∗(ZZ∗ +WW∗)†
L∗−1 W∗(ZZ∗ +WW∗)†
)
U∗.
Hence, the satisfaction of implication (3.18) is clearly seen.
Groß in [16, Theorem 1] showed that when A is of the form (1.2), then A
#
B if and only if
B = A + U
(
0 −K−1LW
0 W
)
U∗,
with someW ∈ Cn−r,n−r . Direct veriﬁcations of (3.3) show that an alternative version of this result can
be expressed as
A
#
B ⇔ B = A + (In − A#A)V(In − AA#), (3.19)
where V ∈ Cn,n is arbitrary. The next theorem provides a characterization of Bwhen B
#
A.
Theorem 9. Let A,B ∈ Cn,n and let A be of the form (1.2). Then B
#
A if and only if
B = U
(
X Y
0 W
)
U∗,
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where X ∈ Cr,r , Y ∈ Cr,n−r , andW ∈ Cn−r,n−r satisfy
(a) X
#
K, (b) W2 = 0, (c) XL = XY + YW = (KY + LW).
Proof. From (1.2) and (2.6) it follows that
AB = U
(
KX + LZ KY + LW
0 0
)
U∗,
BA = U
(
XK XL
ZK ZL
)
U∗,
and
B2 = U
(
X2 + YZ XY + YW
ZX +WZ ZY +W2
)
U∗.
Hence, BA = B2 if and only if
XK = X2 + YZ, XL = XY + YW, (3.20)
ZK = ZX +WZ, ZL = ZY +W2, (3.21)
whereas AB = B2 if and only if
KX + LZ = X2 + YZ, KY + LW = XY + YW, (3.22)
ZX +WZ = 0, ZY +W2 = 0. (3.23)
Combining conditions (3.21) and (3.23) yields ZK = 0 and ZL = 0, from where we get Z = 0. Sub-
stituting this relationship to (3.20)–(3.23), and taking into account that X and K are GP, leads to the
assertion by equivalence (3.4). 
Similarly as in the case of point (ii) of Theorem 8, also determining the solutions X, Y, and W
to the equations (a)–(c) of Theorem 9 is rather difﬁcult. Nevertheless, assuming, for instance,
that A is idempotent leads to valuable conclusions. In such a case, on account of X2 = X, W2 =
0, and XY + YW = Y + LW, B being a predecessor of A with respect to the sharp ordering
satisﬁes
B2 = U
(
X Y
0 W
)
U∗ + U
(
0 LW
0 −W
)
U∗. (3.24)
Since B is GP, it is clear from (3.24) thatW is necessarily equal to the zeromatrix, fromwherewe arrive
at B2 = B; the validity of this implication was remarked in [16, p. 93].
Let us now consider the minus ordering. The ﬁrst observation is that in view of Lemma 2, which
identiﬁes the general formula for g-inverses of Ak , k ∈ N, characterization (3.5) provides a handy tool
to verify whether given matrices B and A satisfy A
−
B.
The last theorem of the paper concerns the relationship B
−
A. Direct veriﬁcations of (3.6) show
that B
−
A if and only if
B = AU(VAU)†VA, (3.25)
where U,V ∈ Cn,n are arbitrary. An alternative form of this result is given in what follows.
Theorem 10. Let A,B ∈ Cn,n and let A be of the form (1.2). Then B
−
A if and only if
B = U
(
X Y
0 0
)
U∗, (3.26)
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where X ∈ Cr,r , Y ∈ Cr,n−r satisfy
(a) (XK∗ + YL∗)K = X, (b) (XK∗ + YL∗)L = Y,
(c) (XK∗ + YL∗)−1X = X, (d) (XK∗ + YL∗)−1Y = Y.
Proof. Straightforward calculations show that B of the form (2.6) satisﬁes AA†B = B, being a version
of the middle condition on the right-hand side of (3.6), if and only if Z = 0 and W = 0. With these
relationships taken into account, it further follows that BA†A = B, obtained from the ﬁrst condition on
the right-hand side of (3.6), is equivalent to equalities (a) and (b) of the theorem, whereas BA†B = B,
obtained from the last condition on the right-hand side of (3.6), holds if and only if equalities (c) and
(d) are fulﬁlled. 
One has to admit that also the problem of solving the equations (a)–(d) of Theorem 10 is quite
challenging. Despite this fact, an interesting observation originating from Theorem 10 is that if B
−
A
andA is EP, then Y in (3.26) is necessarily equal to the zeromatrix. Thismeans that B is a block diagonal
matrix, with X satisfying XK∗K = X = XK∗−1X.
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Appendix
Consider the matrix A ∈ Cn,n with representation (1.2). Then:
A∗A = U
(
K∗2K K∗2L
L∗2K L∗2L
)
U∗, AA∗ = U
(
2 0
0 0
)
U∗,
A†A = U
(
K∗K K∗L
L∗K L∗L
)
U∗, AA† = U
(
Ir 0
0 0
)
U∗,
A∗A† = U
(
K∗K∗−1 0
L∗K∗−1 0
)
U∗, A†A∗ = U
(
K∗−1K∗ 0
L∗−1K∗ 0
)
U∗,
AA# = U
(
Ir K
−1L
0 0
)
U∗ = A#A,
A∗A# = U
(
K∗K−1−1 K∗K−1−1K−1L
L∗K−1−1 L∗K−1−1K−1L
)
U∗,
A#A∗ = U
(
K−1−1K−1 0
0 0
)
U∗,
A†A# = U
(
K∗−1K−1−1 K∗−1K−1−1K−1L
L∗−1K−1−1 L∗−1K−1−1K−1L
)
U∗,
A#A† = U
(
K−1−1K−1−1 0
0 0
)
U∗,
(A†)# = U
(
(K∗)−1 0
L∗(K∗)−1(K∗)−1 0
)
U∗, (A#)† = U
(
K∗KK 0
L∗KK 0
)
U∗.
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