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Students not enrolling for their third semester at St. Cloud State University (SCSU) constitutes 
$8.1 million of potential revenue per academic year.  This equates to a 30.8% attrition rate for 
the domestic, traditional, newly-enrolled freshmen in the 2006-2010 fall cohorts.  If SCSU had 
improved its retention rate during those years to a level on par with Mankato State University, a 
close substitute, it could have earned an additional $1.4 million in tuition revenue per academic 
year.  This thesis focuses on using a gravity approach to properly identify students at risk for 
third-term attrition.  Gravity-based factors including the distance to SCSU from the student’s 
hometown, the population size of the student’s home zip code, and whether the student’s 
hometown was closer to one of the other six substitutable MNSCU universities than to SCSU 
were explored while controlling for student demographics, previous academic achievement from 
high school, current academic progress at SCSU, and various financial indicators.  This thesis 
finds a non-linear, negative relationship between distance to a student’s hometown and the 
probability of retaining that student for their third semester.  To put this in perspective, an 
average student from St. Cloud with a 69.3% chance of being retained would have a 55.7% 
chance of being retained if he came from St. Paul, MN due to distance and other gravity-related 
variables.  This thesis also found several student-controlled factors that have a large impact on 
retention.  An average student living on campus for her first semester with a 70.3% chance of 
being retained her third semester would only have a 62.8% chance of being retained if she did 
not live on campus.  Also, an average student with academic difficulties can increase his chances 
of being retained by 9.7 percentage points (62.7% to 72.4%) by taking part in the ACE program.  
Further, this thesis uses two different tree models in addition to logistic regression to show 
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Chapter 1: Introduction 
Colleges and universities use many resources in the pursuit of finding students for their 
incoming class.  They employ workers who go to college fairs, call and email prospective 
students, visit high schools, and give on-campus tours.  The process of finding prospective 
students and getting them to enroll is big business.  However, once a student enrolls, she 
becomes a part of the student body.  Members of this student body independently enroll in 
classes, choose their own major, and usually live on campus for a year or two.  Another 
independent move these students can make is to not register for classes.  Domestic, traditional, 
newly-enrolled freshmen at Saint Cloud State University (SCSU) have decreased to 69 percent 
of their original number for the 2006 to 2010 cohorts by their third semester.1  This means 31 
percent of the students SCSU spent resources on to successfully recruit are no longer enrolled 
after their first year.   If those students had attended SCSU for at least three more years, SCSU 
would have realized a considerable gain in revenue. 
We assume these students intended to complete a four-year degree, otherwise they would 
not have initially enrolled.  This topic is especially important during times of decreased student 
enrollment.  Schools need to do as much as they can to maintain their student population, 
considering they have already gone through the effort of finding these students.  SCSU, as well 
as every other college, is a business.  Their primary product is selling an education or, according 
to some trains of economic thought, a four-year diploma.  They sell this product to a wide range 
of customers, referred to as students, who may be right out of high school or transferring in from 
                                                          
1 For the 2006 to 2009 cohorts, 5th term retention was at 60 percent, however this thesis is solely 




another university or college.  Depending on their academic history, the students must possess 
certain minimum skills to be admitted.  Once they are admitted, a university needs to have 
measures in place to retain these students. 
The purpose of this thesis is to determine causal factors in the third-term student retention 
rate at SCSU.  Specifically, the focus will be to use a student’s permanent address as a means to 
calculate distance from SCSU.  A gravity model assertion indicates that students have a tendency 
to gravitate towards a school in close proximity to their home.  The economic idea surrounding 
this model is a distance cost: it would cost more money to attend the same school if it were 
further away.  Similarly, students are less likely to attend a school further from home when a 
closer substitute exists.  This thesis is about retention rather than enrollment as the students in 
question have already committed to attending SCSU.  The gravity model can be interpreted as 
giving a likelihood score of remaining at SCSU.  This score can be comprised of monetary costs 
due to recurring transportation along with social costs of being further from friends and family. 
This thesis covers an applied topic, and the end goal is to create a model which can be 
applied to future student bodies to accurately predict who is at risk for attrition.  Identification is 
the first step in attempting to increase the student retention rate at SCSU.  The school could use 
this information at the beginning of a student’s college career to alert her of potential risk and/or 
offer a scholarship or admittance to a special program designed to encourage retention. 
Chapter 2: Literature Review 
This thesis draws on the gravity model for guidance in determining student retention.  




thesis, but underlying similarities in design and intuition can be seen.  According to “The Gravity 
Model of International Trade: A User Guide,” prepared by Ben Shepherd: 
“The gravity model can be written as follows: 
log(𝑋𝑖𝑗) = 𝐶 +  𝑏1 log(𝐺𝐷𝑃𝑖) +  𝑏2 log(𝐺𝐷𝑃𝑗) +  𝑏3 log(𝜏𝑖𝑗) + 𝑒𝑖𝑗   
log(𝜏𝑖𝑗) = log(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) 
where 𝑋𝑖𝑗 indicates exports from country i to country j, GDP is each country’s gross 
domestic product, 𝜏𝑖𝑗 represents trade costs between the two countries, distance is 
the geographical distance between them – as an observable proxy for trade costs – 
and 𝑒𝑖𝑗 is a random error term” (Shepherd, 2013). 
The intuition behind the gravity model implies the response being positively correlated with the 
variables attached to 𝑏1and 𝑏2 and negatively correlated with the variable attached to 𝑏3.  The 
specific model may be changed depending on the application, but the intuition remains: countries 
with larger economies trade more than those with smaller economies, and countries having 
greater geographical distance between them trade less than countries that are nearer to one 
another. 
In their paper, “The determinants of cross-border bank flows to emerging markets: new 
empirical evidence on the spread of financial crises,” Sabine Herrmann and Dubravko Mihaljek 
(2010) used the gravity model strictly in terms of lending between countries.  Their gravity 
model was specialized for asset flows.  They wanted to estimate cross-border bank flows 
between advanced economies and those with emerging markets.   
The basic model is based on asset flows and uses the change in external position of BIS-
reporting banks in an advanced economy to an emerging market’s economy as the response.  
Some of the independent variables include distance between countries, GDP of each country, 




bilateral exchange rate, as well as various control variables.  The data set included over 30,500 
observations and spanned the years 1993 to 2008 in quarterly intervals.  Since Herrmann and 
Mihaljek had panel data, their estimation used random effects with panel-corrected standard 
errors and country-specific fixed effects.  They also corrected for heteroskedastic structure of 
errors and correlation between countries. 
The results of the basic model indicated that the greater the distance between two 
countries, the less cross-border bank flows they will have.  More specifically, every 10% 
increase in distance results in a 6% decrease in bank flows.  They also find that the higher the 
level of GDP in a country, the more it will borrow: each 10% increase in GDP increased cross-
border bank flows by 10%.  The bigger a lender country is, the less likely it will be to lend to 
smaller emerging market economies.  When GDP of a country increases by 10%, it is 7% less 
likely to have cross-border lending.  Also, a country’s interest rate and growth differential 
between borrower and lender are positively related to cross-border lending; however, there is a 
negative relationship to lending when the borrower country’s currency experiences depreciation. 
Herrmann and Mihaljek also expanded the basic model to measure spillover effects of 
certain important events.  One such event was the occurrence of financial stress.  They deemed 
both global and country-specific risk factors as significant in determining bank flows for the 
lender and borrower countries.  They also investigated a few different periods of financial crises 
and found that changing global risk and expected volatility were very significant channels in 
spillover effects causing changes in cross-border lending. 
The majority of the findings from Herrmann and Mihaljek are intuitive.  In fact, these 




financial crisis of 2008, banks and financial institutions suddenly decreased their lending so they 
could sit on the extra liquidity in case they needed it.  According to their paper, “Bank Lending 
during the financial crisis of 2008,” Ivashina and Scharfstein (2010) found that “Lending volume 
in the fourth quarter of 2008 (2008:Q4) was 47% lower than it was in the prior quarter and 79% 
lower than at the peak of the credit boom (2007:Q2)” (320).  This resulted in a decrease in the 
velocity of money, which prevented the money multiplier from being fully effective by banks.  
This lack of money movement locked up the economy and caused further contractions.  Even 
though the Federal Reserve injected massive amounts of money into the economy to encourage 
expansion, the banks were not comfortable lending.  In regards to the supply of credit, Ivashina 
and Scharfstein also noted that “the drop in supply puts upward pressure on interest rate spreads, 
and leads to a greater fall in lending than one might see in a typical recession” (337). 
In this same manner, there is a flow of college students from their hometown to their 
college town.  Each student is slightly differentiated, but the purpose is the same: students trade 
money for education.  Colleges compete for students and if a college enrolls a group of students 
from one area, the colleges may return to that same area in the future for a number of reasons.  
The students may be the type they are looking for.  Students from a specific area could be more 
prepared to perform well at college due to the high school they attended or other community 
factors.  Positive word of mouth from current or previous college students could enable the high 
school students from their hometowns to pursue a specific college.  Also, since larger cities will 
have a greater number of students leaving to attend colleges in other areas, it could be more 
efficient to spend time and energy recruiting at larger cities or schools with which they have 




and cities, in a sense, trade their college students to different colleges for education.  This trade 
can continue with a given student until graduation, or it may cease due to reasons on either side, 
e.g., academic reasons, financial reasons, or a more advantageous trade at a different college.  
Jardric, Garaca, and Cukusic (2010) used several different data mining methods to 
analyze student retention.  Their sample consisted of 715 students from the Faculty of 
Economics in Split, Croatia.  Jardric et al. focused on fifth-term retention assuming “first year 
students drop out of their own free will (due to different reasons), while the students dropping 
out after the second year mostly give up due to the exam failure” (35).  The data used consisted 
of student demographics, family and education background, and student grades.  In total, 11 
variables were used in their models.  Differing from Jardric et al., the current research focuses on 
third-term student retention and is designed to look at more than exam failure; the purpose of the 
gravity approach is to find a metric to identify other reasons for student attrition.  The data in this 
thesis does not include parent qualification history because the data is not available.  Also, this 
thesis does not directly use program of study, as that variable for SCSU would contain too many 
levels.  It does contain indicator variables showing whether a student has an intended or 
undecided major. 
The models used by Jardric et al. were decision trees, logistic regression, and neural 
networks.  Their choice to use neural networks in this type of setting is interesting.  Neural 
networks are quite powerful and known for accuracy, but there is a major drawback with 
interpreting results.  Neural networks do not provide a clear way to analyze importance of 
variables and how they were used.  It is a useful tool for identification, but identifying which 




student may leave is almost useless if there is no understanding of what factors play the largest 
role in that decision.  Without this understanding, there can be no correction for these factors of 
student attrition.  This thesis will use logistic regression and a more advanced form of decision 
tree, but not neural networks. 
Jardric et al. found previous knowledge and examination results as the top causes for 
fifth-term student attrition.  A failing grade in math was the largest indicator of attrition, with 
80% of the students not being retained also failing math.  Further analyses on individual variable 
interpretation were not discussed in-depth.  The top 10th percentile of scores in their neural 
networks model contained 77% of the students who did not return after their fifth semester.  
Using data mining methods, they were successful in creating a way to identify students who were 
likely to leave.  They also noted that further research will be conducted to create an applied 
manner of using the results from their paper.  Another aspect of their paper is identifying a 
method to improve study efficiency, which is out of the realm of the goals and desires for this 
thesis. 
Zhou and Wu (2005) investigated student enrollment using two spatial analysis methods.  
Their data included Ohio residents who were incoming students at 13 four-year universities for 
the 2003 school year.  Their goal was to find enrollment patterns based on the number of 
students who went to a specific school from a specific county. 
Zhou and Wu used a market penetration index (MPI) as one way to analyze student 
enrollment.  The MPI showed that distance plays a role in student enrollment.  Counties closer to 




The MPI has the ability to show a positive view of enrollment, but they also wanted a normative 
view. 
To further analyze their data, Zhou and Wu used a gravity model.  This allowed them to 
create a normative picture of enrollment based on distances and student numbers.  They used 
their data with the gravity model to attain expected enrollment numbers.  Then, they created 
residuals by differencing their expected numbers and actual numbers, which determined if more 
or fewer students attended a given university than was predicted.  In their gravity model, there 
are a few exponent values; these represent likelihood for a county to have students leave, 
likelihood for a school to attract students, and transportation friction.  These exponents were not 
calibrated and are assumed to be one in the model.  Their research is a very simplified analysis of 
total movement for multiple schools.  The desire of this thesis is to focus on one school to gain 
an understanding of what types of students will likely be retained.  Zhou and Wu did not use 
individualized student data.  Therefore, they cannot control for student demographics, 
background, or academic ability. 
Guida (2008) used a gravity model to explore data on incoming freshmen for the fall 
2006 cohort at the University of Wisconsin-Eau Claire (UWEC).  He used five variables which 
were separated by county: median income, population of high school aged or younger, 
population of college or high school aged, population of advanced degrees, and total population.  
His method consisted of using the coefficient of determination as a means to describe variable 
importance in regards to the incoming cohort.  Guida measured the R-squared for each of the 




Each gravity variable was the population in each county for the variable in question, divided by 
the distance from that county to UWEC. 
The explanatory power of each variable improved drastically when taking distance into 
consideration.  Total county population and advanced degrees were the most important variables, 
while median household income was the least important.  Guida, like Zhou and Wu, estimated 
enrollment using aggregated data.  The individualized student data in this research will hopefully 
add a level of precision to the results.  Another drawback of these two papers is the lack of 
applied action to be taken with the results.  Both papers show that enrollment is affected by 
distance.  Their use of aggregated data leaves concentrating enrollment campaigns on close-
proximity areas based on population size as the only reasonable remedy for declining enrollment.  
This thesis, using individualized data, will be able to identify specific students who are at risk for 
attrition based on different factors about which the university may be able to do something. 
Chapter 3: Data 
The main purpose of this thesis is to determine the effect that distance from a student’s 
permanent address has on that student being retained for his/her third semester.  The data for this 
project consists of new enrolled freshmen (NEF) for the fall cohorts from fall 2006 through fall 
2010.  This dataset contains 6,409 students and was acquired from the Office of Strategy, 
Planning, and Effectiveness at St. Cloud State University.  Due to the sensitive nature of the 
dataset, SCSU’s Institutional Review Board reviewed the design and approved the use of this 
data, which contains individualized student information.  Care was taken to anonymize the 
sample to prevent the identification of any specific student.  Refer to Figure 3 in the appendix for 




This data does not include international students, as they are inherently different from the 
typical SCSU student.  The SCSU website indicates that international students constituted 6.4% 
of the total enrollment numbers for the 2010 fall semester (University Communications, 2010).  
This combination of the proportionately small international student size and vast distance from 
home could skew the results of the model.  The data will also be limited to traditional students.  
In this thesis, traditional students will be defined as students who come to SCSU the year directly 
after they graduate high school.  The model is dependent on the students having ties to their 
former place of residence.  As such, non-traditional students are far more likely to be self-
sufficient and, once at SCSU, will have less pull to return to their former location.  This thesis 
assumes most traditional students will return to their former address for academic breaks and 
some weekends throughout the school year.  In most cases, this former address is the address of 
their parents.  Similarly, the data will only include NEF and not transfer students, as the former 
address of a transfer student will likely not be their parent’s address.  To accomplish this, 
students with transfer credits or transfer institutions were removed from the sample. 
Additional measures were taken to ensure the desired qualities listed above.  These 
desired qualities are required to fit with the postulations of the model e.g., a pull to return home.  
Minor statistics were run on the data to find abnormalities.  In these situations, the author erred 
on the side of caution when further cleaning the data set.  For example, students listed as 
graduating from high school the previous year and being older than 20 years old were removed 





Any indication of not being a domestic student was investigated.  High school names, 
cities, citizenship code, and nationality were used to further clean up the sample.  It is important 
to note this sample does contain students who earned non-transfer credits prior to their first 
semester at SCSU.  These credits may have come from Post-Secondary Enrollment Options 
(PSEO), where high school students can take college courses and receive college credit at no 
additional cost.  According to the MNSCU website, students may choose to take courses totaling 
up to “40 credits that are widely accepted at all state colleges and universities” (Minnesota State 
Colleges & Universities, 2015). The total amount of credits earned is dependent on when the 
student starts to take PSEO courses and how many courses they complete in each high school 
year.  Students may also have earned credits in high school through other means like AP 
coursework/testing. 
The distance variable is based on the student’s home zip code.  If a student did not list a 
zip code, there was a missing value for distance.  Missing distance values were imputed by using 
the distance value from a student who attended the same high school and had the same origin 
county.  In the event a matching high school and origin county could not be found, the Google 
Maps website was used to estimate the distance between the student’s high school zip code and 
SCSU. 
In the event that a student or the original data entry analyst incorrectly entered the wrong 
zip code, the distance variable would be incorrect.  This was apparent in some situations where a 
student’s data had the SCSU zip code, but they were a non-Minnesota resident from an out-of-
state county who graduated from an out-of-state high school.  The author’s discretion was used 




indicated this was incorrect.  In these few cases, distance was imputed using the same method as 
students with a missing distance. 
The response variable is a third-term retention indicator variable, equal to 1 if the student 
returned for their third term and 0 if otherwise.  The key independent variable of interest is the 
distance from the student’s home to SCSU.  Other independent variables include academic 
results from high school, academic record at SCSU, various financial indicators, indicator 
variables showing if the student’s home zip code is closer to a substitutable MNSCU university 
than to SCSU, and various demographics that include gender, race, and zip code population 
indicators.  Refer to Table 20 for variables used and their definitions.  The data will also be 
stratified by the binomial response variable into 70 percent training and 30 percent validation.  
Table 30 shows the specific frequency tables and distribution for the stratified split. 
The majority of students attending SCSU are originally from MN.  In the sample used, 
88.1% of students listed Minnesota as their place of origin.  Figure 1 shows a map of MN along 
with a partial view of neighboring states.  Each dot represents a student, although some dots may 
perfectly overlap others given the same zip code.  Blue dots are students who were retained for 
their third semester and red dots are students who were not retained.  In the event multiple dots 
are in the same spot, the coloring is determined by majority.  This map shows 98.6% of the 









Figure 1: Map of Student Origins 
Of the 6,409 students in the sample, 1,973 students did not return for their third semester, 
a 30.8% attrition rate.  Below, Table 1 shows the in-state plus out-of-state students who left for 
each cohort; the first number in each cell is the number of in-state students who did not return, 
while the number after the plus sign is the number of out-of-state students who did not return.  
Assuming these students would graduate in four years, each cohort could have three more years 
of paying tuition. One can easily see the magnitude of lost revenue due to these students not 





Table 1: Loss of Tuition by Year for Fall 2006-2010 Cohorts 











Fall 2007 First Year 369+9 369+9 369+9 
Fall 2008 
  
First Year 389+7 389+7 389+7 
Fall 2009 
  
First Year 393+9 393+9 393+9 
Fall 2010   First Year 411+12 411+12 411+12 
Total Students 
Lost 
364+10 733+19 1,122+26 1,151+25 1,193+28 804+21 411+12 
Loss of Tuition 
($) 
2,288,590 4,742,757 7,462,230 8,030,510 8,879,465 6,171,432 3,193,575 
Note: For information on tuition rates, refer to Table 21 in the Appendix 
For all of these students, SCSU could have had an additional $40.8 million of revenue during the 
time span of 2007-2013.  This unseen revenue represents an average of $8.1 million per 
academic year, which can be seen in the fall 2009 to 2011 columns from the above table.  These 
columns contain three cohorts of students (sophomores, juniors, and seniors) who were no longer 
enrolled at SCSU. The other columns do not contain the full number of students who failed to 
return per year, as they are from academic years not included in this sample.  Of course, it is 
unreasonable to assume all students would be retained until graduation and many students attend 
college for more than four years.  Also, this estimate does not take into consideration 
scholarships SCSU gives or the reduced tuition per the Midwest Student Exchange Program for 
the given academic years.  Despite the drawbacks of the estimation, the potential lost tuition is 
still an impressive amount. 
According to the Delta Cost Project Database, the 2006-2010 fall cohorts at SCSU had an 
average third-term retention rate of 5.2 percentage points lower than Mankato State University, a 
substitutable college also in the MNSCU system.  If SCSU could realize that difference in its 




By applying that percent decrease to the $8.1 million in unrealized revenue, SCSU could have 
earned an additional $1.4 million in tuition revenue per academic year. 
Looking at Table 22, we can see the nominal variables categorized by those students who 
were retained and those who failed to return.  Using the IsFemale variable, we can see females 
constitute three percentage points more of the sample than males; however, the percentage of 
females and males who were retained or not retained are relatively the same.  Observing one of 
the financial indicators in this study, of the students who were not retained for their third 
semester, 35.5% fit into the EFC_Hardship category whereas only 31% of the students retained 
did.  We also see 68.3% of the students who left took out a loan, compared to 62.9% of the 
students who were retained.  One interesting occurrence was that 39.5% of the students who 
were not retained had a grant, compared to 38.6% of the students who were retained.  This 
difference is not significant in a two-tailed t-test.  Receiving a grant should be considered a 
positive financial indicator.  This implies that those students receiving a grant should have 
greater retention rates, but that is not what is seen.  Grants are determined based on 
socioeconomic as well as minority status.  Of the 721 students of color in the sample, 533 of 
them (74%) received a grant.  Of those 533 who received a grant, 493 (92%) were classified in 
the EFC_Hardship variable.  It appears that the benefit of receiving a grant may not be enough to 
correct for the already low financial strength of the student. 
In addition to using the distance from SCSU to a student’s home, six distance indicator 
variables were also used as a proxy to help simulate gravity.  They represent whether the 
student’s home zip code is closer to one of the six substitutable MNSCU universities than to 




closer to an SCSU substitute compared with the proportion of students who were retained.  This 
was true for all the substitute universities except Metropolitan State University.  Metropolitan 
State University is located in the Twin Cities and is also the nearest of the six substitutable 
universities to SCSU.  Overall, students who activated the Metropolitan indicator variable are 
likely to be much closer to SCSU than a student who activated one of the other MNSCU 
university indicator variables.  Also, students located closer to a metro area would have had 
many other university options that were closer to home than SCSU in their original enrollment 
decision.  As a result, they may be more focused in going to SCSU. 
Another aspect of the MNSCU indicator variables is the number of students who were 
closer to one of the other six MNSCU universities.  From Table 31, the Bemidji and Moorhead 
indicators show only three and four percent of the sample were closer to the respective school 
than to SCSU.  It may be difficult to obtain significant results with such a small percentage of the 
sample qualifying.  On the opposite end of the spectrum, the Metropolitan indicator variable 
shows 60% of the students in the sample were closer to Metropolitan State University than 
SCSU.  This large proportion is expected since the majority of Minnesotans live in the metro 
area. 
The main hypothesis of this thesis is that distance is a significant indicator for student 
retention.  Table 23 shows some of the statistics for continuous variables categorized by the 
third-term retention rate.  Of the students who were not retained, there is a fairly large gap 
between the average distances from a student’s home to SCSU compared to the students who 
were retained; 101 versus 85 miles, respectively.  The continuous variables in this thesis are 




retained to students who remained at SCSU show a consistent pattern.  On average, students who 
remain at SCSU for their third semester applied to SCSU earlier, had a better high school GPA, 
attempted more credits in their first semester, had a better first-term GPA, and had a higher first-
semester class completion rate.  Students who did not return for their third semester completed 
an average of 68% of their first semester courses compared to a 93% completion rate for students 
who returned.  This gap in completion rate is also seen in first-term GPA.  Retained students had 
a better GPA, averaging a B- (2.71) while students who were not retained averaged a D+ (1.84).  
Student’s ACT scores were the only continuous variable to not have a significant difference 
between those who were retained vs. not retained.   
In addition to the apparent increased financial need for students who did not return for 
their third semester, there is also lower academic achievement.  It could be that these students, as 
a result of decreased financial ability, spent a disproportionate amount of their time finding ways 
to pay for college and, as a result, ended up not being successful at SCSU.  Students do not enroll 
in college with the intent to fail. 
Chapter 4: Methodology 
As previously stated, countries with larger economies trade more than those with smaller 
economies, and countries having greater geographical distance between them trade less than 
countries that are nearer to one another.  The second half of this statement is the intuition driving 
the hypothesis of this thesis.  Concerning retention, transportation costs will be higher for 
students whose permanent residence is further from SCSU, and they will therefore be less likely 
to remain at SCSU.  The other half of the aforementioned statement would apply to regions with 




SCSU.  This is true; however, it is also an enrollment issue and this thesis is not about 
enrollment.  A student will likely have the same potential for intelligence as well as familial and 
financial background regardless of the home population size.  Once enrolled, hometown size 
seems less important concerning retention when compared to the distance from their hometown 
to SCSU.  However, the student may still enjoy the lifestyle or social structure that is 
characteristic of a small or large city.  As such, the model will include variables to help manage 
the possibility of a student coming from an area with a much larger or smaller population 
compared to the Saint Cloud area.  If a student greatly prefers his/her hometown to that of Saint 
Cloud, it may cause a higher quantity of trips home, or in terms of this thesis, increased gravity 
to return home.  Unfortunately, the data in this thesis does not contain information on how many 
times a student returns home in a semester.  The assumption is that the number of trips home for 
the students in the sample is normally distributed.  This strengthens the reason why great care 
was taken to filter the data to create a fairly homogenized student pool in regards to desire to 
return home.  Including transfer students and international students could create a bimodal or 
trimodal distribution for the number of trips home. 
 A typical gravity model is also based on the exports between multiple countries.  This 
aspect could also be included in the idea of retention, but it would require knowledge of where 
the student goes when he/she leaves SCSU.  Unfortunately, this data is not available.  One of the 
underlying assumptions of this thesis is that the sample students have a desire to return home.  
Further, these students originally came to college to earn a degree; therefore, it is not unlikely 
that many of the students who left will attempt to continue their original goal of earning a degree.  




substitutable MNSCU university than it is to SCSU.  In the same way that a student may transfer 
to one of these substitutable schools to cut down on transportation costs associated with 
attending SCSU, students may also transfer to a close substitute due to their poor academic 
performance at SCSU.  In this manner, the MNSCU indicator variables attempt to provide a way 
to model the export of a student from SCSU to a substitute for SCSU, albeit one closer to the 
student’s hometown. 
This thesis will be using three different types of regressions to predict third-term 
retention.  Use of a logistic regression is typical for this type of study because it will estimate the 
log of the odds ratio for either event happening as a linear combination of the independent 
variables.  The binomial response variable is, in essence, already interpretable as an odds ratio.  
We want to find the odds of a student being retained for his/her third semester versus not being 
retained, given the independent variables.  The advantage of logistic regression is that the 
estimates are easy to convert to odds and further to an interpretable percentage form.  The 
logistic estimation equation is: 
𝑃 =
1
1 + 𝑒−(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯ )
 
where P is the probability of an event happening, the betas are the parameter estimates, and each 
X represents an independent variable.  Maximum likelihood estimation (MLE) is a method of 
solving for the estimates in this equation.  
This thesis will also use two different tree regressions.  Before we delve into the 
characteristics of each model, we must first have a solid understanding of the basic tree model - a 




the data on different independent variables.  The split criterion to choose a variable is the one 
with the highest logworth.  The logworth for each variable is calculated by taking the negative 
log in base 10 of the p-value.  In this case, the p-value is a chi square test comparing the 
distribution of the parent node to the associated child node, if the tree were to split on the 
variable.  Since the goal is to create pure nodes in the tree, a significant difference in 
distributions indicates there was a good split.  The null hypothesis states there is no significant 
difference between the two distributions; a small p-value would suggest rejecting this stance and 
from the logworth formula, a smaller p-value will garner a larger logworth.  This is also 
computationally intense as it uses the brute force method to take into consideration all the 
possible splits the variable could take to determine the best split.  Continuous splitting eventually 
creates an accurate way to subset the data based on the rules it has created.  An important aspect 
of a decision tree is that multiple splits allow the same variable to act in different ways.  This 
provides more flexibility than other estimation methods where a variable is associated with a 
constant value or direction. 
Tree models must be carefully watched for overfitting.  If there were no stopping 
criterion, a tree could continue to split until most nodes are very pure, which would give very 
good statistical model results.  However, if the model formula was applied to a similar data set, 
inaccurate results would likely be encountered because the model was trained on the previous 
data to the point where it started to fit the extraneous errors in the sample.  Validation data was 
used to combat this issue.  Before any models are run, the sample is partitioned into training and 
validation sets and the partition is stratified by the response variable.  Stratifying the sample 




is typically 50-80 percent of the entire sample, while the validation is the remainder.  Once 
again, this thesis will use a 70/30 training/validation split.  The training data is exclusively used 
to build the model.  After each split, model statistics are run on the validation data to check the 
accuracy of the created tree.  The model will stop training when the specified criteria are met.  
One such criterion is when the R-squared does not increase by more than a given threshold.  
Another criterion is when the number of observations in each node falls below a user-specified 
amount.  The model may also stop after it has reached a certain number of splits.  Using a 
portion of the data to train the model and the rest to validate the created tree allows the model to 
fit the variables and not extraneous errors.  In this manner, a tree model may avoid overfitting 
while still creating an accurate tree. 
One of the tree models is the bootstrap forest.  Once a full tree has been created, the 
bootstrap forest will continue to make additional trees.  The model results are an average of all 
the trees created.  The model will stop iterating when the last tree created did not change the 
averaged tree results more than a specified threshold or the model has reached a specified 
number of trees.  One important aspect of the bootstrap forest that needs to be addressed is the 
number of terms sampled per split.  This tells the model how many variables to include in each 
tree, which ranges from one to the number of independent variables in the model.  In the 
situation where there are less terms sampled than independent variables, the variables used in 
each tree are randomly chosen.  This will give each tree slightly, or in some cases drastically, 
different characteristics allowing the average of all the trees to have accurate results.  The data 
for each tree is also bootstrapped.  This helps to avoid the model generating identical trees if the 




a bagged tree.  This thesis will not use the bagged tree, as it removes the situation where many 
trees are created using different combinations of variables.  These different combinations have 
the ability to rigorously test variables for importance.  A variable in a model may overpower 
other variables and important relationships can be missed.  The random selection eliminates this 
issue, which is a serious advantage of the bootstrap forest. 
The second tree model is the boosted tree.  The boosted tree model creates the tree in the 
same manner as the decision tree, but as it iterates it takes into consideration the error from the 
previous iteration to create a more accurate result.  The training stops when the newest iteration 
does not improve the results more than a specified threshold or when the model has reached its 
chosen number of iterations.  This model may use any of the variables, but one may select the 
number of splits in a tree to keep each tree small.  Despite both tree models having roots based 
from the decision tree, the model estimation differences are pronounced.  As a result, it is 
common to use both models when using tree estimation. 
Comparing model results will be completed through the use of the validation data.  The 
tree models will most likely perform better than the logistic model, but the logistic model will 
give individual variable results, ceteris paribus, which are easy to interpret for each student.  The 
tree models will give a ranking of how much each variable contributes to the model.  As is 
typical in tree models, the students will be grouped into their final leaves.  Depending on how 
each variable was split and which variables are on a given path, it will likely not be feasible to 
give specific and unchanging variable interpretations.  Paths may be visible to identify large 
groups of students in fairly pure nodes.  It will then be possible to see how the variable affects 




Chapter 5: Results 
Logistic Regression 
The logistic regression was run in four different manners.  The first two are full and 
reduced models using variables SCSU collected before the first semester (pre 1st).  Refer to Table 
24 for variables used in the pre 1st model.  After this model was run, a reduced form of the model 
was also run with less significant variables removed.  The decision to include or exclude 
variables in a model is complicated.  Retaining an insignificant variable can add variance to the 
overall model, but excluding an important variable can introduce bias to the other variables.  The 
tradeoff between bias and variance is always existent when choosing independent variables.  
This thesis will find a compromise in this argument by including variables in the reduced model 
that attained a p-value of less than 0.5 in the full model.  Variable exceptions can be made for 
coefficients that are within reasonable distance of this value.  When creating the reduced model, 
regressions are run in a stepwise manner by removing the least significant variable.  This allows 
the model to update itself in the event that there is collinearity between the removed variable and 
one of the included variables.  In this iterative manner, the reduced model is found.  Table 2 
shows results for the full and reduced pre 1st models.  Again, the dependent variable for the 
models is a third-term returned flag, where “1” indicates the student was retained for her third 
semester and a “0” if not.  The indicator variable coefficients are calculated from factors (1,-1) as 
opposed to using the actual value of the indicator (1, 0).  For example, the reduced model 
coefficient for IsFemale is -.107.  This means that if a student is female (IsFemale=1), the 
coefficient value is -.107.  If the student is male (IsFemale=0), the coefficient value is .107.  To 




for the “1” response and make the “0” response be zero.  For example, the IsFemale coefficient 
would be -.214 for a female student and 0 for a male student. 








Intercept -1.735 a 0.5944 -1.858 a 0.5169 
Sqrt(Distance_From_SCSU) -0.040 a 0.0133 -0.037 a 0.0111 
IsCloser_Bemidji[1] -0.063 0.1335   
IsCloser_Metropolitan[1] 0.064 0.0502 0.062 0.0462 
IsCloser_Moorhead[1] 0.094 0.1333   
IsCloser_Mankato[1] 0.118 b 0.0504 0.112 b 0.0495 
IsCloser_Southwest[1] -0.203 b 0.0816 -0.190 b 0.0787 
IsCloser_Winona[1] -0.119 c 0.0693 -0.126 c 0.0670 
Reciprocity[1] -0.314 c 0.1645 -0.306 c 0.1606 
Small_POP_Zip[1] -0.080 c 0.0471 -0.082 c 0.0469 
Big_pop_zip[1] -0.210 a 0.0722 -0.205 a 0.0719 
SOC[1] 0.022 0.0610   
IsFemale[1] -0.108 a 0.0350 -0.107 a 0.0350 
IsFirstGeneration[1] 0.010 0.0508   
IsACE[1] 0.223 a 0.0477 0.224 a 0.0472 
IsHonors[1] 0.062 0.1484   
IsFYX[1] 0.081 0.0500 0.081 0.0500 
AppDaysBeforeTerm 0.002 a 0.0005 0.002 a 0.0005 
EFC_Hardship[1] -0.169 b 0.0660 -0.168 b 0.0655 
EFC_Total_IsMissing[1] 0.080 0.0593 0.080 0.0592 
GrantFlag[1] 0.199 a 0.0627 0.201 a 0.0625 
ScholarshipFlag[1] 0.085 c 0.0443 0.089 b 0.0438 
WorkStudyFlag[1] -0.058 0.0585 -0.057 0.0585 
LoanFlag[1] -0.051 0.0444 -0.052 0.0443 
HS_GPA_4Scale_MI_Zero 0.675 a 0.1411 0.674 a 0.1397 
HS_GPA_4Scale_isMissing[1] 1.026 a 0.2473 1.026 a 0.2461 
HS_Class_Percentage_MI_Zero 0.009 a 0.0033 0.009 a 0.0033 
HS_Class_Percentage_IsMissing[1] 0.178 c 0.1004 0.184 c 0.0997 




(Table 2 Continued) 
 
ACT_Composite_MI_Zero -0.014 0.0119 -0.015 0.0114 
ACT_Composite_isMissing[1] -0.317 c 0.1525 -0.320 b 0.1493 
1st_Term_OnCampus[1] 0.168 a 0.0511 0.168 a 0.0508 
1st_Term_Major_Intended[1] -0.102 b 0.0475 -0.103 b 0.0475 
1st_Term_Major_Undecided[1] -0.100 b 0.0483 -0.100 b 0.0483 
Credits_Before_1st_Term[1] 0.267 a 0.0580 0.270 a 0.0573 
1st_Term_TermAttCredits 0.087 a 0.0270 0.087 a 0.0270 
Note:  An “a” indicates significance at the 1% level, “b” indicates significance at the 5% level, 
and “c” indicates significance at the 10% level in a two-tailed test. 
 
Thirty-four variables were used in the full model, with five variables being dropped in the 
reduced model due to high p-values: IsCloser_Bemidji, IsCloser_Moorhead, SOC, 
IsFirstGeneration, and IsHonors.  This could be due to a number of reasons.  First, a relatively 
low percentage of the sample fit into these categories.  Given the other variables involved, it is 
likely that the model could not make a reasonable assumption in the variation.  Refer to Table 3 
for the percent of students in the sample who fit into these dropped indicator variables. 










Second, it could also be that these specific populations may not have any specific impact on 
retention rates because there are other more specific variables the students in these groups fit 
into.  As described earlier, a large portion of the students of color were also grouped into the 




The coefficient results and overall model statistics between the full and reduced models 
are very similar.  Due to these results being calculated from logistic regression, the coefficients 
cannot be interpreted as directly as if this were an OLS regression; however, the sign on the 
coefficient directly relates to the relationship between the regressor and response variable.  
Distance, the main variable of interest, has a significant and negative effect on retention.  Even 
though distance has a negative relationship, the reciprocity variable also has a negative 
relationship.  This seems counter-intuitive.  Students receiving in-state tuition are from 
Minnesota, Wisconsin, South Dakota, North Dakota, or they have a special situation.  Students 
outside of these categories travel even further to attend SCSU.  According to the hypothesis of 
this thesis, these students would be less likely to be retained for their third semester.  The data 
confirms this.  It is important to note that a very low number of students, slightly more than 2% 
of the sample, did not receive the in-state tuition rate.  Table 4, below, gives a brief look at the 
difference between the reciprocity and non-reciprocity students. 
Table 4: Reciprocity vs Non-Reciprocity Students 
  





Mean Median Max Mean Median Yes Yes 
Reciprocity 
Yes 71 54 2,052 13,734  9,209 22.7% 69.3% 
No 973 759 3,873 16,467  10,253 65.2% 64.4% 
 
On average, the small number of non-reciprocity students are considerably further from 
SCSU, even though reciprocity students can still come from a great distance, as shown by the 
maximum value.  These students receiving in-state tuition and coming from a non-reciprocity 
state are likely student-athletes who qualify for the in-state rate.  The non-reciprocity students 




Academic achievement between groups is equivalent.  High School GPAs and first-semester 
GPAs at SCSU are very similar.  The third-term retention rate is about five percentage points 
lower for non-reciprocity students.  Perhaps the increased financial stability was a determining 
factor in the decision to come to SCSU, but it appears not to have been enough to retain them.  It 
is important to note that in the table above, the 64% of non-reciprocity students being retained 
for their third term are not a perfect subset of the 65% of those who received scholarships. 
The model includes various variables judging the financial strength of the student.  
Stronger financial ability is typically associated with a higher likelihood of remaining at SCSU.  
Variables indicating EFC hardship, getting a loan, and work-study are negative and indicate a 
lack of financial power.  Even though getting a loan and work-study provide more money for the 
student, these programs are need-based.  By using these resources, a student indicates that she 
has weaker financials than students who do not need or use them.  Receiving a grant or 
scholarship is not financially need-based and adds to the finances, leading to a positive 
correlation with retention.  A missing EFC value occurs when the student chooses not to submit 
the FAFSA.  This indicates that the student has a higher financial strength, as they have opted 
out of receiving potential need-based financial aid.  This supports the idea of financially stronger 
students staying at SCSU, as it is positively correlated with third-term retention. 
The number of days between when the student submits her application to SCSU and the 
start of the semester is significant.  This self-selected variable is positively correlated with the 
third-term retention rate.  Students who submit their application early show they have a high 
desire to come to SCSU and/or are organized and proactive in their college selection.  Both of 




students.  Before their first semester, students can select a major or list themselves as undecided.  
Many majors have requirements that need to be fulfilled before a student can officially be 
admitted to their major.  In the event that a student does not meet the requirements or has not 
applied for the major, she can still be listed as intended in that major.  Having either an intended 
or undecided major is negatively associated with third-term retention.  One caveat of the 
previous statement is that there might be more involved in these variables than simply choosing a 
major.  It could be that acceptance into majors with higher attrition rates is more difficult.  
Because it takes longer to be accepted into these majors, students who attempt to pursue them are 
more likely to be listed as intended or undecided, which causes the negative relationship.  This 
variable and results could have omitted variable bias because specific majors are not used.  Due 
to the high number of majors available for students to choose from, the number of levels for a 
variable showing a specific major would be quite large.  Another consequence of separating 
students by a specific major would be that many majors could have very few students.  This 
would likely cause unwanted results in the variable or model as a whole.  For this reason, a 
specific major variable was not used. 
Once a student’s application is submitted and accepted, she may begin the process of 
deciding where to live.  Students are encouraged to live on campus for their first year, but they 
may opt to live elsewhere.  Living on campus for the first semester has a positive impact on 
retention rates.  Table 5 shows four students at differing retention levels using the reduced pre 1st 
model.  All variables were held static except for living on campus for their first semester.  There 
was roughly a 2-8 percentage point change in these students overall.  This corresponds to a 3-20 




retained have much more to gain by living on campus.  From the table below, Student 1 has a 
40.9% predicted probability of being retained when living off campus.  This value increases to 
49.2% if that student lives on campus instead.  Living on campus for Student 2, who is more 
likely to be retained than Student 1, increases the probability of being retained from 62.2% to 
69.7%.  The benefit of living on campus is much smaller for a student who is already likely to be 
retained.  Student 4 has a 91.4% probability of being retained living off campus while living on 
campus would increase that value to 93.7%.  The decision to live on campus could potentially 
yield large gains for students who may be unsure about continuing with their college education.   




































Yes 2.7015 93.7% 
 
It is important to see how the variables affect students at different levels in general, but 
there is also much to be known by investigating how a more defined student can be affected.  To 
do this, four students have been created representing an average student from different 
demographics.  These students are Mark, an average Caucasian male (CM), Margaret, an average 
Caucasian female (CF), Joe, an average African-American male (AAM), and Jordan, an average 




and Margaret have very similar variable values, as do Joe and Jordan.  However, there are large 
differences between the two ethnicities.  This is most obvious in the financial indicators.  On 
average, EFC is considerably higher for Caucasian students than for African-American students.  
The majority of African-American students also receive grants, but this value does not place 
overall financial levels on equal footing. Unless otherwise stated, these students are assumed to 
come from St. Cloud, MN.   
Table 6: Variable Values for Four Average Students 
  Mark Margaret Joe Jordan 
Demographic CM CF AAM AAF 
HS_GPA_4_Scale 3.06 3.22 2.91 3.00 
HS_ClassPercentage  51% 58% 50% 53% 
ACT_Composite 22 21 19 18 
AppDaysBeforeTerm 230 240 189 187 
1st_Term_TermAttCredits 15 15 14 14 
Grant 0 0 $3,190 $3,052 
Scholarship 0 0 0 0 
Loan $4,190 $4,282 $3,165 $3,320 
Workstudy 0 0 0 0 
EFC Total $15,698 $14,336 $4,358 $6,462 
1st_Term_OnCampus Yes Yes Yes Yes 
1st_Term_Major_Intended Yes Yes Yes Yes 
IsFirstGeneration No No No No 
IsHonors No No No No 
IsACE No No No No 
IsFYX No No No No 
 
It is important to note that Jordan has an EFC Total of $6,642.  This value means she is 
not considered to have an EFC hardship.  The examples in this thesis reflect this.  A majority of 
African-American females do qualify for the EFC Hardship, meaning their EFC total is less than 
$6,000.  To put this in perspective with regards to Jordan, if she was in the EFC Hardship 




these examples.  This holds true for Mark and Margaret as well.  Joe is already considered to 
have an EFC hardship, but if he did not, he would see almost an 8 percentage point increase in 
his expected retention probability.  In fact, the EFC Hardship coefficient is the same magnitude 
as the on campus coefficient, described below, except it has a negative effect instead of positive. 
The positive results in living on campus for different levels of retention (Table 5) are also 
seen for the four average students.  Refer to Table 7 for retention probabilities of the students 
living on campus (control) and off campus.  If Mark lived on campus in his first semester, he is 
estimated to have a 69.3 percent chance of remaining in his third semester.  If Mark instead 
chose to live off campus for his first semester, he is estimated to only have a 61.8 percent chance 
of remaining for his third semester.   Living on campus has a 7.5 percentage point increase in his 
estimated probability of being retained.  Repeating the same exercise for Margaret, Joe, and 
Jordan shows a 7.6, 7.9, and 7.5 percentage point increase in retention probability, respectively.  
Each of these values correspond to about an 11 percent increase in retention rate for Mark, 
Margaret, and Jordan with Joe showing a 12 percent increase. 
Table 7: Pre 1st On Campus Retention Probabilities for Average Students 
 Control Off Campus Difference 
Mark 69.3% 61.8% 7.5% Points 
Margaret 69.3% 61.7% 7.6% Points 
Joe 65.5% 57.6% 7.9% Points 
Jordan 70.3% 62.8% 7.5% Points 
 
Students taking part in SCSU-sponsored programs to help the student adjust to college 
life are positively correlated with remaining at SCSU for their third semester.  One such program 
is the First Year Experience (FYX) program.  FYX students are expected to remain enrolled for 




college life by meeting regularly with an orientation leader who can help solve problems or 
answer questions the student may have.  The four average example students are not considered to 
participate in the FYX program.  If they did, positive changes are expected to be seen.  Refer to 
Table 8 for retention probabilities if the students did and did not participate in the FYX program.  
Mark would have a 3.4 percentage point increase in his expected retention rate.  Margaret is very 
similar with a 3.3 percentage point increase.  Joe is expected to have the largest improvement of 
3.6 percentage points while Jordan would see an improvement of 3.2 percentage points.  The 
FYX program has positive benefits on student retention rates.  Increased student involvement in 
this program is recommended, keeping program costs in mind.  A cost-benefit analysis, which is 
out of the scope of this thesis, would be helpful in determining the appropriate level of student 
involvement. 
Table 8: Pre 1st FYX Retention Probabilities for Average Students 
  Control FYX Difference 
Mark 69.3% 72.7% 3.4% Points 
Margaret 69.3% 72.6% 3.3% Points 
Joe 65.5% 69.1% 3.6% Points 
Jordan 70.3% 73.5% 3.2% Points 
 
Another program is the ACE program, previously called DGS.  This program is designed 
to accept students who would not typically be admitted.  They receive extra advising and also 
enroll in courses created specifically to help them succeed in their studies.  Depending on their 
progress, there are additional classes these students can also enroll in to further help their rate of 
success.  The four example students have the high school academic credentials to be accepted 
into SCSU without question.  For this ACE example, their ACT, High School GPA, and High 




demographic.  Table 9 indicates the student’s assumed high school academic achievement along 
with their associated retention probabilities for taking part in the ACE program and being 
accepted to SCSU without the ACE program.  Mark’s lowered academic background would give 
him an estimated retention probability of 62.7%.  The ACE program increases this to 72.4%, a 
9.7 percentage point increase.  Jordan is also estimated to have a 9.7 percentage point increase 
due to the ACE program with similar retention rates as Mark.  Margaret’s and Joe’s retention 
probabilities are expected to increase by 10.1 and 10.2 percentage points, respectively. 
Table 9: Academic Assumptions and ACE Probabilities 









Mark 2.73 34% 20 62.7% 72.4% 9.7% Points 
Margaret 2.82 36% 19 60.3% 70.4% 10.1% Points 
Joe 2.63 34% 18 59.2% 69.4% 10.2% Points 
Jordan 2.66 36% 18 62.9% 72.6% 9.7% Points 
 
Improvements seen by students taking part in the ACE program are impressive.  This 
program is specifically designed for students of a particular ability.  It would not be beneficial 
for students with high academic backgrounds, as they already know how to succeed 
academically.  The academic threshold for the ACE program could be increased slightly to allow 
for more students to enter into the program.  These new students would need to be watched to 
determine if the program is providing appropriate benefit. 
Success in high school is often associated with success in college.  Having a greater high 
school GPA and class percentage was found to be positively correlated with third-term retention.  
Interestingly, ACT composite score has a negative correlation.  Assuming the ACT is a good 




the student’s intelligence.  Whether or not the student is diligent in her studies may be a better 
indicator.  This can be seen through the work the student put into attaining a strong high school 
GPA.  Another significant and positively correlated variable is Credits_before_1st_Term.  
Students who put in the effort to attain college credit before they begin college are associated 
with higher retention rates.  These are credits achieved through AP coursework or PSEO classes 
and are not acquired as transfer credits from other universities.  This variable’s coefficient has 
one of the largest magnitudes of the nominal variables in the model. 
Students coming to SCSU from an area with a significantly greater or lesser population 
than St. Cloud are negatively associated with being retained.  This could be attributed to personal 
tastes, as these students may be used to the lifestyle or activities offered in significantly smaller 
or larger populated areas.   
The six MNSCU indicator variables have interesting results.  A student having a home 
address closer to a substitutable university would be thought to have a negative relationship with 
retention rates; however, regression results are inconsistent with this idea.  The coefficients for 
students closer to Bemidji and Moorhead are likely not significantly different from zero and were 
dropped in the reduced model.  As mentioned before, this could be a result of the low number of 
students falling into these two indicator variable categories.  The indicator variables for being 
closer to Southwest and Winona are negative.  Students in these categories are predicted to be 
less likely to enroll for their third semester.  Southwest, as the name implies, is located in the 
southwestern portion of Minnesota.  The distance between Southwest and SCSU is about 130 
miles.  Depending on the student’s location between SCSU and Southwest, there could be 




about 60 miles from Southwest, which could offer also offer savings in distance as well as tuition 
at a reciprocity rate.  Winona State University, located in the southeastern portion of Minnesota, 
is about 200 miles from SCSU.  Students with a home location closer to Winona than to SCSU 
are most likely traveling through the Twin Cities to get to SCSU, which offers other university 
alternatives besides Winona itself. 
The indicator variables for being closer to Metropolitan and Mankato are both positive, 
indicating those students are more likely to be retained for their third semester at SCSU.  The 
coefficient on Metropolitan is about half the magnitude of the next smallest MNSCU indicator, 
the Mankato indicator coefficient.  One reason a positive coefficient is seen may be that these 
two indicators have the largest proportion of students from the sample included.  Respectively, 
60% and 31% of the students in the sample had their hometown closer to Metropolitan and 
Mankato.  As a result, there could be omitted variable bias in these two variables.  Regardless, 
there is a significant and positive relationship with the students represented by the indicator 
variables and third-term retention rate.  Another reason could be that with the majority of the 
students being closer to Metropolitan than SCSU, those students are likely to be from the Twin 
Cities area.  Since the Twin Cities lie in such close proximity to SCSU, there is likely little 
estimation error when determining the costs associated with attending SCSU.  Because of this, 
these students may not have any reason to change their mind about their original decision to 
attend SCSU.  This could also carry over to students whose hometowns are closer to Mankato.  
These students closer to Mankato may have more accurate estimates regarding the long-term 




As previously stated, the distance variable is negatively correlated with the third-term 
retention rate.  Given varying distances, the coefficient for distance in the link function of the 
regression will produce an s-shaped curve for the probability of being retained, ceteris paribus.  
Figure 2 shows seven different students at varying levels of expected retention rates.  With this 

































Distance to SCSU (Miles)
Estimated 3rd Semester Retention Rate vs Distance to 
SCSU by Student
Student 1 Student 2 Student 3 Student 4




Further detail on the changing retention probability can be seen in Table 10.  This table 
shows four of the seven example students from Figure 2.  Due to the curve, more prominent 
changes are seen within the first 30 miles, with changes lessening as distance increases.  The 
magnitude of change is also greater for those students in the middle range for likelihood of being 
retained.  Student 1 from the table has a low predicted retention rate.  That retention rate 
decreases by 7.1 percentage points if the student’s hometown is 120 miles from SCSU instead of 
0.  Student 3 is in the middle range of probability.  There is a 10.0 percentage point decrease with 
the same change in distance.  Student 5 is in the higher retention range and there is an 8.3 
percentage point decrease.  Student 7 has a high expected rate of retention and there is only a 
decline in 1.5 percentage points when comparing the same distance change from 0 to 120 miles 






























0 26.7%     
30 22.9% -3.7% -14.0% 
60 21.5% -1.4% -6.3% 
90 20.5% -1.1% -4.9% 
120 19.6% -0.9% -4.2% 
150 18.9% -0.7% -3.8% 
180 18.2% -0.6% -3.4% 
Student 
3 
0 55.6%     
30 50.6% -5.0% -9.0% 
60 48.6% -2.1% -4.1% 
90 47.0% -1.6% -3.3% 
120 45.6% -1.3% -2.8% 
150 44.5% -1.2% -2.6% 
180 43.4% -1.1% -2.4% 
Student 
5 
0 74.6%     
30 70.6% -4.0% -5.3% 
60 68.9% -1.8% -2.5% 
90 67.5% -1.4% -2.0% 
120 66.3% -1.2% -1.8% 
150 65.2% -1.1% -1.6% 
180 64.2% -1.0% -1.5% 
Student 
7 
0 96.9%     
30 96.2% -0.7% -0.7% 
60 95.9% -0.3% -0.3% 
90 95.7% -0.3% -0.3% 
120 95.4% -0.2% -0.2% 
150 95.2% -0.2% -0.2% 





The estimation above is calculated only from changing the distance from SCSU variable.  
This shows the effect of varying distances on a broad spectrum of students based on their 
retention probability. The MNSCU indicators are indirectly related to the distance variable.  The 
further a student is from St. Cloud, the more likely she is closer to a substitutable university, 
which could have varying effects on her overall retention probability depending on the direction 
associated with the distance. 
Using the four examples students, Mark, Margaret, Joe, and Jordan, the effect of distance 
can be seen on average students.  Table 11 below shows the retention probabilities for each 
example student, given different home cities.  Depending on the home city used, other variables 
besides distance may need to be changed.  Depending on the direction, the indicator variables for 
being closer to a substitutable MNSCU university may be used.  Also, if the city is very large or 
small, the large or small zip code population indicators could come into play.  Students may also 
lose reciprocity status if their city is not in MN, WI, ND, or SD. 








Mark 69.3% 66.6% 55.7% 61.8% 
Margaret 69.3% 66.6% 55.6% 61.8% 
Joe 65.5% 62.6% 51.4% 57.6% 
Jordan 70.3% 67.6% 56.8% 62.8% 
 
If these students came from Maple Grove, their distance from St. Cloud would increase to 
45 miles and they would activate the indicator variable for being closer to Metropolitan State 




points in their retention probability and Joe would see a 2.9 percentage point decrease compared 
to their St. Cloud probabilities.   
St. Paul is 67 miles from St. Cloud, which is not much further than Maple Grove.  
Coming from St. Paul, the students would also activate the indicator variable for Metropolitan 
State University.  One large difference is that St Paul’s zip code population is 54,296, which 
activates the large population zip code indicator variable.  Its coefficient is -.205, which has a 
tremendous effect on the estimates.  Without the effect of this variable, the above St. Paul 
probabilities would be roughly 10 percentage points greater for each student.  This is a good 
example showing how interconnected some of these variables are when looking at real world 
applications. 
Eau Claire, Wisconsin is 138 miles from St. Cloud.  If the students came from here, they 
would also be closer to Metropolitan, Winona, and Mankato state university.  Despite being from 
Wisconsin, they would still maintain their reciprocity status.  Their probabilities continue to 
decrease due to the increased distance from St. Cloud. 
The third and fourth logistic regression models use variables SCSU had access to after 
the completion of the student’s first semester.  There are full and reduced versions of this, with 
reduced model variables chosen in the same manner as in the pre 1st model.  One slight exception 
will be discussed later.  The 1st semester model will use all of the variables from the pre 1st 
model except the 1st term attempted credits variable.  With the completion of the first semester, 
this variable will be updated to the 1st semester class completion ratio.  This is defined as the 




academic variables will also now be included due to their availability.  Refer to Table 24 for a 
full list of the variables used in the 1st semester model. 
The full 1st semester model includes 38 variables.  For those variables remaining in the 1st 
semester models from the pre 1st models, the same coefficient directions are seen.  Refer to Table 
12 for 1st semester full and reduced model results.  This is good from both consistency and 
intuition standpoints.  The 1st term completion rate variable as well as the four new variables 
available, 1st term GPA, 1st semester warning flag, 2nd term attempted credits, and a missing 
value indicator for not signing up for class 2nd term, are all significant at the 1% level.  These 
updated variables are very predictive on third-term retention, and a few of the significant 
variables in the pre 1st semester model are no longer significant. 
Table 12: 1st Semester Full and Reduced Model Results 
  
Full Reduced 
Coefficient Std. Error Coefficient Std. Error 
Intercept -3.890 a 0.6291 -4.070 a 0.5465 
Sqrt(DistanceFromSCSU) -0.037 b 0.0163 -0.033 b 0.0150 
IsCloser_Bemidji[1] -0.164 0.1589 -0.140 0.1197 
IsCloser_Metropolitan[1] 0.025 0.0621   
IsCloser_Moorhead[1] 0.068 0.1590   
IsCloser_Mankato[1] 0.080 0.0618 0.076 0.0592 
IsCloser_Southwest[1] -0.273 a 0.0981 -0.278 a 0.0906 
IsCloser_Winona[1] -0.155 c 0.0842 -0.158 c 0.0830 
Reciprocity[1] -0.366 c 0.2019 -0.349 c 0.1976 
Small_POP_Zip[1] -0.058 0.0583 -0.062 0.0571 
Big_pop_zip[1] -0.209 b 0.0878 -0.203 b 0.0865 
SOC[1] 0.101 0.0748 0.098 0.0726 
IsFemale[1] -0.084 c 0.0433 -0.082 c 0.0432 
IsFirstGeneration[1] -0.002 0.0622   




(Table 12 Continued) 
 
IsACE[1] 0.047 0.0597   
IsHonors[1] 0.061 0.1727   
IsFYX[1] 0.088 0.0615 0.090 0.0612 
AppDaysBeforeTerm 0.001 b 0.0006 0.001 b 0.0006 
EFC_Hardship[1] -0.030 0.0803   
EFC_Total_IsMissing[1] 0.030 0.0741   
GrantFlag[1] 0.118 0.0755 0.092 c 0.0470 
ScholarshipFlag[1] 0.044 0.0541 0.050 0.0532 
WorkStudyFlag[1] -0.103 0.0709 -0.105 0.0704 
LoanFlag[1] -0.119 b 0.0563 -0.132 a 0.0461 
HS_GPA_4Scale_MI_Zero 0.159 0.1758 0.214 c 0.1196 
HS_GPA_4Scale_isMissing[1] 0.176 0.3054 0.228 0.2321 
HS_Class_Percentage_MI_Zero 0.003 0.0041   
HS_Class_Percentage_IsMissing[1] 0.031 0.1232   
ACT_Composite_MI_Zero -0.015 0.0147 -0.017 0.0140 
ACT_Composite_isMissing[1] -0.318 c 0.1872 -0.342 c 0.1811 
1st_Term_OnCampus[1] 0.126 c 0.0649 0.136 b 0.0610 
1st_Term_Major_Intended[1] -0.069 0.0583 -0.073 0.0581 
1st_Term_Major_Undecided[1] -0.056 0.0593 -0.059 0.0591 
Credits_Before_1st_Term[1] 0.270 a 0.0719 0.269 a 0.0705 
1st_Term_TermGPA 0.225 a 0.0855 0.241 a 0.0842 
1st_Semester_WarningFlag[1] -0.455 a 0.0771 -0.450 a 0.0769 
1st_Term_TermCompletionRate 1.641 a 0.3031 1.639 a 0.3024 
2nd_Term_TermAttCredits_MI_Zero 0.090 a 0.0237 0.090 a 0.0237 
2nd_Term_No_Att_Credits[1] -1.242 a 0.2014 -1.243 a 0.2013 
Note:  An “a” indicates significance at the 1% level, “b” indicates significance at the 5% level, 
and “c” indicates significance at the 10% level in a two-tailed test. 
 
The reduced model dropped eight variables due to p-values greater than 0.5.  One other 
variable, high school class percentage, was excluded for a different reason.  High school class 
percentage works in combination with a high school class percentage missing indicator variable.  




likely not different than zero.  The missing values in the high school class percentage variable 
were imputed as zero.  By removing the missing indicator variable from the model while still 
including class percentage, the model would still calculate results as if the class percentage of 
those students was actually zero.  However, there would not be the missing indicator variable to 
pull significance of the missing values away from the coefficient of class percentage.  Because of 
potential bias, class percentage was also removed.  Had it been left in the model, the p-value 
would have been high for the class percentage coefficient, indicating it was not likely 
significantly different from zero. 
The variables added to the 1st semester models were all academically oriented.  Three are 
based on achievement from the student’s first semester and the other two are decisions the 
student made for her second semester.  The student’s first-term GPA is positively correlated with 
her retention rate.  This could be seen as an updated form of the two class percentage variables, 
as they are no longer significant.  A first-term completion rate variable replaced the first-term 
attempted credits variable.  Like the GPA variable, this also has a positive direction on retention.  
The final first-term academic variable is a 1st semester warning flag.  This variable indicates if a 
student is at risk for academic probation after the first term.  This variable has an expectedly 
significant negative effect on retention.  If the students in this category do not improve academic 
scores in their second semester, they may be placed on academic suspension and be prevented 
from attending SCSU for a full academic year.  In this case, these students would not be retained 
for their third semester. 
There were two second-term academic variables added to the 1st semester models.  One 




1st term attempted credits variable, students attempting more credits in their second semester are 
predicted to have higher retention rates.  Because there are some missing values in the 2nd term 
attempted credits variable, those values have been imputed as zero to prevent them from 
reducing the number of observations in the regression.  As a result, a missing value indicator 
variable was created to take into consideration the effects of the group of missing students on the 
model.  Students having a missing value for the 2nd semester attempted credits variable did not 
register for their second semester.  A small number of these students actually returned for their 
third semester, but the majority did not.  As expected, this variable is highly predictive as well as 
negatively related to third-term retention.  Removing these observations while running the 1st 
semester model was considered; however, results of the model including this group of students 
did not significantly change the coefficients of the other variables when compared to model 
results that excluded them. 
The FYX coefficient has a slightly larger magnitude when compared to the pre 1st model 
(.090 versus .081).  The effect is less pronounced on the four average students than in the pre 1st 
model. This is because the average students have higher probabilities for being retained.  Along 
with the updated information, an average student who has registered for second semester courses 
is much more likely to be retained for their third semester.  Refer to Table 13 for the student’s 
control and FYX probabilities.  Mark is expected to have a 2.3 percentage point increase in his 
retention probability due to the FYX program.  Margaret realizes a 2.0 percentage point increase, 
while Joe and Jordan see a 1.9 and 1.8 percentage point increase, respectively.  The pre 1st and 1st 





Table 13: 1st Semester Model Retention Probabilities for FYX on Average Students 
  Control FYX Difference 
Mark 84.1% 86.4% 2.3% Points 
Margaret 86.0% 88.0% 2.0% Points 
Joe 87.4% 89.3% 1.9% Points 
Jordan 87.5% 89.3% 1.8% Points 
 
One interesting development in the 1st semester model is that when controlling for the 
other variables used, there is no significant difference between a student being in the ACE 
program or not in regards to third term retention.  This seems disheartening, but many of the 
variables from the pre 1st model are much less significant in the 1st semester model because of 
the high significance of the new and updated academic indicators.  Filtering the sample to only 
include those students whose high school academics qualify them for the ACE program shows 
that there is a striking difference between the first semester GPA’s of those in the ACE program 
and those who are not.  ACE students have a 2.29 average 1st Semester GPA while their similar 
non-ACE counterparts have a 1.82 average GPA.  More research would be beneficial to 
determine if the increased GPA is due to the students receiving good grades in all of their 
courses or just the ACE-specific courses.  Regardless, the ACE program appears to have a 
positive effect on a student’s GPA, and GPA is a strongly positive indicator in third-term 
retention rates. 
By the beginning of a student’s second semester, it may seem as though SCSU does not 
have a lot of options for ways to improve retention for third semester.  Options like ACE, FYX, 
or living on campus have already been previously selected.  SCSU does have an idea of which 
students are at risk for attrition and what types of variables can be beneficial.  It may already be 




attrition and allows them to specifically talk with an advisor/mentor about their challenges.  This 
could give SCSU direct knowledge on what could help the student.  At the beginning of the 
second semester, the student does not intend to drop out or she would not have spent the money 
to sign up for classes.  If the problem is the student’s grades, perhaps she could drop a class and 
instead take a ACE-type course.  If the student is struggling financially, a scholarship or grade-
dependent scholarship could be offered for the next semester.  If the student is unable to 
transition to college life, she could participate in the FYX program, if she is not already in it.  It 
is also a possibility that the student has plans to transfer to another university next year.  In this 
case, the mentor could find out why the student does not want to stay at SCSU and offer 
suggestions to the student about the benefits of remaining at SCSU that the student may not have 
been aware of. 
All six of the indicator variables’ coefficient directions stayed the same.  Metropolitan 
and Moorhead were removed in the reduced 1st semester model due to high p-values.  One 
import aspect of the 1st semester model is that it includes several significant academically-related 
variables.  As stated previously, 60% of the sample fit in the Metropolitan indicator and it also 
had the smallest magnitude when compared to the other MNSCU indicators.  These new 
academic variables appear to have decreased the predictive power of the Metropolitan coefficient 
to a point where the 60% of the sample was not statistically different from the other 40% while 
controlling for the other variables. 
Understanding how variable coefficients can have an independent impact on the 
dependent variable is of incredible importance.  The question of whether or not the model works 




subsequent years to determine accuracy, but unfortunately additional holdout data is not 
available.  The training of the models was judged on validation data.  This validation data was 
not used in calculating specific coefficients, but was used to stop further iterations of model 
training.  This helped to prevent overfitting.  Using this validation data, statistical results can be 
run.  The results of the training data can help approximate the accuracy of the models.  Refer to 
Table 14 for model results. 
Table 14: Overall Model Results 
  
Pre 1st 1st Semester 
Full Reduced Full Reduced 
Chi-Squared 293 292 1,766 1,764 
Prob (Chi-Squared) <.0001 <.0001 <.0001 <.0001 
Entropy R-Squared 0.035 0.035 0.319 0.299 
Tjur R-Squared 0.052 0.052 0.369 0.370 
Area under ROC Curve 0.628 0.628 0.818 0.817 
Misclassification Rate 0.300 0.303 0.171 0.179 
Note: Chi-Squared values calculated from training data, all else from validation. 
A chi-squared test can be performed with a null hypothesis that the model with all of the 
coefficients is not significantly different compared to a restricted model that only contains the 
intercept term.  In all of the models, this is rejected at the 1% level and the coefficients are 
concluded to be significantly different from zero.  Entropy R-squared, also called McFadden’s 
Psuedo R-squared, can also be used to compare models.  In this case, R-squared is calculated on 
the validation data.  It is calculated as one minus the log-likelihood of the model divided by the 
log-likelihood of a model containing only the intercept term.  The interpretation shows a ratio of 
improvement between the full model and the intercept term model.  This is difficult to interpret 




from the pre 1st model results compared to the 1st semester model results.  This demonstrates that 
the accuracy of the model increases substantially with the addition of the 1st semester variables. 
Tjur R-squared values were also calculated.  This takes the average predicted probability 
of the students who were retained and subtracts the average predicted probability of the students 
who were not retained.  This shows how accurate the model is in application.  An accurate model 
would give a larger value, signifying that it correctly identifies those students not returning by 
predicting a lower probability of being retained.  These values were calculated using only the 
validation data.  The pre 1st semester model shows a six percentage point difference in the 
averages.  This value is not exceptionally large, but it does indicate an overall difference in those 
students being retained vs not being retained.  The 1st semester model becomes considerably 
more accurate with a 38 percentage point difference between the predicted probabilities of those 
retained vs not retained.  There is a large difference between those retained and not, as well as a 
32 percentage point increase between the pre 1st and 1st semester model. 
Misclassification rates can also be used to check model accuracy.  This shows how often 
the model is incorrect in its retention prediction.  Refer to Table 15 for the confusion matrices 
used to calculate the misclassification rates.  The reduced pre 1st validation data has about a 30% 
misclassification rate, meaning 30% of the time the model incorrectly calculated the likelihood 
of being retained.  The validation data for the 1st semester reduced model had an 18% 











Predicted 3rd term 
Return 
Yes No 
Yes 1,281 51 




Predicted 3rd term 
Return 
Yes No 
Yes 1,257 75 
No 270 321 
Pre 1st reduced validation 1st semester reduced validation 
 
Bootstrap Forest 
 The bootstrap forest was another regression method used.  This method runs many 
decision trees and averages the results together.  Each individual tree has a smaller, randomly 
chosen subset of the variables to use in estimation.  This randomness can allow important 
connections that may have otherwise been ignored due to the presence of one or several very 
dominant variables in a typical regression.  Due to the random selection of variables in each tree, 
multiple runs of the bootstrap forest using the same options produce different results.  Because 
all of the trees are averaged to produce the final results, multiple runs tend to converge on similar 
final results if enough trees are used.  Although multiple runs are slightly different, they often 
produce very similar results. 
 The pre 1st semester full model variables were used, with the only change being that the 
Distance_From_SCSU variable was not transformed via square root.  This transformation is not 
necessary because the tree model looks at the continuous variable in an ordinal manner.  Taking 
the square root will not change this original order.  There is also little concern in removing 
variables that will not add significance to the model.  If such a variable exists, the model simply 
will not use it to split on.  The assumption here is that the number of terms sampled per split is 




variables that will not add to the model.  In the event it causes an inaccurate split, it will not 
likely have an effect on the overall model since the results are the average of several hundred 
splits on about 100 different trees. 
 The bootstrap forest model was run using eight terms sampled per split and allowing up 
to 100 trees.  Early stopping was allowed if the validation data did not become more accurate 
with additional trees.  These regressions were also run with more trees as well as different terms 
sampled per split, but model results were not drastically improved.  The number of splits per tree 
was set to cap at 10 in the lower threshold and 2,000 for the upper threshold.  Trees typically 
contained about 500 splits each in application.  The model validation statistics were very similar 
to the logistic regression model.  Refer to Table 25 for pre 1st bootstrap forest model results.  R-
squared, misclassification rates, and receiver operating characteristic (ROC curve) were very 
similar.  The Tjur R-squared was slightly better in the logistic regression.  Looking at the G-
squared results for each variable, a measure of how much importance is placed in each variable 
for the overall model result, the most used variables lined up fairly well with variables receiving 
small p-values in the logistic regression.  Table 16 shows the top five variables used in the model 
according to the G-squared results. 
Table 16: Pre 1st Bootstrap Forest Top 5 Most Important Variables 
Term G-squared Portion 
HS_GPA_4Scale_MI_Zero 137.5 0.142 
AppDaysBeforeTerm 118.8 0.123 
HS_Class_Percentage_MI_Zero 95.6 0.099 
DistanceFromSCSU 87.4 0.090 





The top four variables were significant at the 1% level in the logistic regression.  The 
fifth variable, ACT score, was included in the reduced logistic model but was not significant at 
the 10% level.  Because tree models split each variable in an ordinal manner and there are no 
students who received a zero act score, the information in the ACT missing indicator variable is 
perfectly contained in the ACT score variable.  In the reduced logistic regression the ACT 
missing indicator variable was significant at the 5% level.  It also had the second largest 
coefficient magnitude.  Even though the bootstrap forest model calculates results in a different 
manner, closer investigation shows it agrees fairly well with the results seen in the logistic 
regression.  Refer to Table 26 in the appendix for the expanded G-squared table. 
 Another bootstrap forest model was run using the full 1st semester variables.  Refer to 
Table 25 for 1st semester bootstrap forest JMP results.  Options selected were similar to the pre 
1st bootstrap forest model.  Again, Distance_From_SCSU was not transformed via square root.  
Since there are four more variables in the 1st semester model (38 vs 34), the number of trees 
allowed was increased to 150.  As before, several forests were run to make sure the options 
selected produced the best results. 
 A large improvement in the model results was seen compared to the pre 1st model.  In 
comparing the 1st semester model bootstrap forest versus the logistic model, similar results were 
again seen.  R-squared values, misclassification rates, and the ROC curve were almost the same.  
This time, model validation results may be slightly better in the bootstrap forest, but the 
difference is miniscule.   
Table 17 shows the top five variables in terms of their G-squared.  These are all 




also the new variables that were added to the 1st semester model due to their availability.  Similar 
to the logistic model, these new variables add a considerable amount of accuracy to the 1st 
semester model compared to the pre 1st model.  Refer to Table 27 in the appendix for the 
expanded G-squared table. 
Table 17: 1st Semester Bootstrap Forest Top 5 Most Important Variables 
Term G-squared Portion 
1st_Term_TermGPA 387.3 0.212 
2nd_Term_TermAttCredits_MI_Zero 370.9 0.203 
2nd_Term_No_Att_Credits 201.7 0.110 
1st_Semester_WarningFlag 110.9 0.061 
1st_Term_TermCompletionRate 109.2 0.060 
 
Boosted Tree 
In addition to the bootstrap forest, boosted tree models were run.  Whereas the bootstrap 
forest is derived from averaging many trees, the boosted tree focuses on one tree and iteratively 
makes it more accurate via the previous tree’s error terms.  There is no randomness with the 
boosted tree, so multiple runs with the same options will yield the same results.  Pertinent 
options chosen were the number of layers, or subsequent iterations of the tree.  This was set at 
150, but early stopping was selected in case the results of the validation converged.  Varying 
levels of splits per tree were run, with three splits in the pre 1st model and five splits in the 1st 
semester model yielding the best results.  This indicates exactly the number of splits in each 
layer of the tree.  Minimum split size was also set to five, indicating a variable could not be split 
with less than five observations in any leaf. 
The pre 1st model, using the same variables as described in the bootstrap forest, had 




boosted tree results.  The boosted tree overfit the model much less than the bootstrap forest.  The 
top five variables in terms of G-squared in the boosted tree, seen in Table 18, were varied – the 
large population indicator, being closer to Southwest, ACT score, being closer to Winona, and 
high school GPA.  This created a heterogeneous mixture of hometown demographics and 
academically-related variables driving the results.  The main variable of interest, distance from 
SCSU, was found towards the bottom of the boosted tree variable importance list, whereas it was 
the fourth most important variable in the bootstrap forest.  The ACT and high school GPA 
variables were found in the top five of the pre 1st bootstrap forest model, but the large 
population, Winona, and Southwest indicators were found towards the bottom of the bootstrap 
forest list.  It is interesting to see the differences in variable importance between models, yet both 
give roughly the same results.  Regardless of their differences, the top five variables in both tree 
models show significance in the logistic model.  Refer to Table 28 in the appendix for the 
expanded variable importance. 
Table 18: Pre 1st Boosted Tree Top 5 Most Important Variables 
Term G-squared Portion 
Big_pop_zip 119,543 0.086 
IsCloser_Southwest 112,373 0.081 
ACT_Composite_MI_Zero 90,474 0.065 
IsCloser_Winona 84,235 0.061 
HS_GPA_4Scale_MI_Zero 79,402 0.057 
 
The boosted tree using the 1st semester variables again showed drastic gains compared to 
the pre 1st model.  Refer to Table 25 for 1st semester boosted tree results.  Model statistics such 
as R-squared, misclassification rates, and ROC curve are all better in the boosted tree than in 




where any of the three methods could be used to calculate retention on other samples.  If more 
data were available, test or holdout data would be an interesting way to determine continued 
model accuracy. 
With the addition of the new variables in the 1st semester model, changes are seen in the 
top five most important variables.  This is shown in Table 19.  The ACT score and large 
population indicator are still in the top five, but the other three from the pre 1st model have been 
pushed out by three of the new academic variables.  This is not to say the other two new 
variables are not important.  If the list were to be expanded to the top ten, those two new 
variables would be seen.  The entire variable importance list can be seen from Table 29 in the 
appendix. 
Table 19: 1st Semester Boosted Tree Top 5 Most Important Variables 
Term G-squared Portion 
2nd_Term_TermAttCredits_MI_Zero 58,380 0.092 
ACT_Composite_isMissing 52,987 0.083 
Big_pop_zip 46,049 0.072 
1st_Term_TermGPA 44,493 0.070 
1st_Term_TermCompletionRate 42,607 0.067 
 
 Tree models are not known for their ability to give easily interpretable and specific 
variable results.  Rather, they are known for their overall accuracy.  They also can indicate which 
variables were important in the decision process of determining the model.  Although important 
variables can be identified, they lack a constant directionality for all students.  The model results 
from both tree models have been shown to be similar to the logistic regression, which does give 
interpretable variable results. Further, many of the variables deemed important in the tree models 




In determining third-term retention rates, all three models could be used.  In determining specific 
actions students should take or warning indicators SCSU should be watching for, the logistic 
model should be called upon.  The tree models did indicate which variables are important in 
determining third term retention.  Before a student comes to SCSU, high school academics along 
with gravity-based variables like distance, hometown size, and substitutable colleges are 
deciding factors.  By the start of a student’s second semester, academic variables from their first 
semester are incredibly important. 
Chapter 6: Conclusion 
 An educated population is desirable for any modern society.  To a great extent, college 
plays a role in the education process.  Students use this time to grow into adulthood, and they can 
learn specialized skills that allow them to be competitive in the workforce.  Without a doubt, a 
college education can substantially increase lifetime earnings.  For those students with a desire to 
attain a college degree, there is only one worse scenario than not attending college - attending 
college and leaving without receiving a degree.  In the latter situation, students lose the signaling 
effect of a degree and may also subject themselves to a considerable amount of debt in the form 
of student loans.  A young person with student loan debt and no degree to show for it is in a 
terrible position to begin their working career. 
This thesis investigated some causal factors for student retention.  The primary focus was 
using distance as a proxy for added costs associated with attending college.  The idea of gravity, 
or the pull the students have to return home, is important in understanding the significant and 




Using logistic regression, it was determined that distance plays a significant role in 
explaining student retention for students who have yet to start college as well as students who 
have completed their first semester.  This was done while controlling for basic demographics 
about the student, substitutable universities, home population, previous and current academic 
performance, financial status, and college-related financial assistance.   
Due to the s-shaped curve from the logistic regression, a single fixed value cannot be 
placed on all students showing the effect of distance.  The relationship is negative and specific 
examples were shown previously.  In general, a 1 to 7 percentage point increase in third term 
retention can be seen when comparing a student from St. Cloud to an identical student who has a 
hometown 60 miles from St. Cloud, ceteris paribus.  Students identified as average or slightly 
below average in the retention probability range will see the largest increases. 
Other gravity-based variables can also have an effect on students.  Coming from a 
hometown with a zip code population over 42,000 had a large decrease in estimated retention 
probabilities from students before their first semester as well as after their first semester.  These 
students are estimated to have about a 10 percentage point decrease in their third-term retention 
rate.  In both term models, students whose hometowns are closer to Mankato State University 
than SCSU saw an increase in their retention rates while students whose hometowns were closer 
to Southwest State University and Winona State University saw a decrease.  It is important to 
remember that these gravity-based variables are all indirectly related to each other.  For example, 
a student could be closer to both Mankato State University and Winona State University and 





Before a student starts her first semester, there are several recommendations SCSU can 
make to help improve this student’s chance of remaining at SCSU for her third semester.  If the 
student qualifies for the ACE program, there should be no reason to not have this student 
participate in the program.  The four average students qualifying for ACE and from different 
demographics saw a 9.7-10.2 percentage point increase in their retention probabilities due to the 
ACE program.  Given this estimated retention payoff, further research should be completed to 
determine the benefits of expanding the program to students who surpass the ACE thresholds but 
still come from an academically disadvantaged background. 
The best recommendation SCSU can make that applies to all students is living on 
campus.  The benefit of this is the same magnitude as the ACE program, about a 10 percentage 
point increase.  Since housing is a necessity, choosing to live on campus and picking up the 
retention benefits of doing so is a great help to a student’s retention rate.  One exception to this 
rule could be if students are from the St Cloud area and are choosing to live with their parents for 
monetary reasons or otherwise.  The models in this thesis do not differentiate between students 
living off campus versus students living off campus with their parents.  This could be an 
interesting area of further research if a sample of appropriate size could be obtained.  In cases 
where a student wants to live off campus, the models from this thesis could be run to determine 
where the student’s retention probability stands in both situations. 
SCSU could also recommend students to take part in the FYX program.  Before their first 
semester, the average students from different demographics saw a 3.2-3.6 percentage point 
increase in their retention probabilities by taking part in this program.  This is not a large 




Bootstrap forest and boosted tree regressions were also run to compare overall model 
results.  Although they lack specific, interpretable variable results, they can indicate the 
importance of specific variables in their regressions.  The importance of variables like ACE, 
ACT score, High School GPA, distance from SCSU, and being from a large population zip code 
can be seen in the tree models as being important factors in student retention before the first 
semester.  After the first semester, variables dealing with the academic achievement of the 
student in their first semester are very important indicators in third term student retention.  These 
important variables can also be seen as having significance in the logistic models.  The tree 
models are known for producing accurate models.  This provides a good baseline to rate the 
logistic regression against, from which one can see how specific variables will affect the third-
term retention rate.  Overall, all three models produce similar results.  The boosted tree model 
may be slightly better at predicting third-term retention from the first semester standpoint, but 
this is not definitively proven. 
Further data to test these models would be helpful in the long-term reliability and 
accuracy of the models.  However, the models are in a position to be used in an applied manner.  
They can help solve the problem of identification.  The next step is to create an initiative or 
program to make use of these results.  Ideally, students who are at risk should be identified, 
placed in groups with one being a control, and given incentives to remain enrolled.  The groups 
should be rigorously tested for significant differences between their third-term retention rates.  
With enough data, a value-added model could be created to estimate how incentives can change 




Having a better understanding of the driving factors behind student retention is very 
important for both students and schools.  Schools can benefit by offering assistance to at-risk 
students, and students being selected for assistance may be more likely to obtain a college 
degree.  The identification of these students can potentially lead to policy changes aimed at 
improving the areas responsible for losing students.  If a student is identified as at-risk and 
lacking in financial ability, a small scholarship or grant may be enough to keep the student in 
school.  As previously stated in the case of academics, having these students take part in the 
ACE program, FYX, or even another program designed for these at-risk students could be the 
push they need to be successful in the classroom.  If they can be identified, offered assistance, 
and proceed to graduate, these students are in a better position to begin their career and move on 
with their lives.  SCSU is also in a position to gain.  If the school successfully helps a student 
who would have left, it gains an alumnus.  This translates to an increased graduation rate and 
also benefits the school by receiving the student’s continued tuition.  If the student still leaves, 
SCSU loses the cost of the attempted intervention, but gains the affirmation of being able to 
identify at-risk students.  In either situation, SCSU has the knowledge that it is attempting to help 
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  Table 20: Variable Definitions 
3rd_Term_Returned_Flag 
Indicator variable.  Indicates if the student 
enrolled at SCSU for his/her 3rd semester. 
Distance_From_SCSU 
Distance in miles, calculated using zip code of 
the student’s hometown (or high school zip 
code), from SCSU. 
IsCloser_Bemidji 
Indicator variable.  Indicates if student’s 
home zip code is closer to Bemidji State 
University than SCSU. 
IsCloser_Metropolitan 
Indicator variable.  Indicates if student’s 
home zip code is closer to Metropolitan State 
University than SCSU. 
IsCloser_Moorhead 
Indicator variable.  Indicates if student’s 
home zip code is closer to Minnesota State 
University Moorhead than SCSU. 
IsCloser_Mankato 
Indicator variable.  Indicates if student’s 
home zip code is closer to Minnesota State 
University Mankato than SCSU. 
IsCloser_Southwest 
Indicator variable.  Indicates if student’s 
home zip code is closer to Southwest 
Minnesota State University than SCSU. 
IsCloser_Winona 
Indicator variable.  Indicates if student’s 
home zip code is closer to Winona State 
University than SCSU. 
Reciprocity 
Indicator variable.  Indicates if the student 
received in-state tuition rate. 
Small_POP_Zip 
Indicator variable.  Indicates if student’s 
home zip code population is less than or 
equal to 5,500. 
Big_pop_zip 
Indicator variable.  Indicates if student’s 
home zip code population is greater than or 
equal to 42,000. 
SOC 
Indicator variable.  Indicates if students is 
non-white. 
IsFemale 
Indicator variable.  Indicates if student is 
female. 
IsFirstGeneration 
Indicator variable.  Indicates if student is the 





(Table 20 Continued) 
 
IsACE 
Indicator variable.  Indicates if student is 
enrolled in the Academic Collegiate 
Excellence program.  This program was 
entitled the Division of General Studies (DGS) 
prior to Fall 2013. 
IsHonors 
Indicator variable.  Indicates if student is 
enrolled in the honors program. 
IsFYX 
Indicator variable.  Indicates if student is 
enrolled in the first year experience program. 
AppDaysBeforeTerm 
Number of days between when the student 
applied for SCSU and the semester started. 
EFC_Hardship 
Indicator variable.  Indicates if expected 
family contribution from FAFSA is 0 through 
$6,000. 
EFC_Total_IsMissing 
Indicator variable.  Indicates if a student’s EFC 
value was missing. 
GrantFlag 
Indicator variable.  Indicates if student 
received a grant. 
ScholarshipFlag 
Indicator variable.  Indicates if student 
received a scholarship. 
WorkStudyFlag 
Indicator variable.  Indicates if student was 
involved in work study program. 
LoanFlag 
Indicator variable.  Indicates if the student 
received a loan. 
HS_GPA_4Scale_MI_Zero 
Shows the student’s high school grade point 
average on a 4.0 scale.  Missing values are 
imputed as zero. 
HS_GPA_4Scale_isMissing 
Indicator variable.  Indicates if a student had a 
missing value for HS_GPA_4Scale_MI_Zero. 
HS_Class_Percentage_MI_Zero 
Shows the student’s high school class 
percentage.  Missing values are imputed as 
zero. 
HS_Class_Percentage_IsMissing 
Indicator variable.  Indicates if a student had a 
missing value for 
HS_Class_Percentage_MI_Zero. 
ACT_Composite_MI_Zero 
Shows the student’s ACT composite score.  





(Table 20 Continued) 
 
ACT_Composite_isMissing 
Indicator variable.  Indicates if a student had a 
missing value for ACT_Composite_MI_Zero. 
1st_Term_OnCampus 
Indicator variable.  Indicates if the student 
lived on campus for his/her first semester. 
1st_Term_Major_Intended 
Indicator variable.  Indicates whether the 
student had an intended major as of his/her 
first semester. 
1st_Term_Major_Undecided 
Indicator variable.  Indicates whether the 
student was undecided on major as of his/her 
first semester. 
Credits_Before_1st_Term 
Indicator variable.  Indicates if the student 
had non-transfer credits before his/her first 
semester. 
1st_Term_TermAttCredits 
Shows the number of credits the student 
attempted in his/her first semester. 
1st_Term_TermGPA 
Shows the student’s GPA from his/her first 
semester. 
1st_Semester_WarningFlag 
Indicator variable.  Indicates if the student is 
at risk for academic probation after his/her 
first semester. 
1st_Term_TermCompletionRate 
Shows the student’s credit completion rate 
after his/her first semester. 
2nd_Term_TermAttCredits_MI_Zero 
Shows the number of credits the student 
attempted in his/her second semester. 
2nd_Term_No_Att_Credits 
Indicator variable.  Indicates if the student 













Table 21: Yearly Tuition and Fees Rates 
Year In-State Out-of-State 
Fall 2006 5,722 11,630 
Fall 2007 5,955 12,097 
Fall 2008 6,147 12,474 
Fall 2009 6,330 13,845 
Fall 2010 6,660 14,594 
Fall 2011 7,105 14,400 
Fall 2012 7,286 14,928 
Fall 2013 7,333 14,976 
Note: 2006-11 values were attained from IPEDS (U.S. Department of Education Institute of 
Education Sciences, n.d.). 
2012-13 values were attained from the Tuition and Fees page in the finance section of the 























All Students (#) 4,436 1,973 
IsCloser_Bemidji 
Yes 3.0% 4.2% 
No 97.0% 95.8% 
IsCloser_Metropolitan 
Yes 60.1% 58.4% 
No 39.9% 41.6% 
IsCloser_Moorhead 
Yes 3.6% 4.8% 
No 96.4% 95.2% 
IsCloser_Mankato 
Yes 31.0% 31.5% 
No 69.0% 68.5% 
IsCloser_Southwest 
Yes 5.9% 7.7% 
No 94.1% 92.3% 
IsCloser_Winona 
Yes 12.6% 14.4% 
No 87.4% 85.6% 
Reciprocity 
Yes 98.1% 97.6% 
No 1.9% 2.4% 
Small_POP_Zip 
Yes 16.6% 18.3% 
No 83.4% 81.7% 
Big_pop_zip 
Yes 5.1% 6.5% 
No 94.9% 93.5% 
SOC 
Yes 10.8% 12.3% 
No 89.2% 87.7% 
IsFemale 
Yes 51.5% 51.5% 
No 48.5% 48.5% 
IsFirstGeneration 
Yes 13.4% 14.7% 
No 86.6% 85.3% 
IsACE 
Yes 26.4% 30.5% 
No 73.6% 69.5% 
IsHonors 
Yes 2.8% 1.1% 
No 97.2% 98.9% 
IsFYX 
Yes 15.6% 13.0% 
No 84.4% 87.0% 
EFC_Hardship 
Yes 31.0% 35.5% 
No 69.0% 64.5% 
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EFC_Total_IsMissing 
Yes 16.8% 13.4% 
No 83.2% 86.6% 
GrantFlag 
Yes 38.6% 39.5% 
No 61.4% 60.5% 
ScholarshipFlag 
Yes 25.2% 20.1% 
No 74.8% 79.9% 
WorkStudyFlag 
Yes 10.2% 9.6% 
No 89.8% 90.4% 
LoanFlag 
Yes 62.9% 68.3% 
No 37.1% 31.7% 
HS_GPA_4Scale_isMissing 
Yes 2.1% 2.2% 
No 97.9% 97.8% 
HS_Class_Percentage_IsMissing 
Yes 7.9% 8.5% 
No 92.1% 91.5% 
ACT_Composite_isMissing 
Yes 2.7% 4.1% 
No 97.3% 95.9% 
1st_Term_OnCampus 
Yes 81.2% 77.9% 
No 18.8% 22.1% 
1st_Term_Major_Intended 
Yes 42.8% 43.0% 
No 57.2% 57.0% 
1st_Term_Major_Undecided 
Yes 36.7% 40.3% 
No 63.3% 59.7% 
Credits_Before_1st_Term 
Yes 16.6% 11.3% 
No 83.4% 88.7% 
1st_Semester_WarningFlag 
Yes 10.5% 49.4% 
No 89.5% 50.6% 
2nd_Term_No_Att_Credits 
Yes 0.7% 34.0% 













All Students 4,436 1,973 
DistanceFromSCSU Mean 85.1 101.3 
AppDaysBeforeTerm Mean 235 218 
HS_GPA_4Scale_MI_Zero Mean 3.10 2.96 
HS_GPA_4_Scale (missing removed) 
Mean 3.16 3.02 
N 4,345 1,930 
HS_Class_Percentage_MI_Zero Mean 51.5% 45.8% 
HS_ClassPercentage (missing removed) 
Mean 55.9% 50.1% 
N 4,085 1,806 
ACT_Composite_MI_Zero Mean 20.3 20.0 
ACT_Composite (missing removed) 
Mean 20.9 20.8 
N 4,317 1,893 
1st_Term_TermAttCredits Mean 14.7 14.5 
1st_Term_TermGPA Mean 2.71 1.84 
1st_Term_TermCompletionRate Mean 93.0% 68.5% 






Table 24: Variables Used 


















































Table 25: Tree Regression Model Results 
  









Area under ROC Curve 0.62 0.62 0.81 0.82 
Entropy R-Square 0.0328 0.0305 0.3023 0.3141 
Tjur R-Square 0.0409 0.0357 0.3515 0.3729 
Misclassification Rate 0.3016 0.3079 0.1664 0.1706 
































Table 26: Pre 1st Bootstrap Forest Variable Importance 
Term G-squared Portion 
HS_GPA_4Scale_MI_Zero 137.5 0.142 
AppDaysBeforeTerm 118.8 0.123 
HS_Class_Percentage_MI_Zero 95.6 0.099 
DistanceFromSCSU 87.4 0.090 
ACT_Composite_MI_Zero 70.2 0.073 
1st_Term_TermAttCredits 53.3 0.055 
IsFemale 32.5 0.034 
1st_Term_Major_Intended 25.6 0.026 
1st_Term_Major_Undecided 24.2 0.025 
GrantFlag 23.8 0.025 
Credits_Before_1st_Term 22.0 0.023 
IsCloser_Metropolitan 21.4 0.022 
ScholarshipFlag 20.9 0.022 
LoanFlag 20.5 0.021 
IsACE 20.3 0.021 
IsCloser_Mankato 19.9 0.021 
EFC_Hardship 18.9 0.020 
1st_Term_OnCampus 18.5 0.019 
Small_POP_Zip 17.6 0.018 
IsFirstGeneration 15.8 0.016 
IsCloser_Winona 13.1 0.014 
SOC 12.8 0.013 
IsFYX 12.6 0.013 
EFC_Total_IsMissing 11.8 0.012 
WorkStudyFlag 10.5 0.011 
IsCloser_Southwest 8.3 0.009 
Big_pop_zip 7.4 0.008 
HS_Class_Percentage_IsMissing 6.5 0.007 
IsCloser_Moorhead 4.9 0.005 
ACT_Composite_isMissing 4.4 0.005 
IsCloser_Bemidji 4.2 0.004 
IsHonors 3.3 0.003 
HS_GPA_4Scale_isMissing 2.0 0.002 




Table 27: 1st Semester Bootstrap Forest Variable Importance 
Term G-squared Portion 
1st_Term_TermGPA 387.3 0.212 
2nd_Term_TermAttCredits_MI_Zero 370.9 0.203 
2nd_Term_No_Att_Credits 201.7 0.110 
1st_Semester_WarningFlag 110.9 0.061 
1st_Term_TermCompletionRate 109.2 0.060 
AppDaysBeforeTerm 77.2 0.042 
DistanceFromSCSU 71.9 0.039 
HS_GPA_4Scale_MI_Zero 67.2 0.037 
HS_Class_Percentage_MI_Zero 59.7 0.033 
ACT_Composite_MI_Zero 50.7 0.028 
IsFemale 25.5 0.014 
1st_Term_Major_Undecided 20.1 0.011 
GrantFlag 19.5 0.011 
1st_Term_Major_Intended 18.8 0.010 
Credits_Before_1st_Term 18.6 0.010 
LoanFlag 17.7 0.010 
IsCloser_Metropolitan 16.9 0.009 
IsACE 16.1 0.009 
EFC_Hardship 16.1 0.009 
IsCloser_Mankato 15.5 0.008 
1st_Term_OnCampus 13.8 0.008 
ScholarshipFlag 13.7 0.008 
IsFYX 13.6 0.007 
Small_POP_Zip 12.6 0.007 
EFC_Total_IsMissing 11.5 0.006 
IsFirstGeneration 11.5 0.006 
IsCloser_Winona 10.3 0.006 
SOC 9.1 0.005 
WorkStudyFlag 7.8 0.004 
IsCloser_Southwest 7.5 0.004 
HS_Class_Percentage_IsMissing 6.5 0.004 
Big_pop_zip 5.4 0.003 
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IsCloser_Moorhead 4.2 0.002 
IsCloser_Bemidji 3.5 0.002 
ACT_Composite_isMissing 2.6 0.001 
IsHonors 2.3 0.001 
Reciprocity 1.6 0.001 






































Table 28: Pre 1st Boosted Tree Variable Importance 
Term G-squared Portion 
Big_pop_zip 119,543 0.086 
IsCloser_Southwest 112,373 0.081 
ACT_Composite_MI_Zero 90,474 0.065 
IsCloser_Winona 84,235 0.061 
HS_GPA_4Scale_MI_Zero 79,402 0.057 
1st_Term_TermAttCredits 70,511 0.051 
Credits_Before_1st_Term 65,222 0.047 
IsCloser_Bemidji 64,897 0.047 
1st_Term_OnCampus 64,142 0.046 
ACT_Composite_isMissing 62,197 0.045 
ScholarshipFlag 58,052 0.042 
AppDaysBeforeTerm 57,840 0.042 
IsFemale 57,065 0.041 
LoanFlag 50,593 0.037 
Small_POP_Zip 47,965 0.035 
IsHonors 47,256 0.034 
IsFYX 44,168 0.032 
EFC_Total_IsMissing 38,362 0.028 
IsACE 27,308 0.020 
1st_Term_Major_Intended 21,751 0.016 
EFC_Hardship 21,099 0.015 
1st_Term_Major_Undecided 19,475 0.014 
HS_Class_Percentage_IsMissing 16,820 0.012 
GrantFlag 15,812 0.011 
SOC 11,580 0.008 
DistanceFromSCSU 8,974 0.007 
IsCloser_Metropolitan 6,981 0.005 
IsCloser_Mankato 6,658 0.005 
IsCloser_Moorhead 5,374 0.004 
WorkStudyFlag 5,329 0.004 
Reciprocity 3,052 0.002 
IsFirstGeneration 1,755 0.001 
HS_GPA_4Scale_isMissing 402 0.000 




Table 29: 1st Semester Boosted Tree Variable Importance 
Term G-squared Portion 
2nd_Term_TermAttCredits_MI_Zero 58,380 0.092 
ACT_Composite_isMissing 52,987 0.083 
Big_pop_zip 46,049 0.072 
1st_Term_TermGPA 44,493 0.070 
1st_Term_TermCompletionRate 42,607 0.067 
Credits_Before_1st_Term 36,990 0.058 
2nd_Term_No_Att_Credits 34,522 0.054 
LoanFlag 33,112 0.052 
IsCloser_Southwest 32,573 0.051 
1st_Semester_WarningFlag 31,768 0.050 
IsCloser_Bemidji 27,124 0.043 
HS_GPA_4Scale_MI_Zero 22,271 0.035 
IsFYX 21,920 0.034 
1st_Term_OnCampus 19,268 0.030 
AppDaysBeforeTerm 18,134 0.029 
DistanceFromSCSU 15,829 0.025 
HS_Class_Percentage_IsMissing 14,636 0.023 
ScholarshipFlag 13,770 0.022 
HS_Class_Percentage_MI_Zero 13,106 0.021 
Small_POP_Zip 11,095 0.017 
IsCloser_Winona 9,236 0.015 
IsCloser_Moorhead 8,765 0.014 
IsFemale 4,687 0.007 
1st_Term_Major_Undecided 4,177 0.007 
SOC 3,424 0.005 
WorkStudyFlag 2,760 0.004 
IsCloser_Mankato 2,418 0.004 
ACT_Composite_MI_Zero 2,285 0.004 
Reciprocity 1,767 0.003 
IsACE 1,695 0.003 
GrantFlag 1,151 0.002 
IsCloser_Metropolitan 1,114 0.002 
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IsFirstGeneration 1,049 0.002 
HS_GPA_4Scale_isMissing 697 0.001 
EFC_Hardship 586 0.001 
EFC_Total_IsMissing 470 0.001 
1st_Term_Major_Intended 207 0.000 
IsHonors 1 0.000 
 
Table 30: Stratified Training and Validation Statistics 
  
3rd Term Returned = 1 3rd Term Returned = 0 
Count Percent Count Percent 
Training 3,104 70.0% 1,382 70.0% 
Validation 1,332 30.0% 691 30.0% 
Total 4,436 100.00% 1,973 100.00% 
 
Table 31: Descriptive Statistics (6,409 sample size for all) 
Variables Mean Std. Dev. Median Min Max 
3rd_Term_Returned_Flag 0.69 0.46 1 0 1 
DistanceFromSCSU 90.05 183.40 55.4 0 3,873  
Sqrt(Distance_From_SCSU) 8.00 5.11 7.44 0 62.23 
IsCloser_Bemidji 0.03 0.18 0 0 1 
IsCloser_Metropolitan 0.60 0.49 1 0 1 
IsCloser_Moorhead 0.04 0.20 0 0 1 
IsCloser_Mankato 0.31 0.46 0 0 1 
IsCloser_Southwest 0.06 0.25 0 0 1 
IsCloser_Winona 0.13 0.34 0 0 1 
Reciprocity 0.98 0.14 1 0 1 
Small_POP_Zip 0.17 0.38 0 0 1 
Big_pop_zip 0.06 0.23 0 0 1 
SOC 0.11 0.32 0 0 1 
IsFemale 0.52 0.50 1 0 1 
IsFirstGeneration 0.14 0.35 0 0 1 
IsACE 0.28 0.45 0 0 1 
IsHonors 0.02 0.15 0 0 1 
IsFYX 0.15 0.36 0 0 1 
AppDaysBeforeTerm 229.72 74.64 245 -5 421 
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EFC_Hardship 0.32 0.47 0 0 1 
EFC_Total_IsMissing 0.16 0.36 0 0 1 
GrantFlag 0.39 0.49 0 0 1 
ScholarshipFlag 0.24 0.42 0 0 1 
WorkStudyFlag 0.10 0.30 0 0 1 
LoanFlag 0.65 0.48 1 0 1 
HS_GPA_4Scale_MI_Zero 3.05 0.61 3.1 0 4.91 
HS_GPA_4Scale_isMissing 0.02 0.14 0 0 1 
HS_Class_Percentage_MI_Zero 49.73 23.52 51.2 0 99.6 
HS_Class_Percentage_IsMissing 0.08 0.27 0 0 1 
ACT_Composite_MI_Zero 20.20 4.82 21 0 35 
ACT_Composite_isMissing 0.03 0.17 0 0 1 
1st_Term_OnCampus 0.80 0.40 1 0 1 
1st_Term_Major_Intended 0.43 0.49 0 0 1 
1st_Term_Major_Undecided 0.38 0.48 0 0 1 
Credits_Before_1st_Term 0.15 0.36 0 0 1 
1st_Term_TermAttCredits 14.66 1.30 15 12 28 
1st_Term_TermGPA 2.44 0.95 2.62 0 4 
1st_Semester_WarningFlag 0.22 0.42 0 0 1 
1st_Term_TermCompletionRate 0.85 0.25 1 0 1 
2nd_Term_TermAttCredits_MI_Zero 12.88 4.85 15 0 26 






















Figure 3: IRB Approval 
 
