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Abst rac t - - ln  this paper, we analyze the restricted denominator approximation method, which is 
a one parameter family of functions approximating the exponential function. We give a necessary 
and sufficient condition for the A-stability of the functions. We provide an estimate for the stability 
constant in the maximum-norm when the method is applied to the one-dimensional heat equation 
both on finite and on infinite intervals. (~) 2005 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The so-called restricted enominator approximations (RDA), a one parameter family of rational 
functions, are of the form 
1 + (1 - 28)z 0 6 R. 
to(z) := (1 -0z )  2 ' 
We say that a rational function r approximates the exponential function of order p > 1 if 
r ( z )=exp(z )+O(zp+l ) ,  as z---~O. 
For 0 = 1 + (1/2)v~ and 0 = 1 - (1/2)v~ the function re approximates the exponential function 
of order p = 2, for all other values of 0 the order is p = 1 (see, e.g., [1,2]). The RDA method can 
be used for the time discretization of initial value problems. 
The solution of the one-dimensional heat equation on the whole real line 
O~ 02U 
z E R, t > O, u(x,O)=uo(x),  z E R, 
Ot Ox 2' 
via the RDA method leads to the one step iterative method 
U n = re(rA)U n- l ,  n = 1,2 , . . . ,  (1) 
1This method is different from the well-known 0-method with functions r0(z) : (1 + (1 - O)z) / (1  - Oz). 
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where ~" is the time discretization step-size. Here 
1 tridiag[1, -2,1], A :=~- 5
where h is the space discretization step-size. The approximations are sequences U n = {U~}~:_°°_oo 
{u(jh, n~')}+__°°_o~ of numbers and U ° is defined from uo(x). 
Recall that a rational function r is called A-stable (see for example [3, p. 114]) if 
1r 3~r 
Ir(z)l < 1, for < arg(z) < T .  
Later in this paper, we show that for 0 E [1- (1/2)v~, 1+ (1/2)v~] the corresponding functions r0 
are A-stable. 
Let loo be the Banach space of infinite complex sequences z = {zj}+=¢¢_oo endowed with the 
maximum norm ][z[]oo = supoo<~<+o¢ [z~]. In [4]it is shown that for all arg(z) < ~r the resolvent 
R(z, A) = (zI -A )  -1 exists and the inequality 
1 
IiR(z, A)]]oo _< ]z I eos(arg(z)/2) (2) 
holds. 2 Hence A : loo --* loo is a sectorial operator. Therefore, since the functions ra are A-stable 
for 0 • [1 - (1/2)v~, 1 + (1/2)v~], the numerical methods re(~'A) are stable (see for example [3, 
Theorem 8.2, p. 115]), i.e., sup,~,r> 0 ]lr~(vA)]]oo < co. Since the resolvent estimate in (2) is 
uniform in h, the number Co := supn,~,h>0 ]]r~(rA)]]oo is finite and is called the stability constant 
of ro(TA). Note that by the argument in [5], this stability constant Co is an upper bound for the 
stability constant for the heat equation on a finite interval along with the Dirichlet or Neumann 
boundary conditions. In this paper, we will give both an upper and a lower bound for Co. 
We say that a numerical scheme r(TA) is unconditionally contractive in the maximum norm if 
for all v > 0 
]Ir(~'A)]l~ _< 1, (3) 
or, equivalently, the corresponding sequence Un = r(~'A)U n-1 satisfies 
iiUnll  < max {IIuJlI } for n > 0. (4) 
- -  O~_ j~_n- -1  ~ - -  
If (3) holds for only v • (0, ~], then we say that the scheme is conditionally contractive in the 
maximum norm. We note that the contractivity in the maximum norm is a natural requirement 
since the solution of the heat equation also satisfies the continuous form of (4). In [2] Spijker 
proved that if p, the order of r, is greater than 1, then r(~'A) is in general fails to be unconditionally 
contractive, where A is a generator of a contraction semigroup on a Banach space X. It is shown 
in [1] that the RDA method can be contractive in the maximum norm only for 0 • [0, 1]. Moreover, 
[Iro(vA)[[o~ _< 1 for 
vE[0 ,  h2(2 -60) - l ] ,  i f0E  [0 ,1 ) ,  (5) 
rE [0 ,co) ,  i f0E  [3,1 ] .  (6) 
The RDA method has both advantages and disadvantages. Since re(co) = 0, there are error 
estimates also for nonsmooth initial data, contrary to the famous second-order Crank-Nicolson 
2In fact, in [4] inequality (2) was shown for the matrix tr idiag[1,-2, 1], but then it is also true for the matrix 
A ---- (1/h 2) tridiag[1, -2,1]) .  
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(CN) scheme (see for example [3, Theorem 8.3, p. 117, Theorem 8.4, p. 118]). If we consider the 
scheme rl_(1/2)~(~'A ) which is also of second order, then from (6) we see that it is contractive 
in the maximum norm if T < 4.12h 2, while the CN method is contractive in the maximum norm 
only if r _~ 1.5h 2 (see, e.g., [1]). Also, as we will show in Section 4, if we consider the heat 
equation on a bounded interval, the RDA method is also contractive for ~- large enough, which 
is again not true for the CN method. On the other hand, the use of the RDA method requires 
the solution of two linear systems at each time step what is a big computational disadvantage. 
The paper is organized as follows. In Section 2, we show that the functions re are A-stable 
if and only if the parameter 0 lies in the interval [1 - (1/2)v/'2,1 -b (1/2)vf2]. In Section 3, we 
give a lower bound, and in Section 4 we provide an upper bound for the stability constant in 
the maximum-norm of the RDA method when it is applied to the one-dimensional heat equation 
on the whole real line. Also in Section 4, we give an estimate for Hro(TA)nHoo when the RDA 
method is applied to the one-dimensional heat equation on a finite interval. We show that in this 
case IIr0(~-A)nll~ < 1 if 7" is large enough for all 0 E R. 
2. A -STABIL ITY  OF  THE RESTRICTED 
DENOMINATOR APPROXIMATIONS 
In this section, we derive a necessary and sufficient condition for the values of 0 for the 
A-stability of the RDA method. 
THEOREM 2.1. The function ra is A-stable ff and only ff 
PROOF. First, we show the sufficiency. Let z = Izle ~'. Then for all complex numbers z and for 
all ~b E [~r/2, 31r/2] the following inequality has to be satisfied: 
iro(z)12 = 1 + (1  - 20)21zl 2 + 2(1 - 2e)lzl  cos¢  
(1 + e21zl 2- 201zl cos¢) 2 _< 1, 
which yields the condition 
1 - Iz1041z13 - a°3 c°s ¢1zl2 + (402 c°s2 ¢ - 202 + 40 - 1) Izl - 2 cos¢  
(1 + O2lzl ~ - 2Olzl cos¢) u _< 1. (8) 
Clearly, (8) holds if and only if the numerator in nonnegative, which is certainly true if (7) holds. 
Now, we show that (7) is also a necessary condition. Let us substitute cos ¢ = 0 in (8). Then 
[ro(z)] 2 = 1 -[z[ e4lzl3 + (-202 +40 - I)Izl 
(I + ~2lz[2)2 <1 
for all z = Jr, r C R, which is true if and only if 
-202 + 40 - 1 _> 0, (9) 
which is equivalent to (7). 
3. LOWER BOUND OF THE STABIL ITY  CONSTANT 
In this section, we give a lower bound for Co when 19 ranges within the A-stability bounds (7). 
First, note that Co >_ 1. To see this, first observe that rAe = 0 for e -- ( . . . ,1 ,1 ,  1 , . . . )T .  
Therefore 0 is an eigenvalue of vA with eigenvector e. Since rA  is a bounded operator and r0 is 
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a rational function, the spectral mapping theorem holds (see for example [6, Theorem 5, p. 198]). 
Thus, re(0) = 1 is an eigenvalue of re( rA)  with an eigenvector e, i.e., re ( rA)e  = e. Hence, 
Co > [[re(rA)e[[oo = 1. This, together with (5), implies that if 0 E [1/3,1] then Co :- 1. 
Now, we compute the exact value [[re(~'A)l[oo for 0 e (0, 1/3) and 0 > 1. Clearly, []re(~-A)[[oo 
is a lower bound for Co for all ~- > 0 and h > 0. Let /z := "r/h 2. In [1] it is shown that if 
the function f ( z )  := re(iz(z -1 - 2 + z)) has the Laurent expansion f ( z )  oo = En=-oo  'ff nzn' then 
]]ro(rA)]]oo = Y:~n°°___oo ]%~]. There it is also shown that the Laurent coefficients for the RDA 
method axe of the form 
where 
THEOREM 3.1.  
0)k(1 - 0)) [0) (]2 -1  -{- 60 -- 2) -{- (1 -- 0) (1 -- 0) 2) k] 
"Yk = ')'--k = 0(1 + 0))3 
0) 
2 + 1/0~ - x/(2 + l/O/.z) 2 -- 4 
I fO E (0,1/3), then 
0)(0) - 1) 
Ilre(rA)l¢~ = 0(1 +0))a (1~-1 +60-  2) 
f 20) N - 1 -- 2(N + 1)0) N + 1 "~ 
+21a0)  w-- ' - i  +bw2g0) lv+'  ( -d - - ]  F ) 
if/z > (2 - 60) -1, where 
0 ) -1  0 ) -1  
0(1+0))3 ' '  " w~' - I  +6° -  2" '  b= 0(1+0))~ 
a:  
and 
[~_(c_~ + L0- 2) 
N= L (0 -1 ) (1 -0 )2)  
i fo  < # < (2 - 60) -1, then Hre(TA)lIoo = 1. 
k > 0, (10) 
(11) 
(1 - O) (1 - 0)2) (12) 
(13) 
PROOF. By (6) we only have to prove (11). Let # > (2 - 60) -1 be fixed. If k _< N, where N is 
defined in (13), then using (10) we have 
(14) 
wk(1 -- W) [__0) (~-1  q_ 60 -- 2) -- (1 - 0) (1 - co 2) k] 
Ivkl = Iv-kl = 0(1+0))3 
= co) k + b0)kk, 
with a and b same as in (12). If k > N then 
17el = I~-kl  = -a~a - b~%.  
Therefore, we have 
IIr0(TA) JJoo 
k--1 
=1~o1+2 (J+b~k)+ ~ ( -~-~k)  
k=l k=N+l  
--I'~ol +2 2 (~ + b~k) + ~ (o~ ~ + ~k)  . 
k=l k=I 
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Finally, since 
N 
k=l 
I" wN --1 bwNwN+I -- (N + I)wN + I "~ 
= ( ,~-Y :W-1  + (~ - 1)~ } 
and 
k (aw k + bwkk) = aw 1 + bw- -  1 
- -0 )  
k=l 
using (14) for k = 0, we obtain (11). 
Similarly for 0 > 1, one can prove the following theorem. 
THEOREM 3.2. I f  O > 1, then for all r, h > 0 we have 
1 
(1 -w) 2 
where 
~(I-~) 
Ilro(TA)ll~ = 0---G &--~--~)~ (#- '+  60-  2) 
[ 2w N - 1 2Nw N+I - 2(N + l)w N + 1)  
+2~,~ 77~ +~ ?~7~ ' 
1 - ~ (1 - e) (1 - J )  a = 0(17g)  a l  - ~ (w (~-1  + 60 - 2)) , b = 0(1 + ~,)a , 
and 
+60-2 / ]  
N= L J " 
Note that in Theorems 3.1 and 3.2 the value of N depends on the value of #. Therefore, if 
we want to compute the norm [Ir0(rA)l[oo, we have to choose a first a value for r and h. For 
example, for 0 = 1 - (1/2)vf2 we found that I[r0(rA)[Io¢ = 1,066 at # = 15. As we mentioned at 
the beginning of this section this is a lower bound for the stability constant C1_(1/2)v ~. 
4.  UPPER BOUND OF THE STABIL ITY  CONSTANT 
In this section, using the resolvent estimate (2), we give first an upper bound for I[r~'(rA)[[oo 
uniform in n. The basis for our calculation is the Dunford-Schwartz representation 
1 f r  r'~(z)R(z, rA) dz, (15) re(rA)" = re(m)"  + 
where r = ~/ .  v r~% v ~po wi th  ~/ .  = {. ;  Izl = ~/~, -¢  _< arg(z)  _< ¢}, r f~ .  = {,; 
e/n <_ [z] <_ Po, arg(z) = ¢, arg(z) = -¢} ,  and %o = {z; Izl = Po, -¢  < arg(z) < ¢}. Here 
0 < e < 1/0, rr/2 < ¢ < ~r are arbitrary and po is a number with [ro(pe)l _< 1. Note that since 
r0(oo) = 0 the first term becomes into 0 in the sum in (15). The idea of using the Dunford- 
Schwartz representation of the approximating operators in order to estimate the stability constant 
of the Crank-Nicolson scheme can be found in [5]. However, for the RDA method the estimates 
are considerably more complicated and, since ro(oo) = 0, the path of integration is also somewhat 
different. 
LEMMA 4.1. For [z[ = e/n > 1/0 the inequality 
i (16) 
[r~(z)]<_ 1 -0eexp\  1 -0e  ] 
holds for all n >_ 1. 
PROOF. We can rewrite re as follows: 
1 ( 
ro(z)= 1 0--'---~ l + z + - -  
C=Oz 
1-Oz  ]" 
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Then for [zl < 1/0 we have 
1 ( O[z,2+O,z[) 
]ro(z)[_< 1-0[z----~ l+[z [+ 1-8[z[  " 
Now, using the elementary inequality 1 _< 1 + [z[ _< exp [zl we obtain 
[ro(z)[ <_ exp Izl 1 + 8 1 - 8lzl ] '  
and thus, 
Irg(z)l _< (1 - Olzl)-nexp(nlzD "_(1 + o T -  ~l;i ) ' l z12  + Izlk". 
Therefore, taking Izl = E/n we have 
[r~(z)[ <_ (\1- On]~-~ exp(¢) 1 + 
Since the sequence (1 - 8(E/n)) -n is monotonically decreasing and clearly (1 + I /x) = < e for all 
x > 0, we obtain 
1 exp(¢) exp (8 02 +n=~ 
I,'~(=)I < ~ \ n - 8= ] 
Finally, 
+ne=8 +6+e <8 ~+¢+¢1- - " : - -~  
n-8----V ~ - - 
which gives (16). 1 
COROLLARY 4.1. For ali n > 1 we have 
12.~L./,r,~(z)R(z,.rA)dz21 /6(1 +0), ( _~_~)  --.1<-- --~exp t ]"---O~')Intan 
PROOF. Using the resolvent estimate (2) and Lemma 4.1 we have 
.f,./. r'~(z)R(z,~'A)dz < l_Tr ~¢ r~ (-~e i+) sec I de 
2 _I (~_(1_+._8)'~ intazl ( -~)  < _~ exp • 1 
- l r l  k 1 -0E  ] 
PROPOSITION 4.1. For all n >_ 1 we have 
i L r~(z )R(z ' rA )dz l<2-1ntan( -~Z-  ) (17) 
PROOF. Since re(co) = 0, there is a number pe such that re(pc) _< 1. Using again the resolvent 
estimate (2) we obtain (17). 1 
A lower bound for pe can be derived from (8). Since for 0 E [1 - (1/2)v~, 1 + (1/2)x/2] the 
family re is A-stable, it is enough to consider the case when cos ¢ E [0,1]. Therefore pe can be 
obtained from the inequality 
04p 3 - 403 cosCp02 + (402 cos 2 ¢ - 202 + 40 - 1) Pc - 2cos¢ _> 0, 
for all cos ~p E [0,1]. Using (7) again, we arrive at the sufficient condition 
84p i  -- 483p i  - -  2 > O. 
Then a lower bound for Pe can be easily computed. (For example, for 0 = 1 - (1/2)vt2 we 
obtained Pz-(1/2)v~ = 14.8837.) 
Let us decompose the path r,~o/n = Fe/nL tO r 'P°L , where ¢/n < L _< Pe is arbitrary. 
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L then LEMMA 4.2. If z E I'el n, 
Ir~(z)l <_exp / c(~L) lzln I , (18)  
where c(O, L) = -2  cos ¢/(1 + 02L 2 -- 20L cos ¢)2. 
L then PROOF. First, note that by (9) the inequality -202 + 40 - 1 > 0 holds. Also, if z c F~/n, 
cos axg(z) < 0. Therefore, from (8) it follows that for z E F~Z/n 
Irg(z)l _< 1 -Izlc(O,L), 
L where c(0, L) = -2  cos ¢/(1 + 02L 2 - 20L cos 0) 2. Hence, if z E F~/,~, then 
PROPOSITION 4.2. For aH n >_ 1 we have 
(19) 
<-- eo~¢/2)  - 1. _ ~' + ~ ( -1 ) ' - '  (~(0, 
?r 8=1 s s[ ] ' 
where 7 = 0.57721... denotes the EuJer constant and m E N is arbitrary. 
PROOF. Using (18) we may write 
1Z (~ C( L)t n 1 7r 1 fc(O,L)Lnl2 1 
<-_  exp exp(-s)  ds 
- lr je/n tcos(¢/2) dt = cos(¢/2) J c(O,L)e/2 
< exp(--s) ds. 
- ~rcos(¢/2) (O,L)~I2 
Finally, recalling the formula (see for example [7, p. 40]) 
exp(-s)  ds=- lnc -7+ k k!' 
k=l 
we obtain (19). 
PROPOSITION 4.3. For all n >_ 1 we have 
1 r~(z)R(z, TA)dz < 
~., - ~cos(¢/2)" 
PROOF. The resolvent estimate (2) and the A-stability of ro yields 
I 1 J r~  ~or~(z)R(z'vA)dzl <
1L ' °  l ln(po/L) 
lr cos(¢/2) ds - 7r cos(¢/2) 
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The upper bound for [[r~(TA)[[oo can be obtained using Propositions 4.1-4.3 and Corollary 4.1 
by choosing different values for the arbitrary numbers e, ¢, and L. We choose m = 3 in (19). For 
8 = 1 - (1/2)v~, using a discrete grid for the possible values of e, ¢, and L with MATLAB 5.3 
an upper bound equals 4.0512 for e = 0.2610, ¢ = 1.7279, and L - 3.3780. 
Now, we consider the heat equation on a finite interval with the homogeneous Dirichlet bound- 
ary condition 
Ou 02u z ~ [0,11, t___0, Ot Ox 2' 
u(x,O)=uo(x), xE[0,1],  u(O,t)=u(1, t )=O, t>O.  
After the discretization the matrix in (1) is here of the form 
1 tridiag[1, -2,  1] E R sxs, As :=-~ 
where h = 1/(s + 1). As we indicated in the introduction, the estimate for the stability constant 
is also valid in this case. The next theorem will show that contrary to the infinite interval case, 
the norm lir'~(TAs)l[oo < 1 for r large enough for all 0 e R \  {0}. 
THEOREM 4.1. For a/ /n >__ 1 and 0 E R \ {0} we have 
lifo (TAs)lloo _< 1 + 20 ('r/h 2) (1 - cos(lr/(s + 1))) 
(20) 
x + 1 + 20 ('r/h 2) (1 - cosQr/(s + 1))) 
PROOF. The eigenvalues of the matrix As are 
( A(~)=~-52 - l+cos  , k= l  . . . .  ,s, (21) 
(see [8, Example 2, p. 259]). Notice that 
0 0r 
Also, observe that the matrix As generates a contraction semigroup in the maximum norm. This 
follows from the facts that As = tridiag[1,0, 1] -  2I and that the matrices tridiag[1, 0,1] and -2 I  
commute, hence 
II exp(tAs)[Io¢ = l exp (t~2 tridiag[1, 0,1] ) exp ( t~( -2 I ) ) Io¢  
) < exp t tridiag[1,0, llll  exp -2t  = exp 2t exp -2 t  = 1. 
Then from the Hille-Yoshida theorem (see for example [9, Theorem 3.8, p. 77]) it follows that 
Finally, using (21) with k = 1, (22) implies (20). I 
Note that (20) shows that Hr'~(TAs)]]oo < 1 for all % h > 0 if0 • [1/2, 1]. Also, observe that the 
estimate is not optimal since we already know that [[r'~(~'As)[Ioo < 1 if 0 • [1/3, 1]. As Theorem 
4.1 shows, for T large enough IIr~(rAs)[]oo < 1 for all 0 • R \ {0}. This behavior is different 
from the infinite interval case and follows from the facts that [r0(c¢)[ < 1 and that the growth 
bound of the semigroup generated by As is strictly negative (see [6, Lemma 4.4.11, p. 70]). This 
remarkable property allows a much wider choice for the discretization parameters if we want to 
preserve the contractivity in the maximum norm. 
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5. CONCLUDING REMARKS 
The method we used allows the analysis of more general cases. The estimations derived for 
the complex functions re(z) in Section 4 can be used to obtain stability constants for re(rA) 
with more general matrices A if the appropriate resolvent estimate is known. Also, the method 
to obtain the norm estimate in the finite interval case can be generalized to a wider class of 
matrices, since the computation of the first eigenvalue and the bound of the matrix semigroup in 
the maximum norm are the essential steps. Finally, we remark that the knowledge of the stability 
constant can be used to obtain second-order unconditionally contractive finite difference methods 
(see [10]). 
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