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H I G H L I G H T S
 A gene regulatory network controls cell fates in the early sea urchin embryo.
 Boolean time-delay models can account for the network dynamics.
 An exhaustive search of two-node models reveals a strategy for tissue speciﬁcation.
 An 8-gene model based on available experimental data shows the same structure.
a r t i c l e i n f o
Article history:
Received 2 October 2013
Received in revised form
10 June 2014
Accepted 25 July 2014






a b s t r a c t
We model the endomesoderm tissue speciﬁcation process in the vegetal half of the early sea urchin
embryo using Boolean models with continuous-time updating to represent the regulatory network that
controls gene expression. Our models assume that the network interaction rules remain constant over
time and the dynamics plays out on a predetermined program of cell divisions. An exhaustive search of
two-node models, in which each node may represent a module of several genes in the real regulatory
network, yields a unique network architecture that can accomplish the pattern formation task at hand –
the formation of three latitudinal tissue bands from an initial state with only two distinct cell types.
Analysis of an eight-gene model constructed from available experimental data reveals that it has a
modular structure equivalent to the successful two-node case. Our results support the hypothesis that
the gene regulatory network provides sufﬁcient instructions for producing the correct pattern of tissue
speciﬁcation at this stage of development (between the fourth and tenth cleavages in the urchin
embryo).
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
There is strong evidence that regulatory interactions among
genes play an essential role in determining cell fates during
embryonic development (Davidson, 2006). It is not clear, however,
to what extent the dynamics of a gene regulatory network (GRN)
alone can explain the formation of patterns of distinct tissues.
Here we assume a strong version of what one might call “the
regulatory genome hypothesis,” which states that cell fate speci-
ﬁcation is the dynamical result of the architecture and parameters
of a GRN along with a predetermined pattern of cell divisions, and
not dependent on external cues generated by physical stresses or
chemical gradients. The latter are known to be important in some
contexts (e.g., syncytial stages of Drosophila development). Here,
however, we focus on a signiﬁcant stage in the development of
the endomesoderm in sea urchin embryos where biological data
does not directly indicate that other mechanisms are playing
important roles.
We consider the species Lytechinus variegatus, in which the
endomesoderm speciﬁcation process involves many genes
(Longabaugh et al., 2005; Davidson et al., 2002; Oliveri et al.,
2008; Peter and Davidson, 2010, 2011) whose expression patterns
vary from just after the fourth cleavage to just before the tenth
cleavages, at which times there are 8 cells and 168 cells, respec-
tively, in the vegetal half of the embryo. (See Table 1 of Okazaki,
1975 and Morrill,.) In the present study, we focus on the embryo-
nic development between the fourth and tenth cleavages. The
embryonic distribution of maternal factors becomes well deﬁned
following the asymmetric fourth cleavage that gives rise to
micromeres, the founder cells of the skeletogenic lineage. Up to
the tenth cleavage, marker genes deﬁning the future fates of cells
in the vegetal territory remain symmetrically expressed, providing
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a simple biological paradigm for mathematical modeling investi-
gation. During this crucial developmental phase, the initial two
territories, four micromeres and four macromeres, give rise to a
number of different fates, including the three of interest here: the
skeletogenic mesoderm (SM), the non-skeletogenic mesoderm
(NSM) and the endoderm (Okazaki, 1975).
We employ an autonomous Boolean network (ABN) framework
to model the GRN (Sevim et al., 2010; Cheng et al., 2013), a choice
prompted by the fact that biologists studying this GRN have made
tremendous progress by describing experimental gene expression
levels in Boolean terms. An ABN model incorporates three essen-
tial features of a regulatory network: the link conﬁguration, the
logic of gene interactions, and the time delays associated with
those interactions. Link conﬁgurations and logic functions are
represented by a Boolean logic function associated with each
node, which is assumed to be the same for all cells and all times.
Each link is then assigned two independent, real-valued time
delays that represent the times taken for ON or OFF signals to
travel from the source node to the target. The detailed relation
between ABN and a similar approach developed by Thomas and
coworkers (Thomas and Richard, 1990) is discussed in a previous
publication (Cheng et al., 2013). Previous work has also shown that
the ABN framework employed here can faithfully represent the
behavior of differential equation models with sufﬁciently sharp
sigmoidal response functions associated with the links (Cheng
et al., 2013; Sun et al., 2013).
Our modeling of the GRN takes the morphology of the embryo
to be given; i.e., it takes the arrangement of cells (which changes
through time) as pre-determined and treats all cell divisions as
symmetric. The sea urchin GRN includes factors associated with
intercellular signaling, which are assumed to act only between
adjacent cells. We are therefore dealing with a novel type of
physics model: a pattern forming system in which identical
elements interact with their neighbors, but in which the arrange-
ment of neighbors changes over time. Such models might be
described as a cellular automata operating on a lattice that is
growing through cell divisions over time, except that, unlike
cellular automata (Wolfram, 1984), the models evolve in
continuous time.
We consider two distinct models. We are interested in the
dynamics of a model in which 8 genes and their interactions are
represented in accordance with the available experimental data on
their expression levels. It is instructive to consider also, however,
whether the pattern of interest can be formed by a simple ABN whose
logic is immediately accessible to intuition and analysis. We exhaus-
tively study the possibilities for networks with just two nodes and two
links, which is the minimal model that could possibly capture a
process that starts with two cell types and ends with three. The nodes
in this case might be interpreted as modules in the GRN; i.e., as groups
of genes that behave in a highly correlated manner. We ﬁnd that there
is indeed a network architecture that can perform the pattern
formation task at hand. We also ﬁnd, rather remarkably, that small
sets of genes can be identiﬁed in the 8-gene urchin model that play
precisely the roles of the two modules, interacting in the manner
identiﬁed by the unbiased search.
Peter et al. have constructed a discrete-time Boolean model for sea
urchin endomesoderm speciﬁcation that included time delays for gene
interactions (Peter et al., 2012). That model directly recapitulates the
known spatiotemporal expression proﬁles of the different cells, but
incorporates some rules that explicitly refer to the absolute time and
some that explicitly describe a history dependence that is not directly
attributable to time delays (e.g., a gene remains ON long after its
inputs switch to a logical state that would specify it as OFF), thereby
encoding information that is not contained in the gene expression
states alone. A crucial difference between that model and ours is that
we include no rules that allow expression levels to depend on external
factors that are not explicit in the time-delay network model; the logic
of interactions in our ABNmodel remains ﬁxed over time and space. In
our model, each node has a default state that it reverts in the absence
of any signal from its upstream sources, and the default state of each
node is the same for all cells.
The approach taken in the present paper aims to identify the
core logical structure of the GRN responsible for establishing cell
fates. Our 8-gene model is extracted from the full set of genes
known to play some role in development by removing all genes
known not to be activated in the time frame of interest and
reducing chains of interacting genes to single links where possible,
representing the effects of the intermediate links by the time delay
parameters associated with the single link. In practice, we build
the model by identifying for each cell type of interest a single gene
whose activity correlates precisely with the cell fate, then consider
the pathways through which these three genes interact. The
reasoning that leads to the 8-node network incorporates knowl-
edge of experimental results on the dynamics of gene expression
in the embryo, as explained below; it is not an algorithmic
reduction scheme based on the network architecture alone. We
stress, however, that the construction of the 8-node model is
independent of the results of the more abstract 2-node model. The
correspondence between them is not guaranteed by construction.
The paper is organized as follows. In Section 2, we review the
expression patterns of three marker genes in the sea urchin
embryo after endomesoderm segregation but before gastrulation
and identify a subnetwork of eight genes that appears to control
the pattern formation process. In Section 3, we construct simpli-
ﬁed ABNs with two modules and two links per cell and ﬁnd all of
the distinct networks capable reproducing the desired target
pattern. In Section 4, we present and compare the results of the
2-module and 8-gene ABN models, revealing the underlying logic
of the endomesoderm speciﬁcation. In the Appendix, we describe
the details of implementation of ABN models.
2. The sea urchin early embryo gene regulatory network
Between the fourth cleavage and gastrulation, the cells of a sea
urchin embryo form a spherical shell. In the hemisphere called the
“vegetal half,” micromeres aggregate at the pole. The speciﬁcation of
the cells of the endomesoderm occurs in the vegetal half between the
fourth and tenth cleavage. At the fourth cleavage, the vegetal half
consists only of four micromeres around the pole and four macro-
meres around the equator. Right after endomesoderm segregation,
four latitudinal bands have formed, as shown in Fig. 1: the small
micromere descendants, the skeletogenic mesoderm (SM), the non-
skeletogenic mesoderm (NSM) and the endoderm. The small micro-
mere descendants will become part of the coelomic pouches (Pehrson
and Cohen, 1986), the SM larval endoskeleton, the NSM muscle and
the endoderm gut, respectively, in future development stages. Note
that the small micromeres have much less cytoplasm than cells in
other territories, and there is no known signaling between small and
large micromeres between the fourth cleavage and gastrulation. In this
study, we ignore the small micromeres and only focus on the main
territories of the vegetal hemisphere. The expression of three marker
genes alx1, gcm and hox11/13b can be used to identify SM (Ettensohn,
2003), NSM (Ransick et al., 2002; Ransick and Davidson, 2012) and
endoderm (Peter and Davidson, 2011; Sethi et al., 2012) respectively,
and their expression patterns are mutually exclusive after segregation;
in each cell exactly one of these three genes is expressed. A fourth
territory, destined to become part of the ectoderm, emerges at the
boundary of the animal hemisphere through mechanisms that are
beyond the scope of the present study.
Experiments have clearly shown that the SM cells are all in the
lineage of the micromeres at the fourth cleavage and the NSM and
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endoderm cells are all in the lineage of the macromeres. The width
of the layer of cells in the NSM right after endomesoderm
segregation is difﬁcult to determine precisely from experimental
images (Croce and McClay, 2010). It is clear, however, that
sustained expression of gcm requires the delta signal from large
micromere lineage (Croce and McClay, 2010; Peter and Davidson,
2011), which suggests that only the macromere descendants that
are in contact with SM will become NSMs.
For simplicity, we make several assumptions in our ABN model
of the sea urchin embryo: (1) no noise is introduced into the time
delays; (2) for intercellular signals one single neighbor is enough
to affect the downstream targets; (3) all cell divisions are sym-
metric, with both daughters maintaining the same gene expres-
sion proﬁle as the mother immediately after the division; (4) all of
the cell divisions in a particular cleavage stage occur simulta-
neously. As a result, dynamic transients of cells in any given
latitudinal band must be identical, and the system deﬁned on
the surface of the sphere reduces to the 1D system shown in Fig. 2
in which each cell is considered to be a neighbor of itself. Note that
at the ﬁrst cell division after the fourth cleavage (Fig. 1 (B)), the cell
divisions are all lateral that in the 1D division diagram there is no
cell division at the ﬁfth cleavage in Fig. 2.
Implicit in the above assumptions are two approximations con-
cerning diffusion of the relevant molecules. First, the diffusion times
within a single cell are taken to be negligible on the time scales of the
network dynamics. Thus each molecular species is spread evenly over
the cell so that cell divisions are symmetric and all of the neighbors of
a cell that produces an intercellular signal receive the signal at the
same time. Second, the intercellular diffusion time scale is taken to be
long compared to the decay time of a signaling molecule, or,
equivalently signaling molecules bind quickly to receptors on neigh-
boring cells and therefore do not affect more distant cells.
In the present study, we focus on the embryonic development
between the fourth cleavage and the tenth cleavage (after endo-
mesoderm segregation). During this time, the founder cells of
skeletogenic mesoderm, NSM and endoderm interact with one
another via inductive signals to specify the spatial territories of
these three germ layers (Davidson, 1989). The regulatory factors
orchestrating development during this time are well known and
their interactions have been extensively characterized (Davidson
et al., 2002). These intracellular regulatory interactions, along with
inductive intercellular interactions between different territories,
are summarized in Table 1 and are embodied by the network
diagrams in Fig. 3.
Our network is constructed to represent the following beha-
viors. β-catenin becomes nuclearized in all vegetal cells after the
fourth cleavage, and maintains its nuclear presence throughout
our time frame of interest (Logan et al., 1999). It enables the
Fig. 1. Vegetal view of the division diagram of sea urchin embryo based on Okazaki (1975). Each diagram depicts a single time within the interval between the two cleavages
indicated. Each bounded area indicates one cell. At the fourth cleavage, cells in red represent micromere; cells in white represent macromere. After the ﬁfth cleavage, cells in
gray represent small micromeres. Descendants of macromere have been labeled based on the latitude along the animal-vegetal (AV) axis: V1 and V2. At the eighth cleavage,
Vx divides into VxU (Vx upper) and VxL (Vx lower), x can be either 1 or 2. Further cleavages before gastrulations do not appear to introduce more layers along the AV axis in
the macromere lineage (Croce and McClay, 2010). In addition, the cell divisions become asynchronous and thus not shown in this ﬁgure. Experimental results for the target
pattern are shown in colors: dark red stands for SM; yellow stands for NSM; blue stands for endoderm; light purple indicates ectoderm.
Fig. 2. 1D division diagram. Each bounded area ﬁlled with a color represents a cell and dashed lines represent cell divisions. Initially, at the fourth cleavage, the top cell is
macromere and bottom cell is micromere. At each cell division, the 1D embryo on the left of the dashed line is right before the cell division and the right side is the 1D
embryo right after the cell division. At each cell division, cells with the same color code indicate same cell states. The color code for the target pattern follows Fig. 1(E).
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expression of vegetal transcription factors pmar1 (Oliveri et al.,
2002, 2003) and hox11/13b (Ransick et al., 2002). pmar1 and
another transcriptional repressor hesC repress each other (Smith
and Davidson, 2009), and hesC, otherwise ubiquitously expressed,
becomes excluded from the cells where pmar1 expression has
been established (Domingo et al., 2007). hesC has been shown to
repress the skeletogenic genes alx1, ets1 and delta (Domingo et al.,
2007; Damle and Davidson, 2011), and the skeletogenic germ layer
is therefore thought to be speciﬁed by pmar1 through this pmar1-
hesC double negative gate mechanism (Oliveri et al., 2002;
Domingo et al., 2007). The transcription factor ets1 is crucial for
alx1 and delta expression (Damle and Davidson, 2011; Röttinger et
al., 2004). In our time frame of interest, alx1 sustains its own
expression through positive feedback (Damle and Davidson, 2011),
and also negatively regulates gcm expression (Oliveri et al., 2008).
The delta signal ligand, expressed by the skeletogenic cells, directly
initiates gcm expression in the neighboring macromere progeny
via the notch receptor, and speciﬁes them as non-skeletogenic
mesodermal cells (Ransick and Davidson, 2006; Croce and McClay,
2010). The delta-notch signaling pathway also represses hox11/13b
expression in the neighbors (Sethi et al., 2012). Although the
initiation of gcm expression requires delta-notch signaling, its
expression later becomes self-sustained through positive feedback
(Ransick and Davidson, 2012; Croce and McClay, 2010). We note
that negative self-inputs, such as the known self-repression of
alx1, are not included in the Boolean model. This is because such
interactions serve to limit the maximum expression level and
affect the timing of activations and decays, but do not generate the
spontaneous oscillations that would result from including them in
the Boolean logic.
In constructing the network, we have identiﬁed within the
published sea urchin endomesoderm GRN a core architecture that
embodies the systems-level logic responsible for establishing
the three distinct fate domains at the end of our time frame. Of
the three fate domains that form at the end of our time frame, the
speciﬁcation of skeletogenic mesoderm is relatively autonomous,
requiring little input from the other domains. In contrast, the
emergence of the other two domains, i.e., non-skeletogenic
mesoderm and endoderm, is the result of extensive gene regula-
tion and intercellular signaling. This process, known as endome-
soderm segregation, depends crucially on the Delta–Notch
signaling pathway (Croce and McClay, 2010; Sethi et al., 2012).
Table 1
References of links in the sea urchin endomesoderm GRN.
Link Literature reference
nβcatenin-pmar1 Oliveri et al. (2002, 2003)
hesC a pmar1 Smith and Davidson (2009)
Ubi-hesC Domingo et al. (2007)
pmar1 a hesC Domingo et al. (2007)
hesC a delta Damle and Davidson (2011) and Domingo et al. (2007)
ets1-delta Röttinger et al. (2004)
hesC a ets1 Damle and Davidson (2011) and Domingo et al. (2007)
Ubi-ets1 Rizzo et al. (2006) and Kurokawa et al. (1999)
hesC a alx1 Damle and Davidson (2011) and Domingo et al. (2007)
ets1-alx1 Damle and Davidson (2011) and Röttinger et al. (2004)
alx1-alx1 Damle and Davidson (2011)
alx1-gcm Oliveri et al. (2008)
aNotch-gcm Croce and McClay (2010) and Ransick and Davidson (2006)
gcm-gcm Croce and McClay (2010) and Ransick and Davidson (2012)
neighboring delta-aNotch Croce and McClay (2010) and Ransick and Davidson (2006)
nβcatenin-hox11=13b Ransick et al. (2002)
aNotch a hox11=13b Sethi et al. (2012)
Fig. 3. Sea urchin endomesoderm GRN. Thick dashed lines indicate boundaries between different territories. Circles indicate ubiquitous inputs. β indicates the ubiquitous
signal of nuclear β-catenin. Dashed links indicate intercellular links to neighbors in their own territories.
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Our strategy is to select appropriate marker genes for each fate
domain and the signaling pathways connecting these genes.
We take as a starting point the endomesoderm network
included in the most recent version of BioTapestry (November
2011) and integrate data from more recent literature (Sethi et al.,
2012; Ransick and Davidson, 2012). First, genes that are not
expressed in our deﬁned time frame of interest (just after 4th
cleavage to just before 10th cleavage) are excluded. Because these
genes are never expressed during our time window, they have no
effect on the dynamics of the system. For example, the mesoder-
mal zinc ﬁnger gene z166 begins to be expressed signiﬁcantly later
than 16hpf in Strongylocentrotus purpuratus (Materna et al., 2006,
2013) and is hence not included in our network.
Second, genes that are intermediate components in a linear
cascade of regulatory links are not explicitly represented. The
regulatory function of the signaling pathway relevant for pattern
formation is not affected by omitting these genes, since they only
serve to relay the signal and their effect can be accounted for by
adjusting the nominal time delays associated with the entire
cascade. For example, the Delta–Notch signaling pathway is
represented in our network by only Delta and activated Notch
(aNotch). For the canonical wnt signaling pathway, whose function
is to maintain nuclear β-catenin, the fact that β-catenin is always
present in the vegetal nuclei during our time frame allows us to
compress the entire positive feedback pathway to just β-catenin
itself. Finally, for the gcm positive feedback loop involving gataE
and six1 (Ransick and Davidson, 2012), these two genes can also be
omitted by this criteria, and their effects can be accounted for by
additional time delays.
Next, we choose appropriate marker genes for the three germ
layers in our target pattern. The genes should be exclusive to the
fate they represent, and their spatial expression should also cover
as much of the fate territory as possible at the end of our time
frame. For the skeletogenic cell fate, alx1 is an appropriate marker.
During our time frame, alx1 expression is strictly restricted to the
skeletogenic lineage, and its regulatory inputs have been exten-
sively characterized by both functional and cis-regulatory analysis
(Damle and Davidson, 2011; Röttinger et al., 2004). gcm serves as a
faithful marker for the non-skeletogenic mesoderm (NSM)
domain. Because we are only concerned with development prior
to the 10th cleavage, gcm expression at the end of our time frame
is speciﬁc to NSM cells and occupies the entire domain (Ransick
and Davidson, 2006; Croce and McClay, 2010; Ransick and
Davidson, 2012). We note that at later stages its expression
becomes asymmetric and is restricted to the aboral half of the
NSM domain (Ransick and Davidson, 2012). Like alx1, the regula-
tion of gcm during these early stages of development has been well
studied both functionally and on a cis-regulatory level (Ransick
and Davidson, 2006; Oliveri et al., 2008; Croce and McClay, 2010;
Ransick and Davidson, 2012). For the endoderm domain, hox11/13b
is chosen because it controls the expression of foxA, brachyury and
blimp1b (Sethi et al., 2012) and is restricted to the endoderm after
segregation (Sethi et al., 2012; Peter and Davidson, 2010). It also
appears to have the most coverage of the endodermal fate domain
compared to other endodermal genes, spanning both veg2 and
some, if not all, veg1 endoderm (Peter and Davidson, 2010), and is
therefore by the aforementioned criterion an appropriate marker
for the endodermal fate. We note, however, that one reported
aspect of hox11/13b expression is not captured by our model: we
ignore the temporal gap in expression of hox11/13b in veg1 that
spans the time between the 9th and 10th cleavages (Peter and
Davidson, 2010).
We then identify the key genes involved in interactions
between the chosen fate markers. We include genes in well-
established systems level mechanisms for domain speciﬁcation,
such as the pmar1-hesC double negative gate (Oliveri et al., 2008;
Domingo et al., 2007) and components of the Delta–Notch path-
way, as well as their respective regulator and target genes. We
note that although in Strongylocentrotus purpuratus pmar1 expres-
sion declines after 8–9th cleavage (12hpf) (Oliveri et al., 2002), and
is probably not detectable afterwards, the protein may still be
present and affecting its downstream targets, as the GFP-tagged
pmar1 protein appears to be more stable than other GFP tagged
transcriptional regulators (Sharma and Ettensohn, 2010). Thus we
use the node pmar1 in our network to represent the protein of
pmar1, and it stays ON even at the end of our time frame. Finally,
recent work established that Delta–Notch signaling excludes
endodermal fate from presumptive mesoderm by suppressing
hox11/13b in those cells (Sethi et al., 2012), connecting our fate
marker hox11/13b with this crucial signaling pathway.
The initial conditions in our model are based on known
experimental data. Between the fourth and ﬁfth cleavages, pmar1
is expressed in the micromeres but not in the macromeres (Oliveri
et al., 2002). Both ets1 and nuclear β-catenin are ubiquitous in the
vegetal half (Rizzo et al., 2006; Logan et al., 1999). delta, alx1, gcm
and hox11/13b are not expressed in the vegetal half (Domingo
et al., 2007; Smith and Davidson, 2008; Damle and Davidson,
2011; Croce and McClay, 2010; Arenas-Mena et al., 1998). Right
after the fourth cleavage, hesC has a very low basal expression
level (Domingo et al., 2007), which is classiﬁed as not expressed in
the model. The target pattern in our model is also based on known
experimental data. Before the tenth cleavage after segregation,
nuclear β-catenin is still ubiquitous in the vegetal half of the
embryo (Logan et al., 1999). pmar1, delta, ets1 and alx1 are
expressed only in the micromere descendants (Oliveri et al.,
2002; Croce and McClay, 2010; Rizzo et al., 2006; Damle and
Davidson, 2011). In the vegetal half, hesC is only expressed in the
macromere descendants (Domingo et al., 2007). gcm is only
expressed within the NSM domain (Croce and McClay, 2010;
Peter and Davidson, 2011) and hox11/13b is only expressed in
endoderm (Peter and Davidson, 2011).
3. Exhaustive search of simpliﬁed networks
3.1. Mathematical strategy
To guide our analysis of the full urchin GRN, we wish to identify
the simplest ABNs that can form the desired pattern. Each node in
the ABN represents a module consisting of several genes with the
following property: for any ﬁxed point of the GRN, the state of any
one gene in the module is sufﬁcient for inferring the states of all
the others in the same module. Any given module has two possible
ﬁxed points, which are represented by a Boolean variable for a
single node. Note that each link in the modularized ABN may
represent multiple links in the sea urchin GRN.
In this section, we consider all possible link conﬁgurations,
logic functions, initial conditions and target patterns in a network
with the smallest possible numbers of nodes and links to see
whether any of them can produce the correct spatiotemporal
transient and ﬁnal ﬁxed point. The meaning of “all possible” link
conﬁgurations is straightforward: any network wiring diagram is
allowed (excluding cases in with multiple copies of a given link).
For the logic functions, the situation is a bit more subtle. For nodes
with a single input link, the logic function must be either COPY,
meaning that logical state of the output must be programmed to
switch to the same state as the input, or INVERT, meaning that it
switches to the opposite of the input. (Whether these logic
functions represent activation or repression depends on which
gene expression state is taken to correspond to logical ON.) For
nodes with inputs from at least two types of source node, we allow
only those logic functions for which both nodes can have an effect
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(i.e., we rule out choices for which the node never pays any
attention to one or more of its inputs). For a node that is the target
of an intercellular signal, we further restrict the logic function as
follows: for a given intercellular signal, the function cannot
depend on the number of cells sending the signal, but only on
whether the signal is sent by any adjacent cell. There are two
possibilities: (1) the logic is an OR function and the source node
being “ON” corresponds to the positive expression of the signal;
(2) the logic is an AND function and the source node being “ON”
corresponds to lack of expression of the signal. Finally, for initial
conditions, we allow any conﬁguration of ON and OFF states of the
nodes in the initial cells, and we take the state to be static up until
a consistency check at t¼0. (See Appendix.)
The search space is large, and the parameter space of time
delays is high dimensional, making direct exploration of all
possible networks difﬁcult. We reduce the number of networks
that must be simulated to a manageable number by applying
symmetry considerations and some straightforward reasoning
about the dynamics. We then run full ABN simulations with
randomly generated time delay parameters to determine whether
each network left in the pool can reproduce the target pattern.
3.2. Network candidates for the simplest case
Because there are three different cell states in the target
pattern, the simplest possible Boolean model must have at least
two nodes, A and B, which can support four different cell states:
AB, AB, AB, AB. (Here we use X and X to indicate the two Boolean
values that a node can take. The value X indicates that certain
genes in the given module are ON and others are OFF; X indicates
the state that is the inverse of X. In the ABN, any node with no
inputs will ultimately reach a spatially uniform state. In order for
our system to produce three distinct expression patterns, each
nodes A and B must therefore have at least one input each. The
simplest ABN would thus have two nodes per cell, with each node
having one input. The possible link conﬁgurations are shown in
Fig. 4.
3.3. Total number of candidates
For the initial condition of the simpliﬁed ABN, we can assign
any two distinct members of the set of four cell states to represent
micromeres and macromeres, for a total of 12 possibilities. At the
ﬁnal stage, there are three different cell types, which leads to 24
possible ways of encoding the target pattern. For each node, we
must choose one of 4 possible input links, each of which may be
taken to be either an activating or repressing link. If it is an
intracellular link, there are two possible sources and the link must
be one of two types: activating or repressing. If it is intercellular,
there are two possible sources, two types of link, and two choices
for the logic function combining the links from different source
cells (AND or OR). Thus we have 12 24 ð22þ23Þ2 ¼ 41 472
possible networks to consider. Similar reasoning shows that if we
introduce a third link into each cell, the total number of networks
is 221 184. For a network with three nodes and three links per cell,
the total number of candidates would be 109 734 912.
3.4. Symmetry among network candidates
A trivial symmetry among the candidates is the “A-B symme-
try” corresponding simply to renaming the two modules. Two
networks that are identical up to the interchange of the labels are
called an “A-B symmetric conjugate pair”. A slightly more subtle
symmetry involves renaming the two states, X and X for a given
module X. Interchanging all X's and X 's in the initial condition, the
target pattern, and the truth tables for all logic functions yields a
candidate with the identical (relabeled) dynamics.
We use the symmetries to eliminate networks from the
candidate pool as follows. First, we eliminate one member from
each A–B symmetric conjugate pair. For the remaining networks,
if both networks in the X–X symmetric conjugate pair are present,
one of them is eliminated. In choosing between the members of a
symmetric pair, we eliminate networks with AND functions on
intercellular links whenever possible.
Fig. 5 shows the distinct networks we must consider. Any other
conﬁguration with one input for each node would be related by
symmetry to one of these. Note that although the two networks on
the upper left of Fig. 5 with either two activating or two repressing
intercellular links may appear to be related by B–B symmetry, they
are distinguished by the logic functions used for integrating the
inputs from multiple neighboring cells.
3.5. Dynamical analysis
Straightforward dynamical considerations enable the elimina-
tion of certain candidates that can never reach the target pattern.
(i) In the absence of any cell–cell communication, each cell will be
a copy of its mother cell, so it would never be possible to start from
two cell types and end with three. Thus candidates without any
intercellular links are eliminated. (ii) In the absence of any
communication between A and B, the system cannot produce
three non-oscillatory cell types from two initial types. Assuming a
generic pattern of cells – in which there exists at least one vertex
surrounded by an odd number of cells – for each node X, the ﬁnal
pattern must either be uniform (if the link from X to itself is
intercellular), or determined completely by lineage (if the link is
intracellular). Thus candidates that have no link between A and B,
neither intracellular nor intercellular, are eliminated. (iii) Any
candidate for which the target pattern is not a ﬁxed point of the
network logic is eliminated. Another reason that a candidate may
not be viable is that its target pattern is not reachable from its
particular initial condition. We apply three tests to check, without
having to run any ABN simulations, whether the initial condition is
outside the basin of attraction of the target pattern. (i) If the
system starts in a conﬁguration with all Boolean functions satisﬁed
and the new arrangement of neighbors after cell divisions does not
induce any changes in the expression levels, then there will never
be a third cell type generated. Thus we eliminate candidates in
which the original cells are in a ﬁxed point conﬁguration after the
initial consistency check (see the appendix for detail) and all cells
remain in a ﬁxed point conﬁguration after the ﬁrst cell division
(corresponding to the ﬁfth cleavage). (ii) For each cell (micromere
or macromere) whose state is not changed by the initial consis-
tency check, we examine whether its state is sensitive to the states
of its neighbors. For macromeres, if the neighbors have no
inﬂuence, the candidate is eliminated; such a macromere could
Fig. 4. Possible links in the two-node network. The rectangle represents one cell.
Solid links are intracellular. A dashed line indicates a set of links from the pictured
cell to each of its adjacent neighbors.
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never differentiate into two different territories. For micromeres, if
the neighbors have no inﬂuence, we ask whether the given state is
consistent with the SM state in the target pattern. If not, this
candidate is eliminated. (iii) It is possible for a particular node to
be locked into an initial state that is inconsistent with the target
state. For each node X in each territory, we enumerate all possible
states of its inputs from other nodes. If the state of X is the same in
all cases, we say the node is “locked.” The procedure is then
repeated, but with only the state consistent with the locked nodes
present in the enumeration. This may identify new locked nodes,
and the procedure is repeated until no new locked nodes are
found. If any of the locked nodes is inconsistent with its value in
the target pattern, the candidate is eliminated.
Note that the second and the third tests are not identical. There are
candidates where the state of a certain cell is not locked but one node
within the cell is locked into a state inconsistent with the target
pattern. Conversely, there are candidates in which no individual node
is locked into any particular state by the deﬁnition above, but some
cell may still be locked due to correlations between the nodes. That is,
a particular two-node state may be a ﬁxed point of a cell, even though
neither node is locked independently.
Passing the three tests is a necessary but not sufﬁcient condi-
tion for a candidate to be able to reproduce the target pattern.
We ﬁnd, however, that for candidates with two nodes and two
links per cell, these tests are in fact sufﬁcient; they do eliminate all
candidates that cannot generate the target pattern.
Fig. 5. Distinct ABNs. An arrow at the tip of a link indicates the downstream target copies the state of the source, and a bar at the tip of a link indicates the downstream
target inverts the source state. Intercellular links are indicated by dashed or dotted lines, with dashes (dots) indicating that inputs from multiple neighbors are integrated
using an OR (AND) function.
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3.6. Testing process for each candidate
The symmetry arguments and dynamical considerations reduce
the candidate pool dramatically. For two nodes two links per cell
case, we ﬁnd that only 4 candidates remain for consideration.
For two nodes and three links per cell case, we ﬁnd 73 remaining
candidates, and for three nodes and three links per cell case, we
ﬁnd 1004. For each remaining candidate network, we randomly
sample time delays uniformly from a plausible range. For each
random assignment of delays, we run the ABN simulation. If, at the
time just before the 9th cleavage, the system reaches the target
pattern (which we know is a ﬁxed point), the combination of the
network, the initial condition, and the target pattern is identiﬁed
as a viable model. In the two-node, two-link case, we ﬁnd that all
four candidates are viable models.
4. Results
4.1. Results from the exhaustive search
Fig. 6 and Table 2 show the cell structure for the four viable
models with two nodes and two links per cell. When we apply the
initial consistency check, all of them collapse immediately to the
same state as candidate 1, which is a ﬁxed point in the absence of
cell division. Thus all four lead to the exact same transient
dynamics. Explicit ABN simulations show that all the models
reproduce the target pattern via the time series shown in Fig. 7.
4.2. Simulation results for the sea urchin ABN
For the eight-node GRN taken from the sea urchin, we study an
ABN model with the links shown in Fig. 3 and the logic functions
of Table 3. Running the model with intercellular links between
adjacent cells in the 2D division diagram of Fig. 1 yields the results
shown in Fig. 8. The associated time delay parameters for this
model, which were generated from random sampling, are shown
in Table 4. The ﬁgure shows that the ABN of the reduced sea urchin
GRN is able to reproduce the target pattern although, as
mentioned above, it does not capture the distinction between
V1L and V1U, as the latter is destined to become ectoderm rather
than the endoderm modeled here.
To conﬁrm that the successful dynamics are reasonably robust,
we introduce noise of amplitude α by setting the time delay for a
particular update event to
τ0 ¼ ð1þϵÞτ; ð1Þ
where the random variable ϵ is drawn from a uniform distribution
on the interval ½α;α. For every update of a source, a freshly
sampled ϵdetermines τ0 for the update of each of its targets. Using
the parameter set in Table 4 and setting α¼0.05, the ABN
simulation gives the same result shown in Fig. 8.
We examined the robustness of 774 successful parameter sets
obtained by uniformly random sampling in the time delay para-
meter space. For each case, we repeatedly ran 100 ABN simulations
with noise, using increasingly large values of α. We identiﬁed αm,
the largest viable α, as the largest value at which at least 95 of the
100 runs produced the correct pattern. The average of αm over the
774 parameter sets was 0.10. The sources of failure, however, can
be traced to three key parameters, and adjusting these by hand
gives networks with much larger αm.
Firstly we consider the pmar1–hesC connections. In the macro-
meres, we take both pmar1 and hesC to be OFF as an initial
condition of our model. Because both of them have ubiquitous
inputs (expressed at the time of interest in all of the cells being
modeled) and repress each other, their ultimate states in the
model are determined by a competition for which one turns ON
fast enough to keep the other OFF. A sufﬁcient condition for hesC
winning the competition is
τUbipmar1;14τUbihesC;1þτhesCpmar1;1; ð2Þ
which guarantees that hesC turns ON in the macromere. Taking
t¼0 to be the time at which the ubiquitous signals are ﬁrst turned
ON, t1 ¼ τUbihesC;1þτhesCpmar1;1 represents the time when the
repressing signal from hesC arrives at pmar1. If t1 is earlier than the
activating signal from its ubiquitous input, pmar1 will never turn
ON. When noise is present, the worst case scenario for violating
inequality (2) is to have the delay on the left-hand
side reduced by a factor of ð1αÞ and both delays on the right
increased by ð1þαÞ. Thus we get an upper bound on α for





The next critical parameter is the difference between ON and
OFF delays on the self-input link of gcm. If the ON delay is shorter
than the OFF delay in endoderm, gcm may hold itself on for all
time after transiently expression of aNotch, which is inconsistent





T1 ¼ τets1delta;1þτdeltaaNotch;1þτaNotchgcm;1; ð5Þ
T2 ¼ τdeltaaNotch;2þτaNotchgcm;2; ð6Þ
and tD 8 is the time of the eighth cleavage. This constraint comes
from the fact that before the eighth cleavage, gcm in the V2 cells
will turn ON at t ¼ T1. After the eighth cleavage, V2U cells lose
delta signal from micromere lineage, which gives at t ¼ tD8þT2,
gcm turns OFF in V2U cells. As a result, τgcmgcm;1τgcmgcm;2 is
required to be larger than the pulse width of gcm to turn gcm OFF
in V2U cells. Finally, a sufﬁcient condition for preventing alx1 from
turning ON in macromere lineage is alx1 receiving the repression
Fig. 6. Four candidates in the candidate pool share the same link conﬁguration and
logic function. An arrow at the tip of a link indicates the downstream target copies
the state of the upstream source. The logic for integrating intercellular signals is
always taken to be an OR function.
Table 2
The initial conditions and target patterns for the candidates our analysis gives.
Candidate Initial condition Target pattern
Micromere Macromere SM NSM Endoderm
1 A, B A , B A, B A , B A , B
2 A, B A , B
3 A, B A , B
4 A, B A , B
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Numerical tests conﬁrm that the pattern is reached (with no noise)
for 10 000 randomly chosen parameter sets satisfying these
inequalities.
If α satisﬁes inequalities (3), and (4), (7), then the target pattern
will be reached 100% of the time. Thus the largest α that satisﬁes
all of the inequalities is a lower bound on αm. For plausible choices,
such as
τUbihesC;1 ¼ τhesCalx1;1 ¼ τhesCpmar1;1 ¼ θ; ð8Þ
τets1alx1;1 ¼ τUbipmar1;1 ¼ 6θ; ð9Þ
and
τgcmgcm;1 ¼ 3 τgcmgcm;2þ3 T2T1þ2 tD8; ð10Þ
we ﬁnd αm40:5. Eq. (10) gives rise to a large τgcmgcm;1 since tD 8
is large compared to the other delay parameters. Eq. (10) indicates
that for the sea urchin GRN to be able to generate the target
pattern with a high noise level, the activating signal of the gcm self
input should arrive at a late time, which is consistent with the
study by Croce and McClay (2010). Numerical tests conﬁrm that
the pattern is reached in all cases for 100 randomly chosen
parameter sets satisfying these inequalities.
The cell shapes in a real sea urchin embryo are not as regular as
shown in Fig. 1, but rather show variations of the type shown in
Fig. 9. For the successful parameter sets in the sea urchin GRN
model, in the ﬁnal stage, cells that share boundaries with micro-
mere descendants are NSM, which is consistent with the work of
Peter and Davidson (2010). In the model, cells that do not share
boundaries with micromere progeny become endoderm, even if
they are roughly in the same latitudinal band as other NSMs. Thus
the NSM territory in sea urchin embryo is seen as a topological
region consisting of cells adjacent to micromere descendants
rather than a geometric region consisting of a latitudinal band.
4.3. Relation between the successful candidates from the exhaustive
search and the sea urchin GRN
We now identify groups of genes in the 8-node network that
act as modules. We deﬁne Group 1 as pmar1, hesC, delta,ets1 and
alx1, and Group 2 as aNotch and hox11/13b. In Group 1, pmar1 and
hesC behave like a bistable switch since both of them have
constant positive inputs that are dominated by the repressing
inputs. The expression patterns of the other three genes in Group
1 are determined once the state of the bistable switch is estab-
lished. Note that the self-activation input to alx1 dominates its
other inputs, which implies that alx1 could be ON independently
of the states of the other Group 1 genes. Thus Group 1 is not a
module by the strict deﬁnition above. However, for the initial
conditions of interest, the sustained activation of alx1 does require
that ets1 be expressed for a sufﬁciently long time, as mentioned in
Section 4.2 above. After endomesoderm segregation, alx1 expres-
sion is sustained in the skeletogenic lineage, presumably by
autoactivation (Damle and Davidson, 2011). Thus, between the
fourth cleavage and segregation, the ﬁxed points of all three genes
delta, ets1 and alx1 are indeed determined by the state of the
bistable switch, and it is reasonable to treat all of them as a single
module. Group 2 does form a module: aNotch represses hox11/13b
and a ubiquitous input activates hox11/13b in the absence of
aNotch, leading to two ﬁxed points in which one or the other
gene is expressed.
Because the logic function governing the behavior of B is an OR
function on the A inputs from neighboring cells, the hypothesis
Fig. 7. Time series for nodes A and B at different stages. The vertical arrangement follows Fig. 2. At each stage, the left (right) half of the sector is the expression pattern for A
(B). The bottom black sector represents small micromere which does not affect the network. Stripe (gray) represents A (B) is ON and blank represents OFF. Time delays are
generated from random sampling: τAA;1 ¼ 0:424, τAA;2 ¼ 0:730, τA exB;1 ¼ 2:001, τA exB;2 ¼ 0:682, where exB stands for B in neighboring cells.
Table 3
The logic functions of nodes in the sea urchin ABN.
Node name Logic function
pmar1 NOT hesC
hesC NOT pmar1
delta ets1 AND NOT hesC
ets1 NOT hesC
alx1 (alx1 OR ets1) AND NOT hesC
gcm (gcm OR aNotch ) AND NOT alx1
aNotch Neighboring delta
hox11/13b NOT aNotch
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that the logic depends only on the presence or absence of a signal
requires that we take A (as opposed to A) to be the state in which
the intercellular signal delta is ON, which implies also that hexC is
OFF and all other Group 1 genes are ON. If we then take the ﬁxed
point of Group 2 with aNotch ON and hox11/13b OFF as the state B,
the top row of Fig. 8 is seen to match Fig. 7. In the reduced sea
urchin GRN, when both hesC and aNotch are expressed, corre-
sponding to the state AB, gcm will be expressed, marking the cell
as NSM. Thus the logic and dynamics of the reduced sea urchin
GRN is consistent with the simple network with two nodes and
two links per cell.
In the reduced sea urchin ABN, initially there is a competition
between pmar1 and hesC in the macromeres; initially neither is
expressed, and which one will be expressed depends on the time
delays associated with their ubiquitous inputs and the repressing
links between them. To model this process within the simpliﬁed
ABN, we could initiate the two nodes and two links per cell ABN
with a pulse in node A. It is clear, however, that the time delays can
be adjusted to allow either gene to win the race, and for present




The success of our search for a simple network architecture
that is sufﬁcient to account for an important pattern formation
process in the early sea urchin embryo, together with the mapping
of the urchin GRN onto that architecture, supports the hypothesis
that regulatory interactions are the dominant source of instruc-
tions about cell fates in this stage of development. In our models
there is no external morphological or temporally varying regula-
tory signal, yet we have found a large domain in parameter space
that leads to successful pattern formation. The domain includes
models in which the target pattern is reached with a high degree
of robustness against timing ﬂuctuations. Our study indicates the
underlying logic of sea urchin pattern formation process is that a
micromere signal (delta) is required to turn a cell in the macro-
mere lineage into NSM, and those cells not adjacent to the
micromere progeny (and therefore not receiving the signal)
become endoderm.
Table 4
Time delay parameters associated with the sea urchin GRN. Note that Ubi stands for
the ubiquitous input in Fig. 3. Since Ubi is always ON during the simulation, the
time delays for how fast the Ubi OFF signal travels will never enter the ABN
simulation. exdelta stands for the value of delta in neighboring cells.


















Fig. 9. Artiﬁcially constructed sea urchin embryo. Red: SM; yellow: NSM; blue:
endoderm. (For interpretation of the references to color in this ﬁgure caption, the
reader is referred to the web version of this article.)
Fig. 8. Top row: Time series for 8 nodes at different stages similar with Fig. 7. Each stage has eight columns representing expression patterns of genes: (from left to right)
pmar1, hesC, delta, ets1, alx1, gcm, aNotch, hox11/13b. Bottom black sectors represent small micromeres. Gray indicates the gene is expressed and blank indicates the gene is
not expressed. Columns 5, 6 and 8 represent marker genes thus they have the same color code as shown in Fig. 1(E). Bottom row: Time series of the three marker genes in the
2D embryo as shown in Fig. 1.
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5.2. Remarks
The 8-node network in the current study represents a simple
paradigm of developmental regulation that is suitable for computa-
tional investigation. Beginning with the fourth cleavage, the localiza-
tion of maternal factors that drive endomesoderm speciﬁcation is
well established experimentally, giving us a well deﬁned initial
condition for mathematical modeling. Shortly after the fourth
cleavage, pmar1 has been activated by nuclearized β-catenin speci-
ﬁcally in the skeletogenic founder cells, whereas alx1, gcm and hox11/
13b are in the OFF state. Ubiquitous inputs are assumed to be ON at
all times in the period of interest, and we take the initial conditions
to be pmar1 ON and all other genes OFF. We begin at the fourth
cleavage because until that point β-catenin is not ubiquitous, being
activated in the micromeres but not macromeres. Nuclear β-catenin
activates pmar1 in the desired territory, which we then take as our
starting point, after which it is reasonable to assume that nuclear β-
catenin is ubiquitous (Logan et al., 1999). The downstream markers
alx1, gcm, and hox11/13b are assumed to reach a ﬁxed point in their
respective domains of expression, which is in good agreement of
experimental observations.
Our network model is based on several assumptions that
introduce conceptual clarity at the expense of simplifying the
biology. First, we use a Boolean logic framework in which gene
expression levels are represented by binary variables. Previous
work on the sea urchin GRN and other systems suggests that this is
a plausible approach (Cheng et al., 2013; Peter et al., 2012). Second,
we assume that cell divisions are symmetric. During the time
period of interest here, between the fourth cleavage and segrega-
tion, there is no known polarity in the dividing cells and no
experimental evidence for asymmetric gene expression immedi-
ately after division. Third, we assume that a single neighbor is
sufﬁcient for generating effective intercellular signals between
adjacent cells, no matter the size of the boundary they share. This
assumption leads to only AND or OR logic for each intercellular
signal, depending on whether the signal being expressed corre-
sponds to the source module being “ON” or “OFF,” respectively.
There are other options, such as a threshold function that requires
more than one neighbor to express the signal. In the present case,
however, a cell may share a substantial boundary with only one
signaling cell, while another may contact as many as three, but
share only tiny boundaries with two of them. Using a threshold
different unity for the number of cells required for transmitting a
signal could easily lead to implausible artifacts.
We also have assumed that the target pattern is a ﬁxed point of
the network. This assumption is consistent with the observation
that the expression pattern is indeed a ﬁxed point of our 8-node
ABN model. Removing this assumption (i.e., allowing the target
pattern to be expressed only transiently) would be possible in
principle, but a search for all such possibilities would include
clearly implausible models: cases in which the system undergoes
oscillations and just happens to be at the right state at the instant
of interest, or cases in which there is an interaction with such a
long time delay that it is effectively absent during the time
window of interest. The networks we ﬁnd with the correct ﬁxed
point provide for the simplest dynamics leading to the target state,
and we hypothesize that the regulation of genes beyond the ninth
cleavage involves additional components of the overall network
that are not included in our model.
After the tenth cleavage in the urchin embryo, a complex
spatial pattern will arises (including the emergence of oral/aboral
asymmetry in the vegetal half) whose sources are not yet well
characterized experimentally. Given that we cannot model the
behavior after the tenth cleavage, it is not necessary to model the
ninth cleavage either. The ninth cleavage is an asynchronous cell
division that does not produce an additional latitudinal layer,
which means that among the macromere progeny, we still only
have V1U, V1L, V2U and V2L cells (Croce and McClay, 2010). After
reducing the embryo into a 1D system, the ninth cleavage does not
introduce any new cell environments.
From the perspective of the physics of pattern formation, the
developmental system can be described as a cellular automaton on
a substrate that is expanding through a growth process involving
cell divisions that alter the topology of connections between cells.
The classiﬁcation of patterns that can be formed from simple
rules, such as those explored in our 2-node model, remains an
open question. A general classiﬁcation analogous to the study of
Turing patterns on static substrates could be quite interesting.
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Appendix A. ABN model framework
A.1. Autonomous boolean network
We reproduce here, with minor adjustments in notation, the
description of the ABN modeling framework presented by Sun
et al. (2013). ABN models, in general, are designed to implement
directly the three core features of a regulatory system: (1) the
architecture of causal links between regulatory elements; (2)
the logic of the response of each element to its regulators; and
(3) the times required for targets to respond to changes in the
states of their regulators. The ﬁrst two features are common to all
Boolean models of regulatory networks. The third allows for
dynamical behaviors that may be missed in Boolean models with
synchronous or random asynchronous dynamics, and for explora-
tion of the effects of small timing ﬂuctuations. Two additional
features are included in order to avoid artifacts that may arise in
some types of time-delay Boolean models: a distinction between
time delays for ON and OFF signals removes marginally stable
attractors that would not be observed in real systems, and the
ﬁltering out of very short pulses avoids the unlimited buildup of
sharp spikes of activity. Ghil and Mullhaupt (1985)
In an ABN, each expression level of the species Y is represented
as a binary variable yAf0;1g. A Boolean function FY determines the
value of y based on the values of its inputs. For a link from input X
to output Y, we refer to nodes X as the “source” and Y as the
“target”. Associated with the link are two time delay parameters
τXY ;1; τXY ;2Z0, with τXY ;1ZrX;1 and τXY ;2ZrX;2, where rX;i is a
positive constant representing minimum durations of inputs for
generating a response in X. The link from X to Y represents a chain
of events through which x may inﬂuence y. τXY ;1 and τXY ;2 may be
thought of as the times required for signals to traverse the link.
τXY ;1 is the delay between the instant x updates from 0 to 1 and the
instant this update affects y; τXY ;2 is the corresponding delay when
x updates from 1 to 0. For example, consider a node, A, that is the
target of two links with sources B and C. The time series a(t) is
developed in chronological order as follows. At time t, we ﬁrst
compute
aðtÞ ¼ FA½bðtbÞ; cðtcÞ;
where tx is a time inﬁnitesimally later than the latest origination
time of the signals transmitted from node B or C that have arrived
at A before time t. These can be written as tb ¼ tτBA;σb and
tc ¼ tτCA;σc , where σbAf1;2g and σcAf1;2g are determined by
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whether the latest signal to arrive at A was a 0-to-1 or 1-to-0
update in each case. Note that it is the origination time from the
source node that enters the equation rather than the arrival time
at node A. After a given source switches, it may switch back
quickly enough that the trailing signal would reach the target
before the leading one, in which case the ﬁrst signal would never
affect A. Physically this corresponds to a case in which the trailing
signal annihilates the leading one before it reaches the target.
Next, we adjust the recent history of A to account for the fact
that a target cannot respond to counteracting signals received in
sufﬁciently rapid succession. Let s be the latest time before t that A
switched from 0 to 1 (or 1 to 0). If a signal arrives at time t that
causes A to switch back from 1 to 0 (or 0 to 1) and tsorA;1 (or
rA;2), then Aðt0Þ is set to 0 (or 1) for the entire interval sot0ot and
we say that the short pulse (or dip) is rejected. Note that the
restrictions τAY ;1ZrA;1 and τAY ;2ZrA;2 ensure that the adjustment
to a(t) can be made in time to remove any signals generated by the
switch at time s before they reach their targets. The ABN dynamics
can be simulated by an event-driven computer code. A time-
ordered queue is maintained containing signals and arrival times
at all targets, and the target receiving the next earliest signal is
updated according to its logic function. Stochastic ﬂuctuations may
be modeled by adding a random increment to each event time as it
is added to the queue.
For present purposes, we neglect the dependence of the time
delay on the recent history of the source and target; i.e., we do not
attempt to model the fact that a node that has just recently turned
OFF may turn ON more quickly than one that has been OFF for a
long time. In some physical systems, such as unclocked digital
electronic circuits, history dependent effects can be important and
the dynamics of the network may be chaotic. While it is possible to
modify the ABN model to account for such effects, we do not
consider them here.
The ABN simulation begins with an “initial consistency check”. If
the initial state of a node is inconsistent with its inputs, given the
logic function of that node, then the state of the node switches at
t¼0 and this update may add future events into the event queue.
A.2. Model biological networks
In modeling the GRNs governing multicellular organisms, we
assume that each cell contains a copy of the same network,
including both intracellular and intercellular interactions. The
intercellular inputs to the nodes in a given cell are assumed to
originate from the source nodes in each of the cells that is
physically adjacent to the cell in question. That is, for present
purposes, our model does not include external inputs that affect
only a subset of the cells, nor does it include long-range interac-
tions due to diffusible signals. This amounts to a strong version of
regulatory genome hypothesis: that the information required to
establish the developmental patterns is contained completely
within the structure and dynamics of the network of intracellular
gene interactions and direct signals between adjacent cells. The
full GRN, then, is a set of identical copies of a cellular GRN with
identical couplings for all pairs corresponding to adjacent cells.
The only point where cells are distinguished by external informa-
tion is in the speciﬁcation of the initial state of each cell.
A cell may have multiple neighbors, in which case we assume
that the signals coming from different neighbors are indistinguish-
able; i.e., the cell does not respond differently to signals reaching it
from different spatial locations. For each intercellular interaction,
we introduce a virtual node, called an “intercellular processor,”
that reads the states of source nodes from all of the neighboring
cells and determines whether the target node has received the
signal. For example, consider a node, T, that is a downstream
target of an intercellular link from node S (Fig. 10A), and assume
the cell in question has three neighbors, as shown in Fig. 10 B.
We insert the intercellular processor to check the states of the
sources, as shown in Fig. 10C. The time delay between a source, S,
and the intercellular processor is taken to be zero. The time
delay associated with the intercellular link is represented by the
link between the intercellular processor and the target node, T. For
simplicity we consider only the simplest cases for the logic
functions associated with intercellular processors: OR and
AND. An OR (AND) function indicates that the ON (OFF) signal
from one single neighboring cell is enough to regulate the target.
In this study, we do not introduce “intracellular processors”
as we did in the previous study (Cheng et al., 2013), but subsume
them in links between genes because our focus here is on ﬁnding
a simple logical structure rather than studying a network
with a ﬁxed structure and trying to avoid unusual dynamical
artifacts. To model cell division, we assume that a progenitor
cell gives rise to two identical daughter cells, each inheriting
the dynamical state (event queue) of the progenitor at the
instant of division. The positions of all cells are then recomputed
based on some externally speciﬁed morphological model. All
previously existing signaling links are deleted from the full
ABN, and new signaling links are established between adjacent
cells in the new conﬁguration. For each new signaling link,
an update signal for the target indicating the state of the
intercellular processor is added to the event queue at the time of
the division. For sea urchin embryo, we set the time interval
between cell divisions (cleavages)Δt ¼ 1. (Taken from Cheng et al.,
2013.)
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