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Phase Enhanced Micro CT Images of Unstained Soft Tissues 
 
Vlad Brumfeld1, Gili R.S Naveh2 and Steve Weiner2 
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Chemical Research Support and 
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Department of Structural Biology, Weizmann Institute of Science, 
Rehovot, Israel
 
Keywords: soft-tissue, PDL, phase contrast 
ABSTRACT 
We have obtained high resolution micro CT images of unstained soft biological tissues by positioning 
the detector and the X-ray source far away from the sample and by scanning in vapour saturated 
atmosphere instead of immersing the sample in liquids. We show that this method does not induce 
extensive drying of the tissue.  
1. INTRODUCTION 
Micro CT has become the method of choice for non-destructive high quality 3D imaging of hard 
mineralized tissues (Bouxein et al 2010). To date, imaging soft biological tissues by micro CT requires 
chemical fixation and staining, which are known to induce significant artifacts. Even under fixation and 
staining, imaging certain structures like blood vessels (Sharir et al 2011) or collagen-rich tissues like 
cartilages was successful, while obtaining 3D images of other soft tissues is still not possible.  
 
In order to obtain micro CT images of unstained soft tissues, one has to use some method to increase 
the contrast. Here we have used extensively the well-known phase enhancement (phase contrast) 
method which increases the contrast of the CT images by adding phase information to the image 
(Wilkins et al 1996). Unfortunately, phase enhancement is not enough for high-contrast images 
needed for examination of soft tissues, and we had to use the contrast provided by different amounts 
of water in different areas of the tissue. For this, the background introduced by scanning the samples 
in liquid media had to be removed. 
2. EXPERIMENTAL 
We used a MicroXCT-400 (Xradia, USA) instrument with a custom-made sample chamber that 
allowed us to work in a saturated water vapor atmosphere (Naveh et al 2012)   
3. RESULTS AND DISCUSSION 
The periodontal ligament (PDL) is a connective tissue that connects the tooth to the alveolar bone. As 
the PDL is the softest component in the tooth–bone system, it will initially be most affected by any 
applied loads. We have used our contrast enhancement (phase contrast) method to monitor minute 
changes induced in the PDL tissue structure by loading the rat molar. For this we have measured a rat 
half-mandible in a custom-made loading device attached to the stage of a Xradia 400 Micro XCT 
scanner. The loading device allowed for a constant high humidity (more than 95%) to be set in the 
measuring chamber and also allowed us to position both the detector and the X-ray source far away 
from the sample in order to allow phase enhanced images. The high resolution of our method allowed 
us not only to monitor the changes induced by applied load in the shape and architecture of the tooth 
and bone (Naveh et al 2012a), but also to visualize the mesh of individual collagen fibers of the PDL 
(Naveh et al 2012b).  
 
In order to verify that indeed the phase enhancing and the absence of liquid water were the main 
factors in increasing the resolution of our images, we compared images obtained with the second 
molar tooth immersed in water, to those measured under high humidity atmosphere. The results (Fig 
2) show that high resolution images (voxel size 1.64 microns) with the high contrast required to 
visualize the collagen fibers located inside the tooth pulp chamber can be obtained only by scanning 
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the sample in air and by setting the measurement geometry (source to sample distance 65 mm, and 
sample to detector distance 42 mm exposure time 40 seconds) to allow for phase information to be 
embedded in the image. By increasing the sample to detector distance to 80 mm or more for optimum 
phase contrast would weaken the signal and would require unreasonably long measurements of an 
unfixed soft tissue.   
 
 
Long experiments in air can induce significant artifacts in the micro-CT images due mainly to the 
sample drying. We have checked that our method does not lead to significant structural changes in the 
sample. Because the PDL is an internal tissue that fills the cavity between the tooth and the alveolar 
bone and is somehow protected from drying, we imaged at high resolution (voxel size 2.69 microns) a 
rat leg surrounded by muscles in a water saturated atmosphere. In figure 3 we show that keeping this 
exposed sample in the water saturated atmosphere for more than 40 hours does not induce significant 
structural changes in the sample. 
Figure 2: Pulp in the second rat molar 
imaged (a) in water saturated atmosphere 
with phase enhanced configuration (b) in 
water vapors but without phase 
enhancement and (c) immersed in water. 
Collagen fibers are indicated by the white 
arrows 
a 
c 
b 
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4. CONCLUSIONS 
Many unstained soft tissues can be imaged by high resolution X-ray tomography using our contrast-
enhancement method of scanning the sample in a water saturated atmosphere and under phase 
enhancement geometry. This method does not induce significant sample drying, even for long 
measurements.   
5. REFERENCES 
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Guidelines for Assessment of Bone Microstructure in Rodents Using Micro–Computed Tomography, 
J.Bone.Min.Res 25:1468-1486. 
Naveh , G.R.S., Shahar R., Brumfeld, V. and Weiner , S.(2012a) Tooth movements are guided by 
specific contact areas between the tooth root and the jaw bone: A dynamic 3D micro CT study of the 
rat molar J.Struct.Biol 177:477-483. 
Figure 3: A junction in a rear leg of a 
two months old mouse imaged (a) in 
water saturated atmosphere 
immediately after positioning it in the 
instrument (b) like in (a) but after 40 
hours and (c) immersed in liquid 
water. Collagen fibers are indicated 
by the white arrows 
a 
c 
b 
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1
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ABSTRACT 
In computed tomography (CT), the source-detector system commonly rotates around the object in a 
circular trajectory. However, such a trajectory does not allow to exploit a detector fully when scanning 
elongated objects. In this paper, a new approach is proposed, in which the full width of the detector is 
exploited for every projection angle. This approach is based on the use of prior information about the 
object’s convex hull to move the source closer to the object, obtaining more detailed information from 
particular projection angles. Experiments show that this approach can significantly improve 
reconstruction quality. 
1. INTRODUCTION 
In most X-ray computed tomography (CT) acquisition setups, the source-detector system rotates 
around the object in a well-defined and geometrically simple manner. In micro-CT imaging, for 
example, a circular source-detector trajectory is by far the most popular one. The radius of such a 
trajectory is often chosen so as to avoid truncation in the acquired projections. That is, the radius is 
chosen large enough so that for each angle the full projection of the object is captured by the detector. 
However, for elongated objects, a circular trajectory does not allow to exploit the detector optimally. In 
(Xia et al. 2008), it was shown that non-planar trajectories yield visually better reconstructions than 
circular trajectories in applications of tomosynthesis to breast imaging. In single photon emission 
computed tomography (SPECT), non-circular orbits have been shown to reduce uniformity artefacts 
(Todd-Pokropek 1983), to improve resolution (Eisner et al. 1988, Pan et al. 1997), contrast, edge 
definition, and uniformity (Gottschalk et al. 1983). It was also noted, that in certain cases in SPECT 
elliptical orbits can produce reconstructions with undesirable artefacts, introduced by significant 
regional nonuniformity (Maniawski et al. 1991).  Despite these facts, the use of non-conventional 
trajectories is still almost unexplored. 
 
To improve reconstruction quality, a new approach is proposed in which the full width of the detector is 
exploited for every projection angle. To this end, projections are taken from the smallest possible 
distances to the object, while avoiding truncation. This is achieved by calculating the source position 
for every projection angle based on the information about the convex hull of the object. The proposed 
approach is integrated into an algebraic reconstruction framework, while its use with analytical 
reconstruction methods needs a rebinning procedure that still has to be developed. Possible 
applications of this approach include devices with flexible acquisition geometries, mobile tomography, 
and tomography of the objects with substantial differences in their dimensions, such as electronic 
components. 
 
In our simulations, the convex hull of the object is used as a source of information about the geometry 
of the object. In practice, an approximation of the convex hull of the object can be built from a 
preparatory scan used to plan the scanning procedure or from CAD models (for industrial objects) 
(Laurentini 1994). 
2. APPROACH 
The idea of the proposed variable distance approach (VDA) is to acquire a projection for a particular 
projection angle by placing the X-ray source as close as possible to the object, while avoiding 
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truncation. In contrast to a circular trajectory approach (CTA), which keeps the source-object distance 
constant, VDA allows to fully use the detector and obtain more information from this angle. To 
calculate the smallest possible source-object distance, prior information about the object must be 
exploited. In our experiments, we use the convex hull of the object to calculate this distance. 
 
(a)  (b)  
Figure 1: Geometry of trajectory calculation in VDA (a) and the trajectories for the simulation 
experiment (b) 
Consider a fan-beam CT setup with a circular trajectory, a linear detector array and a fixed source-
detector distance (Figure 1(a)). For each projection angle and for every vertex in the convex hull, lines 
are constructed, parallel to the lines connecting the source and the detector edges, and containing this 
vertex. Among all the intersections of the constructed lines with the line containing the source and the 
centre of the detector, find the one that is the most distant from the centre of rotation. This point is the 
closest possible to the object source position from which the object will be imaged without truncation. 
Repeating this procedure for every projection angle yields the desired trajectory. 
3. EXPERIMENTS 
3.1. Simulation experiments 
Simulation experiments were run using a Siemens star-like phantom (Figure 2(a)) to demonstrate the 
proposed approach. Grey values of the phantom lie in [0,255]. The phantom was downscaled by a 
factor a=2 with bilinear interpolation resulting in image of 128×128 pixels of unit size while the original 
phantom had 256×256 pixels of 1/a unit size. A number of m equiangular fan beam projections were 
computed from the original phantom using Joseph’s projection method (Joseph 1982) and then 
downsampled by a factor a=2 in the radial direction summing the photon counts for a neighbouring 
detector bins. The source trajectory for VDA was calculated as described in Section 2 (Figure 1(b)). In 
CTA the source was placed at the distance corresponding to the maximum distance used in VDA. The 
reconstructions on 128×128 pixels of unit size reconstruction domain were built with 200 iterations of 
the Simultaneous Iterative Reconstruction Technique (SIRT) (Gregor and Benson 2008). Values 
outside the convex hull were not involved in the reconstruction. 
 
     
Figure 2: The reconstructions of the phantom (a) with CTA (b) and VDA (c) using 200 projections and 
the corresponding absolute difference images (d, e) (windowed to [0, 150] for better visual contrast) 
The quality of the reconstructions was assessed by calculating the mean squared errors (MSEs) over 
the values inside the convex hull. The first row of Table 1 shows the quantitative MSE results. Figure 2 
shows the reconstructions of the phantom using CTA and VDA along with absolute difference images. 
From the presented results one can conclude that VDA can produce the reconstructions which are 
better both visually and in terms of MSE than CTA. 
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In order to evaluate the proposed approach in a more realistic situation, the experiment was extended 
with noise simulations as described in (Guan and Gordon 1996). Ten noisy sets of projection data 
were obtained (the values N=10
5
 and N=10
6
 represent the number of incident photons for CTA and 
the corresponding number of photons for VDA was calculated taking into account the source-object 
distance). For each noisy projection dataset the reconstructions were built and the mean values of 
MSE of these reconstructions are shown in last two rows of Table 1, from which one can observe that 
VDA yields better results in the presence of noise than CTA. 
 
Table 1: MSE of the reconstructions of the phantom 
 CTA, m=30 VDA, m=30 CTA, m=200 VDA, m=200 
Noiseless 4.87×10
3
 4.14×10
3
 547 334 
N=10
6
 4.89×10
3
 4.18×10
3
 558 349 
N=10
5
 5.21×10
3
 4.64×10
3
 681 495 
3.2. Real experiment 
To mimic a tomographic system with variable source and detector position, the following experiment 
was conducted using a desktop micro-CT system SkyScan-1072 (Bruker-MicroCT, Belgium). A plastic 
capsule with a diameter of 7 mm and a length of 15 mm filled with a mixture of sand and glue was 
used as an elongated object. For this object, seven full-angle datasets were obtained, each containing 
533 images of 1024×1024 pixels, with the source-object distances ranging from 106.10 to 185.64 mm. 
The source-detector distance was equivalent to 371.28 mm. 
 
In order to simulate fan-beam scanning setup the central lines (the lines containing the optical axis) of 
the projections from the dataset obtained from the biggest distance were used during the 
reconstruction with CTA. Based on the CTA reconstruction, an approximate convex hull for VDA was 
created. In VDA for each projection angle the closest possible distance was calculated for this convex 
hull and a projection was chosen from the dataset obtained from the smallest distance bigger than or 
equal to the calculated one. 
 
(a)  (b)  
Figure 3: Reconstructions of the capsule with sand with CTA (a) and VDA (b) (windowed to [-
0.005, 0.03] for better visual contrast) 
In an ideal setup the central line of the chosen projection would also be used for VDA reconstruction. 
However, in the given device the movements of the object stage were not (and were not designed to 
be!) μm-precise, and the object can be shifted along the rotation axis or tilted during such movements 
causing changes in volumes of the object being imaged by the same detector line from the various 
distances. In order to partially compensate for these shifts, several slices neighbouring to the central 
one were reconstructed. Then the slice which was the visually closest to the central slice was chosen 
and the corresponding lines in the projections chosen by VDA were used for the VDA reconstruction. 
 
Both the CTA and VDA reconstructions were performed on the 1024×1024 pixels reconstruction grid 
with a pixel size of 17.09 μm using 700 iterations of SIRT. Figure 3 presents the reconstructed images. 
From these reconstructions it is not possible to conclude that the VDA reconstruction is better than 
CTA. Three reasons can introduce errors in the VDA reconstruction preventing it from performing 
notably better than CTA: 
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 possible shifts and tilts of the object during the movement of the object stage between scans (as 
described above) which cannot be fully compensated in VDA and which are completely absent in 
CTA; 
 the compensation procedure applied assumes choice of non-central lines of the projections, which 
causes the deviation of the geometry from being fan-beam-like; 
 the change of the source-object distance results in imaging of different volumes of the object by a 
given detector line (even in the absence of previous reasons) as the slice thickness depends on 
this distance. The resulting reconstruction contains a composition of thinner and thicker slices, 
possibly making the spatial resolution anisotropic. However, the slice thickness is intrinsically taken 
into account in a three-dimensional extension of the approach. 
Despite these reasons, the VDA reconstruction looks similar to the CTA reconstruction, adequately 
representing the object features. 
4. CONCLUSION 
In this paper, the variable distance approach (VDA) for CT scanning was proposed. This approach is 
based on the modification of the classic circular trajectory according to prior information about the 
object’s convex hull which is used to take projections from as close as possible distances to the object 
for every projection angle providing that the truncation is avoided. Our simulations showed that the 
proposed VDA approach can lead to more accurate reconstructions with lower errors, even in the 
presence of noise. In real experiments, image quality improvement is less obvious, mainly because of 
mechanical instabilities during scanning, which will be accounted for in future research.  
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ABSTRACT 
UGCT is a user facility for multidisciplinary micro-CT research. The scanners at UGCT are custom 
designed and built by the Radiation Physics research group (UGent). This paper describes the two 
latest scanners that were developed in collaboration with XRE: HECTOR, a high energy micro-CT 
scanner, and EMCT, a gantry based micro-CT scanner with variable magnification. HECTOR is a 240 
kV 280 W system with a nominal resolution of 4 micrometer. A 40x40 cm² flat panel detector which 
can be tiled results in a field of view of 80x80 cm². The sample positioning stage can carry samples up 
to 80 kg.  
The second scanner, EMCT, is a gantry based micro-focus system with a variable magnification. 
Unlike medical or small-animal scanners, the rotation axis is mounted vertically. It was designed to 
allow scans of objects that are hard to rotate in a standard micro-CT scanner, such as samples that 
are wired to peripheral equipment or samples in a fluid environment. The source is a 130 kV 15 W 
microfocus source (nominal resolution 5µm) with integrated high-voltage supply. The standard 
detector is a 15x15 cm² flat panel detector resulting in a maximal field-of-view of 12cm diameter. 
In addition a high-speed detector is available which can be installed on both scanners for micro-CT of 
dynamic processes. To further extend the effective X-ray energy at HECTOR a high sensitivity line 
detector will be installed in the near future. 
1. INTRODUCTION 
UGCT is a user facility for multidisciplinary micro-CT research [1]. Within UGCT, the Radiation Physics 
research group is responsible for the technological developments of micro-tomography itself as a tool 
for multidisciplinary research. This includes the design and construction of the actual scanners, and 
the development of control- and acquisition software [2], reconstruction software (Octopus) [3] and 3D 
analysis software (Morpho+) [4]. 
The previously available scanners at UGCT were primarily designed for high-resolution CT. As a result 
they are limited to 160kV, which puts a limit on the size and composition of the samples in order to 
have sufficient transmission to allow tomographic reconstruction. Additionally, they were not designed 
for high-speed scanning. To overcome these limitations, a more powerful high energy system called 
HECTOR has been developed, which is nevertheless capable of achieving high resolutions. Another 
limitation of the existing scanners is the fact that the sample is rotated in between a fixed source-
detector setup. In several applications it is hard to rotate the sample, for example because of wiring or 
tubing that is attached to the sample. For such cases the gantry based system EMCT was designed 
which rotates the whole tube-detector assembly around a stationary sample. The challenge was to 
achieve a resolution of 5 micrometer while keeping the flexibility high by making the source-detector 
distance variable, unlike most other gantry based CT scanners such as medical or small animal 
scanners which typically have a magnification which is fixed or only variable over a small range. 
2. SPECIFICATIONS AND FEATURES OF HECTOR 
For the source, a 240 kV open type directional source was chosen with a spot-size small enough to 
achieve 4 µm resolution and a maximal power of 280 W. The rotation stage has a mechanical bearing 
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with a total positional error of less than 2 µm but is nonetheless capable of handling axial loads up to 
80 kg. For routine scanning, a large 40x40 cm flat panel with (200 µm)² pixels covered with CsI 
scintillator was installed. The detector mount has an additional flange for either a high speed detector 
or a line detector which will be installed in the near future. The detector can be moved along the 
translational and vertical direction to extend the field-of-view to 80x80 cm². This was mechanically 
aligned and calibrated to sub-pixel precision in such a way that the images can simply be assembled 
without interpolation or registration. The detector stage and the sample stage can move independently 
along the magnification direction. The source-detector-distance ranges from 30 cm to 200 cm while 
the source-object-distance can range from 3 mm to 175 cm, covering a magnification range of almost 
1 to 600. HECTOR is constructed in a large concrete bunker with plenty of room to install additional 
hardware such as climate conditioners or load cells [5].  
 
 
 
Figure 1: The HECTOR scanner showing the source (1), rotation stage (2), detector pannel (3), 
positioning stages (4) inside the concrete bunker room (5) 
 
The 280 W of maximum available power allows for strong filtration of the beam while still leaving 
sufficient flux. This results in significantly higher energies than at the other UGCT scanners. A line 
detector will be installed in the near future which will even further increase the detected average 
energy because of a significantly thicker scintillator which increases the detection efficiency at higher 
energies. This extends the range of applications to large tree logs, geological or concrete drill cores, 
bronze artwork, metal parts etc. 
 
The high power beam also makes it possible to perform high speed CT scanning of dynamic 
processes. This allows monitoring of processes like foam collapse, water ingress etc. in 3D. 
Finally, HECTOR was designed to provide a high degree of flexibility for CT research. This includes 
support for helical scanning using a high-precision vertical stage with 95 cm travel. At the rotation 
stage there is access to a power supply, a UTP connection and several I/O lines. 
The large source-detector-distance is not only useful for scanning large samples but also for phase 
contrast imaging experiments. 
 
Finally, the detector frame is motorised so it can be rotated +/-30 degrees around a vertical axis. This 
will be used for special acquisition schemes such as limited angle CT, laminography or tomosynthesis 
methods. 
 
2 
 
3 
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4 
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3. SPECIFICATIONS AND FEATURES OF EMCT  
The source on the EMCT scanner is a 130 kV closed type directional source with a minimal spot-size 
of 5 µm and a maximal power of 39 W. The X-ray detector, chosen for the EMCT, is a CMOS type with 
a 400 µm CsI scintillator. It has 1358x1356 pixels of (0.1 mm)², which leads to a sensitive area of 
13.5x13.5 cm². The source and detector are mounted on a linear motorised stage. Since the samples 
are stationary with regard to the outside world, this stage can be used to change the magnification of 
the X-ray system. This magnification stage with detector and source is mounted on a large goniometer 
(rotation stage). The goniometer has a positional accuracy of less than 5 µm and a bore hole of 190 
mm diameter through which the samples can be positioned into the beam. The entire system is built 
on a granite base to reach the required geometrical precision and stability during the CT scans. The 
system controller is a compact industrial PC which is also mounted on top of the rotation stage. 
Communication, interlocks and power are transmitted over slip ring contacts which are embedded in 
the granite base. This allows for continuous rotation of the scanner around the sample. The detector-
source distance can be changed manually from 150 mm up to 400 mm.  
 
         
 
Figure 3: The EMCT scanner CAD design (Left) and actual appearance (Right) showing the X-ray 
source (1), detector (2) on the magnification stage (3) in turn mounted on a rotating gantry (4). The 
vertical stage (5) is fixed to the frame and allows sample positioning and helical scans. 
The flat panel detector can be operated in different modes, each with its own maximum frame rate. In 
panoramic mode, only a central window of 120 lines is read-out with a frame rate of 300 frames per 
second. In panoramic mode it is possible to perform high speed CT scans, with a sufficiently small 
angular interval between successive projections, in a matter of seconds. The EMCT scanner has a 
vertical stage with 80 cm travel. This allows for helical scanning of long samples, e.g. drill cores. The 
samples can be centered on the rotation axis of the CT scanner by means of a piezo XY table which is 
mounted on the vertical stage.  
 
One of the reasons to mount the gantry horizontally, contrary to medical and small animal scanners, 
was that it is easier to obtain the high mechanical accuracy required to reach 5 µm resolution. Another 
reason was that, in this way, samples can be supported from below rather than from the side, and 
therefore the support stays out of the field of view. It also provides easier access to the sample area, 
especially during experiments involving fluids and/or gravity. Figure 4 shows the 3D rendering of 3 
stages during a compression test on aluminum foam. The foam was placed in the centre of the 
scanner prototype, supported at the bottom which stayed in place, and then step-wise loaded from the 
top. This way, the size and shape of the cells and the supporting struts can be investigated as function 
of the loading. 
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2 
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Figure 4: 3D renderings of different stages of compression of aluminum foam. 
4. CONCLUSIONS 
Two new scanners have been developed for use at UGCT that extend the possible range of micro-CT 
applications in different areas. The higher acceleration voltage and power of HECTOR together with 
the higher sensitivity of the used detectors have increased the range towards larger and more 
absorbing samples and opened up the possibility for 4D scanning of dynamic phenomena. The gantry 
based EMCT scanner allows scanning of objects that can not be rotated in a standard micro-CT 
scanner. This allows for scanning of samples in a fluid environment, samples inside a climate chamber 
or a load cell, or samples that are connected to the outside world with wiring, tubing etc.  
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ABSTRACT 
The PILATUS pixel detector [1-3] has transformed x-ray data collection by its single-photon-counting 
technology, which enables noise-free x-ray detection with high dynamic range and excellent stability at 
high frame rates, properties which are essential for superior data quality in diffractive and phase-
contrast imaging. Tomographic applications from synchrotron-based small-angle x-ray scatter (SAXS) 
imaging and coherent diffractive (ptychographic) imaging are presented as well as results from 
grating-based phase-contrast CT in the laboratory [4-6]. Hybrid pixel detectors like the PILATUS 
consist of a silicon sensor, for direct conversion of x-rays into charge pulses, and an underlying 
readout chip with an individual pulse-counting circuit for each pixel (Fig. 1). The latest developments of 
this technology are presented, which include: 1. PILATUS3 detectors (Fig. 2) featuring count rates of 
up to 107 photons/s/pixel, readout times below 1 ms and frame rates up to 500 Hz [7]; 2. the next 
generation pixel detector EIGER featuring even higher frame rate of 3 kHz and a pixel size of only 
75 µm; 3. sensors for increased sensitivity at high x-ray energies (Fig. 3) [8].  
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Figure 1: Principle and advantages of the PILATUS single-photon-counting hybrid pixel detector. 
 
 
 
 
Figure 2: The 300K and 300K-W detectors from the new PILATUS 3 detector series. 
 
 
 
Figure 3: Quantum efficiency of the silicon sensors measured for the standard sensor (320 m 
thickness) and the new high-energy sensors (thicknesses: 450 and 1000 m) at the PTB laboratory at 
BESSY-2. 
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ABSTRACT 
State-of-art synchrotron radiation based µ-computed tomography provides high spatial and temporal 
resolution. This 4D capability allows for a new kind of geoscientific in-situ studies. In this abstract we 
report on ongoing experiments that use x-ray transparent cells to study millimetre-sized samples at 
temperatures up to 150 ºC and 15 MPa at sector 2BM at the Advanced Photon Source (APS) of 
Argonne National Laboratory. The beam line is well suited to routinely acquire three-dimensional data 
of excellent quality with micron level resolution. Fast cameras in combination with a polychromatic 
beam allow time-lapse experiments with temporal resolutions of down to 200 milliseconds. We use 
advanced experimental flow-through cells that utilise these capabilities, allowing studying fluid-rock 
interaction at most geological reservoir conditions. We present preliminary results on pore structure 
evolution during in-situ carbonation of ultramafic rock analogues and coarsening of oil droplets during 
cooling of emulsions in sandstones. 
1. INTRODUCTION 
While x-ray tomography is now routinely used to image rock samples collected from all kinds of 
geological environments, interpretations of past geological processes are still limited by the fact that 
even the most stunning 3-dimensional images made from these samples capture a single point in their 
evolution. However, many geological studies ultimately revolve around some time-dependent 
behaviour or process. Resolving a fourth dimension (which is mostly time) in addition to three spatial 
ones is therefore the focus of many current development efforts. A particular challenge is the study of 
“fast” geological processes that happen over a few seconds. Only synchrotron µ-tomography beam 
lines have a photon flux and energy available that allows operating on these time-scales without 
sacrificing data quality. We develop portable experimental environments that utilize the growing 
capabilities of several µ-tomography beam lines to investigate the behaviour of rock samples at 
conditions as we find them in the most challenging geological reservoirs. Our devices are directly 
relevant for understanding fluid flow during CO2 sequestration, in hot geothermal reservoirs and 
around repositories for heat-producing nuclear waste. 
2. FAST TOMOGRAPHY SYSTEM AT APS’ SECTOR 2-BM 
Sector 2-BM is a dedicated tomography beam line with a bending magnet source (De Carlo et al., 
2006). The beam line has two experimental stations, which are 25 m and 50 m from the source, 
respectively. In the upstream station, a monochromatic (with x-ray energy of up to 45keV) and a 
polychromatic beam mode (x-ray energy higher than 100keV) allow adapting the system to sample 
absorption and experimental requirements. In the downstream station both, monochromatic and 
polychromatic beam modes with energies up to 32keV are available. Double W/B4C multilayers are 
used as monochromators, delivering a 1.5% bandwidth monochromatic beam. The relatively broad 
bandwidth increases the usable photon flux substantially, making fast data acquisition and therefore 
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time-resolved studies feasible. The respective photon fluxes in the two hutches are shown in Figures 
1a (measured in the downstream station) and 1b (calculated with 15mm Si filter for the upstream 
station). 
(a)  
(b)  
Figure 1: (a) X-ray photon flux in 2-BM-B located 50m from the source; cross markers are 
measured photon flux with pin diode, the solid line is the calculated source spectrum (2mm Be 
window). (b) calculated spectrum in 2-BM-A, which is 25m from the source; beam is filtered 
with 15mm Si slab. 
 
Sector 2-BM employs one of two Cooke cameras to use the short acquisition times enabled by the 
very high photon flux (Xiao et al., 2012). A Cooke pco.edge CMOS camera with 2560×2160 pixels 
(pixel size 6.5×6.5μm2) can be used for data acquisition in standard mode (where each projection is 
recorded after rotation is stopped) but also in a flying scan mode, where projections are recorded while 
the sample is continuously rotated. The camera acquires standard tomography datasets in 6 minutes. 
With a polychromatic beam this can be reduced to 15 seconds. A faster camera Cooke pco.dimax is 
available for tomography experiments in which the acquisition of 1000 projections can be boosted to 
200 ms using polychromatic beam illumination. 
3. REAL TIME PORE STRUCTURE EVOLUTION DURING FLUID-ROCK INTERACTION 
In-situ carbonation of mafic or ultramafic rocks has been proposed as a promising method for long-
term, secure sequestration of carbon dioxide (Matter and Kelemen, 2009). Rigorous estimates of 
mineral carbonation rate in olivine are needed to assess its full potential as well as its risks as an 
economically viable method of sequestration. Existing chemical kinetics data show that reaction rate in 
olivine is sensitive to variables such as pressure, temperature, ionic activity, reaction surface area, pH, 
and extent of reaction. In practice, mechanical constraints on fluid-rock interaction must be taken into 
account for realistic assessments because the flux rate and fluid distribution through the pore space 
may control the overall rate and extent of carbonation.  
In this study, we conduct coupled chemo-mechanical experiments in an x-ray transparent fluid-rock 
interaction cell to investigate the real time pore structure evolution during mineral carbonation in 
porous olivine samples (Figure 2). We inject carbon dioxide-rich brine with various ionic strengths into 
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synthetic olivine samples. The chemical reactions between the injected aqueous fluid and olivine 
involve dissolution and precipitation processes that both affect pore space and therefore the hydraulic 
properties of the sample. During the experiment, the chemical reaction rates are controlled by 
systematically varying the pressure and temperature. We use quantitative phase contrast imaging to 
obtain time-resolved, high-resolution 3-dimensional (3-D) data that illustrate where dissolution exposes 
unreacted olivine to the brine and where precipitation clogs fluid pathways during mineral carbonation. 
These results provide critical information that is currently missing for developing an efficient strategy 
toward carbon sequestration through the injection of reactive fluids. 
 
Figure 2: The experimental setup used for the in-situ carbonation of ultramafic rocks. At the 
center of the design is the fluid-rock interaction cell, which can be pressurized to 25 MPa 
through an external circuit that is also used for heating. 
 
4. REAL-TIME MONITORING OF PHASE SEPARATION OF EMULSIONS IN RESERVOIR 
ROCKS 
The behaviour of water/oil emulsions (biphasic fluid mixtures) in geological reservoirs is poorly 
understood, yet of high relevance for the management of hot sedimentary aquifers and oil/gas 
deposits, both critical energy resources. This study focuses on coarsening phenomena of non-
stabilized and particle stabilized (“Pickering”, Binks, 2002) water/oil emulsions that affect fluid 
migration in porous reservoir sandstones. Where preheated non-stabilized water/oil emulsions infiltrate 
a porous rock, subsequent cooling leads to Ostwald-ripening (coarsening) of oil droplets and an 
associated reduction of fluid flux. In contrast, nano-/micron sized solid particles mixed into the 
emulsions stabilize these in idealized setups; the emulsions do not show coarsening. The present 
investigation concentrates on a) how the complex pore morphologies of a reservoir rock, e.g. the 
inherent characteristic length scales, influence coarsening of non-stabilized emulsions in space and 
time and b) how this behaviour can be controlled by the choice of stabilizing nano-/micron sized 
particles? 
To perform temperature(-rate) controlled infiltration experiments at reservoir conditions we use a 
similar x-ray transparent experimental setup than in the dynamic pore space experiment (Figure 3). 
The cell allows infiltrating various non-stabilized and particle stabilized water/oil mixtures into 
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millimeter-sized representative reservoir sandstone samples, and to cool the emulsions in a controlled 
manner. We document the behaviour of the emulsions during infiltration and cooling over several 
minutes, acquiring datasets in less than a second, every few seconds. 
 
 
Figure 3: Photograph showing the x-ray transparent flow-through cell used for the phase 
separation experiment installed in the upstream hutch of sector 2-BM at APS. The sample is 
mounted inside an aluminum tube (contained inside the orange Kapton tube) in the center of 
the image. 
5.  DISCUSSION AND OUTLOOK 
At this early stage, we have acquired first datasets and established that our experimental design is 
perfectly compatible with the fast µ-tomography setup in the upstream hutch of APS’ sector 2-BM. X-
ray transmission is high enough to pressurize the sample to 25 MPa within its aluminium-container. 
None of the materials we use fail in the extreme radiation and the overall performance of the 
experimental setup was above expectations. Minor improvements are currently made to the heating 
system and the connections to the external periphery. 
A particular challenge of our time-series experiments proves to be the exceptionally large number of 
tomography datasets we produce (up to 100/experiment). We are currently working on strategies to 
bulk-process these datasets and extract critical information using digital image correlation running on 
high-performance CPU clusters. 
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ABSTRACT 
New experimental tools are now enabling analysis of the fundamental mechanics of granular media at 
the key controlling scale, i.e., that of the grains. X-ray tomography during loading with 3D image 
analysis, already permits analysis of continuum strain and porosity fields, individual grains kinematics 
and the structural organisation of the contacting grains. New developments are now leading towards 
the detection and quantification of force transfer in real 3D granular materials, such as sand. Recent 
results are presented for experiments where in-situ 3DXRD and x-ray tomography have been used to 
measure individual grain-strains and structural evolution in a specimen of many “perfect” sand grains 
undergoing 1D compression. These data are opening the door to force transfer characterisation linked 
to grain contact networks and kinematics. 
1. INTRODUCTION 
In experimental analysis of sand, x-ray tomography has been used since the early 1980s to reveal 
localisation patterning and answer key questions on, for example, concepts of “critical state” (e.g., 
Desrues, 2004). Now, for sands whose grain-sizes are in the range of 100s m (and bigger), micro-
tomography with resolutions of m
3
 to 10s m
3
 allows sand to be studied as a discrete material, i.e., 
one made up of individual, discrete particles. In work by Hall et al. (2010)a,b and Andò et al. (2012) x-
ray micro-tomography performed during triaxial compression tests (i.e., in-situ tests) on samples 
containing about 50 000 to 100 000 grains of sand permitted clear identification of all the individual 
grains. Analysis of these data using 4D digital image analysis and correlation techniques (including 
both continuum and discrete 3D-volumetric Digital Image Correlation, DIC) allowed extraction of 
quantitative measures of deformation phenomena and structural evolution such as porosity evolution, 
grain-contact network development, tensor strain fields and individual grain kinematics. Furthermore 
structures have been observed in these experiments (conjugate to the main shear-band directions) 
that are similar to the suggested “force-chain” structures of Oda et al. (2004). 
 
The development of “force chains” and their importance in controlling the mechanics at the larger 
scale in granular media has received much attention in recent years (e.g., Tordesillas and 
Muthuswamy, 2009). Force chains can be thought of as spatially continuous lines of force between 
contacting grains, by which the boundary loads are transmitted though granular masses. These have 
been observed in experiments using photoelastic materials (e.g., Drescher and De Josselin de Jong, 
1972) and in discrete element method (DEM) simulations (e.g., Tordesillas and Muthuswamy, 2009). 
The buckling of such force-chains has been cited as a key mechanism associated with localised 
deformation and failure of granular bodies (e.g., Oda et al., 2004). To understand such micro-scale 
mechanisms in granular materials requires the ability to measure (i) the kinematics (particle 
displacements and rotations) and (ii) the force distribution through the granular assembly. Whilst 
insight into both can be gained from DEM simulations, these are just models and can, therefore, only 
help in the absence of real experimental data. Photoelasticity experiments can be also very insightful, 
but, whilst “real”, are highly simplified. For real granular materials (i.e., sands in this case), the first 
challenge, of characterising full grain kinematics, can now be addressed, as described above. The 
second challenge, i.e., measuring force distributions in real (3D) materials, remains open, but new 
work is heading towards this possibility and is the subject of this current work. 
 
Whilst forces cannot be measured, they might be inferred from strains. In physics, various techniques, 
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exploiting x-ray or neutron diffraction, have been proposed to measure crystal lattice strains that might 
be related to the forces acting on them. Hall et al. (2011) demonstrated the use of neutron diffraction 
measurements to measure “grain-strains” averaged over a small volume of grains in a larger sample. 
This approach could be extended for spatial mapping in a “continuum” type analysis. However, other 
techniques exist that permit grain-resolved grain-strain measurements, namely three-dimensional x-
ray diffraction (3DXRD) (e.g., Poulsen, 2008). First results of 3DXRD applied to granular materials 
were presented by Hall et al., (2011), but challenges associated with the geologic deformation history 
of real sand led to a new set of experiments using a “perfect” sand, which are presented in the 
following. 
2. EXPERMENTAL METHOD  
The experiments discussed in this paper were carried out on beamline ID11 at the European 
Synchrotron Radiation Facility (ESRF, Grenoble, France). About 100 “perfect” sand grains were 
loaded in 1D (œdeometric) compression in a quartz-glass œdeometer, in-situ in the beamline set-up, 
with 3DXRD and x-ray tomography measurements performed at different stages of compression. The 
“perfect” sand grains were created from 1 mm cubes of single crystal quartz eroded in a ball-mill (an 
abrasive drum within which the grains were circulated at high velocity by a jet of compressed air). The 
results of this milling were near “perfect” grains, i.e., single crystal grains of quasi-spherical form. For 
the experiment presented here, the sample contained about 100 grains of about 300 m diameter (see 
Fig. 1), which were contained in a cylindrical tube, of internal diameter 1.5 mm, to form a specimen of 
5.21 mm initial height. Note that scans at 4 different heights were required to image the whole sample 
due to the beam height being restricted to 1.5 mm; only the first height scan is discussed in the 
following. 
 
The experiment involved a load-unload cycle from 0 to 70 N to 0 axial force. At loading increments of 
about 7 N during loading and -14 N during unloading, the loading was paused, with displacement held, 
and 3DXRD and tomography scans were performed. These scans were made simultaneously using 
different detectors over angular ranges of -76.4°-75.6° and 103.6°-255.6° at 2° increments; the gaps in 
the range being due to the loading frame tie-bars obscuring the line-of-sight to the sample. The 
tomography detector was placed in-line with the beam and the 2D diffraction detector was offset to 
one side. From the transmission data it was possible to reconstruct the 3D image of the specimen 
(using the ASTRA toolbox; Palenstijn et al., 2011); although missing angle artefacts do exist, the 
individual grains can be clearly identified and separated. From these tomography data details on the 
grain shapes, contacts and movements can be derived. The 3DXRD data consist of full 2D diffraction 
patterns from all the illuminated grains at each angle. These patterns were processed to extract the 
diffraction spots corresponding to individual grains, from which the grains’ crystal orientations and cell 
parameters were determined. The quality of the “perfect” grains meant that this process was very 
successful, for example, the centre-of-mass positions of the grains correspond well to those from the 
tomography images. Furthermore, consistency in the data across load steps allowed the grain 
rotations and displacements to be followed through the load cycle and changes in the diffraction 
patterns were used to determine the individual grains strains.  
3. RESULTS 
Fig. 1 presents a tomography image of the upper part of the sample in the initial load step, the 
evolution of the volumetric grain-strain of each of the illuminated grains over the first 15 load levels 
and the grain-averaged principal grain-strain vectors for the same load levels. From the tomography 
image the quality of the grain shapes can be seen as well as the structure of the sample. The force-
strain curves show a clear evolution of the volumetric grain-strains consistent with the sample being 
under compression. The curves show a generally higher initial gradient of compression as a function 
of applied force, which flattens gradually after about 25 N (indicating a stiffening of the sample 
response). On sample unloading, the grains in general appear to unload also, but not significantly and 
some grains continue to exhibit further compression. The grains show a higher strain level on 
unloading at the final load level plotted (about 30 N) than in the loading leg, which indicates a locking 
of the grains in their confined positions. It is noted that the grain-strain curves have a certain degree of 
scatter, which might be reduced through improvements to the experimental method and data analysis 
(also note that the strains are relative to an “ideal” crystal, hence the initial strain at zero load; currently 
the values should be taken as indicative, as opposed to absolute). The global strain curve, when 
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compared to the grain strain curves, also indicates that the initial strain in the sample involves a lot of 
non-grain contributions; this is to be expected as the sample will have densified through porosity 
reduction and closure of contacts before significant force could be transferred through the grains. The 
strain tensor plot, indicating the evolution of the strain tensor orientations, shows some consistency in 
the strain orientations over different load steps, but with some abrupt “flips” in direction. The different 
loading histories of the grains and these principal orientation variations are being compared to the 
grain contact distribution and evolution in on-going work. 
 
   
(a)     (b)      (c) 
Figure 1: (a) 3D rendering of tomography image of upper part of the sample; (b) volumetric strains in 
each individual grain from 3DXRD plus global (axial) strain as functions of applied axial force; (c) 
Principal strain vectors for each of the grains for each load level in (b). 
Additional measurements performed during the experiments, involving “extinction” analysis in 
transmission (enhanced attenuation due to diffraction), demonstrated that the manufactured grains are 
perfect single crystals with uniform diffraction, and thus uniform crystal structure, over their volume in 
their unloaded state. However, as load was applied, the transmission of forces across grain contacts 
led (as would be expected) to inhomogeneous strain fields in the grains, which could be observed as a 
change in the crystal lattice spacings, and thus of diffraction angles, through the grains; see Fig. 2. In 
particular, these results show that the variations in diffraction angle are focussed, unsurprisingly, on 
the contact points between the grains. Such data are very rich and could potentially provide very 
detailed insight into force distributions, although this will require extensive experimental and analysis 
developments. Work is currently underway to assess the validity of using an average strain tensor per 
grain, as determined by 3DXRD, which is experimentally easier than measuring the full 
inhomogeneous grain-strain fields. 
4. CONCLUSIONS 
New results have been presented from combined 3DXRD and x-ray tomography of a sample of many 
single-crystal quartz grains undergoing 1D compression. These data indicate that the individual grain 
strains can be measured and followed through a loading test. Work is underway to improve the data 
analysis and experimental method to provide enhanced quantification of the grain strains and to link 
this to the evolution of the grain contact network. These measurements and exeperimental 
approaches are opening up the possibility to fill in the final piece of the puzzle in experimental granular 
mechanics, i.e., detection and, eventually, quantification of the force transfer through real 3D granular 
materials. Such results will provide a quite complete picture of the granular mechanics and be the 
experiment counterpart of the massive number of DEM simulations currently being performed (and 
thus provide much needed calibration). 
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Figure 2: Radiography image of the upper part of the sample under 14 N compressive load and a 
zoom on this image for different sample rotations indicating varations in transmission due to diffraction 
giving “extinction” patterns reflecting the local strain distribution in the grains. 
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ABSTRACT 
Three-dimensional imaging of dynamic processes is difficult when the displacement velocity of the 
process too fast compared to the acquisition time and resolution of the tomographic scan. This is often 
the case for many relevant evaporation and fluid transport processes that are observed using neutron 
imaging. The intensity of neutron imaging relatively low which require exposure times in the order of 
several seconds to achieve the contrast required for the experiment. To reduce the impact of motion 
artefacts and to make flexible spatio-temporal imaging feasible we used an alternative acquisition 
strategy based on the golden ratio [1]. Here, we present the impact of this method on signal to noise 
ratio, resolution and contrast using different sizes of projection data from simulations and an 
evaporation experiment with wood made at the ICON (Kaestner et al. 2010) beam line at Paul 
Scherrer Institut. 
1. INTRODUCTION 
Dynamic processes pose a problem to CT imaging since the process will alter the material distribution 
within the sample over time. Motion artefacts will appear if the change rate of the sample composition 
is is faster than the time required to acquire a complete data set for reconstruction. There are several 
ways to overcome this problem. The most straight forward way is to increase the scan rate to be able 
to acquire the data faster than the process is changing. Another approach is to stop the process at a 
steady state condition and then perform the scan. These approaches are not always feasible for 
technical of physical reasons. An alternative method was proposed by Kaestner et al. (2011b) where 
the acquisition scheme was changed from a uniform sequential acquisition with small angular 
increments to an irregular scheme where wider steps defined by the Golden ratio was used. This 
scheme has the advantages that the motion artefacts are averaged out over time showing only a 
shadow of the process boundaries, the most interesting feature of the scheme is however that each 
temporal subsequence of the projection data is complete for reconstruction. This makes it possible to 
reconstruct any size of projection data and hence produce a time sequence of tomograms. For small 
data set the projection data must be down sampled to meet the sampling theorem for the 
reconstruction.  
Since this scheme is used in an increasing number of experiments at the neutron imaging beam lines 
at Paul Scherrer Institut (PSI) it is important to investigate different properties of the scheme and the 
reconstruction of the resulting data in order to tell if there are any drawbacks of using the method. In 
this paper we investigate the noise performance of the irregularly sampled projections compared to the 
traditional sequential.  
2. EXPERIMENTAL 
2.1. Numerical experiment 
The numerical experiment is based on a phantom slice image, which was forward projected to 
generate sinograms. The sinograms were gradually degraded adding noise with increasing strength to 
investigate whether the noise is caused by the irregular angular increments or if it is only algorithmic 
noise. The slice image and its sinograms from the sequence scan and the golden ratio scan are 
shown in figure 1. Both sinograms were made with 1.5 x slice width to fulfill the sampling theorem. The 
sinograms were gradually degraded to an SNR of 1 and reconstructed with corresponding weighting 
schemes.    
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Figure 1: The phantom slice used for the numerical experiments (left), its sequential sinogram (center), 
and its sinogram generated using the golden ratio scan strategy. 
2.2. Evaporation experiment 
Evaporation processes are typical applications for neutron imaging and the golden ratio scheme. Here, 
we show an example of wet wood during the drying process in room temperature.   
3. RESULTS AND DISCUSSION 
The standard deviation of the noise was measured in the reconstructed slices. The result is plotted in 
figure 2. Here, it can be seen that the golden ratio scanning-scheme is slightly noisier than the 
traditional sequential acquisition scheme. By computing the ratio between the noise levels it is rapidly 
increases to about 3%. This additional noise is a marginal loss in quality compared to the benefits of 
the golden ratio scanning strategy. Firstly, the suppression of motion artefacts that would degrade the 
image worse than some additional noise. These artefacts did not appear in this experiment since the 
data was static. The next feature is the flexible spatio-temporal. This can not be done with the 
sequential scheme.  
 
Figure 2: Standard deviation of the noise in the reconstructed slices as function of the noise 
introduced in the sinograms (left). The ratio between the noise in the two reconstructed slices. 
The evaporation experiment was reconstructed in three time steps using 89 projections each the low 
number of projections required a down sampling of the projections. Figure 3 shows a central vertical 
slice of the sample at three different times of the wood drying process. The slices clearly show the 
decreasing amount of water in the wood samples. This experiment was a feasibility study to verify if 
the speed of the process was acceptable to observe using the golden ratio scheme. This was 
confirmed and the scheme was later used in an experiment to study the drying in more detail. 
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Figure 3: Vertical slices from reconstructed slices of the golden ratio data set. Each slice corresponds 
to one hour of projection data. 
4. CONCLUSIONS 
We have tested the noise characteristics of the golden ratio scanning strategy for compted 
tomography. The irregular scheme introduces a slightly increased noise, in our opinion this 
degradation is overweighted by the benefits of using the scheme for dynamic processes. An example 
using the scheme with neutron imaging was provided to show that the scheme is capable of capturing 
the dynamics of drying wood. 
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ABSTRACT 
Laminography is a method to make tomographic images of samples with dimensions that are large in 
two principal directions while the last direction is relatively thin. Using a traditional CT would most 
certainly show strong streak artefacts in the orientation of the longest transmission distance. One 
solution is to tilt the rotation axis and adapt the reconstruction method to handle the new geometry. We 
have designed a setup for laminography at the ICON neutron imaging beam line. Here, we will show 
the first results using the new setup using a steel disk with machined features with different shapes 
and dimensions. The experiment showed that the setup provide projection data that allows the sample 
geometry to be reconstructed but the data can currently not be used for quantitative experiments. 
1. INTRODUCTION 
To obtain good results with computed tomography it is important that all projections are well exposed. 
This criterion cannot be fulfilled for some specific sample geometries. The sample shapes we focus on 
in this work are thin in one principal direction while the remaining two directions are relatively wide. 
There are different approaches to handle this sample geometry. Here, we evaluate the laminography 
method (Lauritsch 1998 and Helfen et al. 2005). For laminography the acquisition axis is tilted by an 
angle a in the beam direction to give a slanted view of the sample as shown in figure 1. The first 
neutron laminography experiments were reported by Helfen et al (2011) using a printed circuit board 
as test sample.  
 
  
  
Figure 1: A picture of the experiment setup installed on the ICON beamline, including camera box (left) 
and tilted rotation plane device (right). 
2.  EXPERIMENTAL 
2.1. Laminography setup 
The experiment was done at the cold neutron imaging beamline ICON at the Swiss Spallation Neutron 
Source (SINQ), Paul Scherrer Institut, Switzerland (Kaestner et al. 2011). The experiment was located 
at the second experiment position that has an estimated collimation ratio of 340. The laminography 
setup shown in figure 2 replaced the original turntable. The rotation plane can be manually adjusted to 
set the beam incidence angle. The main part of the design is a motorized rotating plane, which is used 
to mount the sample. In this design the beam is always transmitted through a constant thickness of 
aluminium. For neutrons, aluminium is almost transparent, which makes it the ideal material to mount 
the sample on. 
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Figure 2: A picture of the experiment setup installed on the ICON beamline, including camera box (left) 
and tilted rotation plane device (right). 
2.2.  Sample 
To evaluate the performance of the method we designed a test sample. The sample is a 5mm thick 
disc with a diameter of 80mm made of iron. Several blind holes were drilled and one central slit and a 
step wedge slit were machined in the disk. A cupper rod was inserted in one of the holes. The 
dimensions of the sample and a photograph of the manufactured sample are shown in figure 1 below. 
A sample with these dimensions is inconvenient for a traditional CT scan since the neutron 
transmission through 80mm iron is <<1%, while the transmission is much higher. This sample 
geometry is on the other hand ideal for laminography where the thickness trough the sample can be 
determined as 5mm/cos( ). For typical tilt angles of the rotation plane, a, in the range of 30-60 
degrees this would correspond to between 7 and 10mm thickness of iron which is fully feasible since 
the transmission trough the sample is at least 20%.  
 
  
 
Figure 3: Sample description, drawing of the sample (left) and a picture sample (right). 
2.3. Data acquisition and reconstruction 
To evaluate the influence of the tilt of the rotation axis two scans at the angles 45 and 60 degrees 
were made. The tilted scans were made with 720 projections uniformly distributed over 360 degrees. 
During the experiment the beam intensity was 2x10
7
 neutrons/cm
2
/s. A 100m thick 
6
Li based 
scintillator screen was used to convert the neutrons into visible light that was captured by a sCMOS 
camera. The source detector distance was 7000mm and source object distance 6800mm. This 
combination resulted in exposure times of 10s per projection. The pixel size was 0.06 mm/pixel. The 
acquired data were reconstructed using the Octopus 2.5 reconstruction software (Dierick 2004) in 
laminography mode. The reconstruction geometry including center of rotation, piercing point, distances 
from source to detector and sample, and axis tilt was tuned using the optimization wizards available in 
the software. 
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3.  RESULTS AND DISCUSSION 
The central slice from the experiment acquired at 45 axis tilt and profile plots are shown in figure 3 
below, the 60 scan showed similar images. The slice shows that the mechanical construction is stable 
at the used resolution since the different sample features are reconstructed with expected dimensions 
without any shadow effects on the edges. The reconstructed grey levels do however not correspond to 
the expected values. The expected attenuation coefficient () should be in the order of 1.06 cm
-1
. This 
value was estimated from a homogeneous region of the sample in a projection using Beer-Lamberts 
law. The profiles show strong peaks near the edges and an order of magnitude lower value of  in the 
homogeneous regions of the sample. The only parts that were closer to the expected values are the 
cupper inset and the screw used fix the sample on the turntable. The step wedge also shows that 
there is a substantial crosstalk between different levels of the sample.  
 
Figure 4: A reconstructed slice from the 45-tilt scan and its horizontal and vertical profiles through the 
center of the sample. 
In figure 5 a slice in a slice in the axial plane is show. The chosen slice contains the step wedge and 
the radial hole. A first observation is that there is barely any contrast difference between the steel disk 
and air. Local features like holes, the step wedge and the central slit can be identified and 
measurements in the images showed that the feature dimensions match the sample features in 
sample.   
  
Figure 5: A reconstructed slice from the 45-tilt scan. The black rectangle outlines the sample. 
This first result is satisfying in the sense that the dimensions of the features in the test sample could 
be reconstructed. This indicates that the setup fulfils its purpose in terms of stability for the used 
resolution. The values of the reconstructed attenuation coefficients are far from the expected values 
and there is almost no contrast in the axial direction, only edges appear with good contrast. The 
current results are not useful for quantitative imaging experiments. One way to improve the image 
quality is to use a smaller tilt angle; this would compress the cone shaped streaks outside the sample 
to a smaller volume. In the literature better results have been reported which makes us confident that 
the data will be possible to reconstruct, therefore we will test alternative reconstructor software in the 
future. The setup can also be improved further by integrating the controller on the beamline control 
system this makes it possible to monitor the beam intensity and reject projections acquired with too 
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low dose. The mechanical design can also be improved, increased stability is especially important for 
high-resolution experiments. Once the reconstruction procedure is refined this method will provide a 
useful alternative to the traditional CT scans which are mostly done at ICON. Applications of the setup 
are investigations of thin art objects (such as coins, paintings, etc.) and for technical applications with 
thin samples.    
4.  CONCLUSIONS 
We have shown the first results using a laminography setup at the ICON beamline. The setup is a 
prototype and the results encourage us to continue using the measurement principle in future 
experiments. An improved setup will be designed to increase the mechanical stability and the angular 
accuracy of the turntable, which will be used for high-resolution experiments. There is still more work 
to do on the data processing side to provide quantitative data. 
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ABSTRACT 
In micro-CT, X-rays are typically emitted from a “source spot” several microns wide. This paper 
investigates two algorithms for correcting the resulting penumbral source-spot blurring. We test 
Richardson-Lucy (R-L) and Conjugate Gradient (CG) methods (regularised and un-regularised), on 
simulated projection data. The CG method enforces self-consistency in the sinogram, whilst the R-L 
method independently deconvolves each radiograph. Both methods deliver a better reconstruction 
than the standard filtered back-projection (FBP), at the cost of increased computation time. 
Reconstructions from simulated data indicate that the CG method preserves fine details better than 
the R-L method. 
1. INTRODUCTION 
X-ray computed tomography (CT) imaging is typically modelled using the Radon transform. For 
simplicity, conventional CT reconstruction algorithms assume X-rays emanate from an infinitesimal 
point (Natterer 2001). This assumption is valid when the source spot is relatively small compared to 
the voxel size of the volume being reconstructed, but is increasingly violated as high-resolution micro-
CT moves towards voxels approximately the same size as the source spot. In these cases the non-
negligible size of the source (with respect to the voxel size) will lead to penumbral blurring in the 
radiographs, resulting in blurring artefacts in conventional CT reconstructions. In this paper we model 
the source as a sum of incoherent (i.e. non-interfering) point sources. To better isolate the effects of 
source-spot blurring, we assume the linear attenuation coefficient of the sample to be approximately 
independent of X-ray energy (i.e. we assume the incident beam is sufficiently filtered such that beam-
hardening is negligible). This simulated projection data is used to test the R-L and CG methods.  
 
For large source-sample distances the imaging system is approximately linear shift invariant, and the 
inverse problem reduces to 2D deconvolution of the radiographs, followed by standard CT 
reconstruction (Paganin, 2006). We explored deconvolution algorithms, such as: Fourier 
Deconvolution, Landweber’s algorithm (Landweber 1951), Super resolution (Hunt 1992), etc. The R-L 
method was chosen as it is expected to be comparatively stable in the presence of high-frequency 
noise (Lucy 1974). 
 
The radiographs in a CT data set will contain some redundant data at low spatial frequencies, and 
must be self-consistent (i.e., lie on the range space of the forward problem). In the absence of beam 
hardening and refraction, the de-blurred radiographs will lie on the range space of the Radon 
transform. Inconsistent radiographs will lead to artefacts in the 3D reconstruction: unlike R-L 
deconvolution, CG reconstruction enforces self-consistency in the CT data set, and is valid for source-
sample distances small enough that blur can no longer be modelled as a 2D convolution of the 
radiographs. 
2. MODELLING THE EFFECT OF THE NON-POINT SOURCE 
2.1. Source Blurring and Noise function 
As stated above, blurring caused by non-point source is modelled by the convolution of the simulated 
intensity with a source-spot kernel. For simulated data, the source-spot kernel is a normal distribution 
with standard deviation of 2 pixels, truncated to be 9 pixels wide. Some Poisson noise is added to the 
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radiograph to model noise: 
 
Noisy radiograph = -ln{Possion[10*2^15*exp(-Original radiograph)]/(10*2^15)}.  
 
For real data, the source spot-kernel may be measured by analysing radiographs of a known phantom. 
In our case we used a block of steel. A radiograph of the vertical edge of the block was taken, the line-
spread function was measured from the block edge, and the point-spread function of the source was 
then calculated.  
2.2. Richardson-Lucy (R-L) 
The R-L method (Lucy 1974) is a maximum-likelihood statistical deconvolution algorithm. It maximises 
the likelihood of producing the observed sinogram, given a point-spread function (PSF) and assuming 
Poisson noise. Let the operator B represent convolution with the PSF, and B* be its adjoint. Let gb be 
source-blurred radiograph, and gr be the deblurred radiograph. Using the TV-minimisation filter (Molina 
1994) for regularisation, the i
th
 iteration of the regularised R-L algorithm is calculated as follows:  
 
gr
i+1
 = C(gr
i 
B{gb / [B*(gr
i
)]}), 

where C is the TV-minimisation filter with parameter 0 for the R-L method, and 0.0018 for the RL TV-
minimisation regularised method. In this work 16 iterations are used. This regularisation step is similar 
to a prior that favours smooth radiographs. A volume reconstruction is obtained from the R-L deblurred 
sinogram using the standard FBP algorithm. 
2.3. Conjugate Gradient (CG) 
As discussed in the introduction, a CT data set must be self-consistent to avoid artefacts in the 3D 
reconstruction. The CG method presented here iterates between sinogram and volume space, 
ensuring that the deblurred sinogram is self-consistent. The Conjugate Gradient method requires the 
adjoint, of the forward imaging operator A=∑(cjAj), where Aj models projection from a point-source with 
index j, and relative intensity cj. Note that this is a convolution over several incoherent sources, not a 
convolution of the radiographs. The adjoint operator A* can be shown to be: A*=∑(cjAj
t
). The 
Conjugate Gradient method is an algebraic solver with quadratic convergence (Katsaggelos 1991) that 
minimises ||gr-Afr||L2. For the regularised iterative method: 
 
 fr
i+1
=C(fr
i
+
i
p
i
), 
 
where C is the TV-minimisation filter with parameter 0 for the CG method, and 0.0002 for the CG TV-
minimisation regularised method. Here p
i
 is the step direction and 
i
  is the magnitude, both of which 
are determined by the conjugate gradient method (Fletcher 1964). In this work 64 iterations are used. 
3. SIMULATION RESULTS 
We simulated CT imaging of a phantom image (see figure 1, left), adding noise to the radiographs as 
per section 2.1. Reconstruction was then performed with FBP, R-L deconvolution followed by FBP, and 
CG reconstruction (regularised and un-regularised). Results are shown in Figures 1 and 2. For 
quantitative comparison of noise levels, we will use the square area with coordinates 
(X,Y)=([31,50],[35,54]), which is near-constant in the original image. The standard deviation of pixel 
values in this area is calculated, and normalised with respect to the standard, uncorrected FBP 
reconstruction (see Table 1). Lower values indicate a smoother reconstruction. The sharpness 
measure (i.e. the Laplacian) is used to quantify contrast in the various images (see Table 1). Ideally, 
we desire a low-noise, high-contrast reconstruction. Relative signal to noise ratio (RSNR) is just 
contrast divided by noise. The difference between each reconstruction and the original in the L2 norm 
(L2FO) is also calculated, although this tells us little about whether edges in the reconstruction are 
correctly positioned. 
 
Table 1 demonstrates that all deconvolution methods improved upon FBP, as measured by RSNR and 
L2FO. CG produced a better image than RL according to both measures. Regularisation degrades the 
fine detail in the Richardson-Lucy reconstruction (see the reduced contrast in Table 1), but does not 
appear to do so for the Conjugate Gradient method (very little reduction in contrast, see Table 1). 
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Since both regularised reconstructions have a similar amount of noise, we can conclude that the CG 
method preserves more fine structure in the images than the R-L method. We expect this gap in 
performance to widen as source-sample distance is reduced (violating the assumptions made by the 
R-L reconstruction). Encouragingly, we note that both regularised reconstructions had similar noise 
levels to the blurry FBP reconstruction, whilst exhibiting significant increases in contrast. 
 
           
Figure 1: Original image, Richardson-Lucy, Conjugate Gradient 
 
           
Figure 2: Filtered Back-projection, Richardson-Lucy and Conjugate Gradient with regularisation 
 
 
Reconstruction Noise relative to 
FBP (Std. Dev.) 
Sharpness relative 
to FBP (Contrast) 
Relative Signal to 
Noise Ratio 
L2 norm distance 
from original 
Original 0.138 1.975 14.3 0 
FBP 1.000 1.000 1.00 0.0543 
RL 1.509 1.633 1.08 0.0435 
RL TV-Reg 1.179 1.380 1.16 0.0435 
CG 1.251 1.484 1.18 0.0389 
CG TV-Reg 1.154 1.409 1.22 0.0393 
Table 1: Quantitative analysis of various method of reconstructions 
 
In terms of computational time, Richardson-Lucy takes about twice the computational time of the 
standard filtered back-projection, while Conjugate Gradient takes about 2.0*[number of Iterations] 
times the computational time of the standard filtered back-projection. The overwhelming majority of the 
computation time in the CG algorithm is consumed by projection and backprojection operations, which 
may be accelerated by a factor of ~40 using a GPGPU (Myers et al. 2011). 
4. CONCLUSIONS 
Both the Richardson-Lucy and Conjugate Gradient methods are able to partially correct for source-
spot blurring, for large source-sample distances, at the cost of increased computing time. Preliminary 
results from simulated data indicate that the regularised Conjugate Gradient method preserves fine 
detail better than the R-L method, and we expect the results from the R-L method to degrade as 
source-sample distance is decreased. 
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ABSTRACT 
3D x-ray microscopy (XRM) has emerged as a powerful imaging technique that obtains information 
from a range of materials under a variety of conditions and environments. Recently, laboratory-based 
x-ray sources have been coupled with high resolution x-ray focusing and detection optics from 
synchrotron-based systems to acquire tomographic datasets with resolution down to 50 nm [Tkachuk 
et al. 2007]. This represents an improvement of at least one order of magnitude in spatial resolution 
relative to the limits of ‘optic-free’ laboratory computed tomography (CT) techniques. This talk will 
explore both the implementation of optics in nanoscale and sub-micron laboratory XRM architectures 
(VersaXRM and UltraXRM) and review in detail several leading applications examples in the materials 
and life sciences. 
1. INTRODUCTION TO LABORATORY XRM 
1.1. Sub-micron XRM 
Through the incorporation of post-sample optical magnification detector technology, sub-micron XRM 
has recently extended the application scope of laboratory-based microCT by extending resolution and 
contrast. Interior (local) tomography is routinely performed, as the VersaXRM (Figure 1) architecture 
has been designed to maintain sub-micron spatial resolution for a variety of working distances and 
sample sizes/geometries. 
 
Figure 2: Sub-micron XRM (VersaXRM) optical architecture. Magnification is achieved through a 
combination of geometric (sample, source, detector placement) and optical (post-sample, variable 
scintillator-lens-ccd coupling) methods. 
1.2. Nanoscale XRM 
By incorporating X-ray focusing lenses, laboratory nanoscale XRMs are now able to achieve 
resolutions down to the 10s of nanometers. This is made possible largely through the use of Fresnel 
zone plates, which are diffractive imaging objective lenses capable of focusing X-ray radiation. The 
maximum achievable resolution using an imaging system based on Fresnel zone plate X-ray optics is 
determined primarily by the parameters of the zone plate itself, and manufacturing lenses with finer 
feature sizes consequently increases the maximum achievable resolution. 
 
Analogous to typical transmission light- or electron microscopes, condenser and objective lenses in 
the nanoscale XRM focus and magnify the object onto a detector in the image plane [Tkachuk, A., et 
al (2007)]. The Xradia UltraXRM-L200 system is based on this geometry and provides laboratory 
access to 3D and 4D X-ray microscopy down to the 50 nm spatial resolution scale, with ultimate voxel 
sizes down to 16 nm, and fields of view up to 65 µm. Resolution at this length scale combined with the 
intrinsically non-destructive nature of X-ray imaging is enabling a new class of functional materials 
science, providing access to a wealth of microstructural information nondestructively. [Gelb 2012; 
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Epting, et al, 2011].  At these length scales, there is reasonable overlap and synergy with emerging 3D 
FIB-SEM techniques. The nanoscale 4D XRM will study the evolution of a single sample 
microstructure over time (“4D”), then pass the sample with a defined 3D coordinate system 
downstream to the FIB-SEM for final complementary analysis (imaging and spectroscopy, 2D or 3D). 
 
 
Figure 2: X-ray optical schematic of the Xradia UltraXRM-L200, achieving 50 nm spatial resolution with 
an 8 keV laboratory source. 
2. 3D AND 4D XRM HIGHLIGHTS IN MATERIALS SCIENCE 
2.1. In situ compression 
Observing the evolution of microstructure on the same region of a single sample can rapidly benefit 
materials modeling techniques, by avoiding the requirement to extrapolate based on statistical 
samplings from a large number of like specimens. This is largely a unique capacity of x-ray 
tomography and several examples of in situ and ‘4D’ experiments will be presented, including crack 
propagation in ceramics, porosity and permeability characterization, deformation of polymer foams 
under load and the evolution of defects in anode materials in Lithium ion batteries.  
 
From their lightweight properties to unique storage capabilities, polymer foams have emerged as a 
unique material for many industrial applications. While these materials are widely utilized for their 
functional parameters, much about the long-term microstructural behavior remains a mystery, and 
degradation mechanisms are not very well understood. Using laboratory XRM, the deformations within 
the foam microstructure may be directly observed in 3D. This enables the 4D mapping of parameters 
such as elastic moduli and hysteresis curves, along with the direct observation of strut/pore deflections 
and responses to mechanical loading [Patterson 2012]. Using the XRM technique with an in-situ 
compression cell (Deben, UK), the deflections of pores within a polymer foam may be directly 
observed in 3D, as shown in Figure 3 [Patterson 2012]. Measurements of these deflections may be 
subsequently correlated to the loading pressures, for direct measurements of material’s mechanical 
properties in conjunction with finite element or fluid dynamics models. 
 
    
Figure 3: In situ compression study of a polymer foam, imaged using sub-micron XRM. Individual 
tomograms are acquired at discrete displacement stages and are quantified and coupled to models. 
Image courtesy of Dr. Brian Patterson, Los Alamos National Laboratory . 
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Soft materials, ranging from polymers to biological tissue, consistently pose challenges in generating 
contrast by several techniques, x-ray absorption included. We demonstrate the application of both 
phase propagation and Zernike phase contrast techniques on such materials, including polymer 
electrolyte fuel cells [Epting et. al., 2011 and 2012] and superconducting materials.  
 
2.2. 4D XRM of energy materials 
Using the VersaXRM, full cell electrode geometries may be characterized with sub-micron resolution, 
enabling characterization of the electrode microstructures within commercial, packaged cells.  We 
present an example of a small coin cell battery characterized using the VersaXRM, from which the 
microstructure of the electrode may be precisely extracted from within the steel casing. Using this 
approach, researchers may characterize the changes in this microstructure as a function of 
operational parameters, such as charge state, thermal environment, pressure/fracture, etc., either ex 
situ or in situ, under real operational conditions [Chao 2011, Shearing 2011].  
 
 
Figure 4: PEFC electrode structure (1.5 µm x 4.5 µm x 7 µm) analyzed in the nanoscale XRM. Image 
courtesy of S. Litster (Carnegie Mellon University), in press, Microscopy Today 2013. 
Laboratory nanoscale XRM studies on polymer electrolyte fuel cell (PEFC) electrode materials have 
recently demonstrated the need for large-volume 3D characterization of both pore size and particle 
agglomerate size distributions, each on the order of a few hundred nanometers [Epting, Gelb and 
Litster, 2011; Epting and Litster (2012)]. Performance of PEFCs can vary greatly and differ by up to 
70% if an incorrect or mean agglomerate size distribution is assumed in models (Figure 4). This work, 
performed on the UltraXRM-L200, is additionally showing promise for quantifying the size and shape 
distributions as a function of humidity and other environmental factors, to accurately understand the 
microstructural changes associated with PEFC performance.  
3. CORRELATIVE MICROSCOPY 
Increasingly, both sub-micron and nanoscale XRM is being used as the imaging step to characterize 
the life cycle of a material and orienting features or defects in 3D before the final destructive 
characterization step (electron or ion microscope or atom probe tomography). The workflow in the 
central laboratory of 3D & 4D x-ray microscopy as a complementary step before employing high-
resolution 2D and 3D  imaging and spectroscopic techniques will be discussed in the context of an 
example from both the life sciences in imaging stained tissue as well as ongoing work that studies the 
evolution of the growth of hydroxyapatite in dentine microchannels by nanoscale XRM prior to FIB-
SEM cross sectioning and TEM analysis. 
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ABSTRACT 
In laboratory based X-ray Computed Tomography (CT), the grey values in the resulting CT image 
depend on several scanning conditions such as the emitted spectrum, the response characteristics of 
the detector and beam filtration. Furthermore, due to beam hardening also the morphology and 
composition of the sample itself will have a significant influence. Therefore, to optimise scanning 
conditions simulations which incorporate all factors determining the imaging process are required. In 
this paper, two programs developed at the Centre for X-ray Tomography of the Ghent University 
(UGCT) are presented which allow a complete and realistic simulation of the obtained CT image. 
1. INTRODUCTION 
In X-ray Computed Tomography (CT) the grey value of a voxel in the reconstructed CT image is a 
measure of the linear attenuation coefficient for the materials present in that voxel. The linear 
attenuation coefficient is the product of the local density and the local mass attenuation coefficient, the 
latter being dependent on both the element(s) present and the incident photon energy. Laboratory 
based CT scanners normally use polychromatic X-ray spectra in combination with integrating 
detectors with an energy dependent efficiency. Therefore, the resulting CT image will vary with the 
emitted spectrum, the used detector and optional filtration material. Moreover, due to beam hardening, 
the incident spectrum can be significantly altered while the X-ray beam propagates through the 
sample, since low energy photons are attenuated more strongly than photons with higher energies. 
Consequently, the obtained grey values will also depend on size, composition and shape of the 
scanned object. 
 
Since the mass attenuation coefficient of a chemical element is uniquely dependent on the incident 
photon energy, often a theoretically ideal scanning energy can be identified to optimise the contrast 
between different materials in one object. Also for the application of Dual Energy CT (DECT) 
techniques (Alvarez and Macovski 1976), which combine the information of scans performed at 
different energies to selectively visualise a specific material, scanning must be done at predefined 
optimised beam energies. The question that poses itself when using a polychromatic X-ray beam is 
which spectrum results in the same transmission as a monochromatic beam of the desired energy. 
This spectrum is determined by many aspects, among which also the beam hardening taking place in 
the sample. Therefore extensive simulations which incorporate all influencing factors such as emitted 
spectrum, response characteristics of the detector, filtration material and sample morphology and 
composition, are required to predict the effects on the resulting CT image. 
 
In this paper, two programs are presented which, when used in combination, allow a complete 
simulation of the CT images taking all aforementioned variables into account. 
2. SIMULATION PROGRAMS 
2.1. Setup Optimizer 
The Setup Optimizer (Vlassenbroeck 2009) was developed at the Centre for X-ray tomography of the 
Ghent University (UGCT) to evaluate the influence of different scanner settings. After selecting a 
specific X-ray tube, tube voltage, beam filtration and detector type, the observed transmission of the 
polychromatic X-ray beam through a material or combination of materials can be calculated. 
Furthermore several parameters of the emitted and detected spectrum are computed. To perform the 
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calculations, the photon energy range is split in energy bins, and for each bin the law of Lambert-Beer 
is applied: 
 (   )    ( ) 
  ( )  
with I(x,E) the intensity of the photon beam which propagated a distance x through the medium with 
linear attenuation coefficient µ and I0(E) the intensity of the incident photon beam both at photon 
energy E. Elemental attenuation data was obtained from the XCOM Photon Cross Sections Database 
on the website of National Institute of Standards and Technology (NIST; http://www.nist.gov). Monte 
Carlo simulations were performed in advance using the BEAMnrc program (http://irs.inms.nrc.ca) to 
generate the X-ray spectra of the different X-ray tubes and response characteristics of the detectors at 
UGCT. 
2.2. Projection Simulator 
The Projection Simulator (De Witte 2010) was developed to simulate projection data for a 
monochromatic X-ray beam taking all parameters of the scanning geometry into account. This 
program was extended with Setup Optimizer code to allow the calculation of projection data for 
polychromatic spectra. 
A stack of digital slices, which are all colour-coded to represent different materials, is used as input. 
Subsequently, a material is allocated to each colour and, similarly to the Setup Optimizer, a specific X-
ray tube, tube voltage, detector and beam filtration can be selected. In this way realistic projections 
can be simulated for different scanning conditions. 
3. RESULTS 
For the following simulation, a directional X-ray tube from Feinfocus, operated at 120kV, and a Varian 
Paxscan a-Si flat panel detector were selected. A copper filter of 0.1mm thickness was chosen for 
beam filtration. In figure 1 the resulting spectrum is shown as emitted by the X-ray tube (in black) and 
as detected by the detector after filtration (in grey). These spectra were simulated with the Setup 
Optimizer. Note that to obtain the actual observed intensity, the detected spectrum has to be 
transformed into a detected dose spectrum and integrated. 
 
A stack of 256 identical slices, shown in figure 2a, was used as input for the Projection Simulator. This 
results in a cylindrical aluminium sample with a diameter of 9.28mm, containing two water cylinders, 
an iron and an air cylinder. For the simulation, cone beam geometry was used with a source-detector 
distance of 1m and a source-object distance of 50mm. The resulting voxel size was 0.04mm. In total 
900 projections were simulated of which one is shown in figure 2b. 
 
The projections were reconstructed using the in house developed reconstruction program Octopus 
(Vlassenbroeck et al. 2007; http://www.octopusreconstruction.com). Figure 3 shows the reconstructed 
central slice with a line profile along the indicated white line. Due to beam hardening, there is a clear 
cupping effect at the edges of the aluminium cylinder. Furthermore metal artefacts from the iron 
cylinder are visible and grey values clearly vary within the same material, depending on the location in 
the sample. These are all typical features resulting from the use of polychromatic spectra which 
demonstrate the realistic character of the simulations. 
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Figure 1: Spectra simulated with the Setup Optimizer: the emitted spectrum of a directional Feinfocus 
tube, operated at 120kV (in black) and the spectrum with a 0.1mm copper filtration and detected with a 
Varian Paxscan flat-panel detector (in grey). Note that to obtain the actual observed intensity, the 
detected spectrum has to be transformed into a detected dose spectrum and integrated. 
 
 
Figure 2: (a) Input slice for the Projection Simulator and (b) simulated polychromatic projection. 
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Figure 3: The reconstructed central slice and a line profile along the indicated white line. 
4. CONCLUSIONS 
The combination of the Setup Optimizer and Projection Simulator allows a complete and realistic 
simulation of CT images obtained at the laboratory based CT scanners at UGCT. The effect of each 
different scanning parameter on the resulting CT image can be investigated which will eventually 
enable the user to identify optimal scanning conditions for each sample. Furthermore, image 
processing methods such as artefact reduction algorithms can be evaluated. 
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ABSTRACT 
Analogue models of caldera collapse were imaged by computerized X-ray tomography (µCT). Interval 
µCT radiography sequences document ‘2.5D’ surface and internal model deformation in an 
unprecedented way, and carry the potential for a better understanding of the kinematics of various 
volcano-tectonic processes, of which caldera collapse is a mere illustration. A semi-automatic 
subsidence velocity analysis was carried out on radiographs. The developed method is a step towards 
the quantitative documentation of volcano-tectonic modelling that would render data interpretations 
immediately comparable to monitoring data available from recent deformation at natural volcanoes. 
1. INTRODUCTION 
Analogue experiments are used with the aim to provide insight into caldera collapse processes, in 
general set-ups or applied to specific field cases (e.g. Martí et al. 1994; Roche et al. 2000; Acocella 
2007). Models mainly explored collapse caldera structures by documenting 2D model cross-sections. 
Kinematic aspects of caldera collapse are less well understood, though a necessity in the 
interpretation of recent monitoring data. µCT scanning was used for the first time in analogue volcano-
tectonic modelling by Kervyn et al. (2010) to image analogue volcano deformation experiments. We 
apply µCT to image analogue models of caldera collapse by magma withdrawal at basaltic volcanoes. 
The models test and highlight the possibilities and limitations of µCT-scanning to qualitatively image 
and for the first time quantitatively analyse deformation of analogue volcano-tectonic experiments. 
2. EXPERIMENTAL 
2.1. Experiment set-up, material and scaling 
Our analogue model set-up is similar to the ‘sandbox’ used in most fundamental analogue studies 
(e.g. Martí et al. 1994; Roche et al. 2000). A dry well-sorted (120µm) silica sand – plaster mixture (SP-
mix) with a cohesion of ~2.10² Pa s simulated brittle rock. Golden syrup (GS) with a viscosity of ~10² 
Pa s (20°C) served as an analogue for basaltic magma. The models were contained within a plastic 
cylinder perforated at its base (Figure 1). A cylindrical GS body (the ‘reservoir’) was placed above the 
hole. The cylinder was filled above the reservoir with the SP-mix and intercalated with 2-3 grain sizes 
thick garnet sand layers. The difference in elemental composition and density between silica sand and 
garnet sand ensured high contrast for easy detection of deformation structures in the images. The 
model was placed on the scanning rotor and drainage was initiated. As the experimental scale was 
smaller than in nature, the physical properties of the analogue materials should be downscaled to 
ensure the simulation of processes similar to nature. Geometric, dynamic and kinematic scaling of the 
simulations is ensured by a set of dimensionless parameters, based upon the scaling scheme 
proposed by Roche et al. (2000). 
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2.2.    µCT methodology and quantitative radiograph analysis 
Radiograph sequences were taken at 2-minute intervals to document ongoing model deformation. 
Drainage typically lasted 200 - 500 minutes. A user-defined interface allowed semi-automatic detection 
of the vertical displacements of points along several garnet marker layers. Subsidence velocities were 
calculated for temporal intervals between two consequent images. After deformation, rotation was 
started and models were scanned with the µCT scanners of the UGCT (www.ugct.ugent.be; 
Masschaele et al. 2006). Scanning time for each model was below 1 hour. The spatial resolution was 
84 µm, higher than in medical CT scanners. A high-resolution scan of a deforming model was thus 
infeasible. Data sets were reconstructed with the Octopus software. The Morpho+ and VGStudioMax 
software were used for 3D rendering of model volumes. 
3. RESULTS AND DISCUSSION 
3.1. Model results 
Figure 2 presents interval radiographs and 3D scanning results for a model with magma reservoir roof 
aspect ratio H/D at 1.2 (H = overlying column height; D = reservoir diameter). A caldera ring fault 
nucleated at the reservoir and propagated upwards through the incremental collapse of metastable 
cavities, similar to the process described by Ruch et al. (2012). Immediately after drainage initiated, 
the gray value of the subsiding volume decreased. Dilatation of the SP-mix volume within the caldera 
bounding ring fault thus seems to accommodate roof support loss (Panien et al. 2006). During the 
whole drainage process, all subsidence was confined within the SP-mix volume inside the caldera 
bounding faults, and caldera structures resemble those found by Roche et al. (2000). 
3.2. Vertical displacement and subsidence rate 
The temporal subsidence rate pattern within the subsiding volume of model CCT1 can be divided into 
3 phases (Figure 3): 1) Upward ring fault propagation; 2) Rapid subsidence with the highest 
subsidence rates within the uppermost subsiding volume; 3) Relatively slower velocity over the whole 
column and intermittent subsidence rate acceleration. Such acceleration does almost never affect the 
whole column. The vertical displacement curves gradually evolve towards a constant slow subsidence 
rate until the end of the documented deformation. 
3.3. Model advantages and limitations 
µCT is non-destructive, 3D reconstructions can be sliced in any direction and revisited any time, 
compared to wetted models which can only be sectioned once, physically destroying at least half of 
the model. The µCT technique avoids edge effects in the boundary layer against an experimental 
glass pane. The scans provide an unprecedented 3D view on fault geometries. However, due to 
restrictions in the image resolution, model diameters and heights should not exceed ~10 cm, posing 
significant challenges to experiment set-up and scaling adaptations. 
Figure 1: X-ray tomography set-up: 1. X-ray beam source; 2. Plastic stand with central 
outlet; 3. Plastic tube; 4. SP-mix; 5. Thin garnet sand marker layers; 6. GS analogue fluid 
body; 7. Silo containing GS, adaptable in elevation; 8. PerkinElmer flat panel detector. 
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Temporal and spatial radiography resolutions were still too low in order to provide data with 
satisfactory detail, thus we suggest radiography sequences should be acquired in the future at a 
temporal interval of 0.5-1 s. By using radiography sequences it is possible in a non-destructive manner 
to obtain a continuous observation of fault propagation, down sag mechanisms and the subsequent 
development of collapse structures. At last, the scans and radiographs make it possible to e.g. 
calculate the actual deformation velocity at discrete intervals and positions within models. 
 
 
Figure 2: a., b. & c.: radiographs of model CCT1 with H/D = 1.2, the time of drainage initiation is 
marked; d. model top shaded 3D scan view; e. 3D model scan cross-section with position marked in 
d.; f. sketch of faults (white), garnet markers (red) and GS/SP-mix interaction layer in e. 
 
  
Figure 3: Vertical displacement (black curves) of 4 garnet sand marker layers and the reservoir roof 
and subsidence velocities interpolated from these levels within model CCT1. 
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4. CONCLUSION 
Computerized X-ray scanning (µCT) was successfully applied to image the deformation evolution 
during analogue fluid withdrawal of small-scale caldera collapse models. Interval radiography images 
allowed to image and analyze the geometry and kinematics of subsidence of a collapsing caldera 
block into an emptying fluid body. The models illustrate the value of µCT-techniques towards the 
quantitative study of deformation processes in analogue volcano-tectonic models. The results of such 
study could be compared directly with the scarce monitoring data available from recent collapse 
events at natural volcanoes (e.g. Miyakejima 2000, Geshi et al. 2002; Piton de la Fournaise 2007, 
Longpré et al. 2007). Adaptations to the model set-up and the imaging methodology will lead to 
analogue µCT-models that will carry high value in enhancing the quantitative assessment of the 
geometry, kinematics and dynamics of volcano-tectonic processes, with immediate comparison of 
modelling results to monitoring data in the field. 
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ABSTRACT 
Noise plays a major role in the quality of the images in terms of spatial resolution and contrast, and 
affects the limits to which these image quality indicators can be reproduced by neutron imaging 
setups. Signal-to-noise ratio is affected by both the constant (base) and random noise. The impact of 
the latter and the former are directly and inversely proportional to exposure respectively. This work 
investigates the possibility of separating and quantifying the noise components from an image signal. 
By knowing the noise characteristics it can be reduced or removed from the image signal, which will 
improve the sensitivity of the setup as a function of spatial resolution and contrast.   
1. INTRODUCTION 
The quality of the images in terms of spatial resolution and contrast is determined by the performance 
of the setup with regard to sharpness and noise. Image sharpness has an effect on ability of the setup 
to reproduce fine details of the object being investigated using the setup (edges, small defects, etc). It 
also affects the contrast in the image when forward scattered radiation contributes to the detected 
intensity on the image. The noise affects the contrast lower boundary sensitivity by contribution of 
base noise (quantum noise) and contrast between materials of an object by contribution of random 
noise. Random noise also affects the spatial resolution by adding false fine defects which can be 
removed by averaging and thereby also removing the fine features of the object under investigation.  
The sharpness is quantified and presented as a scalar quantity changing as a function of spatial 
frequency using modulation transfer function (MTF) [1]. Noise power spectrum (NPS) is the variance 
of noise as a function of spatial frequency and recommended to quantified noise [2]. Signal-to-noise 
ratio is mathematically defined within the image context as a scalar quantity derived from dividing a 
mean of a signal by the standard deviation of the fluctuation.  The preceding discussions showed the 
key role played by sharpness and noise in image quality and hence the performance of the setup. 
Unification of these two key performance factors is important, and it has been demonstrated before 
that they are related to each other according to equation 1 [3,4]. 
 
                    (1)                                                  
)(
)(
G  NEQ   (f)SNR
2
22
fNPS
fMTF
   
Where G is the gain of detector. Quantum noise given by Poisson’s law is the most dominant noise 
component within the image. If the signal-to-noise ratio associated with quantum noise within the 
image is denoted SNR
2
quantum , and the measured  signal-to-noise ratio is given by SNR
2
measure. 
Theoretically SNR
2
quantum  is always greater than SNR
2
measure , and the later is a known because both 
variables can be measured directly. Assuming the same noise in SNR
2
measure as in SNR
2
quantum and 
assuming a detector that absorbs every neutron, then the number of quanta that can produce the 
SNR
2
measure can be determined. This number of quanta is called the noise equivalent quanta (NEQ).  
This work intends to use the NEQ to separate the constant (base) and random noise, and provide 
X-ray and neutron tomography acquisition hardware, software and set-ups          48 
 
mitigation measures for noise in images. 
2. RESULTS AND DISCUSSIONS 
Exposure time is directly proportional to quantum noise and inversely proportional to the random. 
Open beam images were acquired at a Swiss cold source imaging facility called ICON [5]. The midi 
setup was used with a 100m thick 
6
Li based scintillator screen and a sCMOS camera and the 340 
collimation ratio. The neutron flux was ~2x10
7
 neutrons/cm
2
/s. The images were acquired at varied 
exposures to investigate the theoretical behaviour of both noise components and the results in table 1 
show that the percentage difference of the minimum and the maximum can vary by 10 percent 
between 4 and 10 seconds exposure time for this setup. These results are extracted from open beam 
images without any form of correction. The image of the open beam is shown in Figure 1.  
The normalised standard deviation, ratio(Std dev./mean), remains constant with exposure time which 
indicates a general global constant behaviour of detector sensitivity with the number of neutrons 
participating in the image formation. On the other hand, the percentage difference of the minimum and 
the maximum decrease with exposure time. This indicates the decrease in available dynamic range for 
contrast resolution within the image.   
 
 
Table1:  Simple assessment showing evidence of quantum  
and random noise in the open beam radiographs 
IMAGE NOISE ASSESSMENT (quantum and random components) 
IMAGE 
TYPE 
Exposure 
(s) 
Area Mean 
Std 
dev. 
ratio (Std 
dev./mean) 
Min Max %difference 
O
P
EN
 B
EA
M
 
IM
A
G
ES
 
2 4953312 7234 1105 15% 2376 9457 75% 
4 4953312 14294 2184 15% 4763 46923 90% 
6 4953312 21336 3243 15% 7073 48954 86% 
8 4953312 27961 4202 15% 9468 57013 83% 
10 4953312 33845 5103 15% 11304 57013 80% 
   
 
 
Figure 1: Neutron radiograph of an open beam. 
3. CONCLUSIONS 
The contrast range can be extended by optimising image acquisition conditions against quantum 
noise. These are only preliminary results of a more detailed study, which in later stage will be 
extended to neutron tomography. 
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ABSTRACT 
The growing interest for X-ray modalities in non-destructive testing led to increased research efforts in 
this field. Due to technological restrictions of standard X-ray tubes, i.e. high voltage supply up to only 
600 kV, the usage is limited to certain material combinations and geometries. The linear accelerator 
(LINAC) technology allows generating X-ray energies in the MeV range, leading to much higher 
penetration lengths compared to X-ray tubes. Although the technology is well known and widely used 
in medical and physical research facilities, its use for non-destructive testing especially with digital 
detectors is rather new. We recently installed a high energy X-ray imaging facility for non-destructive 
testing based on a 9 MeV LINAC. Here we present an overview of the system, its imaging capabilities 
and characterization results regarding the LINAC and detector system.    
1. INTRODUCTION 
X-ray imaging has become the method of choice for a wide range of quality control related problems in 
a growing number of industrial fields. The success of X-ray based methods like radioscopy and 
computed tomography for non-destructive testing awakens the need for such methods in application 
areas which are generally not suitable for standard X-ray systems due to technological limitations. X-
ray tubes based on bipolar high voltage supplies with up to 600 kV are restricted to typical material 
penetration lengths of only a few cm of steel. Linear accelerators (LINACs) which are used in medical 
and particle physics research labs for many years can be a suitable way to overcome these limitations 
and open up new application fields with the focus on high density and very large objects. It may not 
remain unmentioned, that a number of drawbacks exist like the high infrastructural requirements, e.g. 
shielding, cooling unit, safety demands and the need for specialized detector systems.   
2. LINAC FACILITY 
The LINAC facility is built around a Siemens SILAC (Siemens 2012) with 9 MeV electron energy. At 
these high energies one has to consider additional irradiation effects like activation and ozone 
production to fulfill the safety requirements. The upper threshold of 9 MeV limits the neutron 
production through irradiated material activation as well as ozone production to a negligible level. The 
large scale of the test facility with 20 x 20 x 16 m³ and 3 m thick walls allows for CT applications of 
very large objects like cars and freight containers. At the moment the measurement setup consists of 
two vertically displaceable towers with a travel distance of 5 m for the LINAC and detector system. The 
rotatable specimen stage is capable of taking specimen of up to 10 tons in weight. The main detector 
is a Detection Technology line detector iHE spanning 4 m in length (Detection Technology 2011).    
3. CHARACTERIZATION 
3.1. Linac 
A linear accelerator consists basically of three components, electron gun, magnetron (klystron) and 
waveguide. The electron gun injects electrons into the waveguide. The applied high frequency (HF) 
modulation through the magnetron accelerates the charged particles between a cascade of cavities up 
to a certain level which depends on the length of the waveguide and the applied HF pulse. The 
acceleration process results in pulsed radiation with a pulse frequency of 250 Hz and HF pulse length 
of 4 µs. The X-ray beam is produced inside a high Z target (tungsten) which is placed at the exit 
X-ray and neutron tomography acquisition hardware, software and set-ups          52 
 
window of the waveguide. The dose rate for the SILAC is up to 20 Gy/min at 1 m distance from the 
target in direction of the incident electron beam. Fig. 1 shows the corresponding bremsstrahlung 
spectra for 3, 6 and 9 MeV electron energy. Additional beam hardening was applied by filtering with 10 
cm aluminum. These spectra were simulated with the Monte-Carlo toolkit ROSI (Giersch 2003). As 
can be seen, the mean X-ray energy is rather small compared to the maximum possible energy. 
Accelerated electrons with 9 MeV only yield a mean X-ray energy of about 2.45 MeV (with prefiltering). 
Based on the bremsstrahlung spectra, we calculated the penetration length corresponding to a beam 
attenuation of 99 % analytically. The resulting material thicknesses for Al and Fe at 3, 6 and 9 MeV are 
12, 15, 17 cm and 33, 46, 55 cm respectively. Taking into consideration the mentioned 4 m long 
detector line we investigated the X-ray output regarding its angular distribution. The measured dose 
distribution is shown in fig. 2. With a Focus Detector Distance (FDD) of 9 m which corresponds to an 
angle of about ±13° we still see 50 % dose rate at the edges of the detector relative to the center. 
 
Figure 1: SILAC bremsstrahlung spectrum for 3, 6 and 9 MeV electrons. 
 
 
Figure 2: Angular X-ray distribution for 9 MeV spectrum. 
 
Taking a look at the attenuation coefficients yields some special properties compared to the standard 
X-ray energies up to 600 keV. As can be seen in fig. 3 the beam attenuation is mainly determined by 
one effect, Compton scattering. Photoelectric absorption as former main imaging effect is nearly 3 
orders of magnitude lower in this energy range. Pair generation has to be considered above 1.022 
MeV too, but is still an order of magnitude lower than Compton scattering below 3 MeV. Since the 
beam attenuation in this energy range is dominated by Compton scattering the imaging properties are 
mainly determined through the density of the penetrated material and only to a very small amount 
through the atomic number. This results in a better linearity for multi-material objects which is 
beneficial for iterative artifact reduction (IAR) techniques. Certainly this has to be traded off with a 
strong increase in object scattering, making it crucial to optimize the detector system.     
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Figure 3: Attenuation coefficients for Sn (left) and Fe (right). The marked area represents the average 
X-ray energy with a 9 MeV bremsstrahlung spectrum. 
3.2. Detector system 
When choosing appropriate detector systems the much higher X-ray energy has to be taken into 
consideration. We tested different detector systems experimentally and evaluated its capabilities 
regarding high energy X-ray imaging. Although not directly comparable the experiments gave a good 
impression of the image quality and the limitation to be expected with these detector concepts. Our 
main detection system consists of 3 modules of the iHE line detector from Detection Technology. It is 
based on a thick CdWO4 scintillator with 400 µm pixel pitch. The overall length is 4 m with nearly 
10000 pixels. Furthermore we use a Perkin Elmer XRD1640 area detector based on a thinner GOS 
scintillator with 400 µm pixel pitch suffering from lower quantum efficiency in the high energy range. 
First we calculated the contrast at 1 % and 3 % variations in material thicknesses for different material 
thicknesses. Second we calculated the efficiency curve for both line and area detector. The results are 
shown in fig. 4. 
 
Figure 4: Measured contrast (left) and efficiency curve (right) at 9 MeV without taking into account the 
basic spatial resolution (BSR). 
4. CASE STUDIES 
To evaluate the quality of the experimental setup, we investigated a number of objects with either 
large penetration lengths or highly absorbing material or both. Fig. 5 is a good example for showing 
the benefits of switching to 9 MeV. The left image which was obtained with a 450 kV X-ray tube suffers 
from heavy beam hardening artifacts at the interface between high Z- inlays and low-Z surrounding 
material. With 9 MV this artifacts are nearly gone. Both scans were done with the area detector. 
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Figure 5: Beam hardening artifacts at low density materials with high density inlays. 
 
In fig. 6 one filtered back projection (FBP) CT cross-section of a heavy cast iron object with about 22 
cm in length is shown. On the left hand side the projections were acquired with the area detector and 
on the right hand side with the line detector. The line detector provides a superior quality which is 
mainly due to the highly reduced scattering and also the better sensitivity of the sensor for high energy 
X-rays. The measurement times for these scan were 45 min (1000 slices) with the area detector and 4 
min (one slice) with the line detector respectively.    
    
Figure 6: Reconstructed CT slice of a heavy cast iron object with both area and line detector. 
5. CONCLUSION & OUTLOOK 
The High Energy CT shows a high potential regarding achievable penetration depth in high density 
objects and reduction of beam hardening artifacts in light weight alloys or in objects with mixed 
materials. Since the dominating attenuation effect is Compton scattering a high linearity of the 
resulting absorption values in different penetration depths is given. Compared to 450 kV sources the 
average energy level of the SILAC is in the region above 1 MeV leading to a minimal influence of the 
photoelectric effect as X-ray attenuation process in most of the industrially used materials like Al, Fe. 
On the other hand we see more blurring in the images, especially with high density materials due to 
the big amount of object and detector scattering which results in a reduction in sharpness. Using a line 
detector provides much better image quality for the obvious reason that scattered radiation in 
horizontal direction is mostly neglected at the cost of a generally higher measurement time for a 3D 
CT.  
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ABSTRACT 
Today, computed tomography (CT) is a well-known and widely applied technology in the medical and 
industrial sector. In both areas the recording, monitoring and analysis of dynamic processes like a 
beating heart on the medical side or, on industrial side, the behaviour of liquid solutions flowing 
through material like an automotive engine, in real-time and high quality is one of the high end goals. 
 
The Fraunhofer Development Center X-ray Technology (Fraunhofer EZRT, Fürth, Germany) 
developed a CT gantry system for the Department of Chemical and Biological Engineering (CBI) of the 
University of Erlangen (Germany). The motivation and concept of this system and first results are 
presentend within this paper. 
1. INTRODUCTION 
The developed CT system is designed for observation of viscous liquid solutions flowing through 
upright standing cylindrical pillars filled with pellets or obstacles consisting of different materials (see 
Figure 1). The objective is to analyse the spread and behaviour of the liquid film while it makes its way 
through the material using X-rays. The size of the columns can range from 50 to 300 mm in diameter 
and up to 1000 mm in length. To be able to observe and record this dynamic process near real time, 
high requirements are set especially to the speed of data acquisition and the transfer of image data. 
The introduced system achieved doing the full scan of one single slice within 1 second at a spatial 
resolution below 100 µm. 
 
 
Figure 1: (a)Test object for the CBI-CT. (b)Reconstructed slice in 3x binning mode. Scale bar equals 
2 cm. 
2. SYSTEM CONCEPT 
For tasks like the inspection of diffusion in liquid solutions, a high time-resolution CT system was 
designed. As the scanned structures are partially liquid, the specimen itself cannot be moved like it is 
usual in the industrial application of CT systems. Therefore the X-ray detector and X-ray source have 
to be installed on a rotational gantry. The system setup is illustrated in Figure 2. 
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Figure 2: Design of the system setup. This CT-setup operates at the Department of Chemical and 
Biological Engineering of the University of Erlangen, Germany. The red object represents the X-ray 
tube, the yellow object the housing of the X-ray detector and the Industrial-PC and the green 
components the manipulation system.   
The specific requirements of the system are specified as followed: 
 The system must achieve a spatial resolution below 100 µm 
 Specimen with a diameter up to 300 mm must be measurable 
 Specimen with a height up to 1000 mm must be measurable 
 The temporal resolution must be less or equal to 1 s per slice 
 The specimen must be stationary during the measurement task 
 During one measurement task several slices at predefined discrete positions must be 
measurable 
 The system must be expandable 
 
This setup allows for the scanning and reconstruction of slices with a height of 83 μm in one second. 
As a consequence high system accuracy is essential. Therefore the celerity of the rotational axis has 
to be constant and the image acquisition has to be synchronized. A special way therefore is a micro-
computer based system, which allows automatically rotational position sensing. 
 
The manipulation system is specified as followed: 
 The rotation axis has to accelerate the whole system up to 1 Hz 
 The opening diameter of the axis has to be bigger than 350 mm 
 The wobble has to be lower than 20 µm for a diameter of 1000 mm 
 The vertical axis has to get to every position within 10 seconds 
 
The rotating platform has its own Industrial-PC integrated to communicate with the entire imaging 
system and the host PC outside the cabin. For electric power supply, trigger signal and security 
signals for the high-voltage generator, a collector ring is in use. As wireless LAN does not provide the 
needed performance for the data communication, direct LAN has to be used to establish the 
communication over the 220 V power line. 
 
The components of the X-ray system are specified as followed: 
 X-ray detector: 471 mm line array of 5566 pixels, pixel depth of 16 bit and 83 μm pixel pitch 
(NTB GmbH, Germany). The minimum integration time per line is defined as 1 ms 
 X-ray tube: mono block (integrated generator), 140 kV, max. 400 W power, focal spot size 0.8 
x 0.3 mm 
 
Figure 1 shows a first CT reconstruction of a test slice that was recorded at Fraunhofer EZRT using an 
experimental setup. 
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3. SOFTWARE CONCEPT 
The main objective of the software concept is to enable an online reconstruction which allows for an 
adjustment of the region of interest and therefore the reconstructed slice during the measurement 
task. To achieve the temporal resolution it is necessary to temporary compress the data input for the 
reconstruction algorithm based on the processing power available. 
Following a measurement task it is possible to reconstruct at a much higher spatial resolution by using 
the uncompressed data. Therefore two different operator modes were established: 
Table 1: Parameters of mode: online and offline reconstruction 
Parameter  Recommended (online)  Recommended (offline) 
Count of detector pixels 766 (binned) 1533 
Count of angle steps 500 1000 
Image size 511 x 511 voxel 1533 x 1533 voxel 
Integration time per line 2 ms (binned) 1 ms 
Time per rotation 1 s 1s 
 
As described in Table 1, the two modes only differ in their parameterization. For the online mode it is 
recommended, that the tasks of data transfer (in this special case this means 1533 pixels x 1000 lines 
per second) plus the reconstruction take place within 1 second to manage the just in time observation 
of the image analysis. For the offline task, the time of these both tasks does not play an important role. 
Here the focus is set to maximization of image information and quality. In both cases the slice wise 
filtered back projection (FBP) is used to perform the reconstruction.  
 
The setup of the data handling system is divided into two parts. An industrial PC placed on the gantry 
and a host pc serving as the visualization system. While the industrial PC operates the X-Ray tube 
and the X-Ray detector, the host PC handles the axis system, the reconstruction task and further 
analysis. Thus the necessary communication between the two systems is set to a minimum.  
 
For the industrial PC a compromise between stability of the hardware (because the PC is included into 
the gantry system and rotating at a speed up to 1 Hz) and performance had to be found. In order to 
increase the stability of the system a majority of the needed logic was translocated to the host PC. 
4. DISCUSSION AND OUTLOOK 
The developed CT system allows monitoring of time-related processes like liquid flowing through 
material or a mix of materials. The online reconstruction enables the observation of the whole process 
by the user who is also able to react in time when needed. After the acquisition is done, deep analysis 
of any region of interest is possible by reconstruction of the automatically stored high resolution 
projections and by the given analysis tools of the software package. To further improve the system it is 
necessary to correct angular deviation caused by differing rotation speed which actually would cause 
deferrals in the reconstructed volume. This would allow modifications of exposure time and rotation 
speed as required. 
4.1. Multiline detector 
One of the imaginable changes to the CT system is the replacement of the used single line detector 
with a multiline sensor. By doing so, the system would produce more information per cycle and would 
allow monitoring a 3D area of the object instead of only one slice. The choice in the number of sensor 
lines is restricted by the achievable data transfer speed, the computing power and by the detector 
characteristics. 
4.2. Reconstruction 
Like already stated a slice wise FBP as reconstruction algorithm for online and offline reconstruction is 
used. While the speed advantage of the FBP over other algorithms makes it a good choice for 
reconstruction during the time critical acquisition, the reconstruction of the high resolution projections 
could also be done by an incremental reconstruction algorithm (Voland et al., 2009). An overall 
improvement of the quality of the reconstruction can be expected. 
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4.3. Analysis of reconstruction data for automatic axis control 
In the case of different regions of interest to be monitored, like when following flowing liquid through a 
pipe filled with material, currently the user has to position the acquisition system manually by software. 
It is imaginable to analyse the results of the online reconstruction to get information about the flowing 
speed and position of the liquid front. These data could be used to control the axes of the CT system 
and position the gantry to the current position of interest automatically. 
4.4. Other possible cases of applications 
The CT system was developed to monitor and analyse liquids flowing through pipes filled with different 
material but the concept is applicable to various kind of dynamic processes. For example the analysis 
of tensile tests like descripted in Ucsnik et al., 2010 or the characterization of food foams descripted in 
Dietrich et al.,  2012. 
 
Within the presentation first results of the descripted CT gantry system will be shown visualized with 
images and videos of the system setup during operation mode. 
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ABSTRACT 
The Advanced Photon Source (APS) is the US premier source of hard (10-100 keV) X-rays. In recent 
years the very high X-ray photon flux generated by the APS has been matched by a new generation of 
detectors that are able to collect X-ray images at unprecedented speed with exposure time ranging 
from hundreds of milliseconds to hundreds of picoseconds. Synchronization of the detector camera 
with the rotation stage allows a full 3D dataset to be acquired in less than one second. At the APS 
beamline 2-BM, 5 Hz tomography is routinely available to general users while at beamline 32-ID, 100 
Hz tomography has been demonstrated. 
These instrument improvements open the door for real-time, in situ and dynamic 3D studies, but also 
present new challenges for data management, analysis and distribution. In this paper we describe a 
new data pipeline model optimized for handling data intensive experiments at APS X-ray imaging 
facilities that allows user friendly dynamic 3D imaging and multi-scale micro and nano-tomography 
data fusion. 
1. INTRODUCTION 
In recent years the very high X-ray photon flux generated by the APS has been matched by a new 
generation of detectors that are able to collect X-ray images at unprecedented speed. This opens the 
door for real-time, in situ and dynamic studies but also presents new challenges for data management, 
analysis and distribution. In standard tomography experiments, for example, using monochromatic 
beam illumination from an APS bending magnet source, an old generation Coolsnap K4 CCD camera 
with 2048×2048 pixels was able to acquire the needed 1500 projections in 15 to 25 minutes. A new 
generation sCMOS camera like the Cooke pco.edge camera with 2560×2160 pixels can acquire the 
same data set in 15 seconds. An even faster camera like the Cooke pco.dimax can collect the same in 
300 ms using polychromatic beam illumination. This expanded capacity creates new opportunities to 
investigate the functional behavior of materials, but require the development of both the computational 
framework for handling large data sets and the ability to draw scientific inferences from the data 
through integration of measurements from different instruments. In this scenario we define a new data 
model that integrates raw and processed data, experimental meta-data, data analysis processing 
steps, and provenance to create a higher degree of data management, processing and transfer 
automation. Besides enabling the integration of data from different instruments, i.e. multi-scale and 
multi-modality measurement integration, this infrastructure will also allow for the integration and 
sharing of numerical methods. 
2. DATA MANAGEMENT 
The raw data, utilizing the experimental condition parameters, are processed, transferred, analyzed, 
reduced and distributed. The first step to integrate all these tasks into a single framework is to define a 
common file format and a workflow pipeline. 
2.1. Data File Format 
Currently X-ray imaging data are collected automatically and saved in various data formats. 
Experimental settings are traditionally saved in logbooks (electronic or paper), processing steps are 
often not logged and software generally resides in scientists’ desktop. 
To allow simple integration of in-situ, i.e. a series of measurements, on the same sample in which an 
environmental parameter is changed and multi-scale, i.e. a series of measurements using different 
spatial resolution, like micro and nano tomography, we defined the Scientific Data Exchange (or Data 
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Exchange for short) as a set of guidelines for writing scientific data and meta-data in Hierarchical Data 
Format 5 (HDF5) files. The core principle of Data Exchange is that the guidelines must be simple and 
flexible enough that it is not necessary to use a support library beyond that supplied by the HDF 
Group. Since there is no library enforcing the file organization (beyond HDF5), the scientist is free to 
make their own choices as necessary, although the hope is that the guidelines we set are simple 
enough to follow and that the end result will be a more readily sharable and understandable data set. 
Figure 1 shows how the HDF5 file is structured to store tomography data sets collected with different 
sample environment temperatures. 
 
 
Figure 1: Diagram of two tomographic data sets taken at two different sample temperatures (100 
◦
C 
and 200 
◦
C). 
This data model is easily extendable to include other methods. For example figure 2 shows how the 
HDF5 file is structured to store a series of tomographic measurements. This, when relevant, can be 
stored in the same file appending N to the measurement tag. In nano tomography experiments, for 
example, the detector field of view is often smaller than the sample. To collect a complete tomographic 
data set, it is necessary to raster the sample across the field of view moving its x and y location. Figure 
2 shows a file from a nano tomography experiment when the sample rasters through the field of view. 
There are limits to this approach, as one clearly does not want to have hundreds of measurement 
groups in a file (or multiple files) where most of the metadata is the same. For measurements where 
there are many positioner values (aka a scan), it is more sensible to add dimension(s) to the exchange 
dataset, and describe the positioner values as dimension scales. This is a judgment left to the user. 
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Figure 2: Diagram of a file with 4 tomographic data sets from a nano tomography experiment. 
At present, many experiments at the APS involve manual management of the data. This is becoming 
increasingly untenable as the data volume increases. The Data Exchange definition supports 
provenance and workflow tracking allowing for automating and tracking of data movements and data 
processing. The current definition of the Data Exchange file format is at 
http://www.aps.anl.gov/DataExchange/. 
2.2. Workflow Pipeline for Scientific Data Analysis 
The ability to easily and robustly handle large amounts of data is key to scientific discovery and 
insight. A workflow pipeline for scientific data analysis helps address this concern. It uses an industry 
standard messaging system, ActiveMQ, for reliable task sequencing and triggering. Generic actors 
handle common tasks, such as file transfers. Technique-specific analysis code is implemented or 
called from custom actors that may be written in Java, C++ or Python. Experimental metadata and 
provenance information is stored along with raw and analyzed data in a single Data Exchange HDF5 
file that is manipulated by different stages of the pipeline. Figure 3 shows a generic pipeline of 
different processing stages connected by message queues. 
 
 
 
Figure 3: A generic workflow pipeline that connects processing stages using message queues. 
Message queues exist on a message broker that runs on a server. Message brokers provide 
persistence, that is, queues and messages are saved to disk in case of failure. Message brokers also 
provide two levels of redundancy: failover message brokers run on a single server, and multiple 
redundant brokers run on multiple physical servers. 
Processing stages are logically separated into two classes: a director and an actor. The director is the 
interface to the message broker. A director is responsible for interpreting incoming job messages 
which provide parameters to the task or analysis application. Directors also listen to a control topic that 
conveys control messages, e.g. a message to stop a running job. Once an actor has completed 
successfully, a director queues a new message on the queue for the next stage in the pipeline. Every 
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action taken by a director is added to a history queue for logging and use by a user-interface. Figure 4 
shows a sequence diagram illustrating the communication between various components in the 
pipeline. 
Components for the pipeline are implemented in Java using ActiveMQ, C++ using ActiveMQ-CPP and 
Python using STOMP. Native implementations in multiple languages allows for the creation of a 
processing pipeline that may use different languages for different stages. A number of reusable 
generic actors exist, including actors to run command line scripts, transfer files with gridFTP, launch 
Hadoop jobs and monitor the Sun Grid Engine (SGE). 
A user interface provides the ability to view the status of the pipeline, launch new jobs, view job 
parameters, edit the job route, i.e. the series of stages the constitute a job, stop jobs, and view a 
history of jobs. It is written in C++ using ActiveMQ-CPP and Qt. Builds are available for Linux, OS X 
and Windows 7. Figure 5 shows the user interface for the workflow pipeline. 
The APS tomography beamline located at 2-BM-B uses this workflow pipeline to automate transfer 
and reconstruction of tomography data. During each tomography fly- scan 1,500 projections are 
acquired producing about 12 GB of data. Each projection may be up to 2,048 x 2,048 pixels, and each 
pixel is stored in a 16-bit unsigned integer. 
 
 
 
Figure 4: Sequence diagram illustrating the communication between various components in the 
pipeline. For a given stage in the pipeline, the director first receives a job message from the message 
broker. The director interprets the message, updates provenance in the HDF5 file, and calls the actor. 
The actor then runs the task. When the task is finished, the status is reported to the director which 
again updates provenance in the HDF5 file. Finally, the director sends a message to the next stage in 
the pipeline so processing can continue. 
 
 
 
Figure 5: User interface for the workflow pipeline. The top half of the window displays job parameters. 
The bottom half of the window shows the progress of current and past jobs. 
Up to 10 TB of raw detector data are acquired this way each day. After reconstruction, the full size of 
the data file including both the raw and reconstructed data is about 36 GB. 
Figure 6 shows the queues and stages used to automate the tomography workflow at 2-BM-B. After 
acquisition, the acquisition software queues a message for the first gridFTP stage. This stage copies 
the data from the acquisition machine to a Lustre parallel file system attached to a computing cluster. 
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Once the transfer is complete, the gridFTP stage queues a message for the reconstruction job. Upon 
completion of the reconstruction job, a message is placed on a final queue to transfer data from the 
Lustre file system to externally accessible storage. 
 
 
 
Figure 6: Workflow pipeline for tomography at 2-BM-B. 
3. ACKNOWLEDGEMENTS 
The submitted manuscript has been created by UChicago Argonne, LLC, Operator of Argonne 
National Laboratory (Argonne). Argonne, a U.S. Department of Energy Office of Science laboratory, is 
operated under Contract No. DE-AC02-06CH11357. The U.S. Government retains for itself, and 
others acting on its behalf, a paid-up nonexclusive, irrevocable worldwide license in said article to 
reproduce, prepare derivative works, distribute copies to the public, and perform publicly and display 
publicly, by or on behalf of the Government. 
This work is supported by the U.S. Department of Energy, Basic Energy Sciences, Office of Science, 
under contract No. DE-AC02-06CH11357. 
 
 
 
 
 
 
 
 
 
 
 
 
 
ICTMS 2013, July 1-5 (Ghent, Belgium)          65 
 
Comparison between Neutron and X-ray Tomography: 
A Study on Polymer Foams 
 
E. Solórzano1, S. Pardo-Alonso1, N. Kardijlov2,I. Manke2, F. Wieder2,F. García-
Moreno2 and M.A. Rodriguez-Perez1 
1
CellMat Laboratory, Condensed Matter Physics Department, University of Valladolid, Paseo de 
Belén, 7 47011, Valladolid [email: esolo@fmc.uva.es]  
2
Institute of Applied Materials, Helmholtz-Zentrum Berlin für Materialien und Energie, Hahn-Meitner-
Platz 1, 14109 Berlin 
Keywords: Tomography, neutrons, X-rays, absorption, contrast, resolution 
ABSTRACT 
This work aims at discussing the possibilities of high resolution neutron tomography, in comparison to 
conventional cone beam X-ray CT, based on the results on a set of polymeric foamed materials. The 
experiments have been carried out at the BER-II V7/CONRAD instrument and compared to the 
images obtained in a CT system based on a microfocus tube and a high resolution flat panel detector. 
This type of materials has not been previously examined with neutron imaging. The enhanced neutron 
attenuation relative to the X-ray attenuation encouraged this investigation. Nevertheless the results 
point to a better spatial resolution of X-rays in comparison with current neutron tomography resolution 
although pixel size was in the same order. Reasons behind these results point to a low signal to noise 
(S/N) ratio in neutron tomography due to the rather low neutron flux and the beam collimating (L/D) 
ratio causing a reduction in the spatial resolution. Nevertheless the contrast of polymeric materials in 
neutron imaging offers further possibilities for future developments in high resolution neutron 
tomography. 
1. INTRODUCTION 
Cellular polymers are materials under continuous development by both scientific and industrial 
communities thanks to their excellent potential to broaden the properties of solid plastics. These 
lightweight materials are important because of technical, commercial and environmental issues 
(Okamoto2003). 
 
Conventionally, structural characterization of these materials is carried out by using 2D images 
−SEM− which it is known to be not very accurate due to several factors (Rodriguez-Perez et al. 2002). 
For instance for closed-cell low density foams, the structure is modified in the vacuum conditions of 
the microscope. In addition, it is not a simple task to characterize the real 3D structure from a limited 
number of 2D images. In recent years, non-destructive 3D methods, namely X-ray microtomography, 
are being progressively applied although it is not an easy task due to the “unlucky” combination of 
lightness (some materials are up to 98vol%. air, with densities such low as 25Kg/m
3
), low absorption 
of the polymeric matrix, the small cell size and the thin-structured cell walls (sometimes even bellow 1 
micron, i.e. near to the limits of X-ray tomography resolution). All these reasons hinder the study of the 
cellular structure of these materials in conventional X-ray CT equipment which causes problems for 
the reconstruction of the real cellular structure missing a high number of cell walls and need from a 
watershed algorithm to approximately reconstruct them. 
 
On the contrary, polymers contain hydrogen which provides enhanced neutron attenuation in 
comparison with X-rays and therefore the contrast for structures with similar density is expected to be 
higher. Obviously, the resolution of neutron tomography is currently not as high as X-ray tomography. 
Nevertheless, the latest developments at V7/CONRAD instrument and the interest of exploring this 
technique to examine the maximum real resolution of neutron tomography, motivated the use of these 
type of materials as resolution testing probes. 
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2. EXPERIMENTAL 
2.1. CT Methods: 
2.1.1. X-ray Tomography 
The micro-CT (mCT) system at Helmholtz-Zentrum Berlin consisted in a micro-focus 150 kV 
Hamamatsu X-ray source with a tungsten target and a ﬂat panel detector C7942 (120x120 mm
2
, 
2240x2368 pixel
2
 , pixel size 50 mm). A 50 kV ﬁlament voltage and a current of 200 mA were used, 
since these parameters provided best results over 4-fold integrated images with a exposure time of 
approx. 2 seconds. Typical source-object distance was 60 mm and a constant source-detector 
distance of 400mm was used, thus achieving a magniﬁcation factor of 6.67. The number of projections 
used varied in between 800 and 1200 images. In the X-ray cabinet the sample was rotated in a 
precision rotation stage from Huber, Germany. The total scan time was in between 2-4 hours. A 
commercial software (Octopus V8.6) was used to implement the back-projection algorithm with 
convolution and correction for cone beam, the internal structure of the foam was reconstructed. The 
voxel size of the reconstructed volume was approx. 7.5 microns. 
2.1.2. Neutron tomography 
The neutron tomography instrument CONRAD at Helmholtz-Zentrum Berlin is located at a curved 
neutron guide at the BER-2 research reactor (Kardjilov et al. 2011). The curved guide closes the direct 
view to the reactor core and acts as a filter which filters out the high energetic neutrons and gammas 
from the core. In this way the neutron spectrum at the end of the guide has a maximum at 2.5 Å – the 
so-known “cold” neutrons which show higher sensitivity to hydrogen and other light elements like 
lithium and boron. The facility uses a pinhole geometry with variable diameters, D, at the end of the 
guide (D = 1, 2 or 3 cm) and a fixed flight path between the pinhole and the detector of L=10 m. For 
the experiments presented in this study pinhole diameters of 3 cm and 2 cm were used reflecting in 
collimating ratios L/D of 330 and 500 respectively. As a detector system a high-resolution setup with a 
pixel size of 6.43 µm and Field-of-View (FOV) of 13 mmx13 mm was used (Williams et al. 2012). 
Exposure times between 20 s and 30 s were used and 2 images per step were taken in order to 
suppress the large number of white spots in the images by applying of erosion filter (taking the MIN 
value from the two images). The tomography experiments were performed with 600 projections 
reflecting in a total measuring time of approximately 12 hours per tomogram.     
2.2. Materials 
Different foams produced at CellMat Laboratory by different methods (improved compression 
moulding and extrusion foaming), based on different polymers (polyethylene –PE–, polypropylene –
PP–)and with relative densities ranging 0.04-0.3, with cell wall thickness in the range of the resolution 
pixel size achieved by both CT techniques. Figure 1 shows several SEM micrographs of the 
prototypical samples intended to be examined. 
 
 
Figure 1: SEM micrographs of diverse polymeric foams: a) and b) polypropylene nanocomposite 
foams (density 180 Kg/m
3
 and c) low density polyethylene foam (density 25 Kg/m
3
) 
The fact of using different types of materials offered the possibility of grading the structural thickness 
of these materials and adjusting the resolution of the instrument, depending on the structural thickness 
of the examined materials. The same specimen was scanned in parallel in both of the equipments at 
similar voxel size in order to compare the results. 
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3. RESULTS AND DISCUSSION 
3.1. Comparative radiograms 
Figure 2 shows the comparison of X-ray and neutron radiograms for the materials under study. The 
radiograms give an intuitive idea of the much higher neutron absorption of polymeric foams, however 
this enhanced contrast does not necessarily lead to a higher resolution of the reconstructed 
tomography. Although the contrast between gaseous (air) and solid (polymer) material is higher, the 
main difference is the lower neutron flux resulting in lower number of counts and thus poorer statistics 
in the radiogram spectrum, which is necessary for the tomogram reconstruction. The low detected 
neutron flux results in a lower S/N ratio, which is the challenging handicap that reduces resolution of 
the N-tomogram. 
 
 
Figure 2: X-ray (a,b) and neutron (c,d) radiograms of different types of foams. 
3.2. Comparative tomograms 
By Comparing the reconstructed projections of X-ray and neutron tomography for different foams (Fig. 
3) it is possible to observe the lower quality in terms of resolution of the neutron tomograms regardless 
the much higher contrast of the radiograms (higher radiation absorption of polymers). Nevertheless it 
is important to keep in mind that comparison is not exactly the same since a higher number of 
projections were acquired in X-ray CT due to the limiting fact of having very long exposure times of 
neutron imaging (time consuming). 
 
 
 
Figure 3: Tomographic sections of different types of foams studied a) and b) are polypropylene 
nancomposite foams (density 180 Kg/m
3
 and c) low density polyethylene foam (density 25 Kg/m
3
) 
 
N-CT       XR-CT 
a) 
 
 
 
 
b) 
 
a) 
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4. CONCLUSIONS 
From the results observed it can be assessed that neutron tomography offers a unique contrast 
resolution for the examination of these materials which would lead to excellent spatial resolution in 
ideal conditions, nevertheless final spatial resolution is affected by the mentioned problems (neutron 
beam divergence, scintillation technology, low neutron flux, etc). Current resolution is still insufficient to 
resolve the tiny structures in polymer foams. Nevertheless neutrons present certain advantages over 
X-ray limits especially in low absorbing materials such as cellular polymers. 
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ABSTRACT 
We report how the 3-dimensional structure of subcutaneous injections of soluble insulin can be 
visualized by x-ray computed tomography using an iodine based contrast agent (M Thomsen et al 
2012). The injections investigated are performed ex vivo in porcine adipose tissue and we observe 
differences in the shape of the injection depot and the position of the depot in the skin among equally 
performed injections. 
A characterisation of the shape of the depot and the spatial concentration profile of the injected fluid is 
important knowledge when improving the clinical formulation of an insulin drug, the performance of 
injection devices and when predicting the effect of the drug through biomedical simulations.  
1. INTRODUCTION 
The blood sugar is controlled by the release of insulin from the pancreas to the blood stream as a 
response to a high blood glucose level and insulin stimulates the glucose uptake by the cells. For 
people with diabetes mellitus the insulin production is insufficient and/or the cells response to insulin is 
reduced. Insulin has been used to threat diabetes mellitus since 1922 (FG Banting et al 1922). Insulin 
is a hormone and must be administrated by subcutaneous injections to ensure the highest possible 
bioavailability, but diabetic patients experiences large variations in the action of the insulin drug from 
administration to administration (L Heineman 2002). These variations can lead to hyperglycemia (low 
blood sugar), which causes the patients to feel uncomfortable or in some cases cause 
unconsciousness.    
 
The variability in the action of the insulin drug after subcutaneous administration has been shown to 
depend on several factors like the injection site, depth of the injection and subcutaneous blood-flow. 
The variability has been evaluated using either radiolabelled insulin, measuring the disappearance 
rate from the injection site, or by the clamp method, where the glucose infusion rate to the blood is 
adjusted to maintain a constant blood glucose level (B Guerci and JP Sauvanet 2005). To our 
knowledge the variability has not been related to the microscopic structure of the injection depot. 
Insulin injections performed in research animals are normally visualized by histology, but this is a time 
consuming method and therefore it is a tedious work to inspect the 3-dimensional (3D) structure of the 
depot in this way. Therefore we use x-ray computed tomography to visualize the depots, which has a 
measuring time much shorter than the time needed prepare histological slices and make it possible to 
calculate the spatial concentration distribution of the injected fluid in the tissue. X-ray computed 
tomography is a supplementary technique to histology to obtain a better understanding of 
subcutaneous administration. 
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2. EXPERIMENTAL 
The injections investigated were all performed ex vivo in adipose pig tissue. We choose to use 
adipose tissue from pigs, because the skin structure and blood circulation of pigs are very similar to 
humans and therefore pigs are used as research animals for testing the pharmacokinetics of new 
insulin analogues (WR Douglas 1972). The insulin drug used is mainly based on water so in order to 
distinguish the injection from the surrounding tissue the drug was diluted with the soluble contrast 
agent Xenetix300 based on iobitridol. The mixture contains 30% Xenetix300 and 70% insulin drug, 
corresponding to an iodine concentration of 8.4%. Adding the contrast agent increases the viscosity 
with about 50% compared to the pure insulin drug, which has a viscosity of about 1.1 mPa s at 20
o
C. 
To confirm that no separation between the contrast agent and the insulin takes place after injection, 
we have compared the distribution of the insulin molecules visualized by histological drying and the 
distribution of the contrast agent visualized in a radiographic image. We have not investigated 
systematically if the viscosity change influences the depot formation in the skin, but from visual 
inspection of histologic images of injection with and without contrast agent, we assume that the 
viscosity change only have a minor influence of the depot. All the injections investigated were 
performed with a standard insulin injection device and a 6 mm 31G needle. The depots were 
visualized for three different injected volumes and in total about 20 samples were measured.  
2.1. Experimental setup 
We used a laboratory x-ray source with a Molybdenum target. To reduce the effect of beam hardening 
a 2 mm aluminium filter was placed in front of the target. The acceleration voltage and current were 
set to 50 kV and 70 mA, respectively, to give approximately 10
5 
counts/pixel in the detector. The 
detector used is a Pilatus 100K with a pixel size of 172x172 μm
2
, a fast read out time and high signal 
to noise ratio. The high flux and the detector performance allows the acquisition time to be about 1 
minute for a full tomography scan with 401 projections. The sample is rotated continuously with 
frequency of 5.0
0
 per sec. The magnification was x1.58 giving an effective pixel size of 109x109 μm
2
 in 
the reconstructions. The standard filtered backprojection algorithm with the Ram-Lak filter was used 
for reconstructions and parallel beam geometry was assumed. 
3. RESULTS AND DISCUSSION 
Figure 1 shows a single slice of an injection depot visualized by radiography (left) and histological 
drying (right). The slice used for histology must be about 20 μm thick, but it was not possible to 
visualize the iodine distribution in a radiographic image for such a thin slice. Therefore the slice used 
for radiography was 2 mm thick and afterwards the sample was cut into slices of 20 μm for histological 
drying. Apart of a slight deformation of the tissue sample during the histological preparation the 
distribution of insulin and iodine is comparable, so no separation of the insulin drug and the contrast 
agent seems to take place after injected. 
 
 
Figure 1: Radiographic image showing the distribution of the contrast agent (left) and the 
corresponding histological image showing the distribution of the insulin (right). For radiography the 
sample has a thickness of 2 mm, which has been cut into slices with a thickness of 20 μm for 
histological drying 
The injected fluid diffuses away from the injection site, so to fix the depot the sample must be snap 
frozen. Freezing the samples causes the tissue sample to deform, so making the injections ex vivo 
and measure the sample unfrozen just after the injection is performed gives as less deformation of the 
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depot as possible. Due to the short measuring time achieved at the laboratory x-ray source no 
significant diffusion will take place during the scan and the samples can be measured unfrozen.  
    
From the tomographic reconstructions it is possible to distinguish the skin (dermis), the adipose tissue 
and the muscle, shown in figure 2 for an injection of 400 μL of the injection fluid. It is seen how the 
injection is placed in the subcutis as wanted. We have seen that when the injected volume goes from 
400 μL to 700 μL the size of the depot in the vertical direction (perpendicular to the skin surface) no 
longer increase, because the size of the depot is limited by the thickness of the subcutaneous fat 
layer.  
 
 
Figure 2: Tomographic reconstruction of an insulin injection cropped along two vertical planes 
perpendicular to each other. The injected volume is 400 μL. The skin (dermis), subcutis and the 
muscle and be distinguished. 
By making segmentation the 3-dimensional (3D) structure of the depot can be visualized. Figure 3 
gives two injections, each with 400 μL of the injection fluid, showing a huge variability in the shape of 
the depot. The short acquisition time causes noise in the reconstructions and therefore we have used 
the Chan-Vese algorithm for the segmentation (TF Chan and LA Vese 2001). A smearing of the tissue 
background has been included in the algorithm to optimize the segmentation.   
 
 
Figure 3: 3D reconstruction of two insulin injections. The injected volume is 400 μL. The Chan-Vese 
algorithm is used for segmentation. 
All though we have applied a 2 mm aluminium filter beam hardening artefacts will still be present in the 
reconstructions. From measurements performed at the synchrotron radiation facility DESY, Hamburg, 
we have shown how the spatial concentration distribution of the contrast agent in the tissue can be 
calculated (M Thomsen et al). With a proper correction of beam hardening artefacts the same 
calculation can be done for tomographic reconstructions obtained by a polychromatic x-ray source. We 
are developing a correction method using the Monte Carlo simulation tool, McXtrace (E Knudsen et al 
2011). 
 
The aim of this study is to show if variations in the spatial concentration distribution contribute to 
variations in the pharmacokinetic profile of the insulin drug. This can be done using mathematical 
models, which has shown able to simulate the pharmacokinetic profile for different insulin drugs (T 
Søeborg et al 2009). 
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4. CONCLUSION 
We have shown that the 3D structure of subcutaneous injections of soluble insulin can be visualized 
using x-ray computed tomography by adding a contrast agent to the insulin drug. From the 
reconstructions the shape of the depot and the position of the depot in the skin can be evaluated. We 
observed large variability in the shape of depots. Because of noise in the reconstructions an optimized 
Chan-Vese algorithm is required for segmentation. One advantages of using x-ray absorption 
tomography for visualization was the ability to calculate the spatial concentration distribution from the 
reconstruction, but these calculations are complicated by beam hardening artefacts. The x-ray beam 
was filtered by a 2 mm aluminum filter, which reduces but not totally removes beam hardening artifacts 
in the reconstructions, so we are working on a correction method based using Monte Carlo simulations 
to deal with the remaining artifacts. 
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ABSTRACT 
A transportable X-ray computed microtomography system has been designed and built at the 
Multidisciplinary Laboratory (MLAB) of the Abdus Salam International Centre of Theoretical Physics 
(ICTP) in collaboration with Elettra-Sincrotrone Trieste. It is one of the instruments developed within 
the project EXACT (Elemental X-ray Analysis and Computed Tomography), funded by Regione Friuli 
Venezia Giulia (Italy), with the objective to develop innovative X-ray analytical tools for non-invasive 
studies of cultural heritage objects and paleontological materials. Although the system is capable to 
scan small samples with spatial resolution of about 5-10 µm, it has been specifically designed for the 
investigation of relatively large objects (with dimensions up to 18 cm and a weight up to 15 kg) at 40-
50 µm isotropic voxel size. These features make the ICTP instrument particularly useful to study 
paleontological and archaeological remains. Some examples of the first applications are described in 
the paper. 
1. INTRODUCTION 
The last few years have witnessed an impressive impulse in the development of transportable 
instruments based on X-ray computed microtomography (microCT) and other X-ray techniques useful 
for the non-invasive characterization of paleontological, archaeological and cultural heritage materials. 
MicroCT can reveal significant inner microstructural features of the analysed samples and have been 
already applied to different types of organic and inorganic materials: dental and osteological 
specimens (e.g. Macchiarelli et al. 2006, Tafforeau et al. 2006, Bernardini et al. 2012, Tuniz et al. 
2012a, Zanolli et al. 2012), food remains (Coubray et al. 2010), wood/charcoal (Bird et al. 2008), 
textiles, leather and paper (O'Connor and Brooks 2007), musical instruments (Tuniz et al. 2012b, 
Sodini et al. 2012), metal, glass and ceramics artefacts (Sanger et al 2012), stone tools (Yang et al. 
2011), prehistoric pottery (Khal et al. 2012). 
ICTP, as a UNESCO research institution, is promoting the use of new scientific methods to study and 
preserve cultural heritage, sharing this knowledge also with scientists and students from developing 
countries. The MLAB at ICTP, in a joint venture with Elettra and thanks to the financial support of the 
Region Friuli-Venezia Giulia (Italy), has developed a new versatile and transportable microCT. 
Additionally, other X-ray instruments have been built, allowing the exploitation of complementary 
techniques as X-ray fluorescence (XRF) and X-ray-diffraction (XRD) for cultural heritage studies. 
2. THE MICROTOMOGRAPHY SYSTEM AT ICTP 
This microCT system has been specifically designed for the investigation of relatively large objects 
(with dimensions up to a maximum width of 18 cm and a weight up to 15 kg) at 40-50 µm voxel size. 
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Similar sample sizes can be achieved exploiting the detector displacement technique, also known as 
extended view or half beam geometry. Smaller objects can be also studied with isotropic voxel size up 
to 5 µm.  
Following these requirements, the main components of the system have been selected. The X-rays 
are produced by a Hamamatsu microfocus X-ray source L8121-03 (150 kV maximum voltage, 500 µA 
maximum current, 5 μm minimum focal spot size). Two linear translation axes and a high-resolution 
rotation stage allow precise movements of the samples. The detector is an Hamamatsu CMOS flat 
panel model C7942-SK25, featuring 50 micron pixel size, 112 x 118.4 mm
2
 active area. 
All these sub-systems are mounted on a versatile mechanical setup (Figure 1), which can be easily 
disassembled and transported. In fact, the design philosophy was to develop an instrument that can 
be transported and mounted in museums or in general where important finds are located to perform in-
situ analyses of precious samples. A lead-shielded cabinet (inner dimensions: 118 cm wide, 197 cm 
long, 144 cm high) is being presently used to perform microCT experiments in the MLAB. The system 
has been designed to allow a flexible adjustment of source-to sample and sample-to-detector 
distances to exploit phase-contrast effects. The software integration of the sub-systems for the 
microCT scans was done in house by the collaboration. The reconstruction of 3D data is performed 
with the commercial software Cobra 7.4 (Exxim Computing Corporation) while VGStudio Max 2.0 
(Volume Graphics) and Amira 5.3 (Visualization Sciences Group SAS, VSG) are used for 
segmentation and rendering. 
 
 
Figure 1: The main components of the ICTP X-ray computed microtomography setup. 
3. FIRST APPLICATIONS 
Several studies have been performed during the commission stage at the MLAB. The first tests were 
done using the full-beam configuration. Among the first analysed samples there are also an insect kept 
in the Trieste Natural History Museum (Fig. 2a-b). The produced virtual rendering shows that the 
facility is also capable to image very low density samples. 
However, since the system has been designed for the investigation of large and dense paleontological 
and archaeological specimens, big and fossilized samples have also been analysed using the half 
beam configuration to test its efficiency. Among the most ancient ones, there is a skull of a 
Protenodontosaurus italicus (Late Carnian, about 200 million years old, from Friuli-Venezia Giulia) 
(Pinna 1990). This is a collaborative project with the Natural History Museum of Udine and the Institute 
and Museum of Palaeontology of the University of Zurich. A volume rendering of the fossil (40 µm 
isotropic voxel size) has been produced allowing to study the inner structure of the bone. On-going 
studies aim to collect information regarding the structure of the brain case. Moreover, a mandible of a 
Neanderthal child from southern Italy (Mallegni et al. 1989) has been also studied in collaboration with 
the Universities of Rome and Siena (Tuniz et al. 2012a). The analysis has clearly revealed the inner 
structure of the erupted deciduous dentition as well as the permanent teeth still in development inside 
the mandible.  
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Figure 2: Virtual rendering (a) and a longitudinal slice (b) of a Calosoma sycophanta (Coleoptera, 
Carabidae); isotropic voxel size: 18 µm. c) Virtual rendering of a modern orangutan skull; isotropic 
voxel size: 42 µm. 
The microCT station has also been used to scan anthropological material and modern comparative 
samples to be used in paleoanthropological studies (Figure 2c), making possible quantitative 
comparisons of different tissues proportions. 
4. CONCLUSIONS 
The microCT system built at the MLAB in collaboration with the SYRMEP group of Elettra is a powerful 
and versatile instrument to study archaeological and paleontological samples of various sizes but it is 
particularly suitable for the investigation of relatively large specimens. Moreover, the mCT analyses 
performed at the ICTP can be integrated exploiting other complementary X-ray instruments, as 
custom-developed XRF and XRD devices, which are available in the same laboratory. 
The microCT technique is a precious tool for the 3D non-destructive investigation of cultural heritage 
specimens, allowing: virtual extraction from matrix and correction of plastic distortions; analysis of 
ontogenic processes and biomechanical properties; quantitative analysis of inaccessible internal 
structure and its comparison with ancient and living references.  
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ABSTRACT 
For investigating the microstructure of bread, representative specimens need to be taken from the loaf. 
These samples also need to be sufficiently small to enable imaging at a high enough resolution. As a 
result of its production process, the bread structure varies considerably between batches, between 
loafs and within the bread itself. Therefore, the challenge is to assess the microstructure in sufficient 
detail across the entire product. A method is presented to bridge the gap between high-resolution 
scans and sample sizes that are relevant for bread products. X-ray micro-tomography and a volume 
stitching strategy were combined to create a high resolution 3D scan of entire cross sections of bread. 
Furthermore, localised morphological analysis was applied to generate spatial maps of relevant 
structural parameters on these cross sections. Morphological analysis of the samples revealed 
structural properties for the bread samples at scale that was relevant to the product. Spatial parameter 
mapping allowed insight into the heterogeneity of bread, revealing localized microstructural 
features/defects, molding lines, crust artefacts and effects of baking kinetics. 
1. INTRODUCTION 
The structure of bread is of prime importance to the functional properties of the product and to the 
properties that are perceived by the consumer. Often described as an open, solid foam structure, it is 
the result of a complex set of processes and interactions that occur in multiple production stages.  
 
During these production stages, processing operations, as well as standard ingredients and additives 
impact the formation of the structure. This results in a complex system of factors, of which many 
interact with each other during the production process of bread. Consequently, bread is a product with 
a high chance of variation in quality between batches, between loafs and within the bread itself.  
 
Ultimately, when investigating the microstructure of bread, a representative specimen needs to be 
taken from the loaf. This sample needs to be sufficiently small to enable imaging at sufficient 
resolution. However, a macroscopic heterogeneity of the bread structure exists as a result of the bread 
production process. Therefore, the challenge is to assess the microstructure at good resolution across 
the entire product. 
 
The present contribution suggests a method to bridge the gap between high-resolution scans and 
sample sizes that are relevant for bread products. To this end stitching of X-ray micro-tomography 
stacks was used to create a high resolution 3D scan of an entire cross sections of bread.  
Morphological analysis was applied to generate parameters that were then mapped to these cross 
sections. 
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2. EXPERIMENTAL 
2.1. Materials and sample preparation 
Bread loafs were obtained from a local bakery. Three types of bread were acquired for the experiment: 
white bread, 40% whole wheat and 100% whole wheat bread. Both pan baked and freestanding loafs 
were used for white bread. The dimensions of the pan baked loaf were 170 mm (l) x 110 mm (w) x 120 
mm (h). The dimensions of the free standing loaf were 170mm (d) x 110 mm (h). All measurements 
described below were performed in triplicate. Slices of 20 mm thickness were cut from each of the 
loafs. After cutting, the slices were each placed in the centre of a cylindrical airtight plastic box to 
prevent dehydration and stored in a room at constant temperature until the time of measurement. 
Upon measurement, the box with the slice was placed inside the scanner. This procedure prevented 
dehydration of the bread slice during scanning and thus negated any mechanical stresses which 
would arise and cause the slice to move whilst being scanned. 
2.2. Scan-setup 
X-ray CT scans were performed at 30 µm using a microfocus scanner (Tomohawk using Nikon 
metrology 160 Xi Gun set X-ray source, KU Leuven, Leuven). The scans required an accelerating 
voltage of 75 kV and a current of 220µA. A total of 32 frames were taken and averaged after each 
rotation step of 0.3° during the 180° angle of rotation. The resolution of the detector was 1Mp. These 
scans resulted in a set of 626 images, which were reconstructed into a stack of 1024 x 1024 x 1024 
voxels using NRecon (version 1.6.6, Skyscan, Kontich, Belgium).  
2.3. Stitching and morphological analysis 
All stitching and filtering operations were performed using proprietary code written in Matlab 
(Mathworks, Massachusetts, USA). CT-analyser (version 1.2.2, Skyscan, Kontich, Belgium) was used 
for morphological analysis of the datastacks. Volume rendering was performed using Avizo Wind 
edition (Version 7.0.0, VSG 3D, Merignac Cedex, France). All stitching operations were performed on 
an AMD Phenom II 965 machine, running Windows 7 64 bit and using 16 GB of ram. 
3. RESULTS 
3.1. Scan-pattern 
The scan setup allowed a volume of 20 x 20 x 20 mm to be scanned. In order to scan the complete 
bread slices, multiple scans were performed for each bread slice. Figure 1a illustrates the scan pattern 
that was used. The scans were performed with an overlap relative to each other. After each scan, the 
bread slice was moved along one axis, while the centre of rotation remained fixed relative to the X-ray 
source and detector. Movement of the bread slice was achieved by using a 3-way-adjustable object 
table. As much as 45 scans were performed to create a grid pattern that covered a whole slice of 
bread. 
3.2. Stitching 
A group of image stacks was obtained for each slice of bread. These stacks were combined into one 
large data stack by a proprietary stitching algorithm. Alignment of the stacks was calculated by 
iteratively searching for matching grey levels in the overlapping zones of the scans. No positional data 
from the scanner was required for this process. Stitching in multiple dimensions was handled 
sequentially (Figure 1b and 1c) and offset compensation was performed perpendicularly to the 
stitching direction. Rotational transformations were not considered. After stitching, the resulting stack 
(Figure 1d) was subjected to a 2d median filter to smooth out fluctuations in background noise. Figure 
1e shows a volume rendering of the resulting stack. 
 
Stitched data sets displayed very few artefacts. The quality of the individual stacks was very 
acceptable, despite the object being larger than the field of view (FOV) and the large number of 
horizontal shifts that were performed. The net increase in resolution for each shift was around 50% for 
stacks in the middle of the bread slice and 75% for the scans at the border of the bread slice in any 
one direction. The resulting data stacks reached sizes of up to 3208 x 4701 x 700 voxels. 
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Figure 1: scan pattern (a), stitching z-direction (b), stitching y-direction (c), slice after stitching (d), 
volume rendering (e). 
3.3. Morphological analysis 
3.3.1. Analysis of a whole bread slice 
A standard 3D analysis was performed by CTanalyser (CTan, version 1.2.2, Skyscan, Kontich, 
Belgium). To this end, a volume of interest (VOI) was generated in Matlab. The VOI was defined by a 
binary stack (a mask) in which the value ‘1’ indicated the volume of the slice for analysis. The mask of 
the bread slice was created by binarisation of the stack and a filling operation. The natural closed 
boundary defined by the crust, allows for the VOI to be perfectly form-fitting to the bread slice. The 
mask was then used to subtract the surrounding background from the image stack. The resulting 
dataset (Figure 1d) was submitted to CTan, which, in turn, performed thresholding (Otsu’s method 
(Otsu, 1979)) and the 3D morphological analyses.  
 
The total volume of the sample, along with porosity were the main parameters of interest. The analysis 
of both crust and crumb in one 3D analysis resulted in lower overall values for porosity with respect to 
what has been reported in literature. Porosities between 70% and 78% were found for the samples 
that were analyzed. These values are significantly lower than those reported in the research of Wang 
et al. (2011), in which values of up to 82% were found.  The porosities do however align with the 
values reported by (Primo-Martin et al., 2010), who analyzed crumb and crust separately and obtained 
porosities in the range of 56-60% for crust and 60-80% for crumb. 
 
Other parameters that were selected focused on the description the open and closed air bubbles 
inside the bread. As was described by Wang et al. (2011), the main part of the cell structure consisted 
of one large network of connected cells which comprised up to 99% of the total porosity. The 
remainder of the gaseous phase inside the structure is contained in closed pores, which are often 
imbedded within the lamellae of the cell walls. It has also been described that the distribution of these 
closed cells throughout the bread structure, determines their contribution the mechanical properties of 
the product. 
3.3.2. Spatial parameter map of a bread slice 
To better investigate the spatial variation of the bread structure, spatial parameter maps of the bread 
slice were created. Thereto, localized morphological analyses were performed. First, the 
representative elementary volume (REV) was determined by performing morphological analysis on 
samples of ever increasing size. The volume at which an increase in sample size yielded a result that 
was no longer significantly different from the last sample size was determined to be the REV. A VOI 
with the dimensions of the representative elementary volume was defined around every voxel of the 
plane that was to be mapped. The masks for each of these VOI’s were based on the binary stack that 
was generated for the whole slice. This allowed for the localised VOI’s to retain the form-fitting 
properties near the edge of the bread slice.  Every localised VOI and the original stack were submitted 
to CTan which, in turn, performed thresholding (Otsu’s method) and the 3D morphological analysis. 
After analysis, the results were imported back into Matlab, in order to be mapped onto the plane. The 
resulting parameter maps revealed heterogeneities within the bread slices on both a microscopic and 
macroscopic level and for a wide range of structural parameters (number of closed pores, area of the 
closed pores, closed porosity, open porosity, total porosity, principle moment of inertia and structure 
thickness (plate model)). Figure 2 displays spatial maps for three of these parameters. 
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Figure 2: Spatial parameter maps of (Left to right) total porosity, principle moment of inertia, structure 
thickness (plate model). 
4. CONCLUSIONS 
It could be concluded that stitching together data stacks is viable and scalable strategy to image large 
bread samples at a high resolution. The resulting data sets displayed few artefacts, despite the large 
number of horizontal shifts that were performed. Morphological analysis of the samples revealed 
structural properties for the bread samples at scale that was relevant to the product. Parameter 
mapping allowed insight into the heterogeneity of bread, revealing localized microstructural 
features/defects, molding lines, crust artefacts and effects of baking kinetics. 
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ABSTRACT 
Several types of CT systems are commercially available, but they are typically focusing on one 
specific range of samples and are therefore limited in terms of resolution or sample size. They come in 
closed cabinets and have pre-defined acquisition routines. These restrictions are often limiting the 
experimental freedom necessary to apply X-ray tomography to its full extent as required when the 
technique is used in a very wide range of applications and imaging resolutions. UGCT has designed 
and built a modular micro/sub-micron CT scanner with maximal flexibility destined for multi-resolution 
imaging of samples from many research disciplines. Its dual source / dual detector design with eight 
motorized axes and in-house developed acquisition software offers the possibility to optimize 
acquisition depending on the type and size of sample under investigation. 
1. INTRODUCTION 
In laboratory based high resolution CT systems, achievable resolution and field of view depend on the 
installed X-ray source and X-ray detector. The resolution is determined by the pixel size of the 
detector, the size of the spot where the X-rays are generated and the magnification of the sample. A 
general formula for the resolution (R) as a function of detector pixel size(d), magnification (M) and spot 
size(s) is:  
 
R = d/M + s (1-(1/M))      (1) 
 
The magnification (M) is given by the ratio of the distance between the detector and the spot (Source 
Detector Distance, SDD) and the distance from to sample to the X-ray spot (Source Object Distance, 
SOD).  
 
A first possible approach to achieve high resolutions is to use an X-ray detector with small pixels (d). 
Most of the current X-ray detectors rely on a scintillator to convert X-ray photons into visible light 
photons. During this interaction, light is emitted in all directions and therefore an increasing thickness 
of the scintillator layer will cause less sharp images on the sensor. Matching scintillator thickness and 
pixel size is very important. The disadvantage of a thin scintillator is its low conversion efficiency, 
especially for higher energy X-ray photons. This method is often used at synchrotron facilities to 
achieve high resolution with a parallel beam. 
The second option to achieve high resolutions is to use an X-ray source with a small spot (s) and 
geometrical magnification. This allows using a detector with much larger pixels and thus scintillator. 
While, in this configuration, the efficiency of the detector is much better, the efficiency of the X-ray 
source is the limiting factor. The maximal beam power deposition in the X-ray source target is 
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approximately linearly dependant on the radius of the spot. Also, a high magnification (M) has to be 
achieved to get the desired resolution. 
 
For large samples, a large detector is required to be able to scan the object at once. For small 
samples, either a detector with small pixels can be used or a larger detector in combination with an X-
ray source with a small spot. If the small sample is highly attenuating, the large detector will be 
recommended as it is more sensitive for higher energy X-ray photons, while if the small sample is very 
low in attenuation, a thin scintillator is recommended. For very small samples that need to be scanned 
with a resolution close to or better than 1 µm additional problems occur both on the level of small pixel 
detectors and X-ray sources with a very small spot. 
 
The presented setup has been designed with a combination of detectors and X-ray sources to be able 
to scan a wide range of samples in optimal conditions and to offer sufficient flexibility on hard- and 
software level for specific experiments and addition of peripheral equipment.   
2. MATERIAL AND METHODS 
 
Figure 1: Picture of the setup and its components (letter+number)  
 
2.1. Sources and detectors 
The first X-ray source(X1) consists of a closed tube with a directional target that allows a spot down to 
5µm, a high voltage generator up to 130kV and a maximal power of 35W. This source can be used in 
combination with two detectors that are placed on a translation stage(S1) for easy change and also for 
tiling, to increase the maximal field of view. For large objects, the detector(D1) with a size of 25X20 cm 
and a pixel pitch of 127µm can be used. for objects larger than 20 cm, the detector can be tiled to 
achieve a field of view of 50x20cm² or 40x25cm². This combination is suited for most of the samples 
with a resolution down to 5µm. At a resolution around 5-20 µm, some samples have very low 
attenuation (mostly organic material such as plants) and a detector with a thin scintillator is 
recommended. For these samples, the second detector(D2) can be used which has a size of 
approximately 3x2.5cm² and a pixel size of 7.4µm. 
 
The second X-ray source (X2), which can be interchanged with the first using a second motorized 
stage (S2), consists of a transmission target, a high voltage generator up to 100kV and a maximal 
power of 3W. This source has two advantages over the first, the first advantage is the very small spot 
of 400nm resolution that can be achieved, secondly a transmission target has a very small focal object 
distance (FOD) that allows samples to be placed very close to the focal spot and thus achieve a high 
magnification. This source can be used with the second detector(D2) as small samples typically have 
a low attenuation or with the large detector(D1) if the sample has a high attenuation. 
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2.2. Motorized stages 
Apart from the two stages for positioning the detectors and the sources, the system has 6 more axes 
to optimize the efficiency and flexibility for different samples. The third stage (S3) is a magnification 
stage to change the position of a sample with respect to the source and detector. The fourth stage 
(S4) can be used to change the distance of the detector to the source. This change can be used to 
increase the number of X-ray photons that are collected in one pixel of the detector. Being able to 
change the SDD is not only of importance for the beam intensity but it also affects the cone beam 
artifacts in the reconstruction and the level of phase signal when phase contrast is occurring. 
The system is also equipped with a vertical stage (S5) with a travel of 20 cm. The primary function of 
this stage is to offer an easy way to adjust the sample position but the stage has also been optimized 
and installed in such a way that high resolution helical scans are possible.  
The accuracy of the rotation stage (S6) is crucial for sub-micron-CT. Ball-bearings have the 
disadvantage to cause unwanted and often unpredictable movements of the sample during rotation. 
For this reason, a high precision air-bearing stage is used to perform correct acquisitions. On top of 
the rotation stage, two micro-positioning stages (S7, S8) are mounted in an X-Y configuration. This 
combined stage is used to perfectly align even the smallest samples in the centre of the rotation axis 
to be able to achieve the highest magnification. 
 
Finally, the overall stability of the system in terms of thermal and mechanical effects is optimized by a 
combination of acclimatization, thermal buffers and a vibration damping table. This entire setup is 
placed in a bunker to shield the radiation. The large room where the system is accommodated is 
suited for the addition of peripheral equipment, often necessary for experiments where climate control 
or environmental conditions such as pressure and stress are applied to the sample during the scan. 
2.3. Software 
The entire setup is controlled by an in-house developed acquisition software package (Dierick 2010). It 
consists of a GUI (Graphical user Interface) and a library of components where other components can 
be plugged in.  
3. RESULTS AND DISCUSSION 
3.1. Large objects 
Objects that are larger than 20 cm do not fit in the field of view of D1. In order to be able to scan such 
objects, for example a corrosion cast of a human liver with a diameter of 35 cm (fig.2A), the field of 
view of the detector is virtually doubled in the width by tiling using the translation stage (S1). A script 
based routine is generated by the software that automatically acquires the necessary projection 
images of the detector in both positions.  
3.2. Multi-resolution 
Many samples that are analyzed with micro-CT have different features on various levels of resolution. 
It is often more sensible to take subsets of the large structure and scan it at a better resolution than to 
try to resolve all features in one scan of the entire sample. This does not only limit scan times and 
dataset size but it also offers the possibility to perform each scan with its optimal settings. This is 
illustrated with a multi-resolution approach on a corrosion cast of a mouse kidney (fig.2B) which has 
blood vessels with a diameter between 1 mm and 10 µm. The entire kidney cast was first scanned at a 
resolution of 7.5 µm in approx. 1 hour using D1 and X1. The tube power (10W) was adjusted to the 
resolution of the scan and using D1 is better than D2 as the cast is doped with lead, causing relatively 
high attenuation, especially for the larger blood vessels. In this scan it is possible to visualise the 
morphology of the larger vessels, smaller vessels are visible but it is not possible to discern the 
smallest vessel nor to perform measurements on the medium sized vessels. A second scan was 
performed on a 1mm section of the cast using lower power and thus better resolution of the X-ray 
source (X1) and slightly longer exposure times. In order to obtain the same resolution and quality of 
scan for the entire cast, a scan of at least 20h would have been necessary. In this scan the medium 
sized vessels can be measured and the smallest renal structures are visible.  
A second sectioning was performed on the 1mm sample of the cast to retrieve one single glomerulus, 
the smallest capillary structure in a kidney. This sample was scanned at a resolution of 0.5µm in 
approx. 1 hour using D2 and X2. The D2 detector is more sensitive than D1 to the lower energy 
photons which is important as this very small sample has low attenuation. D2 also offers a better 
signal to noise ratio when very low power is used as the sensor of the detector is deep cooled. In this 
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scan even the very small capillaries can be measured. By applying this multi-resolution approach, 
good quality scans of each type of vessels are obtained which is necessary for detailed study of the 
total renal morphology. 
 
3.3. Helical-CT  
The typical acquisition routine for cone beam-CT consists of rotating the sample over approximately 
360° while acquiring projection images. This method has a major drawback as the acquired data is 
mathematically only sufficiently sampled in the central region, resulting in cone artifacts in the upper 
and lower regions of the sample (fig.2C1). By using helical acquisition, consisting of an additional 
vertical movement during the rotation, adequate sampling is obtained for the entire sample. This 
method eliminates cone artifacts and also has the advantage that long objects can scanned at once 
without the need of incorrect and cumbersome stitching of the reconstructed volumes.  
 
Figure 2: 3D rendering of the corrosion cast of the human liver (panel A), several renderings of the 
corrosion cast of the mouse kidney (panel B) and a comparison of cone-artefacts on a soda can (panel 
C) 
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ABSTRACT 
Performing CT experiments on samples that are morphologically changing shape as a function of time 
is not straightforward, especially if the modifications happen in a short period of time and the altering 
structures are relatively small. These kind of experiments are challenging as large amounts of data are 
generated in a short amount of time and it is difficult to target the right time period where the change of 
interest can be observed. Additionally, hardware limitations in terms of acquisition speed and sufficient 
X-ray flux are problematic, especially at laboratory setups. 
Here we present some CT-results where a time resolution of 1sec is achieved over a period of 2 min 
using a combination of hard- and software that is specifically designed for high speed, high resolution, 
4D CT.          
1. INTRODUCTION 
While micro-CT is becoming an increasingly used technique for 3D visualisation of internal structures, 
there is still a certain threshold towards 4D measurements. The large amounts of data and the lack of 
dedicated software to perform such experiments are some of the limitations. Another reason is the 
time resolution which can be achieved at laboratory setups.  
 
Performing one 3D CT scan already requires the acquisition of a large series of projection images. As 
a result, extending the acquisition in time to perform time resolved CT (4D) generates huge amounts 
of data. Performing reconstruction of each of these datasets is not only time consuming (even when 
automated) and requires large computational capacity but it also generates lots of data. In most cases 
not all of this data needs to be generated or stored to monitor the desired change in the sample. Being 
able to reduce the amount of data that is required and generated is therefore crucial to make 4D CT 
more practical. This can be achieved in several ways. 
In a first step, the possibility to investigate the modification of the sample during the acquisition, hence 
real-time, permits to select only the time period where the targeted modification is occurring and 
therefore reduces the amount of produced data. This not only important to reduce data but it also 
offers a way to evaluate very rapidly the success of the experiment or the modifications that need to 
be performed to accomplish the experiment. 
After the acquisition, a fast and easy method is needed to browse through all the generated data to 
select not only the desired time period within the entire acquisition but also the location of interest in 
the entire 3D volumes, hence a 4D browser. Limiting the user interactions and the required pre-
processing to browse through the 4D data makes it more user friendly reducing the threshold towards 
4D CT. 
 
Apart from the amounts of produced data, which is surmountable, laboratory setups often lack the time 
resolution which is required for 4D experiments, especially at higher resolution. This shortcoming is 
mostly caused by hardware limitations to acquire and store large amounts of data in a short period of 
time as well as the necessary X-ray flux to obtain good quality scans. Synchrotron facilities benefit 
from an abundant X-ray flux which makes such experiments more feasible but the access to such 
facilities is very limited. Being able to perform high speed acquisition at laboratory setups with 
sufficient quality is more difficult, but by optimising the hardware configuration and settings for each 
experiment it can be achieved. For this purpose hardware that is chosen and combined in a dedicated 
way with enough flexibility to alter some of the crucial parameters is mandatory.     
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Using a combination of hard- and software that is specially designed for 4D CT measurements, high 
speed and high resolution time resolved modifications can be observed and monitored using CT. For 
this abstract, the feasibility of this combination is illustrated on one specific sample. 
2. EXPERIMENTS AND RESULTS 
For the illustrated 4D experiment, a detergent foam was generated in a plastic container of approx. 3 
cm in diameter. The container was placed in HECTOR, a UGCT-scanner 
(www.ugct.ugent.be/instruments) that was developed in collaboration with XRE (X-Ray Engineering 
bvba, www.XRE.be). HECTOR was modified both on the hardware and software level to 
accommodate the 4D experiment. 
Several acquisitions and thousands of projections images were recorded over a period of 60 seconds 
while the sample was rotating. After the acquisition, the data was prepared and reconstructed using 
the in-house developed 4D software. The data results in slices of 1200x1200 voxels of approx (30µm)³ 
that can be selected throughout the time period and scanned region.  
 
In fig.1, four slices through a central region of the container are selected. The first three images 
illustrate the visible modifications that occur at a one second time interval (see enlargement). Small air 
bubbles change in shape and location as the foam deteriorates. The fast acquisition is necessary to 
overcome image artefacts that occur while the foam is changing and to be able to measure and 
observe even the smallest events. The images on the right illustrate the larger modification the foam 
has undergone after a period of 30sec.  
 
Figure 1: Fours slices of the foam inside the container at different time intervals and an enlargement of 
a small region in each of the slices  
3. CONCLUSIONS 
The selected experiment illustrates that it is possible to generate 4D CT scans at a laboratory setup 
where morphological changes that occur in 1 second can be appreciated, even at high resolution. This 
offers new and exciting possibilities towards the investigation of dynamic process. 
Combining dedicated soft-and hardware tools for 4D CT is crucial to achieve the best possible 
outcome and to improve the handling of the large amounts of data that are generated.    
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ABSTRACT 
The detection of neutrons with high spatial resolution in conventional silicon semiconductor sensors 
requires the use of a thin converter which leads naturally to a relatively low signal-to-noise ratio. This 
limitation is particularly important in high background conditions such as a thermal or cold neutron 
beam. We demonstrate that this large gamma background signal can be effectively suppressed by 
using high sensitive counting detector in which single event analysis can be done by pattern 
recognition. The ability to discriminate well the neutron signal from high gamma background is 
demonstrated by measurements with very thin 
6
Li converter. The micrometric spatial resolution of the 
position sensitive neutron detection is reachable employing single event analysis of the charged 
particle tracks registered by the detector. Relevant heavy charged particles are identified and related 
signal fitted by the Gaussian distribution. Subpixel spatial resolution of the detector used is reached by 
this way. 
1. INTRODUCTION 
We make use of the semiconductor pixel device Timepix which was developed by the Medipix 
Collaboration [1] and was originally designed for position and energy sensitive single X-ray photon 
detection. This device has been adapted for neutron detection. Timepix detector chip is equipped with 
a 300 m thick silicon and total active area 14 x 14 mm
2
 sensor bump bonded to 256 x 256 matrix 
square pixels with a pitch size of 55 m. 
 
A silicon detector cannot detect slow neutrons directly. The conversion of thermal neutrons into a 
detectable radiation is therefore needed by using appropriate converters, such as 
6
Li.  This converter 
has well known nuclear reaction (n,): 
 
6
Li + n    (2.04 MeV) + 3H (2.73 MeV)      (1) 
 
The charged particles emitted are registered in the detector sensitive volume. The produced heavy 
charged particles create charge cloud in the silicon sensor, spreading out during the charge collection 
due to charge diffusion. The signal is thus registered by several adjacent pixels forming a 
characteristic trace, which bring information about position of interacting neutron. The measured 
charge (energy) distributions of the energetic heavy charged particles, like alpha particles, can be 
fitted by the Gaussian distribution [2]. This fact can be used for resolving of desirable events from 
background even in situation of extremely low signal to noise ratio.  
2. POSITION SENSITIVE NEUTRON DETECTION IN A PIXILATED SILICON DETECTOR 
If maximal spatial resolution of the neutron position detection is required, not worrying about detection 
efficiency, the conversion layer has to be very thin to minimize length of particle tracks in neutron 
converter as well as in insensitive surface layers of the detector. It was shown in [3] that 5 m spatial 
resolution (characterized by the FWHM) of the neutron imaging is reachable using 1 m thick 
6
LiF 
converter layer and possibly even better with a thinner layer. 
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To prepare a very thin converter layer of 
6
LiF (~ 50 nm) necessary for high resolution position sensitive 
neutron detection we utilized sputtering technique (using Ar+ ions with energy 15 keV) depositing 
converter onto a polypropylene terephthalate (mylar) foil. The thickness of compact 
6
LiF converter 
layer was determined to be 2.9 g/cm
2
 (~50 nm). 
 
It has been shown that single event analysis of particle tracks in pixel detectors adapted for position 
sensitive detection of neutrons can be used for thermal and cold neutron detection and neutron 
imaging in neutron field within high gamma background radiation. The micrometric scale spatial 
resolution of the position sensitive neutron detection is reachable by employing single event analysis 
of the charged particle tracks, based on morphological and energetic evaluation of the tracks. High 
resolution position detection requires very thin converters and it leads naturally to the relative high 
gamma background due to very low neutron conversion efficiency. 
 
A 0.6 mm thick Cd sheet with a wedge window was used to show ability to distinguish desirable heavy 
charged particles from gamma background [4]. Identified alpha and triton particles were furthermore 
fitted by the Gaussian distribution function. Subpixel spatial resolution of the incident particles position 
was reached by this way. The example of the signal of all events detected during measurement is 
depicted in Figure 1. Alpha and Triton particles identified are imaged in Figure 2. Positions of these 
particles with 5 m spatial resolution are plotted in Figure 3. 
                            
Figure 1: Signal of all events 
detected left; prevalent gammas 
overlapping alpha and triton 
particles. 
Figure 2: Alpha and triton 
particles identified and selected 
from whole data set 
Figure 3: Spatial resolution of 
the interaction position 
increased 10 times, detail of the 
window edge (mm scale). 
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ABSTRACT 
The French national synchrotron radiation facility SOLEIL will build, within the next three years, a long 
undulator beamline dedicated to transmission full-field imaging. Named ANATOMIX, this 200-meter-
long facility will provide highly coherent X rays in the photon energy range from 5 to 25 keV. Two 
experimental stations will give access to length scales down to a resolution of 30 nm (pixel size) and 
up to a maximum beam width of 40 mm. A sophisticated X-ray optics concept will ensure optimum 
conditions for absorption and phase tomography of biological soft tissue up to several cm thickness, 
and for X-ray microscopy of biological samples and advanced engineering materials. 
1. INTRODUCTION 
Third-generation synchrotron light offers unique possibilities for imaging such diverse objects of 
interest as biological matter, biocompatible materials, specimens from the environmental and earth 
sciences, and advanced engineering materials. Synchrotron light sources worldwide are therefore 
giving high priority to providing their scientific user communities with the corresponding instruments to 
fully access this potential.  
 
Over the last years, synchrotron X-ray imaging techniques with a broad range of applications have 
emerged that fulfil, on the one hand, the increasing demand for three-dimensional imaging at higher 
spatial resolution (Cloetens et al. 2006, Stampanoni et al. 2010), higher sensitivity (Weitkamp et al. 
2008, Schulz et al. 2010) and higher imaging speed (Rack et al. 2009) for the investigation of dynamic 
processes, and, on the other hand, the request to image the same sample at multiple length scales 
from centimeters far into the sub-micron domain (Requena et al. 2009) in areas of special interest. 
 
In this context, Synchrotron Soleil, the French national light source, has decided to build a beamline 
dedicated to X-ray microtomography and full-field hard X-ray microscopy down to the nanoscale. This 
beamline, named ANATOMIX  (an acronym for Advanced Nanotomography and Imaging with 
coherent X rays), will provide direct 3D morphological and, potentially, functional information on 
biological tissue and advanced materials (cells, tissues, biocompatible materials, composites, fiber 
networks) in their native states. 
2. TECHNICAL CONCEPTS 
2.1. Technical environment 
The ANATOMIX beamline will be located on a “canted” long straight section of the 2.75-GeV SOLEIL 
electron storage ring, i.e., it will share the straight section with another long beamline, the scanning 
nanoprobe beamline NANOSCOPIUM, currently also under construction. Upon exit of the storage ring, 
the photon beam trajectories of both beamlines are separated by only 6.5 mrad. Approximately 20 m 
from the source points, the angular separation is increased to approximately 25 mrad by mirrors that 
horizontally deflect the beam of NANOSCOPIUM. The X-ray beam path of ANATOMIX is straight all 
the way to the experimental stations, allowing for the use of an undeflected white beam when desired. 
The experimental stations of both beamlines will be housed in a dedicated shared satellite building.  
 
The proximity of both beamlines implies restrictions on the available space for the beam steering 
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optics. In particular, the instrumentation of both hutches cannot be placed side by side, but must be 
placed sequentially along the beam path (Figure 1). Despite these restrictions, both beamlines will 
operate independently of one another. 
 
 
Figure 1: Floor plan of the ANATOMIX beamline 
2.2. X-ray source and optics concept 
ANATOMIX will provide X rays in the photon energy range from 5 to 25 keV from an undulator source. 
Different X-ray optical elements will be available to condition the beam to the specific needs of each 
experiment (Figure 2). 
 
 
Figure 2: Optics scheme for the ANATOMIX beamline. Experimental stations are not shown. Top 
panel: schematic view of all optical elements. The three panels below show typical operation modes.  
Concerning geometrical conditioning, the requirements range from having a beam sufficiently wide to 
image soft-tissue specimens of up to several cm diameter, to imaging at very high spatial resolution, 
including X-ray microscopy, in which a small beam with very high flux density is need. To cover all 
these needs in the best possible manner, different geometrical conditioning modes will be available 
(Figure 2).  Key optical elements for the realization of these modes include a pair of removable 
focusing mirrors to optionally create a vertical line focus used as a secondary source. The diverging 
beam downstream of the focus will have a usable width of 40 mm at the sample position (wide-beam 
mode). On the other hand, for experiments requiring optimized flux density, a transfocator (i.e., a set of 
compound refractive lenses) is available and can yield an intensity gain up to 25 for zone-plate 
microscopy and/or fast tomography (high-flux mode). Finally, in direct-beam mode, both the mirror and 
transfocator are moved out to ensure the smoothest possible beam profile and a medium-sized beam 
at the sample position. In addition, the horizontal transverse coherence can be improved (via a 
tradeoff with intensity) by closing the slit CS near the source. 
 
The spectral conditioning is also flexible, and is essentially decoupled from the elements acting on the 
geometrical properties. It will be possible to use a filtered white beam, a multilayer monochromator, or 
a double-crystal monochromator.  
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2.3. Experimental stations 
The beamline will have two experimental stations (“hutches”), one at approximately 170 m from the 
source point and the other at 200 m (Figure 1). 
 
The first experimental hutch will be dedicated to hard X-ray full-field microscopy, with a transmission 
X-ray microscope (TXM) based on a condenser element to condition the illumination, and a high-
resolution zone plate as the objective. The minimum useful pixel size of this instrument will be on the 
order of 30 nm. 
 
The second experimental hutch will host full-field imaging techniques using a quasi-parallel beam and, 
in particular, microtomography in absorption and phase contrast. The main experimental equipment in 
the hutch will be a microtomograph including a sample stage for samples with a weight up to 10 kg, 
and a detector stage giving the possibility to change conveniently between different detector optics 
and to vary the propagation distance between sample and detector. 
 
Particular attention will be paid to optimum conditions for phase-contrast imaging. The phase-sensitive 
techniques available will be free-space propagation (“inline phase contrast”), with a focus on single-
distance phase retrieval techniques (Paganin et al. 2002), and X-ray grating interferometry (Weitkamp 
et al. 2008).  
3. STATUS, TIMELINE, CONCLUSIONS 
The ANATOMIX project was approved at the end of December 2011 and the beamline is expected to 
enter operation in the second half of 2015. The design and construction of the building was taken in 
charge by NANOSCOPIUM, taking into account the needs of ANATOMIX. The building was completed 
in November 2012 (Figure 3). The undulator source of ANATOMIX and its radiation enclosures are 
specified, and the beamline optics are currently under specification. 
 
With hard X-ray microscopy down to the nanoscale and parallel-beam microtomography up to several 
cm beam size, ANATOMIX will offer unique possibilities for the investigation of systems from biology, 
medicine, materials science, and many other fields. 
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Figure 3: Extension building for beamlines NANOSCOPIUM and ANATOMIX, seen from the main 
synchrotron building at SOLEIL (December 2012).  
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ABSTRACT 
We present a computer program named ANKAphase that performs phase retrieval following an 
algorithm presented by Paganin et al. (2002). ANKAphase is written in Java, has an easy-to-use 
graphical interface, and runs as a standalone application or as a plugin to ImageJ. Quality tests with 
real-life experimental data from different synchrotron radiation imaging stations demonstrate that the 
algorithm and the method is robust, yields correct results and can greatly enhance the value of inline 
phase-contrast microtomography data. 
1. INTRODUCTION 
Propagation-based, or inline, X-ray phase contrast is widely used in synchrotron microtomography. It 
combines the high spatial resolution of synchrotron-radiation radiography with the enhanced density 
resolution of phase-sensitive X-ray imaging methods. Moreover, the setup is relatively simple. 
 
However, while inline phase contrast images can often be directly used for visual inspection, any 
further quantitative analysis that requires segmentation of the volume data is not easily possible using 
the plain phase-contrast data. In these cases, a phase retrieval algorithm must be applied to the 
transmission radiographs to obtain area contrast in the tomograms. 
 
Excellent phase retrieval routines exist, for example the holotomography approach (Cloetens et al. 
1999). Unfortunately, they often require data recorded at different distances between sample and 
detector. This precludes their application in cases where acquisition time is a critical issue, for 
example in solidification studiesor when sample throughput needs to be optimized. 
 
Phase-retrieval algorithms based on a single distance have been developed in the past, but not all of 
them can deal with samples that show non-negligible absorption. One approach that can solve this 
problem for a large class of samples was reported in 2002 by Paganin et al. 
2. EXPERIMENTAL 
We present a computer program named ANKAphase (Weitkamp et al. 2011) that implements the 
algorithm by Paganin et al. (2002). ANKAphase processes stacks of images, on which it optionally 
performs flatfield normalization and subtraction of dark images. It is adapted for the processing of 
tomography data sets (although it does not perform tomography reconstruction itself). A graphical user 
interface makes it accessible to non-experts. It is written in Java, runs on most computer platforms, 
either as a standalone application or as a plugin to the widely-used image viewing/processing program 
ImageJ. 
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3. RESULTS 
A variety of performance tests (Weitkamp et al. 2011) shows that the algorithm and its implementation 
in ANKAphase yield quantitatively correct results when the conditions of validity of the underlying 
theory are met.  
 
More surprisingly, even when these conditions are substantially violated (for example, when using a 
polychromatic beam as opposed to the monochromatic case assumed in deriving the theory), the 
method yields useful results. In this sense our study corroborates and extends similar results obtained 
by Peele et al. (2005) using the same algorithm. 
 
The added value that can be obtained from processing data specifically collected or already measured 
in past campaigns with the algorithm is also evident from a number of studies reporting results 
obtained with ANKAphase. As examples we cite Ohser et al. 2009, Denecke et al. 2011, Mochales et 
al. 2011, van de Kamp et al. 2011, Artioli et al. 2012, Deyhle et al. 2012, Douissard et al. 2012, 
Edgecombe et al. 2012, Kim et al. 2012, Riedel et al. 2012. 
4. CONCLUSIONS 
ANKAphase is the computer implementation of a robust and simple, long-neglected but now widely-
used algorithm for single-distance phase retrieval of X-ray phase contrast images recorded in the near 
field. It combines this algorithm with a simple graphical user interface and runs independent of the 
computer hardware platform, provided that Java is available for the platform.  
 
This makes ANKAphase a unique tool because the program makes phase retrieval in inline phase-
contrast microtomography accessible to a much wider scientific user community than this has been 
the case before.  
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ABSTRACT 
Defects in a synthetic LiF crystal and natural diamond have been studied by X-ray topo-tomography 
method on laboratory X-ray sources. An algebraic reconstruction method was applied to reconstruct 
the defect 3-D structure of the crystals based on the diffraction data. The achieved spatial resolution is 
of ~20 µm. 
1. INTRODUCTION 
Nowadays the method of topo-tomography attracts more and more attention of many researches. In 
contrast to the classical methods of X-ray topography, topo-tomographic imaging allows the analysis of 
structural defects in their three-dimensional presentation. It should be emphasized that the method is 
mostly developed only by the groups of researchers, using synchrotron sources, such as ESRF 
(Ludwig W. et al. 2001) and Spring-8 (Mukaide T. et. al. 2006). The goal of this work is to show the 
development of this method using laboratory X-ray sources. 
2. EXPERIMENTAL 
For this purpose we have designed the new device based on the laboratory microtomograph which 
has been constructed earlier (Asadchikov V. E. et. al. 2010). The important feature of this setup is a 
special goniometer, which gives the possibility to attune the rotation axis in parallel with the reciprocal 
lattice vector of the reflecting plane of the crystal in study. The application of CCD-detector with rather 
large area (2048x2048 elements, pixel size is 13 µm) allows to record simultaneously the signal in the 
transmitted beam (absorption tomography), and in reflected beam (diffraction tomography) (Figure 1).  
 
 
Figure 1: The scheme of topo-tomographic setup. 
Also we developed new software to perform a 3-D reconstruction for absorption tomography and topo-
tomography, based on the algebraic method SART. It was taken into account in the model that these 
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reflections are crystal images from a virtual source, the rays of which are shifted by the double Bragg 
angle from the real source.  
 
For our investigations we have chosen two different crystal samples: a synthetic lithium fluoride crystal 
(LiF) of a size of 3 mm and orientation (200), and natural diamond with orientation (111). The 
experiments were performed at the wavelength of MoK 1 (  = 0.071 nm). Wavelength selection is due 
to the fact that the magnitude of the attenuation coefficient µ t at this wavelength should be less than 
unity for both crystals.  
3. RESULTS AND DISCUSSION 
As a result, we reconstructed the 3D structure of the object in both direct and diffracted beams (Figure 
2). 
 
 
Figure 2: The results of reconstruction of LiF in both cases.  
 
Figure 2 shows that in both cases the geometric dimensions of the object are well described. 
However, absorption imaging (Figure 2a) is a little sensitive to the characteristics of the real crystal 
structure of the object. At the same time, diffraction tomography is considerably more sensitive to the 
presence of defective regions within the crystal. However, Figure 2b shows that the LiF crystal 
consists of strongly misoriented blocks, which are located mainly on the surface of crystal. Hence, we 
may conclude that the diffraction reflections have cinematic nature. Note also that a cleavage (crack) 
was found in the bulk of the crystal, which arose during sample preparation. We suppose that this 
defect is likely to be located in the (111) plane. 
 
The results of reconstruction of natural diamond show that in volume of the crystal exist distortion 
areas (green color in Figure 3a) and the inclusions as well (orange color). Figure 3b proves that 
defects in natural diamond have fibrous structure. Diamonds with such structure are numerously 
described (Lang A. 1974). The contrast on the topograph may be caused by the dense bundle of 
dislocations, which is distributed from the center to the periphery.  
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Figure 3: The results of reconstruction of natural diamond in both cases. The spatial resolution is 
about 20 µm. 
4. CONCLUSIONS 
Thus, for the first time we showed the possibility of carrying on topo-tomographic experiments with 
using the laboratory setup. New software to reconstruct the internal structure of crystalline defects 
from diffraction data are applied, which can be to use for other applications using tilt of rotation axis.  
 
For synthetic lithium fluoride it is established that the cracks occur mainly on the crystal plane (111).  
The fibrous configuration of the diamond crystal growth defects shows that the growth of the diamond 
occurred from a single center. 
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ABSTRACT 
In recent years, the resolution of high-end X-ray tomography scanners has increased considerably, to 
the point where details smaller than 1 micron can now be observed routinely. At these small pixel 
sizes, small perturbations in the imaging equipment or in the object itself can cause significant 
alignment artifacts in the 3D reconstruction. Besides high-end experimental equipment, accurate 
alignment methods are needed to fully exploit the available projection data. In this paper, we introduce 
an alignment method that aims at estimating the reconstruction and the alignment parameters 
simultaneously, resulting in an aligned reconstruction that matches optimally with the observed 
projection data. Since the underlying system of equations is heavily underdetermined and ill-posed, 
standard optimization algorithms have convergence problems. Therefore, correct scaling of the 
alignment parameters, together with a numerically stable approach for computing gradients is 
introduced. Simulation results for a fan beam geometry suggest that our algorithm can perform the 
alignment accurately, even in the presence of noise. 
1. INTRODUCTION 
X-ray tomography deals with the problem of reconstructing an object from a series of projections, 
measured by a scanning device from a range of angles. Ideally, all geometrical parameters of the 
scanning geometry (i.e. source positions, detector positions, beam angles) are known with high 
accuracy for each scan. In practice, however, various types of perturbations can occur that cause 
deviations between the assumed geometrical parameters and the actual geometry. 
As the resolution of X-ray tomography scanners has increased substantially in recent years, it has 
become more and more difficult to achieve sufficient mechanical stability, which is needed to keep all 
projections in perfect alignment during the scan. The expanding abilities to perform in-situ experiments 
within CT-scanners (e.g. heating, compression) pose additional alignment problems. Scanning 
methods that adapt the scanning geometry to the specific object may also result in challenging 
alignment problems (Dabravolski et al. 2013). 
Current methods for aligning often involve cross-correlating consecutive projection images using 
similar methods as those from electron tomography (Dierksen et al. 1992). More sophisticated 
methods have been proposed using passive auto-focus (Kingston et al. 2011) or motion estimation by 
edge entropy minimization (Katsevich et al. 2011). Model based alignment tries to match the 
measured projection data with simulated forward projections of the (current) reconstruction (Parkinson 
et al. 2012, Kyme et al. 2003). Compared to cross-correlation, these projection matching methods are 
much more accurate, since cross-correlation is limited to finding in-plane transformations of the 
projections. 
In this article, we propose a fully-automatic alignment algorithm that simultaneously solves the 
alignment and reconstruction problem. The method is based on maximizing the consistency between 
the reconstructed object and the measured projections. The method allows a large degree of flexibility 
in the geometry. 
Section 2 describes the mathematical details and implementation issues of the algorithm. In section 3, 
simulation experiments are introduced and explained. The alignment algorithm is applied to a phantom 
image based on experimental data, perturbed by Poisson noise. In section 4, the results will be 
interpreted and discussed. The paper is concluded in section 5. 
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2. METHODS 
For the purpose of clarity, we focus here on the fan beam geometry, which is illustrated in Figure 1, yet 
our approach can be generalized to other geometries, including the cone-beam geometry. In the fan 
beam geometry, X-rays are emitted radially outwards by a point source and - after interacting with the 
object -  are observed by a 1D flat detector. We assume that  the detector and source positions are 
fixed, while the object can undergo small, unpredictable translations and rotations between 
consecutive projections. Note that object shift is equivalent to a shift of the source and detector pair. 
The object is placed between the source and detector, mounted on a sample holder. In this geometry, 
the rotation axis is projected onto the center of the detector and the detector is perpendicular to the 
line defined by the positions of the source, rotation axis, and detector center. 
 
 
Figure 1: Geometrical parameters that describe the orientation of a forward projection. The object tilt 
about the origin (at the position of the sample holder) is given by the parameter θ. 
2.1. Mathematical Formulation 
Discretization and modeling of the forward projection process leads to a linear system of equations, 
see Chapter 7 of (Slaney and Kak 1988): 
 
𝑾𝒙 = 𝒑      (1) 
 
in which the projection operator W has M rows and N columns (M is the total number of line 
projections and N the total number of reconstruction pixels), the unknown image is represented by x 
and the measured projections are denoted by p. 
The projection operator W depends on the underlying geometry and the geometrical parameters. The 
geometrical parameters we introduce are the object tilt angles θ and positions (sx, sy) with respect to 
the initial position of the object at the first projection angle θ0, as indicated in Figure 1. The parameters 
are vectors, one component for each corresponding projection angle. 
Each coefficient in the matrix can be seen as a function of these geometrical parameters. Note that 
this function is not easily available in closed-form, but can be evaluated numerically. The projection 
distance is then defined as 
 
𝑟(𝜽, 𝒔𝒙, 𝒔𝒚, 𝒙) =∥ 𝑾(𝜽, 𝒔𝒙, 𝒔𝒚)𝒙 − 𝒑 ∥2.    (2) 
 
A fully aligned reconstruction that is consistent with the data should have zero projection distance, if 
the projection data contains no noise. Therefore we choose a minimization approach that estimates all 
parameters θ, sx, sy, as well as the gray values x simultaneously. 
2.2. Optimization Algorithm 
For minimizing the object function in Eqn. 2, a nonlinear least squares optimization routine, 
Levenberg-Marquardt (LM) is employed (Nocedal and Wright, 2006). In each iteration, this method 
forms a quadratic model of the object function using its gradient, and minimizes this model inside a 
trust-region. A naive implementation, however, results in problematic convergence due to numerical 
errors introduced in computing the gradient and due to the fact that the unknowns in Eqn. 2 will have 
values at very different scales. In our implementation, two adjustments are included that result in good 
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convergence: 
(a) When computing a line projection in Eqn. 2, the small contribution of each single pixel is  added to 
the current projection value. As a result, floating point errors are introduced. Therefore, when 
approached as a continuous function, Eqn. 2 shows irregularities at small scales. A numerical gradient 
computed using finite difference is hence unstable. At each iteration, we sample the object function at 
16 equidistant points centered around the current point. A spline is fitted to the points with odd indices. 
For the other points (even indices), the distance to the spline is measured. If the object function at this 
scale can be closely approximated by piece-wise polynomials, this error measure is small and the 
object function is smooth. By repeating these steps at several scales (larger distances between 
sample points), the smallest scale at which the cost function is smooth can be determined. At this 
scale, the gradient is computed. 
(b) The spherical trust-region used in LM assumes that all parameters have comparable scales. In our 
case, this does not hold, e.g. the gray values range from 0 to 5, while the angular offsets are in the 
order of 1e-3 radians. For an elliptical trust-region, each principle axis reflects the scale of the 
corresponding parameter. Therefore, in our algorithm we include an elliptical trust-region with manually 
selected scales. 
3. EXPERIMENTS 
To test the performance of our algorithm, a number of simulation experiments was performed. A 
reconstructed slice taken from a 3D experimental data set of a metal foam, was used as a phantom, 
see Figure 2a). A total of 120 equidistant projection angles, distributed over the range [0, pi) were 
considered. To each projection angle, a small angular offset was added, sampled from a uniform 
distribution ranging from [-0.1, 0.1] degrees, together forming θ. In addition,  2D object translations 
(sx,sy) were sampled uniformly from the range [-10,10] x [-10,10], which have units of detector pixels. 
This corresponds to object motion of approximately 2% of the object size (reconstruction size is 512 x 
512). Projection data, used as input for the alignment, was acquired by the modeled forward projection 
using these geometrical parameters. 
The distance between the detector (1024 pixels width) and source was eight times the object width, 
resulting in a fan angle of 14.25 degrees. 
Poisson noise has been applied to the projection data. The noise level is based on the photon count 
(in this case 10e5) used for acquiring the projections. 
After the alignment, a SIRT reconstruction with nonnegativity constraints was applied using the 
geometrical parameters found by the optimization routine. 
4. RESULTS AND DISCUSSION 
Simulation results are shown in Figure 2. The ground truth is given in Figure 2a). In the initial 
unaligned SIRT reconstruction Figure 2b), all details are missing and the positions of the cavities in the 
metal foam cannot be accurately determined. However, in the aligned reconstruction Figure 2c), all 
large cavities are visible, albeit that some smaller ones are still missing. Overall the sharpness of the 
reconstruction is reduced. 
 
Figure 2: Simulation results of the fan beam alignment algorithm, a): the metal foam phantom, b): an 
unaligned SIRT reconstruction, c): a SIRT reconstruction after alignment, d): the convergence history. 
The results show that without alignment, qualitative or quantitative analysis of reconstructions is very 
limited. A good alignment routine can improve the quality substantially. 
In Figure 2d) the convergence is shown for the alignment algorithm (squares) as well as LM applied to 
the reduced problem of minimizing Eqn. 2 over x alone with the alignment parameters fixed to their 
true values. Both simulations converge to the same residual, suggesting that the alignment 
parameters cannot be improved further in terms of the residual error. This shows that, even with small 
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amounts of noise in the projection data, a good alignment is possible. 
5. CONCLUSION 
An alignment algorithm for the fan beam geometry is proposed. The method is based on a nonlinear 
least squares algorithm. Adjustments are introduced to improve convergence properties   
when the method is applied to Eqn. 2. The numerical results suggest that alignment of fan beam 
projection data can be performed accurately by the proposed method, even in presence of noise. 
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ABSTRACT 
In recent years, phase contrast has gained importance in the field of X-ray imaging and more 
particular in high-resolution X-ray computed tomography or micro-CT. For phase propagation imaging, 
no additional hardware or specific setup is required, which makes the effect inherent to micro-CT 
where it is manifested as an edge-enhancement effect. As such, it can be beneficial for qualitative 
analysis of a 3D volume. Nevertheless, it induces unreal gray values and is thus often considered as 
an imaging artefact which hinders proper quantitative 3D analysis. Several methods exist to reduce 
this phase contrast effect or to retrieve the phase information from the mixed phase-and-amplitude 
images. In this presentation, a comparison will be made between 2 phase retrieval algorithms and 2 
phase correction algorithms. Of these 2 latter, one can be performed on the reconstructed volume, 
which clearly facilitates the operation of phase correction. 
1. INTRODUCTION 
In standard X-ray radiography and tomography, image contrast is generated by attenuation of the X-
ray beam by the object under investigation. In recent years, a lot of research has been performed on 
image contrast generation by induced <the phase shift of the X-ray beam by the object. This is 
generally called X-ray phase contrast imaging. To exploit this phase shift specific hardware such as 
grating interferometers can be used, but even at standard setups, the phase shift becomes evident 
when coherence and beam propagation distance are sufficiently large. In the most common regime, 
the phase shift induces X-ray refraction and results in an edge-enhancement effect on the radiographs 
(Wilkins et al., 1996). This can be beneficial for visual inspection and is as such often used. 
Nevertheless, the edge enhancement effect gives rise to unreal reconstructed gray values in 
tomography and hinders proper image analysis. It can thus be considered an imaging artefact which 
needs to be reduced. 
 
Since X-ray attenuation is also present in these mixed phase-and-amplitude images, this information 
needs to be unwrapped. This can be done by taking multiple images at different propagation 
distances, but this is practically unfeasible at lab-based cone-beam setups given the geometrical 
magnification. Alternatively, single-image phase retrieval or phase correction can be used, assuming 
certain conditions. 
 
In this presentation, these assumptions and their validity will be checked for 2 phase retrieval and 2 
phase correction algorithms.  
1.1. In-line phase contrast imaging 
A common starting point to describe the intensity  at a given sufficiently small distance  from 
the contact plane (Gureyev et al., 2009) is the transport of intensity equation (TIE): 
 
, (1) 
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where the gradient operator is taken orthogonal to the rays and  is the phase shift at a given 
point. Under some weak assumptions, an approximate solution can be found: 
 
, (2) 
 
where  is the integrated attenuation coefficient and  is the geometrical magnification.  
From Eqn. (2), it can be seen that the mixed phase-and-amplitude image consists of the attenuation 
image and two phase contributions. It can be easily understood that Eqn. (2) can be solved in the case 
of a homogeneous object, i.e. the ratio  is constant, or in the case of a non-attenuating sample, i.e. 
.  
1.2. Phase retrieval and correction methods 
The two assumptions mentioned in the previous section result in two different phase retrieval methods. 
In the first case of a homogeneous object, a simultaneous phase-and-amplitude retrieval (SPAR) 
method is proposed by Paganin et al. (2002) by filtering the projection data: 
 
 , (3) 
 
where  is the integrated thickness,  the geometrical magnification,  and  are the local 
attenuation coefficient and the local refractive index decrement, respectively and  and  are the 
spatial frequencies along  and , respectively.  
Alternatively, a phase retrieval method based on a non-attenuating sample was proposed by 
Bronnikov (2002). A modification of this method called Modified Bronnikov Algorithm (MBA) as 
proposed by Groso et al. (2006) allows for some attenuation by adding an extra parameter  to the 
filter. The filter  
 
 , (4) 
 
is performed on the Fourier transform of the adapted projection data , which is 
approximated by the normalised projection data decremented by 1 as the attenuation image 
 is not available. 
 
The MBA method retrieves an approximation  of the phase shift , which can be used to 
invert Eqn. (2) if the last term can be neglected, which is often the case. This is the starting point of the 
Bronnikov Aided Correction (BAC, De Witte et al., 2009), which calculates the second derivative of 
 and subtracts this contribution from the original image  to obtain a corrected image 
: 
 
, (5) 
where  is a free parameter.  
A last method discussed in this presentation is a post-processing method, i.e. no projection data is 
required to perform this phase correction method. It can be shown that the reconstructed attenuation 
coefficient from mixed phase-and-amplitude projection data is approximately (Cloetens, 1999) 
 
  , (6) 
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with  the propagation distance and  the refractive index of the object. In the case of a homogeneous 
object, Eqn. (6) can be inverted to retrieve the true local attenuation coefficient  (Wernersson 
et al., accepted). This method is called the spatial phase removal filter (SPR). 
2. RESULTS 
A wood sample, scanned at a voxel size of (5.91 µm)³, has been reconstructed using all phase 
retrieval and phase correction methods. The results of these methods are summarized in Figure 1. 
The sample contains 3 different regions, i.e. air, wood and nutrient medium. In the regular filtered 
back-projection (FBP) reconstruction, the difference between these regions is very hard to see. On the 
other hand, the edge between material and air is enhanced due to phase effects. On this sample, 
MBA and SPAR return similar results, with greatly enhanced signal-to-noise ratio (SNR, Boone et al., 
2012a) but show apparent blurring of the sample. It can be shown (Boone et al., 2012b) that this result 
is characteristic for low-attenuating samples, but MBA performs worse when attenuation increases, 
resulting in a cupping artifact. The BAC result shows worse SNR than MBA and SPAR, but it can be 
shown that small features are better preserved with this method compared to both phase retrieval 
methods (De Witte et al., 2009). Similarly, the SPR method does not drastically improve the SNR but 
removes phase artifacts very efficiently. Using a supplementary filtering step, the result is very similar 
to both phase retrieval methods. 
 
a)  b)  c)   
d)  e)  f)  
Figure 1: comparison of the different phase retrieval and correction methods applied on a wood 
structure with a nutrient medium (bottom left); a) standard FBP reconstruction; b) MBA reconstruction; 
c) SPAR reconstruction; d) BAC reconstruction; e) SPR applied on the FBP reconstruction; f) 
additional noise filter applied on the SPR result 
3. CONCLUSION 
A variety of algorithms to process single-image in-line X-ray phase contrast images is available. It has 
been shown that these different methods each have specific advantages and disadvantages, but are 
in many cases a great tool to improve 3D visualization and analysis of X-ray micro-CT data. 
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ABSTRACT 
X-ray Computed Tomography is a non destructive technique which allows for the visualization of the 
internal structure of complex objects. Most commonly, algorithms based on filtered backprojection are 
used for reconstruction of the projection data obtained with CT. However, the reconstruction can also 
be done using iterative reconstructions methods. These algorithms have shown promising results 
regarding the improvement of the image quality. An additional advantage is that these flexible 
algorithms can be modified in order to incorporate prior knowledge about the sample during the 
reconstruction, which allows for the reduction of artefacts. In this paper some of these advantages will 
be discussed and illustrated: the incorporation of an initial solution, the reduction of metal artefacts 
and the reduction of beam hardening artefacts. 
1. INTRODUCTION 
With high resolution X-ray Computed Tomography (CT) the internal structure of complex objects can 
be visualised in a non destructive way. The resulting data can be analysed in order to obtain 
quantitative information of the sample. For optimal accuracy of the analysis it is important to start from 
reconstructions with high image quality and as few artefacts as possible. At the Centre for X-ray 
Tomography of the Ghent University (UGCT) the differences in currently available reconstruction 
algorithms and possible methods to improve these algorithms are investigated.  
 
Although reconstruction is most commonly done with the algorithm of Feldkamp, David and Kress 
(FDK, Feldkamp et. al 1984) there are alternative approaches, such as iterative reconstruction 
algorithms, which have shown promising results for the improvement of image quality. The main 
reason why these algorithms are not used is because, in comparison with filtered backprojection, they 
result in longer reconstruction times. However, this can be compensated by using an efficient 
implementation on a graphical processing unit. 
 
Iterative reconstruction methods have better noise handling. They can provide improved results in 
case the projection data is limited to a certain angular range (limited angle tomography) or when the 
total number of available projections is limited (De Witte 2010). Additionally they can reduce artefacts 
which often occur in high resolution CT (De Witte 2010), such as cone beam artefacts, metal artefacts 
and beam hardening (Hsieh et al 2000). An important advantage of iterative reconstruction methods is 
that they can be implemented in a flexible way, which allows for the possibility to include prior 
knowledge about the X-ray beam or the sample in the reconstruction algorithms. This can, for 
example, be used to reduce metal artefacts, for example in De Man et al. 2000, or to incorporate 
physical processes which can be modelled, such as beam hardening like in Brabant et al. 2012, in the 
reconstruction process. When a sample needs to be scanned twice, before and after it has undergone 
a relatively small change, the first scan can be used as input for the reconstruction of the second scan, 
which drastically reduces the number of required projections for the second scan. There exist 
approaches that enforce similarity with a previously collected dataset, such as the PICCS algorithm 
(Chen et al. 2008).  
 
In this paper the basic principles of iterative algorithms will be explained and some of the previously 
mentioned advantages will be discussed and illustrated: the incorporation of an initial solution, the 
reduction of metal artefacts and the reduction of beam hardening artefacts.  
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2. BASIC PRINICIPLES OF ITERATIVE RECONSTRUCTION METHODS 
All iterative reconstruction methods start from an initial solution; usually this is an empty volume. This 
intermediate solution is forward projected to construct a calculated projection. The difference between 
this calculated and the measured projection is determined and backprojected using a weighted 
average. Subsequently it is added to the intermediate reconstructed volume; this is the update step of 
the algorithm.  
 
There exist two main classes of iterative reconstruction methods: algebraic or statistical methods. The 
most important difference between these methods is that algebraic methods use integrated 
attenuation values in the update step, while statistical methods use the expected number of photons. 
In case of poor statistical information statistical methods can yield better results, however in high 
resolution CT the available statistical information is usually efficient so algebraic methods can be used. 
For the Simultaneous Algebraic Reconstruction Technique (SART), which is most often used at 
UGCT, the update process of a volume of N cubic voxels is given by (Andersen and Kak 1984): 
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Here,  
 
  is the linear attenuation coefficient of voxel j after the k-th iteration,   is a relaxation 
parameter, 𝑟  is the total measured attenuation along ray i and      is the projection with projection 
angle  .     represents the weights, which determine how much every grid point contributes to the 
total sum of the ray. 
3. THE INCORPORATION OF AN INITIAL SOLUTION 
Sometimes one wants to investigate the effects of a certain modification of a sample with CT. For 
example when one wants to investigate if a sample absorbs water or another fluid. In this case, two 
scans of the same sample are needed, one before the modification and one after the modification. If 
the introduced modifications are not too extensive, it is possible to reduce the number of required 
projections for the second scan when iterative methods are used for reconstruction. Indeed, iterative 
algorithms start from an initial solution, so the reconstruction of the first scan can be used as input for 
the second scan.  
 
This principle is illustrated with simulations of a phantom in figure 1. For this simulation, the projections 
of a virtual phantom of sample sand, of which a slice is shown in figure 1a, were simulated with the in 
house developed Projection Simulator (De Witte 2010). This volume was reconstructed with 512 
projections and 1 iteration. Subsequently, the gray values of four of the grains changed (figure b) and 
again the projections of this second sample were simulated. The same slice for this sample is shown 
in figure 1b. Figure 1c, shows the same slice, reconstructed with 20 iterations and only 16 projections 
using the reconstruction of the first sample as initial solution. The four coloured grains can clearly be 
identified. Figure 1d shows the same reconstruction, but this time no initial solution was used. In this 
figure, none of the grains can be identified. 
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Figure 1: Slice in a virtual phantom of sand. In the first sample, all grains are white (a), in the second 
sample four grains were coloured (b). The second sample was reconstructed with only 16 projections, 
with the reconstruction of the first sample as initial solution (c) and without an initial solution (d) 
4. METAL ARTEFACT REDUCTION 
When metals are present in a sample which is scanned with laboratory based high resolution CT, 
streak artefacts can occur in the reconstructed image(s). If the reconstructions are done with iterative 
methods, these artefacts can be reduced by modifying the algorithm. A possible way to do this is to 
implement a condition which ensures that only the detector pixels with an attenuation below a certain 
threshold T are backprojected, unless the difference with the forward projected attenuation is very 
small. The last condition is added to ensure that a large number of voxels with a relatively small 
attenuation value which lie along one ray and result in a ray sum which is larger than the selected 
threshold are still updated. The result is illustrated for a slice of a scanned toy sample in figure 2. 
 
Figure 2: Reconstructed cross-section of a scanned toy containing metal with SART, without (a) and 
with (b) metal artefact reduction with T = 1   − . 
5. BEAM HARDENING 
The X-ray spectrum for laboratory based high resolution X-ray tomography is polychromatic, and X-
rays with a low energy are more attenuated when propagating through a sample than X-rays with a 
high energy (hardening of the beam). Most reconstruction algorithms do not take this polychromaticity 
into account, which results in artefacts such as cupping. It is possible to model this beam hardening 
and incorporate it in the forward projector of the SART algorithm, the update step in equation (1) then 
becomes (Brabant et al. 2012):  
 
 
(   )
=  
 
     
∑
(
 
 𝑟  –  ∑    (
 
 
 
(   ∑  
 
 ( − )
 = )
 ) 
 
 = 
∑     
 
 = )
 
    𝑟     
∑    𝑟     
,    ( ) 
Advances in reconstruction algorithms          114 
 
with     [0, 1] the strength of the correction and     [2.5, 3.5] the energy dependency. The complete 
derivation of this equation can be found in Brabant et al. 2012. Figure 3 illustrates the effect of this 
beam hardening correction on a scanned aluminium sphere. 
 
Figure 3: Reconstructed cross-section of a scanned aluminium sphere with SART, without (a) and with 
(b) beam hardening correction performed with equation (2), with   = 0.003 and   = 3.0. A line profile 
along the diameter of the sphere is shown in white. 
6. CONCLUSIONS 
Iterative reconstructions algorithms are a useful alternative for reconstruction algorithms based on 
filtered backprojection. These algorithms can be adapted so prior knowledge about the sample or the 
beam can be incorporated, which allows for the reduction of artefacts or the required number of 
projections. We have illustrated the advantages of these methods, with the incorporation of an initial 
solution, the reduction of metal artefacts and the reduction of beam hardening artefacts.  
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ABSTRACT 
Algebraic Reconstruction Technique (ART) is a widely employed method in computed tomography 
since it has certain advantages, such as allowing reconstruction of data with missing projections in 
some angle ranges, over other techniques such as Filtered Back Projection (FBP). Recently, a 
regularisation technique for ART, RegART, was introduced which provides greatly reduced noise 
levels. However, a serious drawback of both ART and RegART is the computational complexity of the 
methods. In this paper, we present a fast version of RegART, which makes use of nVidia’s CUDA 
technology, and show that this approach performs favourably compared to FBP. 
1. INTRODUCTION 
Algebraic reconstruction technique (ART) of tomographic data is an iterative way of reconstructing 
object spatial structure from a set of X-ray transmission projections collected at different angles of 
object rotation. ART approaches have several key advantages over transform-based methods. They 
can be used with irregular sampling geometries, incomplete noisy data sets and may incorporate 
curved ray paths. Also, the application of algebraic techniques allows for better quality of tomography 
reconstruction data. However, one main disadvantage of ART-based techniques is that they are 
computationally rather expensive in comparison to integral reconstruction methods. In (Chukalina et 
al.2007), we introduced RegART, a regularised version of ART, which reduces the noise of 
reconstruction by introducing a spatial non-linear filtering stage between the iterations of the algorithm. 
In this paper, we present a fast version of RegART which makes use of nVidia’s CUDA technology for 
improved efficiency, and show that RegART performs favourably compared to Filtered Back 
Projection. Our system is developed and our experiments carried out at the A.V. Shubnikov Institute of 
Crystallography RAS. Out of the several tomography data collection schemes, in our experiments the 
parallel scanning scheme (Fig.1) has been used; however RegART can be easily adapted to other 
scanning schemes. 
2. ART AND REGART 
Assuming a Cartesian co-ordinate system to describe projection formation, the line equation for AB in 
Fig.1  is 
                            (1) 
Let  ,f x y  describe the linear attenuation coefficient. Then the transmission function of the fine 
beam AB is 
    (2) 
where 0I is the intensity of the initial beam and   is the Dirac delta-function. 
Usually a new function 

x cos  ysin 

I  ,  I0  , exp( dxdyf x,y  x cos  y sin   )
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is introduced. Then we get 
     , , cos sinp dxdyf x y x y                    (4). 
The function  ,p    is known as the Radon transform of  ,f x y . The parallel projection is a 
collection of fine beam integrals for a constant  .  
 
 
Figure 1: left-Parallel scanning scheme. right- Parallel scanning scheme (discrete representation) 
For ART, a square grid is imposed on the image  ,f x y . The function  ,f x y  is constant in each 
pixel, consequently we will search the solution in the space of the piecewise constant functions. Let if  
denote a constant value in the i-th pixel and N be the total number of pixels. X-ray are lines running 
through the image plane. We assume that the ray width is approximately equal to the pixel size (Fig.1). 
The intensity jp is called a ray sum. The relation between jp and f is expressed as 
1
, 1,...
N
j i ij
i
p f w j M

                             (5) 
where M is the total number of rays (in all projections) and ijw is the weighting factor that represents 
the contribution of the i-th pixel to the j-th ray sum. 
For large N and M there exist iterative methods to solve the equation system (5). These are based on 
the “method of projections” first proposed by Kaczmarz. An image, presented by f , may be 
considered to be a single point in an N-dimensional space. Each of the linear equations (1) defines a 
hyperplane. The unique solution to these equations is the intersection of all hyperplanes. 
Let 
kf  be the estimated solution at the k-th iteration. The iteration scheme is represented by 
 
 
1
,
,
k
j jk k
j
j j
p f w
f f w
w w


  .                    (6) 
Here   is the so-called relaxation parameter. It can be shown that the limits of cyclic sub-sequences 
generated by the method reduce to a weighted least squares solution of the system when the 
relaxation parameter approaches zero. This point minimises the sum of squares of Euclidean 
distances to the hyperplanes of the system. 
The initial estimate denoted by 
0f  is assigned a value of zero, and it can be shown that from any 
initial estimate the sequence generated by ART converges to a weighted least square solution. The 
initial estimate is projected onto the hyperplane represented by the first equation in (6) to yield
0
1f . 
ICTMS 2013, July 1-5 (Ghent, Belgium)          117 
 
The subscript here indicates how many hyperplanes are included in the 
0f  correction process. After 
each projection to a hyperplane, the estimated image 
0f  is updated. The first sub-iteration is finished 
once the correction over all hyperplanes has been performed.  
One can note that  0,1jw   for 0   and moreover that Equ. (5) may be rewritten as 
1
n
j ij
i
p f

 ,                                        (7) 
where ijf  denotes the i-th pixel in the j-th row and n is the size of the image. This allows us to use 
following algorithm of projection calculation: for each rotation angle   rotate image ijf  by this angle 
(e.g. using a bilinear approximation algorithm). After that apply Equ. (7) to obtain the projection. 
Many projection access schemes have been discussed in the literature. To minimise the influence of 
two neighbouring hyperplanes on each other we used the following scheme: 
   
 
1 1 1 1 1 2 1 2
1 1
2 2 2
1
, , , , , , , ,...
2 2 2
, , , ,... , .
2 2
N N M N
p p p p
p p p
 
       
 
     
   
    
   
   
    
   
    (8) 
Because the projections are usually noisy, the intersection of the hyperplanes is not a point in the N-
dimensional space but a polyhedron. Each iteration projects the estimated solution to a polyhedron 
hull area. On the other hand, the solution sought for belongs to the image class sub-space. The size, 
shape and position of the sub-space depend on the accuracy of the image description (accuracy of the 
image model). The image sub-space and the polygon can intersect or be close to each other. A 
regularisation operator brings the estimated solution from the polygon wall area to the image sub-
space. The space of piecewise constant functions is well suited for the description of tomography 
images. However, it is rather difficult to construct a projector which brings an estimated solution to this 
image sub-space. We have taken the space of piecewise smooth functions as the image space. That 
is, if the function belongs to this space it will belong to the same space after the median operator was 
implemented. Then the median filter operator  can be used as the projector from the polygon wall area 
to the image sub-space. Unlike the SART method we apply median filtering as the second sub-
iteration. It is known that the median filter reduces speckle noise and salt and pepper noise, while its 
edge-preserving nature makes it useful in cases where edge blurring is undesirable. It should be noted 
that the type of projector depends on the chosen image sub-space and in the general case it could be 
of any kind. The non-negativity constraint is reinforced when instead of 0f   we set 0f  .  
One iteration is completed once the full set of measurements has been processed. In the next 
iteration, 
kf  is projected onto the hyperplane represented by the first equation in (6), and 
successively onto the rest of the hyperplanes in (6). Then the filtering is applied and so on until the last 
iteration.In the last iteration, all images 1 *,...
last last
N Mf f  are saved. The final step of the algorithm is the 
averaging over these images to exclude the influence of the last hyperplane projection. 
3. REGART ON CUDA 
The main bottleneck in the implementation of the RegART algorithm is image rotation which is 
performed n times during each iteration. We therefore employ nVidia’s CUDA technology to improve 
the performance of the method. CUDA (as well as ATI Stream and similar technologies) is a 
development kit that allows a large part of computationally intensive calculations to be propagated to a 
graphical processor (GPU). It is used for speeduptpmpgraphy reconstruction algoriphm (Xu et al.2005, 
Grass et al.2010). In our approach, we employ a rotation technique involving 2D texture fetching using 
CUDA to reduce memory bandwidth. The bilinear rotation algorithm includes two almost independent 
stages for each pixel of the destination image: calculation of its exact co- ordinates on the source 
image, and bilinear interpolation of the value around this point. The used CUDA texture fetching 
mechanism allows implementation of the second stage on hardware level completely transparent for 
programmer. Moreover, texture memory is cached whereas general read- write memory is not. 
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4. PERFORMANCE COMPARISON 
In Table 1 we present a performance comparison for image rotation with CUDA and a plain C 
implementation, run on a PC with 2 AMD Opteron 275, 8GB memory, nVidia GTX 285 with 240 cores, 
and Ubuntu Linux 9.10 64- bit as operating system. All computations were performed using double 
precision floating point numbers. As the typical linear size of our tomography images is about 1000 
pixels, we can expect a speed improvement of a factor of about 6. However, since the other steps of 
the algorithm (iterative modification and filtering of the image) still use the central processor, requiring 
memory transfers between CPU and GPU on each iteration, the overall speed-up is somewhat lower 
than those listed in the table (about 3). 
 
Table 1: Speedup results achieved using CUDA 
Image size CUDA / C speed-up 
200x200 2.3 
300x300 2.9 
500x500 3.9 
800x800 5.6 
1000x1000 6.0 
1500x1500 6.6 
5. RECONSTRUCTION QUALITY COMPARISON 
A reconstruction quality comparison between RegART and Filtered Back Projection (FBP) was 
performed using the Shepp-Logan phantom which is the de-facto standard in computed tomography. 
Projections were modelled using normally distributed noise with a half-width about 1% of maximal 
signal (see Fig. 3). A 3x3 median filter was used as regularisation transform in RegART. 
 
Figure 2: Left - Simulated set of projections. 72 projection angles. right- Reconstruction results 
In Fig. 2, one scanline of the reconstructed phantom is presented. The dotted line is the result of the 
FBP method, the dashed line that of RegART, whereas the solid line represents the ground truth. It is 
easy to see that RegART is superior to FBP, showing far fewer fluctuations of the absorption 
coefficient. 
ICTMS 2013, July 1-5 (Ghent, Belgium)          119 
 
Speeding up of the RegART algorithm allows its use in real tomography hardware, which are currently 
often based on FBP, to provide less noisy images. However, to further compete with FBP in terms of 
computational efficiency, it ideally should be faster still. In order to achieve that, we are planning to 
optimise the speed of this procedure by incorporating a fast Hough transform calculation which will 
reduce the complexity from O(n*n*n) using rotations to O(n*n*log(n)). 
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ABSTRACT 
For the application of X-ray computed tomography in non-destructive materials testing a reduction of 
image acquisition time is desired.  Recent developments in the field of Compressed Sensing show that 
in many cases the amount of required X-ray projections can be significantly reduced at the expense of 
higher computational effort. Applying these concepts to a measured cone beam CT dataset using only 
one eights of the data promising results were obtained and compared to standard SART 
reconstructions. 
1. INTRODUCTION 
There are numerous techniques for 3D image reconstruction from X-ray projections, either based on 
the Fourier Slice Theorem (e.g. Filtered Backprojection) or on the algebraic solution of a linear system 
of equations (e.g. ART / Kaczmarz method). All of them underlie the mathematical fact that the 
solution for a fixed number of unknowns (pixels or voxels) is not unique if too few linear independent 
measurements (X-ray projections) are provided. 
From an information theory point of view though, the required amount of measurements is not defined 
by the number of voxels, but rather by their information content. The latter would only be maximal (and 
require full measurements in the mathematical sense) if the voxel values of the measured sample 
were completely random. Given, for example, a spherically symmetric object, the necessary 
information is already contained in a single X-ray projection. This insight is commonly used for data 
compression and is taken one step further by “Compressed Sensing”, which deals with the question of 
how to find the correct solution from few measurements by exploiting generic a priori information like 
“has few edges” or “is mostly zero” (Candès et al. 2006, Donoho 2006). 
X-ray CT is widely used in medicine and in non-destructive materials testing (NDT). While the 
technology used in these two fields differs significantly, both share the need to reconstruct from a 
limited set of projections. Medical CT wants to reduce the dose received by the patient, whereas NDT 
hopes to cut down the scan time which is the central demand from inline CT applications (Zabler et al. 
2012). 
As the majority of images occurring in CT applications are composed of homogeneous regions with 
sharply defined interfaces, very promising results have been achieved by minimizing the Total 
Variation (TV) of the reconstructed images (Candès et al. 2006, Sidky et al. 2006). TV is the integral of 
the gradient magnitude over the complete image and thus measures the amount of oscillation or 
variation in an image. 
 
Formally, tomographic reconstruction is the problem of inverting a linear system of equations  
 
A f – g = 0  (1) 
 
where f is the unkown image yielding the measured projections g by means of the transformation A 
(linear model of the measurement process). In the case looked at here, the system is underdetermined 
and minimal TV is used as a unique characteristic of the true solution: 
 
f = argmin TV(f)   with   A f – g = 0 (2) 
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This is usually approximated by the unconstrained optimization problem 
 
f = argmin { || A f – g ||  +  λ TV(f) } (3) 
 
where λ is a regularisation parameter adjusting the influence of the minimal TV requirement. Such kind 
of constraints can be easily integrated in iterative methods for tomographic image reconstruction like 
the Algebraic Reconstruction Technique (ART) or its parallel modification, Simultaneous ART 
(Andersen and Kak 1984), by enforcing them in turns with the ART or SART iterations. Sidky et al. 
(2006) already presented extensive numerical simulations on the 2D Shepp-Logan phantom using this 
scheme for various cases including few view, limited angle, noisy or otherwise incomplete projections. 
In that publication, as well as in their later work (Sidky et al. 2008), the focus lies on correct 
reconstruction of medium scale image features at a wide range of different contrasts with no 
requirements on the reconstruction time. 
 
We apply a TV constrained SART reconstruction algorithm to X-ray cone beam CT images of cast 
metal pistons. The comparatively long exposure times required for dense objects make it desirable to 
save on projections, while at the same time the expected image structure is very simple 
(homogeneous regions with clear boundaries). The main requirement here is to reproduce small but 
well contrasted defects close to the voxel scale which tend to get suppressed by the TV term in 
equation 3. 
2. EXPERIMENTAL 
The piston under investigation here is specially prepared with small drill holes imitating blowholes that 
occur in metal casting (marked with yellow arrows in Figure 2). A set of 400 cone beam projections of 
roughly 350² pixels resolution acquired from evenly distributed angles between 0° and 360° at 
constant distance was provided by Fraunhofer IIS. From this a subset of only 50 projections (every 8th 
projection) is used as input for a TV constrained SART algorithm. The volume to be reconstructed is 
approximately 350³ pixels in size, and the artificial drill holes in the piston only cover a few voxels. 
The applied reconstruction scheme is a modified version of that used in (Sidky et al. 2006). Instead of 
ART we used SART for the reconstruction part and adapted the TV minimization to 3D volumes. While 
Sidky et al. used an adaptive stepsize and constant iteration count, here the parameters y and α are 
specifically tuned to our problem. The algorithm is as follows: 
 
1 f
(0)
i,j = 0 
2 for k from 1 .. n : 
3  apply x iterations of SART, starting from f
(k-1)
 
4  ensure f
(k)
 is still non-negative 
5  repeat y
(k)
 times: 
6   f
(k)
 = f
(k)
 – α
(k)
 * grad TV(f
(k)
) / | grad TV(f
(k)
) | 
7  done 
8 done 
9 apply x iterations of SART, starting from f
(n)
 
 
In lines 5 and 6 the Total Variation minimization step is implemented by an iterative gradient descent 
with stepsize α. The final application of SART in line 9 asserts that equation 1 is fulfilled. As proof of 
concept and demonstration of the alternating iterative scheme a simple phantom with little structure is 
reconstructed from 16 noise free fan beam projections covering an angular range from 0° to 337.5°. 
The phantom is 128x128 pixels in size and ART is used in the reconstruction steps instead of SART. 
The results are shown in Figure 1. 
For the reconstruction of the piston, eight outer iterations were used, each consisting of 5 SART 
iterations and about 100 TV gradient descent steps. As final step 5 more SART iterations were 
applied. 
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Figure 1: Demonstration of tomographic reconstruction from few projections by combining ART 
iterations with Total Variation minimization. From top left to bottom right: demo image, 16 noise free 
fan beam projections, ART reconstruction after three iterations, further intermediate reconstruction and 
TV reduction steps. Finally the result after 20 more repetitions of alternating ART and TV iterations. 
 
 
 
 
 
Figure 2: selected slices from 3D reconstructions of a piston with specially prepared defects. Left 
column: standard SART reconstruction from 50 projections. Center column: TV constrained SART 
reconstruction of the same data. Right column: standard SART reconstruction from 400 projections.   
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3. RESULTS AND DISCUSSION 
 
Figure 1 demonstrates the effects of the ART and Total Variation minimization steps. Note that the 
images shown for the ART steps all represent local minima to which the reconstruction would have 
converged without the intermediate Total Variation minimization steps. The result obtained after less 
than 25 iterations almost perfectly reproduces the original phantom. 
In Figure 2, the results of the TV constrained SART reconstruction are shown and compared to 
standard SART reconstructions both from the limited and the full dataset. The different reconstructions 
are divided into columns containing three different views each. Enforcing the minimal TV constraint 
provides a significant improvement over the standard SART reconstruction from few projections and 
nearly reproduces the reference SART reconstruction from the full dataset. Especially the prepared 
defects are clearly visible. 
The TV minimization used here wasn’t optimized in any way, so in order to give a fair comparison of 
the computing times between regular and constrained reconstruction independent of the specific 
implementation, we assume one TV gradient descent step to be similarly costly as a single projection 
and backprojection step within one SART iteration. In that case the TV constrained reconstruction from 
50 projections described above takes about two times as long as the regular reconstruction from the 
full dataset using 5 SART iterations. 
4. CONCLUSIONS 
We demonstrated a 3D volume reconstruction at a projection undersampling by factor 8 without losing 
details close to the resolution limit even in the presence of measurement errors. Moreover, the 
required reconstruction time stays comparable to a regular algebraic reconstruction. 
While Sidky et al. (2006) required about 100-200 iterations of alternating ART and TV minimization 
steps (each being iterative themselves) in order to reach convergence in their examples, our results 
indicate that sufficiently good reconstructions can already be obtained at significantly reduced 
computational cost. With NDT in mind this is essential as the main objective is a reduction of the total 
image acquisition time including the reconstruction process. 
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ABSTRACT 
In both circular and helical X-ray micro-tomography (micro-CT), the general interior/region-of-interest 
(ROI) tomography reconstruction problem has no unique solution. Significant artefacts occur near the 
boundary of the reconstructed ROI, preventing accurate segmentation. By approximating the missing 
data outside the ROI, we minimise these artefacts and produce a reconstruction that whilst inexact 
(e.g.  small noise and constant offset), may be accurately segmented. This is achieved by either: 1) 
extrapolation of projection data for relatively homogeneous specimens of a cylindrical nature, or 2) 
acquisition of low-resolution projections of the full object. We implement method (1) for both centred 
and non-centred ROI of cylindrical specimens that exhibit approximately uniform texture throughout, 
e.g., rock cores, and demonstrate the performance of method (2) in the more general case. 
1. INTRODUCTION 
X-ray computed tomography (CT) is a non-destructive imaging modality. However, in the context of 
micro-CT, specimens must be sectioned or cored to enable the imaging of specific regions at a 
sufficient resolution. Sectioning is not feasible in many instances due to uniqueness (e.g., fossils), or 
fragility (e.g., unconsolidated sandstone). Furthermore, sectioning/coring a specimen may change its 
properties near the boundary, (e.g., due to fracturing). ROI micro-CT obviates the need for sectioning 
in these cases. The majority of our analysis (topographic analysis, connectedness, fluid-flow 
simulations, etc.) is performed on segmented data. Our objective is thus to minimise boundary/cupping 
artefacts and produce a reconstruction that may be accurately segmented. Segmentation is possible in 
the presence of small, unstructured inaccuracies, or a constant offset. 
 
ROI tomographic reconstruction from the X-ray transform has no unique solution, i.e. there exist ghost 
functions that are non-zero inside the ROI which vanish in the measured data. This problem of 
inversion from interior projection data was first considered over thirty years ago (Hamaker et al. 1980). 
There are several approaches to overcome this non-uniqueness, e.g., (Smith 1984, Rashid et al. 
1997, Ye et al. 2007, Yu & Wang 2009). However, these methods either do not yield a segmentable 
tomogram, require certain a priori information, or are iterative in nature. Given our stated objective, the 
very large datasets, the general complexity of our specimens, and the limited a priori information, none 
of these approaches are practical at our facility. 
 
Natterer (1986) demonstrated that if one can approximate the missing exterior of the object, ROI 
micro-CT artefacts are small towards the centre of the ROI (up to an additive constant), and significant 
towards the edge. A more accurate approximation will confine significant artefacts closer to the edge of 
the ROI, increasing the size of the segmentable region where artefacts are small. Since our objective 
here is to obtain a segmentable approximation of the true tomogram, it is this practical approach that 
we investigate in this paper. The method proposed here has been used at our facility for several years. 
It is implemented as a simple, low-computational-cost modification to the ramp-filtering step in filtered-
backprojection reconstruction. For cases where a reasonable exterior approximation cannot be made 
by extrapolating from interior data (section 2), we measure low-resolution information about the 
exterior (section 3). 
 
2. ROI TOMOGRAPHY VIA PROJECTION EXTRAPOLATION 
 
The magnitude of the ramp filter in projection space diminishes inversely proportional to radius. Thus it 
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has infinite extent and decays slowly. Generally, even non-ROI projections require extrapolation from 
N to 2N pixels in the form of zero padding, to remove an additive constant. A simple extrapolation 
technique for ROI micro-CT was presented in (Marone et al. 2010) where the boundary pixel values 
were simply replicated. This reduces artefacts in the tomogram but generally overestimates the 
unknown region in the projections and thus underestimates tomogram values towards the ROI 
boundary. At our facility the majority of specimens are cylindrical rock cores with a homogeneous 
texture. Assuming this a priori information, the method proposed here fits, in a least-square sense, a 
parabola to the average profile of each projection (averaged over rows). This parabola is extended into 
the unknown region with negative values set to zero. The residual, (i.e., the difference between the 
projection data and the parabolic fit), is mirrored about the ROI boundaries and cumulatively averaged 
to become smooth far from the boundary. This allows small deviations from the parabolic assumption. 
A second-order fit gives a better extrapolation and can be used on asymmetric data, such as a non-
centred ROI. The additional computation cost (compared to zero-padding or replication) is negligible 
when compared to that of reconstruction. 
If required, a specimen can be made to fit this assumption (at a cost to signal-to-noise ratio (SNR)) by 
placing it in a cylinder and filling the voids with some appropriate material. As an aside, it should be 
noted that we have found the optimal ROI magnification factor to be 2-4; beyond this the experimental 
acquisition time required to obtain a reasonable SNR becomes prohibitive. When considering filtering 
for X-ray beam-hardening, an ROI magnification factor around 1.5 or more requires no filtering for a 
centred ROI. In this case the material of the specimen that is external to the ROI is serving as a filter. A 
non-centred ROI must be filtered as for the smallest bounding centred cylindrical ROI of the same 
specimen. 
2.1. Centred ROI 
 
 
Figure 1: (a) transverse slice z=512 from 1024 tomogram of full phantom, (b)-(d) corresponding slice 
from 512 ROI tomogram with extrapolation method: (b) zero-padding, (c) replicate, (d) parabolic fit. (e) 
Horizontal profiles through the images (indicated by white lines) 
A 1024
3
 voxel ground-truth tomogram was taken of the full specimen and then the source-specimen 
distance was halved and a central region of interest was imaged with 512
3
 voxels. This gives identical 
pixel size for the two tomograms and makes the registration trivial. The ROI tomogram was generated 
using zero-padding, replication, and the proposed parabolic method. Tomographic reconstructions are 
shown in Figure 1 along with their central horizontal line profiles. The zero-padding method has a 
bright halo around the boundary that dissipates with 1/radius. The replication technique gives a more 
reasonable reconstruction but is slightly low towards the boundaries (as explained above). This may 
cause problems for intensity based segmentation for some specimens. The proposed technique gives 
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an acceptable reconstruction right out to the ROI boundary. 
2.2. Non-centred ROI 
 
 
Figure 2: (a) transverse slice z=214 from 512 tomogram of full phantom (upscaled to match resolution 
of ROI scans), (b)-(d) corresponding slice from 512 ROI tomogram with extrapolation method: (b) 
zero-padding, (c) replicate, (d) parabolic fit. (e) Horizontal profiles through the images (indicated by 
white lines). 
A non-centred ROI introduces many asymmetries in noise properties, attenuation, and beam-
hardening. A 512
3
 voxel tomogram was taken of the full non-centred phantom and then the source-
specimen distance was halved and a central region of interest was also imaged with 512
3
 voxels. The 
ROI tomogram was generated using zero-padding, replication, and the proposed parabolic method. It 
can be seen in Figure 2 that the more sophisticated extrapolation method is required here. The zero-
pad and replicate methods have bright and dark halos respectively around the boundary. This is 
clearly shown on the left of the line profiles through the constant region of the container. 
3. DUAL CAMERA-LENGTH ROI (2CL-ROI) WITHOUT A PRIORI INFORMATION 
If we cannot assume a homogeneous, cylindrical sample, it is necessary to take a second set of data 
to give low-resolution information of the exterior region. This technique requires no a priori information 
and so has no restrictions on specimen shape, homogeneity, or complexity. The second set of 
projections are taken at half as many viewing angles with a quarter of the number of pixels, and the 
source-camera distance is halved or just reduced until the projection of the object is fully supported on 
the detector. We have found that further under-sampling in angle makes projection interpolation 
difficult. The second dataset corresponds to an additional 12.5% of total data, however, with source-
camera distance halved, the exposure time can be halved and still attain the same SNR. Therefore 
these projections are acquired in <10% of total experiment time. These projections of the full specimen 
are then interpolated to the resolution of the ROI projections. The ROI projections are registered 
(magnification, horizontal and vertical shift) to the low-resolution projections using 2D phase-
correlation before filtering. Figure 3 gives an example registration and the resulting reconstruction for a 
square cross-section non-homogeneous rock-core inside an Al cylinder. 
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Figure 3: (a) low-resolution projection with registered high-resolution projection, (b) conventional ROI 
reconstruction, (c) 2CL-ROI reconstruction. 
4. CONCLUSIONS 
Simple projection extrapolation techniques can be used to significantly reduce ROI artefacts with 
minimal computation cost, given either: (i) some a priori information about the sample shape and 
homogeneity; or (ii) a low-resolution data-set that may be collected quickly. Although the resulting 
tomogram data is not exact it is essentially an offset version of the full data, i.e., relative grey-levels 
are unaffected. 
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ABSTRACT 
Ghosting artefacts can lead to significant reduction in image quality, for example a reduction in spatial 
resolution and contrast in the reconstructed image. Residual signals of previous frames are added to 
the current frame while the weights of this influence decays exponentially with respect to time. 
According to the nature of the image lag it follows that the influence correlates with the height of image 
information changes in a short frame sequence. That means that the higher the absolute derivation 
values of the projections with respect to time, the higher the influence of the image lag. This effect 
becomes in general relevant within very fast data acquisition and high image change rates.  
Within this paper we will present a simple method to determine the image lag. Based on the standard 
ASTM E 2597 – 07 (ASTM 2007) which describes various characterization methods for digital detector 
arrays, we want to advance the method of image lag determination with the intention to be able to 
cope with these image lag artefacts. While this contribution especially refers to indirect converting X-
ray detectors the effect occurs also with direct converting X-ray detectors (Zhao et al. 2005). 
1. INTRODUCTION 
1.1. Theory 
 
Industrial computed tomography can be used for non-destructive testing as well as for dimensional 
measurement tasks. Depending on the required precision of the image analysis or the measurement 
result, a high image quality is crucial. A bad image lag behaviour of X-ray detectors can lead to 
unsolicited influences in projective images and therefore to a decreased image quality in computed 
tomography reconstruction. This may result in doubled or blurred outlines of the object, in hindered 
edge detection and in uncertainties that can exceed the defined measurement uncertainty tolerances. 
According to (Mail et al. 2007) and (Siewerdsen et al. 1999) three potential sources for image-lag 
artifacts are as below: 
1) Incomplete charge transfer between the capacitance of the sensor elements and that of the 
readout electronics - this effect depends on the design of the array and amplifier electronics, 
but is typically small assuming that the conduction time of the TFT during each readout cycle 
is much higher than the RC time. 
2) Finite decay time in optical emission from the X-ray converter (afterglow) – this effect persists 
in the range of a few milliseconds. This effect’s influence to the image lag should be small and 
in the first frame after the end of exposure only. 
3) Trapping and release of charge in the sensor elements – this effect is typically recognized as 
the dominant source of image lag for indirect-converting detectors.  
Especially indirect converting X-ray detectors based on amorphous silicon tend to have bad image lag 
behaviour. 
 
1.2. Example  
 
In 2012, we presented a new sampling order with the objective to correct time depending confounders 
(Reisinger et al. 2012) during the data acquisition task. Within this sampling order the angular steps 
are increased by factor n (10 < n < 40 in general). For such large angular steps the negative influence 
of the image lag effect is clearly noticeable. The larger the angular steps the higher the effect of image 
lag to the quality of the reconstructed image is to be expected. By regular equal distributed sampling 
over 360 degrees the angular step between two projections is given by 360 ° / m where m is the total 
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number of projections. Through modification the sampling order we stretch up the angular step by the 
factor n. The axis of rotation rotates n * 360 ° with an angular step of 360° * n / m while the phase of 
rotation will be shifted by 360 ° / m after each full rotation.  
 
Figure 1: Projection image (left) and reconstructed volume (right) of a cylindrical wire. Ghosting 
artifacts in the reconstructed volume are clearly visible which make an analysis or a dimensional 
measurement of object specific features hardly possible. 
To investigate the influence of image lag we performed measurements with and without image lag. 
Because the image lag decays exponentially we expect a negligible image lag level after skipping 
about ten frames. To achieve that we performed measurements with a various number of skipped 
frames. Figure illustrates the reconstructed slice of a cylindrical wire (see Figure 1) measured by the 
sampling order described above. It can be clearly seen, that the image on the left has inferior image 
sharpness than the one on the right. As exemplified on the image without skip ghost artefacts can be 
observed. Even worse, among the real object and its ghost artefact a second artefact, manifested as a 
blurred shade, can be noticed. Instead the image on the right has much sharper edges without any 
ghost artifacts. The degradation of image quality can also be seen in the illustrated graph bellow the 
images. It can be noticed that the edge-sharpness significantly decreases with absence of skipping. 
The image on the left shows a slice of the reconstructed image illustrated in Figure 1. The relevant 
measurement parameters are shown in  
 
Table 1. As to be expected, skipping frames reduces the image lag effect to the image quality. But 
skipping frames is not always feasible, for example in time critical measurements. 
 
Table 1: Relevant measurement parameters. 
Detector Varian PaxScan 2520D 
Total number of Projections 800 
Number of sampling rounds (stretch 
factor m) 
10 
Angular step between two projections 4.5 ° (0.45 * stretch factor m) 
Exposure time / frame 500 ms 
U 80 kV 
I 500 µA 
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Figure 2: Comparison of the image lag effect on the reconstructed image measured without (left) and 
with (center) skipping frames. The vertical grey value profile (region of interest is suggested with the 
red line-tracker with a width of 10 pixels in the reconstructed image on the left) on the right shows the 
different edge contrast levels. 
2. METHOD FOR IMAGE LAG DETERMINATION 
While the negative impact of the image lag to the quality of the reconstructed image has been shown 
above, we are going to explain the major idea for advancing the method for measuring the image lag. 
In order to get an accurate image lag measurement, we modified the measurement method from 
standard ASTM E 2597 – 07 (ASTM 2007). The image lag is defined as: 
 
Lagn = (In – IOffset) / (I0 – IOffset)  (1) 
 
where I0 is the intensity in grey values immediately before shutting down the X-rays, n = 1 is the first 
frame after shutting down the X-rays, I(n) as the residual intensity after shutting down the X-rays for n 
frames and IOffset as the intensity without any presence of any X-rays for a long time (classical offset 
image). A problem of the ASTM method is, that the tube shuts down at an unknown time point in frame 
n = 1. However, this greatly affects the image lag behaviour. The earlier the tubes shut down in frame 
1, the smaller the following image lag values. Due to the random shut down time, there is a bad 
repeatability with this method (Hofmann 2009). In addition to the standard (ASTM 2007), we are going 
to repeat the lag measurement procedure several times. As in Figure 3 illustrated we sampled the 
function Lagn (Eqn. 1) a certain times with different random distributed time phases. Thereby the time 
phase shifts are less or equal to one exposure time for one single frame. Finally we combine all the 
sampled functions in order to generate an oversampled/ sub exposure time sampled well fitted lag-
function. Thus we eliminate the need of synchronization shutting down the X-radiation with the 
detector read out task. 
 
Figure 3: Illustration of the phase shifted imag lag effect. The position in the exposure time window will 
be selected by random. 
3. RESULTS / DISCUSSION 
 
The image lag functions illustrated in Figure 4 has been generated with a Perkin Elmer (XRD 0820 
CN) detector as described above. We repeat the measurements for six times and sort them related to 
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their X-ray shut down time. Relevant measurement parameters: 132 ms exposure time per frame, 
2000 µA current and 50 kV voltage. 
  
  
Figure 4: The sampled image lag function. On the left the raw sampled data and on the right the phase 
shifted samples. 
4. CONCLUSIONS 
Within this paper we have shown that the effect of image lag can significantly decrease the image 
quality of the reconstructed image. An alternative method to measure the image lag has been 
introduced. The benefits of this method are simplicity, a high accuracy through temporal oversampling 
and no special hardware is required. The characterization of the image lag supplies the information for 
correcting the projections and thus to remove the ghost artifacts in the reconstructed images. This 
correction has to be developed, implemented and integrated into the data acquisition tasks.  
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ABSTRACT 
We describe a new method which simultaneously makes a tomographic of transmission electron 
microscopy (TEM) images series and aligns them without using fiducial markers. The issue is 
formalized as an inverse problem, that we solve by an iterative alignment-refinement process which 
alternates between (i) volume reconstructions and (ii) registrations of measured projections onto 
simulated projections computed from the volume reconstructed in (i). The process is initialized by 
using pre-registered projections, reducing strong shift between successive projections. The accuracy 
of our method is very satisfying; we illustrate it on simulated data.  
1. INTRODUCTION 
Electron tomography (EM) is a powerful characterization technique for the reconstruction of the 3D 
nanoscale structure of objects from a series of two-dimensional projections. A series of 2D TEM 
projections is acquired by tilting the specimen at various angles (usually in the range +/- 70, one 
projection every degree) around an axis perpendicular to the electron beam (see Figure 1). 
 
(a) 
 
(b) 
 
Figure 1: Data collection geometry in 3D reconstruction by TEM. (b) Tilt geometry: (X,Y,Z) coordinate 
system fixed. OZ is the optical axis. The OX,OY axes are parallel to the detector pixel rows and 
columns. The specimen port tilts around the tilt axis and angle θ. Due to mechanical imprecision, the 
specimen port may be shifted about Xt,Yt,Zt, and slightly tilted about βt,ψt,αt (along/around OX,OY,OZ 
respectively). 
Reconstruction techniques require a precise alignment of the different projections. Because of 
mechanical imprecision and magnetic lenses defocus and magnification, neighboring projections may 
differ by a shift, a slight tilt and a change in magnification (Frank 2006). Currently, the most common 
alignment technique uses markers' tracking. We deal here with the case where no such markers are 
used for alignment. This case can be handled by cross-correlation methods (Frank and McEwen 1992) 
or 3D model-based methods (Cop and Dengler 1990, Houben and Sadan 2011). In this paper, we 
propose a new method without the need for fiducial markers, which recovers in an accurate manner 
the alignment parameters and produces a good quality reconstructed volume. 
2. METHOD 
2.1. Initial alignment 
Prior to the general case (global alignment of M images), one needs to build an alignment method for 
parallel electron 
beams  
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2 images. Four transformation parameters are required: horizontal and vertical translations, rotation 
and scaling. These parameters define how an image It to be registered is transformed into a reference 
image Ir. We propose a method that determines the parameters of the geometrical transformations by 
minimizing the mean squared error (MSE) between Ir and It: 
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The ui are the pixels’ coordinates, R∆ϕ is a linear operator 
which interpolates its argument in order to apply a 
geometrical transformation of the image specified by the 
parameters ∆ϕ = (∆ux,∆uy,∆φ,∆s) corresponding 
respectively to the horizontal and vertical shifts of a 
translation, the angle of a rotation and the magnification 
scale. N is the number of pixels in the domain of interest 
(see Figure 2), which depends on ∆φ. In our application, 
∆ux ∈ [−W/2,W/2] and ∆uy ∈ [−H/2,H/2] with W, H the 
width and height of the image, ∆φ does not exceed ±2° 
and ∆s is in the range ±1.0%. 
Figure 2: Domain of interest: intersection 
of two images. 
 
We now turn to the case of a series of projections. The first image is chosen as the reference image. 
Each image is aligned with the previous image in the series, using the previously described alignment 
method; thus image shifts are sequentially compensated throughout the entire series. This method is 
more robust than standard cross-correlation methods. More details can be found in (Tran et al. 2013). 
2.2. Joint reconstruction and refined registration 
Generally speaking a tomographic issue is an attempt to relate an observed image (projections 
measurements) and an object to be reconstructed; such an issue can be represented by the following 
relationship:  
)2(tt exHI t    
where It corresponds to tomographic projections, as observed on the detector (for the t
th
 projection), x 
stand for the voxels belonging to the object,
t
H
a linear projection operator that characterizes how the 
projections are obtained from the object. The term et represents the errors due to the measurement 
noise and to the approximations of the model. 
 
The t
th
 projection, is fully characterized by 6 orientation parameters ϕt with respect to the instrument 
(source + detector): three translational ones: Xt,Yt,Zt, and three rotational ones corresponding to three 
Euler angles βt,ψt,αt (see Figure 1(b)). Since the considered system performs parallel projections, by 
an adequate choice of the axes (two axes OX,OY aligned with the pixels of the detector and the third 
one, OZ in the normal direction), 2 terms of translation Xt,Yt correspond to a translation of the 
projection; the third one, Zt, has an impact on the magnification of the projection; the angle of rotation 
αt (around OZ) corresponds to a simple rotation of the projection in the detector plane. 
2.2.1. Solution of the inverse problem 
The solution of the inverse problem is obtained by minimizing a cost function with respect to all voxels 
x and to all orientation parameters
M
1t}{  t
, where M is the number of projections: 
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For statistically independent measures, the cost function is given by: 
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with ft the likelihood term of the t
th
 projection. For example, for a Gaussian noise: 
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where the weight matrix is the inverse of the covariance matrix of the noise: W t = Cov(et)
−1
. The 
function fprior(x) strengthens the a priori on the voxels x; the functions ct(ϕt) introduce knowledge 
(measured or a priori) on the orientation parameters. A direct resolution of the problem as given by 
Eqn. 3 is impractical because it depends on too many heterogeneous parameters (voxels, translations 
and angles). Moreover, the cost function is multimodal. In principle, a global optimization method is 
necessary. We therefore split this difficult problem into sub-problems easier to solve and for which we 
have effective methods of resolution. 
2.2.2. Alternating optimization 
This method alternately estimates the voxels x for given positioning parameters ϑ and then estimates 
the parameters ϑ for given voxels x. This amounts to alternately perform volume reconstruction, and 
registration. As the voxels are considered fixed during the registration stage, each image can be 
registered independently (in parallel). 
1. Initialization. Choose initial orientation parameters ϑ
 [0]
 and let k = 0. 
2. Reconstruction. Estimate the voxels given the positioning parameters ϑ
[k]
: 
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x
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3. Alignment. For each projection, look for the best positioning parameters, with fixed voxels 
x
[k+1]
: 
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For a separable cost function f like the one in Eqn. 5, the parameters ϕt associated with 
each projection are determined independently (that is, in parallel): 
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4. Convergence test. If the algorithm has converged (e.g., the maximum magnitude of the 
translation alignment parameters is less than 1.0 pixels for two consecutive iterations), stop 
the iterations, otherwise increment k and return to step 2. 
3. RESULTS 
Let us consider the case of a single nanoparticle with single composition, embedded in a 
homogeneous support. Figure 3(a) shows a cross-section of such a sample, orthogonal to the rotation 
axis of the tilt stage. 142 simulated projections (256×256 pixels
2
) are created from −71° to +70°, using 
angular steps of +1°. Artificial misaligned images are created in order to simulate displacements of the 
sample, with horizontal and vertical random shifts in a range of at most ±30% of image dimensions, 
small random rotations (less than ±0.5°) and small random magnification changes (in the range 
±1.0%). The simulation is made more realistic by adding a Gaussian noise with zero mean and a 
standard deviation of σ ≤ 5.0 pixels is added to each projection image.  
The coarse alignment process (see Sec. 2.1) is applied on the simulated projection images to reduce 
strong shifts. From these pre-aligned projections, a first reconstructed volume is obtained by 
minimizing Eqn.5 with a Quasi-Newton optimization algorithm i.e., the limited memory (L-BFGS) 
method (Nocedal 1980), combined with total-variation regularization (Rudin et al. 1992). An accurate 
numerical model of projection (projector) based on cubic B-splines (Momey et al. 2011), is used, 
yielding much less approximation errors than standard distance driven projector (De Man and Basu 
2004). 
Fig. 3(b) shows a cross-section of the reconstructed volume corresponding to the cross-section shown 
in Fig. 3(a). The shape of the reconstructed particle is clearly distorted, due to the accumulation of 
errors in the coarse alignment process. This reconstructed volume is used to calculate simulated 
views. These views, now consider as reference images, are matched with each initial projection. By 
repeating this process a few numbers of times, the reconstruction quality is improved considerably. 
Fig. 3(c) shows the cross-section of the reconstruction using 2 iterations of refined registration 
process. It is already very clear that the quality of the reconstruction has improved considerably. Only 
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6 iterations are necessary to archive a good reconstruction (see Fig. 3(d)), which is nearly the same as 
the original phantom. The quality improvement of the reconstructed volume for different iterations of 
alignment process is shown in Fig. 3(e). In the current implementation of the code, the time spent for a 
reconstruction by optimization using L-BFGS, is about 3 hours for a volume of 256 × 256 × 256 voxels. 
This time can be reduced considerably by performing the reconstruction step by a standard 
reconstruction method as FBP, SIRT, ART, etc.; however, these methods cannot perform regularized 
reconstruction, a necessary step in order to reduce artefacts due to missing projections (limited angle 
geometry). 
 
 
 
(a) 
 
 
(b) k=0 
 
 
(c) k=2 
 
 
(d) k=6 (e) 
Figure 3: (a) Cross-section of the sample, orthogonal to the rotation axis of the tilt stage (original 
phantom). (b-d) cross-section of reconstructed volume for different iterations of refined registration 
process. (e) Values of MSE between the original phantom and the reconstructed volumes for different 
iterations. 
4. CONCLUSION 
An automatic robust registration and reconstruction method using an inverse problem approach has 
been presented. Our experimental results demonstrate that the proposed method yields accurate 
alignment and reconstruction for electron tomographic series without needing fiducial markers. We are 
now developing means in order to cope with missing projections by taking into account priors such as 
having a piecewise constant object with a very small number of phases. This strategy will be 
integrated in the alternating optimization process in order to improve the quality of the reconstructed 
object in spite of instrumental jitter. 
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ABSTRACT 
If an object undergoes structural changes during a CT-scan, artefacts are introduced in the 
reconstruction. Current methods that compensate for these changes assume a continuous 
deformation model, which is insufficient to capture the complexity of structural changes. In this paper, 
an iterative method is proposed that incorporates prior knowledge about the changing region in the 
reconstruction algorithm, which results in significantly more accurate reconstructions. 
1. INTRODUCTION 
If an object changes during the acquisition of the CT scan, the reconstructed image will be blurred. In 
the past, methods have been proposed to compensate for such changes (Nehmeh et al. 2008), such 
as phase-binning techniques in which the projections are ordered according to a breathing signal 
(Vedam et al 2003) to more advanced techniques that estimate the deformation during reconstruction 
and perform proper compensation in the projection (Mooser et al. 2011) or the reconstruction (Li et al. 
2006) domain. There is, however, no straightforward manner to extend these techniques to changes 
that cannot be modelled as a continuous deformation. 
Examples of such changes are scanned objects under an increasing pressure load, which may cause 
the object to abruptly change and form cracks because of high strain localization (Bésuelle et al. 
2006). The same situation can be found if one reconstructs objects with components that vaporize 
(Pires et al. 2005), if part of the object gets damaged due to the X-ray (Edward et al. 2009) or electron 
beam (Luther 2007) or if the saturation of water in soil is studied (Riedel et al. 2008). 
In all the above described situations these structural changes occur locally, while a large region of the 
object remains constant. If the region with structural changes is known, one can use this information to 
improve the reconstruction quality. The goal of this paper is to propose an iterative technique that 
incorporates this prior knowledge into the reconstruction algorithm and thus improves temporal/spatial 
resolution. 
This contribution is structured as follows. In Section 2, we briefly revisit some notation and concepts 
from computed tomography. Our proposed method is introduced in section 3. In section 4 we describe 
some numerical experiments to validate our algorithm, followed by a discussion in section 5. Finally, 
conclusions are drawn in section 6. 
2. NOTATION AND CONCEPTS 
This paper deals with algebraic reconstruction techniques, where the projection process is modelled 
as a linear operator and the reconstruction problem as a system of linear equations. Let x denote a 
vector consisting of N real-valued pixels, representing the object. The collected projection data is 
ordered in a vector p which we refer to as the sinogram or projection data. Each element pi of p can 
be modelled as the sum over all pixels j of aijxj (j=1,…,N). The weights aij usually represent the 
intersection length between pixel j and projection line i. Concatenating these equations for all pixel 
values into a large system of linear equation gives us Ax = p. This system is inconsistent due to noise 
in the projection data and discretization in the reconstruction domain. This is the reason why algebraic 
reconstruction methods typically try to minimize the projection distance ||Ax-p|| for a particular choice 
of norm ||.||. The simultaneous iterative reconstruction technique (SIRT) is an algebraic reconstruction 
method which is proven to minimize the projection distance ||Ax-p||R = (Ax-p)
T
R(Ax-p), where R is the 
diagonal matrix for which the diagonal is composed of the inverse row sums of the projection matrix A 
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(Gregor et al. 2008). 
3. METHODS 
In what follows, the proposed method will be explained using a parallel beam projection geometry. The 
same concepts can, however, easily be extended to other geometries. Since the goal is obtaining a 
reconstruction of the object at different time points, source and detector have to rotate multiple times 
around the object in order to have sufficient angular tomographic information at every time point. A 
standard approach is to reconstruct the scanned object using projection data obtained over the first 
angular range of 180°, the projection data associated with these projection angles are named p1. This 
is repeated t times, resulting in a sinogram p which is the vertical concatenation of all projection data 
p1,p2,…,pt. The final time-varying-reconstructed-object can then be formed as the collection of all 
reconstructions based on each individual pi (i = 1,…,t). We will refer to this approach as the 
conventional method. It assumes the object to be approximately constant during the acquisition of 
projection data over a 180° angular range; hence the only way to capture faster dynamics in the object 
is to reduce the number of acquisition angles per 180° rotation of source and detector. This, however, 
will result in poor reconstruction quality. Our proposed method allows a decrease in the number of 
projection angles per 180° rotation and still yields high quality reconstructions. 
We name our method region-based SIRT (rSIRT). The rSIRT algorithm is presented in the flowchart of 
Figure 1. In this illustration, we used the Shepp-Logan phantom where a structurally changing region 
was introduced in an eight-like shape. The time varying reconstruction x
(k) 
at iteration k of rSIRT is 
represented as a collection of reconstructions x
(k)
 = {x1
(k)
,x2
(k)
,…,xt
(k)
}. rSIRT starts from an initial 
estimate x
(0)
= 0. At the kth rSIRT iteration, one SIRT iteration (denoted by S1) is executed, using the 
full sinogram p and x
(k)
 as an initial estimate. The result of this iteration is set to zero in the changing 
region. For each part of the sinogram pi (i = 1,…,t), a SIRT iteration is performed and the result is set 
to zero on the constant region. Finally, these intermediate reconstructions are added to obtain x
(k+1)
 = 
{x1
(k+1)
,x2
(k+1)
,…,xt
(k+1)
}, which serves as initial estimate for the next rSIRT iteration. 
4. EXPERIMENTS AND DISCUSSION 
The rSIRT algorithm was validated on simulated data. A Shepp-Logan phantom with a structurally 
varying region in an eight-like shape of size 640x640 pixels was used, whereas the reconstruction was 
computed on a coarser grid of 128x128 pixels. Three time instances of this object are displayed in 
Figure 2(a-c). Another phantom with the same resolution set-up is displayed in Figure 2(g-i). This 
second phantom should resemble an object where fluid flows from one chamber into another during 
the scan. The high resolution phantoms are used to calculate 200 projections using a strip kernel (Kak 
et al. 2001). Poisson distributed noise was applied to the projections assuming an incoming beam 
intensity 10000 (photon count). Every 15 angular steps a full rotation of 180° was performed by source 
and detector, resulting in sinograms pi consisting of only 15 projection directions. As a measure for 
accuracy, the root mean square error (RMSE) between reconstruction and phantom was calculated. 
The experiments are summarized in Figure 2. Figure 2(e) and 2(k) are the regular SIRT 
reconstructions using the full sinogram p, without any form of compensation for the dynamics; hence 
this reconstruction process assumes the object to be stationary throughout the acquisition of the full 
sinogram p. Figure 2(d) and 2(j) display the conventional method reconstruction. The numerical 
(Figure 3) and visual (Figure 2) results clearly show the advantage of the proposed rSIRT algorithm. 
The conventional method clearly suffers from the limited data problem. Although the RMSE curve of 
the SIRT reconstruction on the full sinogram p is close the rSIRT RMSE curve, its reconstruction 
captures the object dynamics not in any way. Also, its reconstruction inside the varying region is 
blurred and gives no information when one wants to study the dynamics of a time varying object, as is 
the case in the examples discussed in the introduction. 
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Figure 1: Flowchart of the rSIRT algorithm 
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Figure 2: (a) phantom at t=t1, (b) phantom at t=t100, (c) phantom at t=t200, (d) conventional SIRT 
reconstruction after 50 iterations at t=t100, (e) SIRT reconstruction after 50 iterations at t=t100, (f) rSIRT 
reconstruction after 50 iterations at t=t50. (g-l) displays exactly the same as (a-f), but for a different 
phantom 
 
Figure 3: left: RMSE in function of iteration number for the phantom of Figure 2(a), right: RMSE in 
function of iteration number for the phantom of Figure 2(g) 
5. CONCLUSIONS 
The rSIRT algorithm is able to incorporate prior knowledge about constant regions in the object 
directly into the iterative reconstruction algorithm. This way it describes the scanned object accurately, 
while maintaining the degrees of freedom where necessary in order to obtain an accurate 
reconstruction. The method still assumes the object to remain constant during the acquisition of a 
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number of projection angles, but is able to decrease this number significantly in comparison to other 
methods and hence delivers a considerable improvement.  
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ABSTRACT  
We present a probabilistic approach for the reconstruction of tomographic data which works without 
user interaction nor additional (a priori unkown) parameters. It allows us to assess the fidelity of the 
reconstruction both for the whole slice as well as on a voxel-by-voxel basis in a reproducible and 
quantitative way. This is illustrated by simulated tomographic experiments and their respective 
reconstruction. 
1. INTRODUCTION 
During the last years, three-dimensional investigation of materials has become more and more popular 
in materials science. This development has been facilitated by powerful methods for volume 
reconstruction from a series of projected images as well as the increase of computational power. A 
continuing problem, however, stems from the fact that most reconstruction methods require extensive 
user interaction such as the optimization of reconstruction parameters or the determination of optimal 
segmentation thresholds. Moreover, although techniques to quantify the resolution of a reconstruction 
e.g. the Fourier shell correlation (Harauz 1986) have been developed, quantitative methods that 
assess the quality of a reconstruction on a voxel-by-voxel basis are still missing. This is surprising 
because artifacts in SIRT reconstruction can have a severe impact on the data quantification (Kübel 
2009). Therefore improved reconstruction and segmentation methods need to reduce the user 
interaction and to allow the assessment of the reliability of the results. Here we develop a Bayesian 
probabilistic approach that addresses these issues. 
2. PROBABILISTIC MODELING 
A Bayesian probabilistic approach aims to find the most probable (expressed by the function P(S|D)) 
specimen density configuration, S,   for a given projection data D. This so called maximum a posteriori 
probability (MAP) estimate (e.g. Sauer 1993) can be expressed using Bayes's theorem as 
 
S
MAP
 
= argmax
S
 P(S|D) = argmax
S 
 P(D|S) P(S) / P(D).     (1) 
P(D) is the probability for the data and has value one. The other two parts are described in more detail 
in the following paragraphs. However, instead of simply maximizing Eqn. (1) we draw a number of 
specimen configurations with high probability from the posterior probability distribution, P(S|D), using a 
Markov chain Monte Carlo algorithm (Habeck 2005, Mechelke 2012). This enables us to obtain a set 
of configurations that can be averaged and statistically analyzed. Our approach is different from other 
(iterative) techniques where a certain error measure is optimized resulting in a single solution. A 
statistical analysis of the sampled configurations allows us to introduce a confidence metric based on 
the entropy of every voxel. In addition, we use a Gaussian mixture model (GMM, see below) to 
segment the reconstructed data. No filters are used during the whole reconstruction and segmentation 
process. 
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2.1. The likelihood function P(D|S) 
P(D|S) is the likelihood function, which is the probability of observing the actual data if a certain spatial 
configuration of a specimen property, S, is assumed. This means that P(D|S) contains all the 
information of the experimental (projection) process. In the remainder, we will focus on absorption 
tomography of monochromatic radiation inferring an exponential decay of intensities upon traversing 
the specimen. Hence P(D|S) contains: the observed intensities, the probability of each detector pixel 
to detect a certain intensity, the projection geometry (here, but not necessarily, parallel), the number 
and angular intervals of sample tilts, and the physical process modifying the irradiated intensity within 
the sample, i. e. Beer-Lambert's law.  
2.2. The prior probability P(S) 
P(S ) is the probability distribution for the possible specimen configurations irrespective of the 
experimental data. This a priori knowledge allows us to reduce the number of configurations that have 
a high probability. In the most general case, absorption coefficients are continuous which excludes 
Markov random fields as prior probabilities (Wollgarten 2011). However, other priors might be used. 
Especially in materials science, the number of different sample species is often limited and hence the 
absorption coefficients concentrate in certain ranges. A Gaussian mixture model (GMM) expresses this 
prior information: 
P(q
j
,i)=w
i
 / (2 π s
i
2
)
0.5
 exp[-0.5 (q
j
 – m
i
)
2
 / s
i
2
 ],      (2) 
where P(q
j
,i) is the prior probability that the voxel-wise absorption coefficient q
j
 belongs to the i-th 
sample species whose distribution of absorption coefficients is a Gaussian with mean m
i
 and standard 
deviation s
i
. The weight coefficient w
i
 with Σ w
i
 =1, gives the fraction by which each Gaussian 
contributes, or the compositional fractions of the individual sample species, respectively. These 
parameters are determined by the k-means algorithm (Steinhaus 1956). 
3. RESULTS 
We test our algorithm by simulating a typical tomographic study of catalysts by transmission electron 
microscopy. A single (2D) slice consisting of carbon black and metal particles was assembled (Figure 
1). Sinograms were simulated for different numbers of projections, angular spacing and incident 
intensity (Figure 1). 
                          
Figure 1: (left) slice of 64x64 pixels used for simulation comprised of vacuum (black, q
j
=0 pixel
-1
), 
carbon (gray, q
j
=0.01 pixel
-1
) and metal particles (white, q
j
=0.03 pixel
-1
). (right) Simulated sinogram 
using an incident intensity of 4000 counts/pixel and 60 projections equally spaced across a tilting 
range of 177. 
The reconstructed slice is analyzed by calculating characteristic numbers to quantify the overall quality 
of the reconstruction as well as the confidence in individual voxel densities. Figure 2 shows the data 
obtained by our approach.  
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Figure 2: Different types of data obtained by the present approach: (1
st
 column) mean  absorption 
coefficients (scaling interval [0,0.03] pixel
-1
 for reproduction); (2
nd
 column) segmented data; (3
rd
 
column) segmented data plus labeled pixels of insufficient entropy. (1
st
 row) 60 projections across 
178.5°, 4000 counts/pixel of primary intensity; (2
nd
 row) 30 projections across 177°, 8000 counts/pixel 
of primary intensity. In this example prior information has not been used, as the primary intensities are 
high. 
 
The primary result is the reconstructed map of absorption coefficients, i. e. the calculated mean of 256 
sampled configurations (the respective standard deviation is obtained, too, but not shown here). The 
segmented data is obtained by classifying the formerly continuous data by means of a GMM initialized 
by a k-means calculation. The probabilities given by the GMM allow us to calculate the entropy, which 
in turn is used to mark regions of high entropy (i. e. insufficient confidence). Pixels with entropy values 
above a threshold of 0.1 are marked in red indicating those regions that are problematic in terms of a 
faithful segmentation. The entropy has been scaled such that a value of 1 corresponds to the case 
where (at least) two absorption coefficients posses equal probability (for a given pixel).  
 
The present example can be used to answer the question whether a high primary intensity or large 
number of projections is favorable in terms of the confidence in the reconstruction. The experimental 
parameters have been chosen such that in both variants the total dose on the specimen is kept 
constant. The resulting confidence maps indicate that fewer “bad” pixels are obtained if more 
projections are recorded though the primary intensity has been lowered. Note that this distinction is not 
possible by inspection of the reconstructed (continuous) absorption coefficients. By visual inspection 
both maps look quite similar. 
 
We currently investigate other prior distributions that might strengthen the reconstruction even further. 
4. CONCLUSION 
We present an algorithm that allows us to reconstruct tomographic data and, at the same time, 
provides a confidence metric. Because it takes full account of all of the available experimental data 
and does not require the knowledge of additional unknown parameters, it is totally unbiased and free 
of user intervention. In comparison to SIRT based algorithms, our method converges and the 
reconstruction quality (confidence) stays constant or even improves monotonously if the number of 
iterations is increased. Because the algorithm models the experimental conditions as realistically as 
possible, our reconstruction simulations can be used to determine those experimental parameters (e. 
g. voxel size, incident intensity, number of projections) that will lead to a desired confidence. 
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ABSTRACT 
This work investigates the performance of four unsupervised evaluation measures for the optimization 
of the user-defined parameter in the indicator-Kriging segmentation algorithm (Oh and Lindquist 1999). 
We focus on the application of this algorithm to micro-computed tomography (µCT) scans of porous 
media. Because ground truth segmentations were required for the set of test images, simulated 3D 
images were created based on  the image acquisition in µCT, starting from segmentations of real µCT-
scans. 
The tested unsupervised evaluation measures were the intra-class variance, Otsu's parameter, 
Zeboudj's parameter and the grey value contrast. The intra-class variance proved to be the most 
efficient at selecting an optimal segmentation parameter.  
1.  INTRODUCTION 
In the literature, a lot of attention has been given to the development of new segmentation algorithms. 
Comparatively, the methods for validating new segmentation algorithms have gathered less attention. 
In general, three types of validation can be discerned: visual validation, the use of supervised 
evaluation measures and the use of unsupervised measures (Zhang 1996, Zhang et al. 2007, 
Chabrier et al. 2006). Visual validation is intuitive but subjective and non-quantitative. Supervised 
evaluation measures on the other hand score evaluations by quantifying their likeness to a 
theoretically correct (“ground truth”) segmentation. These methods are objective and quantitative, but 
ground truth is not always available. Unsupervised measures score a segmentation by quantifying 
desired properties of the segmented image itself. These measures do not require ground truth, and 
can therefore be used for online segmentation evaluation and the optimization of free parameters in 
segmentation algorithms.  
This work investigates the efficiency of four unsupervised evaluation measures for the optimization of 
the free parameter in the indicator-Kriging (IK) segmentation algorithm (Oh and Lindquist 1999). The 
goal is bifold: increasing the performance of the algorithm and reducing subjectivity caused by 
parameter selection. The overall performance of the IK algorithm with automatic parameter selection 
was also investigated. As test images we used simulated µCT scans of porous media, because 
ground truth segmentations of real µCT images are hard to come by.  
1.1. The indicator-Kriging algorithm 
The IK algorithm is a locally adaptive segmentation algorithm. It takes into account the grey values in 
the neighbourhood of each voxel and the spatial correlations in the image. The method requires 
initialization with two histogram thresholds. To reduce the number of user-defined input parameters, 
Oh and Lindquist (1999) propose fitting a binormal distribution to the histogram using the expectation-
maximization algorithm. The two histogram thresholds can then be reduced to one input parameter. 
For this work the IK algorithm with expectation-maximization was implemented in the framework of 
Morpho+ (Brabant et al. 2011). 
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1.2. Unsupervised evaluation measures 
Unsupervised evaluation measures are usually based on one or more of the four criteria proposed by 
Haralick and Shapiro (1985): 
1. Regions should be internally homogeneous. 
2. Neighbouring regions should be significantly different in the properties in which they are 
homogeneous. 
3. Regions should be simple, without many small holes. 
4. Regions’ borders should be smooth and accurate. 
 
The four unsupervised measures were chosen based on Wang et al. (2011), Zhang et al. (2007) and 
Chabrier et al. (2006). Wang et al. (2011) already used the intra-class variance (ICV) of the pore 
space, a measure based on the first criterion.  
The ICV of a phase in the image is defined as the variance of the pore space grey values normalised 
by the variance of all the grey values in the image and divided by the relative abundance of that phase 
in the image. We always used the ICV of the phase which is least abundant in the image. 
Otsu's parameter (Otsu, 1979) can be calculated as the sum of the intra-class variances of the pore 
and the matrix space. It can be proven to be related to both the first and the second criterion of 
Haralick and Shapiro. 
The grey value contrast (GVC) is defined as the absolute value of the difference between the average 
grey values of the pore and the matrix space over the sum of these quantities. It is therefore based on 
Haralick and Shapiro's second criterion.  
In contrast to the three previously mentioned measures, Zeboudj's measure takes into account local 
information. It uses the local contrast at region edges to punish inaccurate borders, as well as local 
contrast within regions to punish undersegmentation. It relies on the first, second and fourth previously 
mentioned criteria to score segmentations. For its definition we refer to Zhang (2007). 
2.  EXPERIMENTAL 
2.1. Simulated µCT-scans 
To obtain representative µCT images with objective ground truth, eight simulated images were 
generated. Eight real µCT scans of porous media (2 aluminium foams, 2 soil samples, Bray 
sandstone, Savonnière limestone and 2 sand pack samples) were manually thresholded and 
remaining noise voxels were removed. These segmented images were used as input to a projection 
simulator developed at the UGCT (De Witte 2010). This software tool generates simulated 
radiographies from a digital sample by tracing X-rays from a simulated monochromatic point source to 
a simulated detector, through the attenuating sample. The sample is assigned an arbitrary attenuation 
coefficient and each phase is considered to be uniformly attenuating. For each sample, 361 
projections were generated and Poisson noise was added to them (the count rate was set to be 
between 600 and 1000). The X-ray source had a cone-beam geometry and the magnification was set  
so that the input and output images would match. Therefore, the input images can serve as objective 
ground truth images. Octopus software (www.octopusreconstruction.com) was used for the 
reconstruction. 
The procedure generates images with representative structure, noise and partial volume effects. 
Furthermore, the procedure can be extended to include other image artefacts typical for µCT, such as 
beam hardening artifacts (by using a polychromatic projection simulator, also developed at UGCT).  
An example of a simulated µCT can be found in figure 1. 
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Figure 1: On the left a slice from a manual segmentation of a real µCT scan of Bray sandstone, in the 
middle the corresponding slice in the simulated image and on the right the 3D simulated image. 
2.2. Experimental procedure 
For each simulated µCT-scan, a set of segmentations was generated by varying the free parameter 
(for the definition, see Oh and Lindquist, 1999) in the IK algorithm. The parameter was varied from 0.3 
to past the value where the two thresholds coincided, in steps of 0.3.  
To quantify the efficiency of the unsupervised evaluation criteria, each parameter's similarity rate of 
correct comparison (SRCC, Chabrier et al. 2006) was calculated over all segmentation sets. The 
SRCC of an unsupervised parameter indicates the rate with which that parameter is able to select the 
“best segmentation” (defined as the one with the lowest percentage of wrongly classified voxels) out of 
a pair of segmentations from the same image. We also indicate whether or not each unsupervised 
evaluation measure is able to select the overall best segmentation out of a set of images.  
Finally, the overall performance of the IK algorithm with automatic parameter selection is determined 
for the simulated µCT scans.  
3.  RESULTS AND DISCUSSION 
Somewhat surprisingly, the ICV turned out to be the most efficient at selecting the best from a pair of 
segmentations (see figure 2), while Zeboudj's measure seems to be more theoretically funded. 
 
Figure 2: SRCC of the tested unsupervised 
evaluation measures 
 
 
 
 
Figure 3: Fraction of images for which the 
evaluation measures select the optimal 
segmentation 
 
It is also useful to check whether a measure is able to select the optimal segmentation from the whole 
set (figure 3). The ICV and the GVC measures score best. Zeboudj’s measure only selected a different 
optimal segmentation from these two measures in one image case. 
 
However, the ICV of the phase that is most abundant in the image turned out to follow the opposite 
trend of the ICV of the least abundant phase, i.e. it would select the worst segmentation from the set 
instead of the best. Therefore, the ICV was determined to drop in SRCC as the porosity approached 
50%, since there is a transition zone between the ICVs of the two phases being good evaluation 
measures. 
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The average percentage of misclassified voxels of the IK algorithm with automatic parameter selection 
was 1,62 % for the tested images if the ICV, the GVC or the Zeboudj measure were used for 
parameter selection (Zeboudj selected a different parameter only once, and in this case the 
segmentation it selected was hardly discernible from the one selected by ICV and GVC). With the 
Otsu measure, the overall percentage of misclassification was 1,74 %, however it failed completely for 
one out of eight images (the results for this image were left out of the average). For comparison, the k-
means clustering algorithm (after application of a median filter) misclassified 2 % of all voxels on 
average and completely failed to segment one of eight images (result was left out of the average).  
4.  CONCLUSIONS 
 In this study, the intra-class variance of the least abundant phase in the image gives the best results 
out of the tested unsupervised segmentation evaluation measures for automatic parameter selection in 
the IK algorithm with expectation-maximization. However, if the porosity is close to 50 %, it breaks 
down and it would be better to use the Grey Value Contrast or Zeboudj's measure. The IK algorithm 
with automatic parameter selection is determined to be more accurate than k-means clustering after 
median filtering.  
It should be noted that further tests (i.e. more test images) are needed to generalize the results in this 
abstract. 
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ABSTRACT 
The use of glass as an interposer substrate material is becoming more popular, since it allows for 
more cost-effective production and the material characteristics of glass are able to be tailored to 
specific electronics applications. Corning has developed methods to create both blind vias and 
through-hole vias in a variety of glass compositions, dimensions, and geometries. Non-destructive 
measurements are desired to provide feedback during the development process. One method that has 
potential is computed tomography, as it is non-destructive, has minimal sample preparation, and can 
provide both dimensional and morphological information. Samples were prepared with different via 
depths and then analysed by CT (sub-micron and single micron voxel sizes), confocal fluorescence 
microscopy, and interferometry. Results indicate that CT tracks well with the other techniques and can 
provide the desired information; however, sample dicing and undesired color changes prevent CT from 
becoming widely used for glass substrate inspection at this time.    
1. INTRODUCTION 
Over the past several years, glass has become a popular alternative to silicon as an interposer 
substrate in 2D and 3D integrated circuit architectures. Glass has several attributes that make it 
amenable for use as an interposer material, including its high resistivity, low dielectric constant, low 
electrical loss, and alterable coefficient of thermal expansion. Additionally, using the Corning fusion 
process to form glass provides superior surface roughness characteristics, low warp and bow, process 
scalability, thickness variation control, and removes the need for a polishing step, which are important 
considerations for interposer materials.  
 
Corning has developed methods to create both blind vias (Figure 1) and through-hole vias in a variety 
of glass compositions, dimensions, and geometries. After creating an array of features, the features’ 
identifying characteristics are measured using an optical coordinate measuring machine. A variety of 
feature surface characteristics such as diameter, circularity, and x- and y-location are measured; 
however, it is difficult to gauge the depth of blind vias as the focal location for the system is fixed 
during measurement. It is also challenging to measure the interior surface variation within the blind 
vias. Several methods can be used to characterize the depth and/or interior surface of blind vias, but 
these methods tend to be destructive, involve labor intensive sample preparation, provide only depth 
measurement, or are impractical for scanning more than a few holes. Computed tomography (CT) is 
non-destructive, has minimal sample preparation, and can potentially encompass the entire sample in 
the field of view, eliminating the need for multiple scans.  In this report, nano-CT was used to 
characterize the depth and interior surface of blind vias over several different samples and the results 
compared to interferometry and confocal fluorescence microscopy measurements. This is the first 
such time that this type of study on samples containing blind vias in glass substrate has been 
published, to the authors’ knowledge. 
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Figure 1: Optical image of blind vias. Vias are ~ 300 µm deep and ~ 30 µm in diameter at the surface. 
Courtesy of G. Piech, Corning Incorporated. 
2. EXPERIMENTAL 
The blind via sample has a pattern of four squares, with each square section possessing different 
nominal via depths. Each square contained a total of 400 vias in a 20 x 20 matrix. Metrology data 
(entry diameter, circularity, x- and y-location) was collected on the samples prior to CT scanning, using 
an optical coordinate measuring machine (Summit 650Q, VIEW Micro-Metrology, Tempe, AZ, USA) 
(data not shown). Samples were subsequently diced into strips (~ 2 mm wide by ~ 50 mm long) to 
reduce the CT scan time and enable high resolution scanning.  
 
The CT system used in these experiments is the Versa XRM-500 (Xradia, Pleasanton, CA, USA), 
located at Cornell University Imaging Multiscale CT Facility (Ithaca, NY, USA). It is an x-ray 
microscope capable of collecting sub-micron resolution volumetric data. It features a turret of 
objectives, allowing for optical magnification in addition to the traditional geometric magnification used 
on most industrial- and research-grade CT systems. The source energy ranges from 30 kV to 160 kV, 
with a maximum power of 10 W. The CT scan parameters are given in the table below. 
 
Table 1: Scan parameters for the blind via samples. The voxel size, exposure time, and projections 
varied depending on whether low resolution (single micron voxel sizes) or high resolution (sub-micron 
voxel sizes) scans were performed. 
Standard image analysis techniques were used to determine the blind via dimensions. Image 
processing and analysis were performed in ImageJ (National Institutes of Health, Bethesda, Maryland, 
USA). Once the volumetric data was loaded, the slices were manually scanned to determine which 
images best represent the maximum depth of the vias in each row. One to three representative vias 
from each row were then used to calculate the depth of the vias, by multiplying the voxel size by the 
number of pixels. The average via depth and standard deviation for each square were calculated from 
this data. Qualitative visual inspection of the slices was performed to determine morphology and 
shape variability.        
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Depth and internal surfaces were further characterized using confocal fluorescence microscopy and 
interferometry. The confocal fluorescence measurements were acquired on a Zeiss LSM 710 Laser 
Scanning Confocal Microscope (Oberkochen, Germany). The voxel size was 0.42 µm in x and y and 
1.01 µm in z, and the objective used was Plan-Apochromat 20x/0.8 M27. The laser wavelength for 
excitation was 633 nm. The interferometric data was collected by Tamar Technology, using their 
WaferScan system with HRT 3000 software (Newbury Park, CA, USA). Samples were measured in 
static mode with 5x magnification (15 µm spot size, height resolution of 0.5 µm). The refractive index 
was set to 1.5 for the measurement. Analogous image processing techniques were used to determine 
via depth from these measurements.  
3. RESULTS AND DISCUSSION 
Several samples were scanned to determine via depth, variability, and morphology. Due the amount of 
data collected, a select set is presented for discussion. 
 
The sample has a pattern of four squares, with each square section possessing different nominal via 
depths. Samples were diced after optical metrology to enable high resolution scanning. Figure 2 
displays low resolution (2.4 µm voxel size) and high resolution (600 nm voxel size) images from one of 
the sample sections. The average via depth and standard deviation are indicated for the low resolution 
section. Since each square of the sample pattern has a different nominal depth, which can range 
across several hundreds of microns, the sub-micron voxel sizes (and the necessary limitations this 
places on the detector’s field of view) cannot encompass the full via depths for all the samples. For 
measurement consistency, only the low resolution images (1.2 to 2.4 µm voxel sizes) were used for 
the dimensional measurement determinations. Artifacts were not taken into account during this 
analysis as they did not impact our ability to visually determine via morphology and variability.   
 
Figure 2: Low resolution (left) and high resolution (right) CT images from a section of the blind via 
sample. The average depth is calculated from one via depth measurement in each row; there are 20 
rows total in each section. Scale bars are 100 µm. Scan parameters: 80 kV, 2.4 µm voxel size (low 
resolution), 600 nm voxel size (high resolution). 
Figure 3 is representative data from the confocal fluorescence measurements (left) and interferometry 
(right). Confocal microscopy is an imaging technique that improves upon conventional wide-field 
microscopy by eliminating of out-of-focus illumination and tightly controlling the depth-of-field, resulting 
in sharp, detailed images that can be reconstructed into a 3D representation. A fluorescing agent is 
used in conjunction with confocal microscopy to provide additional contrast and highlight small 3D 
features. The infrared interferometric method measures the thickness of the entire sample as well as 
the distance between the bottom of the sample and the bottom of a given via, by determining the 
phase difference between the reflected waves. The difference between these measurements provides 
the via’s depth. Confocal measurements provide both depth and shape information, while 
interferometry can only provide depth measurements. The average depth of the sample section shown 
is 187.2 µm ± 4.5 µm (confocal) and 190 µm ± 3.0 µm (interferometry), which tracks well with the data 
obtained by CT (200 µm ± 5.2 µm). This trend is observed for all of the measurements performed on 
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the blind via sample. The morphology data, which indicates that the vias are bullet-shaped, also agree 
across the methods that can provide this information.  
 
 
 
 
Figure 3: Data from confocal fluorescence measurements (left) and interferometry (right). 
Interferometric data is shown for a single row (horizontal, blue trace) and column (vertical, pink trace) 
in the sample. 
4. CONCLUSIONS 
CT enables the visualization of the morphology and dimensions of blind vias in glass substrates, 
providing useful information for via-forming process development. Additional methods such as 
confocal fluorescence microscopy and interferometry support the results obtained using CT. It should 
be noted, however, that in order to obtain sub-micron resolution CT images, the samples needed to be 
diced to reduce the sample dimensions, and glass samples become brown when exposed to x-ray 
radiation. These factors currently prevent CT from being implemented for routine inspection of blind 
via samples; however, CT still provides valuable information during the research and development 
phase.      
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ABSTRACT 
Fibre reinforced plastic is because of its stability and lightweight one of the main leading materials for 
the future. Because of its inner structure, 3D texture analysis is one appropriated analysis tool. The 
adaption of a 2D texture analysis algorithm to a 3D version has shown promising results by evaluating 
computer tomography data of fibre reinforced plastic. First tests have proved that the algorithm is able 
to detect errors and fibre orientation. 
1. INTRODUCTION 
1.1. Fibre reinforced plastic 
Fibre reinforced plastic is plastic in which fibres are inserted to give it more stability. As material for the 
fibres carbon or glass are mostly used, but sometimes also aramid. 
So fibre reinforced plastic is at the same time lightweight and stable. This makes it very interesting for 
automotive and aircraft industry, where this material is already used for small series (Lässig et al. 
2012). The stability is very important for the safety and the lightweight is important for the energy 
efficiency. Real usable electric vehicles will not be possible without using lightweight stable material. 
But also in other industries like wind energy or sport materials, fibre reinforced plastic is used (Lässig 
et al. 2012). All in all fibre reinforced plastic is one of the main leading materials for the industrial 
future. 
In order to spread and increase the use of this material, it is absolutely necessary to achieve mass 
production. By developing adequate production methods for this purpose one important point is quality 
control. The most detailed information about the quality of fibre reinforced plastic is achieved with 
computer tomography (CT). With CT one gets especially information about the inner structure and 
inner defects. To analyse this amount of information 3D texture analysis is an appropriate tool. 
1.2. 3D texture analysis 
One common definition says: “An image texture is described by the number and types of its primitives 
and the spatial organization or layout of its primitives” (Haralick 1979). In 2D image processing the 
primitives are pixels and the types are their gray values or colours. The spatial organization refers to 
the term structure. Structures and patterns are the way the human eye recognises texture. Defects 
can be seen as variety of the basic structure. This property of texture is already used in 2D image 
processing for automatic defect detection (Pannekamp 2005), as you see in the pictures below (Figure 
1 and Figure 2). 
The basic structure of fibre reinforced plastics is defined through the fibres and their spatial 
organisation. Defects are varieties of this basic structure. This makes texture analyse a very useful 
tool for checking the quality of a fibre reinforced plastic product.  
For analysing the whole product and not only the surface, a 3D image (voxel volume) is created by a 
computed tomography scan. In this case the primitives are now voxels, and no longer pixels, and the 
spatial orientation is extended to three dimensions.  
The aim is to extend existing 2D algorithms to 3D data evaluation and develop new 3D algorithms, 
which enable automatic analysis of a part by its 3D texture. The adapted 2D algorithm was developed 
by Chen and Pavlidis (Chen 1979). Its basic idea is to split the 2D image first into small parts. Then 
the texture of each small part is compared to the texture of the small parts in its neighbourhood. If they 
have the same texture the parts are merged to a new segment. By continuing this process one 
receives at the end a texture segmented image. This algorithm has been adapted by using small 
volume parts instead of 2D image parts. The texture information stored for each segments, can be 
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used for defect and fibre orientation detection. First test results show the general feasibility of this 
procedure. 
 
     
Figure 1: Image of industrial part (left),   Figure 2: Image of cork tile (left),  
detected impact damages (right)   detected defect (right) 
2. RESULTS AND DISCUSSION 
The implementation of a new 3D texture analysis algorithm shows promising results for automatic 
defect detection and analyses of fibre orientation. All 3D volumes shown in this section have been 
provided by RayScan Technologies GmbH. 
2.1. Defect Detection 
In Figure 3 (on the left side) a slice through a 3D volume data set of a fibre reinforced plastic part with 
some cracks is shown. These cracks are defects which affect the stability and usability of this part. 
The texture of the whole volume (not only one slice) has been analysed. The result is also shown in 
Figure 3 (on the right side). It shows an obvious correlation between texture difference and the cracks 
in the part. So it is possible to detect the position and size of cracks by 3D texture analysis. 
 
   
 Texture difference from low to high 
Figure 3: Slice through volume data of fibre reinforced plastic part (left), marked texture difference 
(right) 
2.2. Fibre Orientation 
Not only defects like cracks can affect the properties of fibre reinforced plastic. Fibre orientation is one 
of the most important product information. The right or wrong orientation has strong positive or 
negative effects on the stability of the part. 
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It turned out that from the 3D texture analysis the fibre orientation can be extracted. In Figure 4 (on the 
left side) a fibre reinforced plastic cube is shown. The extracted orientation is also shown in Figure 4 
(on the right side). Explanation of the used colours is described in Table 1. The correlation between 
the extracted information and the real orientation can be seen even more clear if a slice through the 
cube (Figure 5) is inspected. 
 
   
Figure 4: 3D View on fibre reinforced plastic cube (left), marked orientation (right) 
 
Table 1: Colours describing fibre orientation 
 Orientation in direction of… 
  ...x-axis 
  ...y-axis 
  …z-axis 
  ...(1,0,1) or (1,0,-1) 
  ...(0,1,1) or (0,1,-1) 
  ...(1,1,0) or (1,-1,0) 
  ...(1,1,1), (-1,1,1), (1,1,-1) or (-1,1,-1) 
 
   
Figure 5: Slice through cube (left) and orientation (right) 
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3. CONCLUSIONS 
Even if some defects are visible without using analysis tools, it is absolute necessary for automatic 
defect detection and analysis of fibre reinforced plastic to develop adequate analysis tools. Such 
analysis tools can offer not only qualitative information, but also quantitative information, like size of a 
defect or orientation of fibres in degrees. 
The developed 3D texture analysis tool is one step in the right direction. The advancement of this tool 
and the development of other automatic tools will be an important contribution to bring fibre reinforced 
plastic in large-scale production.  
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ABSTRACT 
Micro-CT (X-ray microtomography) is a non-destructive technique that can provide information of 
internal structure of materials. It is very attractive in materials science field since the microstructure 
affects macroscopic properties of a material. This method has great potential when dealing with 
materials having complex structure, where high variability of characteristics exists. This paper 
describes an experimental procedure for evaluating structure of knitted fabric, used for reinforcements 
in polymer composites, at mesoscopic scale. The 3D geometry of the undeformed knitted fabric is 
determined experimentally using X-ray tomography. Size and orientation of cross-sections for glass 
and steel knitted fabric and yarn paths are obtained. Described methodology can be applied for 
determining knitted fabric structures, results can be used for further micromechanical modelling. 
1. INTRODUCTION 
Computer tomography, initially implemented in the medical field, today is widely used in materials 
research and its contribution to the study of composite reinforcements for composites is very 
promising (Boisse 2011). Comprehensive review of X-ray microtomography applied to materials can 
be found in (Stock 2008). The advantage of tomography is possibility to make 3D observation inside 
the sample (Desplentere 2005), that is not possible with the standard microscopy techniques. For 
instance, cross-sectioning samples can be difficult and almost impossible in the case of dry 
reinforcements (non-filtrated preforms). Although adding resin can keep the preforms in position, it 
may also distort their original geometry. Tomography offers the major advantage of not having to touch 
or modify the specimen to internally observe it (Boisse 2011). Nevertheless, X-ray microtomography, 
often called micro-CT, usage for dry textile has its own challenges, especially when dealing with 
complex structures as knitted fabric, where yarns are looped. The geometry of textile reinforcements in 
their unloaded state is highly variable due to the unconstrained nature of this state. In practice, 
significant geometric differences may exist between two cross-sections observed in two different unit 
cells of the same fabric (Boisse 2011). Even for relatively simple (comparing with knitted fabric, where 
yarns are highly curved) woven fabrics complexity of the initial structure is observed, especially in case 
of laminates (Badel 2008 and Vanaerschot 2013 Barburski 2009). In knitted fabric high variability of 
the cross-sections shape can be observed also within one unit cell.  
The mechanical properties of knitted fabric reinforced composites are determined by their 
microstructure. Therefore, it is important to characterize and to analyze the microstructure of knitted 
fabric reinforcement. The existing experimental photographic techniques (for example Ruan’s or 
Gommers’s techniques) can only be used for simple and planar (two dimensional) knitted fabrics. They 
are not appropriate for complex and 3-dimensional knitted fabrics. (Pandita and Verpoest 2003). 
Tomography technique provides three-dimensional images of weft knitted fabrics and a set of sliced 
pictures (cross-sections) that can be used for future analysis. The objective of this paper is to present 
a technique for the determining initial geometry, namely the shape and dimensions of the cross-
sections of weft knitted fabric at a mesoscopic scale (the scale of the yarns) using X-ray 
microtomography data, therefore real structure of the textile is obtained. Using this data, 
micromechanical modelling of the textile and composite, reinforced with this textile, can be done more 
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precisely. 
2. MATERIALS  
In this study two types of samples were observed – weft knitted fabric from glass yarn with relatively 
large course (C) and wale (W) number (thus glass knitted fabric is loose and extremely flexible) and 
steel fibres fabric with higher density of loops. The properties of materials are generalized below 
(Table 1).  
 
Table 1: Material parameters 
Parameter, unit Steel weft knitted fabric Glass weft knitted fabric 
Knitting pattern Jersey Single Jersey 
Density, loops/cm 
wale  9.23±0.05 1.2±0.3 
course  8.21±0.05 2.7±0.3 
Yarn linear density, tex 179.2± 3.1 300
a
 
Fabric areal density, g/m
2
 950±5 178±8 
Thickness, mm 1.10±0.07 1.4 ±0.09 
a 
According to the manufacturer 
 
E-glass roving with the linear density 300 tex was supplied by the Latvian company JSC "Valmiera 
Glass Fibre" ("Valmieras stikla šķiedra"). Plain weft-knit fabrics were manually produced on a flatbed 
type knitting machine. Second type of weft knitted fabric made from extremely fine steel fibres (12 μm 
diameter) that are spun into yarns were supplied by the N.V. Bekaert S.A. from Belgium. 
Studied fabrics were impregnated with glue to make samples stiff and then cut. Sample have to be cut 
into possibly smallest piece, but so that at least one full loop can be observed. Size of the investigated 
samples in our case was about 18×40 mm (width×height) for steel knitted fabric and 16×27 mm for 
glass fabric, but it should be mentioned, that size of the samples may vary to obtain optimal resolution. 
Cut samples were positioned on a rotating object holder. 
3. EXPERIMENTAL 
The principles of the technique can be found in (Boisse 2001, Salvo 2010); in this paper we will shortly 
describe only main properties of the microtomography procedure, post-processing of the raw data and 
analysis for knitted fabric. 
3.1. Sample tomography scans 
The tomograph used in the present study is a SkyScan 1172 (ver. A), located in the KU Leuven, in 
Department of Metallurgy and Materials Engineering (MTM). For the glass knitted fabric, X-ray source 
voltage is set to 59 kV and current to 167 µA to acquire high quality images with pixel size of 4.87 µm. 
Filter used for this scan is Al 0.5 mm. For the steel knitted fabric parameters are set to 100 kV and 
100 µA to acquire 3.13 µm pixel size; Al+Cu filter was used. 
 
a) b) 
Figure 2: 3D reconstructed volumes of the samples (a) steel knitted fabric; (b) glass knitted fabric 
The duration of scans depends of sample size and parameters used and in our case it was about 1 h 
and 25 min for each sample. The micro-CT scan provides a series of radiographs of the sample, 
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obtained by rotating it. Set of equally spaced 2-D cross-sections (slices) are obtained using SkyScan 
reconstruction software NRecon. 3-D volume representation of a sample can be obtained using 
volume rendering software CTVox. It is seen, that reconstructed volume of the textiles (Figure 2) is 
realistic and detailed. Diameters of one fibre is about 9 μm for glass and 12 μm for steel, therefore with 
pixel size used in this study single fibres are not distinguishable, but mapping of the yarns is good. 
3.2. Data postprocessing – cross-section shape and yarn path coordinates 
The tomography inspection on the studied samples and processing (with NRecon software) results in 
approximately 2100 slices for each fabric. These slices are saved into a JPG file format, position of 
each slide is known. 
The image analysis procedure for estimating area of cross-sections at a given geometric configuration 
consists mainly of 2 steps: identifying region of interest and then defining shape, geometric centre and 
area of the observed yarn. Region of interest in our case was one full loop of the yarn. 
Measurements are done on a set of chosen transaxial and sagittal cross-section images of the fabric. 
ImageJ software was used for measuring. Analysis of saved 2-D jpg images is done according 
following sequence: 
1) Cross-section of the studied yarn is thresholded;  
2) Area of the highlighted cross-section is measured with limitation to thresholded pixels;  
3) Function “fit ellipse” is applied to create elliptical shape of the thresholded area of the yarn cross-
section.  
The fitted ellipse has the same area, orientation and centroid as the thresholded selection. The same 
fitting algorithm is used to measure the major and minor axis lengths and angle between major and 
horizontal axis. In two yarn contact region cross-section of the yarn of interest was separated 
manually, that can be real challenge in case of more complicated knitted structure. Thresholding is 
done to segment grayscale images into features of interest and background and to highlight shape. 
Lower and upper threshold values were chosen manually. Therefore we determine areas and shape 
describing dimensions both for thresholded area and fitted ellipse.  
4. RESULTS AND DISCUSSION 
In this paper the microstructure of knitted fabric, namely a unit cell (or yarn in unit cell) is identified by 
the tomography technique and then analysed. Comparison of measures areas (thresholded area, 
fitted ellipse) is done to estimate accuracy of measurements and influence of thresholding. For 
example, if the manually chosen level of thresholding is shifted by ±10 grey-value, then area of the 
cross-section fitted ellipse changes by approximately 7-15%.  Using X-ray microtomography raw data 
postprocessing and analysis, coordinates of yarn path in the knitted fabric was found, shape and 
dimensions of cross-sections was measured and geometrical model was build (Figure 3b). This model 
corresponds the structure of the real weft-knitted fabric, where more elliptical cross-sections with 
smaller, than in loop head and legs, areas are observed in two yarn contact zone. 
 
a)  b) 
Figure 3: (a) Yarn middle line (b) 3D geometrical model, based on micro-CT scan data 
To take benefit of 3D structure of the data, yarn cross-section area and shape, obtained from 2D 
measurements, can be corrected with measurements made in section, perpendicular to the yarn path. 
Comparing with traditional destructive technique, used for microstructure observation, micro-CT scans 
don’t require significant pre-treatments like serial sectioning, polishing. Thereby X-ray 
microtomography usage can provide more accurate measurements. More studies needed to precisely 
evaluate thresholding influence and to suggest the best auto-threshold method. We can suggest that 
X Y Z( )
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micro-CT analysis can improve understanding of geometry evolution during deformation processes. 
Future step of this research is obtaining geometrical parameters for different yarns, comparison of real 
structure with structure obtained using textile geometry modelling software and further 
micromechanical analysis. 
5. CONCLUSIONS 
This paper illustrates the possibilities of microfocus computer tomography in materials research, 
namely for defining geometrical properties of knitted fabric. X-ray micro-tomography is a powerful tool 
to obtain 3D data and 2D images that can be used for geometrical simulation of real fabric. An 
approach has been proposed for describing experimental geometry of knitted fabric. The approach 
includes sample preparing, micro-CT scan and postprocessing of data. This procedure has been 
validated as a tool for identification of structure for weft knitted fabric. The yarn path and cross-section 
area of weft knitted fabric have been obtained. Further analyses are currently performed to obtain and 
compare data for different weft knitted fabric. Another ongoing aspect of this work is defining shape 
and orientation of cross-sections in 3D to measure cross-sections perpendicular to yarn path. Finite 
element model of knitted textile reinforcement can be developed based on tomographic observation of 
the sample. Micro-CT method can also be used to analyze of textile fabric structure evolution under 
different deformation. 
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ABSTRACT 
Materials displaying a pseudo-brittle behaviour have been well studied over the past decade (Landis 
et al. 2007, Chateau et al. 2011) and the characterization of the cracks network appearing during 
loading has become nowadays an important step for the understanding of their damaging behaviour. 
The aim of this work is to characterize, in the finest available way, this network in 3D using X-ray 
computed micro tomography. This was achieved: 1) by designing an in-situ compressive device which 
maintains a sample in a cracked state during micro tomographic data acquisition and, 2) by processing 
the images with relevant image filtering techniques for a better cracks network characterization. Two 
parameters of choice are then measured: the cracks network surface and volume. This work is the first 
step of a global procedure which aims to numerically model the mechanical behaviour of pseudo-brittle 
materials by using real 3D crack geometry. 
1. INTRODUCTION 
A sample made of mortar was scanned at different damaging stages using an in situ compressive 
device. X-Ray computed micro tomography (XCMT) acquisitions were done at each compressive 
steps and an image procedure was chosen for image quality enhancement. The aim is to identify, in 
the most effective available way, the cracks network inside the sample and measure surface and 
volume quantities. Two kinds of acquisitions were made: the first one consists in a 3D mapping of the 
linear attenuation coefficient and is called transmission micro tomography; the second, called phase 
contrast micro tomography, takes into account both the linear attenuation and the phase deviation of 
the signal which is especially relevant at the matrix/crack interfaces. Both were made at ESRF ID 19. 
Once data are reconstructed using a filtered back projection algorithm and artefacts such as photon 
scattering and ring artefacts are suppressed, an image processing procedure is applied on both 
transmission and phase contrast volumes. This procedure consists in: 1) an image processing with 
filters commonly used such as median filter and anisotropic diffusion filter followed by an automatic 
thresholding method based on a maximum entropy thresholding and 2) an elimination of the smallest 
connected components to improve the accuracy of the cracks network identification. Finally, surface 
area and volume of cracks network are estimated in the whole volume and a comparison is made 
between transmission and phase contrast acquisitions. 
2. EXPERIMENTAL 
2.1. X-ray Computed Micro tomography (XCMT) 
XCMT is a non-destructive technique allowing identification of materials internal geometry thanks to X-
ray interactions with matter analysis (Baruchel et al. 2000). Experimentally, it consists in taking a set of 
radiographies for many angular positions of a sample which are then processed using a filtered back-
projection algorithm in order to obtain 3D images of the internal structure of the sample. 
2.2. Materials 
Pseudo-brittle materials display a mechanical behaviour between brittle and ductile materials (Figure 
1). Like brittle materials, their total deformation is limited, and it is assessed that no plasticity effects 
occurred in their vicinity. Nonetheless, a damaging area exists during which cracks propagation 
occurs. It is then possible to stress such materials in order to scout cracks propagation mechanisms. 
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The chosen samples are cylinders (Diameter = 8 mm and Height = 10 mm) of mortars made of 
Portland cement paste with glass beads inclusions of 2 mm diameter. In such materials, a parameter 
of interest is the fracture energy GC, which can be estimated using (Eqn. 1). Hence, knowing the 
loading mode and the crack surface area it is possible to experimentally estimate the potential energy 
of the system π, and the increment in surface area dA (Landis and Nagy 2000). That’s why the 
following image processing procedure aims to enhance the surface area measurement. 
 
Figure 1: Comparison of pseudo-brittle material behaviour with ductile and brittle material during a 
compressive/tensile test. 
    
   
  
     (1) 
2.3. In situ compressive device 
An in situ compressive device has been designed. Its key features are: 
- A compact actuator for a possible use in laboratory micro tomographic device. This actuator provides 
great strength on short range which is especially useful for pseudo-brittle materials damaging. 
- A set of sensors for test monitoring and a feed-back loop. A displacement feed-back loop is indeed 
available in order to maintain the sample in the most stable state during XMCT acquisitions. An 
acoustic sensor is also available. While loading the sample, if a strong enough acoustic signal is 
detected, meaning a crack has appeared or propagated, the feed-back loop becomes active and the 
position of the upper tray is stabilized for data to be acquired. 
Specificities of the in situ device are summarized in Table 1.  
 
Table 1: Specificities of the in situ compressive device 
Specificity Numerical value 
Maximum strength 5000 N 
Maximum displacement range 1 mm 
Displacement accuracy <1 µm 
 
2.4. Data acquisition 
Data acquisitions were made at ESRF ID 19 under a pink beam radiation at 64 KeV. The pixel size 
was 5 µm and 1500 radiographies were taken over a 180° rotation. Two different sample-detector 
distances were used:  
- Xc = 100 mm for transmission micro tomography 
- Xc= 900 mm for phase contrast micro tomography (Cloetens et al. 2000) 
Following an incident with the displacement sensor, the displacement regulation was no longer 
available. Yet, data were acquired following a modified experimental procedure in which the sample 
was loaded until an acoustic signal was received and then unloaded. The procedure was repeated 
until the sample reached a significant damage state. Hence, a set of data was available for crack 
propagation visualization. 
3. IMAGE PROCESSING 
Once 3D volumes are reconstructed, images are processed in order to enhance surface and volume 
of crack measurements. This was done by applying filters, commonly used in image processing, and 
an erasing procedure of the smallest connected components. 
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3.1. Image filtering procedure and automatic thresholding technique 
The image procedure consists in applying a median filter prior to an anisotropic diffusion. The aim is to 
get the histogram closer to the histogram of a perfect biphasic material (Figure 2). Thus, the 
thresholding procedure is more stable and measurement uncertainties on surface area decreased. A 
maximum entropy thresholding procedure is applied (processed value of 0.63) and finally internal 
porosity of the sample can be displayed. 
 
  
Figure 2: Effects of the image processing procedure on the grey values repartition. The histogram 
shape of the raw data in a damaged state (a) progressively becomes closer to the histogram shape of 
an ideal biphasic material. 
3.2. Connected component erasing 
Nevertheless, at this stage, a definition of crack needs to be done because micro porosities are very 
disturbing concerning the surface area measurement. It is a consequence of their maximum surface to 
volume ratio. All the pores smaller than the biggest pore in the initial state are eliminated. The 
remaining porosity is considered as being composed of cracks (Figure 3). 
 
 
Figure 3: Evolution of the cracks network in a sub volume of 280*200*690 px. The biggest component 
in the sound state (square in a) is considered as the smallest component size belonging to cracks 
network in the further damaging states. Cracks (purple) appear in (b) and develop in (c). 
4. RESULTS AND DISCUSSION 
Following this procedure the whole sample was processed and the cracks network was identified. 
Comparison was made between transmission and phase contrast micro tomography data. Phase 
contrast tomography is better suited for local description of the cracks network. Crack tips and thin 
cracks undetected in transmission were indeed better identified when phase contrast micro 
tomography was used (Figure 4a,4b). Some improvement needs to be made nonetheless, because 
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these thin cracks display a lot of holes which are very disturbing when an implementation in a 3D 
discrete modelling is aimed. Surface area of crack has been estimated in a ROI, surface being the free 
faces of voxels belonging to crack. It appears that the use of phase contrast micro tomography is 
relevant in the early steps of compression i.e. when thin cracks are a consequent part of the cracks 
network (Figure 4c).  
 
Figure 4: Visualization of crack network at an early state of damaging in the whole sample 
(1600*1600*2048 px) for (a) transmission and (b) phase contrast micro tomography. Surface area has 
been estimated at different compression steps (c). 
5. CONCLUSIONS 
For this study, an in situ compressive device was designed and a normalized image processing 
procedure applied. The compressive device with its specificities seems to be a powerful tool for further 
investigation on the studied mortar. Actually, a solution needs to be found concerning the 
displacement sensor in order to allow displacement regulation under X-ray radiations. 
The normalized image processing procedure which minimizes the impact of the user’s decisions on 
the measured quantities is an interesting step toward a further exploitation of the data such as an 
implementation in a discrete element modelling. 
Some innovative tools such as a hole-closing algorithm to simplify cracks network geometry and 
Digital Volume Correlation to identify cracks network without thresholding operation are currently 
under investigation. 
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ABSTRACT 
CT Scanning of round wood has been a topic of active research for two decades. Development of an 
industrial CT scanner for sawmills (Giudiceandrea et al. 2011) is in the initial stages of implementation 
in the log sorting line. To effectively utilize such a CT scanner to optimize wood quality, algorithms are 
required for automated detection of internal defects. Cracks in softwood are an important internal 
defect which affect both the visual appearance and mechanical strength of sawn timber.  Precise 
detection of the length of cracks in CT images is difficult, however, since the width of a crack tapers to 
zero as it approaches its end point. As a result, automated crack detection algorithms, which generally 
detect cracks with openings in the range of 1mm (Bhandarkar et al 2005, Andreu and Rinnhofer 
2003), can suffer from relatively large underestimations of crack length. Within this study, a new 
algorithm is presented to determine the width of cracks which are significantly smaller than the spatial 
resolution of the scanner. The algorithm is evaluated on physical samples which are used to compare 
the detected width to manual reference measurements. By more precise determination of the crack 
width, the goal is to use this method to improve an automated crack detection algorithm’s ability to 
more precisely locate the narrow ends of the cracks, in turn decreasing the relatively large 
underestimations of crack length. 
1. INTRODUCTION 
CT Scanning of round wood has been a topic of active research for two decades. Development of an 
industrial CT scanner for sawmills (Giudiceandrea et al. 2011) is in the initial stages of implementation 
in the log sorting line. To effectively utilize such a CT scanner to optimize wood quality, algorithms are 
required for automated detection of internal defects. Cracks in softwood are an important internal 
defect which affect both the visual appearance and mechanical strength of sawn timber.  Precise 
detection of the length of cracks in CT images is difficult, however, since the width of a crack tapers to 
zero as it approaches its end point. As a result, automated crack detection algorithms, which generally 
detect cracks with openings in the range of 1mm (Bhandarkar et al 2005, Andreu and Rinnhofer 
2003), can suffer from relatively large underestimations of crack length. This study presents a more 
precise method of determining crack width. The method can be used to improve an automated crack 
detection algorithm’s ability to more precisely locate the narrow ends of the cracks, in turn decreasing 
the relatively large underestimations of crack length. 
The slice resolution of the industrial CT scanner used is approximately 1.1mm x 1.1mm. Typical image 
processing algorithms, such as the algorithm proposed by Bhandarkar et al. (2005), output simple 
binary regions where pixels either belong or do not belong to a crack. Measuring the width of these 
regions after conversion to binary is insufficient for sub mm accuracy. Binary morphological operations 
which are often used within the detection algorithms might also change the width of the binary 
segments.  
The binary resolution problem is illustrated in Figure 1. For a given CT slice image of a crack (Figure 
1a), the corresponding binary segmentation of the crack as detected through image processing 
methods is shown (Figure 1b). The numbers shown in the image are the manually measured 
reference widths of the crack at two points. It can be seen that despite the binary segmented region 
being much the same, the actual widths are different by a factor of almost 2. 
However, even though a crack may be much smaller in size than the voxel resolution, the CT densities 
of nearby voxels are affected by the crack due to the blurring effect of the point spread function of the 
CT scanner (Yester and Barnes 1977). 
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2. ALGORITHM 
If the full wood density (DW) in a local area is known and the density of air is assumed to be zero, then 
it is possible to calculate the proportion of air (PA) contained in nearby voxels using their density 
values (DV):  
DW DV
PA
DW


      (1) 
 
Multiplying the proportion of air by the voxel volume yields the volume of air in the voxel. Summing the 
proportion of air along a line of voxels perpendicular to the crack direction and multiplying by voxel 
size (V) allows calculation of crack width CW: 
 
b
i
i a
DW DV
CW V
DW


      (2) 
 
Equation 2 requires as input the density of each voxel, which can be read directly from the CT image. 
It also requires an estimate of the density of the wood that the voxel contains, which can be estimated 
by using the median of the density of known solid wood voxels in the neighbourhood of the voxel in 
question. Since wood density can vary significantly in different locations in a tree, near other features 
such as knots, as well as with moisture content, estimating an accurate local density of the wood near 
the crack is very important. 
 
 
Figure 1: Illustration of binary width detection: a) grayscale CT image; b) binary segmentation of crack 
by crack detection algorithm, with manual reference crack width measurements shown in mm 
3. EXPERIMENTAL VALIDATION 
To validate the algorithm, 20 tree discs from 5 spruce (Picea abies L. Karst.) and 5 silver fir (Abies 
alba Mill.) logs were sampled. The sample was selected so that all typical shapes of heart cracks (I-, 
Y- and X-shaped cracks) and also ring shakes were included. Discs were cut from both ends of each 
log, and scanned using a Microtec CT.Log CT scanner (Giudiceandrea et al 2011), which produced 
reconstructed slice images with a spatial resolution of 1.1 x 1.1 x 7mm. Crack widths were measured 
using a digital caliper at predefined control points along each crack on each disc. To compare the 
control points to the CT image data, a polar coordinate system with the pith as the center point was 
used to transform each measured width into the Cartesian system of the image. 
To evaluate performance on a larger data set, in real wood, the crack width algorithm was adapted to 
run in a semi-automated routine. As input, the routine requires the position of the manual reference 
measurement. All further processing steps to measure the crack width are then completed 
automatically. 
4. RESULTS AND DISCUSSION 
A total of 228 points were included for the comparison of widths. The points at the tips of the cracks 
were excluded because their width is zero. The root points of heart cracks at the pith were also taken 
out of the analysis, as the rather wide opening at the pith does not allow for a precise crack width 
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measurement at this point. All remaining points with a crack width greater than zero were included.  
The manually measured widths of the cracks at the reference points are distributed around a peak in 
the class of 0.4 to 0.6 mm. There are only a few points for which the crack width is larger than 2.2 mm. 
The largest proportion of the measured cracks is below 1.1 mm and thus narrower than a pixel in the 
CT image. For the width values measured by the algorithm, the peak is in the class of 0.2 to 0.4 mm. 
 
In Figure 2 the manually measured width of a crack is plotted against the algorithm measured width. 
The coefficient of determination (R
2
) is 0.9029 and RMSE of the predicted values is 0.317mm. 
 
 
Figure 2: Plot of the crack width measured by the algorithm versus the manually measured width in 
mm. 
In addition to the hardware specific properties of the CT scanner, there are two other categories of 
error which exist in the comparison.  
The first has to do with problems in the manually measured reference data. Due to the extremely small 
crack openings, it can be difficult to accurately measure the width using digital calipers. Another factor 
is the longitudinal offset between the manual measurement plane and the CT slice image chosen for 
analysis. Although as much care was taken to not shock the disc and to minimize the time between 
scanning and measurement, the possibility of splits enlarging between CT scan and manual  
measurement still exists.  
Secondly, the software algorithm itself contributes some error. The calculation of the background wood 
density in areas where the density is not homogeneous is difficult and can significantly affect the 
result. In the sample measurements, abrupt changes in wood density in the immediate vicinity of 
cracks are common due to internal features such as knots, pitch pockets, and changes in moisture 
content. This makes estimation of an accurate local density of the wood near the crack challenging. 
5. CONCLUSIONS 
Given that the majority of the control widths are well below the resolution of the CT scanner (1.1mm), 
the relatively high coefficient of determination of 0.90 and the RMSE of 0.317mm indicate the 
algorithm can measure sub-mm crack widths to a high degree of accuracy in practical application on 
real logs. 
Current crack detection algorithms function on the scale of a single pixel or higher, similar to the 
spatial scanner resolution (Bhandarkar et al 2005, Brdicko 2009). By integrating the sub-mm detection 
algorithm presented in this study into a crack detection algorithm, the detection of fine cracks can likely 
be improved significantly, which would in turn decrease the relatively large underestimations of crack 
length. 
3D image analysis          170 
 
6. REFERENCES 
Andreu, J.-P. and Rinnhofer, A. (2003). Modeling on Internal Defects in Logs for value Optimization 
based on Industrial CT scanning. Fifth International Conference on Image Processing and Scanning of 
Wood – Proceedings. Bad Waltersdorf. Austria. 
Brdicko, J. (2009): Feasibility of Using X-ray Scanning to Characterize MPB Check Severity for 
Optimizing Log Sorting and Lumber Manufacturing Processes. Final Report 2008/09. FPInnovations – 
Forintek Division. MPBP Project # 7.15. Vancouver. Canada.  
Bhandarkar, S. M., Luo, X., Daniels, R. and Tollner, E. W. (2005). Detection of cracks in computer 
tomography images of logs. Pattern Recognition Letters, 26, 2282-2294. 
Giudiceandrea, F., Ursella, E. and Vicario E. (2011). A high speed CT Scanner for the sawmill 
industry. 17th International Nondestructive Testing and Evaluation of Wood Symposium – 
Proceedings. Sopron, Hungary, Sep. 2011. 
Yester, M.V. and Barnes, G.T. (1977). Geometrical Limitations of Computed Tomography (CT) 
Scanner Resolution. Optical instrumentation in Medicine VI. SPIE, 1977:127:296-303. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ICTMS 2013, July 1-5 (Ghent, Belgium)          171 
 
Non-destructive Measurement of Moisture Distribution in Wood  
Using 3D X-ray Scanning and Electrical Resistance 
 
Wanzhao Li1, Jan Van den Bulcke1, Imke De Windt1, Denis Van Loo2, Manuel 
Dierick2, Loes Brabant2, Joris Van Acker1 
1
UGCT – Woodlab-UGent, Department of Forest and Water Management, Faculty of Bioscience 
Engineering, Ghent University, Coupure Links 653, 9000 Ghent, Belgium  [email: 
Wanzhao.Li@UGent.be] 
2
UGCT – Department of Physics and Astronomy, Faculty of Sciences, Ghent University, 
Proeftuinstraat 86, 9000 Ghent, Belgium [email: Luc.VanHoorebeke@UGent.be] 
Keywords: Moisture distribution; X-ray scanning; Electrical resistance, Plywood inner structure 
ABSTRACT 
Moisture substantially influences the strength and durability of wood material. Therefore, it is crucial to 
non-destructively monitor the moisture content (MC) and moisture distribution in wood when it is 
applied as a construction material. In this research, both the electrical resistance and 3D X-ray 
scanning are used to measure the moisture distribution, more specifically the relationship between the 
structure of plywood and the moisture distribution is studied. The results show that the electrical 
resistance measurement method, in combination with X-ray scanning, could effectively monitor the 
moisture distribution in wood products and as such can be beneficially used as complementary 
techniques. 
1. INTRODUCTION 
Wood is increasingly used as a construction material thanks to its renewability and sustainability. 
However, wood is easy to attack by fungi when the moisture content (MC) is higher than fibre saturate 
point (FSP) and other environmental conditions are favourable as well (Walker JCF 1993). Hence, it is 
crucial to continuously monitor the moisture content and distribution in wood products when they are 
used as a construction material in outdoor conditions. Van den Bulcke (2009b) and co-workers 
continuously weighed plywood exposed in weather condition to get the average MC of the specimens. 
To further get an idea on the moisture distribution, other authors have cut samples into small pieces 
and weighed separately (Macindoe and Leonard 2012). Obviously, this destructive method cannot 
continuously monitor the moisture distribution. X-ray scanning, as a non-destructive approach, can 
reveal the density distribution in wood products (Chen et al. 2009, De Ridder et al. 2011). The 
moisture distribution could be further derived taking into account the X-ray absorption of water. 
Compared with above methods, the electrical resistance MC measurement method is a reasonable 
accurate and non-destructive method (Brischke et al. 2008). The target of this research is to monitor 
the MC distribution in plywood by using X-ray scanning and electrical resistance methods as 
complementary techniques. As such the relationship between the internal structure of plywood and the 
MC distribution can be studied in detail.  
2. EXPERIMENTAL 
2.1. Preparation of the specimens 
Spruce plywood, with PF glue (phenol formaldehyde), was sawn to the size of 70 x 50 x panel 
thickness mm
3
. The specimen was without decay, knots and obvious defects. Two holes of 4 mm 
diameter were drilled in the specimen. The distance between the centers of the holes was 30 mm. 
Inside the 4 mm drill hole, another small hole with 1 mm diameter was drilled starting from the bottom 
of the former drill hole. Then, all four sides of the specimen were sealed. Next, the electrodes were 
glued in the predrilled holes with conductive and isolating glue as described in Brischke et al (2008). 
The electrodes were made of stripped commercial electric wires. In order to avoid beam hardening 
and metal artefacts in X-ray CT scanning, thin metal wires were used in this experiment. Finally, they 
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were mounted on stainless steel grids to avoid complete submersion and placed in the water for 16 
days (384 hours). During this period, the electrical MC was recorded every 24 hours and the samples 
were scanned after 0, 24, 48, 96, 168, 216, 264, 336, 384 hours of immersion. 
2.2. X-ray scanning and image processing 
The specimens were scanned with the CT scanning set-up built at the Ghent University Centre for X-
ray Tomography (www.ugct.ugent.be). The scanner is similar to the one as described in Masschaele et 
al. (2007) and used in Van den Bulcke et al. (2009a). The scan settings and test set-up were optimized 
to limit scan time to 6 minutes per specimen and avoid drying. Reconstruction was performed with 
Octopus, a tomography reconstruction package for parallel, cone-beam and helical geometry 
(Vlassenbroeck 2007) and includes also phase correction and retrieval algorithms (Paganin et al. 
2002, Grosso et al. 2006, De Witte et al. 2009). An approximate voxel pitch of 100µm was obtained. 
3. RESULTS AND DISCUSSION 
 
Figure 1: The MC of spruce plywood.   = X-ray MC of 2nd layer,   = electrical MC of 2nd layer,      = X-
ray MC of 3rd layer,   = electrical MC of 3rd layer 
            
Figure 2: CT image of spruce plywood and solid wood (right) 
The MC distribution among layers of plywood is different because adhesives can slow down moisture 
movement. Figure 2 shows the internal structure of spruce plywood and as a reference the internal 
structure of spruce solid wood. Due to the distinct microstructure, the moisture distribution in 
earlywood and latewood is different, which can influence the MC distribution in the different layers. 
Hence, the electrical MC measurement method could efficiently monitor the moisture distribution in 
plywood when the positions of the probes are reasonable and the MC is below 25% (Figure 1). 
Because the minimum MC for fungal decay is higher than FSP(25%−30%), the electrical resistance 
combined with X-ray scanning method could be used to record the time of decay risk. Ultimately, the 
probability of deterioration of the veneer could be estimated based on such measurements. 
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4. CONCLUSIONS 
X-ray scanning is a valuable technique, which can monitor the MC distribution and internal structure of 
plywood. In combination with the electrical MC measurement method, which can continuously monitor 
moisture distribution in-service in plywood, both techniques are complementary. In future research, the 
electrical MC measurement method, combined with frequent X-ray tomography scanning, will be used 
to continuously monitor the MC distribution of wood samples exposed outdoors.  More detailed 
information about moisture distribution and the influence of the internal structure will be given on the 
conference. 
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ABSTRACT 
This paper outlines an efficient method of extracting void structures from CT images. The technique 
specifically enables the extraction of open voids, which are those on the surfaces of objects. It 
represents an improvement on morphology-based methods in that small false voids on surfaces are 
additionally removed. We also describe GPU-based implementation for large CT images.  
1. INTRODUCTION 
Cast objects usually contain cavity structures known as voids, which are created when air mixes with 
molten metal in the casting process and appear both on the surface (open voids) and inside the object 
(closed voids). As voids cause structural weakening, it is important to analyze their shapes and 
distribution for improvement of the manufacturing process.  
The objective of this research was to enable the extraction of void structures from CT images within a 
reasonable amount of time as a technique for in-line quality assurance in manufacturing processes. As 
the time available for quality testing during manufacturing is limited, rapid extraction of void structures 
is important. Voids can be identified based on differences between reference shapes such as CAD 
data and scanned objects. However, as such shapes cannot be used directly, reference shapes are 
usually estimated from CT images via image processing.  
Mathematical morphology (van den Boomgaard and van Balen, 1992) is a common approach for 
extracting void structures from binary images. The closing operator first applies dilation and then 
erosion to images. As voids are filled by the dilation operator, the results can be used as reference 
shapes. However, it is difficult to extract open voids accurately using this approach. For instance, 
larger voids are difficult to capture with smaller structural elements, and false voids are often extracted 
on concave features of larger structural elements.  
This paper presents a practical method for extracting void structures from CT images. With this 
technique, void voxels are first extracted from such images using a closing-based method. The 
concept involves applying an opening operator only to such voxels. As the operator first removes void 
voxels by erosion, any false voids it creates are efficiently removed. We also describe a GPU-based 
closing method for large images. The paper further outlines results obtained using the method, 
demonstrating that the speed is several times faster than that of CPU-based approaches.   
2. METHODS 
2.1. Algorithm 
Void voxels are extracted from CT images (Figure 1 (a)) via three steps: binarization (Figure 1 (b)), 
extraction of initial voids based on closing (Figures 1 (c) – (f)), and removal of excess voids based on 
constrained opening (Figures 1 (g) and (h)). Each step is described below.  
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(a) Input (b) Binarization (c) Closing (Dilation)  (d) Closing (Erosion) 
    
(e) Void extraction (f) Void classification (g) Constrained opening 
(Erosion) 
(h) Constrained opening 
(Dilation) 
Figure 1 : 2D overview of the proposed method. 
 
Firstly, foreground voxels are extracted based on a user-given threshold. This binarization often 
creates small foreground voxels (e.g., the dotted rectangles shown in Figure 1 (b)) due to 
characteristics of CT image reconstruction such as beam hardening and ring artifacts, which often 
cause unnecessary voids (known as false voids). Here, connected-component labeling 
(Lohmann1998) is computed for the binarized image, and the largest foreground voxel component is 
selected.  
The next step involves extracting initial void voxels based on the use of a closing operator or on the 
results of erosion from dilation of the input voxels. A sphere is used as a structural element for the 
closing operator, as shown by the red and blue dots and the diagonal shading in Figures 1 (c) and (d). 
The radius r is set by the user. First, dilation is applied to the foreground voxels, and erosion is then 
applied to dilated voxels. Any large cavities remaining after dilation (Figure 2 (a)) will be recovered by 
the erosion (Figure 2 (b)). Isolated cavities in dilated voxels are filled before erosion is applied (Red 
region in Figure 2 (c)) and the filled voxels are not affected by the erosion (Figure 2 (d)). The details of 
initial void voxels are computed based on differences between foreground voxels and closed voxels 
(Figure 1(e)). Extracted void voxels are classified into open voids and closed voids (Figure 1 (f)). 
 
The final step involves constrained opening of void voxels. Although a closing operator can extract 
such voxels, small false void voxels appear on the surface of the object (Figures 1 (f) and 3 (a)). An 
opening operator can remove them, but may also remove necessary voids. In order to prevent this, 
open void voxels connected to background voxels are removed, and this step is iterated n times 
(Figure 1 (g)) where n is set by the user. As this not only removes false voids but also open voids, an 
inverse operator is applied or open void voxels are grown (Figure 1 (h)). The results are shown in 
Figure 3 (b) and we can confirm that small false voids on surfaces disappear. 
  
(a) (b) 
    
(a) Dilation result (b) Erosion to (a) (c) Cavity filling of (a) (d) Erosion to (c) 
Figure 2 : Filling of isolated cavities after dilation with a closing operator. 
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Figure 3 : Example of initial voids (a) and constrained opening (b). 
2.2. GPU implementation of a closing operator with low memory usage 
A main bottleneck of this method is its use of a closing operator, meaning that GPU implementation is 
required for fast computation. Although many GPU-based morphology methods have been studied, 
large CT images remain difficult to handle with these techniques on GPU, because its memory size is 
limited. Against this background, the authors propose an out-of-core algorithm for 3D morphology that 
decomposes voxel data into a set of 2D images and applies a morphological operator to each one. 
The final outcome is obtained by compositing the 2D results. As memory consumption with this 
method is about twice that seen with 2D images, high-resolution volume models can be handled.  
3. RESULTS AND DISCUSSIONS 
Figure 4 shows results obtained with CT images of mechanical objects provided by a vehicle company 
and skull data. In each figure, open and closed voxels are indicated in red and green, respectively, 
and isosurfaces are also shown. Testing of the results based on two programs (GPU and CPU-only 
implementation) indicated equivalence.   
 
Table 1 shows experimental results obtained on a PC (Intel Core i7 3.2 GHz + Quadro 4000 GPU). 
For results without GPU computation, parallel computation on a CPU (12 threads) was used. The GPU 
computation time for a billion voxels was a few minutes, which is around six or seven times faster than 
CPU-only implementation, and the computation speed of the closing operator was over 10 times 
faster. Memory consumption with the proposed method is about four times more depending on the 
size of the input CT images, and CT image size limitations can be estimated.  
 
Table 1: Experimental Result. 
 
 
 
The current implementation has two major limitations. First, the proposed method depends on the 
results of binarization. As we uses a threshold, smaller voids are often not caught because their CT 
values are relatively large (Figure 5 (a)). Once binary images are computed, it is impossible to 
recognize these voids as background voxels. The second limitation involves the radius of structural 
elements in morphological closing. When a larger radius is specified, semantic features such as pipes 
and fillets are extracted as voids (Figure 5 (b)). With the current implementation, it is not possible to 
distinguish whether components are open voids or not. 
 
   
 
(a) Transmission cover 
(1500x1500x475). 
(b) Close-up of (a). (c) Skull sample 
(736x736x919). 
(d) Material 
(160x1876x855) 
 
Figure 4 : Experimental results; open and closed voids are shown in red and green, respectively. 
 
Sample Parameter Time (sec.) Peak memory 
(MB) r n GPU Binarization Closing Opening Total 
Fig. 4 (a) 6 3 On 37.98 277.30 144.76 471.41 7,470.07 
Fig. 4 (a) 6 3 Off 37.16 2,899.00 145.82 3,092.40 7,470.16 
Fig. 4 (c) 3 3 On 16.63 104.60 73.63 199.62 3,402.91 
Fig. 4 (c) 3 3 Off 15.50 1,358.00 74.08 1,454.02 3,402.86 
Fig.4 (d) 4 3 On 26.00 176.70 130.00 326.70 4,050.00 
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(a) Binarization (b) Structural element size 
 
Figure 5 : Limitations of the proposed method. 
4. CONCLUSIONS 
This paper has presented a method of extracting void structures from CT images. The approach 
represents an improvement on morphology-based methods in that false open voids are removed. In 
addition, the computation speed is improved through the use of a GPU. The results of experimentation 
using the technique showed that void voxels were efficiently extracted within a reasonable amount of 
time. In future work, the authors plan to address the limitations described in the previous section, and 
will also examine GPU implementation in all steps for faster computation. 
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ABSTRACT 
The objective of this study is to understand the mechanism of two-phase flow in sandy soil. Herein, a 
newly developed image analysis technique is introduced, and the pore scale and its distribution in 
sand are subsequently evaluated. The capillary pressure head can be deduced from the pore scale 
estimated by our developed technique, and the semi-fluid simulation can be simply performed using 
the equation for the capillary head in three dimensions. 
1.  INTRODUCTION 
The study of multi-phase flow with respect to ground contamination by non-aqueous phase liquids 
(NAPLs) requires more quantitative parameters of the particle shape and pore structure. While the 
basic understanding of the mechanics of NAPL migration stems from the theory of unsaturated soil 
mechanics, the actual behaviour is complicated. Current image processing and analysis techniques 
have made it possible to non-destructively and visually evaluate pore distribution in soil to evaluate the 
fluid behaviour (Altman et al., 2005, Wildenschild et al., 2005 and Mukunoki et al., 2010). The issue is 
how to evaluate the distribution of pore size in 3-dimensions, quantitatively. Micro-focus X-ray CT 
scanner can give us the CT image with high resolution as long as the CT user can define the scanning 
condition successfully; however, a technique of image analysis should be required for the quantitative 
evaluation of pore distribution in 3-dimensions. 
 
The objective of this paper is to quantitatively evaluate the pore structure in 3-dimension for 
understanding the mechanism of the multi-phase flow. The newly developed image analysing 
technique subjected to mathematical morphology in a set theory is proposed, and the pore scale and 
its distribution in the sandy specimen are subsequently evaluated.   
2. DEVELOPED IMAGE ANALYSIS BASED ON IMAGE-MORPHING ALGORITHM 
The authors of the present study selected Otsu’s method (1979) and recreated binary images. In order 
to measure the pore size for each pore structure from binary image, the authors incorporated image-
morphing algorithm (Soille, 2003), and applied sphere element to evaluate pore size in 3 dimensions. 
Figure 1 illustrates the concept of the developed image-morphing treatment. Three-dimensional 
elements with known number of voxels were drawn in Figure 1(a). For instance, the number of voxels 
in the minimum element is seven. The black areas shown in Figure 1(b) represent the soil particles 
and white areas represent pore space. The minimum element was moved from the top left corner of 
the image to the bottom right corner and it distinguished a soil particle and pore space based on 
morphing algorithm. Once the element made contact with two adjacent particles, the diameter of the 
element was defined as the horizontal length between the particles on the central coordinates. An 
element with a larger diameter is then applied to the pore areas, as shown in Figures 1(d) and (e). All 
images underwent this image processing in Figure 1(f) so that the pore size could be measured in 
three dimensions. Figure 2(a)-(d) are X-ray CT images treated with the image-morphing algorithm. 
Likewise in Figure 2(d), the distribution of pore sizes can be evaluated visually and quantitatively in 3 
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dimensions. 
 
3. RESULTS AND DISCUSSION 
3.1. Spatial distribution of pore scale obtained from CT image analysis 
Figure 3 shows an image obtained with a -focused X-ray CT scanner. The voxel size is 4.43 m
2
, so 
each particle was visualized well. Binary image processing was subsequently applied to all CT images 
obtained, and the pore size was detected in three dimensions by our developed image analyzing 
technique. Figure 4 shows the distribution of the pore size in the sample. Figure 5 shows a colored 
contour map of the voxel number representing the length between the horizontal coordinates in which 
a circle element made contact with the soil particle area. Figure 6 shows a histogram for the pore 
scale detected from all CT images. 
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Figure 2: Cross session of CT images in 3-D applying the image-morphing 
algorithm 
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3.2. Challenge for evaluation of a water retention curve using Semi-flow analysis 
Pore size (d) can be obtained from the X-ray CT image; thus, capillary pressure heads  can also be 
calculated at each location in three dimensions and this can be visualized by color values in each 
voxel. Figure 6 shows the semi-flow simulation of the drying and wetting processes in the sand soil 
using the X-ray CT image. In this simulation, one color value representing saturation was assigned to 
the pore area in the CT image (Mukunoki et al. 2011). In this step, because the volume of the pore 
space in the specimen is known, the saturation degree can also be calculated. Figure 7 shows the 
water retention curve for the drying process (squares) and the wetting process (triangles) using the 
pore size and considering spatial distribution. Capillary pressure head can be obtained from the 
Young-Laplace equation using pore size in Figure 4.  The circles show the water retention curve for 
the drying and wetting processes with the pore size obtained from Figure 4. The captions of (a) to (h) 
in Figure 6 correspond to those in Figure 7. In the drying process, as shown in Figures 6(a)–(d), the air 
drastically went into the pore of the soil specimen despite a small change in the capillary pressure 
head. The evaluated behavior, as shown in Figures 7(a)–(d), is similar to the feature of the water 
retention curve for sandy soil. Meanwhile, the air distribution in the wetting process, as shown in 
Figures 6(e)–(h), appears different from that shown in (a)–(d) despite the same capillary pressure 
head. According to soil physics, the bottle neck effect likely causes the hysteresis behavior in the 
water drying and wetting processes. However, this could not explain the hysteresis behavior of the 
water retention curve in the circle plots, as shown in Figure 7. If the spatial distribution of the pore size 
is ignored, the water retention curve (circles), as shown in Figure 7, could be obtained from the pore 
size (d) shown in Figure 4. This indicates that the pore size decreases linearly. In short, no hysteresis 
curve should be obtained as shown in Figure 7; however, the semi-flow simulation evaluated the 
hysteresis behavior of the water drying and wetting. It is, therefore, capillary pressure, which is a 
driving force of multi-phase flow, affected by not only pore size but also its spatial distribution in 3 
dimensions.  
4. CONCLUSIONS 
In this study, a sandy soil specimen was scanned by a micro-focused X-ray CT scanner and the 
spatial distribution of the pore size (d) was visualized and evaluated quantitatively by a newly 
developed image processing technique using mathematical morphing. Moreover, the capillary 
pressure head was calculated using the pore size (d) obtained from results of the image analysis, and 
the semi-flow simulation of the drying and wetting processes was subsequently performed.  
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ABSTRACT 
Descriptions of Digital Rock technology and its applications are commonly seen in the literature.  Many 
proponents of the technique (particularly those selling the technology) suggest that digital estimation 
of reservoir properties can largely replace time consuming and costly laboratory measurements. In the 
Digital Rock workflow, porosity is “measured” from a gray level volume image of a rock (Figure 1).  In 
the case of sandstones this volume is typically 8 mm3; for a shale gas reservoir which requires much 
higher magnification, this volume is most likely 50 m3 or less. The volume is then digitally 
segmented into pore and solid phases on the basis of the gray levels present in the image.   Flow 
(permeability) and acoustic or other properties are then calculated using this segmented image. on the 
image of the pore volume, or on a network derived from the image of the pore volume. The models 
used fall into one of three categories i.e. network models, lattice Boltzmann calculations or finite 
volume techniques to perform the calculations.  Each with there own strength and weaknesses.  
Successful validation of model predictions with laboratory data is rare, except in exceedingly simple 
systems.  
A comparison of these digital “measurements” and their validation with core plug measurements is 
discussed in this paper. The discussion includes a detailed analysis of the pitfalls associated with 
producing and interpreting digital rock volumes, and ultimately answers the question of whether in its 
current state digital rock technology has rendered laboratory measurements obsolete.   
1. INTRODUCTION 
Shell has had a significant effort in linking thin sections images of samples with physical property 
measurements made on plugs taken from whole core.  From these efforts models for resistivity, 
dielectric constant, compressibility, permeability and acoustic properties have been developed from 
these two dimensional images.  In the absence of core material for making measurements, image 
analysis of sidewall core or cuttings can be used to estimate rock properties.  This application of image 
analysis techniques to  “non-ideal” samples has been the major application of the technology.  
However Internal studies with percussion sidewall cores indicate that as few as 10% of the cores 
acquired are of sufficient quality for meaningful quantitative analysis to be performed.  Other 
challenges to applying the technology include the prevalence of caved material in cuttings samples, as 
well as bit induced damage and contamination with drilling fluids and mud solids.  The preferred 
method within Shell is still to obtain high quality whole core and perform the applicable measurements. 
 
The advent of benchtop microCT systems and dual beam Fixed Ion Beam – Scanning Electron 
Microscopes (FIB-SEM) have allowed the extension of imaging techniques, and of digital rock 
modeling  from 2D to 3D.  Each approach has unique strengths and weaknesses.  It is believed by the 
authors that the most robust approach to developing  rock property models involves linking the 
analysis of 2D and 3D images with rock physics measurements made in the laboratory. 
2. PROCESSING OF DIGITAL ROCK IMAGE VOLUMES AND ITS IMPACT ON MODELED 
PROPERTIES 
The first example we will discuss is a highly compacted lithified sample for the deep water GOM. From 
a high resolution plug scan, the laminated nature of the sample is evident, and it is clear that vertical 
and horizontal flow properties should be quite different. This was confirmed by an order of magnitude 
difference in directional flow properties that were measured.  Two 5mm core plugs were drilled from 
different portions of the sample.  The 1” core plug contains fine and coarse grained sand laminae.  As 
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expected pore size is a strong function of mean grain size.  These samples provide an ideal data set 
for testing the validity of digital rock models. 
High resolution images were taken of a thin section cut from the center of a 5mm plug volume. The 2D 
images have the advantage of having an order of magnitude higher resolution than the reconstructed 
micro-CT volume.  Additionally, transmitted light microscopy allows the assessment of  the mineralogy 
of detrital and authigenic phases that are present in the sample, as well as how they are distributed.  
An example of the tie of the 2D slice to the 3D volume is shown in Figure 1.  Some problems 
associated with segmenting the 3D volume become clear upon inspection of these two images.  First, 
from inspection of the 2D slice and comparison with the 3D volume it is clear that segmenting pore 
from clay in the pore system (see regions highlighted by red arrows in Figure 1) is challenging.  From 
the distribution of the clay minerals shown in figure 1, and at higher magnification in figure 2, it is clear 
that in addition to particle size changes, the flow properties of this sample will be influenced by the 
distribution and volume of authigenic clay.  If upon segmentation, pore and clay are not adequately 
differentiated, the permeability calculated will be grossly in error. 
3. DIGITAL ROCK ESTIMATES OF ROCK PROPERTIES A BENCHMARK STUDY   
The primary rock property calculated by vendors for images is absolute permeability.  This calculation 
is independent of the sophisticated physics which complicates estimates of compressibility, velocity, 
resistivity etc.  A necessary condition for the calculation of these properties should be the successful 
prediction of permeability in “simple” lithologies .  Toward the end  of assessing these capabilities a 
suite of samples from conventional reservoirs was sent to prominent vendors of digital rock technology 
for their assessment of porosity, flow and acoustic properties.  Core plug measurements of stressed 
brine permeability and acoustic velocities were made first.  Subsequent to the laboratory 
measurements, end trim thin sections of the samples were analyzed using Shell proprietary image 
analysis software (CAP), and samples of the core plug were sent to the vendors for analysis.     
The resulting estimates of absolute permeability are plotted together with an estimate of the flow 
properties from analysis of 2D images (Figure 3).  For most conventional reservoirs over a range of 
absolute permeabilities from 3mD to 3D thin section estimates of permeability are within a factor of 2 
from measured stressed brine permeabilities in the core plug from which the thin section was taken.  
One exception to this is in highly fractured reservoirs.  A minimum expectation for a success case is 
that the 3D image analysis the modeled permeability would contain similar error.  As seen on Figure 3, 
in most cases the 3D estimates of absolute permeability were well outside the limits obtained by the 
2D analysis.  We note that there is a more stringent requirement in that there are no regressed 
parameters for the 3D data and the calculations proceed for first principles.  We also note that there 
were no regressed parameters for this specific 2D data. 
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Figure 1:  Partial registration of a 2D slice of the sample to the 3D volume.  Note that the resolution of 
the 2D image is an order of magnitude better than that of the microCT volume.  In addition it is clear 
that segmenting the volume of clay from the 3D volume will be extremely difficult 
 
Figure 2.  High magnification transmitted light image of sample (at left)  illustrating the distribution of 
authigenic clay in the sample (dark rims on grains and bridges between grains indicated by red arrow).  
Given the distribution of the clay it will have a large impact on the flow properties of the sample.  
Fluorescent light image at right taken using confocal microscopy shows that the authigenic clay is 
highly microporous, making it’s identification in the microCT volume particularly difficult.   Permeability 
predictions based on segmentation of the volume will likely be too high. 
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Figure 3.  Cross plot showing the agreement of laboratory measured brine permeability data with 
permeability modeled from 2D data (squares) and 3D data (triangles) by various vendors.  The 
squares shown in light blue represent a calibration data set used to create a model for permeability 
from 2D thin section images.  The regression line represents the relationship between modeled 
permeability for the calibration data set and the lab measurement.  Colored squares represent a data 
set used to test the validity of the 2D model.  With the exception of pervasively fractured sands, thin 
section analysis can be used to predict permeabiltiy to within a factor of 2.  The majority of the 3D 
predictions provided by vendors fall well outside the acceptable factor of 2. 
In addition one of the vendors  agreed to provide estimates of acoustic properties.  To facillitate this,  
in addition to the microCT volumes, X-ray diffraction data were provided.  This allowed the vendor to 
determine the bulk composition of the reservoir. Our expectation was that a success case in the 
prediction of dry bulk and shear modulii should fall within +/- 2.5 GPa of measured values.  None of 
the acoustic property predictions fell within an acceptable range.  It is important to note that these data 
represent the second attempt at prediction of acoustic properties after correct porosity measurements 
were provided to the vendor.  The first pass porosity segmentation was too high due to incorporation 
of authigenic clay in the pore volume.   
4. CONCLUSIONS 
The advent of benchtop microCT systems and dual beam Fixed Ion Beam – Scanning Electron 
Microscopes (FIB-SEM) have allowed the extension of imaging techniques, and of digital rock 
modeling  from 2D to 3D.  Each approach has unique strengths and weaknesses.  It is believed by the 
authors that the most robust approach to developing  rock property models involves linking the 
analysis of 2D and 3D images with rock physics measurements made in the laboratory. 
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ABSTRACT 
X-ray beam-hardening (BH) produces artefacts in tomography that cause the reconstructed image to 
have incorrect attenuation values that makes the job of segmentation difficult. The amount of BH 
varies depending on the material composition of the specimen and the X-ray spectrum. BH can be 
corrected for each material provided a BH curve is known. In this paper we consider specimens 
composed of concentric cylinders, e.g., a rock core within a container. By assuming a uniform material 
for each cylinder we can generate BH curves directly from the projection data in a manner similar to 
that obtained by imaging wedge phantoms. Here we show 1) how to determine the center and radius 
of the cylinders, 2) how to generate BH curves, and 3) by fitting a power law model to the BH curves, 
how to linearise the projection data. The BH artefacts are significantly reduced in the tomographic 
reconstructions resulting from these corrected projections. 
1. INTRODUCTION 
Micrometre-scale computed tomography (micro-CT) systems in the laboratory use a microfocus X-ray 
source that emits polychromatic (bremsstrahlung) radiation. The spectrum of the X-ray source spans 
many wavelengths and unfortunately the objective function, attenuation coefficient, is a function of X-
ray energy. Soft or low-energy radiation is absorbed more readily when passing through the specimen 
causing the X-ray beam to have a higher proportion of hard or high-energy X-rays, i.e., X-ray beam-
hardening (BH). Standard tomographic reconstruction algorithms assume monochromatic radiation. 
Ignoring the polychromatic nature of the radiation in reconstruction produces incorrect attenuation 
coefficient values in the tomogram which is identifiable in the form of cupping or streaking artefacts. 
These artefacts make subsequent tomogram segmentation and analysis difficult. 
 
BH can be reduced by physically filtering the beam (effectively pre-hardening the beam). However, 
sometimes sufficient filtering is not utilised or may not be feasible due to reduced X-ray flux. In these 
cases some form software correction method is required. Several correction methods have been 
developed that apply a linearization curve (e.g., Herman 1979). The inverse of the BH curve is applied 
to remap the measured attenuation in the projection data. The BH curve is the non-linear relationship 
between object thickness and recorded attenuation. It can be measured (wedge phantom) or 
estimated by some BH model, (typically a polynomial). Methods to estimate the curve without imaging 
phantom are typically iterative and computationally intensive – something we wish to avoid. 
 
In this work we consider specimens composed of concentric cylinders, e.g., a rock core within a 
container. This assumption covers a significant fraction ( >50%) of the specimens currently imaged at 
our facility. By assuming a uniform material for each cylinder we can generate BH curves directly from 
the projection data in a manner similar to that obtained by imaging wedge phantoms. Here we 
demonstrate the principle for single cylinders and concentric multi-component cylinders. The work 
presented here is entirely complementary to the BH correction method previous developed by our 
group that minimises reprojection distance (Kingston 2011). The reprojection distance method 
enforces self-consistency in the data but does not work for objects where attenuation is a function of 
radius. 
 
We have measured the BH curve of several materials at our micro-CT facility. Figure 1 shows the 
“linearised” attenuation versus material thickness for two materials (Aluminium, glass) as an example. 
Here “linearised” attenuation is defined as logarithm of intensity divided by clear field intensity. The 
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linear nature of these log-log plots shows that a simple power law behaviour can serve as an 
appropriate BH model and is demonstrated in this paper. 
 
 
 
Figure 1: Measured X-ray beam-hardening curves at our facility 
2. FITTING CYLINDERS (OR CIRCLES) 
Here we consider specimens consisting of concentric cylinders. This could, for example, simply be a 
single cylindrical rock core, or a three cylinder system such as a rock core encased in a cylindrical 
container filled with high contrast fluid. The proposed modelling method requires the accurate 
determination of the cylinder boundaries. To discover the centres ci and radii ri defining the 
boundaries, a minimization problem is solved, where the cost function is defined as the sum of the dot 
products of the reconstructed-image gradient with the circle normals divided by distance to the circle 
perimeter (Eq. 1). 
 
 
Here G(i) is the reconstructed-image gradient vector at pixel i=(i0, i1). Powell minimization was used to 
discover local minima of this cost function, employing multiple starts, where the starting radii were 
varied from 10% of the image width to 50% of the image width in 2% increments. The starting centre 
coordinate for the Powell optimisations was the centre coordinate of the reconstructed-image. From 
the multiple local minima, the best n circles are chosen as those that have the lowest associated cost 
values and which are non-coincident, (i.e., radius and centre coordinate differ by more than 1 pixel). 
3. FITTING MATERIAL ATTENUATION 
The projection of n concentric cylinders is modelled by 2n-1 solid cylinders. A hollow cylinder can be 
modelled as the projection of a cylinder with its outer radius and attenuation μ along with the projection 
of a cylinder with its inner radius and attenuation -μ.  
 
An initial estimate for μi can be considered as the mean attenuation value in the reconstructed image 
of the i
th
 cylinder region. An improved estimate of the attenuations can be obtained by optimizing the 
match between the true-specimen projections and the concentric cylinder projections. One could 
potentially use the same minimization approach to additionally fit the circle parameters and avoid the 
need for the reconstructed image (gradient) in the C cost function. However, true-sample non-
uniformity (particularly at the inner true-sample boundary) tend to bias the solution and result in poor 
circle fits for porous samples. 
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4. FITTING BEAM HARDENING CORRECTION MODELS 
As outlined in the introduction, the BH curve is modelled as a linear combination of n power laws for n 
cylinders as in (Eqn. 2).  
 
 
 
Where pi are the true (or estimated linear) projection data per-cylinder/material and pbh is the beam-
hardened projection produced by the curve. The (ai,ki) parameters are fit by minimising the least 
square error of measured projections and the uniform-attenuation concentric-cylinder model beam 
hardened projections. 
4.1. Single Cylinder 
For a single cylinder, the beam-hardened-corrected estimated linear projections are calculated as the 
inverse of the BH curve (Eqn. 2)  
 
Figure 2 shows the cupping and streaking artefacts for two single cylinder examples. Despite the 
objects showing non-uniform texture, the BH correction curves produced assuming an average 
attenuation coefficient over the cylinders has significantly reduced the artefacts in both example 
images. Note that by correcting for BH, image contrast has also been improved. 
 
            (a-i)                          (a-ii)                                (a-iii) 
 
            (b-i)                          (b-ii)                                (b-iii) 
Figure 2: Horizontal slices through two single cylinder specimens (a) and (b). (i) reconstructions with 
beam-hardening artefacts, (ii) reconstructions after correction, and (iii) profile through the centre of 
images as indicated by dashed lines 
4.2. Concentric Cylinders 
For multiple materials, the inversion of the power law is performed per-cylinder/material with the 
corrected projection calculated as the sum of per-material corrected projections. The per-material 
inversion requires the calculation of the per-material contributions to the measured projections. These 
contributions are estimated from simulated-projections (Radon transform) of the per-material (per-
annulus) masked reconstructed image, (i.e., the image reconstructed from the measured projections).  
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             (i)                             (ii)                                (iii) 
Figure 3: A horizontal slice through a two cylinder specimen. (i) reconstructed using measured 
attenuation, (ii) reconstructed using corrected attenuation, and (iii) profile through the centre of images 
as indicated by dashed lines 
Figure 3 shows the cupping artefacts around holder and around the edge of the rock core specimen 
have been reduced for the 2 cylinder system using the assume BH model (Eqn. 2) and the proposed 
correction. 
5. CONCLUSIONS 
A simple beam-hardening correction method has been demonstrated for single and multiple concentric 
cylinder specimens. The method essentially turns the projection of cylinders into the image of a wedge 
phantom to directly measure the beam-hardening curve. Several examples have been included to 
demonstrate that the method does indeed reduce cupping and streaking artefacts. Future work could 
include developing an automatic method to determine the execution of cylindrical and non-cylindrical 
beam hardening correction code and exploring more sophisticated/appropriate models for beam-
hardening curves (e.g., Van de Casteele 2002). 
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ABSTRACT 
Fractured carbonate rocks make up important reservoirs for hydrocarbons at various geographical 
locations. In our study, we use narrowly fractured dolomites from drillcores obtained from the Vienna 
Basin, Austria. Conventional (laboratory) research on such narrowly fractured rocks often faces 
problems of being unsuitable for such samples. Non-destructive testing by X-ray Micro-Computed 
Tomography (µCT) can be used as an alternative approach to assess the porosity and permeability of 
such samples. Processing these datasets with narrow fractures is however not trivial. We developed 
an approach termed multiscale Hessian fracture filtering, implemented in the public domain software 
ImageJ, for processing these datasets. The 3D processing of the sample data with this technique 
provides very good results, and can serve as input for porosity determination and permeability 
modelling. The results from the µCT data will eventually be integrated with analyses using several 
other methods, to increase the understanding of these fractured dolomites, and fractured carbonate 
reservoirs in general. 
1. INTRODUCTION 
Carbonate rocks make up a large part of the world’s hydrocarbon (oil and gas) reservoirs. Some of 
these carbonate reservoirs have similar characteristics as the most conventional, porous (silici)clastic 
hydrocarbon reservoirs. Others are however different due to the presence of fractures, that make up 
the main porosity in the rocks and control the permeability (the flow of hydrocarbons through these 
rocks). A common way to assess the porosity and permeability characteristics of a reservoir rock is to 
perform laboratory tests on borehole samples from the reservoir. Such conventional laboratory 
techniques work very well on porous rocks, but problems can arise when these methods are applied 
on fractured samples. Fragile fractured samples may for example break during flow-through 
experiments. Furthermore, the laboratory techniques are often tailored to the use on very porous 
rocks, and thereby their outcome may not be fully applicable on rocks with different characteristics. 
 
Non-destructive testing (e.g. by X-ray Micro-Computed Tomography, µCT) and other 3D imaging 
techniques (e.g., Focussed Ion Beam – Scanning Electron Microscopy, FIB-SEM tomography) can be 
used as a viable alternative or extension to conventional laboratory experiments on the 
aforementioned rock types. On very porous rocks, this is being done extensively, including cross-
calibrations and comparisons to other techniques (e.g. laboratory, 2D imaging, borehole data). On 
fractured rocks, and especially narrowly fractured rocks, 3D imaging and the processing of such data 
has not been performed as often. In our study, we do apply these imaging techniques on narrowly 
fractured dolomites from a hydrocarbon reservoir, and attempt to cross-calibrate and compare the 
results of porosity determination and permeability modelling to information from various other 
techniques applied on these rocks. 
2. SAMPLES AND DATA ACQUISITION 
The samples used in our study are narrowly fractured dolomites from the Hauptdolomit formation 
below the Vienna Basin, Austria. The samples are taken from drillcores originating from depths of circa 
3000 to 5000 m beneath the basin surface. Hydrocarbon (mainly gas) production from rocks from 
these reservoirs is successful and on-going. Figure 1 shows an example of different samples taken 
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from various drillcores. The original drillcore samples have various sizes (10 and 6 cm in diameter), 
from which smaller samples have been taken (3 and 2 cm in diameter, where 3 cm represents the 
standard plug size for laboratory experiments). The variability between the different samples is already 
evident from Figure 1. Various microstructures, compositions, and fracture densities are present in the 
samples, even when originating from two close locations in the same drillhole. Please note that these 
samples of course represent the more intact parts of the reservoir rocks. 
 
 
 
Figure 1: Different rock samples from the Hauptdolomit Formation, drilled from the subsurface of the 
Vienna Basin, Austria. From these specimen only, one can already observe the heterogeneity of the 
rocks. 
µCT scans were attempted on samples with various diameters at the University of Vienna, Austria, 
and at the University of Applied Sciences in Wels, Austria. The 6 and 10 cm diameter samples turn out 
to be too dense to image with µCT at the resolutions required for observing the fractures in the 
samples, let alone for performing a quantitative analysis on them. The 2 and 3 cm diameter plugs 
could however be scanned properly, where the best results (least noise) are obtained by averaging 
several radiograms taken at the same sample orientation before reconstruction (see for example 
Figure 2a). The used device is a Rayscan 250E µCT-scanner at the Research Group Computed 
Tomography of the University of Applied Sciences of Upper Austria (Fachhochschule Oberösterreich, 
FHOÖ) in Wels. The applied X-ray source is a 225 kV Viscom XT9225 DED microfocus X-ray tube 
with a minimum focal spot of ca. 8 µm, and the device is equipped with a 2048x2048 pixels 16 bit a-Si 
flatbed detector. Reconstructions are done using the devices’ included Rayscan reconstruction 
software. 
3. MULTISCALE HESSIAN FRACTURE FILTER 
After reconstruction, a segmentation of the narrow fractures is required to analyse the porosity and 
permeability characteristics of the rocks. Segmentation techniques available in (geological) literature 
are often not suitable on our sample data. Global thresholding approaches are unsuccessful due to 
the partial volume effect (PVE) and blurring in the narrow fractures, and density variations throughout 
the scans (see Figure 2b). Other more sophisticated techniques for fracture segmentation are also not 
successful, for example due to only 2D processing of the data, inapplicability on multiple fractures, or 
unavailable implementations of computational techniques. We therefore apply a different technique 
termed multiscale Hessian fracture filtering (Voorn et al., submitted) based on a technique for the 
extraction of blood vessels from 3D datasets (Frangi et al., 1998).  
The multiscale Hessian fracture filtering technique makes use of the Hessian matrix, determined at 
every voxel in the dataset. The Hessian matrix contains the local second-order partial derivatives of 
the input data. Its eigenvalues can be used to determine the shape of the local contrast change, i.e. 
whether a blob-like, tube-like or plane-like feature is present. We use the eigenvalue characteristics of 
plane-like features to enhance the fractures (which are plane-like) in the datasets. Eventually, this 
information can be used for a final segmentation and binarisation of the fractures. The applied 
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technique is made multiscale – i.e. includes fractures of different apertures – by combining the results 
of several Hessian analyses. This is possible since in the determination of the Hessian and its 
eigenvalues, there is a dependence on scale (an area around every voxel). 
 
 
Figure 2: Processing of narrow fractures in µCT data. 2D slices from a 3D processed dataset. Contrast 
and brightness settings have been altered for visualisation. The dashed circle present in all images 
represents the final ROI in the images, which remains after processing. (a) Input data sample Prottes 
TS1, reconstructed at (18.9 µm)
3
 / voxel. Several fractures can be observed, as well as regions with a 
different density. (b) Binarisation attempt by global thresholding. Clearly, this attempt does not provide 
proper results, as it oversegments some areas, while undersegmenting various fractures. (c) Results 
of the multiscale Hessian fracture filtering and calibration. Much better results are obtained as in (b). 
This fuzzy segmentation may be used for porosity determination. (d) Binarisation attempt of (c), 
including filtering for connectivity throughout the whole sample. Again, clearly a much better result as 
in (b) is obtained. Additional calibration or different settings may however still be required, as most 
fractures appear rather broad. However, the results are very promising. 
The applied technique is implemented as macro code for the multiplatform public domain image 
processing software ImageJ (Rasband, 2012). For the determination of the Hessian, the plugin 
FeatureJ is used (Meijering, 2010). A GUI is available, and the implementation is designed to work on 
desktop computers. The processing of the input data is performed in 3D, where blocks of data are 
processed serially. Although the technique has some inherent drawbacks, its results are the most 
suitable we could obtain until now on these samples. More details, as well as the implementation itself, 
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can be found in Voorn et al. (submitted). An example of input data and the filter’s results is shown in 
Figure 2. 
4. POROSITY AND PERMEABILITY 
The results of the multiscale Hessian fracture filtering can directly be used to determine the porosity of 
the samples. The porosity is dependent on the chosen settings and calibration in the filtering process, 
and cross-calibrations with other techniques may be required here. As this is work in progress, no 
sensible values for porosity can be given yet. The permeability of the samples will be assessed using 
various modelling techniques. Lattice Boltzmann modelling is being attempted, but for the main 
implementation for full samples the modelling and simulation software COMSOL Multiphysics ® will be 
used.   
5. OTHER TECHNIQUES AND FUTURE WORK 
The results of the porosity and permeability determinations using the µCT data will be cross-calibrated 
and compared to various other techniques. Laboratory experiments for determining the porosity and 
permeability of the same samples are performed where possible. These techniques may however not 
always be applicable, as mentioned before. Additional information comes from borehole data, hand 
sample analysis and thin section analysis. Especially the latter is important for assessing the fractures 
present in the µCT scanned samples in more detail. Thin sections are therefore being created from the 
same samples after µCT scanning. Included in the thin section analysis is the gathering of 3D 
information at a very small scale, using FIB-SEM tomography. This information may then also be 
included in analyses on the larger scale (the µCT scale and above). 
 
The eventual goal of the research is to integrate all different methods in order to hopefully get a better 
understanding of the narrowly fractured reservoir dolomites, their porosity, permeability and other 
(micro)structural characteristics, over a range of different scales: scanning electron microscope, to 
optical microscope, to µCT, to hand specimen, and possibly up to larger scales. 
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ABSTRACT 
We report the construction of new microtomographs using monochromatic X-ray irradiation. The 
examples of there applications for the investigations for some organic and inorganic samples are 
given. We present the possibility of these setups not only for the traditional microtomographic 
applications, but also for topo-tomography and for the defects localization on concave surfaces. 
1. INTRODUCTION 
The method of X-ray microtomography is widely used in the different areas of science and technology, 
where one needs to get information about inhomogenity of the density distribution of sample in study. 
The most common approach is to use for this purpose in the laboratory setups the bremsstrahlung 
with a rather large spectrum, which has a maximum at the wavelengths 0.1-0.2 Å. Initially, laboratory 
microtomographs were intended for determining micro defects (inclusions and pores) in various 
minerals. However, in the study of inorganic objects with sizes of the order of a millimeter or large 
sized organic (in particular, biological) objects, the use of hard X-ray radiation with a broad energy 
spectrum is, in our opinion, insufficiently informative in the majority of cases. 
2. THE CHOICE OF X-RAY WAVELENGTH AND EXPERIMENTAL SETUPS 
First all the use of a monochromatized radiation permits to determine the linear attenuation coefficient  
μ, which  cannot be determined if one use the white beam. More that, the use of a monochromatized 
radiation in the wavelength range 0.5–2.5 Å (which approximately corresponds to energies in the 
range from 25 to 5 keV) is more effective especially for the study of biological specimens of small 
sizes. To clarify this statement let’s analyze the characteristic absorption lengths (L=1/ μ) of some 
biological substances (table 1).  
 
One can notice that the absorption factors for most of the substances presented in the table are close 
to the absorption factor of water. In addition to this, water is contained within all biological objects in 
significant quantities. Taking both of this conditions into account and considering that absorption in 
biological tissues is defined primarily by water, one can estimate the radiation wavelength most 
suitable for the tomographic investigations of biological (and organic) samples. We showed that for the 
samples of this kind having typical linear dimensions of order of 1 cm, with given precision of a signal 
registration, the radiation load is lowest when the radiation of wavelength about 1 Å is used, that 
roughly equivalent to the characteristic CuKα radiation (see Figure 1) (Asadchikov V. E. et. al. 2010).  
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Figure 1: Dependence of the dose absorbed by an object 10 mm in size on the probe radiation 
wavelength. 
In the cases when dimensions of a sample are bigger, it is reasonable to use a shorter wavelength 
radiation such as MoKα or AgKα. For the investigations of samples with linear dimensions up to 10 cm 
we used the diffractometer with linear position-sensitive detector created previously by us, applying 
the layer-sequential scanning (Roshchin B. S. et. al. 2007) If the dimensions of a sample are less than 
a few millimeters, it is reasonable to use a longer wavelength radiation (for example, CrKα), with 
application of a magnifying X-ray optics to increase the resolution. The latter made it possible for us to 
achieve the resolution of ~1 micrometer (Asadchikov V. E. et. al. 2010). From all possible variations 
we preferred the scheme with two Bragg magnifiers. Finally, for the investigations of a samples with 
dimensions up to 2 mm a microtomograph where resolution and field of view are defined by the 
parameters of a detector itself (in our case, 2000x2000 pixels with linear size of 13x13 μm) have been 
created (Asadchikov V. E. et. al. 2010). 
3. EXAMPLES OF APPLICATION  
Now we will give two examples of latest described setup application. We used it to investigate the 
inner structure opaque natural fibrous diamond crystals with sizes from 2 to 5mm (Zolotov D.A. et. al. 
2009). The results of the reconstruction of two of them are presented on Figure 3.  
 
Figure 3: Reconstructions of twin diamonds: (a– c) MoKa-radiation (λ=0.71 Å),  
(d) CuKa-radiation (λ=1.54 Å ) 
It interesting to stress that for all studied samples the absorption coefficient of the impurities varies in 
wide range (Table 1).   
 
Table 1: Experimentally calculated absorption coefficients of diamonds with inclusions. 
Sample µdiamond [mm
-1
] µinclusions [mm
-1
] 
1 0.147 0.3 – 1.0 
2 0.157 0.4 – 1.3 
3 0.173 0.4 – 0.9 
4 0.157 0.4 – 3.5 
5 0.169 0.3 – 0.9 
Note: Theoretical value of µ for ideal diamond (density 3.51 g/cm
3
) – 0.167 mm
-1
 
 
Many large inclusions are surrounded by a thin layer (~10 - 20 µm) of low density, possibly indicating 
fluid or gel-like medium. It should be also mentioned that in some cases the absorption coefficient of 
the diamond matrix itself doesn’t completely correspond to the theoretical value. 
 
The second example concerns the influence of the microgravitation on bone tissue structure of 
animals. The degeneration of tissues in microgravity is a serious impediment to humans staying for a 
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long period in space or during interplanetary flights because it sharply reduces the volume of bones 
and muscles. The object of the study was the Turner’s thick-toe gecko. Geckos are of peculiar interest 
for orbital experiments because they can adhere to any surface using adhesive setae on subdigital 
pads and are not subjected to the flotation. A possible reason for the fact that the skeleton 
demineralization of gecko manifests itself weekly or is absent is that the adhesion helps these animals 
retain both bearing reaction and locomotion that typical for them under Earth conditions in 
microgravity. We investigated different bones of a geckos, which have been in space inside of satellite 
PHOTON spacecraft for 16 day (in 2005) and 12 days (in 2007). We haven’t found any differences in 
structure between the bones of animals being in space and staying on Earth. In these experiments we 
obtained another experimental data which are interesting for the studies of bone tissue structure 
organization. Results of the tomographic investigations of gecko bones conducted with the use of X-
ray radiation with different wavelengths demonstrate that the proportionality of absorption factors for 
the different areas of the bones is violated. This becomes most noticeable during the comparison of 
absorption within the central parts of a tail vertebrae (the area around central duct where the 
absorption is considerably higher on all wavelengths) against the areas distant from the central duct 
(Asadchikov V. E., Kovalchuk M. V., Senin R. A. et. al. 2012). A reasonable explanation of such result 
is the assumption of the presence of a heavy chemical elements distributed unevenly within the bones. 
The presence of such elements has been confirmed by the results of X-ray fluorescence analysis. On 
the other hand, additional investigation of the bones by means of electron microscopy with the use of 
X-ray energy-dispersive analysis indicates no presence of any heavy elements. The latter result 
seems to be expected since the penetration depth of electrons does not exceed 5–6 μm while the 
most absorbing areas of vertebra are located considerably deeper from the surface. Hence the fact of 
an uneven distribution of the heavy chemical elements within gecko bones is ascertained ( Asadchikov 
V. E., Kovalchuk M. V., Senin R. A. et. al. 2012). 
 
As it has been stated earlier, to improve the resolution of tomographic experiments a microtomograph 
using two Bragg magnifiers have been created. An impressive example of a usefulness of that 
approach is the study of a structure of oil sands. The oilfields of such kind are being actively exploited. 
A significant question in this case consists in an oil-sand ratio of raw stuff. The results of reconstruction 
of a single grain of sand covered by layer of oil are presented. Note that the measured absorption 
factor of strongly absorbing areas is in very good agreement with theoretical absorption factor of silica 
(Asadchikov V.E.,  Buzmakov A.V., Osadchaya. A.S. et al. 2012). 
 
It should be emphasized separately that the setup described above allows one to utilize a different 
experimental schemes. With the use of the setup an experimental studies of structure of a crystals by 
the topo-tomography method have been conducted for the first time in laboratory conditions (Zolotov 
D.A. et. al. 2009). We have demonstrated for the first time the possibility of application of the 
whispering gallery effect to the localization of treatment imperfections on concave surfaces as well 
(Yakimchuk et. al 2011). 
 
In conclusion, the tables containing characteristics of the created experimental setups and their 
comparison with medical tomographs are presented (Table 2, Table 3). 
 
Table 2: Technical characteristics of our microtomographic setups. 
 Field of view Resolution Detector type X-ray magnifying optics  
1 0.1×100 mm 150 µm Linear - 
2 10×10 mm 13 µm 
CCD 
1024×1152 px 
- 
3 1×1 mm 6 µm 
CCD 
2048×2048 px 
Multielement bubble lens 
4 0.6×0.6 mm 1-2 µm 
CCD 
2048×2048 px 
Bragg-magnifier 
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Table 3: The comparison of laboratory microtomographs on monochromatic X-ray irradiation and  
medical tomographes 
 Wavelength 
Range of 
registered 
values in 
Haunsfield 
scale 
Sensitivity in 
Haunsfield 
scale 
Doze 
CT (medical) 
White (pink) 
λ
max
≈ 0.2 Å 
-1000 – 3000 5% ~0.5 – 5 Rem 
Monochromatic  
laboratory x-ray 
sources 
Monochromatic 
λ
Kα
= 2.29, 1.93, 
1.78, 1.54, 0.71, 
0.56 Å 
-1000 – 230000 10% ~1 Rem 
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ABSTRACT 
High contrast visualization and thus correct identification of high density materials within rocks and drill 
cores without line, ring and other artifacts is a challenge – e.g.  high quality visualization and 
quantification of gold particles embedded within the rock matrix is important in the mining industry to 
enhance processes for higher yield in gold extraction.  Micro CT was successfully used to visualize 
and identify gold particles according to its morphology and attenuation coefficient.  The associated 
minerals with gold were studied to get a better understanding of gold deposition, distribution and 
associations.  Due to high density of gold special parameters of a Micro-CT system were optimized to 
minimize beam hardening to obtain better image quality and contrast.  Different filter materials with 
varying thicknesses were used to increase transmission to aid to the successful reconstruction and 
higher quality results. 
1. INTRODUCTION 
Computer tomography is a nondestructive technique that uses X-rays and/or gamma rays to study 
materials across all disciplines of sciences that require visualization for analysis purposes. Initially the 
technique was used for medical purposes in the seventies but later introduces to industrial applications 
during the eighties (Rizescu et al. 2001).   
 
Micro-CT has also attracted a lot of attention in the mines for the characterization of minerals within 
rock matrices.  The X-rays interact with these minerals resulting in an attenuated X-ray beam that 
contains information about the energy dependence of the attenuation coefficient of these minerals 
within the rock.  This information is useful in quantitatively determining composition and discriminating 
between minerals based on differences in their energy dependences (Wang et al. 2011).   
 
The advantage with Micro-CT systems is that materials can be bombarded with more than one X-ray 
energy spectrum because minerals have different attenuation properties at different energies due to 
their densities.  This method is used to expose and enhance the contract of the minerals at different 
energies. The lower energy is used to enhance the contrast of the less dense mineral and the contrary 
holds for more dense minerals (Wang et al. 2011).   
2. EXPERIMENTAL 
All experiments were conducted using a Nikon XTH 225 ST Microfocus machine at the MIXRAD 
facility at Necsa (South African Nuclear Energy Cooperation) (Hoffman and De Beer, 2012).  All scans 
were conducted at 150kV and 90kV. Different numbers of projections were applied to obtain the best 
reduced noise radiograph and the highest possible resolution.  Not all scans were subjected to a filter 
material (e.g. 2mm Cu Filter) which absorbs the low energy photons in the spectrum in order to 
increase the mean energy of the spectrum for better penetration through the material.  
 
The transmitted x-ray beam intensity was collected by the flat panel detector (Perkin Elmer) and the 
radiographs were reconstructed using CT Pro 3D reconstruction software by Nikon Metrology. The 
visualization and quantification was made through VGStudio Max 2.2 software. 
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3. RESULTS AND DISCUSSION 
Figure-1 shows a rock sample and specifically with a slice made in the reconstructed tomogram 
obtained at 150kV, 50μA, 1000 projections and without filtering at a position where one of the higher 
density materials (White spots in the image) provides lines in a form of artifacts within the sample. 
Figure 2 shows an identical type of rock as in Figure 1 where a different voltage of 90kV, 115μA and 
2mm filter Cu filter was applied. By decreasing the energy, increasing the current and applying the 
Copper filter enhanced the image contrast and the line artifacts at the bright spots were minimized. A 
possible line artifact caused by the higher density materials could not be observed. Minimization of the 
bright spot artifact allows better discrimination between high dense minerals (e.g Gold and Uranium) 
which results in better quantification of these minerals.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Reconstructed slice showing artifacts due to High Z material, no Cu filter applied and 1000 
image projections 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Reconstructed slice showing better contrast across all grey values in the image, 2mm Cu 
filter applied and 2000 image projections 
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4. CONCLUSIONS 
In this study the use of lower energy, Cu filter and a high number of projections shows an image slice 
with better discrimination between minerals as compared to an image obtained where no filter and 
higher energy was applied with less number of image projection.  
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ABSTRACT 
The tusks of Narwhal are teeth forming an impressive spiral dentition that can reach more than two 
meters in length. The tusks have an inner layer of dentin and an outer, thinner, layer of cementum. 
Here we use synchrotron radiation X-ray tomographic microscopy with 325 nm voxel size to 
investigate the porosity of Narwhal tusk. The dentin is found to be replete with dentine tubules 
extending approximately perpendicular to the tusk axis. At the dentin to cementum junction, there is a 
highly porous structure that, when moving further outwards, is replaced by cementum of varying 
porosity. 
1. INTRODUCTION 
Narwhals are amongst a few animals, together with e.g. elephants and walruses, displaying very 
impressive external dentitions. In the case of the Narwhal the most often single tooth has a spiral 
surface that has inspired unicorn myths. The tooth is composed of a central pulp chamber surrounded 
by primary dentine which again is surrounded by a thick layer of cementum replete with cementocytes 
as evidenced by very abundant cementocyte lacunae (Nweeia et al. 2012). This is in opposition to 
normal teeth that have cementum on the interior interface between bone and tooth rather than on the 
outside. Narwhal dentine has roughly the same calcium content as narwhal cementum, but has a 
markedly higher Youngs modulus (Brear et al. 1990). While there is some knowledge of Narwhal tusk 
microstructure and mechanics, the full tusk structure is far from understood. Herein we use 
Synchrotron Radiation X-ray Tomographic Microscopy (SRXTM) with 325 nm voxel size to reveal a 
very complex hierarchical pore structure. 
2. EXPERIMENTAL 
A Narwhal tusk was obtained from a Greenland hunter and exported with permission. A rod 
perpendicular to the long axis of the tusk was cut out using an Accutom 5 Saw, Struers, Denmark. The 
rod was spanning the tooth from the pulp cavity to the outer surface and had a dimension of 6.0 x 0.5 
x 0.5 mm. The rod was mounted on a sample holder by wax with the interior dentine part pointing 
away from the holder. SRXTM scanning of the rod was performed at the TOMCAT beamline, Swiss 
Light Source, Villigen Switzerland. The rotational stage was mounted on a goniometer and the rod was 
brought in place so the sample was fully within the 750 µm field of view. The imaging was performed 
with an X-ray energy of 17.5 KeV and a voxel size of 325 nm. Data were collected with a small sample 
to camera distance to obtain data almost purely displaying absorption contrast. 
3. RESULTS AND DISCUSSION 
The cementum and dentine part of the tooth is clearly distinguishable by the naked eye and the 
junction between the two located approximately 1 mm from the outer surface, see Figure 1. The 
SRXTM scan was performed on the full length of the rod and from reconstructions of slices 
perpendicular to the axis of the rod, the development of the microstructure through the tooth can be 
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followed (Figure 1, Figure 2). The dentine part, which constitutes the majority of the tooth, has a 
structure that does not change markedly through the dentine layer. The structure is dominated of 
mineral bundles with an approximately 15 m diameter. These bundles give in the reconstructed slice 
rise to an appearance resembling fleecy clouds. From the inner surface and all the way through the 
dentine layer hollow tubules with a diameter of roughly 1 m extend throughout the structure. The 
tubules are not perfectly straight but seem to span long distances in a continuous manner. The tubules 
appear to be arranged in ribbons perpendicular to the axis of the tooth. The tubules can be visualised 
more clearly by showing the negative space (Figure 3). Here the undulating nature of the tubules is 
clearly seen. Between the tubules are void spaces that connect the tubules. These void spaces have a 
rounded morphology markedly different from the long hollow rods and a dimension of approximately 
10 m in diameter. The size and shape of these void spaces are compatible with cell-containing-
cavities. Whether or not they actually house cells will be further investigated. 
 
Figure 1: Photograph of slice of Narwhal tusk approximately 4 cm in diameter. A 0.6×0.6 mm rod was 
cut out perpendicular to surface of the tooth. The letters indicate positions where SRXTM images are 
shown in Figure 2. B marks the dentin/cementum interface.. 
The junction between the outer cementum layer and the inner dentine layer is seen as an abrupt 
change of microstructure (Figure 2). The “fleecy cloud”- appearance that characterizes the 
microstructure in the dentine part of the tooth is in this area replaced by a mineralized structure that is 
not ordered in bundles. The junction itself is characterized by a microporous structure that is much 
less ordered than the tubular structure in the dentine layer. In the cementum layer two distinct 
morphologies are present. One is dominated of small pores seemingly random distributed in the 
mineral phase. The other type is much more compact and only few micropores are present. However, 
both cementum types show cavities that in size and shape resemble the lacuna that house the cells in 
bone. They are therefore likely to be cementocyte lacunae. Abundant cementocytes have also been 
observed by silver stained thin sections by optical microscopy by Nweeia et al. 2012 
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Figure 2: Reconstructed SRXTM slices perpendicular to the long axis of a narwhal tusk as indicated 
on the photograph in Figure 1.(A) Slice of the dentine part of the tusk approximately midway between 
the inner surface of the tooth and the junction between dentine and cementum. Note the fleecy cloud 
like structure and the presence of a multitude of small holes that represent dentine tubulues. (B) 
Reconstructed slice from the dentine/cementum junction. (C) Reconstructed slice showing porous 
cement structure. (D) Reconstructed slice showing a compact part of the cement structure. 
 
 
Figure 3: Void space imaging of the inner surface of the tusk. The dentine part of the structure is 
riddled with tubules that are extending all the way to the inner surface and protrude as holes in the 
surface. The undulating tubules are connected by cavities. 
4. CONCLUSIONS 
The present work shows that the Narwhal tusk displays a remarkably complex void structure of 
tubules, cell lacunae, pores and cavities. The presence of dentine tubules extending from the interior 
Applications of recent advances in CT imaging          208 
 
surface far into the tusk wall suggests that there may be a direct contact between tusk pulp and the 
tusk interior. The degree to which such a contact may even reach the outside world remains to be 
established. The biological function of the Narwhal tusk remains debated and the detailed functional 
implications of the present investigations will be the subject of future work 
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1. INTRODUCTION 
Age-at-death estimation is crucial in zooarchaeology to better understand animal management by past 
human communities. The most widely-applied techniques for mammal species have been based on 
dental eruption and wear, and on epiphyseal fusion (rev. in O'Connor 2006). Several osteohistological 
studies have also provided methods of determining age-at-death of vertebrates, analysing osteons 
and growth rings through the observation of thin slides (Dammers 2006). The application of such 
destructive techniques on archaeological specimens is not very common. A less invasive alternative in 
the analysis of bone microstructure is computed micro tomography (microCT). Applications of microCT 
are being carried out in biomedicine and, increasingly, in paleoanthropology and palaeontology, thanks 
to their non-destructive character. Some authors pointed out the correlation of particular features of the 
bone structure related to ontogeny (Tanck et al. 2001, Ruimerman et al. 2005). The aim of this paper is 
to test the potentiality of microCT analyses to estimate age-at-death using skeletal elements without 
epiphysis. In mammal species characterised by a rapid ontogeny (for instance carnivores) some 
bones don't show significant size differences during life whilst there are important changes in the bone 
internal structure. Moreover there are taxa showing similar skeletal morphology but a very different 
body size at the adult stage. For example, carpal and tarsal bones of small size referred to the genus 
Canis from palaeolithic sites could be identified as belonging to both young wolves and adult domestic 
dogs. The accuracy of the taxonomic identification is of great interest to better understand the process 
of dog domestication throughout time. 
2. EXPERIMENTAL 
In this study the possible age-related trends observed in the micro-morphology of the talus of 13 
modern red foxes (Vulpes vulpes) of different ages, from few month-old to adult specimens, are 
discussed. The skeletons are part of the osteological comparative collection of the Research Unit of 
Prehistoric Ecology of the University of Siena (Italy). The age-at-death of the individuals was estimated 
observing teeth eruption and epiphyseal fusion as proposed by Habermehl (1985). Greatest length 
(following von den Driesch 1976) and the width of the trochlea at the apex of each condyle were 
measured for all specimens (Figure 1). 
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Figure 1: Size of the specimens. The numbers in the plot indicate the age of the individuals expressed 
in months. 
The microCT acquisitions were realized at the Multidisciplinary Laboratory of the ‘Abdus Salam’ 
International Centre for Theoretical Physics of Trieste, using the following parameters: 110 kV voltage; 
90 µA current; 2400 projections. The slices were reconstructed using Cobra v.7.4 (Exxim), obtaining 
an isotropic voxel size of 15.48 µm. Using Amira v.5.3 (Visualization Sciences Group Inc.), a semi-
automatic threshold-based segmentation was carried out in order to separate the bone component 
from the interstitial air between the trabeculae. The ratio between the bone volume and the total 
volume was counted for each specimen. Finally all bones were oriented in the same direction in order 
to extract two homologous cubic subvolumes of trabecular tissue with a side length of 1548 µm, one 
located in the lateral condylus of the proximal trochlea (subvolume 1) and the other one in the neck 
(subvolume 2). Characteristics of the cancellous bone were analysed using the software BoneJ 
(Doube et al. 2010). 
A medio-lateral virtual cross-section of each bone was performed using a tangent plane at the ventral 
edge of the trochlea (Figure 2). Cortical bone fraction and porosity of the cortical bone were counted 
using the software ImageJ (Rasband 2012).  
 
 
Figure 2: Virtual cross-section of a talus of a 2 months aged individual. 
3. RESULTS AND DISCUSSION 
The external measurements taken on the bones do not allow separating between individuals of 
different ages (Figure 1). Conversely, the two youngest individuals (about 2 months old) are 
characterised by a significantly lower density of the bone structure, as shown by the low estimate of 
the ratio between the bone tissue volume and the total volume (BV/TV) of each specimen (Figure 3). 
The bones of very young individuals are very porous, but then the bone volume fraction rapidly 
increases in the initial growth phase, reaching its highest value at 6 to 8 months. In mature individuals 
the bone volume fraction decreases due to the adaptations of the tissue to external loads. Similar 
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results were also observed and discussed by other researchers (Tanck et al. 2001, Ruimerman et al. 
2005). The differences between three age groups (2 to 5 months, 5 to 8 months and >8 months), 
considering the BV/TV ratio, the amount of cortical bone, and its porosity, have been statistically 
assessed with a one-way MANOVA test, showing highly significant variation between the first and the 
other groups (F6,18 = 3.189, p = 0.026). 
 
 
Figure 3: Ratio between the bone tissue volume and the total volume (BV/TV). The age of the 
individuals is expressed in months. 
 
 
Figure 4: Fraction of cortical bone and porosity in the cortical fraction of bone in each virtual cross-
section. The age of the individuals is expressed in months. 
The analysis of the two subvolumes of cancellous bone has not yielded clear data. The trabecular 
thickness of the subvolume 1 increases from 2 months up to 6 to 8 months aged individuals (with one 
exception of a 6 to 8 months aged individual) and then decreases in the mature ones. No other age-
related trends are observed considering the following parameters: BV/TV, trabecular thickness, 
trabecular spacing, anisotropy and connectivity. These data are in contrast with results obtained by 
other authors (Tanck et al. 2001). This can be related to the small dimension of the subsamples, which 
could not be representative of the general state and could be influenced by very local characteristics 
of the trabecular bone. Differences between the two subvolumes are also observed; they could be 
explained by different external mechanical loads influencing the different regions of the talus during 
life.  
Nonetheless, the simple analysis of the virtual cross-sections has shown an increase of the cortical 
bone fraction and a reduction of its porosity after the first months of life (Figure 4).  
4. CONCLUSIONS  
Microtomography is a powerful tool for investigating bone tissue development throughout vertebrates 
life. Preliminary results presented here show that it is possible to separate between some age-classes. 
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The porous bone structure and the inferior amount of cortical bone of the youngest individuals ( from 2 
to 5 months) are significantly different from that of the older specimens. A different sampling of 
subvolumes of cancellous bone and the analysis of other cross-sections should provide more 
information. Anyway the possibility of identifying juvenile individuals is of great interest for 
zooarchaeological research, allowing the discrimination between closely related taxa, showing a close 
juvenile bone morphology but a different adult size. Notably, such analyses will be fundamental for 
discriminating domesticated mammals from their wild ancestors or between different domestic breeds. 
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ABSTRACT 
We have designed a sample holder that allows controlled axis tilting in micro CT measurements. The 
holder is to be used for optimal sample orientation, for reduction of the scanning time or for improving 
the resolution of the measurements. The holder can be attached to any micro CT instrument.  
1.  INTRODUCTION 
In Micro CT, the more projection images are recorded, the better the resolution of the final 3D image 
will be. Unfortunately, the number of projections that can be taken is limited by the final file size and by 
the acquisition time. In order to keep the resolution, but to save time and memory size or to improve 
the resolution with keeping the recording time within reasonable limits, one has to reduce the noise by 
reducing aliasing of the reconstructed images, recurring to one of the several methods of super 
resolution. Generally, super-resolution is an ill posed problem (Kabanikhin,2008) and thus has non-
unique solutions. In order to avoid non-uniqueness and reproduce any signal with fidelity, one has to 
use additional information about the signal.  
In the case of an image, the additional information can be taken from several low resolution images of 
the same scene or object. Given an estimate of the high resolution image, a set of simulated low 
resolution frames is generated and each simulated frame is compared with the real low resolution one. 
The difference (error) between the two sets is used to correct the estimate of the HR image. The 
process is repeated iteratively until some stopping criterion is met, or until the maximum number of 
allowed iterations is reached (Irani and Peleg,1991).  Another technique is fusion of data from several 
sets of low resolution images to generate a high resolution one. After applying the fusion algorithm, a 
high resolution volume is reconstructed (Rajan and Chauduri,2002) Other super resolution techniques 
are described in Papathanasiou and Petrou, 2005). The super resolution algorithms are already used in 
medical CT, (Bodensteiner et al 2009, Yan et al 2010) in order to reduce the total radiation dose a 
patient receives. Several sets of low resolution projection images are acquired with the source-
detector arm rotating around several axes, tilted with respect to one another. Tilting the rotation axis is 
not straightforward in micro-CT, since in the micro CT the rotating part is the sample, rather than the 
source-detector arm. The linear magnification and resolution of a measurement critically depend on 
source to sample and sample to detector distances, which will change upon tilting the rotation axis. In 
order to avoid those changes that are difficult to correct for, we have designed a goniometric holder 
that positions the center of sample in the rotation center of the goniometer. Tilting the main axis of the 
goniometer will allow only for altering its orientation, not its position.  If the sample size is small 
relatively to the source to sample and sample to detector distances, which is always the case in Micro-
CT measurements, the linear magnification will not change. The only condition is to position the center 
of  rotation of the goniometer exactly in the center of the conical x-ray beam and to position the sample 
accurately in the center of the goniometer. In order to demonstrate the features of our sample holder, 
we have used a simplified technique of data fusion which consists in correct registration of several low 
resolution reconstructed volumes followed by interpolation.   
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2. EXPERIMENTAL 
Our goniometric holder (fig1) was built on the basis of a Suruga goniometric stage (B54-60UN, 
Suruga, Japan). 
 
 
Figure 1: The sample holder 
It is screwed in the main sample holder attachment of the micro-CT instrument (in our case, the 
MicroXCT-400, Xradia, USA, but it can be positioned in any of the commercial micro-CT instrument). 
The holder has a sample positioner which can adapt any sample suitable for micro- CT 
measurements. The gyroscope allows for laterally tilting the rotation axis of the sample by any angle 
between +20 and - 20 degrees. A secondary rotation stage allows subsequent changes in the rotation 
axis of the sample. In order to position the sample accurately in the center of the goniometer, a 
detachable tool indicates its position and allows the correct alignment of the sample under a binocular 
microscope.   
3. RESULTS AND DISCUSSION 
As model system we have chosen the sea urchin needle. It fits our needs because on one side it has 
a complicated structure including layers that are differently oriented and overlaid on each other, and 
on the other side it is composed from minerals that renders it both rigid and X-ray visible. This complex 
structure of the needle and its high visibility allow for an easy comparison of the images and permit us 
to avoid using simplified model samples. We show in fig 2, X-ray tomographic images of the sea 
urchin needle reconstructed from projection images taken with the un-tilted rotation axis and 
respectively with the axis tilted at -5, 0 and 5 degrees. Fig 2 shows the 500
th
 slice of the 935 slices of 
the reconstructed volume obtained from 60 projection images with the un-tilted rotation axis as well as 
the same slice from the reconstructed volume obtained from 20 projection images with the axis tilted 
by different angles. All measurements were taken with a pixel size of 4.88 micron. 
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Figure 2: 500
th
 slice of the reconstructed volume of a sea urchin needle. On the left side the whole cap 
which is inserted in the skin of the organism reconstructed from scans including (a) 60 projection 
images, (b) 3x20 images followed by registration and interpolation and (c) 3x20 images followed by 
registration and averaging. Zoomed in areas pointed by the red arrows are shown on the right hand 
side. 
 
The resolution of the image with more projections is better than that of any of the 20 projection volume 
(data not shown). Both averaging and interpolation of 3 sets of 20  projection images with different 
orientations give a better image that the one obtained from a 60 projection scan. Comparing the 
images with the very high resolution volume (Fig 3) obtained from 1000 projection images, one 
realizes that the lateral upper layers that start to be visible in the interpolated image (see black arrows) 
are completely absent in the averaged image, which renders the interpolation a slightly better 
technique of fusion than simple averaging.    
d a 
e b 
f c 
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Figure 3: High resolution (1000 projections) of the needle of the sea urchin 
4. CONCLUSIONS 
Using the goniometric sample holder significantly improves the image quality without increasing the 
number of projections, i.e the scanning time. Evidently, applying a full-fledged super-resolution 
algorithm on the data obtained with our holder, one can increase significantly the resolution of the 
images. 
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ABSTRACT 
The middle ear is a complex biomechanical impedance match between sound waves in air and in the 
fluid of the cochlea. Finite element modelling is a promising approach to study the behavior of this 
system. This method requires accurate and three-dimensional morphological data as input for its 
simulations. Till recently, no high-resolution and complete models were available. We used X-ray 
micro-computed tomography on human middle ears which, combined with soft tissue staining, 
delivered accurate models of both bone and soft tissue structures. These unprecedented and 
complete models allowed us to obtain novel insights in the shape and morphology of the human 
middle ear, unknown before, and can now be used for modelling. Furthermore, using a new X-ray 
stereoscopy method combined with grayscale analysis, we are also able to study the dynamics of the 
middle ear ossicular chain in periodic motion. 
1. INTRODUCTION 
The middle ear forms an essential part of the ear consisting of three small bones and the eardrum. 
Understanding its working principles has been a quest for many researchers, and its exact functioning 
is still not fully understood. High realism finite element modeling is becoming a widespread used 
technique in middle ear research, but highly accurate morphological input data are needed. 
With this work, we first of all aim to contribute to the field of middle ear mechanics, by providing the 
necessary input for finite element modeling. Exact morphological data is needed in 3D on the shape, 
location and dimensions of all middle ear structures, including ligaments and the two muscles present 
in the middle ear. Where do the suspensory ligaments attach to the hearing bones (ossicles)? What is 
the volume, shape and orientation of the muscles, ligaments, ossicles? Do the ossicles possess 
hollow internal structures and/or blood vessels? How are the joints shaped and held together? These 
questions on 3D morphology can be answered by combining state-of-the-art X-ray micro-computer 
tomography with a staining procedure to make soft tissue visible in back-projected cross sections. 
These data required specialist manual segmentation by researchers with expert notion of human 
middle ear morphology. 
Secondly, a new method was developed by us to measure the 3D motion of the middle ear ossicles 
with an accuracy of about 10 µm. The method combines the X-ray stereoscopy with the grayscale 
information obtained from X-ray shadow images. Moreover, the setup that we have developed makes 
use of a single X-ray point source, unlike the classical stereoscopy setups where two sources were 
used. 
2. MATERIALS AND METHODS 
2.1. Morphology of soft and bony tissue of the human middle ear 
In total six 3D models of the middle ear were constructed from microCT-scans of healthy human 
temporal bones. First, the middle ear was dissected from the temporal bone, and a small hole was 
drilled in the cavity side to enable the injection of staining fluid. To preserve the samples, they were 
stored for 4 days in a 4% formaldehyde solution. Afterwards, they were stained for 5 days in a 3% 
solution of phosphotungstic acid (PTA) in water. After flushing the samples with water to remove the 
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residual PTA, they were scanned with the X-ray microtomograph of the centre for X-ray 
microtomography at Ghent University. Resolutions ranging from 19 to 23 µm were obtained. The 
segmentation and model construction was done in Amira 5.3. 
2.2. X-ray stereoscopy with grayscale analysis for dynamic middle ear behavior 
Rabbit and gerbil temporal bones were dissected from euthanized animals. A small hole was drilled in 
the cavity, to mark the ossicles in the middle ear with marker points (tungsten beads).  
First, two X-ray images were recorded from different directions by rotating the object over a 90 degree 
angle between imaging, while a sinusoidally changing pressure was applied to the middle ear. The 
exposure time of each X-ray image was identical and matched with (an integer multiple of) the period 
of motion. Since the ossicles moved during the X-ray imaging due to the applied air pressure, the 
integrated intensity of the moving beads is smeared out: different gray values are present along the 
marker points’ path of motion due to the motion speed. When a marker remains for a long time in a 
given position, more X-rays are absorbed and vice versa, as shown in ﬁgure 1 right.  
Using the disparity between the two X-ray stereograms, we can calculate the 3D coordinates of each 
marker at its outermost positions of the periodical motion in the World Coordinates System (WCS), 
from the respective marker positions in both images in Camera Coordinates System (CCS) (Salih et 
al. 2011a,b). We thus obtain the 3D coordinates of the path of motion. 
Next, assuming a linear path, time information (and thus speed) at each point along the path of motion 
can be obtained by integration of the gray scale values (Salih et al. 2011b).  
 
 
 
(a) (b) 
Figure 1: Snapshots of X-ray shadow images show three tungsten beads on top of the malleus ossicle 
of a gerbil at: (a) rest/static state before applying pressure and (b) during linear loading of the tympanic 
membrane with a pressure of 2 kPa at a frequency of 50 Hz. The scale bar is 500 µm. 
3. RESULTS AND DISCUSSION 
3.1. Morphology of soft and bony tissue of the human middle ear 
Results are shown here for one temporal bone scan, although six scans were made in total. Figures 
2(a) and 2(b) both show a cross section through the middle ear. Soft tissue structures such as the 
tympanic membrane and its connection with the manubrium of the malleus (manubrial fold), the 
incudomallear joint, and the middle ear muscles can clearly be seen on the images. Particularly the 
fibrous structure of both tensor tympani and stapedius muscle is nicely shown. Also visible are 
mucosal layers and the chorda tympani. 
Figures 3(a) and 3(b) show 3D VRT (Volume Rendering Technique) images of the ossicles and the 
eardrum. Surrounding structures were removed by cropping the image dataset around the ossicles or 
eardrum respectively. The ossicles are colored from segmentation data, and the soft tissue is 
visualized by choosing the appropriate threshold. The simple threshold selection demonstrates how 
easily the soft tissue can be distinguished from the background. 
Figure 4 shows the 3D surface model that was constructed from the microCT image data. The model 
contains unprecedented data and insights on the following structures: 
 
 malleus, incus, and stapes 
 tympanic membrane, and connection with manubrium of malleus 
 incudomallear joint, incudostapedial joint, and annular stapedial ligament 
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 posterior incudal ligament, anterior mallear ligament 
 chordi tympani nerve, tensor tympani and stapedius muscles and tendon 
 
   
(a)  (b) 
Figure 2: Cross sections through the middle ear: (a) through incus and malleus, and (b) along the 
tensor tympani muscle. 
 
 
           
(a)                                                                       (b) 
Figure 3: 3D VRT images of (a) the ossicles, and (b) the tympanic membrane. 
 
 
 
 
 
Figure 4: 3D surface model of the human middle ear. 
3.2. X-ray stereoscopy with grayscale analysis for dynamic middle ear behavior 
With the new method that we developed, the 3D displacement of the middle ear ossicles in both 
gerbils and rabbits has been studied as a function of quasi-static pressure changes. Using the time 
information obtained from the grayscale values with the stereoscopy method, the motion of the 
ossicles can be reconstructed and demonstrated on the high-resolution fully-scanned microCT 
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computer model of the middle ear, shown in figure 5 (Salih et al. 2012).  
A study on a controlled phantom object showed that the 3D displacement can be calculated with an 
accuracy of approximately 10 µm while the velocity along the path of motion can be reconstructed with 
a RMSE of 5% (Salih et al. 2011a). 
 
 
 
Figure 5: Snapshot of the 3D motion of a rabbit ossicular chain during pressurizing the EC with 2 kPa 
(peak-to-peak) at a frequency of 50 Hz. Arrows indicate the displacement as a function of pressure. (a) 
malleus, (b) the incus, (c) the stapes and (d) the cochlea. The marker points or beads on the ossicles 
are presented in the model as well (in red). 
For the malleus (a): green represents the +1 kPA position, blue its rest position at 0 kPa, and 
orange/pink the -1 kPa position. 
For the stapes (c): green represents the +1 kPA position, purple its rest position at 0 kPa, and 
transparent orange/pink the -1 kPa position. 
4. CONCLUSIONS 
Through a soft tissue staining method, we were able to generate the highest resolution and most 
complete (human) middle ear model from microCT to date. The resulting 3D models give new insights 
in the morphology of the middle ear. Furthermore, we developed a new X-ray stereoscopy method, 
which through grayscale analysis, is able to measure periodic motion of the ossicular chain in the 
middle ear. 
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ABSTRACT 
In thorium and uranium rich areas, naturally occurring radioactive materials (NORM) are imbedded in 
mineral structures. Due to weathering processes and human interventions (e.g., mining) radioactive 
particles, varying in size, structure and composition are formed. As such particles can carry substantial 
radioactivity, they represent point sources of exposure. To assess the potential impact to man and the 
environment from the NORM particles, particle characterization is needed. This paper focuses on the 
use of microtomographic techniques to demonstrate the heterogeneous distribution of radionuclides 
and metals in soils collected close to mining sites in Norway. A case study is presented, where micro-
CT, XRF and XRD tomography were successfully applied to characterize soil particles from the 
thorium rich Fen area. The results showed a highly heterogeneous structure, with the radionuclides 
distributed in a few concentrated regions. The present work also demonstrates that radioecological 
studies should benefit from the use of advanced methods such as synchrotron radiation based 
techniques. 
1. INTRODUCTION 
The Fen area situated in Telemark county, southern Norway, comprising former iron and niobium 
mines, is famous for its significant levels of Th bearing minerals and also high levels of other metals 
including U and As. The external gamma doses in the area are among the highest in Europe. 
Measured concentrations of 
232
Th in rødberg rocks and soils collected at locations within or near the 
Fen iron-mine ranged within 97 and 3000 mg/kg (Sundal and Strand 2004, Dahlgren 1983). Extensive 
mining has been conducted in the past, and waste from the Fe-mine also contains significant amounts 
of Th and U as well as other metals (Popic et al. 2011). 
 
A better knowledge of the radionuclide distribution in the soil is desired in order to better assess 
radiological risks and to implement radioprotection measures, when needed. Moreover, this will also 
benefit a more precise assessment of the potential economic value of the Th-deposits that have been 
proposed as alternative fuel for nuclear power production (Furukawa et al. 2008). 
 
With this aim, selected soil and rock particles, selected from a wider sampling and measurement 
campaign, were the object of a micro-tomographic investigation, where the 3D morphology was 
explored by X-ray absorption tomography, while elemental and mineralogical information were 
obtained by synchrotron-based X-ray fluorescence and diffraction tomography respectively. As all 
these techniques are non-destructive, the samples are preserved for further studies. 
2.  EXPERIMENTAL 
Particles and rock fragments were selected for analysis based on their enhanced radioactivity as 
determined by digital autoradiography and subsequently subjected to micro-CT at the Technical 
University of Warsaw. Moreover, the same samples were analyzed at beamline L, HASYLAB 
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synchrotron, Hamburg, by means of micro-X-ray fluorescence (μ-XRF) and micro-X-ray diffraction (μ-
XRD), in tomographic mode. 
 
The samples were imaged with an Xradia MicroXCT-400, a laboratory µCT scanner, at the Faculty of 
Materials Science and Engineering of the Warsaw University of Technology. The scanner is equipped 
with an Hamamatsu 150 kV X-ray source and a 2 K Andor CCD camera. In addition to the geometric 
magnification, it also includes a set of scintillator coated objective lenses with an optical magnification 
of 0.5X, 4X, 10X, 20X and 40X, that allow sub-micron resolution. Reconstructions were performed 
using an algorithm based on cone-beam filtered backprojection, including ring artifact and beam 
hardening corrections. The latter is required since a polychromatic primary beam is used. 
 
At Hasylab Beamline L, a focussed monochromatic X-ray microbeam (primary energy 20.2 keV) of 10-
15 μm diameter, having a divergence of ~4 mrad was used for the investigations. This beam was 
obtained by employing a 200 period Mo/Si multilayer monochromator with mean layer thickness of 
2.98 nm for energy band selection (ΔE/E=1%) and a single-bounce elliptical capillary for beam 
focussing (Falkenberg et al. 2004). 
 
A 1K Bruker CCD camera positioned behind the sample was used for collecting diffraction patterns in 
transmission mode, along with two silicon drift detectors (SDD), positioned at 90 degrees relative to 
the primary X-ray beam, for simultaneous detection of the XRF signals. For tomography, mineral 
grains or particles were scanned over a translation range and a 180° rotation range. The conversion of 
sinograms to tomograms was performed by the statistical algorithm maximum-likelihood expectation 
maximization (MLEM) algorithm (De Nolf and Janssens 2010). 
3.  RESULTS AND CONCLUSION 
A different output is provided by the three techniques described above: while for the XRF and XRD 
technique, this is a map showing the distribution of elements and minerals on a single virtual slice, 
micro-CT allows us to obtain a full volume reconstruction. Accurate beam hardening correction, 
available in the reconstruction software, was satisfactory in minimizing artifacts such as cupping, 
streaks and pronounced edges in the CT images. 
 
By combining the results obtained from the three techniques we observed that the soil of the Fen area 
is highly heterogeneous. A less abundant, dense fraction (about 15% of total volume) is surrounded by 
a much larger and less dense fraction. A smaller fraction, in the external part of the soil particles is 
also found, with attenuation close to that of air, and could be constituted by organic material. 
 
The most abundant fraction is identified by XRD as quartz and clinochlore, while the denser one has 
been proven by XRF tomography to contain Th, the distribution of which is correlated with yttrium. It is 
important to note that the Th-containing heavy fraction is the primary concern, when radiotoxicity 
and/or economic value are assessed. 
 
The combination of laboratory μ-CT with the synchrotron based μ-XRF/XRD tomography has also 
shown a clear added value, for instance when tracking down in the CT data the XRF/XRD virtual 
slices, allowing us to observe in 3D the distribution of the univocally identified Th-minerals.  
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Figure 1: Tomogram of a Fen soil particle, with relevant features highlighted: Th hotspots (striped), Ba-
Ce-Nd hotspots (fine-striped). The same slice was reconstructed by μ-XRF and μ-XRD tomography, 
providing mineral and elemental distribution. 
The present work has demonstrated that heavy metals are heterogeneously distributed in the soil of 
the Fen area. In the mineral grain subjected to detailed analysis, a dense phase containing heavy 
metals including Th constituted about 15% of the total volume, the matrix being composed by silicates. 
In particular, the most relevant element for environmental impact and economic assessment, i.e. Th, is 
concentrated in a few hotspots.  
 
A similar situation for U has been observed in soil particles from uranium mining areas in central Asia 
(Lind et al. 2013) and is suspected to be found at most sites worldwide where radioactive materials 
occur naturally (Lind 2006). This is particularly relevant because many of the current radioprotection 
models do not take into account the presence of dispersed point-sources, thus the potential 
radioecological and radioanalytical impact of radioactive particles should be taken into account when 
environmental impact is assessed. Furthermore, the present work demonstrates that radioecological 
studies should benefit from the use of advanced and integrated microanalytical techniques. 
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ABSTRACT 
The petrological fabric of roofing slate determines the main properties of the slate as a construction 
material, such as durability and waterproofing. Roofing slates are rocks derived from the low-grade 
metamorphism of lutites, with a characteristic lepidoblastic fabric. However, little attention by 
petrologists has been paid to the role of this fabric in the behaviour of roofin slates. This work 
characterizes the fabric and pore system of two roofing slate varieties from Spain, using two different 
techniques, each with its advantages and disadvantages: X-ray microtomography, useful to find 
heterogeneities and mineral inclusions on the slate bulk,and mercury intrusion porosimetry, which 
defines the pore system. The differentiation of mineral inclusions is very useful for predicting the 
weathering of a slate, while the definition of the pore system may help to understand how the slate will 
behave during its service life. 
1. INTRODUCTION 
Roofing slates are a very popular construction material in both historic and modern buildings all over 
Europe (Prieto et al., 2011). Nowadays, most of the production is located in Spain (García-Guinea et 
al., 1997), with about 80% of the world´s production. The characteristics that make a slate suitable for 
roofing are a fine textural homogeneity, which also gives waterproofing, and a well-defined, slaty 
cleavage, which gives a characteristic lepidoblastic texture to the slates, making it possible to 
manufacture plane and light tiles. These two features determine the pore system of the slates, which is 
closely related with the durability of the tile (Cárdenes et al., 2010). However, the pore system of 
slates has not been studied in detail, maybe because of the widely extended supposition that there is 
no open porosity. This pore system can suffer important changes during weathering, by the action of 
iron sulphides oxidation (Fischer and Koch, 2005) or by the effect of successive freeze-thaw cycles 
(Cárdenes et al., 2012a). These changes may compromise the integrity of the slate tiles, or even the 
waterproofing of the cover. Thus, the evolution of the pore system during the slate´s life service greatly 
affects its performance. An indirect way to measure this evolution is through the changes in the water 
absorption, which can be used to give an estimation of the life service of the slate (Walsh, 2002). 
In this work, the pore system of two slate varieties from Spain is studied by means of optical 
microscopy, X-ray diffraction (XRD), X-ray computed  microtomography (micro-CT) and mercury 
intrusion porosimetry (MIP), finding the main characteristics for this special pore system. 
2. EXPERIMENTAL 
Slates were sampled directly at the quarries of North Spain, in the Domain of the Truchas Syncline, 
the largest outcrop of roofing slate in the World. Samples were taken from fresh blocks extracted from 
the quarry. The first sample, LMO, is from an Upper Ordovician slate known for its low content in 
weatherable minerals such as iron sulphides and carbonates, while the second slate, MRA, is from 
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Middle Ordovician, and in this case is known to have significant quantities of these weatherable 
minerals. 
The mineralogical and petrological analysis were developed at the Geology department of the Oviedo 
University, while the MIP was performed at GEA Asesoria Geologica, a company specialized in 
restoration of historical heritage. Micro-CT scanning was performed at the Centre for Tomography of 
the Ghent University (www.ugct.ugent.be). 
For the petrological characterization, thin sections of 30 µm thickness were elaborated and examined 
with a Carl-Zeiss® Universal Polarized Light microscope. Thin section images were taken with a Leica 
DC 300F camera. The mineralogical semi-quantification was done by X-ray diffraction (XRD). The 
XRD analyses were carried out using a Philips diffractometer PW 1830, Cu cathode with a wavelength 
of   1.54051. The angular scan was recorded from 2º to 15º 2θ, with a digital register Philips PW 
1710. The diffractograms obtained were studied with the software Xpowder for the qualitative and 
quantitative analysis. 
MIP was performed with an AUTOPORE III 9400 porosimeter, obtaining the specific surface, pore 
diameter, pore access radius, percentage of connected porosity, and real density of the samples. For 
the micro-CT analysis, small core drills of 8 mm diameter were taken from the slates and scanned at 
the UGCT, an X-ray tube FeinFocus was used, at 120 kV. A voxel size of 6.50 µm could be obtained.  
3. RESULTS AND DISCUSSION 
The petrological (Figure 1) and mineralogical analysis (Table 1) show the typical features for an 
Ordovician Spanish roofing slate (Cárdenes et al., 2012b). The petrological texture goes from porfiro-
lepidoblastic to lepidoblastic, while the proportions of the main minerals can be considered normal for 
these type of slates. Optical examination showed a very small grain size and pore size, under the 
resolution of the optical microscope. Other techniques, such as SEM, may give more accurate 
information about other facts of the fabric. 
 
 
Figure 1: Petrological microscope images (crossed polarizers and 63x magnification) of the slate 
samples MRA and LMO. A) MRA: The texture is porfiro-lepidoblastic, where the quartz grains stands 
out the chlorite and muscovite matrix; B) LMO:  This texture is lepidoblastic, all the mineral 
components have similar size. 
 
Table 1: XRD mineralogical determination of the slate samples. 
Slate Mineralogy (%) 
 Quartz Chlorite Muscovite Feldspar Iron sulphides Carbonates 
MRA 27.8 20.8 42.1 7.0 1.1 1.2 
LMO 24.9 24.6 43.3 7.2 <1 <1 
 
The MIP analysis show low porosity values for both slates. The cumulative intrusion curves (Figure 2) 
present different shapes, for MRA the curve adjust to a Gaussian distribution, with a pore radius 
access biased to the higher values, but for LMO the curve shape highlights that there are pore sizes 
below the limit of detection of the porosimeter. Thus, the real % porosity should be a little higher than 
1.24 % (Table 2). Thus, LMO has more microporosity than MRA, and hence a slightly higher specific 
surface. 
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Figure 2: Cumulative Intrusion curves for MRA (blue) and LMO (red). 
 
Table 2: MIP pore system parameters. 
Slate 
Specific 
surface (m
2
/g) 
Average access 
radius (µm) 
Median access 
radius (µm) 
Porosity 
(%) 
MRA 0.04 195.7 114.5 0.89 
LMO 0.69 82.5 11.6 1.24 
 
Finally, micro-CT has proven to be more effective for visualizing joint veins or mineral inclusions on the 
slate bulk than for determining the pore system itself, due to the very low size of the existing pores 
(Figure 3). 
 
Figure 3: Rendering of scans of samples LMO (A) and MRA (B). While LMO is characterized by a lot 
of small, dense inclusions (pyrite and pyrrhotite), These smaller inclusions are less common in MRA, 
which is characterized by larger inclusions (carbonates). Colours indicate similar grain size of the 
inclusions. Below both renders there are a representative cross-section for each sample. 
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4. CONCLUSIONS 
Roofing slates have a very small grain size and pore radius access which makes it difficult to study 
their pore system. MIP analysis has shown low porosity values, while micro-CT analysis has allowed 
characterizing mineral inclusions and other heterogeneities in the slate matrix. Micro-CT can 
determine the size, distribution and abundance of these mineral inclusions, giving important 
information about the potential response of the slate to mineral weathering, which is one of the main 
problems for the slate sector. 
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ABSTRACT 
Complex porous carbonates display heterogeneity at different scales, influencing their reservoir 
properties (e.g. porosity) especially since different porosity types may exist on different spatial scales. 
This requires a quantitative geometric description of the complex (micro)structure of the rocks. Modern 
computer tomography techniques permit acquiring detailed information concerning the porosity 
network at different scales. These datasets allow evolvement to a more objective pore classification 
based on mathematical parameters. However computational limitations in complex reservoir models 
do not allow incorporating heterogeneities on small scales (e.g. sub-meter scale) in full-field reservoir 
simulations [Nordahl and Ringrose, 2008]. The suggested workflow allows characterizing different 
porosity networks in travertine rocks as well as establishing confidence intervals regarding the 
Representative Elementary Volume (REV) of these samples. The results of this study prove that one 
has to be very critical when determining the REV of heterogeneous complex carbonate rocks, since 
they are influenced by both resolution and size of the dataset.  
1. INTRODUCTION 
Heterogeneity is a general characteristic of carbonate reservoir rocks, and relates to their geological 
history: sedimentary origin, burial history and diagenesis processes. All previous mentioned processes 
have an influence on the complexity of the porosity network. In order to address this problem the 
concept of the Representative Elementary Volume (i.e. the smallest value that can be taken as a 
representation for the entire sample area/volume that does not respond to small changes in volume or 
location) was first introduced by Bear [1972].  
These complex porosity systems require 3 dimensional (3D) information in order to obtain reliable 
estimations of petrophysical parameters (i.e. permeability, pore connectivity). In this respect there is 
an urgent need to update existing pore classification systems defined in 2D based on petrography 
[Choquette and Pray, 1970; Lønøy, 2006; Lucia, 1995], to a more objective classification in 3D.  
2. MATERIALS AND METHODS 
2.1. Samples 
This study will particularly focus on monomineralic travertines as case study since these lithologies 
cover a wide range of porosity types, i.e. micro- till macro(vug) and micro-karst porosities. They can be 
considered as the most complex porosity systems in carbonate rocks. Furthermore they form 
important potential reservoir rocks and building stones. Consequently with regard to the latter large 
quarries exist where they are excavated. Samples originate from travertine deposits in the south-
western part of Turkey, near the city of Denizli.  
2.2. Workflow 
In order to study the macro-pore systems present in travertine rocks a workflow, shown in Figure 1, 
using different imaging techniques has been developed. Due to progress in X-ray Computed 
Tomography (CT), rapid, non-destructive, high-resolution 2D and 3D examination and analysis of 
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almost any kind of material, including earth and soil materials is currently available in practice.  
Cores are primarily scanned with a medical CT scanner, the Siemens Somatom (Figure 1, step1). In 
this study the cores have a diameter of 10cm and are between 10 and 30 cm long. The main 
disadvantage is that the resolution of these scans is limited to 0.5 mm in 3 dimensions.    
In a next step plugs (2 cm diameter and 4 cm long) are drilled out of the larger cores. These samples 
are scanned using microfocus CT. Samples are scanned at a resolution of (27 μm)
3
 using a SkyScan 
1172 system.  
In a final step micro-plugs can be drilled out of the plugs. These micro-plugs have a diameter of 7 mm 
and are 1.5 cm long. Since they are this small they can be scanned using a General Electric nanotom 
at resolutions of  (3 μm)
3
. 
As a result, in this workflow parts of the original sample are scanned at 3 different resolutions. This 
allows investigating pores with pore sizes from approximately 10 μm up to several cm. Moreover the 
more detailed information concerning the porosity network of the scans in step 2 and 3 can be used as 
a training image in multiple point geostatistcs. This technique allows to statistically improve the images 
of scans with a lower resolution.  
 
Figure 1: Workflow using different CT systems for different sample sizes. 
2.3. Image analysis 
The purpose of image segmentation is the separation of materials (monomineralic rock and air). 
Quantitative analysis of the porosity requires a voxel by voxel determination of void and rock phases. 
For segmentation an in-house dual-thresholding algorithm is used, based on the principle first 
described by Canny [1986] for an edge detecting algorithm.  
Resulting segmented slices are imported into Morpho+ [Brabant et al., 2011] and Avizo Fire. Morpho+ 
also allows splitting complex pore structures at pore throats based on a watershed algorithm. These 
results are used to calculate several shape parameters such as form ratio (based on L, I and S - L is 
assigned to the longest dimension, I is the longest dimension perpendicular to L, and S is 
perpendicular to both L and I), sphericity and roundness. Based on the results of this analysis and on 
particle classification systems [Blott and Pye, 2008], a pore classification is proposed. Figure 2 
presents an overview based on the form ratio’s I/L and S/I. In this diagram 5 shape classes are 
defined: rod, blade, cuboid, plate and cubic shapes. 
 
Figure 2: Diagram of the theoretical pore shapes based on I/L and S/I  form ratio’s 
2.4. The Representative Elementary Volume (REV) 
The REV is originally defined by the following concept by Bear [1972]. P is a mathematical point in a 
porous medium. ∆Ui represents a volume for which P is the centroid. This volume is much larger than 
a single pore or crystal. For this volume it is possible to define the ratio ni by formula (Eqn.1). 
 (1) 
with: (∆Uv)i: the volume of void space within ∆Ui 
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By repeating the same procedure for different i, a series of shrinking volumes can be obtained. Figure 
3 represents the evolution of ni in function of the volume. This figure indicates that below a certain 
value ∆U0 large fluctuations in the ratio ni occur.  
 
Figure 3: Schematic graph of how a measured property varies with sample volume with definition of 
the domain of the representative elementary volume (REV) (modified from Bear [1972]) 
However using this graphical method to determine the REV remains subjective. It is necessary to 
define the size of the REV based on objective mathematical parameters.  The chi-square criterion is 
proposed as a measure of the fluctuation of the porosity inside a selected sample volume. This 
procedure is based on the fact that the smaller the value of χ
2
 becomes, the closer the selected 
volume corresponds to the volume of the REV. This combination of a numerical – statistical approach 
was already suggested by Gitman et al. [2007]; Zhang et al. [2010]. In the sample volume, 5 centroids 
of test volumes are randomly chosen. In each test volume the ratio ni is calculated (Eqn. 1.). The 
deviation of one result compared to the mean value of the ratio n i is tested by the χ
2 
criterion. In this 
case a desired accuracy of 95% is chosen for the χ
2 
parameter. The statistical degree of freedom is 
equal to 2, because five samples are compared for each volume and the size of the REV follows a 
lognormal distribution. Hence the number of degrees of freedom equals the number of realizations – 
the number of distribution parameters (2)-1.  
For each sample, the size of the REV is calculated 20 times using the procedure described above. In 
order to fit a statistical distribution to these results QQ-plots and Lilliefors-test can be used [Lilliefors, 
1969]. If a log normal distribution can be fitted a 95% confidence interval for the size of the REV can 
be calculated.  
3. RESULTS 
3.1. Pore shapes 
This approach allows to separate different types of pore shapes as well as to assess the anisotropy of 
the porosity in the sample by using the orientation of the longest dimension. The pore space inside a 
travertine rock can hence be classified based on the pore shapes. Moreover the rod-like shaped pores 
are divided into vertical and horizontal rod shaped pores.  
Quantification of the different recognized classes allow to identify different types of depositional 
environments e.g. in “reed dominated facies” the quantity of rod-like shaped pores (25%) will be 
dominant while in a “flatpool facies” the cubic shaped pore (30%) will dominate.  
3.2. REV 
Three principal travertine facies types have been analysed: the flatpool, reed and cascade dominated 
facies. Table 1 & 2 show an overview of the results for the large core samples and the microplugs. On 
the CT scans of both the core and the micro-plug, the flatpool facies has the smallest REV, while the 
cascade facies always has the largest REV. However for the microplugs the size difference of the REV 
becomes much smaller and the confidence intervals are all in the same order of magnitude. 
 
Table 1: Overview of the size of the 95% confidence bounds of the REV’s in different travertine facies 
based on medical CT scans of 10 cm Ø cores 
Facies type Lower boundary [mm
3
] Upper boundary [mm
3
] 
Flatpool 880 1513 
Reed 6110 15883 
Cascade 46916 138975 
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Table 2: Overview of the size of the 95% confidence bounds of the REV’s in different travertine facies 
based on micro-CT scans of 0.7 cm Ø micro-plugs 
Facies type Lower boundary [mm
3
] Upper boundary [mm
3
] 
Flatpool 0.12 0.29 
Reed 0.16 0.38 
Cascade 0.21 0.49 
4. CONCLUSION 
The proposed workflow allows to study the porosity network of different travertine lithologies. Based on 
3D CT data sets different facies types can be automatically and hence objectively recognized. This 
study also illustrates that the size of the REV on a mm to dm scale is dependent on the lithology of the 
analyzed rocks and hence on the dominant pore shapes. Also the resolution and sample size has an 
important influence on the size of the REV. However pervious studies also suggested the influence of 
the parameter under investigation such as particle size distribution in sands [Al-Raoush and 
Papadopoulos, 2010].   
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Defined as soil or rock that remains at or below 0 °C for a long period of time, permafrost (i.e. 
perennially frozen ground) covers extensive areas in Arctic regions. It occurs in practically all types of 
geological surface material such as solid, fractured and weathered bedrock, gravel, sand, silt, clay or 
peat. Permafrost contains ice in various forms and amounts. Structural and thermal design 
considerations when building in the Arctic require precise knowledge of the thermal and geotechnical 
properties of permafrost. Property values are also necessary as input for the parameterization of 
thermal models and thaw settlement prediction. Previous studies (Calmels and Allard, 2008 and 
Calmels, 2010) show great potential in using computed tomography for classification and volume 
measurements of permafrost components, i.e. sediment, ice and gas (void) contents. The technology 
also provides visualization of the structural organization of permafrost (cryostructure) and to some 
extent, depending on system resolution, of more intimate soil particles-ice organization (cryotexture).  
 
The aim of this ongoing study is to present the application of an innovative and non-destructive 
approach using CT-scan to estimate permafrost physical properties of undisturbed samples (bulk 
density, phase composition, thermal properties and thaw settlement potential). Permafrost samples 
with different textures and forms of ground ice (cryostructure), ranging from homogeneous fine-grained 
soils with stratified ice lenses to coarse-grained diamictons well-bonded with pore ice, were extracted 
from various sedimentary environments (glacial, alluvial, marine, organic, etc.) and scanned using a 
Siemens Somatom 64 scanner at the Institut National de la Recherche Scientifique in Quebec City. 
The cores were scanned over their entire length with slice thickness of 0.4 mm. According to the core 
diameter (100 mm), pixel resolution of 0.1 x 0.1mm was provided. By selecting a range of TI values 
corresponding to each of the soil components (sediment, ice and gas), voxel classification and 
quantification of the soil components were achieved using ORS Visual © software of Object Research 
Systems, therefore providing the fractional volume of the permafrost samples components (soil phase-
diagram). Known values of thermal properties for each component (sediments, ice and air) shall be 
used to mathematically estimate the bulk thermal properties (conductivity and heat capacity) of the 
cores. Thaw settlement prediction (thaw strain due to phase change of ice to water) will be assessed 
by subtracting the total volume of ice inclusions (segregated ice) from the permafrost sample. 
Validation is planned by comparing CT-scan- derived results to measured values obtained from 
conventional laboratory measurements (heat-flow meter method and thaw consolidation test). The 
extent to which grain size distribution and cryostructure may affect property determinations will have to 
be assessed through comparisons between CT-Scan and the conventional techniques. 
 
The CT-scan used in this preliminary study provides voxel resolution larger than the porosity of fine-
grained sediments such as silt and clay, yielding an underestimation of pore ice content which will 
affect slightly the bulk thermal properties and also thaw settlement prediction. However, it is expected 
that higher resolution scanners, will allow more precise volume measurements of the soil components 
and thus increase the accuracy of the proposed methods. Comparative essays to be done shortly 
(February 2013) on a µCT SkyScan 1173 at Université du Québec à Rimouski will be presented. 
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ABSTRACT 
Flame retardants in polymer blend are imaged with energy-resolved synchrotron X-ray tomography in 
an effort to determine efficacy of the retardant. Several imaging strategies are being tested: Samples 
before and after test burns are imaged with conventional static tomography. Two variations of dynamic 
tomography are used to image samples during moderate heating.  There are significant differences in 
data acquisition strategies for static and dynamic tomography: For static tomography, there is more 
emphasis on an accurate measurement of blend composition. For dynamic tomography, the time 
resolution becomes important and the requirements for an accurate composition measurement are 
reduced. Herein, we discuss the balance and compromises inherent in static and dynamic 
tomography. 
1. INTRODUCTION 
Objects such as lithium-ion batteries, cat claws, and flame retardants in polymer blends have been 
imaged with X-ray synchrotron tomography and share several important characteristics (Butler et al. 
2011, Homberger et al. 2009, Ham et al. 2004).  The object size is typically on the order of a 
centimeter and internal structural features are observed with near micron image resolution. Also, these 
samples contain a time element. How does a fresh battery differ from a worn, low-capacity battery?  
How does the claw from an adolescent cat differ from that of an adult. And, how does a flame 
retardant in a polymer blend react to attempted ignition? 
 
Tomography of flame retardant polymer blends before heating, static tomography, shows the 
concentration distribution of the brominated aromatic flame retardant (FR) and its antimony(III) oxide 
synergist, as well as the glass fiber reinforcement, if present (Barnett et al. 2010). As expected, the 3D 
concentration distribution at the micron scale is not constant; there are distinctive “lumps” and “voids” 
in the FR concentration. Of course, lumps and voids are only apparent after the tomographer has 
applied a binarization threshold, a tacit application of prior knowledge about sample.   
 
At first, the lumps appeared to be important parameter for flame retardant efficacy. However, 
conversion of the tomography vol% into wt% shows that only a very minor fraction, on the order of 2% 
of all of the flame retardant is contained within the lumps.  That is, most of the FR is well blended in 
the polymer matrix.  Analyzing the voids (voxels in the tomography data set containing insufficient 
flame retardant) is difficult as the threshold concentration defining a void is not known.  It would be 
logical to set the void threshold to the minimum vol% required for FR efficacy, but for a newly prepared 
FR, this value is unknown.  
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There are various hypothesizes for the mechanisms of FR performance, and some of these involve 
the formation of protective structures by the FR at the polymer-flame interface as the sample burns.  
Hence, dynamic tomography of the sample during heating or ignition may be a more effective research 
tool than static tomography.   
 
Dynamic tomography is being developed for FR/polymer studies via several strategies.  In the first 
strategy, we simply perform static tomography of a sample before and after flame testing.  Secondly, a 
sample is alternately heated and imaged for up to a dozen heat-image cycles.  Thirdly, samples are 
continuously heated while multiple tomography data sets are acquired.  Each strategy has its 
advantages and drawbacks; the most efficient strategy for aiding new FR development is yet to be 
determined. 
2. EXPERIMENTAL 
Roughly forty samples have been studied with energy-selective synchrotron X-ray tomography.  
Samples are roughly cut cylinders about 3 mm in diameter and composed of high-impact polystyrene 
(HIPS) with various brominated aromatic flame retardants and sometimes added antimony(III) oxide 
synergist.  One sample set consisted of BT-93 (a brominated phthalimide dimer) intentionally poorly 
blended in HIPS; the poor blend was done so as to assess the effect of heating on dissolution of BT-
93 lumps.  Another sample set was prepared in duplicate, and one example of each was processed 
with a burn procedure similar to the UL 94 standard (Underwriters’ Laboratory). 
 
Tomography data were collected at the LSU CAMD synchrotron tomography beamline.  The beamline 
operates at a 7 Tesla wavelength shifter which provides X-rays at energies up to 35 keV.  A double 
multilayer monochromator passes BW = 3% radiation with a beam height of 1-2 mm to the sample.  A 
Ce:YAG scintillator is optically coupled to a high-well depth CCD; the effective pixel size is 2.5 
microns.  Tomography data processing uses a filtered back-projection reconstruction method; 
intensities in the reconstructed volume are scaled such that column and row sums of the volume will 
match line probes of the absorption images at 0 and 90 degrees.  Tomography data sets at X-ray 
energies spanning Br and Sb K-edges are used to calculate the vol% distribution of FR and 
antimony(III) oxide in the polymer blend; X-ray mass attenuation of HIPS, FR, and antimony(III) oxide 
are calculated with NIST XCOM.  The density of the FR is usually estimated (Cao et al. 2008). 
 
Samples were heated by moving the sample to close proximity of a 25 Watt electrical heater mounted 
in a steel block along with an RTD temperature sensor. The steel block temperature was regulated at 
temperatures up to 600 Celsius and partially insulated with an alumina tube.  Several time and 
temperature heating profiles have been tested.  The simplest heating profile is continuous heating 
while collecting tomography data with a dynamic tomography projection sequence (Kaestner et al. 
2011), however this heating profile limits tomography data sets to a single X-ray energy.  For multiple 
X-ray energy studies, we use a cycle of alternating sample heating with tomography data acquisition.  
The sample is heated for 2 minutes, allowed to equilibrate for at least 20 minutes, and then imaged. In 
subsequent heating periods, the heater temperature is increased by steps of 30 Celsius.  To date, 
samples mounted on the tomography stage have been heated to the polymer softening point, but not, 
as yet, to ignition.  
3. RESULTS AND DISCUSSION 
From a chemical point-of-view, images of a polymer blend as it is heated to ignition are fascinating.  
First, the original blend of polymer and flame retardant is likely to show structure either due to 
immiscible FR at high loading and/or a fast blending process followed by slow FR dissolution kinetics. 
With double thresholding, isosurfaces can be generated to visualize the lumps and voids of FR 
concentration in the blend. Moreover, isosurfaces of the antimony(III) oxide synergist and its lumps 
and voids can also be generated, as well as the intersections of FR and synergist structures.  One 
might expect a region low in both FR and synergist concentration to be less protected than other 
regions of the sample. 
 
Second, as the sample is heated, dissolution kinetics are expected to become faster.  If the original 
sample has residual structure from a fast blend or low temperature phase separation, then elevated 
temperatures may lead to a more homogenous FR structure.  Here, FR dissolution can be detected 
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from either a narrowing of the 1D histogram of voxel compositions or by particle tracking and size 
assessment.  We have tested the latter and do find evidence of lump dissolution for a sample 
intentionally prepared with a poor initial blend.  Particle tracking has been tested via two methods:  
Binarized volumes are processed with a spherical harmonic particle developed by Garboczi (Garboczi, 
2002) which yields particle coordinates and size; the shearing motions developed in a heated sample 
can be followed by simple size and direction tracking. The spherical harmonic functions allow easy 
inspection of the intensities at the particle surface.  A somewhat faster method is based on image 
morphology operations; binarized images are used to generate shell structures from a combination of 
dilation and subtraction.  The shells are used to extract image intensities at the particle surface.  
Particle surface intensities, from either the spherical harmonics or shell structures, show that FR lumps 
are dissolving as the sample is heated.    
 
Conversely, do voids diminish in extent and magnitude as FR lumps dissolve?  To address this 
question, image editing tools have been used to draw in 3D some void structures as a labeled field.  
Then, the intensity of the void is followed as the sample is alternately heated and imaged.  This 
analysis is in progress; we are expecting a reduction in the range of concentrations within a void, i.e., 
a narrowing of the 1D histogram of the void.  
 
Very recently, burned samples, prepared roughly as described by UL 94 procedures, were studied.  In 
this case, the sample bar shows a range of charring depending distance to the bunsen burner flame.  
From  burn bars of varying FR preparations, we attempted to consistently excise a sample with a soot-
covered exterior and an unmelted interior, and to then perform tomography across the interface.  A 
slice from one tomography data set is is given below (Figure 1).  This FR/HIPS sample shows white 
lumps across most of the slice; prior work has shown that lumps are up to 30 wt% FR and all lumps in 
total account for about 2% of all FR in the sample.  That is, most FR is well blended with the polymer.  
Prior work has shown the rapid growth of air bubbles as a polymer sample is heated and the bubbles 
in this sample are of typical size and shape. What is striking to us in this image is the homogenous 
layer at the burn interface, with a thickness up to 75 microns.  The first interpretation is thermal 
activation of rapid FR diffusion in the hot polymer at the burn interface.  However, this is only the 12 
keV data set; yet to be performed is the data reduction of multiple X-ray energy data sets to generate 
the FR concentration volumes. 
 
 
Figure 1: X-ray tomography of FR/HIPS showing burn interfaces (UL 94 test procedure). 
4. CONCLUSIONS 
This research project is at a significant transition point.  We can point to a number of procedures 
developed to acquire and process tomographic data of FR/polymer blends. However, which procedure 
is most effective for aiding FR develop is not yet known.  First and most obviously, we are seeking a 
strong correlation between image structure and FR efficacy.  It is possible that flame retardancy is 
dominated by processes at the Angstrom distance scale and the structures visible at the micron scale 
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are not relevant.  Fortunately, among the many samples studied to date, there does appear to be a 
useful correlation between micron-scale structures and FR efficacy.   
 
Second, there is the question of which tomography procedure most efficiently generates the image set 
necessary for FR evaluation. We are sufficiently interested in the dynamic tomography to consider 
rebuilding the tomography stage such that sample ignition can be supported during imaging.  If this 
can be accomplished, then the tedious work of selecting a millimeter section from a 5 cm burn bar can 
be eliminated.   
 
At this transition, our expectations are for a bright future for X-ray tomography and flame retardant 
research. The ability to image dynamic processes with high spatial resolution and some chemical 
information nicely match the chemical processes of the burning, or suppressed ignition, system.   
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ABSTRACT 
Usually when studying geomaterials, minerals and rocks, it is necessary to determine phase mineral 
composition, including quantity evaluation, grains dimensions and morphology, pore content. The 
paper presents the developed X-ray microCT techniques for phase identification of natural and 
technogenious mineral substance (geomaterials). The main feature of our method is the use of 
standard sample (etalon). The results of testing minerals and their aggregates, ferrous and alloying 
metals ores, oceanic ores, nodules and crusts, coals, shungite rock, kimberlites and diamonds, 
metallurgical slags, pellets, biogeneous minerals, unique specimens (lunar soil, meteorites, collection 
samples), etc. by the developed techniques are given.  
1. INTRODUCTION  
X-ray Computed Tomography, XCT is a nondestructive fast physical method that permits to obtain 
direct visual picture of a sample internal structure, to reconstruct its 3-D image for internal texture-
structure analysis and phase composition examination. XCT is developing actively and widely used 
today in research as an ordinary routine analysis (Khozyainov et al. 2004). The technique allows rapid 
visualization and investigation of the tested sample internal characteristics, its 3-D internal structure 
reconstruction and long-term digital information storage. XCT combines the X-rays merits with the 
advantages of computer processing data. Its benefits are: fast-time, no sample preparation (crushing, 
thing sections, polishing surface). Here we present our results of XCT for testing various geomaterials. 
Since 1990 we have been studying geomaterials with XCT technique for phase composition and 
morphology, granular structure peculiarities as the basic characteristics, when forecasting quality and 
technological data – minerals and rocks, ferrous, ferromanganese and polymetallic ores, ocean ore 
formations, coal, diamonds, oil and gas collectors, metallurgical slags, organogenious matter, etc. 
2. EXPERIMENTAL  
2.1. Method 
XCT is an effective nondestructive rapid radiation technique, combining advantages of physics and 
informatics. X-ray reconstructive computer tomography combines traditional X-ray screening and 
computational mathematics digital technique. The distribution of Linear Attenuation Coefficient, LAC μ 
(x, y) for individual pixels in each cross-section results in internal spatial structure reconstruction by 
mathematical processing. X-ray absorption depends on the substance properties, it is a function of 
density (ρ, g/cm
3
), element composition, X-ray radiation energy by LAC μ (x, y), that is calculated from 
mass attenuation coefficient, m, and is a function of both the matter density, ρ, and effective atomic 
number, Z (Eqn. 1): 
 
=m (1) 
 
If the X-ray energy is less than 100 keV, the photoelectric phenomenon dominates, when absorption 
depends mostly on the atomic number and substance density; but for the energies above 100 keV the 
Compton scattering happens, and absorption depends mostly on the density. So if we assume 
probable mineral composition, we may calculate LAC under the same conditions and compare it with 
the experimental one, but when photoelectric phenomenon takes place. 
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2.2. X-ray micro CT technique 
Our idea of identification (Khozyainov et al. 1992, Khozyainov et al. 2004) is based on proximity 
comparison of experimental  exp and calculated calc LAC ratios,  (Eqn. 2): 
 
 = samplenardstaphaseX  ,  (2) 
 
exp is the experimental ratio of the measured X-ray radiation LAC amplitude values on XCT-images for 
identified X-phase to the LAC amplitude of the standard sample (etalon) of known chemical 
composition, density and cross-section square dimension, that is located simultaneously with the 
tested sample in the scanning zone. 
 
calc is the theoretically calculated effective (average on a power spectrum) ratio of the LAC X-ray 
radiation values for the assumed X-phase mineral composition to the one of the standard sample 
(etalon). Calculations are fulfilled in circular approach with amendment on X-phase environment. 
Aluminium has proved to be the most suitable etalon for geomaterials testing, so as its density is 
similar to the one of rock-forming minerals. 
 
We elaborated a method of phase identification on XCT data and produced “TomAnalysis” computer 
program for quantitative morphology, granular and phase structure analysis, that operates with 
experimental XCT LAC input and output parameters used in mineralogical and materials studies. 
Automatic phase recognition process and their colour marking its allocation on XCT image with 
markers is realized in the program. The sequence of an internal structure studying after XCT images 
visual analysis on the screen is the following (Figure 1): LAC spatial distribution analysis; amplitude 
measurement at dot, along profile or at square; LAC ratio (sample/ etalon) calculations for separation 
and identification of mineral phases; phase content (wt. %) definition and histograms drawing; after 
that follows morphology and structure analysis. 
 
 
 A B C D   E 
Figure 1: Sequence of XCT analysis. A – Roentgenogram; B – Tomogram through T-T1 line section, 
marked at (A) with Al-etalone (Al); “TomAnalysis” processing: C – phases marking, D – histogram of 
wt.% phase content; E – LAC amplitude distribution along S – S1 line at (C), X-phase (metal) marked 
arrow 
2.3. Unit Technical Specification 
Today there are several engineering groups, producing μXCT scanners. We use “Geotom” VT-50-1 
μXCT unit being constructed by PROMINTRO (Industrial Introscopy) Ltd., Russia specially for 
geological tasks (Khozyainov, 1992). XCT units of VT-series are certified for the ASTM E1441 – 11 
“Standard Guide for Computed Tomography (CT) Imaging” / Nondestructive Testing Standard. 
Specification: micro-focus X-ray source, < 5µm spot size, accelerating voltage U = 100 kV (max 
150 kV), accelerating current I = 5 µA, 8 CsJ(Na) detectors, 5 m intervals between neighboring 
measured slices, maximum sample cross-section diameter 15 mm and in length 100 mm, space 
resolution 5 m for the linear irregularities. LAC is measured in range from -32000 to +32000 grades. 
Aluminium (Al) standard sample is used. Experimental XCT data are processed by the developed 
techniques for quantitative phase, morphology and granular structure analysis. 
3. RESULTS AND DISCUSSION 
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Usually when studying geomaterials, minerals and rocks, it is necessary to get data on mineral 
composition, including: quantity, grains dimensions and morphology, pore content. Various natural and 
technogenious samples have been studied: minerals and their aggregates, ferrous and alloying metals 
ores, oceanic ores, nodules, coals, shungite rock, kimberlites and diamonds, metallurgical slags, 
pellets, biogeneous minerals, unique specimens – lunar soil, meteorites, collection samples, etc. 
(Khozyainov et al. 1975, Yakushina et al. 2003). A number of examples of XCT testing by the 
developed technique with standard sample is presented. 
3.1. Ores and ore-bearing rocks 
XCT for the Ferrous-bearing ores from different continental ore deposits and ocean ore formations 
were investigated for structural and textural peculiarities, including character of oxidation. Usually 
there are not less than 5-8 mineral phases in the ores. World Ocean ore formations are considered to 
be a source of non-ferrous, rare and precious ferrous metals (Figure 2). Nevertheless, testing 
composition of the oxide ores is a complex methodological problem that results from: polymineral fine 
phases forming micro-nanometre aggregates; different mineral forms of non-ferrous and rare metals; 
very low content of proper phases. Moreover, structurally disordered, X-ray amorphous and ephemeral 
minerals are sustainable in a narrow PT-range in see-bottom layer that widespread occurs. XCT 
allows to solve a number of the diagnostic tasks being unequivocal by optical and X-ray diffraction 
methods because of minerals optical constants proximity, their amorphous and high-disperse state 
and effective study structural features of the marine ore formations  
 
A B 
C 
Figure 2: Nodule 3D-XCT, hereinafter A – Tomogram, B – phases marked and C – content, in %: rock-
forming minerals blue, yellow, green; Fe, Mn hydroxides orange; Fe, Mn oxides red, blue, violet 
3.2. Fossilized Coals 
Coals inhomogeneity, their types, crushing size, ash- and a mineral impurity content (sulphur, 
carbonates, clays), toxic mineral phases may be found out from XCT data, as they impact on coal 
quality and washability parameters (Figure 3). Fast projection of coals quality can be received from 
XCT data. 
 
A B     
C 
Figure 3: Coals, inhomogeneous dyuren-klaren type, phases marked: porous gray, two organic 
(matseral) phases green, quartz yellow, siderite orange, pyrite brown, other sulphides red 
3.3. Nonmetallic raw materials 
Among other raw nonmetallic matter diamond is the most attractive. Inclusions in it are grasped in a 
certain stage of crystal growth and indicate its genesis. High diamond "transparency" for X-rays is XCT 
advantage to detect impurities in natural and synthetic diamonds – carbides, spinels, etc. We also 
found “crystal in crystal” inclusions. A collection (GIA) of diamond imitations has been tested. LAC 
values of natural, synthetic diamonds and main types of imitations are definitely different (Table 1) and 
can be a diagnostic property. 
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Table 1: XCT data for diamond and its imitations, э/Al 
Sam
ple 
Diamond,
natural  
Diamond 
synth  
Moissanite  Zirconium   GGG, 
synth.i 
YAG, synth.. Srtitanate, 
synth. 
Rutile, 
synth . 
Shpinel, 
synth. 
Leuco-
sapphire 
 C C SiC (Zr,Hf) O2 Gd3Ga5O12 (TR)3Al2 [AlO4] SrTiO3 TiO2   
э/Al
 0,55 0,57 1,40 12,44 17,85 6,57 7,58 2,86 1,01 1,14 
 
3.4. Technogenious raw solid materials 
Metallurgical slags and pillets are the technogenic raw materials. XCT allows to detect phase 
heterogeneity, nature of distribution, presence and ratio of industrial useful phases in slag-glass matrix 
(Figure 4). Eutectic colonies, accurately distinguishable on tomograms, are confirmation of 
simultaneous presence of two magnetite versions. Data obtained indicated possibility only of chemical 
processing slags recycling. 
 
 A  B  C 
Figure 4: Metallurgical slags, phases marked: glass (olivine) orange, two pyrite eutectics blue and red,  
two trevorite phases brown and violet, metallic phase (Ni) plum 
3.5. Biogeneous minerals, unique specimens 
There are lot of unique objects that must not be crushed, such as meteorites, fossilizes fauna, 
archeological specimens, pearls, precious stones, etc. A flux Chatham Cr-coloured gem corundum 
(ruby) from the RAS Fersman Museum has been studied for impurities (Figure 5). Various corals and 
peals have been tested. XCT pearl identification technique was developed. XCT techniques may be 
used in applied gemmology.  
 
1  2 3 4 5 
Figure 5: Ruby crystal (1,2x1,2x1 cm): 1 – photo; 2 – the trapeziform metallic inclusion 3 – XCT, 
inclusions along the ditrigonal prism; ruby light blue; inclusions – red (Fe) 0,28-0,52 wt. %, blue (Pb) 
0,01 wt. % 
4. CONCLUSIONS 
The developed method of phase identification and morphology, granular and structure analysis by the 
XCT data is based on the comparison of experimental  exp and calculated calc LAC ratios. This 
technique has proved to be an effective tool in XCT studies of natural and technogenious mineral 
substance. The geomaterials has been studied with the developed XCT technique and on 
mineralogical approach. XCT allows to solve a number of the diagnostic tasks being unequivocal by 
optical and X-ray diffraction methods because of proximity of optical constants of minerals, their 
amorphous and high-disperse state, and effective study of more structural features. The XCT has 
proved to be a reliable tool to get direct, fast information about internal structure morphology, granular 
and phase data, being alike other image analysis, obtained with optical microscopy, scanning electron 
microscopy, X-ray microanalysis, digital devices, etc. 
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ABSTRACT 
This article presents the assessment of a tubular composite specimen by X-ray computed 
tomography. Standard measurements such as void size distribution and void content have been 
performed as well as innovative measurements to obtain a full 3D description of the specimen 
structure. The advanced data analysis was correlated to the 3D visualisation to further the 
understanding of the damage within the specimen. The methodology presented here on a cylindrical 
specimen can be extended to any thin- and thick-walled rod and tubular geometry. 
1. INTRODUCTION 
The past few decades have seen the increase use of composite materials for high performance 
engineering applications (Beukers 2001), led mainly by the aerospace industry (Rawal and Goodman 
2000). The development of composites for other mainstream applications has also been linked to the 
development of new manufacturing techniques (such as 3D weaving, tape winding and braiding) 
producing near net shape fibre preforms for manufacturing of complex 3D components (McClain and 
Goering 2012). Such components require innovative techniques for quality and damage assessment. 
X-ray computed tomography (XCT) is a technique that can be employed to non-destructively evaluate 
complex 3D components (Kruth et al. 2011). This study demonstrates the potential of XCT for 
standard and advanced 3D measurements for damage characterisation on a tubular composite 
specimen. However, the methodology developed here could be applied to any thin- and thick-walled 
rod and tubular component.  
2. EXPERIMENTAL 
2.1. Specimen manufacturing 
The specimen was a tape winded polyether ether ketone (PEEK)-carbon fibre composite tubular 
having a 6 mm inner diameter, an 11 mm outer diameter and a 50 mm length. 
2.2. X-ray computed tomography 
The composite specimen was scanned at the Henry Moseley X-ray Imaging Facility on the Nikon 
Metrology 225/320 kV Custom Bay system equipped with a 225 kV static multi-metal anode source 
(minimum focal spot size of 3 μm) and a PerkinElmer 2000 × 2000 pixels 16-bit amorphous silicon flat 
panel detector. The scanning was performed with the copper target using a voltage of 60 kV and a 
current of 170 µA. The data acquisition was carried out with an exposure time of 2000 ms, and no 
filtration. The number of projections was set to 3142 and the number of frames per projection was 1. 
The entire volume was reconstructed at full resolution with a voxel size of 25.0 µm along the x, y, and 
z directions. The data were then loaded into VGStudio MAX® software, and converted from 32 bits to 
8 bits with the grey scale remapped from [0,52] to [0,255]. The data processing was performed with 
Avizo® Fire 7.0.1 software.  
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3. RESULTS AND DISCUSSION 
Examples of 2D slices and corresponding 3D rendering are presented in Figure 1. It can be seen that 
defects can be clearly identified in all orthogonal planes (XY, XZ, and YZ) with some of the defects 
running over significant distances along the vertical length of the specimen.  
 
   
 a) XY plane  b) XZ plane 
   
 c) YZ plane  d) 3D rendering (voids in yellow, specimen in grey) 
Figure 1: 2D slices and corresponding 3D rendering of specimen 
Standard data processing has been applied to the voxels labelled as voids in order to obtain the void 
equivalent diameter distribution and the evolution of the global void volume fraction along the vertical 
(z) axis (Figure 2). The void volume fraction results were consistent with optical microscopy results 
performed on cross sections (2.9 % porosity, XY plane).  
 
 
 a) individual pore size distribution  b) global void volume fraction along z axis 
Figure 2: Standard void data processing 
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Additionally, advanced data analysis has been performed to obtain the distribution of voids both 
vertically and radially (Figure 3). Although there is very little variation along the vertical axis, 3 peaks 
can be observed on the radial void distribution graph: a low intensity peak between 0 and 0.5 mm from 
the inside surface and two high intensity peaks, respectively between 0.5 and 2 mm; and 2.5 and 3.6 
mm from the inner surface of the composite cylinder. It will also be demonstrated how these results 
can be the basis for additional analysis that can give a further insight into the different type of damage 
within the specimen. 
 
  
 a) vertical distribution  b) radial distribution 
Figure 3: 3D void distribution 
4. CONCLUSIONS 
This study presents original results on laboratory X-ray computed tomography applied to the 
characterisation of a cylindrical composite specimen. It has been demonstrated how standard data 
processing can be applied to obtain structural information such as void size distribution and void 
volume fraction. Examples of advanced data processing have been presented, highlighting the 
strength of CT as a 3-dimensional tool for damage characterisation of cylindrical composite 
specimens, but also more generally for any thin- and thick-walled rod and tubular component. 
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ABSTRACT 
The optical properties of solar receivers used in solar energy conversion devices depend on the 
chemical composition, on the structure and the microstructure of the materials. Silicon carbide (SiC) 
foams are usually used as receivers and X-ray Computed Tomography was performed in order to 
characterize the raw and porous foams of silicon carbide. Tomography is a non-destructive technique 
for imaging obtaining statistical information on the samples. It’s of a great interest for the analysis and 
the comprehension of the microstructure of such systems. The microstructural characteristics 
presented here will be essential to model and understand the radiative properties of these systems. 
1. INTRODUCTION 
This work is conducted in the framework of OPTISOL project funded by the French National Agency 
(A.N.R.). This project aims at increasing the competitiveness of solar thermal power plants by 
increasing the solar conversion efficiency at high temperature in particular through the implementation 
of combined cycles. The key component of such solar processes is the solar receiver that must deliver 
air in the temperature range between 700°C and 1100°C. The optical properties of the porous 
structures used as receiver must have a selective behaviour in relation to the solar radiation in order to 
limit the radiative losses of the surface and increase heat transfer by convection. 
Receivers usually used are silicon carbide (SiC) foams (Menigault et al. 1991; Pitz-Paal et al. 1991; 
Fend, T. et al. 2004). Increasing the efficiency of such systems is directly linked to the geometrical and 
optical properties of the receivers (ceramic foam, porosity, grain size, additional layer…). Also, 
structure and microstructure of the foam have to be controlled in all steps of the process. In this work, 
we characterized the silicon carbide foams produced by SICAT Company, industrial partner of the 
project. We used the X-rayTomography technique to characterize the microstructure of various SiC 
foams and we will show that is a well-adapted tool to study such samples. The SiC foams are usually 
constrained to high temperatures, typically in the range of 700°C – 1100°C. So an oxide has to be 
formed at the surface of the raw material during the thermal treatment in order to increase radiative 
transfers and stand such a thermal treatment. Therefore, X-ray Tomography is used to give firstly a 
detailed characterization of the raw foam microstructure. Secondly, we study its modifications with 
temperature by DTA-TGA and dilatometry. 
2. EXPERIMENTAL 
The structural properties of the SiC foams were studied by X-ray Diffraction using a Cu-K radiation 
source (Bruker AXS D4) and operating with a (2 Bragg-Brentano geometry. 
The microstructural characterizations of the samples were carried out with a X-ray Tomography set-
up,  Phoenix/GE Nanotom 180, using the W target, Mode 0 and a 100 μm Cu filter with U = 90kV and I 
= 140 μA (FOD and FDD = 47 and 250 mm, respectively; 9.40μm/voxel). A timing of 1250 ms was 
used for the data acquisition with 7 images averaged per step while the first two were skipped to avoid 
image reminiscence after each rotation and a total of 1440 images were recorded. Typically, X-ray 
tomography was performed on a few cm
3
 of sample. 
Additional microstructural information, such as specific surface area or density was obtained by BET 
(Micromeritic ASAP 2010) and weight/volume measurements.  
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Finally, thermal gravimetric (Setaram TGA-DTA 92) and dilatometric (Setaram Setsys) measurements 
were carried out in order to specify the thermal behaviour of the foams. 
3. RESULTS 
3.1. Structural and microstructural characterizations of SiC foams 
We studied two types of silicon carbide foams (-SiC and -SiC). The averaged pore size of -SiC 
foams can be controlled and we received two kind of samples with 2.8 mm and 3.5 mm in diameters. 
Furthermore, SiC foam chemical contents were controlled by Inductively Coupled Plasma (ICP): the 
stoichiometry is not preserved since an excess of carbon has been evidenced. Indeed, the 
composition of -SiC foams is about 47% of silicon and 53% of carbon (atomic percentage) and for -
SiC, the carbon content is even more important since the results of the analysis provided 44% of 
silicon and 56% of carbon. 
X-ray diffraction patterns were performed on -SiC and -SiC foams at room temperature (Figure 1). 
SiC can be found in various polytypes with cubic and hexagonal structures. The -SiC is crystallised 
and the XRD pattern is indexed in the cubic structure (like a ZnS blende structure) with a F-43m space 
group and noted 3C in the Ramsdell notation (JCPDS n°00-029-1129).  
 Figure 1: Room temperature XRD patterns of -SiC and -SiC. 
The XRD pattern of -SiC is indexed in the hexagonal structure with a P63 space group and named 
5H (JCPDS n°00-042-1360). 
The microstructural properties of the -SiC and -SiC have different features since the measured 
specific surfaces areas (BET measurements) are equal to 1 m²/g and 28 m²/g respectively. Similarly, 
the densities measured macroscopically revealed differences between the two types of SiC, 76% of 
porosity for -SiC and 89% and 92% for -SiC (=2.8 mm and =3.5 mm respectively). X-ray 
tomography measurements have been carried out on the two types of SiC foams polymorphs. The 
data acquired have been used to reconstruct and visualise (using the VG Studio Max 2.1 software) the 
3D microstructure of -SiC and -SiC =2.8 mm (Figures 2a and 2b). We observe a denser 
microstructure for the -SiC with a smaller cell size than for -SiC. A more detailed and statistical 
analysis of the data is reported in the table 1. Firstly, the porosities measured are in good accordance 
with the values obtained from the macroscopic measures. Secondly, for the two -SiC foams, the cell 
sizes are in good accordance with the specifications given by the SICAT Company. In addition, we 
report the average sizes of the windows and the struts constituting cells. On the 2D cross section 
micrographs (Figures 2c and 2d), we can confirm the decrease of the size of cells and windows and 
the increase of the struts’ size of -SiC foams relative to -SiC which explains the denser 
microstructure of -SiC foams. In addition, internal porosity is also highlighted on -SiC, which also 
justifies the difference in density between the two types of foam. 
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Figure 2: X-ray computed tomography 3D images of -SiC (a) and-SiC =2.8 mm (b), 2D cross 
section of -SiC (c) and -SiC =2.8 mm (d). 
 
Table 1: Results of X-ray tomography analysis 
Sample
 
Cell size [mm] Window size 
[mm] 
Strut size [mm] Porosity [%] 
-SiC 1.8 ± 0.1 0.9 ± 0.1 0.4 ± 0.1 72 
-SiC =2.8 mm 2.6 ± 0.1 1.1 ± 0.1 0.2 ± 0.1 81 
-SiC =3.5 mm 3.6 ± 0.1 2.0 ± 0.1 0.3 ± 0.1 85 
3.2. Thermal behaviour of -SiC foams 
As previously mentioned, receivers are working at high temperature. The covering of the foam by an 
oxide layer is necessary in order to control the optical properties of the system. This requires a thermal 
treatment in air at high temperature. In this part, we study the thermal behaviour of -SiC foams. 
Two temperature range phenomena can be deduced from the DTA-TGA and dilatometric curves 
(Figure 3). The first one, between room temperature and 650-700°C where there is no mass loss and 
also a linear increase of the dilatometric curve with the temperature. The thermal expansion coefficient 
measured is about 4.3×10
-6
 K
-1
, very close from the theoretical value which is 4.7×10
-6
 K
-1
. Up to 
650°C, these results confirm the stability of -SiC foams. After 650°C, there is a strong exothermic 
mass loss on the DTA-TGA curves and a break of slope is observed on the dilatometric curve. This 
behaviour is attributed to the removing of the residual carbon (12% at.). At higher temperature, there is 
an increase of the mass, which results from the competition between the oxidation of the carbon in CO 
and CO2 (confirmed by mass spectrometry measurements), which are volatile species and the 
oxidation of the silicon in silica (Kouamé et al.). At this temperature range, the non-linear increase of 
the dilatometric curve confirms a regular change of foam composition. At temperatures higher than 
1200°C, a shrinkage of the foam appears and SiO2 crystallises in the cristobalite structure. 
 
a) b) 
c) d) 
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Figure 3: TGA-DTA (left) and dilatometry (right) curves obtained on -SiC powder 
4. CONCLUSIONS 
X-ray tomography measurements have been carried out on -SiC and -SiC foams and their raw 
microstructures have been completely described. Microstructural information obtained is of a great 
interest for the understanding and modelling of the radiative properties of these systems. Preliminary 
detailed investigations on the thermal behaviour of -SiC foams using for instance X-ray tomography 
are presented. Valuable information about the temperature range structure stability is collected and 
studied in relationship with physical properties.  
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ABSTRACT 
This paper focuses on the applicability of lab µCT in the study on weathering of historical glass. 
Historical glass can undergo weathering under the influence of time and environmental conditions; as 
a result dark colored Mn corrosion bodies can be formed. Lab µCT was successfully used to study the 
morphology of Mn intrusion and to distinguish the different phases that can be formed during artificial 
weathering of low durable sensor glass (Frauenhofer M1.0). Using high resolution lab µCT it was 
demonstrated, that during such processes, Mn can penetrate a leached/hydrated glass layer.  
1. INTRODUCTION 
Numerous stained glass fragments, excavated in different archaeological sites are affected by 
manganese browning, caused by the development of dark colored Mn rich stains in the alteration layer 
(Domenech-Carbo et al. 2006; Schalm et al. 2011). The formation of such alteration layers and Mn 
bodies are described elsewhere in more detail (Schalm et al. 2011). Several reducing/chelating agents 
(Fitz 1981; Torge et al. 1996) are being used by glass restorers to treat this effect. 
 
The aim of this paper is to determine the applicability of lab μCT in research on glass corrosion. 
Characterization of the glass samples was performed with μCT, which is used to study the morphology 
of the Mn intrusions and to distinguish the different phases present. All CT analyses were performed at 
the Department of Materials Science and Engineering of Warsaw University of Technology.  
 
The possibilities of lab μCT were tested on "standarized" corroded glass fragments. This is a part of 
an ongoing research to develop a more correct conservation procedure in which applied treatment 
products alter in a minimal fashion the original historical material. In order to avoid (partial) damage to 
historical glass during tests/comparison of different treatment methods, it is appropriate to start from 
artificially weathered glass fragments. Simultaneously the preparation of these "standarized" corroded 
glass fragments can offer new insight in the processes involved in the natural degradation of historical 
glass. As a starting material, Frauenhofer type M1.0 sensor glass (54.2 wt% SiO2, 28.8 wt% K2O, 17.0 
wt% CaO) (Fuchs et al. 1991) was used, which contains no manganese and has a low durability. In 
order to facilitate and accelerate the weathering process, a two step treatment was employed. 
 
The first step involves the creation of a leached/hydrated layer on the contact surface between the 
glass and the treatment solution, by immersion of M1.0 glass fragments in a 1 M HCl solution. During 
this step protons from the acid solution and cations from the glass are being interchanged, resulting in 
the formation of a lower density leached/hydrated layer (Schalm et al. 2011). In a second step the 
acid-treated glass samples were immersed in a 0.5 M MnCl2 solution to induce Mn intrusion 
(parameters are given in Table 1).  
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2. EXPERIMENTAL 
Two different lab µCT scanners were used to image the corroded glass fragments, namely a Skyscan 
1172 high-resolution micro-CT and a Xradia MicroXCT-400 instrument. The first is equipped with a 
Hamamatsu 100 kV tungsten X-ray source and a Skyscan 11 Mp camera. The Xradia has a 
Hamamatsu 150 kV X-ray source and a 2 K Andor CCD camera. In addition to the geometric 
magnification, it also includes a set of scintillator coated objective lenses with an optical magnification 
of  0.5X, 4X, 10X, 20X and 40X, that allow an even better resolution than the Skyscan 1172. All 
measurements using the Skyscan 1172 were carried out with an operating acceleration voltage of 70 
kV and a source current of 139 µA. A 0.5 mm Al filter was inserted in the incoming beam in order to 
remove the soft X-rays. These cannot pass through the sample and do not contribute to the acquired 
radiography, but their scattering can still induce noise and unnecessary sample heating. Only one 
glass fragment was measured using the high resolution Xradia instrument using a 50 kV acceleration 
voltage and a 200 µA current. Reconstructions were performed using an algorithm based on cone-
beam filtered backprojection, including ring artifact and beam hardening corrections. The latter is 
required since a polychromatic primary beam is used. Other experimental parameters are unique for 
every measured glass fragment and are summarized in Table 1; this table also summarizes all the 
chemical treatments employed. 
 
Table 1: Summary of the treatments applied to the analysed glass fragments and the instrumental 
parameters used during µCT acquisition. 
Sample Scanner Treatment 
Exposure 
time/angle 
Rotation 
step 
Total 
rotation 
angle 
Image 
pixel 
size 
Total 
scan 
duration 
Fraunhofer 
M1.0 
Skyscan 
1172 
2 h 1 M HCl 
+ 
24 h 0.5 M 
MnCl2 
780 ms 0.3° 180° 2.4 µm +/- 2 h 
Fraunhofer 
M1.0 
Xradia 
XCT-400 
2 h 1 M HCl 
+ 
24 h 0.5 M 
MnCl2 
10 s 0.072° 180° 1.1 µm +/- 17 h 
 
3. RESULTS AND DISCUSSION 
As was mentioned in the introduction , Frauenhofer type M1.0 sensor glass (54.2 wt% SiO2, 28.8 wt% 
K2O, 17.0 wt% CaO) (Fuchs et al. 1991) was used as a starting material. Browning could be visually 
observed on the surface of all weathered glass samples after artificial weathering by immersion in 1 M 
HCl and 0.5 M MnCl2 solutions (Figure 1) During previous research elemental distribution maps of 
cross sections of weathered glass fragments were recorded with micro X-ray fluorescence analysis. 
This allowed to visualise the distribution of the cations (e.g. K and Ca) being leached out of the M1.0 
glass and to localize the intruded Mn inside a formed leached layer. The latter was done with the aim 
of determining the local speciation of Mn via µXANES and the most dominant species of Mn in every 
weathered glass fragment proved to be Mn3O4 (Nuyts et al. 2012, under review). No significant spatial 
variation was found among the analysed glass fragments nor any variation with treatment time. Mn3O4 
has a typical brownish black color, explaining the observed browning effect.  
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Figure 1: Optical microscope images of Frauenhofer type M1.0 sensor glass. (a) shows an untreated 
fragment and (b) shows a fragment after treatment with with 1 M HCl and 0.5 M MnCl2 solutions. 
An acquired elemental distribution map of Si and Mn is shown in Figure 2 as an example of the µXRF 
maps that were collected during previous experiments. The presented map is a cross section of a 
M1.0 glass fragment that was treated with HCl for 2 h and consecutively for 24 h with the above 
described MnCl2 solution. In our previous study it was observed that Ca and K are leached out of the 
glass during immersion in the acidic solution. It was also demonstrated that Mn intrudes into the 
leached layer (Figure 2); moreover Mn was the only element subject to enrichment that was 
encountered in this layer (Nuyts et al. 2012, under review). While the image in Figure 2 suggests that 
Mn is preferentially introduced into the leached layer via microscopic cracks, the distribution is blurred 
due to the fact that the Mn-Kα signals originate from various depths below the surface.  
 
 
Figure 2: Elemental distribution map of Si (blue) and Mn (red) of a glass fragment immersed in 1M HCl 
(2 h) and consecutively in 0.5 M MnCl2 solution (24 h) obtained by µXRF. 
This problem can be avoided by employing µCT, without the necessity to prepare an exposed, 
polished cross section of the sample and thus without the risk of removing intruded Mn during this 
preparation. Figure 3a shows a virtual cross section, parallel to the original surface, of the fragment 
shown in Figure 1b that has been treated in a similar manner as the sample shown in Figure 2. This 
fragment was measured using the Skyscan 1172 (parameters are given in table 1) resulting in a 2.39 
µm resolution. Since only manganese is enriched in the leached layer, the brighter areas present in 
this virtual cross section correspond to the areas where manganese entered the leached layer via 
cracks, similar to the Mn enrichments shown in Figure 2. It can be observed that Mn indeed 
penetrated all the cracks created by the HCl treatment.  
 
To determine whether Mn actually penetrated the glass of the leached layer or only filled up the 
cracks, higher resolution tomographic measurements were performed using the Xradia instrument 
(see Table 1 for the data-acquisition parameters; resolution of ca 1 µm). A virtual cross section parallel 
to the original glass surface is shown in Figure 3b. Next to unfilled cracks, the diffusion of Mn starting 
from the filled cracks into the leached layer is clearly noticeable.  
a b 
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Figure 3:  Slices of  glass fragments both after consecutive treatments with 1 M HCl and 0.5 M MnCl2 
solution. (a) shows a slice, app. 14 µm under the original glass surface and (b) shows a slice, app. 15 
µm under the original glass surface. 
4. CONCLUSIONS 
It was proven that lab µCT is a useful tool in determining the morphology of Mn intrusion during 
artificial weathering of low durable sensor glass (Frauenhofer M1.0). Previous experiments associated 
visual browning of the altered glass with the precipitation of Mn in the leached layer as the brownish 
black Mn3O4. Localization of Mn by µXRF mapping is difficult by blurring of the elemental distribution 
maps due to the fact that the Mn-Kα signals originate from various depths below the surface. When 
scanning artificially weathered glass fragments at a lower resolution (2.4 µm) with a Skyscan 1172 it 
was already clear that Mn penetrated all cracks created by the 1M HCl treatment, causing the surface 
to obtain a brownish color. While higher resolution scans (1.1 µm) with a Xradia XCT-400 revealed 
details of the process such as the diffusion of Mn from the micro-cracks into the surrounding gel layer. 
It is important to underline that by applying lab µCT there is no need for an elaborate sample 
preparation during which the cutted surface can be altered (e.g. removal of intruded Mn). In general it 
can be concluded that lab µCT can be a valuable asset in research on glass restoration.  
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ABSTRACT 
The aim of this study is to establish a relationship between the X-ray CT-scan intensity and the blue-
green laser reflectance intensity during the wave propagation process conducted in laboratory. The 
flume passed into the gantry of the CT-scan. The blue-green laser reflectance of the MAPLE (LiDAR 
prototype) is correlated to the density of the upper bedload transport zone (UBTZ) and the suspended 
sediment concentration (SSC) zone obtained by CT-Scan and PIV. The results show that the laser 
reflectance intensity is directly correlated with the SSC and is proportional to the density of the UBTZ 
when the SSC is low. PIV data confirm the sediment transport pattern under the wave in shallow 
water. Finally, the SSC is function of the elliptic wave orbital movement and the current vectors pattern 
associated with the wave propagation. 
1. INTRODUCTION  
Airborne LiDAR bathymetry (ALB) technology has proven to be an efficient laser -based tool for the 
monitoring of coastal environments and for mapping the bathymetry, and more recently biological 
habitats (Collin et al. 2010) or geomorphology and sedimentological facies (Cottin et al. 2009). During 
the last four years, the aim of the project was to map sediment transport in the nearshore zone. To 
carry out this project, in a first step, a relationship has been established between sediment transport 
processes and airborne laser reflectance along a dune field (Aucoin et al, 2011). The aim of the 
present research is to correlate the density of the upper bedload transport zone (UBTZ) (Montreuil and 
Long, 2010) and the suspended sediment concentration (SSC) measured by CT-Scan and the blue- 
green reflectance laser intensity (RLI) measured by a multi-beam autonomous portable laser (MAPLE) 
and by PIV. To establish this correlation, we propose to measure by CT -Scan the density of the UBTZ 
and the SSC and by La Vision Particle Image Velocimetre (PIV) the SSC and current vector 
distribution during wave passage on the beach profile between the swash zone and the closure point 
of the beach. 
2. EXPERIMENTAL  
The equipment calibration is conducted in a cylindrical tank of 1.20 m of diameter and 1.50 m depth 
(OBS, Acoustic Doppler Velocimetre (ADV) and MAPLE) and directly inside an acrylic flume (ADV, 
PIV and MAPLE) of 7 m long, and inner 0.3 m × 0.3 m square cross section. The experiment itself is 
conducted in the flume passed through the gantry of a mobile medical X- ray CT-scanner (Siemens 
Somaton Sensation 64). Ottawa sand (D50 = 0.147 mm) is used to build a uniform slope of 1/15 at one 
end of the flume. The flume is filled with 20 cm of water and regular waves are generated by an 
automated device at the other end. The wave height is 4 cm and the wave periods are 0.7 s, 1.0 s, 2.0 
s, and 3.0 s; each experiment is conducted over a 5 hours period. 
 
During the experiment, MAPLE and the PIV are mounted on the same frame on the two opposite parts 
of the CT-Scan to measure firstly the SSC and the density of the UBTZ by CT- Scan on 0.6 mm voxel, 
the RLI by MAPLE, and secondly the current vector distribution and the SSC close to the boundary 
layer by PIV in a x-z laser sheet each 1 mm in x and z. Other sensors are placed at fix stations along 
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the flume (OBS, capacitance wave gauges). During the experiments, the CT-Scan moves on 150 cm 
along the flume. The OBS measures the SSC average on a 20 cm zone. Five capacitance wave 
gauges measure the wave height at different positions along the flume to determine the wave 
deformation. The topography, the RLI and SSC are collected every hour at four stations on the bed 
slope: downstream the second bar, on the second bar, between two bars, and on the breaker bar. 
Sequential scanning (single slice) are used to measure sediment transport processes. 
3. RESULTS AND DISCUSSION  
During the calibration phase inside the tank, a correlation is established between LRI signal, OBS 
measurement intensity, and ADV signal intensity. During the experiment, in the flume, a correlation is 
established during the sediment transport, between LRI signal and CT-Scan density measured in the 
water column and on the UBTZ. Each parameter shows a similar curve as the bed shape points 
toward stability. On the deeper part of the profile, when the SSC is low, the RLI is correlated only with 
the UBTZ density. Close to the bar system, when the current vector is oriented on the upper direction 
of the wave orbital, the SSC is high and the RLI is mainly correlated with the SSC, and is only 
correlated with the SSC if this value is higher than 1.35 g/cm³.  
In detail, from the sequential CT images, averaged over 1 second, we define the frontier density point 
(FDP) of the new image. Density profiles along the water column and along the sediment column, for 
waves 60 mm high and 700 ms period, show an increasing density at the frontier between SSC 
column and UBTZ (Figure 1a) . For these conditions, the LRI decreases when the density increases 
because the light is attenuated inside the SSC. The density profiles at the same station for waves 38 
mm high and same period, show a difference between the water column density slope and the UBTZ 
density slope at the FDP (Figure 1c). At this point, LRI increases when UBTZ surface density 
increases. When the SSC increases the FDP value varies from 150 to 250 HU and the standard 
deviation (SD) is 29.05 (Figure 1b). This FDP variation is smaller if the SSC decreases and the SD is 
6.12 (Figure 1d). During high wave climate, the erosion of the UBTZ is more important than during a 
small wave climate, and the SSC increases. By consequence the LRI decreases. 
 
a. b.  
 
 
 
 
 
 
 
 
 
 
 
      c.          d. 
 
Figure 1: Profile density and laser reflectance in function of average FDP for wave height of 60 mm (a, 
b) and 38 mm (c, d) and period of 700 ms 
 
During a wave passage, an orbital water movement is observed. This orbital movement is similar to 
the vortex observed at the front of a ripple during a steady flow experiment conducted below CT-Scan 
and PIV (Long and Montreuil, 2011). The authors show that vortices activity can be subdivided in three 
phases: the intrusion phase, the water migration phase and the expulsion phase. During the intrusion 
phase, the sediment poor fluid (lowest concentration) is dragged downward and begins to apply 
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pressure that deepens the critical shear stress (Long and Montreuil, 2011). During the water migration 
phase, the pore pressure vector is parallel to ripple surface and represents the longitudinal part of the 
vortex. During the expulsion, water is ejected from the sediment during the vortex evolution. From this, 
during the liquefaction phase, the porosity inside the sediment increases and goes deeper. This 
phenomenon causes the erosion of the superficial sediment and an active suspended sediment 
transport.  
During the present experiment, using PIV under oscillatory flow with grain size (D50 = 0.215 mm), an 
identical process appears. Figure 2 shows results of the evolution of SSC during wave propagation 
over a sand bed. On this experiment, PIV image showed the behavior of bedload during the passage 
of the wave. In the wave trough (Figure 2a), the current vectors are oriented seaward, the UBTZ is 
dense, and the SSC zone thickness is reduced to a few millimeters. During the beginning of the 
climbing phase of the wave (Figure 2b), the current vectors point upward, inducing suspended 
sediment transport. Under the wave crest (Figure 2c), the current is oriented landward and drags a 
high SSC. Finally, during the falling wave phase, the current penetrates toward the bed and the UBTZ 
density increases. 
 
 
 
 
 
a. 
 
 
 
b. 
 
 
 
c. 
 
 
 
d. 
 
Figure 2: Current vectors and density image of sediments obtained by PIV a. Wave through,b. Rising 
wave, c. Wave crest and d. Falling wave 
 
4. CONCLUSION  
 
A positive correlation has been observed between sediment density measured by CT-Scan and the 
LRI. This correlation is function of the concentration of suspended sediment and of UBTZ surface 
density. But in this experiment, because the MAPLE integrates the LRI measurement on one second, 
longer than the wave frequency, this LRI value represent only a mean value of the reflectance. During 
the last experiment, when the wave frequency is 2 s, the LRI value is function of the wave propagation 
stage and current vector orientation. 
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ABSTRACT 
This work presents advanced methods for the characterization and visualization of porosity in carbon 
fiber reinforced polymers (CFRP). The developed visualization pipeline for the interactive exploration 
and visual analysis of CFRP specimens enhances the evaluation workflow for non-destructive testing 
(NDT) practitioners. Besides the calculation of local pore properties, i.e., volume, surface, dimensions 
and shape factors, we show novel visualization approaches to explore pores in a CFRP specimen. We 
introduce Porosity Maps (PM), to allow for a fast porosity overview showing areas with high and low 
porosity in the specimen. Pores are filtered with parallel coordinates according to their local properties. 
Furthermore a histogram-based best-viewpoint widget is introduced to evaluate and visualize the 
quality of viewpoints on a sphere. The advantages of our approach are demonstrated on real world 
CFRP specimens. 
1. INTRODUCTION AND MOTIVATION 
The demanding requirements in industrial research lead to an extensive effort in designing new, 
tailored and lightweight materials. Especially in the aeronautics industry there is a high demand for 
advanced composite materials, e.g., carbon fiber reinforced polymers (CFRPs), due to their increased 
stiffness and strength-to-weight ratio. As a result of manufacturing artifacts this material tends to have 
pores inside. Pores have a large impact on the mechanical properties of a specimen such as 
compressive and interlaminar shear strength as well as the elasticity modulus of the material. It is an 
important task in quality control to quantify and study the porosity of such materials. Besides 
quantitative porosity, the distribution and shape factors of pores are important properties for CFRP 
analysis. In this work, we introduce a visualization pipeline that is customized for the interactive 
exploration and visual analysis of pores in CFRP specimens. For a non-destructive analysis of the 
specimens X-Ray computed tomography (XCT) builds the basis for our approach. We introduce 
advanced visualization methods including porosity maps for a fast porosity overview, parallel 
coordinates for the classification of individual pores as well as a best-viewpoint calculation and its 
visualization. 
2. DATA ACQUISITION AND PRE-PROCESSING 
2.1. XCT Measurement 
In this work, we used samples of pre-impregnated fibers (PrePreg) consisting of carbon fibers and 40 
weight percent epoxy resin. By varying the vacuum pressure during the heating phase, plates with a 
porosity between 0 % and 10 % were manufactured. For the porosity determination and visualization, 
6 specimens were cut out of these plates. They are denoted as PrePreg 1-3 with a size of 17 x 20 x 
4.5 mm³ each and PrePreg 4-6 with a size of 17 x 20 x 2 mm³ each. The resulting voxel size of our 
measurements is 10 μm. All XCT scans were performed on a GE Phoenix|xray nanotom XCT system 
with a 180 kV nano focus tube. The measurement was performed with a tube voltage of 60 kV and 
varying projections between 1500 and 1800. The reconstruction algorithm of the device included a 
correction for beam hardening which avoids over-segmentation in the middle of the specimen due to 
gray value modifications caused by the beam hardening effect during the measurement. 
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2.2. Pre-computation 
Due to ambient noise in the scanned datasets we perform anisotropic diffusion filtering as described 
by Perona and Malik (Perona and Malik 1990). Anisotropic diffusion smoothes homogenous regions 
without blurring the edges and leads to improved results for a subsequent analysis of industrial XCT 
data. For smoothing the low noise in our datasets we used 5 iterations with a conductance of 1 and a 
time step of 0.0625 seconds. The segmentation of pores is done with Otsu’s thresholding method. 
Otsu proposed an automatic threshold selection method for bimodal histograms (Otsu 1979). This 
approach maximizes the separability of the resulting classes in gray levels. Thereby the histogram is 
divided into two classes minimizing the intra-class variance and maximizing the inter-class variance. 
After the segmentation a connected-components filter, using 26-connectivity, labels pores in the Otsu 
thresholded binary image, which is essential for the subsequent porosity determination. 
2.3. Porosity Determination and Calculation of Pore Properties 
To enable the interactive exploration of individual pores, we calculate the local pore properties volume, 
dimensions and shape factor, which are based on a segmented volume dataset with labeled pores. 
The volume V of a pore is the sum of all voxels with the same label, which was assigned by the 
connected components filter. The dimensions dimx, dimy and dimz are the projected lengths of a pore 
along the x, y and z axes. Furthermore we define the shape factor F of a pore as the ratio between the 
pore surface S and the pore volume V. The calculation of S is based on the faces of the surface 
voxels. 
3. VISUAL ANALYIS OF POROSITY 
Regarding porosity visualization we introduce porosity maps for a fast porosity overview of a dataset. 
Based on the described porosity determination an individual pore visualization is introduced using 
parallel coordinates. Furthermore we present a best-viewpoint calculation and visualization approach. 
Detailed information about these methods can be found in (Reh et al. 2012). 
3.1. Porosity Maps 
A porosity map (PM) shows areas with high and low porosity. We calculate PMs for the three axis-
aligned directions (see Figure 1 (b, c and d)) of a XCT dataset (see Figure 1 (a)). To calculate an 
individual pixel of a PM, all pore voxels along a ray in slice direction are summed up. Finally the PM 
values are mapped to colors. To ensure comparability to other reference methods of the domain 
experts we use rainbow color maps.  
 
 
Figure 1: Porosity maps calculation and visualization of a CFRP specimen. 
Figure 1 (e) shows the segmented pores of specimen PrePreg 4 and its corresponding PM (f). The PM 
visualizes the pore homogeneity and areas with low (blue) and high (red) porosity. Aligned pores in the 
dataset will produce high, hollow peaks in the PM, whereas a jittered arrangement of the pores will 
lead to lower but wider peaks. 
3.2. Interactive Exploration and Visualization of Pores using Parallel Coordinates 
Due to the availability of several local pore properties, a visualization technique is needed to display 
multivariate data. Inselberg introduced parallel coordinates, a plot consisting of n parallel axes, 
depicting an n-dimensional point set. For a cumulative description on parallel coordinates see 
(Inselberg 2009). Each of the calculated local pore properties is assigned to one parallel axis. The 
pore properties are then visualized by polylines crossing an axis at the corresponding positions. The 
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user is able to filter individual pores with specific pore properties in the parallel-coordinates 
visualization by specifying upper and lower bounds of the individual properties. 
 
Figure 2 shows the interactive exploration of individual pores. Using the parallel coordinates 
visualization (see Figure 2 (a)) three classifications of pores are highlighted. Big pores are shown in 
red (see Figure 2 (b)). Smaller nodular and disc-shaped pores are highlighted in yellow (see Figure 2 
(c)). Blue indicates the long and thin micro pores in the fiber bundles (see Figure 2 (d)). For further 
filtering of the long and thin micro pores in a specific direction, e.g. x or z direction according to the 
twin-weave fiber pattern, the dimension bounds can be set in the parallel-coordinates view additionally 
to the shape factor. All these classifications can be combined in one visualization (see Figure 2 (e)). 
 
 
Figure 2: Interactive exploration of pores using parallel coordinates. 
3.3. Best-Viewpoint Calculation and Visualization 
So far we have only considered axis-aligned directions for the PM calculations. To increase the 
expressivity of the result images we now relax these constraints. We investigate PMs calculated from 
different viewpoints. The goal of the best-viewpoint calculation is to evaluate the quality of viewpoints. 
In the domain of CFRP characterization, a good viewpoint maximizes the pore overlap in the result 
image so that the fiber structure is better visible. For a fast porosity-map calculation, the opacity of the 
pores is adjusted in relation to the maximum length of the volume. Overlapping pores cause darker 
areas in the image. All possible viewpoints are given as a parameterized sphere surrounding the 
specimen (see Figure 3 (a)). The direction for the PM calculation is then defined by connecting the 
viewpoint on the sphere to the sphere center (see Figure 3 (b)). We calculate PMs for all viewpoints on 
the sphere and evaluate them by calculating a quality value for each viewpoint. Figure 3 (c) depicts a 
good viewpoint. For the best-viewpoint visualization we encode the quality of the viewpoint on a 
sphere. Figure 3 (d and e) shows our proposed methods for best-viewpoint visualization. Our first 
approach in Figure 3 (d) shows a gray sphere with colored cylindrical sticks whose lengths correspond 
to the calculated quality values. In our second visualization method viewpoints are color mapped on a 
sphere (see Figure 3 (e)). Good viewpoints are shown in green. Red indicates an unfavorable 
viewpoint. In our implementation the rotation of the viewing sphere is linked to the corresponding 
rotation of the specimen. 
 
 
Figure 3: Best-viewpoint calculation and viewing sphere visualization. 
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4. CONCLUSIONS 
In this work we have presented an approach for the interactive exploration and visual analysis of 
porosity in CFRP specimens. The goal is to enhance the evaluation of such components. Our solution 
includes the calculation of local pore properties in a porosity determination stage. The introduced 
visualization pipeline integrates porosity maps for a fast porosity overview of the dataset and a 
parallel-coordinates visualization and interaction for individual pore visualization. Furthermore we have 
introduced a pore-based best-viewpoint calculation and visualization. The implemented viewing 
sphere widget allows to see on a sphere the quality varying viewing directions of the corresponding 
porosity maps. 
5. ACKNOWLEDGEMENTS 
This project was supported by the program Regionale Wettbewerbsfähigkeit OÖ 2010-2013, which is 
financed by the European Regional Development Fund and the Government of Upper Austria. 
Furthermore this work is partly financed by the K-Project ZPT of the Austrian Research Promotion 
Agency (FFG). Thanks to the CT group of the University of Applied Sciences Upper Austria – Campus 
Wels as well as FACC AG for measurements, the preparation of CFRP samples and evaluation 
feedback. The research leading to these results has received funding from the European Union's 
Seventh Framework Programme (FP7/2007-2013) under grant agreement n°314562. 
6. REFERENCES 
Inselberg, A. (2009). Parallel Coordinates: Visual Multidimensional Geometry and Its Applications. 
Springer-Verlag. 
Otsu, N. (1979). A threshold selection method from gray level histograms. IEEE Transactions on 
Systems, Man, and Cybernetics. Vol. 9, No. 1, 62–66. 
Perona, P. and Malik, J. (1990). Scale-Space and Edge Detection Using Anisotropic Diffusion. IEEE 
Transactions on Pattern Analysis and Machine Intelligence. Vol. 12, No. 7, 629–639. 
Reh, A. and Plank, B. and Kastner, J. and Gröller, E. and Heinzl, C. (2012). Porosity Maps - 
Interactive Exploration and Visual Analysis of Porosity in Carbon Fiber Reinforced Polymers. 
Computer Graphics Forum. Vol. 31, No. 3, 1185–1194. 
 
 
 
 
 
 
 
 
 
 
 
ICTMS 2013, July 1-5 (Ghent, Belgium)          265 
 
Visualization of CO2 Migration Process in Rock by Hybrid X-Ray CT Method 
 
Akira Sato1, Minami Kataoka2 and Yuzo Obara3 
1
Graduate School of Science and Technology, Kumamoto University, Kurokami 2-39-1, Chuo-ku, 
Kumamoto, 860-8555, Japan [email: asato@kumamoto-u.ac.jp] 
2
Graduate School of Science and Technology, Kumamoto University, Kurokami 2-39-1, Chuo-ku, 
Kumamoto, 860-8555, Japan [email: 127d9401@st.kumamoto-u.ac.jp] 
3
Graduate School of Science and Technology, Kumamoto University, Kurokami 2-39-1, Chuo-ku, 
Kumamoto, 860-8555, Japan [email: obara@kumamoto-u.ac.jp] 
Keywords: Industrial X-ray CT, m-focus X-ray CT, CO2, migration, CCS 
ABSTRACT 
In the CCS projects, the analysis of migration process and the estimation storage volume of CO2 are 
necessary. In this study, CO2 injection tests were conducted to the porous sandstone, and the same 
migration process and storage state of CO2 were visualized by both industrial and -focus X-ray CT 
Scanner systems. It was found that the industrial X-ray CT scanner is suitable for large scale of 
sample, and the macro-scopical movement of CO2 was clearly visualized. On the other hand, -focus 
X-ray CT Scanner could visualize the condition of CO2 in the pores, and it was found that the CO2 
exists at the central part of pores and is surrounded by water. 
1. INTRODUCTION 
CCS (Carbon dioxide Capture & Storage) is expected as one of most efficient methods in order to 
reduce the amount of exhausted CO2 into the air. In the projects, the analysis of migration process and 
the estimation storage volume of CO2 are necessary (Chadwick 2009, Ghaderi 2009). The objective of 
this paper is to analyse those phenomena by means of the hybrid X-ray CT method. 
 
X-Earth center of Kumamoto University has been operating the industrial X-ray CT scanner system for 
15 years and it has been applied to visualize and analyse the geo-materials such as rock materials 
(Sato 2009, Sato 2010, Sato 2012). The system has relatively high energy and suitable to visualise 
the macro-scopical phenomena. The center also induced -focus X-ray CT scanner in 2009, and the 
system has been applied to visualise micro-scopical geometry and structures in materials. 
 
In this study, CO2 injection tests were conducted to the porous sandstone, and the same migration 
process and storage state of CO2 were visualized by both industrial and -focus X-ray CT Scanner 
systems (the hybrid X-ray CT method). Here, macro-scopical characteristics of migrating CO2 in the 
rock samples is analysed by industrial X-ray CT Scanner, and the micro-scopical state of CO2 in the 
pores in the rock sample is analysed by -focus X-ray CT Scanner. Here, the estimation of stored CO2 
in the rock samples has been conducted from the images obtained by the both industrial and -focus 
X-ray CT Scanner. 
2. X-RAY CT SCANNERS AT KUMAMOTO UNIVERSITY 
X-Earth Center of Kumamoto University has been operating industrial X-ray CT scanner system 
(TOSCENNER-20000RE) since 1997 (Sato, 2009). The maximum X-ray tube voltage is 300kV/2mA 
and higher than the medical use. Therefore, it is suitable for the visualization of higher density 
materials such as rock samples and it has been applied to several studies related to rock engineering 
(Sato, 2009; Sato, 2010; Sato, 2012). Generally an image is consisted by n x n pixels, and the 
maximum number is n=2,048 in the case of our system, and the minimum pixel size of 0.073mm is 
available. The -focus X-ray CT scanner system (TOSCANER-32300FPD) was also introduced to 
Kumamoto University in 2009. The maximum X-Ray tube voltage and currency are 240kV and 600A, 
respectively. The maximum voxel number is n=1,024 at cone beam tomography. The voxel size 
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depends on the FCD and other parameters, the available minimum focus distance is 4m. 
3. ROCK SAMPLE AND EXPERIMENTAL APPARATUS 
Berea sandstone is used as a rock sample in this study. Approximate porosity of the used Berea 
sandstone is =18%. The geometry of the rock samples are shown in Figure 1. Figure 1 (a) shows the 
rock sample to observe macro scopical CO2 migration process. The length and diameter are 50mm, 
respectively. One end is a free surface and the drainpipe is installed at another end. Sides are 
completely sealed by resin, therefore, one dimensional flow can be simulated. Figure 1 (b) shows the 
rock sample to observe micro scopical state of CO2 in the pores. The size is smaller than the one of 
Figure 1 (a). This cylindrical shape of sample is fixed on the aluminium table.  
 
X-Ray CT image of the Berea sandstone in the case of Figure 1 (a) is shown in Figure 2. As this figure 
shows, it is easy to confirm the sedimentary layers, and all rock samples are drilled perpendicular to 
the sedimentary layers in this study. Rock samples are initially fully saturated by water before CO2 
injection tests. 
 
In both cases, rock samples are installed in the pressure vessels which are specially designed for CO2 
injection tests. In each case, the vessel can be pressurized at 20MPa and the liquid or supercritical 
condition of CO2 is realized. The details of the vessels will be introduced in the full paper and the 
presentations.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. RESULTS 
The density change due to the replacement between water and CO2 (in liquid or supercritical 
condition) is very small, and it is very difficult to confirm the significant changes in the CT images taken 
during CO2 injection tests. In order to extract the density change information from the CT images, 
image subtraction method is very efficient (Sato 2010). The image subtraction is conducted between 
initial image and the images after CO2 injection. Here, “initial” means the condition that the rock 
samples are completely saturated by water. From the relation between the density change due to the 
replacement and the density of injected CO2, the replacement ratio, which represents how much pore 
spaces are replaced by CO2, can be evaluated. For example, if the replacement ration takes the value 
of 0.5, it means half of pore spaces are replaced by the injected CO2. The definition of the ratio and 
the process to obtain the ratio will be introduced in the full paper.  
 
The macro-scopical replacement process and the evaluated distribution of replacement ratio is shown 
in Figure 3. This is the result which is obtained by industrial X-ray CT scanner system and that 5ml 
liquid CO2 was injected into the rock sample. In Figure 3 (a), the inside of dotted line represents the 
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Figure 2: X-Ray CT image of 
Berea sandstone. 
ICTMS 2013, July 1-5 (Ghent, Belgium)          267 
 
region where the water in the pores is replaced by CO2. From the Figure 3 (b), it is found that 
approximately 40% of pore spaces have been replaced by injected CO2 in the region x is less than 
20mm. At the farther position, the ratio takes almost zero and it is confirmed that the replacement 
process has not occurred yet. 
 
The micro-scopical state of CO2 was also visualized by -focus X-ray CT scanner system. CT images 
at a same tomography region are shown in Figure 4. Here, each image is binarized. Figure 4 (a) 
represents the initial condition, and Figure 4 (b) is the image after CO2 injection. White regions 
represents the space where CO2 is occupying. Figure 4 (c) is the subtracted image between Figure 4 
(a) and (b). The black region surrounded by the white band, for example inside of dotted line, indicates 
CO2, and the white band around it represents the region of water. In most of the cases, CO2 exists at 
the center part of pores and surrounded by water. In other words, CO2 making water tunnels in the 
pores. The replacement ratio is also evaluated from the CT images. As a result, mean replacement 
ratio takes 0.35, and it is the consistent result with the one evaluated by the macro-scopical migration 
process. 
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Figure 3: Results of macro-scopical migration process of CO2. 
(a) CT image after image subtraction. 
Inside of dotted line is the region where 
some pores are replaced by CO2. 
(b) Distribution of replacement ratio. 
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Figure 4: Micro-scopical pore geometries and water-CO2 condition. 
(a) Initial condition. White 
region represents the 
pores. 
(b) Image after CO2 
injection. White region 
represents the region 
where CO2 is occupying. 
(c) Subtracted image (a)-
(b). The black region 
surrounded by the white 
band, for example inside of 
dotted line, indicate CO2. 
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5. RESULTS 
In this study, CO2 injection tests were conducted to the porous sandstone, and the same migration 
process and storage state of CO2 were visualized by both industrial and -focus X-ray CT Scanner 
systems (the hybrid X-ray CT method). The industrial X-ray CT scanner is suitable for large scale of 
sample, and the macro-scopical movement of CO2 is visualized. On the other hand, -focus X-ray CT 
Scanner could visualize the condition of CO2 in the pores, and it was confirmed that the CO2 exists at 
the central part of pores. 
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ABSTRACT 
The wheel-tracking test is a dynamic test performed to evaluate the rutting of an asphalt concrete 
pavement. To date, no study has been able to ascertain the internal movement of an asphalt mixture 
under the passage of a wheel. While x-ray computed tomography (CT) is expected to be able to 
evaluate this internal movement, CT images become white owing to the collection of linear artefacts in 
the case of scanning a rectangular parallelepiped specimen such as wheel-tracking test specimens 
because the usual specimens have a dimension of 300 mm x 300 mm x 50 mm. To solve this 
problem, x-ray CT scanning of a wheel-tracking specimen was conducted using specimens half the 
size of normal samples. Particle-tracking velocimetry was applied to analyse the movement of 
aggregates. The resulting CT images clearly showed the shape of the aggregates, and aggregate 
movement beneath the tyre load was visually illustrated. Therefore, the method adopted in this study 
will prove effective in analysing aggregate movements without the need to cut cross-sections of a 
specimen. 
1. INTRODUCTION 
The wheel-tracking test is a dynamic test performed to evaluate the rutting of asphalt concrete 
pavement. Studies of aggregate movement analysis have traditionally been performed by taking a 
photograph of the surface of an asphalt mixture (Abd–Alla 2011). However, this method cannot 
evaluate the internal structure of the asphalt mixture. Although x-ray computed tomography (CT) is 
expected to be used as a pre-eminent method to evaluate the internal structure of an asphalt mixture, 
CT images become white owing to the collection of linear artefacts in the case of scanning rectangular 
parallelepiped specimen (Figure 1).  
 
To solve this problem, specimens half the size of a standard specimen were used, measuring 300 mm 
x 150 mm x 50 mm. As a result of x-ray CT scanning, we succeeded in recognising the aggregate. 
Next, the wheel-tracking test was performed to analyse the aggregate movement of a rectangular 
parallelepiped asphalt mixture. 
2. EXPERIMENTAL 
Porous asphalt mixture (maximum grain size = 13 mm) was used in this analysis. Table 1 shows the 
percentage mass of aggregate and bitumen content. The specific gravity of the aggregate was 2.632 
g/cm
3
 and the bitumen at 15°C was 1.026 g/cm
3
. The size of the specimen was 300 mm x 150 mm x 
50 mm to avoid the artefacts shown in Figure 1. For easy comparison of two images before and after 
the wheel-tracking test, pieces of electric arc furnace oxidising slag (density = 3.697 g/cm
3
) were 
placed at the positions shown in Figure 2. 
 
Table 2 shows the settings of the x-ray CT scanning; the scanning was conducted around the target 
area in the sample as shown in Figure 2. Specimens were scanned before loading and after 600 
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repetitions of the wheel-tracking test. The wheel-tracking test was used to evaluate flow resistance by 
including a tyre load of 49 kN. The test temperature was set at 60°C considering the surface 
temperature during the summer season in Japan. 
 
 
(Size: 300 x 300 x 50 mm) 
Figure 1: White CT image caused by a collection of linear artefacts  
Table-1: Percentage mass of aggregate and bitumen content 
Coarse aggregate 80.8％ 
Fine aggregate 9.5% 
Mineral filler 4.8% 
High viscosity polymer modified asphalt 4.9% 
 
Figure 2: Irradiation position 
Table-2: X-ray CT scanning parameters 
Scan type Transverse/Rotation 
X-ray beam voltage 300 kV 
X-ray beam type Fan Beam 
Beam thickness 1.0 mm 
Irradiating area 150 mm 
Voxel number 2048 x 680 
Spatial resolution (Voxel size) 0.0732422 x 0.0732422 x 1.0 mm
3
 
 
Coarse aggregate separation and the labelling method are described as follows. Threshold images 
were produced by extracting coarse aggregate from both CT images, before loading and after 600 
times loadings, using the p-tile method (Parker 2011). Both aggregate coordinates of the centre of 
gravity were computed to calculate the aggregate movement amount using the image processing and 
analysis system iPas2 (Sefidmazgi 2011). The region of interest was set to 130 mm x 50 mm. 
 
After x-ray CT scanning, particle tracking velocimetry (Cowen 1997) was applied to analyse the 
movement of the aggregates. Two-dimensional analysis was adopted because the movement was 
barely seen in the longitudinal direction. 
3
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3. RESULTS AND DISCUSSION 
Figures 3 and 4 show CT and threshold images, respectively, before loading and after 600 loadings. 
These CT images clearly show the shapes of coarse aggregate and rutting, although slight traces of 
artefacts remain. The presence of electric arc furnace oxidising slag was confirmed in the right side of 
the CT images. Thus, utilisation of half-size specimen for the wheel-tracking test enabled the 
application of x-ray CT. Pieces of electric arc furnace oxidising slag can be seen in the right side of the 
CT images. 
 
  
 (a) Before loading (b) After 600 loadings 
Figure 3: CT images before loading and after 600 loadings 
 
  
 (a) Before loading (b) After 600 loadings 
Figure 4: Threshold images before loading and after 600 loadings 
 
Figure 5 shows aggregate movement displayed by a two-dimensional vector. This figure visually 
shows that aggregates were moving radially from the vicinity just below a tyre. It also shows that a 
large displacement was observed in the vertical direction beneath the tyre load. In addition, signs of 
lateral flow were confirmed because displacement was observed in the horizontal direction away from 
the tyre. 
 
 
Figure 5: Aggregate movement of the porous asphalt mixture 
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4. CONCLUSIONS 
As a result of x-ray CT scanning, it was possible to obtain the shape of the aggregate, and aggregate 
movement was visually clarified under tyre load in a wheel-tracking test. Therefore, the method 
adopted in this study was effective for analysing aggregate movements without the need to cut cross-
sections of a specimen. Furthermore, this method encourages studies for the elucidation of rutting or 
the top-down cracking mechanism. In future, studies with higher load values will be conducted, and 
dense-graded asphalt mixtures will be examined. The long-term durability of an asphalt concrete 
pavement will also be investigated based on this examination. 
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ABSTRACT 
X-ray Computed Tomography (CT) is a non-destructive tool very useful for visualizing and 
characterizing solid structures of various origins and scales. It was used to analyse a series of dense 
and original ceramics composed of Cu2O and ZnO nanopowders and prepared by Spark Plasma 
Sintering (SPS). Sintering conditions were optimized to densify nanoceramics without phase 
transformation or diffusion. Different X-ray CT parameters were tested to verify their effects on the 
reconstructed images and to improve the characterization of the materials microstructure. X-ray CT 
data show a good phase separation and the absence of porosity and cracks in the dense 
nanoceramics after SPS treatment.  
1. INTRODUCTION 
Advances in characterization techniques are always pushing further the comprehension of the 
materials chemical formation/transformation and physical properties. Recently, computed tomography 
(CT) has been developed in order to probe and visualize inside the matter in a non-destructive 
manner. Indeed, with the CT technique, it is now possible to obtain a large set of 2D images of the 
inner core of a material and use these to reconstruct the 3D volume. Depending on the CT technique 
and beam source (X-ray, neutron or electron, essentially), it is now usually possible to detect variable 
phases, cracks, defects… without any damages of a sample, from a few hundred of micrometers down 
to a few nanometers. Biological specimens can also be analysed. CT data information can therefore 
reach a wide community of scientists. 
The recent acquisition (in 2010) of a high resolution X-ray tomography instrument by the French 
FERMaT research Federation FR3089 based in Toulouse gave us the opportunity to perform 
numerous tests, data acquisitions and optimizations on various types of materials (alloys, concretes, 
minerals, polymers, composites, biomaterials...). Energy Materials that can be used to develop a new 
type of solar cells are also amongst our main research topics and X-ray CT can give valuable 
microstructural information on such systems.  
The use of renewable energy sources for producing electrical current is one of the main challenges of 
this century. Research has considerably been intensified during the last years on the development of 
materials for solar cells, devices that can convert solar energy into electricity by the photovoltaic effect.  
Many factors limit the efficiency of photovoltaic cells. Silicon is cheap, for example, but during 
conversion it wastes most of the energy as heat. One of the most fundamental limitations on solar cell 
efficiency is the band gap of the semiconductor from which the cell is made. A main target is the 
development of solar cells with the best possible long-term stability and high efficiency, with 
simultaneously low production costs. Only then will this form of energy production be competitive with 
other conventional methods. In that way, thin film solar cells are considered the next generation of 
solar cells. Oxide materials such as Cu2O (cuprite), CuFeO2 (delafossite), CuMn2O4 (spinel) present 
very promising chemical and physical characteristics for their future uses in photovoltaic modules. 
Our current work on light absorber semiconductors based on the cuprite and spinel structures 
enlightened a new and easy preparation process of colloidal suspensions of oxides that can be used 
for thin films formation (Salek et al. 2012). Once combined as thin films, Cu2O and ZnO materials are 
known to create electricity after solar light absorption by the photovoltaic effect. In parallel to thin films 
preparation, thick layers (~ 1mm) of ceramics of the same composition were made in our laboratory 
using the Spark Plasma Sintering technique in order to produce dense and very conductive materials. 
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These original p-type Cu2O and n-type ZnO nanoceramic assemblies created by SPS were 
characterized by the X-ray CT technique. 
2. EXPERIMENTAL 
We developed and optimized a simple synthesis method of metal oxide nanopowders of spinel 
structure at low temperature (T<100°C) without any organic and dispersing agent (Salek et al. 2012). 
Briefly, metal salts are dissolved in water in stoichiometric proportions. Solutions are then mixed with 
lithium hydroxyde and stirred for half an hour at ambient atmosphere. After washing with water, a 
reflux stage at 100°C for a few hours with acetic acid allows the formation of oxide nanoparticles. The 
solvent is finally changed to ethanol and colloidal suspensions, which are stable for a few months, can 
be used for thin films preparation by the dip-coating process.  
Oxide nanopowders of Cu2O and ZnO were also prepared following our synthetic method. These so-
called Energy materials have indeed showed a very promising photovoltaic effect when assembled 
together as thin films (Akimoto et al. 2006, Chen et al. 2011). We used the SPS process in order to 
form a dense nanoceramic constituted of each oxide layer. For the first time, to our knowledge, the 
sintering of Cu2O and ZnO was possible in a short time (~30 min) with both phases being preserved 
as such after experiment. The SPS apparatus uses a pulsed current to heat very quickly a graphite die 
which contains the sample powder. High sample densifications (>95%) are usually obtained after SPS 
treatments. SPS is therefore a very interesting technique which allows to decreasing considerably the 
time and temperature of a ceramic sintering. It also preserves the size of the raw nanopowders and 
nanograin size ceramics there obtained, so-called nanoceramics, can exhibit unusual physical 
properties (Guillemet-Fritsch et al. 2008, Bordeneuve et al. 2010). Typically, 300 mg of each phase 
nanopowder was used. Papyex was put at both ends in the main graphite die (8 mm in diameter) to 
avoid contamination of the pistons. A pressure of 5kN was applied on the sample from the beginning 
of the heating time and up to 800°C (maximum temperature reached in 8 minutes and dwell time of 16 
minutes). Cooling was done at the furnace rate with no more pressure applied. 
3. RESULTS AND DISCUSSION 
Cu2O and ZnO nanopowders synthesized by our original process were successfully associated to form 
a nanoceramic by using the SPS technique. X-ray diffraction patterns on the cuprite side, recorded at 
room temperature on a Bruker D4 Endeavor (CuKα), show that SPS treatments under vacuum at 
500°C and 700°C lead to the formation of Cu2O and a small amount of CuO (Figure 1). At higher 
temperature (800°C), CuO is not seen and a very small quantity of Cu metal was formed in the 
reducing atmosphere provided by the graphite environment (matrix and pistons in inset of Figure 1). In 
vacuum or low oxygenpartial pressure, Cu2O can reduce into Cu at lower temperature than in normal 
atmosphere.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Room temperature X-ray diffraction patterns of SPS prepared nanoceramics of Cu2O/ZnO. 
Cu/Cu2O or CuO/Cu2O interface, then forming a Schottky-type junction or heterojunction, respectively, 
can also be very interesting for photovoltaic applications. Only Cu2O was shown by XRD after 
polishing. 
Dense and thick materials with high atomic numbers are hard to characterize at a high resolution with 
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conventional X-ray CT lab instruments. It is usually necessary to minimize the sample size for valuable 
data reconstruction. Another difficulty arises when material phases contrast is lowered due to close 
atomic numbers and/or compositions, such as Cu2O and ZnO. However, X-ray CT can be an 
interesting characterization method. X-ray CT was performed on a few mm
3
 of ceramics with the 
Phoenix/GE Nanotom 180 using the W target. The VG Studio Max 2.1 software was used for data 
visualisation and process. 
A thin graphite layer (~60μm) is observed all around the ceramic after SPS treatment (see Figure 2 for 
a set of 1.4mm sample cuts in three perpendicular directions and the volume obtained on the cuprite 
side). Data measurement conditions were: Mode 0, U=90kV, I=160μA, FOD=7.69mm, FDD=250 mm, 
1.54μm/vox, timing=1500 ms and 5 images averaged/step while the first two were skipped to avoid 
image reminiscence after each rotation. 1440 images were recorded after 360° sample rotation. 
 
 
 
Figure 2: X-ray CT images of a SPS prepared nanoceramic showing the graphite layer (red) formed 
around the Cu2O phase (blue) due to the SPS environment. 
Once polished and cut finely, a small sample of rectangular shape showing both Cu2O and ZnO 
phases was measured with various X-ray CT operating conditions. For instance, the two oxide phases 
could be distinguished with the zero mode and a higher voltage (U=110kV) which allowed the 
complete penetration of the ceramic but intensity was then limited (I=100μA): FOD=6.9mm, FDD=250 
mm, 1.38μm/vox. Timing and image numbers were kept the same. A 2*2 binning sequence was also 
used for the image acquisition in order to increase the phase contrast (Figure 3). 
 
 
 
Figure 3: SEM image of a cut ceramic (top left) showing an intermediate layer (arrows) at the Cu2O 
and ZnO interface. X-Ray CT images were obtained using: Mode=0, 1mm Cu filter on W target, 
U=65kV, I=450μA, FOD=4mm, FDD=200mm, 2.01μm/voxel, timing=1000ms, Av. images=5, skipped 
frames=2. 
Finally, not only the high densification of the nanoceramics was observed by optimized X-ray CT 
measurements, but also the two oxide phases could be separated over a large volume and the ~10μm 
intermediate layer of CuO distinguished. This latter phase, also evidenced by Scanning Electron 
Microscopy (SEM) obtained with a JEOL 6400 after SPS treatment at 800°C and identified by Energy 
Dispersive X-ray Spectroscopy (EDX), is probably formed after oxidation of Cu2O in the vicinity of 
ZnO. Small defects were rarely revealed and could be coming from the polishing process. Further 
investigations are currently being undertaken in order to characterize the material into more detail and 
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relate the nanoceramic microstructure to its physical properties. 
4. CONCLUSIONS 
Materials mechanical, electrical or optical properties are directly related to their compositions and 
structural characteristics. X-ray CT offers many opportunities to probe and characterize solid 
structures and was utilized for Energy materials which are the main components of a new type of solar 
cells. Phase contrasts, defects, voids, cracks, interfaces…in the whole volume of matter can be 
determined. The microstructure of a dense nanoceramic prepared by SPS was characterized by X-ray 
CT. Although sample composition and density complicate the phase recognition with this technique, it 
is shown, for instance, that Cu2O and ZnO nanopowders sintered by SPS can form dense 
nanoceramics with distinct layers separated by a small oxidized interface. 
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ABSTRACT 
The objective of this research was to use X-ray computed tomography (CT) technology to investigate 
the influence of freezing and thawing on the internal structure and porosity of limestone aggregate 
used in transportation infrastructure components. Virgin and treated aggregate specimens were 
subjected to X-ray CT to obtain high-resolution 3-dimensional (3-D) images. Aggregate treatments 
were conducted using the sodium sulfate soundness test (wetting/drying cycles) and cycles of the 
freeze-thaw test. The CT scans were carried out using sector 13-BMD synchrotron microtomography 
beamline at the Advanced Photon Source of the Argonne National Laboratory, Illinois. Analysis was 
conducted in which 3-D high-resolution images were constructed and used to quantify the pore space 
of the investigated aggregates before and after treatments. The X-ray CT technology was useful to 
visualize the internal structure of aggregate particles with high clarity, whereas visual inspection of the 
internal structure of aggregate particles provided information on pore space characteristics such as 
pore shape, connectivity, and distribution. In addition, quantities such as the volume of aggregate 
particles and the volume of pore space were measured and used to calculate the porosities of the 
investigated aggregates. Effects of the sodium sulfate soundness test on the treated aggregates 
(degradation, disintegration and weathering) were significant as observed in the 3-D CT images of 
treated aggregate particles. Pore space volume increased with the increase in wetting/drying cycles of 
the aggregate particles as well as with the increase freeze/thaw cycles. 
1. INTRODUCTION 
Aggregates are significant components of transportation infrastructure such as roadway pavements, 
bridges, retaining structures and tunnels. As such, the quality of aggregates has a tremendous 
influence on the performance and durability of transportation infrastructure; therefore, it is important to 
characterize the quality of aggregates used in transportation infrastructure construction. Tests are 
typically performed to characterize aggregates using the physical parameters of gradation, resistance 
to abrasion, and resistance to weathering (durability), which are considered conventional methods. 
Rapid and accurate characterization of aggregates is vital to sustaining a safe and functioning 
transportation infrastructure. For example, transportation infrastructure components, such as 
reinforced concrete bridge structures, are subjected to harsh environments, and, as a result, 
susceptible to early deterioration. In regions where deicing salts are applied to the road surface during 
winter, corrosion of reinforcing steel is mainly attributed to the presence of chloride ions derived from 
salts. Chloride ions penetrate the concrete, which leads to the corrosion of reinforcing steel, and 
concrete cracking and spalling. Subsequently, this leads to loss of serviceability and reduces the 
strength and safety of transportation structures.  
 
The objective of this research is to use X-ray CT technology to investigate the internal structure and 
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porosity of various limestone aggregates and to investigate the influence of harsh environments such 
as freezing and thawing on the durability of aggregates.  
2. RESEARCH METHODOLOGY  
The aggregates used in this study were collected for another research project conducted by Titi et al. 
(2005). In addition, an aggregate type was obtained from Dane County, WI. A general description of 
each aggregate type is presented in Table 1. 
      
Table 1: General description of the aggregates used in this study (after Titi et al., 2005). 
Aggregate Source General Description  
Goldberg Limestone particles of angular shape, rough surface and light color 
Kraemer Limestone particles of angular shape, rough surface and light color 
Larson Limestone particles of angular shape, rough surface and light color 
Dane County Dolomitic limestone particles of angular shape and rough surface 
 
All investigated aggregates were subjected to the sodium sulfate soundness test according to 
AASHTO T104. A saturated solution of sodium sulfate was prepared from sodium sulfate anhydrous 
and distilled water. A sample of each type of aggregate was soaked in the solution at room 
temperature for 17 hours in a covered container. The samples were then drained and dried in an oven 
at temperature of 110 
o
C for six hours. This wetting and drying is considered one cycle of the sodium 
sulfate soundness test. A portion of each aggregate sample was set aside and another cycle was 
performed. Five cycles were performed and a small portion of each sample was set aside at the 
completion of each cycle for further CT scanning. 
 
Rock cores from Dane County aggregate were subjected to unconfined freezing and thawing following 
the AASHTO T103 procedure A. The cores were first soaked in water for 24 hours and then placed in 
a cyclic freeze-thaw chamber. The freeze-thaw chamber has the ability to perform five freezing and 
thawing cycles in a 24-hour period. The freezer reached temperatures of -60 
o
C during freezing and 
+10 
o
C during thawing. Two cores of each rock sample were taken out of the freezer after 30 and 45 
freeze thaw cycles and were dried at 110 
o
C for six hours in a drying oven. 
 
Computed tomography scans were conducted at beamline 13-BM-D of APS. The aggregate particle 
was placed on the translation/rotation stage then subjected to x-ray beam with determined intensity 
and resolution. For each sample, scans were acquired at every 0.2 degrees over 180 degrees rotation, 
resulting in 900 scans. The sample was constantly rotating and scans were taken on the fly instead of 
stopping the sample for every scan, which decreases the scanning time. Each of the scans was 
converted into a stack of tiff images and each set of images were approximately 3 GB in size.  
3. ANALYSIS OF IMAGES 
Post processing was conducted to obtain high resolution 3-D images of the scanned aggregate 
particles. The workstation used for post processing is a Dell Precision T3500 with a Quad Core Intel® 
Xeon® Processor E5630 with 24 GB of memory and a 2GB NVIDIA® Quadro® 4000 graphics card. 
For image analysis, the program Avizo® Fire was used. The program has a broad range of software 
tools for obtaining and visualizing advanced qualitative and quantitative information on material 
structure images. 
Figure 1 shows CT constructed 3-D images and slices for Goldberg aggregate samples subjected to 
zero (virgin) and five test cycles of sodium sulfate soundness. The resolution of the images is 4.24 
µm/voxel. The 3-D image shows two types of pore space: isolated pores within aggregate solid that 
are not connected to the external surface, and pores that are connected to other pores and to the 
external surface of the aggregate particle. The pores in the aggregate sample with five test cycles of 
sodium sulfate soundness are much more irregularly shaped and larger than the pores in the virgin 
aggregate particle, as shown in Figure 1. Inspection of these images demonstrates the aggregates 
exhibited increasing porosity with the increase in the number of sodium sulfate soundness test cycles 
due to degradation and disintegration of the internal aggregate solids from sodium sulfate treatment. 
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     Figure 1: CT constructed 3D image of the virgin Goldberg aggregate (left) and Goldberg aggregate 
with five test cycles of sodium sulfate soundness. 
Table 2 summarizes the results of aggregate solid and pore space volume measurements from 3-D 
CT images and the corresponding porosities for all investigated aggregates. For the Goldberg virgin 
aggregate particle, the total porosity of the sample is 1.0% and the porosity considering pores 
connected to the surface of the aggregate is 0.5%, as depicted in Table 2. 
 
Table 2: Porosity of the investigated aggregates. 
Aggregate Type 
Number of Sodium Sulfate 
Soundness or freeze-thaw 
Cycles 
Porosity (%) 
Connected 
(%) 
 (5) 
Isolated 
(%) 
Total 
(%) 
Goldberg -Sodium 
Sulfate Soundness 
Virgin 0.0046 0.0056 0.0101 
1 0.0291 0.0021 0.0313 
5 0.1024 0.0113 0.1138 
Kraemer - Sodium 
Sulfate Soundness 
Virgin 0.0070 0.0029 0.0099 
5 0.1082 0.0071 0.1153 
Larson - Sodium 
Sulfate Soundness 
Virgin 0.0512 0.0124 0.0636 
4 0.1649 0.0072 0.1721 
Dane - Sodium 
Sulfate Soundness 
Virgin 0.0060 0.0145 0.0205 
5 0.0277 0.0121 0.0398 
 
In addition to sodium sulfate soundness testing, Dane County limestone aggregates were subjected to 
unconfined freezing and thawing cycles according to AASHTO T103 standard test procedure. Slices 
from freeze-thaw and sodium sulfate soundness testing are presented in Figure 2, which shows the 
pores in the Dane County limestone increased in size and angularity. Figure 2 shows that the porosity 
of the Dane County limestone increased with an increase in the number of test cycles of sodium 
sulfate soundness and unconfined freezing and thawing. 
 
     
                    (a) Virgin                       (b) 45 freeze/thaw cycles       (c) Five cycles of sodium sulfate  
Figure 2: Cross-sections of Dane County limestone with 45 freeze/thaw cycles and five test cycles of 
sodium sulfate soundness. 
 
 
Pores connected to 
the surface of the 
aggregate (blue) 
Pores isolated by 
material (orange) 
Solid aggregate 
material (limestone) 
 
 
Pores connected to 
aggregate surface 
throughout most of 
sample (blue) Areas of concentrated 
isolated pores (orange) 
Solid aggregate 
material (limestone) 
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4. CONCLUSIONS  
The x-ray CT technology was useful for visualizing the internal structure of aggregate particles with 
high resolution. Visual inspection of the internal structure of aggregate particles provided information 
on pore space characteristics such as pore shape, connectivity, and distribution. Quantities such as 
volume of aggregate particles and volume of pore space were identified and measured; these 
measured quantities were used to calculate porosities of the investigated aggregates, which provided 
properties of these aggregates using the constructed 3-D CT images (non-conventional method). The 
effects of the sodium sulfate soundness and unconfined freezing and thawing tests on the aggregates 
were significant, as observed in the 3-D CT images of treated aggregate particles. Pore space volume 
increased with the increase in wetting/drying and freeze/thaw cycles, which significantly affected the 
permeable (connected) pore space and induced degradation/disintegration of the aggregate internal 
solid structure.   
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ABSTRACT 
Polymerization shrinkage is an undesirable side-effect of dental resin composite. The resulting 
stresses cannot be measured directly and the outcome is very complex and depends on a lot of 
variables. In this exploratory study, we aimed to evaluate the directional shrinkage within an 
unbounded composite restoration by tracking the displacement of its inherent glass particles.   
1. INTRODUCTION 
With currently available dental resin composites, it is inevitable that some shrinkage will occur during 
polymerization. This decrease in volume generates stresses that may lead to debonding (Figure 1) 
from the surrounding tooth structure, creating marginal gaps or – in case the adhesive bond is 
maintained – residual stress within the tooth and the restoration. Both are important factors that affect 
the longevity of the restoration (Braga et al. 2005). Knowledge about the orientation and the extent of 
the polymerization shrinkage – which is known to be anisotropic (Rodrigues et al. 2012)- is necessary 
to predict marginal adaptation and residual stress distribution.  
 
Three-dimensional analysing methods are necessary to obtain a better understanding of this 
phenomenon and its impact on the longevity of the restoration (Chiang et al, 2010). Since dental resin 
composites are radiopaque to facilitate correct evaluation of the restoration and detection of 
secondary caries during dental radiographic examination, high-resolution CT might be an interesting 
tool to investigate the 3D changes due to polymerization in these materials (Cho et al, 2011). The 
objective of this study was to explore the use of X-ray microtomography (µ-CT) to evaluate the 
shrinkage and strain distribution in dental composite restorations. Unlike in previous research, we 
could track the particles embedded in the original commercial composite, without the need of adding 
extra particles that could change the composite properties significantly. Moreover, a non-rigid image 
registration was used instead of a rigid registration on all the separate particles, which also takes the 
movements of the particles in relation to each other into consideration. 
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Figure 1: µ-CT image of a dental resin composite restoration, showing debonding at the tooth-
restoration interface, mainly located at the bottom of the cavity (arrow). 
2. EXPERIMENTAL 
2.1. Material selection and sample preparation 
Due to the complex anatomical shape and layered structure, a tooth is a highly variable substrate. To 
exclude the influence from this variability during examination of the polymerization shrinkage of the 
flowable composite (G-ænial Flo, GC, Haasrode, Belgium) that will be examined, dental composites 
with an elastic modulus similar to dentin were chosen as a substitute. To select the most optimal 
substitute material for our purpose, a cylindrical phantom model was created from 3 disks of different 
dental composites. A cylindrical cavity (diameter 2.3 mm) was prepared throughout the sample and 
filled with the flowable composite. This restorative was selected because of its clearly distinguishable 
filler particles, which allows to visualizing the internal displacements by tracing their movement. After 
selection of the dentin substitute, a cylindrical sample (4.8 mm diameter, 5 mm height) was created 
using a mold and light cured for 80 s from the top, bottom and side. A cylindrical cavity (2.3 mm 
diameter, 2.5 mm depth) was prepared and filled with the flowable composite and scanned before and 
after the composite was light-cured using the Bluephase 2.0 LED device (Ivoclar-Vivadent, Schaan, 
Liechtenstein) for 40 s in high mode. 
2.2. X-ray microtomography 
Micro-CT imaging of the dental resin composite restoration prior to (‘uncured’) and after polymerization 
(‘cured’) was done  using the Phoenix Nanotom X-ray system (GE Measurement and Control 
Solutions, Pforzheim, Germany), equipped with Phoenix Datos|x CT software. The sample was placed 
on a rotating stage between the X-ray source and detector. The position of the stage determines the 
geometrical magnification. A distance of 10 mm was chosen from object to source and 200 mm from 
source to detector, respectively, resulting in a voxel size of 2.50 µm³. At a higher magnification, the 
sample would be positioned too close to the source, which would heat-up the monomer matrix, 
resulting in a slow polymerization and thus movement of the particles during scanning. A diamond-
tungsten target was used in order to generate a broad X-ray energy spectrum to obtain a good 
contrast. The peak voltage was set at 70kV. The Phoenix system has a fast scanning mode (frame 
averaging of 1 and image skip of 0) taking 2400 images with an exposure time of 500 ms. The total 
scan time was 20 minutes. The set of radiographs was acquired with a flat panel detector with 2304 
pixels x 2304 pixels. These projection images were reconstructed using a modified Feldkamp cone-
beam algorithm (NRecon 1.6.5.8 (SkyScan, Kontich, Belgium) and 2D cross-sectional images were 
obtained. 
2.3. 3D image analysis  
Reconstructed images of the uncured and cured sample were imported in commercially available 
analytical software, namely CTAn (SkyScan) and in a custom-made software program (created at 
MIC, UZ Leuven, Belgium), based on Elastix (Klein et al. 2010). To compare the uncured and cured 
images, a non-rigid image registration was performed using a B-spline deformation mesh (Loeckx et 
al. 2003). The grid spacing of the mesh was set at 50 µm. 
3. RESULTS AND DISCUSSION 
Due to differences in radiopacity, the different commercial dental resin composites are easily 
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distinguishable from each other (Figure 2). The strontium and lanthanoid fluoride containing glass 
particles are distinguishable from the surrounding matrix in the studied flowable composite, (a) on 
Figure 2. 
   
Figure 2: Phantom model. Reconstructed image and histograms of three slices through the middle of 
the respective composite disk: (a) G-ænial Flo (GC), (b) Gradia Direct Anterior (GC), (c) G-ænial 
Universal Flo (GC), (d) SDR (Dentsply, Switzerland). 
Gradia Direct Anterior (GC) was selected after analysis of the phantom model because it gave the 
best contrast with the tested flowable. Because the sample position in the scanner was maintained 
during light polymerization, a rigid pre-registration appeared not to be necessary. A slight concavity 
was formed after polymerization (Figure 3), probably due to viscous flow in the pre-gel phase.  
 
 
Figure 3: Coronal slices of an uncured (left) and cured (middle) sample and the superimposed 3D-
models of the respective sample (right; uncured=transparent red; cured=grey). 
The displacement (Figure 4) and resulting strain distribution (Figure 5) in the composite was calculated 
and visualized using the custom-made software (MIC). Average displacement was 25 µm. The 
displacement was multidirectional and anisotropic, resulting in a non-uniform strain distribution (Figure 
5). 
 
Figure 4: Displacement vectors (yellow), showing an anisotropy with mainly vertical orientation. The 
vector size is exaggerated for visualization purposes. At the top surface, the downward displacement 
was relatively large, while there was a slight upward displacement at the cavity bottom. The particle 
centres were chosen as the reference point for displacement (green: uncured; blue: cured). 
a 
b 
a 
a 
c 
b 
c 
d 
d 
c 
d 
b
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Figure 5: Non-uniform strain distribution throughout the sample. 
4. CONCLUSIONS 
µ-CT is a promising tool in the investigation of the strain distribution due to polymerization shrinkage of 
dental resin composites.  
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ABSTRACT 
Lime nanoparticles in alcohol are used for stone and mortar consolidation as well as for restoration 
treatment of historical monuments. The process of the consolidation is done using a transportation 
medium (ethanol) which transports nanoparticles into stone pores. This transportation medium 
consequently evaporates and nanoparticles remain sitting in the material porous structure; however 
some nanoparticles can be transported back to the object surface during medium evaporation. The 
final distribution of the nanoparticles depends on many parameters connected with the properties of 
the stone/mortar, transportation medium and nanoparticles. X-ray radiography and computed 
tomography are used for visualization of the consolidation process which was applied on several types 
of the investigated material. 
1. INTRODUCTION 
This study is part of the work focused on stone and mortar consolidation [Drdácký 2009]. The 
consolidation process in function of time, where the distribution of the consolidating agent absorbed by 
the stone or mortar specimen are changing during time, was studied by means of (20 hours) X-ray 
observation. The penetration depth of the liquid consolidating agent and the final distribution of its 
active component inside stone/mortar pores depend on many parameters such as: pore size and 
density of stone/mortar; surface tension, viscosity of the agent, content of active substance and 
medium/solvent in the agent, velocity of the media/solvent evaporation etc. Experiments dealing with 
visualization of consolidating agent behaviour inside stone after absorption are standardly done using 
some contrast agent [Slavíková 2012], [V. Cnudde 2004]. The reason is that the content of the active 
substance is low and the stone structure (visible by X-rays) is usually significant. The weakness of this 
approach is the fact that the contrast agent influences the consolidating agent viscosity and the 
surface tension and consolidation process can be different from the one without agent. 
 
X-ray visualization of the consolidation time evolution brings however several obstacles. Attenuation of 
the stone specimen itself is about 1 percentage lower than attenuation of the sample freshly 
impregnated by the consolidating agent (suspension of nanoparticles in the medium). Subsequently 
the medium (alcohol) evaporates and the active component (nanoparticles of calcium hydroxide) 
reacts with atmospheric CO2. Final active consolidating substance is chemically equivalent to the 
stone main component (calcium carbonate). Also, the final attenuation of the consolidated specimen is 
only about 1 per mille higher than the attenuation of the virgin sample. Consequently a high dynamic 
range of the radiograms is required. Nevertheless the distribution of the medium (alcohol) and 
nanoparticles is hard to distinguish due to the significant inner structure of the stones analysed. 
Moreover the X-ray tube intensity and detector properties vary in a percentage range during long time 
exposures and these fluctuations have to be corrected carefully to be able to observe small 
attenuation changes of the sample during the consolidation process. 
 
It was proven, that visualization of consolidating agent can be emphasized using differential images 
where the influence of the internal material structure on the consolidation imaging is supressed and 
the consolidation process can be analysed during its time evolution. Differential images are obtained 
using initial and actual X-ray image (CT reconstruction) of the analysed object. The visibility of time 
dependent changes of the object X-ray attenuation is emphasized by this way. 
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2. EXPERIMENTAL 
Three types of stone and one mortar were used in our experiments: Gotland sandstone, Kutna Hora 
limestone, Maastricht limestone and poor lime mortar. Specimens were prepared in the form of blocks 
20 x 20 x 40 mm. One side of this block remained open for consolidating agent penetration; other 
sides were covered by the waterproof coating. The consolidating agent CaLoSiL E25 used for all 
specimens impregnation was applied by 10 minutes lasting capillary action. CaLoSiL E25 contains 
Ca(OH)2 nano-particles dispersed in ethanol in concentration of 25 g/L. For Maastricht limestone, 6 ml 
of the consolidating agent was absorbed during one impregnation which corresponds to 0,2 mg of 
calcium carbonate dispersed in the limestone pores after ethanol evaporation and chemical reaction. 
The particles size of calcium hydroxide in ethanol ranges from 50 to 150 nm. Impregnation was 
repeated three times.  
 
A Hamamatsu microspot tube is employed as X-ray source in the tomographic system. This tube has 
a 5 m spot size and cone beam and was operated at 80 kV and 125 A. A pixelated Hamamatsu flat 
panel with CsI:Tl scintillator was utilized as X-ray imager. This detector has an active area 
120 × 120 mm with 50 m pixel size. A binning of 2 × 2 pixels was used in our work, so the effective 
pixel pitch was equal to 0.1 mm. A total of 40 radiograms were acquired with an exposure time of 
50 sec with a time interval of 30 min for one impregnation. A Hamamatsu flat panel was used as X-ray 
imager. Samples were observed in the radiographic cabinet in a horizontal position during 20 hours for 
each impregnation. 
3. RESULTS AND DISCUSSION 
Each radiogram was normalized by the open beam intensity behind the sample holder, which has a 
similar attenuation as the sample (detector properties changing in dependency on the irradiation 
dose); the X-ray tube intensity and the detector response were corrected by this way. Differential 
images were obtained during the posprocessing phase, where the initial radiogram was subtracted 
from actual image. The exact position of the specimen for each impregnation was determined using 
self-developed Digital Image Correlation tools [Jiroušek 2011]. 
 
A radiogram of the Maastricht limestone 10 minutes after consolidant first application (absorption of 6 
ml ) is shown in Figure 1 left. The left side of the specimen was the only one open, where evaporation 
of ethanol and transport of air could occur. It is hard to distinguish distribution of the active matter and 
medium due to significant inner material structure. The differential image of the same specimen 
158 minutes after consolidant absorption is shown in Figure 1 middle, with lighter shade meaning 
higher relative density. The differential image of this sample 317 minutes after the absorption is shown 
in Figure 1 right – medium (ethanol) is practically fully evaporated and the lime probably finished the 
reaction with atmospheric CO2 (ensuing images are practically identical). Lime nanoparticles were 
penetrated in two thirds of the sample length from the left side. This image is darker on average than 
the image middle due to the evaporated ethanol. The time evolution of the medium-ethanol and active 
component-lime particles is clearly visible in the acquired radiograms sequence for each impregnation. 
 
 
Figure 1: Radiogram of the Maastricht limestone penetrated by the consolidant and media left. 
Differential image of this limestone sample 158 minutes after consolidant application middle and 
differential image 317 minutes after consolidant application right. 
4. CONCLUSIONS 
It was proven, that very slight time dependent changes in the specimen density can be observed if 
imaging of the inner material structure is supressed using radiograms differentiation. A similar 
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approach applied for tomography measurements acquired during media evaporation will be presented. 
The exact position of the specimen for each penetration is determined using Volume Digital Image 
Correlation.  
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ABSTRACT 
The technique of X-ray tomography (or X-ray CT) has evolved tremendously in the last years and 
provides the capabilities to investigate the internal structure of objects non-destructively at a high 
resolution, with high image contrast and within a limited time period. More specifically, the evolution 
towards open and modular X-ray CT systems creates new opportunities to investigate an object under 
specific environmental conditions, such as when pressure is applied or in a controlled environment 
with configurable temperature and humidity. Additionally, the non-destructive nature of X-ray CT 
creates the opportunity to study an object at specific time intervals and investigate dynamic processes. 
 
In this paper, we present the study of a filter which is exposed to a controlled flow of air polluted with 
liquid. An aerosol generator is used to saturate the air with liquid, which is subsequently absorbed by 
the media inside the filter. The goal is to investigate the build-up of liquid in the filter media and 
consequently obtain a more thorough understanding of the filtration properties. In this study, our main 
focus is on the methodology. A filter is scanned before and during loading. The CT data of the filter 
under operation is combined with the data of the empty filter to extract the liquid content and 
investigate the spatial distribution quantitatively 
1. INTRODUCTION 
X-ray computed tomography (CT), and more specifically microCT, allows to reveal the inner structure 
of objects non-destructively. In the last years, microCT has mainly evolved in two directions. On the 
one hand, the resolution of microCT systems has improved drastically, allowing to investigate details 
below one micrometer in small samples. On the other hand, the developments of more efficient X-ray 
detectors, powerful X-ray tubes and high performance computing devices such as multicore CPUs and 
GPUs have made it possible to process datasets of medium sized to large objects in a limited amount 
of time.  
 
The reduction in scan and processing time allows to study dynamic processes, as long as the object 
under investigation undergoes only little internal changes during of a scan. Since scan time can range 
from less than one minute to over half an hour in a laboratory environment scanner, microCT is mainly 
suited to investigate slowly varying processes. One such example is the absorption of liquid inside 
filters used to remove excess liquid from air streams. The visualisation of the liquid content as a 
function of time allows to understand the dynamic behaviour of the filters and provides insight in the 
filtration mechanism which cannot obtained with another technique.  
 
The experiments in this study were performed on the systems of the Centre for X-ray Tomography of 
Ghent University (UGCT), which are used by inCT for services for industrial applications. At UGCT, 
four open and modular X-ray CT systems are now under operation, including two high resolution 
systems with a micron to submicron resolution, a 240 kV high energy scanner capable of scanning 
larger objects containing highly absorbing materials such as metal, and one environmental CT scanner 
(EMCT). The EMCT scanner is equipped with a stationary sample stage and a rotating gantry 
containing X-ray source and detector, as opposed to a sample rotation stage and stationary source 
and detector in the other systems. The EMCT scanner is highly suited to investigate samples with 
peripheral equipment and can be used in follow-up studies of liquid filtration systems, but was not yet 
available when the experiments in this study were performed. Instead, the high energy scanner 
HECTOR was used, since the scanner is designed to mount large samples and is located in a large 
bunker which can house the aerosol generator and control equipment used in the experiments. 
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2. EXPERIMENTAL 
The high energy scanner at UGCT (Figure 1) is composed of a 240 kV X-ray tube with a small focal 
spot size (down to 3 µm), a set of motorized axes to position the sample and detector and a large flat 
panel detector (Masschaele et al. 2013). The axes allow to vertically move the sample with a travel of 
one meter and the object and detector can be translated up to two meters away from the X-ray tube. 
The scanner is controlled by a modular acquisition software package which was specifically developed 
to control the various scanners at UGCT in a generic way, but which also allows customisation for 
each scanner and can incorporate complex scanning procedures (Dierick et al. 2010). 
 
Figure 1: High energy scanner including the liquid filter jig (tubes are not displayed) 
 
The liquid filter, which is basically a cylindrical object composed of a filter material around a central 
holder, is mounted in a custom jig and tubes are attached to the inlet and outlet of the jig to deliver the 
air flow to the filter. Aerosol is added to the airflow in a controlled way by the aerosol generator and fed 
into the airflow before it is delivered to the inlet of the filter jig. The tubes are attached to the ceiling of 
the bunker with special care to prevent buckling of the tubes during the 360 degrees rotation of the 
sample of the CT scan. 
 
The jig is composed of plastic and the filter media is composed of low absorbing material. A tube 
voltage of 160 kV is applied and no hardware filter are used to remove the low X-ray energies. The 
use of hardware filters would reduce the X-ray flux, which is to be avoided when performing CT scans 
of dynamic processes with a limited scan time. For each scan, a total of 2000 projections is recorded 
over 360 degrees, resulting in a scan time of 10 minutes. The flat panel detector is composed of 2048 
by 2048 pixels, but the pixels are binned two by two resulting in a reconstructed data volume of 1K³ 
with a voxel size of 123 µm. The reconstruction is performed with the reconstruction program Octopus 
(Vlassenbroeck et al. 2007) on a dual GPU workstation resulting in a reconstruction time of 
approximately two minutes. No beam hardening correction was applied, since the low energy X-rays 
are absorbed by the jig and no beam hardening artefacts are present in the filter media itself. 
 
Several filters were investigated with different liquid content in the air/liquid mixture and different flow 
rates. In this paper, we focus on the methodology and illustrate the data analysis process on a single 
filter. The filter is initially scanned in a dry state to obtain a reference for the subsequent 
measurements. Next, the air flow is started and a second scan is performed after a stabilisation 
period. The second dataset is registered to the first dataset to compensate for any possible movement 
of the sample in between the scans, and the original dataset is subtracted to obtain only the liquid 
content inside the filter. 
 
The 3D dataset of the liquid content is studied both visually and quantitatively. Visual assessment is 
performed with VGStudio MAX while the 3D analysis package Morpho+ (Brabant et al. 2011) is 
applied to obtain quantitative results. The dataset is loaded in Morpho+ and an unrolling algorithm is 
applied which transforms the dataset to a cylindrical coordinate system. Each obtained unrolled cross-
section represent the filter at a specific distance from the centre, which allows to analyse the liquid 
content as a function of distance to the centre and to verify whether liquid deposition is cylindrically 
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symmetrically. The unrolled cross-sections can also be loaded in VGStudio for visualisation, and are 
analysed further in Morpho+.  
 
The grayvalue of a voxel is proportional to the linear attenuation coefficient of the material inside the 
voxel. If only one material (liquid) is present in the dataset, the grayvalue is determined by the volume 
percentage of liquid inside that voxel due to the partial volume effect. Therefore, the liquid content can 
be calculated from the grayvalues if we know the grayvalue of a voxel which is completely filled with 
liquid. This can easily be obtained, as various droplets of liquid are present on the inside and the 
bottom of the jig.  
 
As we are mainly interested in local variations of the liquid content, the grayvalues in the unrolled 
volume are averaged in three directions: as function of the radius r, the angular position  and the 
height z. Next, the average grayvalues are divided by the grayvalue of pure liquid. The obtained 
results correspond to the spatial distribution of the liquid as a volume percentage from the inside to the 
outside, around the filter and from the bottom to the top. 
3. RESULTS AND DISCUSSION 
Figure 2 shows a 3D rendering of a section of the empty filter, the filter after loading and the extracted 
liquid. 
 
 
Figure 2: Section of the filter before loading (top), during loading (middle) and extracted liquid content 
(bottom) – the outside jig and inner holder are clearly visible in the top and middle image 
 
The outside jig and inner holder composed of plastic are clearly visible, as well as the filter media and 
the deposited liquid during loading. The 3D rendering of the extracted liquid content does not only 
show large clusters of liquid, the darker regions correspond to virtually no liquid deposition while the 
light gray regions contain droplets which are smaller than the voxel size. Due to the partial volume 
effect, this results in an increased grayvalue which is directly related to the percentage of liquid 
content. 
It should be noted that – although not visible in the displayed 3D renderings – some degree of cone 
beam artefacts are present in the datasets due to presence of horizontal structures which cannot be 
imaged correctly in cone beam geometry. These artefacts are inherent to cone beam geometry CT, 
but are present in both the empty filter and the filter under loading and are therefore removed from the 
images with the liquid content only. 
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Figure 3 show the volumetric liquid content as calculated by evaluating the average grayvalues of the 
liquid dataset in three directions. The obtained profiles allow to assess how the liquid is distributed 
along the filter, especially when combined with visual inspection of the cross-sections and the 3D 
renderings. 
 
   
Figure 3: Volumetric liquid content as a function of height (left), distance to the centre (middle) and 
around the filter (right) 
It should be noted that the calculation of the volumetric liquid content is subject to the assumption that 
the liquid can be extracted from the datasets during and before loading. However, local changes can 
occur in the filter media, as the deposition of liquid can result in local displacements of the media. 
Since the amount of filter material does not change, these displacements are averaged out when 
calculating the above profiles. Also, material (liquid) is added in the second scan, which could have an 
effect on the spectrum of the X-rays transmitted through the sample and the reconstructed attenuation 
coefficients. However, any additional hardening of the spectrum is expected to be minimal, since the 
plastic parts of the jig have already removed the low energy X-rays of the spectrum. Finally, after 
registration of the second dataset relative to the first dataset some residual sample movement could 
still be present. However, this can easily be verified visually, and any remaining difference would still 
be averaged out when calculating the profiles. 
4. CONCLUSIONS 
The results show that it is possible to investigate an liquid filter under loading if the scan time is kept 
minimal. Additionally, the scan data of an empty filter can be combined with a filter during loading to 
evaluate the deposition of liquid, both visually as quantitatively. The developed protocol can be applied 
to investigate different type of filter and under varying experimental conditions. 
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ABSTRACT 
The uptake of hydrogen by lanthanum pentanickel (LaNi5) to form LaNi5H6 is followed with three-
dimensional imaging by neutron tomography. The hydrogen absorption process is slower than the time 
needed for acquiring a single image, about 10 s, but fast relative to the time to acquire a fully-sampled 
tomographic data set, about 6,000 s. A novel data acquisition scheme is used with angles based upon 
the Greek Golden ratio, a scheme which allows considerable flexibility in post-acquisition tomography 
reconstruction. Even with tomographic undersampling, the granular structure for the conversion of 
LaNi5 particles to LaNi5H6 particles is observed and visually tracked in 3D. Over the course of five 
sequential hydrogen uptake runs with various initial hydrogen pressures, some grains are repeatedly 
observed.  
1. INTRODUCTION 
The absorption of hydrogen by metal alloys is an ideal process for neutron imaging as neutrons easily 
penetrate most metals, yet are strongly attenuated by the 
1
H
 
isotope. Esaka and co-workers imaged 
ingots of Mg-Ni alloys after reaction with aqueous sodium borohydride solution; 2D and 3D images of 
the dried ingots show the hydrogen absorption depth increasing with reaction time (Sakaguchi 2003). 
The 
2
H isotope was imaged in a cryocooler before and after gas absorption (Jacobson 2010). 
 
The study of chemical kinetics in solid state reactions is one of the more exacting tasks in the chemical 
laboratory. Herein, we describe a data acquisition procedure based upon the Greek golden ratio that 
reduces the hectic workload at the beamline. Rather, some of the workload is transferred to the post-
acquisition phase of the experiment in which trial tomographic reconstructions are performed in a 
search for an optimum balance of time resolution with acceptable image signal-to-noise. Kaestner et 
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al. have analyzed the Greek golden ratio and a related binary decomposition scheme; both schemes 
are proposed for time-resolved tomography imaging (Kaestner 2011). Portions of the Greek golden 
ratio scheme were used to follow a lithium-ion battery discharge process (Butler 2011). 
2. EXPERIMENTAL 
A 4.4 mm ID stainless steel tube was loaded in air with Ergenics Hy-Stor 205 Alloy 12 mesh LaNi5. (>1 
mm grains were used in a high resolution imaging experiment).  Estimated neutron transmission 
values were calculated for both LaNi5 and LaNi5H6, yielding 1/e attenuation lengths of 6.9 mm and 1.4 
mm, respectively. The sample cell was pressure tested with N2 to 125% of the maximum permitted 
working pressure of 2.31 MPa for the apparatus. In the dynamic tomography experiments, a reservoir 
volume of 2.4044 L was pressurized with H2, then slowly released into the manifold and sample; 
absolute manifold pressure was logged at 1 minute intervals. The H2 gas was generated 
electrolytically from water.  
 
Neutron pinhole optics were set to an L/D~600 giving a thermal neutron fluence at the sample of 
4.97x10
6
 neutrons cm
–2
 s
–1
.  Both low and high resolution detectors were used. Low resolution:  0.3 
mm thick 
6
LiF-doped ZnS scintillator screen observed by an amorphous silicon flat panel detector in 
direct contact with the scintillator.  Detector pixel size was 127 micron square with 1 s acquisition time 
per projection.  High resolution: 0.1 mm thick 
6
LiF-doped ZnS scintillator screen observed by an optical 
lens coupled to an Andor Neo sCCD camera with 2560x2160 pixels. Effective detector pixel size was 
22 micron square with 210 s acquisition time per projection. 
3. RESULTS AND DISCUSSION 
The sample sieved to have only >1 mm grains was loaded in the stainless steel tube between alumina 
(Al2O3) spherical spacers and imaged with high-resolution (22 micron effective pixel size) and a static 
hydrogen pressure of 0.41 MPa; a portion of the reconstructed volume is shown in Figure 1(left).  The 
cut-away shows the external air (blue), the SS tube walls, and the LaNi5Hx grains (white).  An alumina 
spacer is partly visible at the extreme left.  With 210 s exposure time, the tomography data acquisition 
time was about 24 hrs.   
 
By switching to low-resolution imaging (effective 127 micron pixel), projections were acquired every 10 
s.  Figure 1(right) shows a sequence of highly-filtered tomographic reconstructions as LaNi5 reacts 
with slowly added H2 to a final pressure of 0.33 MPa.  In this image, the SS tubing is cropped out; the 
hydrogen-rich LaNi5 structures have a diameter of 4.4 mm. The reaction is followed across the images 
labeled tw1 to twsteady where tw=time window.  The image labeled “no H2” was taken before the 
reaction with H2 and is plotted with a much lower isosurface threshold so as to illustrate some of the 
LaNi5 grains.  We emphasize that the high-resolution tomography in Figure 1(left) shows discrete, >1 
mm LaNi5Hx grains while the low-resolution tomography of Figure 1(right, twsteady) shows regions of 
hydrogen-rich LaNi5; that is, one or more grains may be contained within each isosurface object.  
Figure 1(right) is one run of five; some of the objects observed in tw1 were also observed in the other 
runs.   
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Figure 1: Static tomography (left) of LaNi5 with 0.41 MPa H2 and dynamic tomography (right) as LaNi5 
reacts with slowly introduced H2 to a final pressure of 0.33 MPa. 
 
The raw projection data leading up to Figure 1(right) was acquired with a modified Greek golden ratio 
based angle sequence (Kaestner 2011).  The unmodified angle sequence is given by  
 
theta = [{0, g, 2g, 3g, ..., (n-1)g}180°, mod 180°], n≥ number of rays, g = (sqrt[5]-1)/2 (1) 
 
As the sample cell rotation was constrained by several high-pressure flexible gas lines leading to the 
H2 manifold, the angle sequence was partially reordered in groups of 100 angles as shown in Figure 
2(A);  
 
 
 
Figure 2: Tomography rotation angles versus time (A) and reordered for reconstruction (B-E). 
thus, no single rotational motion was large.  In post-acquisition processing, groups of 100 projections 
were reordered, Figure 2(B,C), to give 1000 s time windows.  Or, 500 s time windows were created by 
selecting groups of 50 projections, Figure 2(D,E), at the cost of lower image signal-to-noise ratio. 
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4. CONCLUSIONS 
Observing chemical kinetics is difficult as the researcher must balance time resolution with the signal-
to-noise ratio of each observation.  Slight modifications in the tomography rotation angle sequence 
can lead to more experimental flexibility as the balancing can be done in post-acquisition data 
processing.  The Greek golden ratio angle sequence works well for processes that are slow relative to 
each projection acquisition, but fast relative to several times the normal tomography experiment.   
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ABSTRACT 
Wide range of biogeneous concretions have been studied by the X-ray microCT techniques, we 
proposed with standard sample using mineralogical approach: pearls of different origin and cultivation 
regions, corals, bilious and salivary stones, calcifications, and other mineral concretions. Their internal 
morphology and phase composition were studied. A new method of pearl identification, based on XCT 
data that can be used in gemology testing, has been developed and approved. 
1. INTRODUCTION 
The biogeneous mineral substance has been studied with the developed X-ray Computed 
Tomography, XCT technique, using mineralogical approach. Advantages of X-ray CT for biogeneous 
minerals analysis, including gemology, are obvious: non-destructive and fast quantitative estimation 
of internal structure characteristics, i.e. without crushing; testing under room temperature that is very 
important for preserving the integrity and quality of the pearl nacre or coral surface. Such mineral 
concretions of a biogeneous origin (as calcifications of various localization; bilious and salivary 
stones) are alien pathogenic formations that cause a number of diseases. Still there is no consensus 
on their origin, but many scientists connect them with an infectious etiology. It allows to assume a 
complex of reasons to generate this pathological process bringing to serious clinical consequences. 
In practice the diagnosis is based on clinical data, laboratory and tool research data, the latter ones 
result from patho-physiological basis and allow clinicians to give more definite interpretation of this or 
that disease, including radiological symptoms as manifestations of a pathological process course 
(Stary 1990, Kalender 2006). We have been studying organogenious concretions on Russian 
tomograph (CT-skanner) VT–50-1 “GEOTOM”, PROMINTRO Ltd. (Industrial Introscopy) for their 
composition, structure and morphology from the mineralogical point of view. 
2. EXPERIMENTAL 
2.1. Method 
X-ray absorption depends on the substance properties, it is a function of density (ρ, g/cm
3
), element 
composition, X-ray radiation energy, by Linear Attenuation Coefficient, LAC μ (x, y). We assume 
probable mineral composition, so we may calculate LAC under the same conditions and compare it with 
the experimental one. Thus, the idea of identification (Khozyainov et al. 1992, Yakushina et al. 2001, 
Khozyainov et al. 2004) is based on proximity comparison of the experimental exp and calculated calc 
LAC ratios (Eqn. 1):  
 
 = samplenartstaphaseX  ,  (1) 
 
exp is the experimental ratio of the measured X-ray radiation LAC amplitude values on XCT-images for 
identified X-phase to the LAC amplitude of the standard sample (etalon) of known chemical 
composition, density and cross-section square dimension, that is located simultaneously with the 
tested sample in the scanning zone. 
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calc is the theoretically calculated effective (average on a power spectrum) ratio of the LAC X-ray 
radiation values for the assumed X-phase mineral composition to the one of the standard sample 
(etalon). Calculations are fulfilled in circular approach with amendment on X-phase environment. 
Aluminium has proved to be the most suitable etalon for geomaterials testing, so as its density is 
similar to the one of rock-forming minerals. 
2.1. Technique 
All specimens have been primary examined in optical microscope for general data on morphology and 
composition (Light microscope POLAM LOMO, Russia). We use “GEOTOM” VT-50-1 μXCT unit 
(PROMINTRO Ltd., Russia), originally constructed for microtomography analysis (Khozyainov and 
Vainberg 1992). XCT units of VT-series are certified for the ASTM E1441 – 11 “Standard Guide for 
Computed Tomography (CT) Imaging” / Nondestructive Testing Standard. Specification: microfocus X-
ray source, < 5µm spot size; accelerating voltage U = 100 kV, accelerating current I = 5 µA, 8 CsJ 
(Na) detectors, 5 m intervals between neighbouring measured slices, maximum sample size cross-
section diameter 15 mm and in length 100 mm, space resolution 5 m for the linear irregularities. LAC 
is measured in range from -32000 to +32000 grades. Aluminium (Al) standard sample is used. 
Experimental XCT data are processed by the original technique and with the usage of  “TomAnalysis” 
computer program we developed for XCT quantitative phase, morphology and granular structure 
analysis. (Khozyainov M.S. et al. 2004, Yakushina et al. 2001). The detected mineral phases were 
verified by X-rays powder diffraction on X'Pert PRO Materials Research Diffractometer (Philips, 
Holland). Specification: Cu Kα radiation, accelerating voltage U = 100 kV, current I = 40 mA, 2 
degree/min speed. We used Silicon (Si) internal standard and ASTM data base. 
We elaborated a method of phase identification on XCT data and produced “TomAnalysis” computer 
program for quantitative morphology, granular and phase structure analysis, that operates with 
experimental XCT LAC input and output parameters used in mineralogical and materials studies. 
3. RESULTS AND DISCUSSION 
3.1. Pearl and coral 
The XCT analysis is fast nondestructive method, and pearl or coral beads need not to be drilled as for 
endoscope investigation and without special treatment, as for X-ray radiography (Strack 2001). Pearl 
nacre is a composed organic-mineral matter produced by some type of mollusks – oysters and 
freshwater mussels, growing concentrically. The XCT successfully solves the main questions of pearl 
testing: if the examined sample is a pearl or just its imitation; if the examined sample is a true pearl or 
a cultured pearl; to determine the method of cultivation, if it is a shell-bead or a tissue-nucleated (Table 
1, Figure 1, 2). Moreover, the XCT allows to measure the size of the nuclei and the cultured nacre 
thickness, to determine the internal emptiness or cavities, and thus to give recommendations how to 
drill and to timber the pearl better in order not to make damage to nacre, to reconstruct the 3-D image 
of internal structure and to get the XCT image – an individual “passport” of a pearl, especially precious. 
 
Table 1: XCT data for biogeneous concrements, э/Al 
Sample natural 
pearl, 
nacre 
cultivated 
pearl, nacre 
mollusc 
(mother-
of-pearl) 
glass 
imitation 
plastic 
imitation 
natural 
coral 
plastic 
coral 
calcite, 
aragonite 
quarts 
э/Al 
range
 
1,25- 
1,40 
1,25- 
1,40 
1,35- 
1,50 
0,73- 
0,88 
0,28- 
0,50 
1,40- 
1,60 
0,35- 
0,60 
1,25- 
1,50 
0,70- 
0,95 
 
Corals display different internal structure than the one of pearls. Though coral is also composed of 
calcite (CaCO3), but displays “grain” structure and its LAC has greater values in comparison with 
pearls. Various corals and pearls from main producing districts have been investigated. Some interesting 
results and exiting images of the internal structure peculiarities have been obtained; we may name them ‘the 
pictures of the Nature’. 
 
XCT permits to visualize pearl or coral internal structure, in the thin layers without sawing of the 
specimen; the result of testing doesn’t depend on the expert experience; one doesn’t need to fulfill a 
labor-intensive procedures, film treatment, etc. (Yakushina et al. 2001, Yakushina 2004); the proposed 
XCT techniques may compete with endoscopy, X-ray radiography, X-ray diffraction (Lauegram) 
traditionally used in gemology. 
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Figure 1: XCT images of pearls and its imitations. A - natural pearls; cultivated pearls B - bead-
nucleated and C - tissue-nucleated; D - imitations: plastic (1), Majorika-pearl (2), air vials in glass 
(arrow), shell-pearl (3) 
 
 
1   2   3   4 
Figure 2: Difference in Liner attenuation coefficient values and distribution along the marked XCT 
profile H–K of natural (1), cultivated tissue-nucleated (2) pearls and plastic imitation (3); LAC 
amplitudes (4)  
3.2. Calcifications 
The XCT analysis of biogeneous calcifications, gallstones and salivary stones (Figure 3, 4) detects 5-6 
phases, two belong to an organic fabric (possibly proteins and lipids), 3-4 are mineral phases as 
whewellite, hydroxlapatite, hydroxlcarbonateapatite and calcite of different density. Actually 
biogeneous stones are heterogeneous, with twisting edges and organic tissues in the central part. The 
formed and young arising calcifications (30 microns) have been compared. Considerable similarity of 
their phase structure was determined. The young one already contained in its composition less than 
0,15 wt.% of slightly crystallized hydroxlapatite, initiating the development of atherosclerotic process. 
XCT tomograms of the salivary stone (Figure 4) display morphology similarity to the one of 
ferromanganese nodules or pearls (Figure 1), but different phase composition. 
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Figure 3: Gallstone, 1 – photo, 2 – roentgenogram, A – tomogram; B – phases marking, C – phase 
wt.%; colour marked: grey porous, blue holesterine organic, yellow apatite, orange calcite 
 
Figure 4: Salivary stone, 1 – photo, 2 – roentgenogram, A – tomogram; B – phases marking, C – 
phase wt.%; colour marked: porous grey, holestering organic blue, whewellite green, hydroxylapatite 
lilac, hydroxylcarbonatelapatite dark blue, calcite orange 
4. CONCLUSIONS 
The biogeneous concretions have been tested by the developed XCT technique and with 
mineralogical approach. It may be successfully used for pearl fast identification in gemmology: to differ 
pearls from imitations, to determine natural or cultured origin, type of cultivation, to decide if the pearl is 
shell-bead or tissue-nucleated, nacre thickness. XCT for biogeneous concretions is alike histology in 
medical and biological studies, however it gives priority in speed without special sample preparation. 
Calcifications and gallstones differ from pearls and corals in morphology and phase composition. Their 
studying may better promote disease course explanation, revealing mechanisms of calcifications 
development, being aimed at health protection. 
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ABSTRACT 
Nowadays as the raw material usually has complicated composition, poor quality, possible presence of 
toxic and harmful impurities, we believe it is very important for advanced mineralogical investigation to 
allow us to get the characteristics of raw material quality and washability at the early stage of definite 
deposit geological research. The paper presents the developed X-ray microCT techniques for phase 
identification when studying natural and technogenious mineral substance (geomaterials). The main 
feature of our method is the use of standard sample (etalon). Iron, manganese, titanium, zirconium 
and others ores from Russian deposits have been studied by X-ray mictoCT for fast prognoses 
evaluation of their technological properties, primary for morphology, granular and mineral phase 
composition and textural-structural characteristics. The results of X-ray CT ore-bearing rocks 
investigation are discussed. The data obtained confirm efficiency of such a fast ores quality estimation 
and its application for technological mineralogy tasks while rocks possessing. 
1. INTRODUCTION  
X-ray Computed Tomography, XCT is a nondestructive fast physical method that permits to obtain 
direct visual picture of internal structure, to reconstruct 3-D image of natural and technogenious raw 
materials for internal texture-structure analysis and phase composition investigation. It is actively 
developed and widely used today in research as an ordinary routine analysis. The technique allows 
rapid visualization and investigation of the sample internal characteristics, 3-D internal structure 
reconstruction and long-term digital information storage. XCT combines the X-rays merits with the 
advantages of computer processing data. Its benefits are: fast-time, no sample preparation (crushing, 
thing sections, polishing surface). Since 1990 we have been studying geomaterials with XCT 
technique for phase composition and morphology, granular structure peculiarities as the basic 
characteristics, when forecasting quality and technological data – minerals and rocks, ferrous, 
ferromanganese and polymetallic ores, ocean ore formations, coal, diamonds, oil and gas collectors, 
metallurgical slags, biogenious matter, etc. We present our results of geomaterials XCT testing. 
2. EXPERIMENTAL  
2.1. Method 
XCT is an effective nondestructive rapid radiation technique, combining advantages of physics and 
informatics. X-ray reconstructive computer tomography combines traditional X-ray screening and 
computational mathematics digital technique. The distribution of Linear Attenuation Coefficient, LAC μ 
(x, y) for individual pixels in each cross-section results in internal spatial structure reconstruction by 
mathematical processing. X-ray absorption depends on the substance properties, it is a function of 
density (ρ, g/cm
3
), element composition, X-ray radiation energy by LAC μ (x, y), that is calculated from 
mass attenuation coefficient, m, and is a function of both the matter density, ρ, and effective atomic 
number, Z (Eqn. 1): 
 
=m (1) 
 
If the X-ray energy is less than 100 keV, the photoelectric phenomenon dominates, when absorption 
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depends mostly on the atomic number and substance density; but for the energies above 100 keV the 
Compton scattering happens, and absorption depends mostly on the density. So if we assume 
probable mineral composition, we may calculate LAC under the same conditions (taking into account 
surrounding substance density) and compare it with the experimental one, but when photoelectric 
phenomenon takes place. 
2.2. X-ray microCT technique 
X-ray absorption depends on the substance properties by LAC μ (x, y). Our idea of identification 
(Khozyainov et al. 1992, Yakushina et al. 2003, Khozyainov et al. 2004) is based on proximity 
comparison of the experimental exp and calculated calc LAC ratios, (Eqn. 2):  
 
 = samplenartstaphaseX  ,  (2) 
 
exp is the experimental ratio of the measured X-ray radiation LAC amplitude values on XCT-images for 
identified X-phase to the LAC amplitude of the standard sample (etalon) of known chemical 
composition, density and cross-section square dimension, that is located simultaneously with the 
tested sample in the scanning zone. calc is the theoretically calculated effective (average on a power 
spectrum) ratio of the LAC X-ray radiation values for the assumed X-phase mineral composition to the 
one of the standard sample (etalon). Calculations are fulfilled in circular approach with amendment on 
X-phase environment. Aluminium has proved to be the most suitable etalon for geomaterials testing, 
so as its density is similar to the one of rock-forming minerals. 
 
We elaborated a method of phase identification on XCT data and produced “TomAnalysis” computer 
program for quantitative morphology, granular and phase structure analysis. The program, that 
operates with experimental XCT LAC input and output parameters, is used in mineralogical and 
materials studies. Automatic phase recognition process, their colour marking, its allocation on XCT 
image with markers - is realized in the program. The sequence of an internal structure studying after 
visual analysis on the screen is the following (Figure 1): LAC spatial distribution analysis; amplitude 
measurement at dot, along profile or at square; LAC ratio (sample/ LAC etalon) calculations for 
separation and identification of mineral phases; phase content (wt. %) definition and histograms 
drawing; than follows morphology and structure analysis. 
2.3. Unit Technical Specification 
In our study we use “Geotom” VT-50-1 μXCT unit being constructed by PROMINTRO (Industrial 
Introscopy) Ltd., Russia specially for geological tasks in μXCT analysis (Khozyainov and Vainberg 
1992, Khozyainov et al. 1975). XCT units of VT-series are certified for the ASTM E1441 – 11 
“Standard Guide for Computed Tomography (CT) Imaging” / Nondestructive Testing Standard. 
Specification: micro-focus X-ray source, < 5µm spot size; accelerating voltage 100 kV (max 150 kV); 
accelerating current 5µA; 8 CsJ(Na) detectors; 5 m intervals between neighbouring measured slices; 
maximum sample cross-section diameter 15 mm, in length 100 mm; space resolution 5 m for the 
linear irregularities. Linear attenuation coefficient, LAC is measured in range from -32000 to +32000 
grades. Aluminium (Al) standard sample is used. Experimental XCT data are processed by the 
originally developed techniques for XCT quantitative phase, morphology and granular structure 
analysis (Yakushina et al. 2003, Khozyainov et al. 2004).  
3. RESULTS AND DISCUSSION 
Usually when studying geomaterials, minerals and rocks, it is necessary to get data on their phase 
mineral composition, including quantity evaluation, grains dimensions and morphology, pore content. 
Various natural and technogenious samples have been studied: minerals and their aggregates, 
ferrous and alloying metals ores, oceanic ores, nodules and crusts, coals, shungit rock, kimberlites 
and diamonds, metallurgical slags, pellets, meteorites, unique specimens, etc. A number of examples 
of XCT testing sample is presented. 
 
XCT for the Ferrous-bearing ores detected the structural and textural peculiarities, displaying the 
character of oxidation (martitization), causing inhomogeneity of magnetite (Figure 1): not less than 5-6 
mineral phases, the main ones magnetite and hematite are accurately fixed. Magnetite oxidation 
occurs locally, that is fixed on tomograms as "spotty" sites of XCT alteration. Textural heterogeneity 
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together with close accretion of ore-forming phases, negatively influences their complete disclosure 
(primary magnetite) at processing. 
 
XCT of Manganese ores, carbonate type has allowed to solve a question of manganese silicate 
distribution nature, forming in the main ore minerals. Not only it established distribution of silicates of 
manganese, which are rather evenly distributed in rodohrozite (Mn carbonate); but also divided 
rodohrozite and manganese calcite, having close optical constants, and they are not always 
distinguishable by light optics methods. 
 
 
Figure 1: Ferrous-bearing ores, R- roentgenogram, hereinafter A – Tomogram; B – phases marked, C 
–wt.%; rock-forming minerals yellow; Fe hydroxides orange; different Fe, oxides plum, blue, brown 
These data have definitely allowed to approve impossibility of manganese silicates extraction from ore 
minerals by mechanical processing, since their size is less then first tens micrometers. XCT has 
solved a technological question – it is shown, that though in initial ore there was a considerable 
maintenance of layered clay minerals, but with fine grains disintegration, initial and "washed" ore 
phase composition is levelled. At the size of 1 mm clay material content becomes approximately 
equal, thus, it is possible not to apply the ore "washing" operation. XCT revealed the distribution and 
relationship of ore-forming minerals. Almost uniform thin iron hydroxides, spreading in manganese 
ores, displayed impossibility of physical enrichment and impossibility of manganese minerals selective 
extraction, because of proximity of their physical properties. Visually similar grains occur 
homogeneous; XCT detected, that they are polymineral units formed by manganese hydroxides 
pirolyuzit and psilomelan, (the latter forms a thin oxidation cover on grains surface). Thus XCT 
displayed manganese-bearing ores features (Figure 2) that definitely influence on quality and 
technological properties specifying only chemical enrichment. 
 
 
Figure 2: Mn-bearing ores, rock-forming minerals yellow, Fe, Mn hydroxides brown, Mn oxides blue, 
red, violet 
XCT has allowed to solve a task of Phosphorus mineral apatite presence in the ores and its 
microstructure features. Grains, which under a binocular microscope were accepted as apatite and 
looked homogeneous, have appeared to be fine-disperse accretions. XCT has revealed them to be 
apatite-quartz-opal units, or apatite aggregates even if they had crystallographic shape, and displayed 
opal envelope of 100 microns thickness. The latter covers apatite crystals and its units and is quite 
sufficient to "mask" apatite, lowering its density, changing surface characteristics. Apatite cannot be 
extracted by flotation with active substances by X-ray fluorescence radiography, thus these 
manganese ores can be processed only by deep enrichment. 
 
World Ocean ore formations are presented by ferromanganese nodules, cobalt-bearing crusts and 
deep-see polymetallic sulphides and considered to be a source of non-ferrous, rare and precious 
ferrous metals. The high surface activity defines widespread development of sorption processes, so 
these formations appear as unique natural sorbents. No doubt, modern processing technologies of 
marine ores certainly are based on their mineral composition. Nevertheless, testing oxide ores is a 
complex methodological problem that results from fine polymineral phases, forming micro-nanometer 
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aggregates, different mineral forms of non-ferrous and rare metals, very low content of proper phases, 
both with the presence of structurally disordered, X-ray amorphous minerals, ephemeral minerals 
sustainable in a narrow PT-range in see-bottom layer. Sometimes it is impossible to identify definite 
elements with specific mineral phases. XCT allows to solve a number of the diagnostic tasks 
unequivocal by optical and X-ray diffraction methods because of proximity of optical constants of 
minerals, their amorphous and high-disperse state (Figure 3). 
 
 
A B C 
Figure 3: Nodule, Crust, Deep Marine polymetallic Sulphides, and Noduler 3D-XCT image, rock-
forming minerals blue, yellow, green; Fe, Mn hydroxides orange; Fe, Mn oxides red, blue, violet 
4. CONCLUSIONS 
Today developing innovative processing technologies challenge complete and comprehensive 
information of the mineral composition and morfometric features that certainly determine technologic 
parameters because of raw matter complicated composition, its poor quality, possible presence of 
toxic and harmful impurities that cause environmental problems. There is a large variety of mineral 
types, besides isomorphic substitutions, and the XCT is favourable, so as it allows to receive important 
data on mineral raw materials and its technological properties. The technique we developed for phase 
identification, morphology, granular and structure analysis is based on the comparison of experimental 
and calculated LAC ratios using standard sample. It is an effective tool of natural and technogenious 
mineral substance study. XCT allows to solve a number of the diagnostic tasks that are unequivocal 
by optical and X-ray diffraction methods because of proximity of optical constants of some minerals, 
their amorphous and high-disperse state, and effective study structural features. So one may benefit 
from using XCT analysis that provides fast information about ores and rocks internal structure 
morphology, granular and phase data. 
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1. INTRODUCTION 
In recent years high resolution X-ray Computed Tomography (CT) for geological purposes contribute 
increasing value to the quantitative analysis of rock properties. Especially spatial distribution of mineral 
phases, pores and fractures are important for the evaluation of reservoir properties. The possibility to 
visualize a whole plug volume in a non-destructive way and to use the same plug for further analysis is 
undoubtedly the most valuable feature of this type of rock analysis and is a new area for routine 
application of high resolution X-ray CT. 
  
The paper outlines recent developments in hard- and software requirements for high resolution CT. It 
showcases several geological applications which were performed with the phoenix nanotom and 
recently phoenix nanotom m, the first 180 kV nanofocus CT system tailored specifically for extremely 
high-resolution scans of samples up to 240 mm in diameter and weighing up to 3 kg with voxel-
resolutions down to < 300 nm.   
2. HIGH RESOLUTION COMPUTED TOMOGRAPHY 
In many fields like biology, geology or engineering, CT with nanofocus X-ray sources allows the 
researcher to explore sample structures into the sub-micron regime. In recent years major steps in 
important hardware components like open microfocus or even nanofocus X-ray tube technology on the 
one side, and the development of highly efficient and large flat panel detectors on the other, allowed 
the development of very versatile and high resolution laboratory CT systems like the phoenix nanotom 
m (GE Sensing & Inspection Technologies). Electromagnetic focusing of the electron beam allows 
generating X-ray beams with an emission spot diameter down to 1 µm and even below, which is 
essential for CT examination with voxels-sizes in the sub-micron range. These characteristics with 
respect to spatial resolution principally allow CT measurements which valuably complement many 
absorption contrast setups at synchrotron radiation facilities [Withers, 2007; Brunke et al., 2008; 
Kastner et al., 2010]. 
 
In order to cover the widest possible range of samples, the CT system is equipped with an X-ray tube, 
a manipulation stage and a detector, which allow in the sum a detail detectability in the sub-micron 
range. The phoenix nanotom m is equipped with a 180 kV/15W X-ray tube with an adjustable spot size 
of down to < 0.9 µm, since this parameter predominates the image sharpness for extreme 
magnifications (Brockdorf et al., 2008). On the other hand, the X-ray tube can generate up to 15 Watt 
power at the target and enables penetration of high absorbing geological samples and mineral 
phases, respectively. The manipulation system is based on granite to ensure optimal mechanical 
accuracy and long term stability of the setup, including a high precision sample rotation unit. On the 
detection side a unique 7.4 megapixel GE DXR flat panel detector (CsI scintillator) with an active area 
of 307 x 240 mm is used. The extremely high dynamic range of > 10000:1, combined with 100µm pixel 
size and a 1.5x virtual detector (i.e. 461 mm effective detector width) give access to a wide variety of 
experimental possibilities. 
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3. BENTHEIMER SANDSTONE: COMPLEX QUALITATIVE AND QUANTITATIVE ANALYSIS 
 
The first example shows a typical reservoir rock of the North German Basin a so called Bentheimer 
sandstone (sample diameter 5 mm) scanned with 1 µm voxel size to extract (e.g.) information about 
the distribution of mineral components,  as well as to characterize the pore space within for 
petrophysical applications. In fig. 1b the 3-D distribution of three rock phases (quartz yellow, feldspar 
orange and zirconia blue) is exemplarily shown. The pores and clay particles are faded out in this 
visualization. The orange coating around the quartz grains is weathered quartz and has similar density 
as the feldspar. Analyzing the volume in quantitative manner yields extremely valuable 3D information 
for the petrologists. Especially the investigation of microporosities (e.g. caused by clay or dissolved 
mineral phases) within porous rocks (fig. 2) has become of great interest for the oil and gas industry in 
terms of enhanced reservoir characterization and oil and gas recovery from these types of void space. 
The segmented in-situ porosity could be easily used for fluid flow modelling purposes, to predict 
permeabilities and complex flow processes within these micro-structures. 
 
 
  
 
Figure 1: 3-D visualization with greyscale (a) and after segmentation (b) of different mineral types. 
 
       
Figure 2: 3-D visualization of segmented microporosity within the scanned Bentheimer Sandstone (a) 
and streamline visualization of fluid flow (b) within this void space derived by Avizo (VSG). 
1.0 mm 
Feldspar 
Quartz 
Zirconia 
a) 
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b) 
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4. PYROCLASTIC ROCK: MINERAL STRUCTURES AT EXTREMELY HIGH RESOLUTION 
Next, a very porous pyroclastic rock (Ø 3 mm) from Etna (Sicily) has been examined at a resolution of 
1 µm on the phoenix nanotom m (fig. 3) showing the possibility to study the spatial variation of mineral 
structure within the accuracy of 1 micron. The resulting volume data can be used to produce surface 
data for any CAD application and furthermore for FEM modelling for (e.g.) hydrogeological purposes. 
 
           
 
Figure 3: 2-D images through the reconstructed volume of a pyroclastic rock (view width: (a) 1.4 mm 
and (b) 520 µm). (a) shows a cross section of the whole sample and the right image (b) gives a very 
detailed impression of the internal grain structure, measured wall thickness 1.8 µm. 
 
For another rock sample from Etna, a scan with 5 µm voxel resolution has been performed (fig. 4a). 
The data set has been analyzed with the Avizo software tool XLab Hydro for simulation of the fluid flow 
through this highly porous material. The resulting velocity field can be visualized (fig. 4b) using a 
technique called “line integral convolution” (LIC) whereas the colour mapping visualizes the velocity’s 
magnitude. 
 
  
 
Figure 4: (a) 2-D image through the reconstructed volume of a pyroclastic rock (view width: 5 mm). 
The right hand image (b) visualizes in 3D the results of fluid flow modelling performed by Avizo 
software. 
5. SUMMARY 
Since density transitions usually indicate boundaries between materials or phases, CT data is intuitive 
for geoscience professionals to evaluate. Due to the digital form, 3D data can be used for quantitative 
analysis as well as for a variety of measurement and visualization tasks. 
 
Powerful software enables rapid reconstruction and visualization of the volume data allowing the user 
to extract and view internal features and arbitrary sectional views. The phoenix nanotom m is the first 
180 kV nanoCT system featuring voxel resolutions of less tha 300 nanometers. The ability of the 
nanotom CT system to deliver ultra high-resolution images of any absorbing internal object detail at 
   100 µm 
 200 µm  
    100 µm 
b) a) 
a) b) 
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virtually any angle caters to even the most complex geological and petrological and petrophysical 
applications. 
 
The phoenix nanotom m was designed with the primary goal of meeting the unique needs of high-
resolution computed tomography and comes standard with a 180 kV high-performance nanofocus  
tube equipped with a diamond window for optimized electron density, 7.4-Megapixel GE DXR digital 
detector, and high speed reconstruction unit for the processing of the volumetric data. The 180 kV 
high power nanofocus tube enables the inspection of even high absorbing materials, while the large 
DXR digital detector and a 1.5-position virtual detector enlargement enable extreme high resolutions 
and optimal flexibility for a sample range from 0.25 mm to 250 mm in diameter. 
 
Today’s high-resolution X-ray CT with its powerful tubes and great detail detectability lends itself 
naturally to geological and petrological applications. Those include the non-destructive interior 
examination and textural analysis of rocks and their permeability and porosity, the study of oil 
occurrences in reservoir lithologies, and the analysis of morphology and density distribution in 
sediments – to name only a few. 
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ABSTRACT 
Models based on computed microtomography are versatile tools to estimate effective properties of 
thermostructural composites. Depending on the reinforcement architecture, two classes of approaches 
are possible. The first one is the extraction of morphological and geometrical parameters from image 
processing, followed by image synthesis. The second one is a direct meshing of the image voxels. In 
this case, voxels are directly used for finite element analysis and information determined on images 
(like orientation of the material, density) injected in each element. These two strategies are applied to 
two distinct materials: a tubular shaped SiC/SiC composite with a regular braided reinforcement, and a 
C/C composite reinforced by woven carbon fibre fabrics needled together, thus having a rather 
irregular microstructure. If both approaches are possible on the first material, the second one has only 
been processed in the second way, 
1. INTRODUCTION 
Thermostructural composites are generally composed of carbon or ceramic fiber reinforcements and a 
ceramic matrix (carbon or silicon carbide - C or SiC). The fiber architecture may display various kinds 
of 3D arrangements: weavings, interlocks, needlings, etc … Micro-computed tomography (μCT) gives 
the possibility of imaging and analyzing the material in 3D at different resolutions – in our case, from 
0.7 μm to 30 μm. The images are processed to determine geometrical information on the pores and 
cracks (density, shape and position) and on the matrix and fibres (orientation, density, shape and 
pattern of the weavings). This is a mandatory input for the computations of properties (mechanical, 
thermal, thermomechanical, in our case). Two applications will be presented, one on the analysis of 
tubular shaped SiC/SiC composites (Figure1) and the other on the analysis of thermal expansion of 
C/C composites (Figure2). They differ – among other aspects – by the geometry of the reinforcement 
architecture. Indeed, the first example is a “regular” material while the second one has a much more 
tangled fiber arrangement. They suggest distinct analysis strategies. 
2.  REGULAR MATERIALS 
The tubular shaped SiC/SiC having an easily recognizable weaving pattern, a first approach consists 
in analyzing this pattern and rebuilding it numerically. The first step is a polar to cartesian 
transformation and a suitable rotation. Then, the yarns are located and marked in each slice (Figure1-
b) and their path is encoded. From this information, a numerical weaving procedure (Couégnat et al. 
2010) is used to reconstruct the tube (Figure1-c) as a finite element (FE) mesh, appropriate for 
elasticity calculation (Rohmer et al. 2011).  
 
The second type of analysis consists in using directly the image for FE calculation. The image is 
meshed after segmentation with a marching cubes and simplification algorithm, as implemented in 
Avizo® software. Elements are enriched with data directly determined from the µCT image, i.e. the 
direction of the fibers and the density. (Figure1-d). The calculation of the direction of fibers is based on 
the eigenvector analysis of the Hessian matrix (i.e. the structure tensor) of the 3D μCT image 
(Vignoles et al. 2011). The elasticity FE calculation is then performed using Zebulon
®
. Figure1-e 
displays the displacements calculated for a tensile test. 
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Figure 1: Tubular shape SiC/SiC composite (a) μCT image reconstruction. (b) Analyse of the pattern of 
the weaving after a polar/cartesian  projection, two layers of the same pattern and only the top one is 
schemed, (c) geometrical reconstruction and mesh for finite element calculation. (d) Visualisation of 
the directions measured by mathematical image analysis.  (e) Tetrahedral mesh of the structure and 
FE calculation of displacements with enriched elements (direction of fibbers and density). 
3.  MATERIALS WITH COMPLEX REINFORCEMENT GEOMETRY 
The second study is on the thermal expansion of 2.5D C/C composites. Their fibrous reinforcements 
are made of woven plies stacked together and stitched in the 3
rd
 direction to avoid delamination 
(Coindreau et al. 2005). Figure 2-a is a μCT volume rendering of the material. This very complex 
geometry makes it almost impossible to label separately the solid phases: yarns and matrix; on the 
other hand, macropores can be reasonably identified. The solution retained in this case is to directly 
use the image voxels as FE cells. As in the previous case, each element is enriched by the direction of 
fibres and the density, both directly measured on the image. Figure2-b is a 3D rendering of a part of 
the material with a representation of vector field by colour: the (predominantly) x , y  and z  
calculated directions are respectively marked in red, green and blue. From the knowledge of the 
density and fiber orientation, and making use of a micro-model giving the CTE and compliance 
components in the principal directions, all voxels are affected a local CTE tensor and a compliance 
tensor. Then, a thermomechanical calculation has been run with CODA, a home-made FE software 
(Couegnat et al. 2009). This calculation simulates the experimental test done to measure the thermal 
expansion coefficient on this sample i.e : lower face simply layed and temperature set to 1500 °C. 
Figure2-c displays a result of this calculation on the whole specimen: the vertical displacement field 
obtained upon heating the cylindrical sample with free borders. We can see that the material response 
is dominated by high-frequency noise, which is itself dominated by the microstructure. Indeed, the 
presence of numerous pores allows the material to absorb locally a large part of the microscale 
thermal expansion; accordingly, the material as a whole has a very low effective CTE as compared to 
what could be expected from the components (yarn,matrix) values. 
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Figure 2 : C/C composite. (a) μCT image volume reconstruction. (b) vizualisation of the fibers 
directions measured by structure tensor analysis – fibers oriented in the x , y and z directions are 
respectively marked in red, green and blue. (c) Thermo mechanical voxel based FE calculation with 
enriched elements (direction and density): displacement in vertical direction upon heating. 
4. CONCLUSION 
Two strategy for modelling thermo mechanical properties of thermostructural composites were 
presented. The strategies are based on the treatment of X-Ray micro-computed tomographic images. 
When the material is very tangled as for 2.5D C-C composites, the material is impossible to idealise. 
The voxels are thus directly used as finite elements with informations like density or yarn orientations 
read on 3D images. Expansions calculated are close to the one measured and an influence study 
were run and will be presented in the poster. In the case of more regular materials like tubular shaped 
SiC/SiC, the solution to idealise the material is possible. It is then not only possible to model thermo-
elastic behaviour but also to refine the model and analyse the failure. Results will be presented in the 
poster. 
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ABSTRACT 
We investigated the usefulness of X-ray Tomographic Microscopy (XTM) as a tool for the detection 
and characterization, at multiple scales, of the damage produced by the Alkali-Aggregate Reaction 
(AAR) in cement-based materials. The goal of our broad experimental campaign was to assess the 
potentiality of XTM as a non-destructive technique complementary to other 2D microscopy methods 
that require invasive specimen preparation. 
1. INTRODUCTION 
The label Alkali-Aggregate Reaction (AAR) is commonly used in the literature for indicating a set of 
chemical reactions that spontaneously happen in cement-based materials, e.g. concrete. These 
reactions occur among alkali hydroxides, dissolved in the aqueous solution within the pores of the 
material, and some of the mineral phases present in the aggregates (Fournier and Bérubé 2000). As a 
result of these reactions, the alkali ions and the water molecules get adsorbed by the reaction product 
and give rise to local swelling, which in turn leads to the development and localization of mechanical 
stresses. The localized stresses induce first cracking inside the aggregates. Cracks propagate through 
the aggregates and into the surrounding cement matrix (Fournier and Bérubé 2000). In addition to 
cracking in the aggregates and in the cement paste,  aggregate swelling due to AAR also results in 
macroscopic swelling of the entire specimen. 
AAR-induced damage (cracking and macroscopic swelling) is one of the most relevant degradation 
processes affecting concrete infrastructures. Laboratory-scale protocols have been developed for 
investigating the AAR chemo-mechanics and its kinetics. In real infrastructures, AAR-damage may 
evolve on the time scale of years or even decades. Thus, laboratory protocols have been developed 
for accelerating the AAR (Fournier and Bérubé 2000). 
The identification of AAR-damage, both in laboratory-scale specimens and in actual infrastructures, 
usually involves different types of microscopies requiring invasive sample preparations. Some 
examples include Optical Microscopy of polished or thin cross-sections (Ammouche et al. 2000, St. 
John et al. 1995) and Scanning Electron Microscopy (Ben Haha et al. 2007, Leemann et al. 2008). 
Optical microscopy of polished samples or thin cross-sections allows identifying and characterizing in 
2D, from a morphological point of view, the presence of cracks in the aggregates and cement matrix. 
SEM, in combination with Energy Dispersive X-ray spectroscopy (EDX), allows a more quantitative 
characterization of the AAR-damage because of the possibility of detecting some of the reaction 
products. 
The main limitations of these microscopy techniques are their intrinsic two-dimensionality and their 
destructive nature. Samples following an AAR-acceleration protocol cannot be characterized multiple 
times, successively, at different stages of the protocol itself, when these types of microscopy are used. 
We have performed a large scale experimental campaign with samples following different AAR-
acceleration protocols and using different techniques for studying the AAR-damage evolution at 
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multiple scales. In terms of characterizing the microstructural evolution successively and in a non-
destructive way we have used X-ray Tomographic Microscopy (XTM) (Voltolini et al. 2011). Here, we 
report the results from such experimental campaign. 
2. EXPERIMENTAL 
All the samples were cylindrical, mortar specimens. Fine aggregates (size in the range [0;4] mm) were 
used. The water-to-cement ratio (w/c) by mass-% was 0.50. The cement-to-aggregate ratio (c/a) by 
mass-% was 0.43. A high-early strength Portland cement was used (CEM I 52.5 R). In order to boost 
the AAR reaction, 10.8 g of NaOH per kg of cement was added to the mixture in the form of a 1 M 
NaOH solution, in order to achieve a Na2O equivalent content of 1.5% by-weight. This solution is a 
source of alkali hydroxides, in addition to the alkali already contained in the mortar pore solution. We 
used two types of aggregates, one known to lead to AAR-damages in structures, the other one 
unreactive. Different sets of samples followed different AAR-acceleration protocols, namely ASTM C 
1206 (ASTM 1994) and AFNOR P18-454 (AFNOR 1991). The two protocols differ in the AAR 
acceleration rate, obtained by either an additional supply of alkali hydroxides from the environment 
hosting the samples or not, and in the type of microstructural changes induced in the samples. 
We adopted two different sample sizes: 100 mm (length) x 25 mm (diameter) and 40 mm x 7 mm. 
The larger samples were used for XTM performed with a laboratory, micro-focus X-ray source, at 
EMPA. On some of these samples, XTM was performed once every 2 weeks with identical field of 
view. The smaller samples were prepared for a single-time, experimental session at the TOMCAT 
beamline of the Swiss Light Source (SLS), at the Paul Scherrer Institute (PSI), where XTM was 
performed with synchrotron radiation. Since these measurements could be performed only once, XTM 
was performed on samples differing from each other by the total duration of the followed AAR-
acceleration protocols. In order to have samples with microstructural evolution representative of a 
certain duration of the chosen protocol, subsets of samples were run through each protocol till the 
desired duration, then stored in a fridge at 7°C, in sealed conditions, in order to arrest or at least 
considerably slow down the AAR kinetics. 
XTM at EMPA was performed with a cone beam setup with focal spot size in the range 1÷4 m. The 
X-ray source is a VISCOM XT9160-TXD tube with acceleration voltage range of 20÷160 kV. The 
detector consists in a CsI scintillation screen (thickness 0.7 mm) and in a photon detection system 
based upon an amorphous Si flat panel (Perkin Elmer XRD 1621 N3 ES) with 2048 x 2048 pixels of 
size 200 µm x 200 µm. We performed our measurements at 140 kV as acceleration voltage and 70 A 
as the tube current. For all the specimens, the source-to-detector and source-to-sample distances 
were dSD = 1016 mm and dSS = 69.15 mm, respectively. Since 2 x 2 pixels were binned a nominal-pixel 
size of about 27 m resulted. 
XTM at TOMCAT was performed with a 30 keV photon energy beam obtained from a 400.673 mA 
electron ring current (Stampanoni et al. 2006). The Field-of-View (FOV) was 3788.8 m (horizontal) x 
3256 m (vertical, along the rotation axis). In order to fit the entire sample size along the horizontal 
direction (7000 m in diameter), the Wide FOV acquisition protocol was adopted (Haberthur et al. 
2010), effectively doubling the FOV along the horizontal direction. The X-ray photons were converted 
to visible light by a 100 m-thick, Ce-doped LuAg scintillator and projected onto a 2048 x 2048 pixels 
CCD detector (PCO.2000) through a 4X magnification lens. Thus, the final nominal pixel size was 1.85 
m. The sample-to-detector distance at TOMCAT was dSD = 40 mm, a sufficient distance to induce a 
certain degree of edge-enhancement effects (Peterzol et al. 2005) to be exploited for edge-preserving 
image de-noising during the analysis of the obtained tomographic datasets. 
3. RESULTS AND DISCUSSION 
XTM with the laboratory X-ray source allowed a systematic investigation of several samples, following 
or not the two different AAR-acceleration protocols, with the possibility of comparing the microstructure 
of the same exact sample at different stages of the protocol. XTM with synchrotron radiation at the 
TOMCAT beamline allowed us to obtain tomographic datasets with higher spatial resolution and 
higher contrast, to be used for the development/testing of crack segmentation algorithms. 
Figure 1 shows an example of AAR-cracks visible by the laboratory XTM. Some of the larger cracks 
were observed to grow both in length and width (Fig. 1) continuously and simultaneously to the 
measured macroscopic expansion. We also observed a significant number of cracks getting filled-in 
with AAR products after the first 4 ÷ 6 weeks of running through the protocol. 
Figure 2(a) shows a similar example of a digital cross-section from one of the synchrotron radiation 
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XTM datasets obtained on the smaller samples, 7-mm in diameter. The white rims around the crack 
boundaries are refraction effects due to the edge-enhancement mode. On these datasets, we applied 
a data clustering algorithm belonging to the class of k-means clustering (Kanugo et al. 2002) for 
segmenting the pore space from the solid phase. One of the advantages of such segmentation 
algorithms is their lack of parameters to be fined tuned. Figure 2(b) shows the segmentation results for 
the selected dataset and Region of Interest. Despite the complex crack network pattern across the 
aggregate and at the boundaries between the aggregate and the cement matrix, the clustering 
algorithm was very successful in identifying the voxels belonging to the pore space, without the need 
of any parametric study. The efficiency in the segmentation is shown in Fig. 2(c), where the cross-
section from the segmented dataset in (b) is superimposed to the corresponding cross-section from 
the original dataset in (a). 
 
(a)  
 
(b)  
 
(c)  
 
Figure 1: Tracking the evolution of AAR-cracking in time by X-ray Tomographic 
Microscopy, with a laboratory, micro-focus source. Three digital cross-sections 
extracted from the tomographic datasets of the same sample, approximately at the 
same position. The sample followed one AAR-acceleration protocol. Each cross-section 
refers to a specific time during the protocol. (a) 6 weeks. (b) 9 weeks. (c) 12 weeks. 
The red rectangles highlight a crack due to AAR spanning an entire aggregate and 
show a zoom-in on that Region of Interest. The zoom-in clearly shows the growth of the 
crack, both in length and in width, during the protocol. 
 
  
 
  
 
(a) 
 
(b) 
 
(c) 
 
Figure 2: AAR crack segmentation by clustering algorithms. (a) Digital cross-section from a 
synchrotron radiation XTM dataset on a sample that followed a AAR-acceleration protocol for 8 
weeks. (b) Digital cross-section at the same vertical position as in (a) from the binary XTM dataset 
obtained from the one in (a) by segmentation of the pore space via a clustering algorithm. Green 
pixels are classified as pore space pixels. (c) Overlay of (b) on top of (a). 
4. CONCLUSIONS 
We have performed a broad experimental campaign for investigating the evolution of damage due to 
the Alkali-Aggregate Reaction (AAR) in cement-based materials. X-ray Tomographic Microscopy 
(XTM) was one of the methods used for looking at the microstructural evolution during the run of AAR-
acceleration protocols. We performed XTM both with a laboratory, micro-focus X-ray source and with 
synchrotron radiation. XTM allowed us to detect and characterize the AAR-related cracking, at 
different spatial scales and at different times during the acceleration protocols, in a non-destructive 
way, proving its potential as a new method for the study of AAR-damage evolution, complementary to 
other types of microscopies that require an invasive sample preparation. The results of a preliminary 
analysis show that cracks evolving during the first 12 weeks of swelling can be successfully identified 
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and segmented. 
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ABSTRACT 
In non-destructive testing computed tomography (CT) is increasingly used for dimensional 
measurement tasks such as the industrial inspection of work pieces. To analyse the accuracy of CT-
results a procedure described in part 1.3 of the VDI/VDE 2630 series of guidelines can be used. The 
procedure is used to automatically analyse various CT-settings for the errors of size and form. The 
associated CT-images were generated with the analytical software ScorpiusXLab®. As an example 
the influence of the beam hardening correction with the Iterative Artefact Reduction method (IAR) on 
the accuracy is demonstrated. 
1. INTRODUCTION 
Computed tomography (CT) is a technique to generate a 3D-image of an object. Its grey values 
represent the local distribution of the attenuation coefficient of X-rays in matter. The generation of such 
a 3D-image is based on many 2D-projections from different views. ScorpiusXLab® is a software tool 
designed by the Fraunhofer EZRT used to generate either the 2D-projections or the 3D-image. With 
such a tool inspection tasks can be simulated without needing any real CT-environment. To enable a 
realistic simulation this tool has many settings, including source settings such as tube voltage and 
current or focal spot size; detector settings such as quantum efficiency or fill factor; and geometric 
settings controlled by the trajectory. 
 
The quality of the CT imaging process can be expressed by a number of characteristics [VDI/VDE 
2630]. Accurate simulation provides the cheap and fast possibility to analyse the behaviour of these 
characteristics to different influences. For example it may be of interest to analyse the impact of 
different source spectra. With the simulation it is now very easy to compare different source spectra 
controlled via tube voltage and filter setting. The analysis of the reconstruction volumes is performed 
with the well-known software tool VGStudio MAX®. In this tool once a macro file to analyse some 
characteristics (e. g. radii) is created. The macro can be applied to a set of CT-reconstructions using a 
batch mode, thus saving a lot of time. Thus the whole chain can be defined once and then applied to 
different input parameters in a computer session without any further user interaction. 
 
As an example of this work flow we quantify the benefits of the Iterative Artefact Reduction (IAR) for 
metrological tasks [Kasperl and Hiller 2009]. The IAR represents a reference-free method which 
generates a correction line for beam hardening correction. Non-linearities are approximated by 
combining pre- and post-processing image processing steps. The result part will show the calculated 
material- and geometry dependent errors of size and form (defined in the VDI/VDE 2630) before and 
after an IAR-correction was applied.  
2.  EXPERIMENTAL 
2.1. Principles Deterministic CT simulation 
For the fast simulation of the complete radiographic imaging process at energies up to 450 keV, 
ScorpiusXLab® has been developed at Fraunhofer EZRT [Wenig 2006]. It models a lot of physical 
effects (source spectrum, object and detector scattering, MTF, DQE, quantum noise, focal spot etc.) 
analytically. The actual specimens are generated by nested primitives, e.g. cubes or cylinders, and 
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triangulated surfaces from STL-models. To reduce the computation time for STL data, it is performed 
on the graphics card. Key application of the software is the validation of algorithms that are developed 
for reconstruction and artefact correction. In addition, ScorpiusXLab® may be employed for the 
estimation of the uncertainty of measurements [Hiller2007]. 
 
Figure 1: Principle of the deterministic CT simulation. 
The simulation is based on the ray-tracing approach (Fig. 1). The pixel value for each detector pixel  ̅ 
of a virtual detector is given by: 
                                                            
P= ∑
i
N (E i)QE (E i)ΔE (1)
N (E i)= N 0(E i)e
−∑
n=1
k
μk(Ei) xn
(2)
 
Here   ̅̅ ̅̅      is he energy dependent quantum detection efficiency of the simulated detector type 
[Yaffe1997],    is the sampling interval of the X-ray spectra,        is the source spectra, k is the 
number of objects with a specific material,    is the distance traversed by a photon inside the 
specimen and    is the (energy- and material-dependent) linear attenuation coefficient. 
2.2. Principles of artefact correction 
In computed tomography artefacts are caused by non-linearities of the acquisition system [Kasperl et 
al. 2003]. An effective and widely-used correction method for such non-linearities in homogeneous 
objects is based on the linearisation technique. 
The idea of the linearisation procedure is to transform a measured poly-energetic projection value to 
the corresponding mono-energetic ray sum with a look-up table. This method needs the correct path 
length of an X-ray beam through an object. In practice the look-up table is often obtained 
experimentally from radiography of homogeneous reference objects. These objects have known path 
lengths and material characteristics like the observed object. The Iterative Artefact Reduction (IAR) 
[Kasperl et al. 2002] method replaces this time consuming calibration process by determining the 
required path lengths directly from the reconstructed volume of the object. The IAR method requires 
the projection data and currently works only for homogeneous specimens. There exists also an 
extension for heterogeneous objects [Krumm2008]. Both techniques require no knowledge of the 
source spectrum or material characteristics. 
3. RESULTS AND DISCUSSION 
As an example of this work flow we want to analyse the effects of the iterative artefact correction IAR. 
For this purpose simulations with different tube voltages [70,100,130 keV] without any prefilter were 
created. For 130 keV some additional filters [0.25-2 mm Cu, 1 mm Al] were simulated. The object was 
a step cylinder with a step size 10 mm, outer radii form 15 mm to 55 mm and a drill with radius 10 mm, 
see fig. 2. Its material was aluminium. The radii and the height were evaluated. 
 
In fig. 3 the reconstructions without and with an IAR-correction is shown. Clearly the effect of beam 
hardening is visible. The parameters for the CT simulation were 130 keV tube voltage and no filter. In 
these images a red line is shown. The grey values in fig. 4 used for comparison are taken along this 
line. When no filter was used, the beam hardening causes cupping artefacts, which cause the 
dramatic decay towards the drill. The IAR is capable to amend these artefacts. But if 0.5 mm copper is 
used, there is only little cupping left and the IAR has only little impact.  
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Figure 2: Step cylinder 
 
           
Figure 3: Step cylinder without (left) and with (right) IAR-correction. The CT was performed with 
130 keV and no filter. The red line is used for the line profiles. 
 
Figure 4: Comparison of the grey values along the red line (see fig. 3). While without filter the IAR has 
a considerably effect, this isn't the case when using 0.5 mm copper. 
The automatic analysis with VGStudio MAX® reveals the consequences of this behaviour. 
VGStudio MAX® was used to evaluate the inner and outer radii and the height of the step cylinder. 
Some results of this analysis are shown in table 1. There is a considerable effect of the IAR provided 
no filter was used, especially at the outer radii     . If a filter (0.5 mm copper) was used, the effect is 
reversed. Now the results are better before the IAR is applied. On the first glimpse this is irritating. The 
reason for this behaviour is the existence of two effects that cause measurement errors (of course 
there are a lot more!). First there are errors due to the beam hardening effect. These errors can 
effectively be reduced using the beam hardening correction. But the IAR has an annoying spin-of, it 
increases the noise. In both cases the SNR decreases about 20 % with the IAR. Now the IAR has two 
contrary effects, it improves the results due to decreased beam hardening and it worsens the results 
due to increased noise. Thus a first conclusion could be only to use the IAR if there are severe 
artefacts. If there are only little artefacts, for measurement tasks no IAR should be applied. Of course 
there is still thorough analysis needed that targets the two contrary effects on measurement results to 
draw a meaningful conclusion. 
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Table 1: Deviations for the inner and outer radius and for the height for different settings 
4. CONCLUSIONS 
We have shown that analytical simulation is a suitable method for fast and realistic examinations of 
influential quantities in computed tomography. Furthermore the fully automated calculation of material- 
and geometry-dependent errors of size and form is presented. Together this provides the cheap 
possibility to analyse the influence of individual CT-parameters on CT-measurements. This will be of 
great help to analyse the process of measuring with computed tomography. 
 
A free trial version of ScorpiusXLab® can be downloaded at http://www.iis.fraunhofer.de/xlab 
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Filter - - 0.5 mm Cu 0.5 mm Cu 
Corr - IAR - IAR 
Height 0,017 0,019 0,005 0,018 
ro,1 0,011 0,001 0,002 0,006 
ro,2 0,012 0,001 0,001 0,004 
ro,3 0,015 0,002 0,002 0,003 
ro,4 0,014 0,002 0,000 0,005 
ro,5 0,015 0,006 0,001 0,008 
ri,1 0,005 0,001 0,002 0,001 
ri,2 0,003 0,000 0,001 0,000 
ri,3 0,000 0,004 0,002 0,005 
ri,4 0,002 0,007 0,000 0,008 
ri,5 0,002 0,001 0,001 0,005 
. 
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ABSTRACT 
The earliest appearance of anatomically modern humans in Europe was recently assessed using X-
ray microtomography to detail two deciduous molars from the site of Grotta Cavallo, Italy. Indeed, 
relevant aspects of the differences in tooth structural organization allow discernment of modern 
humans from Neanderthals. Nonetheless, the study of the Grotta Cavallo specimens only included 
bidimensional estimates of the dental tissue proportions based on a virtual section which, because of 
the occlusal wear of the teeth, is prone to uncertainty. In 2012, we re-examined the teeth by 
microfocus X-ray microtomography, as well as an undoubtedly Neanderthal deciduous molar from the 
same site. We performed a three-dimensional analysis of their inner morphology and tissue 
proportions in order to definitely discriminate the taxonomic status of the two elements allocated to 
modern humans. 
1. INTRODUCTION 
During the last decade, the progress of high-resolution noninvasive analytical methods such as X-ray 
microtomography (microCT) has allowed exploration and quantification of the structural properties of 
fossil dental tissues (Macchiarelli et al. 2012). Notably, with respect to modern humans, the typical 
Neanderthal molar condition is characterized by a relatively thinner enamel deposited over absolutely 
larger volumes of coronal dentine, both in deciduous (Bayle et al. 2009; Tuniz et al. 2012) and 
permanent dentitions (Olejniczak et al. 2008; Macchiarelli et al. 2012). 
While the specimen Cavallo A displays clear Neanderthal structural features (Benazzi et al. 2011a), a 
recent X-ray microCT revision of the two specimens Cavallo B and C, which belong to younger 
geological layers re-dated around 43-45 ka, allowed the quantification of their tissue proportions and 
the qualification of Cavallo B and C as the earliest evidence of modern human in Europe (Benazzi et 
al. 2011b). However, the latter study on the two Grotta Cavallo teeth only included bidimensional (2D) 
estimates of dental tissue proportions based on virtual sections passing through the apex of the mesial 
cusps. Because of the occlusal wear affecting Cavallo C, the position of the section and the measured 
parameters are prone to uncertainty. Indeed, even a slight obliquity of the section virtually increases 
the enamel thickness (Olejniczak 2006). In order to ensure the characterization of these elements, we 
detailed by microCT the three specimens from Grotta Cavallo, and realized a three-dimensional (3D) 
analysis including the exploration of the inner morphology and the assessment of their global tissue 
proportions. 
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2. EXPERIMENTAL 
The two specimens were imaged by microfocus X-ray computed tomography at the TomoLab station 
of the Elettra Synchrotron Light Laboratory of Trieste (Italy), according to the following parameters: 
110 kV voltage; 73 µA current, 1.5 mm of Al filter, an exposure time per projection of 4.3 s and 3.8 s 
respectively, and a projection each 0.20° and 0.15° respectively over 360°. Axial images were 
reconstructed by means of the commercial software Cobra
©
 7.2 (Exxim) with an isotropic voxel size of 
8.9 µm and 9.3 µm respectively, applying a beam hardening correction. Subsequently the slices were 
elaborated for ring artifacts removal using the Pore3D software library developed at Elettra (Brun et 
al., 2010, 2011). The resulting 16 bit stacks were equalized and converted to 8 bit TIFF file format by 
using ImageJ 1.46 (Rasband 2013). Using Amira v.5.3 (Visualization Sciences Group Inc.) and 
ImageJ a semi-automatic threshold-based segmentation was carried out following the half-maximum 
height method (HMH; Spoor et al. 1993) and the region of interest thresholding protocol (ROI-Tb; 
Fajardo et al. 2002), taking repeated measurements on different slices of the virtual stack (Coleman 
and Colbert 2007). The following indexes describing enamel thickness were digitally calculated: 3D 
AET, the 3D average enamel thickness (mm); and 3D RET, the scale-free 3D relative enamel 
thickness (see Olejniczak et al. 2008) and compare their 2D estimates from Benazzi et al. (2011b) 
Intra- and interobserver tests for accuracy run by two observers revealed differences of less than 4%. 
The results of the virtual analysis were compared to the microCT-based evidence of two samples 
representing: seven extant humans of European origin and four Neanderthals (Bayle et al. 2009, 
2010; Zanolli et al. 2010, 2012). 
3. RESULTS AND DISCUSSION 
A virtual comparison between the unworn outer enamel surface (OES) and the enamel dentine 
junction (EDJ) of Cavallo B reveals high and acute dentine horns systematically underlying the OES 
cusps, while Cavallo C presents a small accessory cusp at the mesiobuccal corner of the crown which 
is only visible at the EDJ level (Figure 1). 
 
 
Figure 1: MicroCT-based 2–3D imaging of Cavallo B and Cavallo C. A: Buccolingual sections through 
the mesial cusps (s1 and s2) and the virtual reconstructions of the inner crown structure with the 
enamel rendered in semi-transparency (t1 and t2). B: Outer enamel surface (OES) and enamel-
dentine junction (EDJ) in occlusal (o), buccal (b) and lingual (l) views. 
The 3D enamel thickness indexes assessed in this study show slight differences with the 2D estimates 
from Benazzi et al. (2011b). While the 3D AET (0.62 mm) and the 3D RET (11.35) of Cavallo B 
approximate its 2D estimates of AET (0.69 mm) and RET (11.80), those of Cavallo C (3D AET: 0.57 
mm and 3D RET: 11.71) are significantly lower than the 2D indexes (AET: 0.84 mm and RET: 14.28), 
falling outside the range of our comparative sample for the 3D AET (0.60-0.88 mm) and in between 
the 3D RET ranges of Neanderthals (9.95-10.09) and extant humans (12.78-15.29). Because of the 
extensive occlusal wear of Cavallo C, its tissue proportions are biased, lower than the original enamel 
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thickness. Thus, it is reasonable to presume that Cavallo C initially better fitted the modern human 
range and exceeded even more the Neanderthal one. 
 
In order to circumvent this issue, the enamel repartition pattern can be easily appreciated through the 
3D virtual cartographies imaged in Figure 2. The thin-enameled condition characteristic of 
Neanderthals is evident in Cavallo A (Figure 2A), while the Cavallo B and C specimens exhibit a 
similar condition to the extant human pattern, with notably thicker enameled cusp aspects (Figure 2B 
and C). 
 
 
Figure 2: Comparative enamel thickness cartographies of Cavallo A (A), Cavallo B (B) and Cavallo C 
(C) rendered in occlusal (o), buccal (b) and lingual (l) views by a thickness-related pseudo-color scale 
(ranging from ‘‘thin’’ dark-blue to ‘‘thick’’ red). NEA: Neanderthal (Roc de Marsal); EH: extant human. 
Isolated dark spots correspond to occlusal wear. 
4. CONCLUSIONS 
Our revision of the Cavallo B and C specimens confirms their attribution to modern humans (Benazzi 
et al. 2011b), but also corroborates previous results showing that when the occlusal wear obliterates 
the mesial cusp morphology, the orientation of the virtual section is not accurate, virtually increasing 
the 2D estimations of enamel thickness (Olejniczak 2006). For this reason, in case of occlusal wear 
reaching the dentine, we recommend to use only 3D estimates, even if they are slightly 
underestimated with respect to unworn specimens. 
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