Although the uniform convergence of extreme learning machine (ELM) has been proved for any continues probability distribution, the variances of random numbers initializing input-layer weights and hidden-layer biases indeed have the obvious impact on generalization performance of ELM. In this paper, we validate this effect by testing the classification accuracies of ELMs initialized by the random numbers with different variances. We select three commonly-used probability distributions (i.e., Uniform, Gamma and Normal) and 30 UCI data sets to conduct our comparative study. The experimental results present some important and valuable observations and instructions: (1) Uniform and Gamma distributions with the smaller variances usually make ELMs get the higher training and testing accuracies; (2) In comparison with Normal distribution, the variances of Uniform and Gamma distributions have the significant impact on classification performance of ELMs; (3) Uniform and Gamma distributions with the larger variances could seriously degrade the classification capability of ELMs; (4) ELMs initialized by Uniform and Gamma distributions with the larger variances generally needs the more hidden-layer nodes to achieve the equivalent classification accuracies with ones having the smaller variances; and (5) Normal distribution are more easily lead to the over-fitting of ELMs.
initializations of input-layer weights and hidden-layer biases. Zhu et al. [5] proposed an Evolutionary ELM (E-ELM) which uses the differential evolutionary algorithm to select the input weights and hidden biases for ELM. Then, Cao et al. [6] improved E-ELM and developed a Self-adaptive E-ELM (SaE-ELM) to optimize the necessary parameters. Experimental results show that SaE-ELM outperforms E-ELM. An Optimized ELM (O-ELM) was designed by Matias et al. [7] , which used three different optimization algorithms to optimize the input-later weights, hidden-layer biases, and regularization factor simultaneously. Heeswijk et al. [8] proposed two weight initialization schemes, i.e., binary ELM based on {0, 1}-weights and ternary ELM based on {-1, 0, 1}-weights, to improve the diversity of neurons in the hidden layer. For binary/ternary ELMs, the necessary optimizations are also required to select the better parameters. Form the above-mentioned description, we can find that E-ELM, SaE-ELM, O-ELM, and binary/ternary ELMs used the different optimization algorithms to tune the initially random input-layer weights and hidden-layer biases. These works confirmed the impact of random initialization on generalization capability of ELM.
The Uniform random numbers in interval [0, 1] are commonly used to initialize the input-layer weights and hidden-layer biases, including ELM [1] , E-ELM [5] , SaE-ELM [6] , O-ELM [7] , binary/ternary ELMs [8] , and other forms of improved ELM [3] , [9] [10] [11] [12] [13] [14] [15] . Then, are Uniform random numbers in the larger intervals also suitable to initialize ELM? The main objective of this paper is to validate the impact of range of random numbers on generalization performance of ELM. Specifically, we want to clarify the influence of variances of random weights and biases on the training and testing accuracies of ELM. Three mostly-used continuous probability distributions [16] , i.e., Uniform, Gamma and Normal, are employed in our study to initialize the input-layer weights and hidden-layer biases for ELMs. For each distribution, 6 different parameter pairs are initialized as shown in Fig. 1 , which can be used to control the variance of random numbers. We select 30 UCI classification data sets which involve a wide range of real domains and data characteristics. In our experiment, the 10-fold cross-validation procedure is repeated 100 times. In every time of 10-fold cross-validation, the different ELMs are trained on the same training sets and evaluated on the same testing set. The training and testing accuracies on given data set are the average values of 100 times of 10-fold cross-validations. We further use Wilcoxon signed-ranks test and Friedman test [17] to compare the classification performances of different ELMs on 30 data sets. The experimental results and statistical analysis show that the variance of random weights and biases indeed have the obvious impact on the generalization performance of ELM. The obtained conclusions from experimental results can instruct users choose the appropriate weights and biases for ELM so as to reduce the possibility of instability of ELM caused by random initializations.
The rest of the paper is organized as follows: In Section 2, we summarize the basic extreme learning machine. In Section 3, we experimentally validate the influence of initializations obeying different probability distributions on generalization performance of ELM. We conclude this work with some remarks in the last section.
Extreme Learning Machine
Here, we consider using extreme learning machine (ELM) [1] to deal with the classification problem based 
N is the number of training instances, D is the number of input variables, C is the number of output 
where LC   is the output-layer weight matrix, L is the number of hidden-layer nodes,
is the hidden-layer output matrix for training data set,
is the hidden-layer output matrix for testing data set,  
is the sigmoid activation function, are the input-layer weight matrix and hidden-layer bias vector which are usually determined by assigning the random numbers obeying Uniform distribution. Our main work in this paper is to use the probability distributions in Fig. 1 to initialize W D×L and b and compare the classification performances of corresponding ELMs. 
Impact of Random Initialization on ELM's Generalization Performance

Data Preparation Guideline
In this experimental study, 30 UCI data sets are used to test the classification performances of ELMs corresponding to different random initializations. The detailed description of 30 data sets is summarized in Table 1 . In order to use these data sets more efficiently and specifically, we preprocess them according to the following guidelines: 1) Delete nominal-value attributes. ELMs are mainly used to handle the classification with continuous-value attributes. Weka is used to randomly reduce the sizes of three large data sets: Magic Telescope, Page Blocks and Wine Quality-White. Journal of Software 0.3), (9, 0.5), (9, 0.7), (9, 0.9) and (9, 1.1) for Gamma; and(0, 0.05), (0, 0.1), (0, 0.15), (0, 0.2), (0, 0.25) and(0, 0.3) for Normal. For each distribution, we use 10-fold cross-validation to get the training and testing accuracies corresponding to 6 ELMs (i.e., initializing the input-layer weights and hidden-layer biases with random numbers corresponding to 6 different variances respectively) on every data set. In order to make the experimental results more reliable, 10-fold cross-validation on each data set is repeated 100 times for each ELM and the average values of 100 training and testing accuracies are used as finally experimental results. In every time of 10-fold cross-validation, the different ELMs are trained on the same training sets and evaluated on same testing set and the random initializations to input-layer weights and hidden-layer biases are independent. 
Experimental Setup
Experimental Result and Analysis
The training and testing accuracies of 18 ELMs (The numbers of hidden-layer nodes are 50) corresponding to 3 different kinds of probability distributions on 30 UCI data sets are summarized in Tables 2-3, 4-5, and 6-7, respectively. For each distribution, we use Wilcoxon signed ranks test and Friedman test [17] to conduct the statistical analysis to the above-mentioned experimental results. The former is to assess whether the classification accuracies of two ELMs differ on a single data set, while the latter is to test whether or not the classification accuracies of 6 ELMs are equal on all data sets. For a given distribution, we only give the detailed procedures of these two statistical tests based on training accuracies of 6 ELMs. The testing accuracies can be handled in the same way. The compared objects of Wilcoxon signed-ranks test are the respective 100 training accuracies of two ELMs (ELM 1 and ELM 2 ) on a single data set. 
   
100 100 Journal of Software random numbers with different variances. Let the number of hidden-layer nodes range from 10 to 300 in step of 10. On Iris data set we plot the learning curves of different ELMs (See Figs. 8-10 ). For Uniform and Gamma random numbers, we can see that with the increase of variance, ELM needs the more hidden-layer nodes to obtain an acceptable learning capability. This is because a number of hidden-layer nodes will makes orthogonal projection method more effective for random numbers with the larger variance. 5) By comparing Figs. 8-9 with Fig. 10 , we can find that Normal distribution is more easily lead to the over-fitting of ELMs. On Normal distribution, we can use the orthogonal projection method to get the more accurate solution to Moore-Penrose generalized inverse of H, i.e., 
 
Conclusion
In this paper, we experimentally validate the impact of variance of random weights and biases on the classification performance of ELMs and give some important and useful enlightenments regarding ELM initialization. By initializing the input-layer weights and hidden-layer biases with random numbers having different variances, we compare the training and testing accuracies of ELMs on 30 UCI data sets. The experimental results and statistical analysis reflect that (1) Uniform and Gamma distributions with the smaller variances usually make ELMs get the higher training and testing accuracies and Uniform and Gamma distributions with the larger variances could seriously deteriorate the classification capability of ELMs; (2) Compared with Normal distribution, the variances of Uniform and Gamma distributions have the significant impact on the classification performance of ELMs; and (3) ELMs initialized by Uniform and Gamma distributions with the larger variances generally needs the more hidden-layer nodes to achieve the equivalent classification accuracies with ones having the smaller variances. In addition, we also discuss the influence of initialization's variance on over-fitting of ELMs.
