Abstract. An efficient parallel algorithm, which we dubbed farmzeroinNR, for the eigenvalue problem of a symmetric tridiagonal matrix has been implemented in a distributed memory multiprocessor with 112 nodes [1]. The basis of our parallel implementation is an improved version of the zeroinNR method [2]. It is consistently faster than simple bisection and produces more accurate eigenvalues than the QR method. As it happens with bisection, zeroinNR exhibits great flexibility and allows the computation of a subset of the spectrum with some prescribed accuracy. Results were carried out with matrices of different types and sizes up to 10 4 and show that our algorithm is efficient and scalable.
Introduction
The computation of the eigenvalues of symmetric tridiagonal matrices is one of the most important problems in numerical linear algebra. The reason for this is the fact that in many cases the initial matrix, if not already in tridiagonal form, is reduced to this form using either orthogonal similarity transformations, in the case of dense matrices, or the Lanczos method, in the case of large sparse matrices.
Essentially we can consider three different kinds of methods for this problem: the QR method and its variations [3] [9] . For many years, the QR method was the algorithm of choice for computing the complete spectrum of tridiagonal matrices. A new algorithm, called dqds, is now used in LAPACK (routine spteqr) to compute all eigenvalues and, optionally eigenvectors, of a symmetric positive definite tridiagonal matrix by first factoring the matrix in the form B
T B, where B is bidiagonal, and then using the routine sbdsqr to compute the singular values of the bidiagonal factor. The algorithm, proposed in [10], computes singular values of bidiagonal matrices with high relative accuracy. An implementation of the dqds algorithm to compute the eigenvalues of symmetric tridiagonal positive matrices has been given in [11] .
The bisection method is a robust method [12] but is slower than the other methods for the computation of the complete set of eigenvalues. However, because of the excellent opportunities it offers for parallel processing, several parallel algorithms have been proposed which use bisection to isolate each eigenvalue and then some additional technique with better convergence rate to compute the eigenvalue to the prescribed accuracy [13] 
A Sequential Algorithm: zeroinNR
Let A be a real, symmetric tridiagonal matrix, with diagonal elements a 1 , . . . , a n and off-diagonal elements b 1 , . . . , b n−1 . The sequence of the leading principal minors of A is given by
( 1) It is well known that the number of variations of sign in this sequence equals the number of eigenvalues of A which are strictly smaller than λ.
To avoid overflow problems, the sequence (1) can be modified to the form
and the terms of the new sequence can be obtained by the following expressions
where the number of negative terms q i (λ), i = 0, . . . , n, is equal to the number of eigenvalues strictly smaller than λ. This is the basis for the bisection method implemented in [18] , which is known to have excellent numerical properties in the sense that it produces very accurate eigenvalues. The drawback of bisection is its linear convergence rate 2 that makes the method slower than others, at least for the computation of the complete system. Different authors have proposed modifications of the simple bisection method in order to accelerate its convergence. One such proposal, dubbed zeroinNR method, has been given in [2] and essentially uses Newton-Raphson's method to find an eigenvalue after
