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Abstract 
In this paper we present a dependency bank framework that scales from small sets like the ICE corpora to data sets of more than 
1000 million words. The dependency bank encodes information at the levels of word-class, chunking and dependency syntax. We 
discuss the structure of the database, the annotation chain and present a web-based interface. We then discuss potential applications 
as well as limitations of our fully automatic annotation strategy. 
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1 Introduction 
In recent years, parsing technology has made 
considerable advances, opening new perspectives for 
descriptive linguistics. Van Noord and Bouma (2009, 37) 
state that “[k]nowledge-based parsers are now accurate, 
fast and robust enough to be used to obtain syntactic 
annotations for very large corpora fully automatically.” 
We apply parsed corpora as a new resource for linguists. 
In this paper we present a dependency bank framework 
that scales from small sets like the ICE corpora to data 
sets of more than 1000 million words. The dependency 
bank encodes information at the levels of word-class, 
chunking and dependency syntax. We discuss the 
structure of the database, the annotation chain and 
present a web-based interface. We then critically discuss 
applications as well as the limitations of our fully 
automatic annotation strategy. 
2 Annotation 
We have developed an annotation chain using robust 
state-of-the-art tagging, lemmatizing, chunking and 
parsing tools, which feeds the annotation into a series of 
SQL databases. Up to and including the input for the 
parser, the annotated data of our currently most used 
chain is in XML. This chain uses the C&C tagger, the 
morpha lemmatizer and the LT-TTT2 chunker (Grover 
2008). We also have an annotation chain which uses 
Treetagger (Schmid 2008) for tagging and lemmatizing, 
and Carafe1 for chunking. The output of LT-TTT2 is 
given in figure 1.  
For the syntactic annotation, we use Pro3Gres (Schneider 
2008), a dependency parser. Dependency Grammar goes 
back to Tesnière (1959) and is used by many parsers (e.g. 
                                                            
1 http://sourceforge.net/projects/carafe/ 
Tapanainen and Järvinen 1997, Nivre 2006). Pro3Gres is 
implemented in Prolog. It uses a hand-written grammar, 
which models linguistic competence, and statistical 
disambiguation, which models performance. The parser 
learns the performance statistics from the Penn Treebank. 
The performance model measures attachment 
probabilities for a dependency relation, given the lexical 
heads of the governor and the dependent. Figure 1 shows 
the sample output from LT-TTT2 for a sentence from the 
BNC. The parser takes the chunked sentence as input, 
numbers the chunks and annotates them with 
dependency relations as illustrated in figure 2. 
 
 
 
Figure 2. Dependency graph of a BNC sentence (BNC:K92:1437) by the Pro3GRes parser 
Figure 1. LT-TTT2 output for BNC:K92:1437. 
The parser is fast and robust and has state-of-the-art 
performance, as we discuss in the following. The 
dependency format of the parser is similar to GREVAL, 
a parser-internal conversion to the Stanford Scheme (de 
Marneffe 2006) is included (Haverinen et al. 2008), 
parser-external conversions to the CoNLL format (Nivre 
2007) have been made (Schneider et al. 2007). 
2.1 Performance of the Parser 
We have evaluated Pro3Gres on various genres. We have 
used the GREVAL corpus (Carroll 2004), biomedical 
texts, the BNC, texts from the International Corpus of 
English (ICE) and the historical Archer Corpus. 
 
Table 1. Evaluations of Pro3Gres parser. 
GREval Subj. Obj. N-PP V-PP sub.clause 
Precision 92% 89% 74% 72% 74% 
Recall 81% 84% 65% 85% 62% 
GENIA Subj. Obj. N-PP V-PP sub.clause 
Precicion 90% 93% 85% 82%  
Recall 87% 91% 82% 84%  
BNC W Subj. Obj. N-PP V-PP sub.clause 
Precision 86% 87%  89%  
Recall 83% 88%  70%  
BNC X Subj. Obj. N-PP V-PP sub.clause 
Precision 89% 75% 75% 83% 73% 
Recall 86% 83% 77% 69% 63% 
 
Table 1 shows evaluations of recall and precision for 
several sets of data and different versions of the 
annotation chain. GREval (Carroll et al. 2003) is a 
manually annotated evaluation corpus of 500 sentences 
from the Susanne corpus. GENIA contains 100 manually 
annotated random sentences from the biomedical domain 
(Kim et al. 2003). We have manually annotated 100 
sentences from two different pipelines of our system. 
BNC X(ML) contains 100 random sentences from the 
pipeline used in this paper. BNC World contains 100 
different random sentences from an earlier version of the 
BNC corpus and a pipeline that is based on a different 
tagger and a different chunker. The evaluation 
differences between the two different BNC pipelines are 
partly random fluctuations as we have used a different 
100 random sentence test set. Error sources include 
attachment errors but also tagging, chunking and 
lemmatization errors. 
2.2 Strategies for scaling to a 1 billion word 
corpus 
On a typical multi-core server, the BNC (Aston & 
Burnard 1998) now parses in under 24 hours. Depending 
on their availability and workload, we parse our 1000 
million word set with 106 threads in about 36 hours in a 
parallel architecture. We have met a number of 
challenges until we managed to scale up to such large 
amounts of texts. In the following, we describe the 
strategies that we have employed during parser 
development. Except for the last two, these solutions are 
described in Schneider (2008). Pro3Gres has been 
specifically developed to be a robust parser. 
Part-Of-Speech Tagging: Like many parsers, we use 
tagging as a finite-state technology pre-processing step. 
Prins (2005, 72-74) reports that tagging preprocessing 
parsers are up to 10 times faster, and that the accuracy 
increases slightly if reasonable filtering parameters are 
used. Kaplan et al. (2004) describe the integration of 
finite-state morphology and part-of-speech tagging as an 
essential step for the development of truly broad-
coverage grammar and robust parsers. 
Base Phrase Chunking: Using finite-state approaches   
instead of expensive full parsing reduces processing 
time. Prins (2005) shows that chunking preprocessing in 
parsing generally leads to a moderate increase in parsing 
speed. The integration of chunking allows one to parse 
only between the heads of chunks (Abney, 1996). 
Dependency Grammar: The integration of chunking 
and parsing fits Dependency systems particularly well, as 
Abney (1996) point outs. Tesnière’s concept of nucleus 
largely corresponds to chunks. Dependency Grammar 
has the practical advantages that trees are less neseted 
(fewer reduction steps), and that there are no empty 
nodes. The latter allows one to use efficient parsing 
alogrithms like CYK. 
The CYK Parsing Algorithm: The CYK algorithm 
(Younger 1967) has complexity n3, which is relatively 
low. 
Beam Search and Pruning: In long sentences, the 
search spaces still get out of hand. We use a beam search 
which typically keeps a maximum of 5-10 variants per 
span. Very unlikely local analyses regularly get pruned. 
Pruning is partly complexity-dependent: thresholds 
increase as a function of the number of entries in the 
parsing chart from a certain threshold on. In practice, 
charts with more than a few thousand entries get rare due 
to this approach. 
Last Resort Time-Outs: There are few real world 
sentences which are several hundred words long. They 
usually contain large lists in sentence form. The longest 
sentence in the BNC is over 90 chunks long. While 
typical sentences take only a fraction of a second to 
parse, such sentences can take several hours to parse. For 
practical reasons, we maximally allow 5 minutes per 
sentence. 55 sentences in the BNC are affected by this 
time-out. 
Parallelisation with X-grid: We use an Xgrid parallel 
architecture2 in our annotation chain, which distributes 
the corpora to several servers. Depending on their 
availability and workload, we apply the full annotation 
chain with tagging, lemmatization, chunking and parsing 
to our 1000 million word set with 102 threads in about 
42 hours. 
2.3 Text Selection and Collection  
Our collection of texts amounts to 1,063,921,539 running 
words, punctuation excluded. Collecting more than a 
billion running words requires electronic sources. Using 
the web as a corpus is an obvious strategy. Keller and 
Lapata (2003), Lapata and Keller (2005) and Evert 
(2010) show that, for many tasks, larger less carefully 
sampled web corpora are inferior to slightly smaller 
carefully sampled corpora. We have decided to collect 
specific sources of data from the web. The vast majority 
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https://developer.apple.com/hardwaredrivers/hpc/xgrid_i
ntro.html 
 
of our data is news related. The CNN Transcripts make 
up about half of our data. The CNN data ranges from 
written to be spoken to fairly spontaneous conversation 
produced for a TV audience. The written news texts are 
derived from newspapers. The New York Times data is 
collected from the web, whereas the other newspaper 
data are derived from the editorial content for the year 
1999 acquired on CD Rom. The exact word counts are 
given in table 2. 
 
 
Table 2. Word count per source. 
Source Short ref Words 
CNN Transcripts 03-11 cnn0311 528179519 
New York Times 06-11 nyt0611 254063861 
BNC written bncxwri 92519252 
Los Angeles Times latm 44312188 
Boston Globe bogl 39378716 
The [London] Times tlnd 38264171 
The Daily Mail tdma 23120176 
USA Today usat 19032748 
Times Sunday tlns 18457212 
The Mail on Sunday tmos 6593696 
 
We have decided to add the written component of the 
British National corpus, to lessen the bias toward US 
data in the written material, and because it is particularly 
carefully sampled (Evert, 2010). This collection of data 
limits the type of research questions that can sensibly be 
investigated. Many research questions will be 
answerable with the help of smaller, more carefully 
sampled data like the ICE corpora or the BNC corpus. 
For an application of the current framework to the BNC 
see Lehmann and Schneider (forthcoming) and for the 
ICE corpora Lehmann and Schneider (in preparation) as 
well as the Dependency Bank website 
(http:/www.es.uzh.ch/dbank). The investigation of lexis-
syntax interactions is an area where the large amount of 
data makes a difference that outweighs the advantages of 
smaller more carefully sampled corpora. 
 
3  Coping with the annotated data 
 
The output of the dependency parser Pro3Gres is 
originally in a Prolog predicate-argument format. We 
have conducted initial experiments with the Prolog 
output in a Prolog database. This allows for a flexible, 
powerful and intuitive query language, and the approach 
is reasonably fast for corpora of one to ten million 
words. But it failed to scale to 100 million word corpora 
like the BNC. The standard Prolog settings to keep all 
data in memory, as well as standard Prolog indexing 
reach their limits. Our set of more than one billion 
running words is at least two orders of magnitude outside 
the range of an approach based on prolog. 
Processing the one billion words with the latest version 
of our annotation pipeline produces a flood of 1.2 TB of 
data, containing 63,299,067 s-units, 824,660,963 chunks 
and 966,854,086 dependency relations, of which 
676,948,105 are chunk external and 289,905,981 are 
chunk internal.  
We use MySQL, a relational SQL database system for 
structured storage and analysis of the annotated data. 
From the original prolog format, the material is 
translated into a set of four tables. 
A results table with one record per s-unit, where we store 
the different levels of annotation, the raw parser output, 
pointers to the source of the s-unit as well as keys for the 
association of meta-data. 
A syntax table containing one record per dependency 
relation indicating the label, direction, direct or indirect 
attachment as well as an identifier and the lemma for the 
head and the dependent of every dependency relation. 
Via the identifier, additional information for each chunk 
is available in a chunk table. In addition to the lemma, 
the chunk table provides word-form, word-class and 
additional features like tense, voice, aspect, number and 
the presence of modals or negation produced by LT-
TTT2. We also store information about the number and 
type of dependency relations that lead to or originate in 
the node. 
 
 
 
 
 
Figure 3. Sample query on the BNC part of the Dependency Bank 
Where available, a fourth database contains meta-data, 
like spoken or written, text-type, region, speaker age, 
word-frequencies etc. The present setup permits direct 
querying of the annotated data via SQL queries. The 
central starting point for querying the database is the 
syntax table. For complex queries involving several 
dependencies we join the syntax table with itself. Not 
surprisingly, disk access turned out to be the limiting 
factor for such queries. We have optimized access with 
several indexes for the syntax table. In addition we make 
use of SSDs configured in RAID 0 to improve disk in-
out. A fairly large subset of queries performs fast enough 
for an interactive system. 
4 Querying: the Interface 
 
We have developed a web-based interface to the 
dependency-parsed database. The interface offers 
syntactic queries with and without lexical constraints. It 
also provides a tool for the analysis of lexical and 
grammatical types defined by underspecified queries. 
Results sets can be distributed over the categories 
defined by the meta-data, resulting in tabulations and 
cross-tabulations of raw and relative frequencies. The 
query window has four parts: the subgraph query at the 
top, where arbitrarily complex subtree queries can be 
composed; the morphosyntactic restrictions in the 
middle, where lemma, tag, voice, aspect etc. can be 
restricted or collected by type (the type specifications); 
and the corpus selection at the bottom.  
 
In the following, we give a brief example of a simple 
query. The query given in figure 3 reports verb 
constructions with pressure as object that also attach a 
prepositional phrase. Each row in the query window 
represents a dependency relation.  In subgraph query 
row 1) we specify that pressure is object of any verb 
Figure 4. The first hits for the query given in figure 3. 
Figure 5. List of verb-preposition types ordered 
frequency. 
Figure 6. Distribution according to genre labels. 
(Head 1), in row 2) we demand that the same verb 
(Head1=Head2) attaches an oblique NP. In row 3) we 
specify the preposition depending on the oblique NP.  
Below the dependency specification, we set a type 
specification. We instruct the system to collect the 
lemmas of the verb (Head 1) and the preposition 
(Dependent 3). In the corpus selection part, we can 
select the corpus to be searched. With cold caches, this 
query executes in about 4 seconds on the BNC, and less 
than a minute on the billion word data set. Response 
times depend on the number of specified dependency 
rows as well as on the dependency with the lowest 
frequency. Specifying rare lemmas typically reduces 
processing time massively. 
The first hits reported are given in figure 4. Figure 5 
shows a frequency list of the specified types. The types 
are linked to the source sentences, which can be 
inspected by clicking on them. 
 
Figure 6 illustrates the possibility of distributing result 
sets over the meta-information. It is based on a query for 
all verbal particles in the written BNC, for which rich 
contextual information is available. Figure 6 shows a 
tabulation according to genres. The genre is in the first 
column, absolute counts in column 2, and frequency per 
10.000 words in the fourth column. Relative frequencies 
for arbitrary classifications are calculated on the fly. We 
can observe, that Spoken (S) has considerably higher 
counts than written (W). In scientific texts, verbal 
particles are virtually absent, only in written emails they 
reach levels that are comparable to spoken language.   
 
5 Linguistic Applications 
 
For the automatically annotated dependency bank we see 
two main areas of application: The investigation of the 
lexis-syntax interface and the explorative analysis of 
varieties. 
Only few currently available English corpora are 
manually analyzed for syntactic structure, for example, 
ICE-GB and the Penn Treebank. However, they are too 
small for the study of typical lexis-syntax interactions, 
where we cross-tabulate syntactic phenomena over the 
large number of lexical items. 
With the help of the dependency bank, we have 
investigated the lexis-syntax interface in the active-
passive alternation (Lehmann and Schneider 2010), in 
verb attached PP structures (Lehmann and Schneider 
2011) and the dative shift alternation (Lehmann and 
Schneider, in press). 
Currently, there are no treebanks covering English 
regional varieties. Here, automatically parsed corpora 
can be used as a stopgap to manually annotated 
Treebanks. We have annotated the regional set of ICE 
corpora as well as the diachronic Archer and ZEN 
corpora. Based on these data sets we have described 
language variation, for example the diachronic 
development of relative clauses (Hundt et al. 2011) or 
verb-preposition structures in world Englishes 
(Schneider and Zipp, accepted for publication). 
 
As a matter of course, automatic parsing is not error-free. 
However, the study of lexis-syntax interface would not 
be possible without the large amount of data available 
via automatic annotation. In addition, the error rate is 
sufficiently low for the explorative analysis of varieties 
of English.  
 
6 Related Approaches 
The last decades have seen the emergence of many fast 
and robust parsers. The easily accessible head-head 
relationships make dependency parsers particularly 
suitable for IR applications and lexis-grammar research. 
Well-known dependency parsers include Nivre (2006), 
the systems that have participated in the CoNLL shared 
task (Nivre et al. 2007) as well as the Stanford parser (de 
Marneffe 2006). We find that the Stanford parser uses a 
linguistically particularly convincing scheme that is 
relatively close to ours and can be mapped at runtime 
(Haverinen et al 2008). In comparison to Pro3Gres, the 
Stanford parser is relatively slow for parsing large 
corpora, however. 
Unlike these robust statistical parsers, Pro3Gres uses a 
hand-written grammar that can be modified for linguistic 
experiments, and inspected by the interested linguist. 
Together with the performance, this has made it possible 
to produce parses with a grammar modified for specific 
research questions (Lehmann and Schneider in press). 
Several large-scale parsing projects have been presented, 
for example Andserson et al. (2008) who have parsed the 
BNC with the RASP parser (Briscoe et al. 2006).   
Interfaces for querying large corpora have recently 
become available.  Ghodke and Bird (2010) present an 
interface for querying datasets of up to 26 million 
sentences, parsed in Penn Treebank format. This 
corresponds to about half a billion words. They use 
Tgrep2 as a query language, whereas we provide a 
graphical query builder which non-computational 
linguists may find easier to use. 
 
7 Conclusion 
 
In this paper we have given an overview of the process 
of annotating a one billion word set of data with the help 
of Pro3Gres, a dependency parser. We have presented the 
a dependency bank framework as a new resource. We 
have outlined the functionality provided by our web-
based interface to the Dependency Bank. We have found 
that our approach scales to corpora of more than one 
billion words.  
There are many different directions in which we plan to 
further develop the dependency bank framework. An 
interesting option to explore is the improvement of the 
parser with the help of its own output. The very 
accessibility of the data may be used to revise, adapt and 
improve the parser. There are many possible additions to 
the functionality of the web-based interface. Currently, 
we offer only frequency-based analyses of specified 
types. We envisage a system that permits a more 
sophisticated approach based on various measures of 
surprise. 
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