Abstract. This paper defines Dirichlet matroids, a class of matroids arising from electrical networks and almost-balanced biased graphs. We prove four main results. First we use properties of the electrical response matrix to show that every Dirichlet matroid has the halfplane property. Second we bound the coefficients of the precoloring polynomial in terms of the chromatic polynomial. Third we prove a simple characterization of 3-connected Dirichlet matroids. And fourth we prove a circular network analog of the duality theorem for planar graphic matroids.
Introduction
An electrical network or a biased graph can be obtained by fixing an appropriate set of vertices or cycles of a finite graph, resp. Every biased graph defines a frame matroid, i.e. a matroid represented by a matrix with at most 2 nonzero entries in each column. Both electrical networks and frame matroids are important objects in matroid theory. Electrical networks give rise to positroids, Rayleigh matroids, log-concavity results, and related objects such as electroids [6, 18, 23, 28] . Frame matroids generalize graphic matroids and play a key role in the matroid minors project of Geelen, Gerards and Whittle [12, 13] . This paper defines Dirichlet matroids, a class of frame matroids arising from electrical networks. Let Γ = (V, E) be a finite connected graph. Let ∂V V be a set of at least 2 vertices, called boundary nodes, inducing an edgeless subgraph. Let u : ∂V → R be injective. The Dirichlet arrangement A(Γ, u) is the restriction of the graphic hyperplane arrangement A(Γ) in R V to the affine subspace {x ∈ R V : x j = u(j) for all j ∈ ∂V }.
One can think of Γ as a network of linear resistors with Dirichlet boundary conditions imposed by the voltage function u. In this language, the Dirichlet arrangement A(Γ, u) encodes sets of harmonic functions on Γ as critical points of master functions (see [19] ). The cone over A(Γ, u) defines a matroid depending only on the network N = (Γ, ∂V ). This is the Dirichlet matroid of N, denoted by M(N). Our first result concerns the real roots of polynomials arising from the electrical response of N. A matroid M with set B of bases has the half-plane property if the polynomial The electrical properties of N are captured by the response matrix Λ, whose entries are rational functions in the variables (or conductances) x e for e ∈ E. If one writes the trace of Λ as a quotient f /g in lowest terms, then Theorem 1.1 implies that the roots of f and g interlace along any real line with positive direction vector. As another corollary we obtain a nontrivial lower bound, in terms of f and g, for the Rayleigh difference of any two edges in a graphic matroid.
Our second result concerns the reduced characteristic polynomial χ M (N ) . We call this polynomial the precoloring polynomial of N because it counts the number of ways to extend an injective coloring of ∂V to a proper coloring of Γ. We show that its coefficients are dominated by the coefficients of a chromatic polynomial in the following sense: We have a i ≥ b i for all i = 0, . . . , n, with a i = b i if i is less than the minimum number of edges in a path in Γ between distinct boundary nodes.
The precoloring polynomial is the basic object of the Precoloring Extension Problem [1] . Special cases of this problem are well studied, such as the existence of solutions to Sudoku puzzles and partial Latin squares. However, comparatively little is known about precoloring polynomials in general.
Our third result is a simple characterization of 3-connected Dirichlet matroids, based on general results of Sliaty and Qin [24] . While more specialized, our characterization has the advantage of being easy to check. This condition is satisfied, for example, if Γ is (|∂V | + 1)-connected. Whitney [30] showed that if a graph Γ is 3-connected, then Γ uniquely determines the graphic matroid M(Γ). When combined with a result of DeVos and Funk [10] , Theorem 1.3 implies that if Γ \ ∂V is connected and Γ is 3-connected, then there are at most 27 other networks with Dirichlet matroids isomorphic to M(N).
Our final result is a Dirichlet analog of the fact that M * (Γ) ∼ = M(Γ * ) for a planar graph Γ with dual Γ * . When N is circular (i.e., when Γ can be embedded into a disk with ∂V lying on the boundary), there is a corresponding notion of a dual circular network N * . In general M * (N) and M(N * ) are not isomorphic, but we can decompose circuits of M * (N) into circuits of M(N * ).
Theorem 1.4. Suppose that N is circular, that no vertex has degree 1, and that no vertex in V \ ∂V has degree 2. Let Γ be the planar graph obtained from Γ by identifying all boundary nodes as a single vertex. If C is a cocircuit of M(N), then one of the following holds:
(ii) C can be written as a union of k distinct circuits of M(N * ), where the minimum such k is less than 1 2 |∂V | + 1 but not less than
Zaslavsky introduced the theory of biased graphs in a foundational series of papers [33, 34, 31, 35] . The work of Zaslavsky provides useful descriptions of M(N). We review this material in Section 2 and show how to represent Dirichlet matroids by biased graphs. In Sections 3-6 we prove Theorems 1.1-1.4.
Hyperplane, bias and matrix representations
We now show how to represent Dirichlet matroids by Dirichlet arrangements and biased graphs. In doing so we characterize the fields over which a given Dirichlet matroid is representable. We assume familiarity with basic matroid theory; our terminology follows [22] .
2.1. Dirichlet arrangements and matroids. Let Γ = (V, E) be a finite connected undirected graph with no loops or multiple edges. Let ∂V ⊆ V be a set called the boundary consisting of ≥ 2 vertices, called boundary nodes. We call the pair (Γ, ∂V ) a network. Let ∂E ⊆ E be the set of edges meeting ∂V .
Let K be a field, and let u :
(1)
Consider an arrangement A of k hyperplanes in K n with defining equations f i (x 1 , . . . , x n ) = a i for homogeneous functions f i and scalars a i . The cone over A is the arrangement in K n+1 of hyperplanes {f i (x 1 , . . . , x n ) = a i x 0 : i = 1, . . . , k} ∪ {x 0 = 0}, where x 0 is a new variable. The cone over any arrangement is central, i.e. the intersection of its elements is nonempty. A central arrangement A = {H 1 , . . . , H k } defines a matroid M(A) on {1, . . . , k} in which a set is independent if and only if the normal vectors of the corresponding hyperplanes are linearly independent. Let A(Γ, u) denote the cone over A(Γ, u).
Definition 2.1 can be modified to include the cases |∂V | ≤ 1, in which the associated Dirichlet matroid is isomorphic to M(Γ). We require that |∂V | ≥ 2 to eliminate these trivial cases. If u is injective, then the Dirichlet matroid M(A(Γ, u)) depends only on N = (Γ, ∂V ) [19, Corollary 3.3] . Example 2.5. Let Γ be a star graph on 4 vertices, with ∂V consisting of the 3 leaves. Let u : ∂V → K be injective. The Dirichlet arrrangement A(Γ, u) consists of 3 points in K. The Dirichlet matroid M(N) is the uniform matroid U 2,4 , i.e., the 4-pointed line.
Example 2.6. Let P be a finite poset. The order polytope O(P ) of P is the set of all orderpreserving functions P → [0, 1]. Clearly O(P ) is a convex polytope in R P . The visibility arrangement vis(O(P )) of O(P ) is the arrangement in R P whose elements are the affine spans of all facets of O(P ). It is so named because the chambers of vis(O(P )) correspond to the sets of facets of O(P ) visible from different points in R P . Consider the Hasse diagram H of P as a graph with vertex set P and an edge for every comparable pair. Let Γ be the graph obtained by adding 2 vertices i and j to H, with i ∼ v if and only if v ∈ P is minimal and j ∼ v if and only if v ∈ P is maximal. Let ∂V = {i, j}, and let u : ∂V → R be given by u(i) = 0 and u(j) = 1. Then A(Γ, u) = vis(O(P )) by [26, Theorem 4] . Example 2.4 implies that M(N) ∼ = M( Γ) is graphic.
Example 2.7. Consider the network N on the left side of Figure 1 . In M(N) all 4-element sets are dependent, and the 3-element circuits are {e 0 , e 1 , e 2 }, {e 0 , e 3 , e 4 } and {e 2 , e 3 , e 5 }. Thus the affine diagram of M(N) is a triangle, as on the right of Figure 1 . A subset of E 0 is independent in M(N) if and only if it is affinely independent in the diagram. 
Biased graph definitions.
A theta graph is a graph consisting of 2 "terminal" vertices and 3 internally disjoint paths between the terminals. In other words, a theta graph resembles the symbol θ (see Figure 2) . A circle of Γ is the edge set of a simple cycle of Γ. A set B of circles of Γ is a linear subclass of Γ if, for any 2 distinct circles in B belonging to a theta subgraph H of Γ, the third circle of H also belongs to B. A biased graph is a pair Ω = (Γ, B) where B is a linear subclass of Γ. If a circle of Γ belongs to B, then it is balanced ; otherwise it is unbalanced. An edge set or subgraph X is balanced if every circle of Γ contained in X is balanced; otherwise X is unbalanced.
There are three matroids associated to a biased graph Ω = (Γ, B), introduced by Zaslavsky [34] . For all X ⊆ E let b(X) be the number of balanced components of the subgraph of Γ induced by X, and let c(X) be the number of components of (V, X). The frame matroid of Ω is the matroid G(Ω) on E with rank function given by
Let e 0 be an element not in E, and write
The complete lift matroid L 0 (Ω) is the matroid on E 0 with rank function given by
where we take c(X) = c(X \ e 0 ) if e 0 ∈ X. The lift matroid L(Ω) is the restriction of L 0 (Ω) to E. Thus the circuits of L(Ω) are all the circuits of L 0 (Ω) contained in E.
2.3. Biased graphs and networks. We associate to the network N a biased graph Ω(N). In the next subsection we will show that the Dirichlet matroid M(N) is the complete lift matroid of Ω(N). Example 2.9. Consider the network N whose interior vertices form a cycle and whose boundary nodes are pendants, with each interior vertex adjacent to exactly 1 boundary node. The case |∂V | = 6 is illustrated in Figure 3 . In this example there is only one balanced circle of Ω(N), and it is the unique circle of Γ. There is a characterization of the biased graphs Ω(N) by Zaslavsky [32] . For i ∈ V let Ω\i be the biased graph obtained by deleting i and all edges incident to i. If Ω is unbalanced but Ω \ i is balanced, then i is called a balancing vertex of Ω. A biased graph with a balancing vertex is called almost balanced. 
Equivalence of hyperplane and bias representations.
A gain graph is a triple Φ = (Γ, ϕ, G) consisting of a graph Γ, a group G called the gain group and a function ϕ : V × V → G called the gain function such that ϕ(i, j) = ϕ(j, i) −1 for all (i, j). If ij ∈ E, then we consider (i, j) to be the edge ij oriented from i to j.
For any circle C of Γ, order the vertices of C in a cycle as i 1 , . . . , i ℓ = i 1 , and write
In general the element ϕ(C) depends on the choice of starting vertex and direction, unless ϕ(C) is the identity. Let
C is a circle of Γ with ϕ(C) the identity of G}.
The set B is a linear subclass of Γ. Thus every gain graph defines a biased graph whose set of balanced circles is B.
Let u : ∂V → K. Let Φ(Γ, u) be the gain graph with underlying graph Γ; gain group K, considered as an additive group; and gain function ϕ : V × V → K given by Definition 2.12. Let i ∈ V \ ∂V . The block of N containing i is the set of all j ∈ V such that there exists a path
Definition 2.13. The function u : ∂V → K is block injective if the restriction of u to U ∩∂V is injective for every block U of N.
A circle C of Φ(Γ, u) is unbalanced if and only if C is a crossing of N between boundary nodes on which u takes distinct values, so Φ(Γ, u) is independent of u, as long as u is block injective. Write Φ(N) = Φ(Γ, u), where u is any block-injective function. Following Proposition 2.14, we take E 0 = E ∪ e 0 to be the ground set of M(N). Proposition 2.16. A set X ⊆ E 0 is independent in M(N) if and only if one of the following holds: where the maximum runs over all blocks U of N.
where Ω(N)/e is the biased graph with underlying graph Γ/e and in which a circle C ⊆ E \ e of Γ/e is balanced if and only if C ∪ e is a balanced circle of Ω(N).
Proof. The result follows from the discussion in [33, p. 38 ].
Proof of Theorem 2.18. Let s = max |U ∩ ∂V |. If |K| ≥ s, then there exists a block-injective function u : ∂V → K. Thus M(N) is representable over K by Proposition 2.14, since any hyperplane representation over K gives a matrix representation over K. Now suppose that |K| < s, and let U be a block with s = |U ∩ ∂V |. Let F ⊆ E be the set of all edges with both endpoints in U. Let ∂F ⊆ F be the set of all edges with one endpoint in U ∩ ∂V . Deleting all edges in E \ F and contracting all edges in F \ ∂F yields the star network N ′ on s + 1 vertices (see Example 2.17). Since M(N ′ ) ∼ = U 2,s+1 , we obtain U 2,s+1 as a minor of M(N) by Lemma 2.19. But U 2,s+1 is not a minor of any matroid representable over K [22, Corollary 6.5.3].
Corollary 2.20. The matroid M(N) is representable over K if and only if |K| is at least the chromatic number of the graph with vertex set ∂V and edge set {ij : P ∩ ∂V = {i, j} for some path P ⊆ V in Γ}.
Corollary 2.21. The following are equivalent:
Proof. Suppose that m = 2, and let e be the edge of Γ between the boundary nodes. Swapping e 0 and e gives an explicit isomorphism of matroids.
Alternative proof. Suppose that m = 2. Assign an orientation of Γ, and let A be the associated vertex-edge incidence matrix, so that A represents M( Γ) over K. Write ∂V = {i, j}, and suppose that e = ij is oriented from i to j, so that A j,e = 1. The sum of all rows of A is 0, so deleting the ith row of A does not affect the matroid represented by A. The columns of the resulting matrix A ′ are normal vectors of the elements of A(Γ, u), where u : ∂V → K is given by u(i) = 0 and u(j) = 1. Hence A ′ represents M(N) over K, and the result follows from Theorem 2.18.
Half-plane property
Let S be a finite set. For any set T of subsets of S, define a polynomial w(T ) over C by
where the variables x s are indexed by S and x denotes the tuple of all x s . The basis generating polynomial of a matroid M is w(B), where B is the set of bases of M.
Given a complex number, vector, or matrix z, let Re(z) and Im(z) denote the real and imaginary parts of z, resp. Let R n + denote the (strictly) positive orthant in R n . A polynomial f ∈ C[x 1 , . . . , x n ] is stable if f has no roots x with Im(x) ∈ R n + . Definition 3.1. A matroid M is HPP (short for half-plane property) if the basis generating polynomial of M is stable.
Stable polynomials and HPP matroids are well studied [2, 3, 5, 28, 29] . For a list of known HPP and non-HPP matroids, see [11] . The next proposition gives a fundamental family of examples (see, e.g., [5, Theorem 1.1]).
Proposition 3.2. Every graphic arrangement is HPP.
3.1. Laplacian and response matrices. Let x ∈ C E , and let L = L(x) be the V × V Laplacian matrix of Γ with edge weights x. Thus L is given entrywise by
We write L in block form as
where A is the submatrix of L with rows and columns indexed by ∂V . If D is invertible, then the response matrix (or electrical response matrix ) of N is the ∂V × ∂V matrix Λ = Λ(x) given by
If N is considered as an electrical network with edge conductances x ∈ R E + and voltages u ∈ R ∂V applied to the boundary, then Λu is the vector of resulting currents across the boundary nodes.
Proof. This is a direct computation.
is positive semidefinite. Proof. Suppose that Re(x) ∈ R E + , and let u ∈ R ∂V . Let f ∈ C V be the column vector on the left side of (5) . Label the boundary nodes 1, . . . , m and the remaining vertices m + 1, . . . , d. We have
Re(
where the overlines denote complex conjugation. Lemma 3.3 implies that Lf | ∂V = Λu and
Write x ij = 0 for all non-adjacent i, j ∈ V . Direct computation gives
is positive. The result follows.
3.2. Basis generating polynomial. We prove Theorem 1.1 after establishing formulas for the basis generating polynomial of M(N).
Proposition 3.5. A set X ⊂ E 0 is a basis of M(N) if and only if one of the following holds:
Proof. The result follows from Proposition 2.16.
Let P denote the basis generating polynomial of M(N), and for i = 0, 1 write
where the Σ i are the sets of groves from Definition 2.15. Proposition 3.5 implies that
for all (x, x 0 ) ∈ C E × C, where x 0 is the variable corresponding to e 0 . Let tr Λ denote the trace of the response matrix Λ.
+ , the basis generating polynomial of M(N) is given by
Proof. For all distinct boundary nodes i and j let Σ ij = {F ∈ Σ 1 : F contains a path from i to j}.
Let P ij = w(Σ ij ), so that P 1 =
2
i =j P ij . The Principal Minors Matrix-Tree Theorem (see [4] ) implies that det D = P 0 , where D is the matrix defined in (3). Since P 0 is the basis generating polynomial of M(Γ), Proposition 3.2 implies that Λ is well defined whenever Im(x) ∈ R E + . Thus if Im(x) ∈ R E + , then for all i = j we have
(see, e.g., [17, Proposition 2.8]). It is not hard to show that Λ is symmetric, and that every row sum of Λ is zero [9, p. 3] . Hence i =j Λ ij = − tr Λ. The result now follows from (7) and (8) .
Proof of Theorem 1.1. Let (x, x 0 ) ∈ C E × C with Re(x) ∈ R E + and Re(x 0 ) > 0. Since P is homogeneous, it suffices to show that P (x, x 0 ) = 0. Since P 0 is the basis generating polynomial of M(Γ), Proposition 3.2 implies that P 0 (x) = 0. Thus by Lemma 3.6 it suffices to show that Re(tr Λ(x)) ≥ 0 whenever Re(x) ∈ R n + . This is the content of Lemma 3.4. 
With this terminology Theorem 1.1 can be restated as follows.
Theorem 3.9. We have P 0 ≪ P 1 . Thus for any (x, y) ∈ R n × R n + the roots t ∈ R of P 0 (x + ty) and P 1 (x + ty) interlace.
Proof. The result follows immediately from (7), Theorem 1.1, and Proposition 3.8.
The next proposition gives a Cauchy-Schwarz-type characterization of multivariate polynomials in proper position that we will use below. While the proof is elementary, we have not seen a similar statement in the literature. For 1 ≤ i, j ≤ n let E ij be the bilinear map on R[x 1 , . . . , x n ] given by
where
Proposition 3.10. We have g ≪ f for f, g ∈ R[x 1 , . . . , x n ] if and only if f or g is stable,
for all 1 ≤ i ≤ n and all x ∈ R n , and
for all 1 ≤ i, j ≤ n and all x ∈ R n .
Proof. Let h(x) = f (x) + x 0 g(x). Direct computation gives
, which is nonnegative for all (x, x 0 ) ∈ R n × R by Proposition 3.11 and, considered as a polynomial in x 0 , has discriminant
The result follows.
Rayleigh monotonicity. Consider a matroid M on a set E(M).
For any i, j ∈ E(M), the Rayleigh difference of i and j in M is the polynomial ∆ ij (M) = ∆ ij (f ), where f is the basis generating polynomial of M. The following result of Branden [2] implies that M is HPP if and only if ∆ ij (M)(x) ≥ 0 for all i, j ∈ E(M) and all x ∈ R E(M ) . A polynomial f ∈ R[x 1 , . . . , x n ] is multiaffine if the power of every x i is at most 1 in every term of f . By examining the Rayleigh difference in M(N) of pairs involving and not involving E 0 , we obtain two generalizations of classical results. Consider N as a resistor network with conductances x ∈ R E + . If |∂V | = 2, then tr Λ is the effective conductance between the two boundary nodes. Rayleigh's Monotonicity Law is the classical result that if a single conductance x e increases while all other conductances remain constant, then the effective conductance between the two boundary nodes does not decrease. We obtain the following generalization.
Proposition 3.12. If x ∈ R E with P 0 (x) = 0, then tr Λ(x) does not decrease when a single x f increases and x e remains constant for all e = f .
Proof. We have
since tr Λ = P 1 /P 0 . On the other hand, Theorem 1.1 and Proposition 3.11 imply that ∆ e 0 f (M(N)) is nonnegative on R E × R. The result follows.
Proposition 3.11 is equivalent to the statement that ∆ ij (P 0 ) is nonnegative on R E . The next result strengthens Proposition 3.2 by giving a nontrivial lower bound for ∆ ij (P 0 ). Corollary 3.13. For all e, f ∈ E and all x ∈ R E that are not roots of ∆ ef (P 1 ) we have
Proof. Let e, f ∈ E, and let x ∈ R E be such that ∆ ef (P 1 )(x) = 0. Theorem 1.1 and Proposition 3.10 imply that
Proposition 3.2 implies that ∆ ef (M(Γ))(x) ≥ 0. Since P 0 and P 1 are nonzero, (12) implies that ∆ ef (P 1 )(x) > 0. The result follows after dividing (12) through by 4∆ ef (P 1 )(x).
Characteristic polynomials and graph colorings
We prove Theorem 1.2 after reviewing results from [19] . Characteristic polynomials of bias matroids and complete lift matroids were studied extensively in [31] , but the results in this section are either new or appeared first in [19] . In particular, Theorem 1.2 seems to be entirely new. 
Write χ Γ for the chromatic polynomial of Γ, given by We call the reduced characteristic polynomial χ M (N ) the precoloring polynomial of N because of the following observation. The precoloring polynomial is the basic object of the Precoloring Extension Problem, which asks whether χ M (N ) (k) > 0 for a given network N and positive integer k [1] . The precoloring polynomial was previously studied in [14] in the context of Sudoku puzzles; in [16] , where it was shown to satisfy a combinatorial reciprocity theorem; and in [26] , where it was connected to visibility arrangements of order polytopes. where K(S) is the set of components of S. We propose the following closed form and recurrence relation for χ m , which we have verified for m ≤ 11 using SageMath [27] . where ω ± = λ − 2 ± √ λ 2 + 4. In particular, χ m satisfies the recurrence i times the coefficient of
We need a description of the circuits of M(N). Proof. This follows from Proposition 2.16.
Note that the circuits of type (ii) in Proposition 4.8 come in two flavors: one contains 3 distinct crossings, while the other contains only 2. These are illustrated in Figure 4 . Circuits of type (ii) containing only 2 distinct crossings are either a circle, a path, or a disconnected union of two paths. Proof. Let X ∈ BC(M(N)), so that X ⊂ E contains no broken circuit of M(N). Recall the 3 types of circuits of M(N) from Proposition 4.8. A circle of Γ is a circuit of type (i) if it meets at most 1 boundary node, or of type (ii) if it meets exactly 2 boundary nodes. If a circle C of Γ meets 3 or more boundary nodes, then every element of C is contained in a circuit Y ⊂ C of type (ii). Any broken circuit of M(Γ) is a circle of Γ minus its minimal element. Thus X contains no broken circuit of M(Γ). A broken circuit of M(N) arising from a type (i) circuit is a crossing. Hence X contains no crossing. Now suppose instead that X ∈ BC(M(Γ)) contains no crossing. Since X contains no broken circuit of M(Γ), it contains no broken circuit of M(N) arising from a type (i) circuit. Since X contains no crossing, it contains no broken circuit of M(N) arising from a circuit of type (ii) or (iii). Hence X contains no broken circuit of M(N).
Proof of Theorem 1.2. The result follows from Proposition 4.6, Corollary 4.7 and Lemma 4.9.
Example 4.10. Let Γ be a path graph on d vertices, and let ∂V consist of the ends of the path, so n = d − 2. Here n is less than the minimum size of a crossing, so a i = b i for all i = 0, . . . , n in the notation of Theorem 1.2. In particular we have
3-Connectedness
We now prove Theorem 1.3. Our main tools are characterizations by Slilaty and Qin [24] of 2-and 3-connected frame matroids G(Ω) in terms of the biased graph Ω.
The graph Γ is k-connected if and only if the associated graphic matroid M(Γ) is (Tutte) k-connected [8] . We have the following analog for Dirichlet matroids when k = 2: The situation for k = 3 is more complicated. Given a biased graph Ω we write E(Ω) for the edge set of Ω. We say that Ω is vertically k-biconnected if it admits no vertical r-biseparations for any r < k. We say that Ω is simple if it has no balanced circles of length 1 or 2 and no vertices incident to 2 or more unbalanced loops. A balancing set of Ω is an edge set S such that Ω \ S is balanced. Lemma 5.6. If Ω 0 (N) admits a balancing set S of rank 2, then m = 2 and S = {e 0 , e} for some e ∈ E such that Γ \ e contains no crossing.
Proof. A balancing set must contain e 0 . Thus a balancing set of rank 2 is of the form {e, e 0 } for some e ∈ E such that Γ \ e contains no crossing. This is only possible if m = 2. Proof. Given any partition of E 0 , the part containing e 0 is unbalanced. Definition 5.8. Let S i be the vertex sets of the components of Γ \ ∂V . For each i let T i be the set of all edges meeting S i . We call the T i the tracts of N.
Note that Γ \ ∂V is connected if and only if E is the only tract of N. Also note that every vertex met by distinct tracts of N is a boundary node. Since Γ is connected and ∂V is an independent set, every tract meets at least 2 boundary nodes.
A vertical k-separation of a graph Γ is a partition (X, Y ) of E such that |X|, |Y | ≥ k and exactly k vertices are met by both X and Y . Removing these k vertices disconnects Γ. We prove the "only if" direction first. Suppose that M(N) is 3-connected. A fortiori M(N) is 2-connected, so Γ is 2-connected by Proposition 5.1. Suppose that Γ \ {i, j} is disconnected for some i, j ∈ V . Condition (v † ) of Lemma 5.10 implies that there is only one tract of N, which must be E, so Γ\∂V is connected. If i, j ∈ ∂V , then Γ\∂V is disconnected, a contradiction. If i, j ∈ V
• (resp., if i ∈ V • and j ∈ ∂V ), then Ω 0 (N) admits a vertical 2-biseparation satisfying (iv ‡ ) (resp., (iv † )) of Lemma 5.9 with T = E, a contradiction. Hence Γ is 3-connected. Now we prove the "if" direction. Suppose that Γ \ ∂V is connected and Γ is 3-connected. A fortiori Γ is 2-connected, so Ω 0 (N) is vertically 2-biconnected and admits no balancing sets of rank 1 by Propositions 5.1 and 5.3. If a balancing set of rank 2 existed, then Lemma 5.6 would imply that Γ is not 2-connected and m = 2. But then Γ would not be 3-connected, a contradiction. Following Proposition 5.4, it remains to show that Ω 0 (N) is vertically 3-biconnected. Suppose that Ω 0 (N) admits a vertical 2-biseparation (X, Y ). Lemma 5.7 then says that (X, Y ) does not satisfy (iii). If (X, Y ) satisfies either (iv † ) or (iv ‡ ), then Γ is not 3-connected, a contradiction. Specifically, in case (iv † ), we can disconnect Γ by removing the boundary node met by Y and the vertex met by X \ e 0 and Y . In case (iv ‡ ) we remove the two vertices met by both X \ e 0 and Y . Finally (X, Y ) cannot satisfy (v † ) since E is the only tract of N by assumption.
Matroids that are 3-connected enjoy nice structural properties. For example, if the graphic matroid M(Γ) is 3-connected, then it is uniquely determined by Γ up to isomorphism. We have the following analog for Dirichlet matroids. 
Proof. This is an application of [21, Theorem 6.1] to Theorem 1.3.
Our proof of Theorem 1.3, while elementary, is rather circuitous. It would be interesting to see a proof that bypasses the results in [24] .
Dual networks
A network N is circular if there is an embedding of Γ into a closed disk D in the plane such that ∂V belongs to the boundary ∂D and V
• belongs to the interior. In this section we assume that N is circular and equipped with such an embedding. We also assume that no vertex in V is of degree 1, and that no vertex in V \ ∂V is of degree 2. We now prove Theorem 1.4, restated below for reference.
Theorem. Let Γ be the planar graph obtained from Γ by identifying all boundary nodes as a single vertex. If C is a cocircuit of M(N), then one of the following holds:
(i) C is a circuit of M(Γ * )
. Let R be the set of components of D \Γ, and let ∂R ⊂ R be the set of components meeting ∂D. There is a circular network N * whose vertices (resp., boundary nodes) correspond to the elements of R (resp., of ∂R) and in which two vertices are adjacent if and only if the corresponding elements of R are adjacent. Thus the edges of N * correspond to the edges of N. The network N * is called the dual of N. An example is illustrated in Figure 5 . The requirement that N have no vertices of degree 1 and no interior vertices of degree 2 ensures that N * has no multiple edges or edges between boundary nodes. Moreover N * has no vertices of degree 1 and no interior vertices of degree 2. Proof. This follows from Proposition 2.16. . We now show by induction that k can be taken to be less than , as desired. For proofs that both extreme values of k occur infinitely often, see Examples 6.5 and 6.6 below.
Example 6.5. Consider the networks in Figure 6 . From left to right, these are the sunflower networks on 4, 5 and 6 boundary nodes. We obtain a similar network on any number of boundary nodes. Example 6.6. Consider the networks in Figure 8 . From left to right, these are the double sunflower networks on 4, 6 and 10 boundary nodes. We obtain a similar network on any even number of boundary nodes. 
