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The purpose of this study was to develop a set of procedures to establish readability, 
including an equation, that accommodates the multiple-choice item format and 
occupational-specific language related to credentialing examinations. The procedures and 
equation should be appropriate for learning materials, examination materials, and 
occupational materials. To this end, variance in readability estimates accounted for by 
combinations of semantic and syntactic variables were explored, a method was devised to 
accommodate occupational-specific vocabulary, and new-model readability formulas 
were created and calibrated. Existing readability formulas were then recalibrated with the 
same materials used to calibrate the new-model formulas. The new-model and 
recalibrated formulas were then applied to sample items extracted from a professional 
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Tests are designed to measure constructs of interest. In order to have confidence that 
a test score represents the construct of interest tests should be free of unnecessary 
construct irrelevant variance. One source of construct irrelevant variance is related to the 
readability of testing materials. Readability refers to the ease with which readers are able 
to read and comprehend a written text. The values obtained with readability measures 
reflect the reading difficulty level of a text. Readability of testing materials has received 
little attention and there is currently no industry-established method for establishing the 
readability of test items. The following sections include discussions regarding the 
importance of considering this source of construct irrelevant variance in a particular 
testing situation: credentialing examinations (i.e., licensing and certification 
examinations). 
The introduction is organized around three main sections: 1) Readability, 2) 
Readability in Testing, and 3) Readability of Licensure and Certification Examinations. 
In the first section, readability is defined and a general overview is provided regarding 
how readability is measured and the variables that are considered. The second section 
includes a discussion of issues related to applying readability formulas to tests. In the 
third section, the purposes of licensure and certification examinations and the differences 
between them are outlined. Issues related to measuring the readability of licensing- and 
certification-examination items and why their readability levels should be measured are 
addressed next. Then, a brief discussion is provided regarding the impetus for the current 
investigation: a model proposed by Plake (1988) that asserts that materials related to 
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licensure or certification examinations should have the same readability levels as the 
examinations themselves.  
Readability 
Readability is a construct related to comprehensibility or the “ease with which a 
reader can read and understand” a given text (Oakland & Lane, 2004, p.244). The optimal 
readability level of a text is one that corresponds with, or does not exceed, the reading 
ability of the reader. When readability levels of texts exceed the reading ability of 
readers, the readers are likely unable to adequately decipher the author’s intended 
message. 
A variety of mathematical equations derived through regression techniques have been 
developed to assess readability (McLaughlin, 1969). These readability formulas, which 
typically consist of predictor variables combined with constants, offer a means of 
quantifying the reading ability that is required for an individual to comfortably read and 
understand a given text (Felker, 1980; Redish & Selzer, 1985; Stokes, 1978). These 
readability measures are also used to rank reading materials in terms of difficulty (Fry, 
2002).  
Readability formula results are reported as numerical indices. The indices from 
several readability formulas are reported in terms of grade level (e.g., Dale-Chall, 1948, 
1995; FOG, 1952; FORCAST, 1973; Fry, 1965; Harris-Jacobson, 1974; SMOG, 1969; 
Spache, 1953). Results from other formulas represent difficulty levels on a scale (e.g. 
Flesch, 1948 & Lexile, 1987).  
Scholars have investigated the predictive power of syntactic and semantic variables 
for estimating readability (DuBay, 2004; Fry, 2002; Klare, 1963; Oakland & Lane, 2004; 
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Sharrocks-Taylor & Hargreaves, 1999; Sydes & Hartley, 1997). Syntactic variables most 
often addressed include: 1) average sentence length (as measured by the number of 
letters, syllables, or words); 2) number of personal sentences (e.g., quotes, questions, 
commands, requests, or other sentences directed at the reader); 3) number of personal 
references; 4) number of sentences per passage; and 5) number of prepositional phrases. 
Semantic variables most commonly investigated include: 1) average word length (as 
measured by letters and syllables); 2) number or percentage of difficult words (difficult 
words are identified by determining whether they are included in familiar word lists such 
as The Dale-Chall list of 3,000 familiar words, 1943; or The Living Word Vocabulary, 
Dale & O’Rourke, 1976, 1981); 3) number of personal pronouns; 4) number of elemental 
words (i.e., words that are essential to the meaning of the sentence); 5) number of 
monosyllabic words; 6) number of words with three or more syllables; 7) number of 
words including affixes; 8) number of personal words; 9) percentage of concrete words; 
10) percentage of abstract words; 11) percentage of polysyllabic words; and 12) 
percentage of simple localisms. Of these syntactic and semantic predictor variables, 
sentence length, word length, and the percentage of difficult words (vocabulary) have 
shown to be the most powerful in estimating readability (Stenner & Burdick, 1997). 
Below are two of the more popular and widely used readability formulas: 
Flesch-Kincaid Grade level (US Navy, 1976) = .39 (wl) + 11.8 (sl) – 15.59 
(Where wl = word length and sl = sentence length) 
Dale-Chall Cloze (Chall, 1995) = 64 – (.95) (X1) – (.69) (X2) 
 (Where X1= number of unfamiliar words and X2=average sentence length.) 
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Although readability formulas are useful for determining text difficulty, not all texts 
lend themselves well to the formulas because the formulas generally require several 100-
word passages for proper implementation (Allan, McGhee, & van Krieken, 2005; DuBay, 
2004; Hewitt & Homan, 2004; Homan, Hewitt, & Linder, 1994; Klare, 1984; Oakland & 
Lane, 2004). Readability formulas do not yield valid results for materials such as 
multiple-choice test items or documents with long word lists (Allan, McGhee, & van 
Krieken, 2005; Hewitt & Homan, 1991, 2004; Homan, Hewitt, & Linder, 1994).  
Popham (1981) was one of the first researchers to address the need for a readability 
measure useful for estimating the readability of individual sentences. He developed the 
Basic Skills Word List to assign words to grade levels for a set of basic skills tests. The 
criteria he used to devise the word list were as follows: 1) word frequency in published 
reading texts, 2) word frequency in general reading material, and 3) readers’ familiarity 
with particular words (according to Dale and O’Rourke’s Living Word Vocabulary, 
1976). Although Popham did not develop a readability formula, his was one of the first 
concerted efforts to address the readability of individual sentences and test items (Hewitt 
& Homan, 1991). 
Homan and Hewitt (2004) as well as Homan et al. (1994) also worked to develop a 
method for estimating the readability of individual sentences and phrases. The authors 
created and validated the Homan and Hewitt readability formula for single sentences that 
occur in multiple-choice tests at 2nd- through 5th-grade levels. Hewitt and Homan (2004) 
further investigated the use of the Homan and Hewitt readability formula and the 
relationship between item difficulty and readability with their examination of social 
studies items from a major standardized test. 
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The Homan-Hewitt formula includes three predictor variables: 1) number of difficult 
words (WUNF), 2) word length (WLON), and 3) sentence complexity (WNUM). 
Difficult words are identified as those not included in The Living Word Vocabulary: A 
National Vocabulary Inventory (Dale & O’Rourke, 1981). Word length is established by 
counting words per sentence that include more than six letters. Sentence complexity is 
determined by establishing the average number of words per Hunt’s T-Unit. Hunt’s T-
Unit is a measure of syntactic complexity that considers the number of clauses per 
sentence. The resulting formula is:  
Y = 1.76 + (.15 X WNUM) + (.69 X WUNF) – (.51 X WLON). 
Although Homan et al. (1994) published validation results for their readability 
formula designed for use with multiple-choice test items; it has not been adopted for use 
with standardized tests. No researchers, other than the developers, have published or 
presented studies using the formula (databases queried include ERIC Ebsco, Eric First 
Search, and Pychinfo). Test manuals seldom include estimates of item readability or 
information regarding the methods used to design and develop items (Homan et al., 
1994). It appears that the Homan-Hewitt formula is the only formula that has been 
specifically designed for use with single-sentence, multiple-choice questions. 
The Homan-Hewitt formula was designed for and validated with materials 
appropriate for elementary school-age children. Therefore, it would not be considered 
appropriate for use with adult-level reading material. Nevertheless, the variables and 
methods that Homan and Hewitt (1994, 2004) used to develop the formulas might offer 
valuable information for the development of a formula suitable for multiple choice items 
written for other populations. 
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Readability in Testing 
Although the Homan-Hewitt formula, according to validation study results (Hewitt & 
Homan, 2004; Homan et al., 1994), may offer useful information about the readability of 
multiple-choice items, readability is not typically formally addressed in the development 
of high-stakes tests. More traditional readability measurement approaches are not 
appropriate for use with test items. Test items are typically constructed to be concise. 
Multiple-choice items, for instance, include stems that are usually between one and three 
sentences long with response options that are shorter. The length of test items inhibits 
accurate estimations of readability because readability formulas generally require several 
100-word samples for reliable evaluation.  
It is not useful to simply combine test items into a single continuous prose segment in 
order to meet the length requirement of readability formulas for two reasons. First, prose 
subjected to readability formulas should be continuous and test items are distinct pieces 
of text. Second, if items were combined to create quasi-continuous prose of appropriate 
length and a traditional readability formula were applied, it would be impossible to 
determine the readability levels of individual items. Instead, the readability index 
obtained would offer an overall estimate of the entire instrument (Homan et al., 1994). 
This would make it inappropriate to use the results to identify the readability levels of 
specific items.  
Failure to consider the readability of test items can pose a critical problem in high-
stakes, standardized testing. Specifically, without the assessment of the readability of test 
items, the test developer risks creating items that do not properly correspond to the 
reading abilities of examinees for whom the test is intended. If the readability level of a 
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test item is beyond the reading ability of an examinee, the item is not likely to solely 
measure the construct of interest; instead, it likely also measures examinee reading 
ability. In other words, a test item with a particularly high readability level will require 
that a candidate have reading comprehension skills that enable him/her to effortlessly 
decipher the intended message. If the candidate does not have reading comprehension 
skills that correspond to the readability level of the test item, the item measures dual 
constructs: the construct of interest and reading comprehension. Unless the construct of 
interest is, in fact, reading ability, incongruence between readability and reading ability 
introduces a critical, irrelevant confound in the measurement of the construct of interest. 
This, then, becomes an additional source of measurement error (Cronbach, 1980; Plake, 
1988). For example, if a mathematical word problem includes text at an inappropriate 
readability level for examinees, it no longer simply measures their ability to solve word 
problems; it also measures examinee reading ability. Therefore, examinees who have the 
ability to correctly solve a variety of word problems, but have poor reading 
comprehension skills, may fail to select the correct response because they are unable to 
understand the details of the text. This would result in different test performance 
outcomes for examinees with similar mathematical skill levels but with different reading 
ability levels. The higher reading ability examinees would have an advantage over 
examinees with lower reading ability due to a construct-irrelevant skill, which would 
negatively affect the validity of the results (Plake, 1988). 
Readability of Licensure and Certification Examinations 
Credentialing examinations used for licensure or certification generally serve “gate-
keeping” purposes (Plake, 1988, p.543). Passing scores are required for examinees to be 
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allowed to perform particular jobs or tasks. These examinations are essential in order to 
maintain public safety. Appropriate correspondence between the readability of test items 
and the reading ability of examinees is, therefore, especially important for licensure or 
certification, high-stakes examinations. Examinees should have the reading 
comprehension skills necessary to effectively read and decipher texts used during 
instruction and job practice. It follows, then, that the readability levels of instructional 
materials, credentialing examination items, and job related materials should be congruent. 
Licensure and certification examinations are used to license and certify, respectively, 
people to practice particular professions. Both types of credentialing examinations are 
designed to ensure that prospective practitioners possess the appropriate knowledge, 
skills, and abilities to practice their professions. The principal purposes of these measures 
are to maintain public safety and provide service patrons some confidence in the 
capabilities of practitioners (Downing, 2006).  
Certification and licensure examinations are different in that licensure is generally 
granted by the state, whereas a professional organization or board generally grants 
certification. In addition, licensure is typically mandatory; certification can be mandatory 
or voluntary (Downing, 2006). Permission to legally practice professions or occupations 
such as medicine, dentistry, and cosmetology require licensing. Certification is generally 
required for an individual to practice a specialty within the field in which he/she is 
licensed (Downing, 2006). A clear distinction between the uses of the two types of 
examinations can be illustrated with an example from the medical field. Dermatologists 
must take a licensure examination to become licensed to practice dermatology in their 
state. They may then take additional courses or attend seminars to learn how to use the 
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newest laser skin-treatment devise. After such a mini-course they might take a 
certification examination and upon passing would be certified to use the laser in their 
practice. 
Credentialing examinations, like other high-stakes tests, are often largely comprised 
of multiple-choice items. Unfortunately, the format of multiple-choice test items prevents 
them from being well suited for the use of readability formulas. Readability estimations 
of credentialing examination items are further impeded by discipline-specific technical 
language (Allan, McGhee, & van Krieken, 2005). For example, imagine that the Homan-
Hewitt formula were applied to items from a licensure examination designed for 
registered nurses. Words such tracheoesophageal would artificially inflate readability 
estimations. This is because readability formulas, including the Homan and Hewitt 
readability formula (1994), are specifically designed to be sensitive to semantic variables 
such as word length and vocabulary. Tracheoesophageal is a lengthy, polysyllabic word 
and certainly not included in The Living Word Vocabulary list of common words (Dale & 
O’Rourke, 1981). The especially high readability estimates would be appropriate if the 
test were taken by examinees without medical backgrounds, but the test is designed for 
examinees with extensive medical knowledge. Any person who takes a licensure 
examination to become a nurse is, or should be, familiar with such terms. Therefore, valid 
measures of readability should not be affected by such domain-specific vocabulary. 
Although, to date, there are no external criteria available to identify the level at which 
certification and licensure examinations should be written, Plake (1988) asserts that 
readability checks should be included in the validation process of those examinations. 
This is because construct-irrelevant variance due to inappropriate levels of reading 
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difficulty poses a potential threat to the validity of credentialing examination results. 
When items are written at readability levels above which candidates are able to 
comprehend, the language has the potential to hinder candidate performance based on 
constructs irrelevant to what the examination is designed to measure. Credentialing 
examinations, aside from technical language, should have difficulty levels low enough to 
ensure that anyone qualified to do the job in question is able to read and understand the 
items.  
According to Plake’s Model for evaluating the readability level of a 
licensure/certification examination for a trade profession (1988), readability of 
credentialing examinations in a trade profession should correspond to materials that are 
necessary for job performance. This is in accordance with Standard 9.8 of the Standards 
for Educational and Psychological Testing (AERA, APA, NCME, 1999, p. 99), which 
reads, “In employment and credentialing testing, the proficiency level required in the 
language of the test should not exceed that appropriate to the relevant occupation or 
profession.” Plake also contended that the readability level of curriculum or learning 
materials used in necessary educational or training programs should correspond to the 
readability of the respective credentialing examination. This notion is supported by 
Downing (2006), who asserts that to offer acceptable validity evidence, the content of a 
credentialing examination should be determined with attention to curricular documents, 
teaching syllabi, instructional materials and content, and textbook content—as well as 
other relevant sources. 
Plake (1988) holds that learning, testing, and occupational materials should have 
equal readability levels. Unmatched levels of readability among materials could open the 
11 
 
door for candidate appeal. She asserts that incongruence can occur in one of two ways. 
First, students might be assessed with language that is more difficult to read and 
understand than the materials with which they were taught. Second, language used in a 
test might be at a higher level than is required by the occupation or profession. In light of 
Plake’s model, both cases involve the introduction of avoidable construct-irrelevant 
variance. If the creators of certification/licensure examinations do not adequately address 
issues of examination readability, the validity of the results may, and perhaps should, be 
questioned.  
In summary, readability essentially reflects the difficulty level of a given text and the 
reading ability level required to comprehend that text. Various formulas have been 
developed to quantify readability of continuous prose according to semantic and syntactic 
variables. To date, high-stakes test development does not involve formal measures of test 
item readability, most likely because no well-established formula appropriate for use with 
individual multiple-choice items is available.  
Readability estimates for licensure or certification examination items are necessary to 
establish that student learning materials, examination materials, and occupational 
materials are of equivalent readability levels. Before the readability levels of 
credentialing examination items can be considered, however, a process designed to 
accommodate the multiple-choice item format and occupational-specific language must 
be developed. Until a method is created that is capable of accommodating credentialing 
examination format and content, the relationship between learning materials, examination 
items, and occupational material readability levels is a moot point. The first step in 
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investigating these relationships, therefore, is to design a process for measuring the 
readability of credentialing examination items. 
The goal of this investigation was to develop a set of procedures to establish 
readability, including an equation, that accommodates the multiple-choice item format 
and occupational-specific language related to credentialing examinations. The procedures 
and equation should be appropriate for learning materials, examination materials, and 
occupational materials. If successful, the new-model would offer a means for 
investigating and comparing readability levels of credentialing-related learning, 
examination, and occupational materials.  
Establishing equivalence in readability levels across the materials would offer 
credentialing programs additional evidence that respective examinee exam scores are 
valid representations of the constructs of interest. Specifically, equivalence in readability 
levels across the materials would suggest that unnecessary measurement error introduced 
via construct-irrelevance variance due to inappropriate readability levels of the 
examination items would not likely be a matter of concern. In contrast, determining that 
the readability levels of examination items are greater than the readability levels of either 
the learning or occupational materials would potentially inform a credentialing program’s 






The concept of readability and approaches to measuring it has received substantial 
attention throughout the 20th century. The following sections include discussions of 
readability. The first section includes a definition of readability and descriptions of its 
more popular uses. The methods used over the years to calibrate readability measures are 
described in the second section. The third section includes a history of readability 
research and formula development conducted by reading researchers as well as a 
description of a readability measure devised by measurement scholars. The last section 
includes an explanation of the need for a readability formula suitable for use with test 
items. 
What is Readability? Definitions and Popular Uses 
In this section, the concept of readability and readability formulas is introduced. First, 
readability and readability formulas are defined and examples are offered of readability 
scholars’ definitions of each. Second, an explanation is offered regarding the manner in 
which the results of readability formulas are reported. Third, the reading levels targeted 
by formulas are discussed. Finally, some of the specific uses for which readability 
formulas have been developed are outlined.  
Readability Defined 
Readability is a construct related to the comprehensibility of a given text. Definitions 
of readability vary slightly among scholars; but the gist of the definitions is the same. 
Readability generally refers to the reading difficulty level of a text. It is affected and 
determined by the elements that influence a reader’s comprehension (Dale & Chall, 
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1949). Readability formulas are mathematical equations designed to predict and quantify 
the reading ability required for a reader to understand a text (Felker, 1980; Stokes, 1978). 
The results enable the ranking of reading materials in order of difficulty (Fry, 2002).  
Reporting Readability Formula Results 
Readability formula results are reported as numerical indices. Some readability 
formula results are reported in terms of grade levels (e.g., Dale-Chall, 1948, 1995; FOG, 
1952; FORCAST, 1973; Fry, 1965; Harris-Jacobson, 1974; SMOG, 1969; Spache, 1953). 
Results from other formulas are represented as difficulty levels on a scale. For example, 
results from the Flesch Reading Ease formula (1948) are reported on a scale from 0 to 
100 with 100 representing the lowest level of reading difficulty. Results from the Lexile 
Framework are reported on a scale from 0 to 2,000, where higher Lexile values reflect 
higher levels of reading difficulty. 
Readability Formula Targets 
Different readability formulas were designed to estimate the readability of written 
materials for audiences at particular ability levels. For instance, the FOG formula 
(Gunning, 1952), FORCAST formula (Caylor, Stitch, Fox, & Ford, 1973), and the 
Army’s Automated Readability Index (ARI; Smith & Senter, 1967) were developed 
specifically for use with adult-level materials. The Dale-Chall formula (1948) and the 
Flesch Reading Ease formula (1948) were developed to identify appropriate levels of 
difficulty for readers from 4th-grade to adult. The Fry Readability Graph (1968) was 
initially designed for primary and secondary school materials but through extrapolation 
was later extended to include preprimary levels. The Spache (1953) and Harris-Jacobson 




Readability formulas are often designed for specific uses. The formulas are used to 
determine and help select reading materials of appropriate difficulty levels for students 
(e.g., Spache, 1953; Harris-Jacobson, 1974; Fry, 1968). They have also been developed 
to determine the readability of technical and training materials intended for adult 
readership. For instance, the Boeing Company contracted Jablonski to devise a 
readability formula to determine the readability of their maintenance manuals (Klare, 
1974-1975). After an extensive study of the reading demands of military occupational 
specialties, Caylor and Stitch (1973) developed the FORCAST formula for use with U.S. 
Army materials. Readability is also a concern for materials meant for the general adult 
population. DuBay (2004) reports that readability formulas have been cited in research 
related to: political literature, corporate annual reports, customer service manuals, 
drivers’ manuals, dental health information, palliative-care information, research consent 
forms, informed consent forms, online health information, lead-poison brochures, online 
privacy notices, environmental health information, and mental health information. 
Readability estimation is valuable to help ensure that readers are provided textual 
materials that correspond to their reading abilities. Without consideration of such 
alignment between text levels and reading ability, readers may not be able to comfortably 
read and understand the intended message of a given text. Therefore, congruence between 
reading materials and reader ability should be considered. 
Calibration Methods for Readability Formula Development 
Existing readability formulas were calibrated with the use of the McCall-Crabbs 
Standard Test Lesson in Reading (McCall & Crabbs, 1925, 1950, 1961) and the cloze 
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technique. The McCall-Crabbs criterion was used in the earlier years of readability 
research and has since been largely replaced by the cloze technique. These calibration 
methods are discussed in the following section along with an explanation as to why the 
cloze technique is now the calibration method of choice. 
McCall-Crabbs 
The following subsection includes as discussion of the first popular means by which 
readability formulas were calibrated, multiple-choice scores on the McCall-Crabbs 
Standard Test Lessons in Reading (McCall & Crabbs, 1925, 1950, 1961). First, the 
methods used to norm the passages are described. Second, the most popular formulas 
developed using these criteria are presented. Then an overview of how the McCall-
Crabbs Standard Test Lessons in Reading were used as a criterion for formula 
development is offered. Finally, the shortcomings of the McCall-Crabbs Standard Test 
Lessons in Reading for use as a criterion in readability formula development are 
addressed. 
Norming passages. 
Readability formulas are often developed using text passages of known difficulty. 
McCall-Crabbs Standard Test Lessons in Reading (McCall & Crabbs, 1925, 1950, 1961) 
offers grade-level scores against which numerous early readability formulas were 
measured. McCall and Crabbs originally designed their test lessons in 1925 and renormed 
them in 1950 and 1961 (DuBay, 2004; Felker, 1980; Klare, 1984).  
The initial 1925 grade-level assignments were created with the multiple-choice test 
results of 2,000 New York City school children on 376 text passages (Felker, 1980; 
Stevens, 1980). The test lessons were administered to grades three through six. Each text 
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passage was approximately 150 words and was followed by eight or ten multiple-choice 
questions. Grade-level equivalents for the passages were derived by the number of 
correct responses from students in a particular grade. For instance, two correct answers 
for a passage might result in that passage being given the grade level of 3.2 (second 
month of grade three); six correct responses might be equivalent to 6.4 (Felker, 1980). 
These normed text passages with grade-level assignments have been widely used to 
calibrate readability formulas. 
Until about 1960, most readability formulas were developed using the McCall-Crabbs 
Standard Test Lessons in Reading (McCall & Crabbs, 1925, 1950, 1961) as the criterion 
(Klare, 1984). Among those readability formulas are the Lorge formula (1939), Lorge 
formula revised (Tretiak, 1969), Dale-Chall formula (1948), Flesch reading ease formula 
(1948), Flesch reading ease formula revised (Powers, Sumner, & Kearl, 1958), Farr-
Jenkins-Patterson formula (1951), Danielson-Bryan formula (1963), FOG 
formula(Gunning, 1952) and SMOG grading formula (1969; DuBay: 2004; Klare, 1974-
1975; Olsen, 1986 ). McCall and Crabbs renormed the passages with new groups of 
children in 1950 and 1961 because of concern that the Standard Test Lessons in Reading 
results had become outdated and less useful (DuBay, 2004; Klare, 1974-1975, 1984; 
McCall & Crabbs, 1950, 1961). Several readability formulas that were originally 
calibrated based on the 1925 version were recalibrated based on the new criteria (e.g. 
Dale-Chall formula,1995; Farr-Jenkins-Patterson formula, 1958; Flesch reading ease 




Formula development using McCall-Crabbs as a criterion. 
Readability formula developers who used the McCall-Crabbs Standard Test Lessons 
in Reading (McCall & Crabbs, 1925, 1950, 1961) as their criterion constructed the 
formulas so that they predicted the average grade level of students who correctly 
answered a set percentage of multiple-choice questions for a passage. The set percentage 
of correct responses for the average grade levels varies by formula. The percentage-
correct criterion for grade-difficulty-level assignments based on the McCall-Crabbs 
Standard Test Lessons in Reading (McCall & Crabbs) for each of the formulas is: 50% 
with the Lorge formula (1939), Lorge formula revised (Tretiak, 1969), Dale-Chall 
formula (1948), and Flesch reading ease formula (1948; Powers, Sumner, & Kearl, 
1958); 75% with the Farr-Jenkins-Patterson formula (1951); 90% with the FOG formula 
(Gunning, 1952); and 100% with the SMOG grading formula (1969).  
Shortcomings of the McCall-Crabbs criterion. 
According to Klare (1974-1975, p. 66) the use of McCall-Crabbs Standard Test 
Lessons in Reading (McCall & Crabbs, 1925, 1950, 1961) was well-suited for readability 
formula calibration, “These lessons have been convenient statistically because there are a 
large number of reading passages, covering a wide range of difficulty, resting upon 
extensive testing, and providing detailed grading scores.” When Dale and Chall 
developed their first readability formula they touted the McCall-Crabbs Standard Test 
Lessons in Reading as the best criteria available but also acknowledge that it has “serious 
deficiencies” (Dale & Chall, 1948, p. 15).  
Critics have more specifically addressed the deficiencies to which Dale and Chall 
allude. McCall and Crabbs never published a guide or outline of how to use their 
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Standard Test Lessons in Reading for readability formula calibration because the 
instrument was not designed for such use (Stevens, 1980). Stevens corresponded with 
McCall about the use of the McCall-Crabbs Standard Test Lessons in Reading (McCall & 
Crabbs, 1925, 1950, 1961) as a criterion for readability formula development and 
reported that McCall stated: 
When, last year, I learned for the first time the number of readability formulas 
resting on my G [grade level] scores, I was vastly surprised….Probably all the 
formulas were defensible during the rude early days of scientific education. The 
formulas builders never approached me as you have done. (p. 414) 
According to Stevens—based upon her correspondence with McCall—the authors 
never intended the test lessons to be used for formula development or extensive testing. 
Instead, these lessons were meant for use as a practice exercise in reading (Stevens, 
1980). Crabbs and McCall (1925) offer a more specific description of their intended use 
of the standard test lessons for students (p.1-3):  
1) Teach them how to comprehend rapidly all kinds of materials 
2) Help them enjoy their reading lessons 
3) Make it easier for them to learn their other lessons 
4) Test and teach them at the same time 
5) Test them with a standard test 
6) Automatically indicate their proper grade classification in reading 
7) Teach them how to read carefully and accurately 
8) Teach them how to read for the main points, to judge the relative importance 
of the various ideas presented, to follow the sequence or thread of thought, to 
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reorganize material in order to answer questions that cut across this thread of 
thought 
9) Teach them how to read as rapidly as they can understand what they read and 
to regulate their speed according to the purpose for which the reading is being 
done 
10) Teach them how to skim 
11) Enable them to score their own or each other’s tests 
12) Motivate and improve their oral expression 
13) Provide them with opportunity for the practice of leadership 
14) Help prevent the dull pupils from becoming discouraged and the bright pupils 
from loafing 
15) Make it possible for them to appreciate more difficult literature, and literature 
of a wider range 
16) Increase their joy in literature by reserving the appreciation period primarily 
for appreciation 
17) Save their time.  
McCall’s response to Stevens’ inquiry and the description of intended uses of the 
standard test lessons described by Crabbs and McCall brings into question the validity 
and reliability of the passages for formula development. The use of these passages for 
readability formula development has also been criticized on the simple basis of their 
design. 
The McCall-Crabbs Standard Test Lessons in Reading (McCall & Crabbs, 1925, 
1950, 1961) consists of four booklets (A-D) each comprised of approximately 70 graded 
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passages each. Each passage is followed by a set of multiple-choice questions. The grade-
levels were assigned according to the number of correct responses by pupils of known 
reading achievement levels (Stevens, 1980). According to McCall and Crabbs’ intended 
design, the books (A-D) are ordered according to difficulty (A is least difficult or 
contains the easiest reading passages) as are the passages within each book. This is a 
necessary characteristic if the passages are to be used for readability formula criterion. 
Olsen (1986) tested this assumption with six readability formulas that were designed with 
the McCall-Crabbs Standard Test Lessons in Reading (McCall & Crabbs, 1925, 1950, 
1961) as the criterion: Flesch formula, Dale-Chall, FOG Index, SMOG index, Spache 
Index, and Wheeler-Smith. These formulas were applied to the first and last third of 
passages from each book. If the books and the passages within them were arranged 
according to difficulty, the results of formulas based upon them should have consistently 
indicated such. That was not the case. None of the formulas resulted in consistent within- 
or between-book progressions from least to most difficult. In addition, there were vast 
differences among some of the formula results for the reading selections (within and 
between books).  
If formulas that were designed based on the McCall-Crabbs Standard Test Lessons in 
Reading (McCall & Crabbs, 1925, 1950, 1961) do not yield results consistent with the 
test lessons original design, there may be reason for considerable concern about the 
validity and reliability of the McCall-Crabbs Standard Test Lessons in Reading for use as 
a calibration instrument. In fact, it is no longer widely used as a criterion for readability 
formulas but not because of the issues mentioned here. It was replaced by a newer, more 
convenient method, Taylor’s (1953) cloze technique (Klare, 1984). 
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The Cloze Technique  
The following subsection includes an introduction of the cloze technique: a method 
for calibrating readability formulas that largely replaced the multiple-choice method 
discussed previously. First, its original development and validation are discussed. Then, 
research and advances in the use of the method as a means of calibration for readability 
formulas are described. Finally, a list of formulas that have been calibrated or 
recalibrated based on the cloze technique is provided. 
In 1953, Taylor developed the cloze procedure for measuring the readability of text. 
The name “cloze” is a derivation of “closure”, which is a term used in Gestalt psychology 
to refer to people’s tendency to complete familiar patterns. Eventually this method 
largely replaced the use of the McCall-Crabbs Standard Test Lessons in Reading (McCall 
& Crabbs, 1925, 1950, 1961) for the calibration of readability formulas. 
Considering how the method works, the name reflects it well. The cloze procedure 
involves deleting words from a text passage using a random-number system or by 
counting out every nth (usually 5th) word. A blank of standard length is placed in the 
position of the deleted words. Participants are then presented with the modified text 
passages and asked to fill in the blanks using the surrounding contextual clues. Cloze 
totals for each passage are derived by simply counting the number of blank spaces that 
are filled with the correct words. Synonyms are not counted as correct and misspellings 
are not counted as errors. Passages for which participants receive high scores are 
considered more readable and passages for which they receive low scores are deemed 
less readable. The cloze procedure differs from sentence-completion tests in that 
development of sentence-completion tests involves the deletion of pre-evaluated words so 
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that a person’s knowledge of specific information can be assessed. The “cloze procedure 
deals with [a] contextually interrelated series of blanks, not isolated ones” (Taylor, 1953 
p. 417). In addition, cloze does not deal with meaning; instead, its sampling procedure is 
gauged toward identification of language patterns. 
Taylor (1953) was adamant that the cloze method is not a readability formula. It does 
not involve counting language elements that are thought to correlate with ease of 
comprehension. Although, he did claim that the procedure “measure[s] whatever effects 
elements actually may have on readability” (p.417). 
Taylor (1953) conducted two experiments to test the cloze procedure as a measure of 
readability. For experiment one, Taylor used 24 juniors and seniors enrolled in journalism 
courses at the University of Illinois. He compared participant cloze scores for passages 
from Flesch’s How to Test Readability (1951) to results from the Flesch formula (1948) 
and the Dale-Chall formulas (1948). The cloze procedure resulted in the same rankings of 
the passages as the readability formulas. In addition, analysis of variance results showed 
that cloze scores for each passage were significantly different from one another. Taylor 
concluded that the cloze procedure was measuring the same constructs as the readability 
formulas and showed sufficient power of discrimination. 
Taylor (1953) conducted a second experiment as a follow-up to the first experiment. 
In the second experiment, the “cloze procedure was ‘pitted’ against those standard 
formulas” (Taylor, 1953, p. 415) with 72 subjects from the same population as the first 
experiment. Taylor added the following passages, which were thought to be difficult for 
the readability formulas to appropriately gauge, to the second experiment: Caldwell’s 
Georgia Boy; Stein’s Geography and Plays; Joyce’s Finnegan’s Wake; Swift’s Gulliver’s 
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Travels; and Dickens’ Bleak House. Taylor believed that the Flesch and Dale-Chall 
formulas would inaccurately rank the passages taken from these texts. In a pilot study, six 
subjects were used to establish cloze predictions (median cloze scores). Scores from the 
second experiment for the cloze procedure, Flesch formula values, and Dale-Chall 
formula values were compared to these predicted cloze scores in terms of readability 
rankings. The cloze test rankings agreed perfectly with the predicted cloze test rankings 
obtained in the pilot study. The standard formulas agreed with one another relatively well 
with a rank correlation of .70 (p < .05). The results, however, did not significantly 
correlate with the predicted or experimental cloze test scores. In addition, analysis of 
variance between the experimental cloze scores showed that they were significantly 
different from one another. Taylor interpreted these results to substantiate those from the 
first experiment. In addition, he touted, “previous cloze results were more successful than 
those of the two standard formulas in predicting the ranks of future results for the 
population used” (p. 427). Although he wrote this as if it were quite an accomplishment, 
it seems fairly obvious that cloze procedure results would be expected to agree better 
with other cloze procedure results than those of other readability results. On the other 
hand, he points out that the cloze scores for prediction and those from the second 
experiment were derived from independent populations. With his two experiments, 
Taylor clearly illustrated that the cloze procedure is at least as accurate as the standard 
formulas in identifying or ranking the readability of text. 
The cloze procedure devised by Taylor (1953) offered a viable means of gauging the 
readability of texts. This was later substantiated by Coleman (1965) who was the first to 
use the cloze technique instead of multiple-choice tests to develop a readability formula. 
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He devised four formulas that yielded multiple correlations of .86, .89, .90, and .91 with 
cloze criterion scores (DuBay, 2004).  
A set of 36, 150-word passages calibrated for complexity by Miller and Coleman 
(1967) ended the need for participants in the development of readability formulas 
calibrated with the cloze technique. They enlisted 479 college students to complete cloze 
tests on the 36 passages, which ranged in difficulty from first-grade to difficult technical 
material. The majority of the prose passages were taken from McCall and Crabbs 
Standard Test Lessons in Reading (1925, 1950, 1961) and the Handbook of Experimental 
Psychology (Stevens, 1958).  
Miller and Coleman constructed and administered three types of cloze tests for the 36, 
150-word passages: Cloze Test I (CT I), Cloze Test II (CT II), and Cloze Test III (CT 
III). They constructed five versions of CT I. For each of the tests they deleted every fifth 
word. For the first version of CT I, they started with the first word, for the second version 
they started with the second word, and so forth. Each version of CT I included 30 
deletions. The authors created 150 versions of CT II. Each version had only a single word 
deleted. For CT III, Miller and Coleman deleted every word in the passage and required 
participants to guess each word. After participant attempted to guess the word, the correct 
word was revealed to them and they moved on to the next word. With this approach, the 
participants were exposed only to words preceding the blank for which they were 
guessing.  
 Twenty participants completed the five versions of CT I (four participants per 
version for each passage). There were a total of 600 responses for CT I. Miller and 
Coleman (1967) had 450 participants complete CT II (three participants per version for 
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each passage). This resulted in 16,200 responses or 450 guesses for each passage. The 
participants who took CT III worked over several days and completed the test for all 36 
passages. This resulted in 1,350 responses for each passage, for a total of 48,600 
participant responses.  
Miller and Coleman (1967) transformed the scores from each cloze test into 
percentage correct values. The mean percentage scores and standard deviations for each 
test averaged across the 36 passages were as follows: CT I: M = 54.6, SD = 14.5; CT II: 
M = 63.8, SD = 11.0; CT III: M = 33.7, SD = 7.6. They found that the three types of cloze 
tests resulted in similar rankings of the passages. The correlations between the results of 
the methods were as follows: CT I and CT II: r = .95; CT I and CT III: r = .87; CT II and 
CT III: r = .87.  
Miller and Coleman (1967) contended that the high degree of agreement among the 
three cloze test methods was evidence of stability. Miller and Coleman’s 36-passage 
readability scale, and the cloze technique in general, were later validated by Coleman and 
Miller (1968) and Aquino (1969). Subsequently, the passages became widely used for 
readability formula development (Klare, 1984). 
Bormuth (1967; 1968; 1969) did extensive research concerning the viability of cloze 
techniques for readability formula calibration. He offered a frame of reference for the 
interpretation of cloze scores by establishing cloze scores comparable to multiple-choice 
scores (1967, 1968, 1969). Bormuth used the multiple-choice standards put forth by 
Thorndike (1916): 75% correct on multiple-choice tests indicates that the tested passage 
is suitable for supervised (classroom) instruction; 90% correct score indicates that the 
passage is suitable for independent reading. These percentages had long been the 
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conventional guidelines used by educators and textbook authors but they were not based 
on scientific study (Bormuth, 1968; Dubay, 2004; Klare, 1966; Taylor, 1953). In fact, 
these criteria can be traced back to Thorndike (1917) who derived them from teacher 
opinions, who, in turn, adopted them based on oral tradition.  
Bormuth investigated how cloze and multiple-choice scores corresponded. His aim 
was to establish a frame of reference for interpreting cloze scores according to 
Thorndike’s (1916) multiple-choice test score guidelines. He conducted two studies to 
develop criterion scores for cloze tests that correspond with the criteria traditionally 
employed with multiple-choice comprehension tests (i.e., 75 and 90%). These studies 
were described in his 1969 work but were published individually in 1967 and 1968.  
In the first study aimed at establishing a comparable criterion score, Bormuth (1967) 
administered 50-item cloze and 31-item multiple-choice tests over the same nine 
passages to 100 4th- and 5th-grade students. Through inspection of scatter plots and 
computing correlations between the scores from the different tests, he determined that the 
scores (cloze and multiple-choice) were linearly related (r = .946). Bormuth pooled the 
multiple-choice and cloze scores of the 4th- and 5th-grade students to create one set of 
multiple-choice scores and one set of cloze scores. Through regression analysis of the 
two sets of scores, Bormuth established that 38% correct cloze score corresponded to 
75% correct multiple-choice score. When the multiple-choice scores were corrected for 
guessing, a 43% cloze score corresponded to a 67% multiple-choice score. A cloze score 
of 50% corresponded to 90% for multiple-choice (87% when corrected for guessing).  
In his 1968 study, Bormuth’s objective was to establish cloze criterion scores 
comparable to 75 and 90% completion test scores obtained in an oral reading test. He 
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used the four forms of the Gray Oral Reading Paragraphs, each of which consisted of 13 
paragraphs with unique difficulty levels. Bormuth’s participants were 120 4th-, 5th-, and 
6th-grade students (40 per grade level). Participants completed cloze readability tests over 
two of the paragraphs at each level of difficulty and then completed oral comprehension 
tests of the other two paragraphs immediately after orally reading those paragraphs. 
To establish comparable cloze criterion scores, Bormuth (1968) identified the most 
difficult levels upon which a participant was able to earn comprehension scores of 75% 
and 90%. The participant’s two cloze scores at the corresponding difficulty levels were 
averaged. The results were similar to those of Bormuth’s (1967) multiple-choice study: a 
43.69% cloze score corresponded to a 75% completion test score and a 57.16% cloze 
score corresponded to a 90% completion test score (corrected for guessing).  
Bormuth (1969) conducted a pilot project to demonstrate that it was possible to 
establish a rationally based criterion for minimum cloze performance that would 
correspond to a passage of suitable difficulty level. This was the first study of its kind in 
that it was the first attempt to establish empirically based criterion scores of any sort and 
deserves a thorough explanation. Therefore, it will be discussed in greater detail than 
Bormuth’s other cloze studies.  
Bormuth (1969) used 260 participants who were formed into matched reading ability 
pairs based on scores from a 52-item cloze readability test. The participants were of 
varying ability levels: 25 pairs from grade 3; 23 pairs from grade 5; 15 pairs from grade 
7; 28 pairs from grade 11; 24 pairs from junior college; and 15 pairs from graduate 
school. Two passages, A and B, were extracted from the same source as the 52-item cloze 
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test and then multiple-choice comprehension and cloze readability tests were constructed 
from each.  
To determine the difficulty of a passage for each pair of participants, one member 
completed a cloze readability test over that passage. Then, to establish the extent of 
information gain from reading the passage, the second member of each pair was given a 
multiple-choice test over the passage without reading it. At a one-week delay, the second 
member read the passage and immediately completed the same multiple-choice test.  
Bormuth (1969) established the amount of information gain by subtracting the second 
member’s first score from his/her second score on the multiple-choice test, both of which 
were corrected for guessing. The researcher then plotted the information gain scores for 
each pair against their cloze difficulty scores and regressed them using stepwise 
polynomial regression analysis to ascertain the relationship between cloze difficulty and 
information gain for the passage. This was done separately for each passage.  
For both passages, the first three powers of information scores accounted for 
significant amounts of variance: passage A multiple correlation = .69 and passage B 
multiple correlation = .62. The polynomial curves for each passage were compared and 
were not significantly different from one another. Therefore, Bormuth (1969) combined 
the data sets for each passage into a single data set to which an eighth degree polynomial 
regression fit. The use of a higher degree polynomial allowed Bormuth to see the holistic 
nature of the relationship as well as the error fluctuations in the data. This revealed that 
pairs who could correctly answer less than 25% of cloze items gained little information 
from the text. Pairs that who were able to correctly answer more than 25% of the cloze 
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items showed a sharp increase in information gain from the passage. The gain continued 
to increase until cloze scores reached 35 to 40%.  
Bormuth (1969) did not observe a ceiling effect. Only twelve of the 260 participants 
scored better than 90% on the second multiple-choice test. He attributes the leveling off 
of information gain to prior knowledge. Specifically, the first and second multiple-choice 
scores were significantly correlated (r = .42). When passages were particularly easy for 
participants, they earned high scores on the second administration but also performed 
fairly well on the first administration because of prior knowledge of the topic. This 
resulted in the appearance that they had gained less information from reading the passage 
than had students for whom the passage proved more difficult. 
Bormuth (1969) interpreted his findings to indicate that it was possible to create a 
rationally based criterion for judging appropriate difficulties of reading materials for 
students at particular ability levels. He specifically emphasized that two passages were 
employed and showed very similar curves. Bormuth construed this to imply that a fixed 
relationship existed between cloze readability and information gain. Based on his 
preliminary data, he estimated a cloze criterion score of 35%. He qualified this estimation 
with attention to a limitation: he did not account for the influence of passage difficulty on 
student affect. Bormuth explained, “It is desirable, of course, to provide students with 
materials from which they can gain information, but it is even more desirable to provide 
them with materials which they will study without any more duress than is ordinarily 
involved in instruction” (p. 50). Specifically, his concern was that when students are 
required to study materials that are too difficult for them, they may become frustrated or 
31 
 
inattentive. He, therefore, clarified that the 35% criterion indicated the most difficult 
materials from which a student was likely to benefit. 
In addition, Bormuth (1969) held that the 35% criteria should be considered with 
some apprehension because it is possible that the criterion may vary according to student 
reading ability, passage difficulty, individual student differences, or any sort of 
interaction of these variables. He contended that adopting a single criterion might be an 
over simplification of a complex matter. Bormuth made this supposition based on the 
work of Coleman and Miller (1968) and Kammann (1966). Coleman and Miller varied 
their passage difficulties and found some evidence that information gain may decrease at 
the extreme poles of passage difficulty. Kammann found that passage difficulty and 
student temperament affected student ratings of their interest in a passage. 
Bormuth (1969) also admitted some methodological or material-related limitations 
for the 35% criterion. He used two passages and held that the number of passages and the 
methods used to select the passages were not sufficient to generalize the results to all 
passages. In addition, the methods used to create the multiple-choice tests were not 
sufficient to account for potential systematic bias. The results, however, might have been 
different if different writers had created the test. Finally, Bormuth acknowledged that 
offering the same multiple-choice test twice might have biased the results of the second 
administration. Nevertheless, Bormuth (1969) explained that good reasons remained for 
using it. It was the only rationally based criterion available at the time. The same 
limitations of the 35% criterion exist for the more traditionally accepted 45 and 55% 
criteria. Therefore, for the final section in his investigation (the calculation of several 
readability formulas), Bormuth employed 35%, 45%, and 55% as his criteria.  
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A modification of the cloze procedure, the limited-cloze procedure, was developed 
and validated by Cunningham and Cunningham (1978). Their primary rationale for this 
modification was that classroom teachers either refused to use the technique at all or 
failed to properly follow cloze procedure scoring guidelines. Specifically, classroom 
teachers tended to be too lenient in their scoring by counting synonyms of deleted words 
as correct responses. In a limited-cloze procedure the deleted words are placed above the 
passage in random order. The students are told that the words should be used to fill in the 
deleted words in the passage. This alleviates any concern about the use of synonyms 
because the correct words are provided. Cunningham and Cunningham established the 
validity and reliability of the limited-cloze procedure with 163, 7th-grade students (study 
I) and 203 5th-grade students (study II). 
The cloze technique has been used as a criterion for the development of several 
readability formulas. In addition, it has been used to recalibrate several existing formulas 
that were previously calibrated based on the McCall-Crabbs Standard Test Lessons in 
Reading (McCall & Crabbs, 1925, 1950, 1961). Readability formulas devised with the 
cloze technique include: Coleman formulas (1965); Bormuth Mean Cloze formula 
(1969); a modification of the Bormuth formula: Degrees of Reading Power (College 
Entrance Examination Board, 1981); Coleman-Liau formula (1975); FORCAST formula 
(Caylor, Sticht, Fox, & Ford, 1973); Hull Formula for Technical Writing (1979); 
William, Siegel, Burkett, and Groff formula (1977); and Hull formula (1979; Dubay, 
2004). Popular formulas that were recalibrated using the cloze technique include the 
Flesch-Kincaid formula (Kincaid, Fishburne, Rogers, & Chissom, 1975) and the New 
Dale-Chall Readability Formula (Chall & Dale, 1995).  
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Some readability formula developers who turned to the cloze technique for 
calibration purposes have used previously calibrated passages (e.g., Chall & Dale, 1995; 
Coleman & Liau, 1975). Others have used their own passages and participants with the 
cloze technique (e.g., Caylor & Stitch, 1973; McLaughlin, 1969). In either case, the cloze 
technique is simpler, less costly, and introduces less measurement error than creating 
multiple-choice tests for passages to be administered to participants. In addition, the cloze 
technique likely offers a more accurate means of calibration than using the McCall-
Crabbs passages (McCall & Crabbs, 1925, 1950, 1961), which was not devised for 
readability formula calibration. 
Measuring Readability 
In this section, the readability research and formula development that occurred 
throughout the 20th century is discussed. The discussion begins with attention to the 
precursors to formal readability measurement. Readability research projects are then 
discussed in chronological order because, in most cases, they largely build upon one 
another. Deviations from chronological order occur in cases where readability formulas 
were revised over the years. In these instances, the original formula is presented followed 
by the revised versions. In the review of these research and readability formula 
development projects, discussions are offered regarding the information provided by the 
authors related to calibration methodologies, materials, and validation studies. 
In the Beginning 
Attempts to measure readability began as early as 900 C.E. when Talmudists counted 
words and individual ideas of the Torah scrolls. This was done to clarify unusual 
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meanings and to devise appropriate divisions of the Torah into approximately equal 
comprehension units for weekly readings (Lorge, 1944b). 
According to Lorge (1944b), word counts were further employed by scholars 
throughout the centuries in an effort to identify lists of words that people of specific 
populations should know. For example, Kaeding (1898), a German scholar, was one of 
the first to use word counts to establish basic vocabulary. His count was based on nearly 
eleven million words and was done to determine word frequency for a shorthand system. 
In 1902, Reverent J. Knowles created a 350-word basic vocabulary list for the blind that 
was comprised primarily of passages from the Bible. Eldridge created a much larger list 
in 1911. He created a six thousand common English word list from issues of the Buffalo 
Newspaper (Lorge, 1944b). 
Formal readability research began in the 1920s and stemmed from two main sources: 
studies of vocabulary control and studies of readability measurement (Chall, 1988). 
Studies of vocabulary control concentrated on vocabularies that would be most suitable 
for learning to read and were particularly focused on the frequency and difficulty of “new 
words” in textbooks. Readability measurement began with attention to the difficulty of 
content area textbooks. In the early years of readability measurement studies, scholars 
created procedures and instruments to discriminate between easier and more difficult 
texts and to rank them in terms of difficulty.  
An important contribution by Thorndike (1921), A Teacher’s world book, paved the 
way for objective measures of readability (Lorge, 1944b). Over ten years, Thorndike 
compiled a list of 10,000 words that was the first comprehensive listing of English words 
by frequency of use (DuBay, 2004). This provided an objective measure of word 
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difficulty (Chall, 1984) and laid the ground for most future readability research (DuBay, 
2004). A decade later, Thorndike (1932) extended his work with the publication of A 
Teacher’s world book of 20,000 words. Then, in 1944, Thorndike and Lorge (1944) 
added another ten thousand words in their publication, A Teacher’s world book of 30,000 
words. A variety of vocabulary word lists were subsequently created by several 
readability scholars (e.g., Dale, 1943; Leary, 1938; Spache, 1953). 
Contemporary Readability Measures 
Lively and Pressley (1923) used Thorndike’s (1921) word list to create the first 
readability formula (Chall, 1988; DuBay, 2004; Klare, 1984; Hewitt & Homan, 1991). 
Their work was stimulated by junior high science teachers’ concern that their textbooks 
were overly laden with technical jargon. Teachers complained that they spent the 
majority of their time explaining vocabulary, rather than teaching content (DuBay, 2004). 
Lively and Pressley examined three methods of measuring readability. For each 1,000 
word passage they counted: 1) the number of different words; and 2) the number of 
words not included in Thorndike’s (1921) 10,000-word list. After obtaining the word 
count totals, they identified the median for all passages sampled. They determined that 
the median index was the best indicator of readability level, where higher median index 
values indicated easier reading materials and lower values indicated more difficult 
reading materials. 
Gray and Leary. 
In 1935, Gray and Leary published a monumental study of readability that examined 
more style elements and relationships between them than any readability research that has 
been published since (DuBay, 2004). Gray and Leary’s focus was to determine what 
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makes books readable for adults with low levels of reading ability. The researchers began 
their investigation by surveying 100 experts and 100 library patrons about what makes a 
book readable. They divided the 289 answers into four categories: content, style, format, 
and organization. The researchers then cut the exhaustive list to 44 style variables they 
believed they could reliably count.  
Gray and Leary (1935) administered several reading comprehension tests to 
thousands of adults and found that of the 44 factors, 20 showed a significant relationship 
to the ability to answer comprehension questions. Through multiple regression, they 
identified five style factors that accounted for the greatest variance in reading difficulty: 
1) the number of different difficult words, 2) the percentage of different words, 3) the 
average sentence length in terms of words, 4) the number of prepositional phrases, and 5) 
the number of personal pronouns. These five variables had a correlation of .65 with 
reading difficulty. The first four variables were positively related to reading difficulty and 
the last variable (number of personal pronouns) was negatively related to reading 
difficulty. Gray and Leary’s use of style variables and multiple regression became the 
most common method of investigation for readability in further research. 
Lorge. 
Lorge (1939) created a readability formula that he later revised (1948) to correct an 
error made in the first version (Klare, 1974-1975). In his 1939 study, Lorge examined 
predictors employed by readability scholars. He examined the five factors used by Gray 
and Leary (1935) as well as weighted vocabulary scores based on Thorndike’s (1932) 
20,000-word list. Lorge (1939) also explored four factors used by Morris and Holversen 
(1938): 1) number of elemental words, 2) percentage of simple localisms, 3) percentage 
37 
 
of concrete word-labels, and 4) percentage of abstract words. Through multiple 
regression, Lorge identified three predictors that correlated .77 with his criterion: average 
sentence length in words (X1), number of prepositional phrases per 100 words (X2), and 
number of uncommon words (according to Dale’s list of 769 words; X3). This three-
factor prediction equation was combined with a constant to offer a grade-level estimate. 
In 1948, Lorge revised the formula by slightly altering the constant because he found 
that he had made a mistake in the constant used in 1939 (Lorge, 1948a). Lorge’s (1939) 
formula was as follows: grade placement = .07 X1+ .1301 X2+ .1073 X3+ 1.6126. His 
revised readability formula took the following form: grade placement = .06 X1+ .10 X2+ 
.10 X3+ 1.99.  
Flesch. 
Flesch (1943, 1948) was the next scholar to make a significant contribution to 
readability research with his attention to adult-level reading material. He published his 
first readability formula in 1943 and included three language elements: 1) average 
sentence length in words, 2) number of affixes, and 3) number of references to people. 
This formula was widely used and applied to newspaper publications, bulletins and 
leaflets for farmers, adult education materials, and children’s books. In 1948, Flesch 
reevaluated the formula based on an important shortcoming: Flesch’s (1943) formula was 
partly based on Lorge’s (1939) erroneous calculations and it sometimes yielded 
inconsistent results. For example, the formula showed that Reader’s Digest was more 
readable than The New Yorker magazine (Flesch, 1948). Flesch took issue with this 
because he contended that most educated readers found the Reader’s Digest boring and 
The New Yorker magazine much more readable. In addition, practical applications of the 
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formula led to misinterpretations because the element that was easier to estimate 
(sentence length) was overemphasized and the element that was more difficult to estimate 
(number of affixes) was underestimated. Furthermore, practitioners had difficulty using 
the scoring system. Flesch (1948), therefore, modified his formula. 
Flesch’s (1948) reanalysis involved four factors: 1) average sentence length in words, 
2) average word length in syllables, 3) average percentage of personal words, and 4) 
average percentage of personal sentences (e.g., quotes, questions, commands, requests, 
and other sentences directed to the reader). Analyses of these variables through multiple 
correlations and multiple regression led to the creation of two readability formulas: the 
reading ease formula and the human interest formula. The reading ease formula included 
the average sentence length (sl) and average word length (wl) elements and a constant: 
Reading Ease = 206.835 – (846) (wl) – (1.015) (sl). The human interest formula consisted 
of the average percentages of personal words (pw) and personal sentences (ps): Human 
Interest = (3.635) (pw) + .314 (ps). The results from formulas are interpreted on a 100-
point scale. Reading ease formula scores are interpreted as follows: 0 – 30 is very 
difficult; 30 – 50 is difficult; 50 – 60 is fairly difficult; 60 – 70 is standard; 70 – 80 is 
fairly easy; 80 – 90 is easy; and 90 – 100 is very easy. Human interest scores are 
interpreted as follows: 0 – 10 is dull; 10 – 20 is mildly interesting; 20 – 40 is interesting; 
40 – 60 is highly interesting; and 60 – 100 is dramatic. 
Flesch (1948) found that the reading ease formula showed a .70 correlation with the 
criterion (McCall-Crabbs Standard Test Lesson in Reading, 1926), which was only .04 
lower than the correlation of his earlier (1943) formula. Conversely, the human interest 
formula yielded a .43 correlation with the criterion. Flesch, therefore, admitted that the 
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human interest formula contributed little to readability research. On the other hand, he 
reminded the reader that the human interest formula included only two human interest 
variables and that the correlation coefficient exclusively reflected the extent to which 
human interest would make a passage easier for a reader to understand.  
Flesch (1948) tested the formulas with text passage samples similar to those that had 
been problematic for his 1943 formula. He applied the three formulas (i.e., the old 
formula, 1943; the reading ease formula, 1948; the human interest formula, 1948) to 
passages taken from The New Yorker and Reader’s Digest. As expected, the old formula 
and the reading ease formula rated Reader’s Digest as significantly more readable than 
The New Yorker. Conversely, the human interest formula rated The New Yorker as 
significantly more readable. 
In a sample application of the formulas, Flesch (1948) applied the three formulas to 
two pieces of text that discussed the same topic. Life magazine and The New Yorker had 
both published articles about the nerve-block method of anesthesia. Flesch explained that 
the Life magazine passage was very straightforward, complex, and lacked human interest. 
Conversely, “The New Yorker passage is [was] part of a personality profile, vivid, 
dramatic, using all the tricks of the trade to get the reader interested and keep him in 
suspense” (p. 231). As expected, all three formulas rated The New Yorker passage as 
significantly more readable than the Life magazine passage. 
Farr, Jenkins, and Patterson. 
Farr, Jenkins, and Patterson (1951) created a simplified version of Flesch’s reading 
ease formula (1948) to make it easier to use. They contended that syllable counts are 
difficult and may introduce error because analysts may make mistakes. According to the 
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authors, counts of one-syllable words are sufficient to replace counts of syllables per one 
hundred words. This would enable practitioners without knowledge of syllabification to 
more accurately and quickly use the formula. 
To test their hypothesis, Farr et al. (1951) extracted 360 one-hundred-word samples 
from 22 General Motors employee handbooks. They applied Flesch’s reading ease 
formula (1948) to the passages and counted the number of one-syllable words per 
passage. The authors then calculated correlations between: 1) the number of one-syllable 
words and the number of syllables per passage (r = -.91), 2) the number of syllables per 
100 words and Flesch’s formula (r = -.87), and 3) the number of one syllable words and 
Flesch’s formula (r = .76). The Flesch reading ease index is: reading ease = 206.835 – 
(846) (wl) – (1.015) (sl). Farr et al’s (1951) new reading ease index is: 1.5999 (number of 
one syllable words per 100 words) – 1.015 (sl) – 31.517.  
Farr et al. (1951) applied the old and new reading ease indices to the 360 sampled 
passages and found that mean reading scores were essentially the same, but the new 
formula had less variability than the old formula: old formula score mean = 48.3,          
SD. = 15.7; new formula score mean = 47, SD. = 14.2. Old and new formula scores for 
the 360 one-hundred-word samples were highly correlated (r = .93). Because Flesch 
(1948) fashioned his reading ease formula for use with whole books, Farr et al. took 
several passages from each manual, applied both formulas to the passages, and 
established average readability scores for each manual. The correlation between the old 
and new average reading ease scores for the 22 passages was .95. Farr et al. (1951) 
contended that the correlation would have been higher but there was restriction of range 
in difficulty for the passages. That is, the average difficulty levels in the manuals were 
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very similar. On the 100-point scale, the mean difficulties ranged from 36 (difficult) to 57 
(fairly difficult). According to Farr et al. (1951), had the reading ease averages ranged 
from very easy to very difficult, the correlation would have likely reached .99. Therefore, 
the authors held that their revised formula could be used more quickly, would require less 
knowledge of syllabification, and could be safely substituted for the old reading ease 
formula. 
Dale and Chall. 
During the same year that Flesch revised his original formula, Dale and Chall (1948) 
published the Dale-Chall readability formula. Their formula became one of the most 
widely used readability formulas in education (Klare, 1988). The popularity of this 
method was likely due to the validation studies of the Dale-Chall formula rendering more 
consistent results and higher reliabilities than any of the other formulas devised during 
this period (DuBay, 2004). The Dale-Chall formula was based on three hypotheses: 1) a 
larger word list (as compared to the Dale 796-word list) would offer an equal or better 
prediction of difficulty than counts of affixes; 2) counting personal references does not 
contribute much to predicting readability; and 3) a shorter, more efficient formula could 
be devised employing word and sentence structure factors. 
Like Lorge (1939) and Flesch (1943), Dale and Chall (1948) used sample passages 
from the McCall-Crabbs Standard Test Lessons in Reading (1926). Their criterion was 
the grade-level from a group of students who correctly answered half of the multiple-
choice questions. An important distinction between the Dale-Chall (1943) formula and 
the Lorge and Flesch formulas is Dale and Chall’s creation and use of their own list of 
three-thousand words. To create this list, the authors tested fourth-grade students’ reading 
42 
 
knowledge of approximately ten thousand words. The list was comprised of the most 
common words on Thorndike’s (1931) list of ten-thousand words and Buckingham and 
Dolch’s (1936) combined word list. Unlike the Thorndike list, which was based on 
frequency of appearance in printed material, the Dale list was a measure of familiarity. 
Dale and Chall (1948) counted the relative number of words in the 367 passages 
(books two and five) of the McCall-Crabbs Standard Test Lessons in Reading (1926) that 
were not on the Dale list of 3,000 words. They found that number of words not on the list 
correlated .6833 with the criterion (i.e., grade-level of a group of students who correctly 
answered half of the multiple-choice questions on the McCall-Crabbs Standard Test 
Lessons in Reading). Sentence length offered the next highest correlation, r = .4681, with 
the criterion. Dale and Chall tested several combinations of the following factors: average 
sentence length, words outside the 3,000-word list, affix counts, personal reference 
counts, and words outside the Dale 769-word list. They found that the combination of 
words not on the Dale 3,000-word list (vocabulary load factor, X1), average sentence 
length (sentence structure factor, X2), and three constants (.1579, .0496, and 3.6365) 
provided the best prediction of readability: Readability = (.1579) (X1) + (.0496) (X2) + 
3.6365. This combination of variables yielded a multiple correlation of .70 with the 
criterion.  
Dale and Chall (1948) tested their formula with passages other than the McCall-
Crabbs (1926). They compared the formula predictions to judgments made by 
experienced teachers and readability experts as well as readers’ comprehension scores. 
The formula predictions correlated .92 with judgments of readability experts and .90 with 
comprehension scores of children and adults for fifty-five passages of health-education 
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materials. For seventy-eight passages from current-events magazines, government 
pamphlets, and newspapers, the formula prediction correlated .90 with judgments of 
experienced social science teachers. Dale and Chall (p. 18) provided a table of estimated 
corrected grade levels for formula scores (see Table 1). 
After decades of monitoring use of the formula in research and practice, Chall and 
Dale revised their readability formula and published the new Dale-Chall readability 
formula in 1995. Although they contended that their original formula showed high levels 
of reliability and validity (Chall, 1955), they chose to make two revisions. First, they 
thought it was important to revise the formula based on a new set of criterion passages, 
an updated word list, and improved methods for measuring the word familiarity and 
sentence length factors. Second, they thought it was necessary to simplify essential 
computations and instructions. 
 
Table 1 
Dale-Chall (1948) corresponding grade levels for formula scores 
Formula Score Corrected Grade Levels 
4.9 and below 4 and below 
5.0 to 5.9 5-7 
6.0 to 6.9 7-8 
7.0 to 7.9 9-10 
8.0 to 8.9 11-12 
9.0 to 9.9 13-15 (college) 
10.0 and above 16 + (college graduate) 
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 To standardize their new formula, Chall and Dale (1995) used the cloze procedure on 
thirty-two passages from Bormuth (1971), thirty-six passages from Miller and Coleman 
(1967), eighty passages from MacGinitie and Tretiak (1971), and twelve passages from 
Caylor, et al., (1973). These passages ranged from third grade to college graduate reading 
levels. Chall and Dale retained their original syntactic variable, average sentence length. 
An updated word list was employed, The Living Word Vocabulary: A National 
Vocabulary Inventory (Dale & O’Rourke, 1981). Samples from reading material to be 
analyzed were shortened to exactly 100 words. Rules for counting headings were 
introduced. Through multiple correlations and multiple regression analyses, Chall and 
Dale created their new readability formula: Dale-Chall cloze = 64 – (.95) (number of 
unfamiliar words) – (.69) (average sentence length).  
The use of the new Dale-Chall readability formula (1995) does not require a 
practitioner to calculate the Dale-Chall cloze formula. Chall and Dale developed cloze 
and reading level tables that have the number of familiar words along the Y axis and 
number of sentences in the sample along the X axis. The practitioner follows the 
following steps for each 100-word sample: 1) count the number of complete sentences; 2) 
count the number of unfamiliar words; 3) obtain a cloze score, via the cloze table, with 
the counts of sentences and unfamiliar words; 4) obtain a reading level score, via the 
reading level table, with the counts of sentences and unfamiliar words. These steps are 
repeated for each passage and the cloze and reading levels are then averaged. 
The Dale-Chall cloze formula yields a cloze score that can be converted to reading 
level. Cloze scores indicate the percentage of deleted words in a passage that can be 
correctly identified by readers. Passages with higher cloze scores are estimated to be 
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more readable: passages with cloze scores above 57 are the easiest and those with scores 
below 15 are the most difficult. The authors contended that cloze scores may be 
preferable to reading levels in research settings because cloze scores offer a wider range 
and more precise measurement. Cloze scores might also be more useful in differentiating 
the difficulty levels of different texts and for use with adult-level reading material.  
Reading levels range from 1 (approximately 1st-grade) to 16 (college graduate level). 
Reading levels 1-4 correspond with their respective grades and levels, whereas 5 through 
16 depict ranges of reading levels (i.e., 5-6, 7-8, 9-10, 11-12, 13-15, and 16+). Chall and 
Dale (1995) provided a table for the conversion of cloze scores to reading levels and 
reading levels to a range of cloze scores. The correspondence of reading levels (RL) to 
cloze score ranges (CS) are included in Table 2. The authors provided an additional 
conversion table for obtaining exact cloze scores based on reading level. Chall and Dale 
explained that reading level values might be preferable to cloze scores when the intent is 
to match a reader’s ability to text difficulty. 
Although Chall and Dale (1995) designed their formula for use with several 100-word 
samples, they also offered a set of amended instructions for use with samples shorter than 
100 words. The number of sentences and number of unfamiliar words should be 
converted to percentages. This requires dividing the number of sentences by the number 
of words in the sample and dividing the number of unfamiliar words by the number of 
words in the sample, respectively. The tables for cloze and reading level scores should 
then be used in the same manner as with the regular formula. Chall and Dale’s attention 
to the matter of shorter selections of texts is helpful, but they did not test this amended 
version against any criteria. 
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Table 2  
Reading level to cloze score range correspondence for Chall and Dale’s formula (1995) 










16+ 15 and below 
 
Gunning. 
Gunning (1952) was one of the first researchers to address readability concerns in the 
workplace. After years of working as a readability consultant for large newspapers and 
magazines, he published, The Technique of Clear Writing (1952) in which he presented a 
readability formula for adults, the FOG Index (DuBay, 2004). This formula was widely 
used by several government agencies for their writing manuals (e.g., Army, Navy, Air 
Force, and the Department of Agriculture).  
Gunning (1952) considered the readability formulas developed prior to 1952 to be too 
complex and difficult for practical use. Therefore, he attempted to create a formula that 
was easy to use, would render reliable results, and would focus writers’ attention on 
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factors that cause readers the most difficulty. Gunning (1952) identified two factors that 
he thought contributed most to reading levels: average sentence length and number of 
hard words (more than two syllables).  
Like readability researchers before him, Gunning (1952) used passages from the 
McCall-Crabbs Standard Test Lessons in Reading (1926) to create his formula. His 
criterion for grade-level estimates was much more stringent than those of his 
predecessors: he identified the average sentence length and percentage of hard words in 
passages for which students from grade levels 6, 8, 10, and 12 correctly answered 90% of 
the comprehension questions. He used a regression equation to transform the variables 
into grade levels. Gunning’s equation is simpler than those of earlier readability formula 
authors: Grade level = .4 (average sentence length + percentage of hard words). Each 
complete thought in a sentence is treated as a separate sentence. Because Gunning’s 
(1952) criterion was so much higher than those of other readability researchers, his index 
tends to render readability estimates higher than those of other formulas (e.g., reading 
ease, 1948; Dale-Chall readability formula, 1948; DuBay, 2004). Validation studies for 
the FOG Index have never been published, but according to DuBay’s calculations, the 
FOG Index correlates .93 with the normed passages used by Chall, Bissex, Conard, and 
Harris-Sharples (1996). 
Spache. 
According to Spache (1953), the abundance of readability formulas was developed to 
address the difficulty levels of adult reading materials (e.g., Flesch, 1948 and Dale-Chall, 
1948). Therefore, Spache devised a formula intended for primary-grade (i.e., below grade 
4) materials. Following Dale-Chall’s (1948) lead, he employed average sentence length 
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and the Dale list of 769 words in his formula. He extracted 224 one-hundred-word 
sample passages from 152 books that were commonly used in grades one, two, and three. 
Spache assigned grade levels to these books according to their classroom use: 1.2, pre-
primer; 1.5, primer; 1.8, 1st-grade; 2.1, 2nd-grade; and 3.3, 3rd-grade.  
The multiple correlation for the combined variables of sentence length and percentage 
of hard words (not on the Dale 769 list) with predicted grade levels of books was .818. In 
particular, Spache found that sentence length (r = .751) was more closely related to 
difficulty in primary texts than was vocabulary load (r = .683). This is contrary to the 
findings of Lorge (1944), Flesch (1948), and Dale and Chall (1948), who established that 
vocabulary load was the most important factor in predicting readability. Spache 
reconciled this difference by explaining that primary materials are constructed differently 
than higher-level texts. Specifically, authors of primary-level books are more cautious 
about sentence length. Through multiple regression, Spache arrived at a formula to 
predict the readability of primary-level materials: grade level = .141 (average sentence 
length per 100 words) + .086 (percent of words outside the Dale “easy word” list of 769 
words) + .839.  
Powers, Sumner, and Kearl. 
In 1958, Powers, Sumner, and Kearl recalculated the Flesch reading ease formula 
(Flesch, 1948), the Dale-Chall readability formula (Dale & Chall, 1948), the Farr-
Jenkins-Patterson formula (Farr, Jenkins, & Patterson, 1951), and the FOG index 
(Gunning, 1952) with the revised McCall-Crabbs Standard Test Lessons in Reading 
(1950). Powers et al. thought that the formulas required recension because they were 
based on the outdated 1926 version of the McCall-Crabbs and the original formula 
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authors did not include a standard error figures. The authors measured the following 
variables in the 383 passages of the McCall-Crabbs (1950): 1) average grade score of 
pupils who correctly answered 50% of comprehension questions; 2) average number of 
words per sentence; 3) number of syllables per 100 words; 4) percentage of words in each 
passage not included in the Dale list of 3,000 words (1948); 5) percent of monosyllables 
(one-syllable words) per passage; and 6) percent of polysyllables (words with more than 
one syllable) per passage. Through regression analysis of the five measures and 
comparisons of scores from the four formulas applied to 113 samples of text from various 
sources, Powers et al. established revised versions of each formula. See Table 3 for 
original and recalculated formulas. 
 
Table 3 
Original and recalculated formulas (Powers et al.1958) 
Formulas Original Recalculated 
Flesch Reading Ease = 206.835 – (846) (wl) – (1.015) 
(syllables per 100 words) 
= -2.2029 + (.0778) (sl) + (.0455) 
(syllables per 100 words) 
Dale-Chall Readability = (.1579) (% non-Dale words) + 
(.0496) (sl) + 3.6365 
= 3.2672 + (.0596) (sl) + (.1155) 
(% non-Dale words) 
Farr-Jenkins-Patterson 
revised Reading Ease 
= 1.5999 (number of 
monosyllables) – 1.015 (sl) – 
31.517 
= 8.4335 + (.0923) (sl) – (.0648) 
(% monosyllables) 
Gunning FOG Index  
 
= .4 (sl + percentage of hard 
words) 
= 3.0680 + (.0877) (sl) + (.0984) 
(% polysyllables) 
Note. “wl” = word length; “sl” = average sentence length. 
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Powers et al. (1958) calculated coefficients of multiple determination to establish the 
variance in difficulty accounted for by the style variables included in each formula. They 
found that the recalculated Flesch formula accounted for 40% of variance in difficulty of 
the McCall-Crabbs tests (1951); the recalculated Dale-Chall formula accounted for 51%, 
and the recalculated Farr-Jenkins-Patterson and FOG formulas accounted for 34%. The 
error terms for the recalculated formulas are: Flesch, .85 grade levels; Dale-Chall, .77 
grade levels; Farr-Jenkins-Patterson and FOG, .90 grade levels. Conversions into grade-
level figures and inclusion of standard error practices (i.e., range plus or minus two 
standard errors) resulted in the following error ranges for the recalculated formulas: 
Flesch, 1.71 grade levels; Dale-Chall, 1.55 grade levels; and Farr-Jenkins-Patterson and 
FOG, 1.80 grade levels. These results indicated that the recalculated Dale-Chall formula 
provided the most accurate results. 
To appraise the practical utility of the recalculated Flesch and Dale-Chall formulas, 
Powers, et al. (1958) applied the original and recalculated formulas to 47 sample 
passages from a variety of sources. Both recalculated formulas generated lower difficulty 
scores than the original versions (Dale-Chall, .94 grades; Flesch, .85 grades). The authors 
then applied the four recalculated formulas to 113 sample passages from 15 magazines 
and compared. The average discrepancy between the recalculated Dale-Chall and 
recalculated Flesch was .54 grade levels, whereas a comparison between the original 
Dale-Chall and Flesch resulted in grade-level differences of .87. In addition, all four 
recalculated formulas showed better agreement with each other (deviations: Dale-Chall 
and Flesch, .54; Flesch and Gunning, .44; Dale-Chall and Gunning, .56; Flesch and F-J-P, 
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.50; Dale-Chall and F-J-P, .66; and Gunning and F-J-P, .54) than the original Dale-Chall 
and Flesch did with each other (.87).  
Coleman. 
Coleman (1965) was the first scholar to employ Taylor’s (1953) cloze procedure, 
instead of the traditional McCall-Crabbs Standard Test Lessons in Reading (1926, 1950) 
or judges’ rankings, to develop a readability formula (Dubay, 2004; Klare, 1974-1975). 
Coleman’s research project was sponsored by the National Sciences Foundation and the 
report is not available to the public. Therefore, secondary sources are cited in this section. 
Coleman devised four formulas that included: percentage of correct cloze completions 
(C%); number of one-syllable words per 100 words (w); number of sentences per 100 
words (s); number of pronouns per 100 words (p); and number of prepositions per 100 
words (prep; Dubay, 2004; Klare, 1974-1975). Coleman’s four readability formulas take 
the following form:  
 C% = 1.29w – 38.45 
 C% = 1.16w +1.48s – 37.95 
 C% = 1.07w + 1.18 + .76p – 34.02 
 C% = 1.04w + 1.06s +.56p -.36prep – 26.01 
Coleman (1965) found high multiple correlations among his formulas and cloze 
completion scores: .86, .89, .90, and .91, respectively (Dubay, 2004; Klare, 1974-1975). 
In a cross-validation study, Szalay (1965) confirmed Coleman’s findings with only 
marginally weaker multiple correlations: .83, .88, .87, and .89, respectively. Use of cloze 
scores clearly showed higher validation coefficients than the use of the McCall-Crabbs 
(1926, 1950) multiple-choice scores (DuBay, 2004; Klare, 1974-1975). Coleman’s study 
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marked a turning point in readability research. Readability scholars from that point on 
began to primarily employ cloze procedures in their research. 
Bormuth. 
During the 1960s, Bormuth published a series of studies that has been referred to as 
“the most extensive readability research to date” (Felker, 1980, p. 79). Bormuth’s 1966 
research was not conducted to develop a new readability formula; instead, his work 
focused on the viability of cloze techniques for readability formula calibration and the 
impact of additional predictor variables. Bormuth’s (1966) research revealed several 
findings concerning the utility and influence of additional variables on reading 
comprehension. 
Bormuth (1966) used 20 sample passages of 275 to 300 words from literature, 
history, geography, biology, and physical science instructional texts. He selected these 
passages to render a generally equal distribution of readability levels from 4.0 to 8.0 
grade levels, according to Dale-Chall’s readability formula (1948). Bormuth created five 
cloze tests with these passages by deleting every fifth word and starting at five different 
points. He administered the cloze tests to students from grades four to eight. 
Bormuth (1966, p. 124) contended that the cloze technique “solved the problem of 
validity” because its use allowed a more powerful and flexible means of measuring 
difficulty. His results specifically revealed findings related to the following: 1) linearity 
of regressions, 2) variable strength as a function of reading ability, 3) predictive 
difficulties of small language units, 4) validities of readability formulas, and 5) new 
linguistic variables. Each set of findings are briefly discussed below. 
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Bormuth’s (1966) conducted F tests of linearity and discovered that at the word level 
all existing correlations were curvilinear. He therefore contended that scholars should use 
quadratic equations to predict difficulty at that level. At the independent clause level, the 
Dale-Chall 3,000 word list significantly departed from linearity and several other factors 
approached significance (e.g., word frequency and word depth). Inspection of scatter 
plots led him to contend that curvilinearity was most notable at the extreme ends of the 
difficulty distribution. He asserted that the low power of F tests of linearity might have 
been responsible for the absence of significant results and proposed that more powerful 
methods of analysis should be employed in future investigations. Bormuth’s results were 
similar at the passage level. Although scatter plots suggested curvilinearity at the extreme 
ends of the difficulty distribution, none of the F tests of linearity reached significance. 
Once again, Bormuth implicated the insufficient power of the statistical tests for the 
failure to find significance. 
Using analysis of variance to investigate variable strength as a function of reading 
ability, Bormuth (1966) found that a linguistic variable offered equivalent predictions of 
difficulty for readers of different ability levels. He consequently concluded that a single 
readability formula could be reliably used for participants of varying reading abilities and 
that the formulas could be used at higher reading levels than previously thought. 
As part of his investigation of whether reliable predictions of readability could be 
made from small language units, Bormuth (1966) measured multiple correlations 
between small language units (i.e., individual words, independent clauses, and sentences) 
and comprehension difficulty. He found multiple correlations of .51 for individual words; 
.67 for independent clauses; and .68 for sentences. Once again, his inspection of scatter 
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plots revealed curvilinearity. According to standards used in the past, readability 
formulas with validity levels from .5 to .7 are useful. Bormuth thus asserted that the small 
language units he examined were of use but could be markedly improved by devising a 
method of addressing the curvilinear relationships at word, sentence, and prose levels. 
Bormuth (1966) also addressed whether the validity of readability formulas based 
solely on linguistic variables could be improved. He calculated two multiple regressions 
at the passage level of analysis that resulted in multiple correlations of .93 and .81. The 
new linguistic variables originated by Bormuth entered the equation at higher levels, 
nearly without exception, than linguistic variables employed in previous research. From 
these results, Bormuth concluded that readability formulas could be markedly improved 
by including new linguistic predictor variables. 
Finally, Bormuth (1966) addressed the question of whether the use of new types of 
linguistic variables could offer improvements in the accuracy and reliability of readability 
predictions. Bormuth’s investigation of 47 predictor variables resulted in an abundance of 
findings. Here, only the three findings he deemed most important are discussed (see 
Bormuth, 1966 for further details of the findings). First, although sentence length and 
complexity were highly correlated, each showed a significant relationship with difficulty. 
Second, difficulty was significantly correlated with part of speech variables. Third, a 
number of previously employed predictor variables were significantly improved with 
minor refinements. 
 In a more comprehensive investigation funded by the United States Department of 
Health, Education, and Welfare, Bormuth (1969) conducted a series of studies to gain 
information necessary to improve student comprehension of their instructional materials. 
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This series of studies concerned the analysis of linguistic variables, establishing cloze 
criterion scores comparable to traditional comprehension criterion scores, and to calculate 
readability prediction formulas. Bormuth used 2,600 4th- to 12th-grade students, their 
California 1963 Reading Achievement test scores, 330 100-word passages, and five cloze 
tests for each passage. He identified and determined the reliability of 164 variables 
related to vocabulary, syntactic structure, syntactic complexity, parts of speech, and 
anaphora and developed 24 readability formulas. Because the nature of syntactic 
structure, syntactic complexity, and anaphora variables is not readily apparent, 
explanations of these variables follow. 
According to Bormuth (1969), syntactic structure potentially influences 
comprehension. He explained that according to transformational theory, deeper structures 
underlie sentences and represent semantic interpretations of them. The underlying forms 
of the structures in a sentence must be identified before the sentence can be understood. 
He, therefore, included in this portion of the research a syntactic structure analysis, which 
consisted of “identifying the basic structures occurring in English sentences and then 
counting the number of transformations required to derive the surface structure from the 
assumed underlying structures….” (Bormuth, p. 11).  
Bormuth (1969) separately analyzed syntactic complexity variables because these 
variables correlate with passage difficulty. In addition, the complexity can be 
manipulated independent of types or numbers of structures in a sentence. His measures of 
syntactic complexity concerned the structural density of sentences (i.e., the proportion of 
structures per words, clauses, minimal punctuation units, and/or sentences); 
transformational complexity (i.e., density of the operations in a segment of prose 
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necessary to identify the underlying structure); structural complexity (i.e., the ratio of 
structures to words in a sentence); Yngve depth (i.e., a model used to predict 
reader/listener behavior and comprehension, see Yngve, 1960 for a complete 
description); and syntactic length variables (i.e., a measure of word length using letters, 
syllables, words, clauses, and minimal punctuation units). 
Anaphors are similar to pronouns in that they include a pro element and an 
antecedent. They typically enable authors to state a complex idea and offer a shorter 
version of that idea to which the author can subsequently refer as a sort of shorthand. For 
example, in the sentence, “The boy took the book and read it”, “it” refers to the book and 
is an anaphora. Bormuth (1969) analyzed frequency, density, and distance of anaphora 
variables. Frequency variables represent the proportion of occurrences of a particular type 
of anaphora to the total number of anaphora in a passage. Density variables are the 
proportion of anaphoras to the number of words in a passage. Anaphora distance 
concerns how many words occur between an anaphoric expression and its antecedent.  
In his analysis of linguistic variables, Bormuth (1969) assessed the correlations 
between each of the predictor variables and passage difficulty and factor analyzed the 
linguistic variables for passage difficulty. The purpose of Bormuth’s first step in the 
analysis was to identify a great number of linguistic variables that might be related to 
reading comprehension and determine which of them correlated significantly with 
passage difficulty. Ninety-five of the 164 linguistic variables related to vocabulary, 
structure portion, syntactic complexity, parts of speech, and anaphoras were significantly 
correlated with passage difficulty. Specifically, the numbers of significant correlations 
with passage difficulty were as follows: 8 of 8 vocabulary variables; 20 of 50 structure 
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portion variables; 34 of 38 syntactic complexity variables; 25 of 62 part of speech 
variables; and 8 of 11 anaphora variables. Bormuth explained that an even greater 
number of variables may have been significantly related to passage difficulty but the 
relationships were impossible to identify because of insufficient occurrences in the 
passages. 
Bormuth (1969) clarified that the significant correlations between the linguistic 
variables and passage difficulty should not be construed to indicate that all of the 
linguistic variables cause passage difficulty. Specifically, the part of speech and syntactic 
length variables, although related to difficulty, could not be directly manipulated and 
therefore could not be implicated as actual causes of difficulty. Syntactic structure and 
anaphora variables, however, were directly manipulable and, therefore, could be 
inculpated as causes of passage difficulty.  
Bormuth (1969) also factor analyzed the 95 linguistic variables that were significantly 
correlated with passage difficulty as well as two additional variables: ratio of lexical to 
structure words (WL/WS) and proportion of lexical words (WL/W). He defined lexical 
words as nouns, verbs, adjectives, and adverbs and structure words as pronouns, modal 
and auxiliary verbs, articles, and prepositions. Using principal component analysis with 
varimax rotation, Bormuth extracted 20 factors that accounted for 73.7% of variance. 
Two patterns of factor loadings emerged. First, almost all of the syntactic complexity 
variables loaded heavily on three factors with loadings ranging from .45 to .94. Three 
factors, therefore, explained the variance of 31 of the 34 syntactic complexity variables.  
Second, the remaining 17 factors characterized primarily “one type of syntactic 
structure and one or more part of speech categories or anaphora which usually 
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accompany that structure” (Bormuth, 1969, p. 34). According to Bormuth, this second 
pattern of factor loadings suggested that there was very little variance shared within the 
part of speech, syntactic structure, and anaphora variables when each was considered 
separately. Therefore, he subjected 29 part of speech variables, 19 structure variables, and 
8 anaphora variables to separate factor analyses using Joreskog’s maximum likelihood 
method with the probability of a solution’s fit set at .20. From the part of speech analysis 
(29 variables included), 12 factors emerged. Most of these factors had only one variable 
loading highly (e.g., .8 or .9) and any other variables that loaded on the factor had much 
lower loadings (e.g., .2 or .3). In addition, 13 of the 29 variables had unique variances of 
.7 or higher. Four factors surfaced in the analysis of the 19 structure variables and 14 of 
the 19 variables had unique variances of .7 or higher. Bormuth did not offer details of the 
anaphora factor analysis results but wrote that they were similar to those of structure 
variables. From the results of these factor analyses, Bormuth concluded that a simple 
structure does not likely underlie variables that are correlated with passage difficulty. 
These sets of factor analyses results led Bormuth to further question how many of the 
emerging factors were required to sufficiently account for the variance in passage 
difficulty. That is, it is possible that some factors might not be correlated with passage 
difficulty. Therefore, Bormuth (1969) calculated correlations between ten of the factor 
scores and passage difficulty (he did not indicate how or why he chose those ten factors). 
He first calculated factor scores for the ten factors and then regressed them, using 
stepwise, polynomial, multiple regression on passage difficulty. All ten factor scores 
were significantly correlated with passage difficulty, but none accounted for more than 
26% of the variance in difficulty alone. An orthogonal rotation was performed in the 
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initial factor extraction; therefore, the correlations between each factor score and passage 
difficulty should be regarded as a partial correlation. That is, it is the correlation between 
a factor score and passage difficulty after partialing out the effects of the other factors. 
From the results of the first phase of his investigation, Bormuth (1969) concluded that 
explaining the language comprehension process was a more complex endeavor than he 
had anticipated. Specifically, many more variables showed significant relationships with 
passage difficulty than he had predicted and many more variables might be uncovered in 
future research. Syntactic complexity appeared to affect comprehension and the effects 
were independent of syntactic structure effects. Syntactic complexity also revealed itself 
to be more complicated than Bormuth surmised. According to Bormuth, future measures 
of complexity should necessarily be devised to “take into account the possibility that 
comprehension involves the memory of structures which are not yet completed at a given 
point in the sentence as well as the anticipation of structures begun but not yet 
completed” (p. 41). Clause lengths used to measure syntactic length also showed 
differential effects. When syntactic length was measured in syllable units, the correlation 
with passage difficulty was higher than when the syntactic length was measured in letter 
or word units. Bormuth held that this offered evidence that words have a complexity 
similar to that of sentences. Because of the complexity of the first phase of his 
investigation, Bormuth indicated that when designing a readability formula, one must 
balance the need for face validity, practical utility, and predictive validity. 
Bormuth (1969) conducted another set of studies to develop a set of readability 
formulas for use with scientific materials, machine analyses, manual analysis by skilled 
users, and manual analysis by unskilled users. He intended these formulas to consider 
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difficulties of passages and individual words and sentences. He focused on individual 
words and sentences, as well as passages, because readability formula users had 
previously used readability formulas designed for passages to determine the readability of 
smaller units of text (e.g., sentences). According to Bormuth, the use of readability 
formulas designed to assess whole passages on smaller units of text led to erroneous 
conclusions. This inappropriate use likely introduced systematically biased estimates. 
Specifically, although average language counts tend to be normally distributed, most 
individual language unit counts are skewed and leptokurtic. Therefore, employing 
formulas based on the average measures is inappropriate.   
Bormuth used 330 100-word passages, five cloze tests for each passage, and 35%, 
45%, and 55% cloze criterion scores in his investigation. He first scaled the passages to 
assign grade-placement scores for the 35%, 45%, and 55% cloze criterion and to 
calculate and plot a general function (i.e., passage grade-placement formula). This 
general function produced passage grade-placement scores when any of the three 
criterion scores and a cloze mean (estimated by one of the formulas he created) was 
entered into the equations. He created readability formulas that estimated cloze means 
and formulas to estimate grade-placement scores for all three criterion scores because he 
was unsure which of the criterion scores (e.g., 35%, 45%, or 55%) was most appropriate. 
To assign grade-placement numbers to each of the passages, he first analyzed each 
passage independently by correlating students’ cloze percentage scores with their reading 
achievement scores. Bormuth (1969) employed a stepwise polynomial regression model 
because some of the regressions were curvilinear. Then he used the polynomial 
regression equation to determine predicted grade-placement scores that corresponded to 
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the cloze percentages, whereby he obtained grade-placement scores related to the 35%, 
45%, and 55% criterion scores for each passage.  
Bormuth (1969) then computed grade-placement formulas for each passage. This 
formula delivered the grade-placement for a passage given its cloze mean and the chosen 
cloze criterion. Three sets of scores were associated with each passage: cloze mean (M), 
criterion scores (C), and grade-placement scores (GP) that corresponded to each criterion 
score. He created the formulas by calculating stepwise multiple regressions: GP scores 
were the dependent variable and M and C scores and the powers of their cross-products 
were the independent variables.  
Bormuth (1969) found curvilinear relationships between cloze and reading 
achievement scores for most of the passage regressions (i.e., 303 of 330 passages). The 
35%, 45%, and 55% criterion grade-placement scores provided significant estimates of 
passage difficulty as shown by their intercorrelations, none of which were below .915. 
The passage grade-level placement formula fit the data well: r = .978, SE = .61 for grade-
placement scores calculated with the formula and the grade-placement scores calculated 
from the cloze and achievement test scores. The equation was: GPest = 4.275 + 12.881M 
– 34.934 M2 + 20.388 M3 + 26.194C – 2.046 C2 – 11.767 C3 – 44.285MC + 97.620(MC) 
2
 – 59.538(MC) 3. With this set of analyses, Bormuth satisfactorily established dependent 
variables for calculating readability equations for cloze criterion scores of 35%, 45%, and 
55%. 
Bormuth (1969) went on to calculate passage-level, sentence-level, and word-level 
readability formulas using stepwise multiple regression. Many of the linguistic variables 
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that Bormuth included showed curvilinear relationships with difficulty. Therefore, he 
included the linguistic variables and their squares, cubes, and first powers.  
Bormuth (1969) created four sets of passage-level formulas: 1) unrestricted, 2) short 
form of the unrestricted, 3) manual computation, and 4) machine computation. He 
calculated the first set (unrestricted) with only statistical restrictions for variables entering 
the equation. The other three sets of formulas (short form unrestricted, manual 
computation, and machine computation) were created for use by people with different 
levels of technical skills, available equipment, and materials. For each of the four sets of 
passage-level formulas, Bormuth created four separate formulas. One formula was for 
estimating cloze means for passages and the other three were to estimate the grade-
placement (GP) difficulty scores derived by scaling passages according to the 35%, 45%, 
and 55% criterion scores. Formula users could then use any of the latter three formulas to 
estimate readability based on their own choice of criterion. All four unrestricted formulas 
were linearly related to the difficulty levels of the passages upon which they were 
calculated. 
Bormuth (1969) created short forms of the unrestricted formulas because the 
unrestricted formulas were very long and included many variables (i.e., 19 variables for 
cloze mean, 20 variables for GP 35%, 18 variables for GP 45%, and 15 variables for GP 
55%). For practical use, shorter formulas were likely to introduce less error due to 
mistakes made by a practitioner. He selected 10 linguistic variables for inclusion in the 
short forms according to their correlations with difficulty, the number of unrestricted 
formulas they entered, and how frequently they occurred in the passages (where 
relevant). For the sentence-level formulas Bormuth (1969) excluded anaphora and 
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structure frequency variables used in the passage-level formulas because they were not 
appropriate for use at the sentence level. In addition, he collapsed some of the parts of 
speech variables to create a smaller number of categories because not all parts of speech 
occur with enough frequency at the sentence level. He collapsed 61 parts of speech into 
15 variables. 
Bormuth (1969) originally planned to create four sentence-level formulas: 
unrestricted, short form of the unrestricted, manual computation, and machine 
computation. The short form of the unrestricted formula was adequate for machine 
computation and the two formulas were moderately correlated (r = .645). In addition, 
Bormuth did not think it was appropriate to calculate formulas for estimation of sentence 
grade placement. That would have required each student to receive a score on each 
sentence and each of those scores would be based on a limited number of responses. 
Therefore, the results would not have been reliable. Consequently, Bormuth created a 
total of three formulas designed to estimate cloze mean: 1) unrestricted; 2) machine 
computation/unrestricted, short form; and 3) manual computation. 
Bormuth (1969) found that minimal punctuation unit formulas and sentence-level 
formulas were redundant. That is, the formulas created for minimal punctuation units 
were almost identical to the sentence-level formulas. Sentence-level formulas, on the 
other hand, had higher validity levels than minimal punctuation unit formulas. This was 
likely due to minimal punctuation units being comprised of fewer words than sentence-
level variables and therefore having lower reliabilities.  
It was necessary for Bormuth (1969) to create two types of word-level formulas. In 
the first type, he considered contexts of sentences, which required considering the 
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syntactic context of words, the syntactic functions of words, word positions within a 
sentence, and characteristics of words. With the second type of word-level formula, 
Bormuth addressed word difficulty without consideration to context. 
To create a word-level formula that addressed context, Bormuth (1969) collapsed all 
of the part of speech variables into two categories: structural and lexical words. Both 
formulas were moderately valid and showed correlations with difficulty of .532 for words 
with context and .522 for isolated words. 
According to Bormuth (1969) his passage-level formulas were significantly more 
accurate than the Dale-Chall (1948) formula, which had been previously regarded as the 
best predictor of difficulty. He asserted that his passage-level formulas still required 
improvement because the best formula accounted for 85% of variability in difficulty. He 
thought that the other 15% should be accounted for in future research. In addition, he 
contended that the formulas, regardless of their accuracy, lacked the validity necessary to 
ensure that the results were unquestionable. He wrote,  
For example, the machine computation formula seems to assert that passages 
containing short words which all appear on the Dale List of 3,000 Easy Words 
and which contain only short sentences not incorporating modal verbs will 
necessarily be easy to understand. Yet nearly any experienced writer can easily 
produce passages which fit all of these specifications yet which are extremely 
difficult to understand. (p. 72)  
Bormuth, therefore, contended that readability formulas, based on the assertion that short 




Bormuth (1969) warned that his sentence-level formulas should be used with great 
caution for two reasons. First, formula validity was not tested. Second, the sentences used 
to create the formulas were parts of larger passages and using the formulas to determine 
the readability of sentences in isolation would be done without empirical or logical 
support. In addition, Bormuth explained that sentence readability predictions should not 
be converted to grade-placement scores. The grade-placement-transformation formula 
was devised for use with passages and is therefore not suited for the transformation of 
sentence-level scores. He extended all of these sentence-level cautions to the word-level 
formulas. 
Fry. 
While serving a lectureship in Uganda, Edward Fry created a readability formula and 
corresponding readability graph to assist teachers and editors in helping people learn to 
read. The graph was intended to be used as a tool to assist in the selection of texts of 
appropriate difficulty levels. The original formula was published in a British Journal, 
Teacher Education (1963), which is unavailable to the public. In later research, Fry 
continued to improve his graph and described the simple method he used to devise it. 
Fry (1968) offered a simplistic explanation of how he created his uncomplicated 
graph. He explained that to design his Graph for Estimating Readability, he plotted the 
grade levels (according to publishers) of a number of books (he did not indicate how 
many), found clusters, and then smoothed the curve. He then adjusted grade levels 
according to the results of correlational studies. Unfortunately, in none of his writings did 
Fry offer more specific details about his design methodology. 
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The readability graph that Fry first published in 1963 and discussed in further detail 
in 1968, was designed to estimate the readability of grade 1 to grade 12 books. With 
“considerable trepidation” (Fry, 1977, p. 251), Fry later extended his graph to level 17 
through extrapolation based on the preexisting levels 10, 11, and 12. He extended the 
graph to include these higher levels in response to requests for a measure suitable for 
college-level materials. Because he had no data to assist in determining actual differences 
between level 13, 14, and 15, Fry cautioned that estimates at those levels should not be 
considered normed scores. Rather, they should only be used to determine relative 
difficulty between higher-level texts. He explained the determining college norms was 
especially problematic because texts at that level tend to be highly content specific and 
motivation levels might play a greater role at the college level. 
Fry’s (1963, 1968, 1977) readability graph includes two variables for the estimation 
of readability: average number of sentences per 100 words and average number of 
syllables per 100 words. Average sentence length offers an estimate of syntactic 
difficulty, while word length (measured by Fry with syllable counts) offers an estimate of 
vocabulary difficulty. The average number of syllables per 100 words is represented 
along the X-axis of the graph and ranges from 108 to 172. Average number of sentences 
per 100 words is represented along the Y-axis and ranges from 3.6 to 25.0. 
To estimate the readability level of a book using the graph, three passages of 100 
words are extracted from near the beginning, middle, and end of the book. The sentence 
and syllable variables are then measured for each passage and an average is determined 
for both variables. The corresponding values on the X and Y-axes are then located and 
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the point on the graph where the two converge signifies the estimated difficulty level of 
the book.  
Fry (1968) contended that his graph was accurate “probably within a grade level” (p. 
514) and explained that he viewed validation of readability formulas to be particularly 
difficult because there is no established standard to identify what constitutes difficulty for 
a specific grade level. He pointed out that publishers and educators have a general 
agreement about grade-level designations based on test data, but that even standardized 
test data differ in their designations. According to Fry, the most desirable alternative is to 
rank order texts based on comprehension test scores. This approach, however, is limited 
by the possibility of the texts themselves having differing difficulty levels, but 
nonetheless offers the most attractive alternative. 
Fry (1968) offered validity evidence through the results of a comparative 
investigation conducted by one of his graduate students, Kistulentz (1967). Kistulentz 
analyzed 10 tenth-grade English class books and constructed comprehension tests for 
those books. He calculated rank-order correlations between the results of the Fry graph, 
Dale-Chall formula, and Flesch formula (among others). The formulas correlated well 
with each other (Fry and Dale-Chall: r = .94; Fry and Flesch: r = .96; Dale-Chall and 
Flesch: r = .95; p < .01) and with the results of the comprehension tests (Fry, r = .93; 
Dale-Chall, r = .90; Flesch, r = .94; p < .01).  
The Dale-Chall formula tended to rank the books as moderately more difficult than 
the Fry graph. Fry (1968) originally surmised that this was because the Dale-Chall 
formula was devised 20 years prior to the Fry graph and that readers were less skilled at 
that time. Later, Fry (1977) reported that the reason for the more difficult ratings of those 
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books was that he had, in 1968, erroneously advised that proper nouns not be counted. 
When proper nouns were included in readability estimates using the Fry graph, the results 
corresponded more closely with results from the Dale-Chall formula.  
Fry (1968, 1977) admitted that his graph tended to result in slightly less accurate 
results than the Dale-Chall and Flesch formulas. Nevertheless, he contended that, 
regardless of the slight loss of accuracy, the Fry graph might still be preferable to the 
other formulas because of ease of use. He cited Klare (1974-1975) who wrote,  
Unless the user is interested in doing research, there is little to be gained from 
choosing a highly complex formula. A simple 2-variable formula should be 
sufficient, especially if one of the variables is a word or semantic variable and the 
other is a sentence or syntactic variable…If the count is to be made by hand, 
counting syllables in some fashion…is somewhat faster than using most word 
lists (p. 244).  
McLaughlin. 
McLaughlin (1969) published SMOG Grading—A New Readability Formula, in 
which he presented a readability formula that he contended was even simpler to use than 
Fry’s (1963, 1968) readability graph. He agreed with the readability scholars before him 
that semantic (word length) and syntactic (sentence length) variables held the most 
predictive power for readability estimations. Like Gunning (1952) and Flesh (1948), 
McLaughlin employed syllable counts to measure semantic difficulty.  
Although McLaughlin (1969) attended to the same variables in his approach to 
readability estimation, his view of the relationship between these variables, how they 
affected readability, the form that the formulas should take, and the methods that should 
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be used to measure the variables differed from scholars before him. Specifically, he held 
that semantic and syntactic variables were not isolated constructs and instead interacted 
with one another. McLaughlin wrote, “A slight difference in word or sentence length 
between two passages does not indicate the same degree of difference in difficulty for 
hard passages, as it does for easy passages” (p. 640). He, therefore, contended that the 
usual form of readability formulas (i.e., a + b (word length) + c (sentence length)) was 
inappropriate. McLaughlin thought that formulas would more appropriately take the 
following form: a + b (word length x sentence length). This type of formula was simpler 
than what had been previously used: it had one fewer constant.  
McLaughlin (1969) went further and devised a method to eliminate the need for 
multiplication of the semantic and syntactic variables. He explained that instead of 
measuring each variable and multiplying them by one another and then by a constant (b) 
and adding another constant (a), one could simply count out a fixed number of sentences 
and count the number of syllables within those sentences. He supported this idea by 
pointing out that an average number of syllables per word would increase as sentence 
length increased and as sentence length increased word length would increase. 
McLaughlin (1969) wrote:  
For any given average number of syllables per word, the count will increase if the 
sentence length is increased; likewise, for any given average number of words per 
sentence, the count will be greater if the word length is increased. (p. 641) 
In addition, McLaughlin (1969) proposed a simpler method to count syllables than 
had been used by scholars before him (e.g., Flesch, 1948). He devised a means of 
establishing the number of syllables in a passage without counting each one. Instead, he 
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counted the number of words comprised of more than three syllables (polysyllabic) in a 
passage, multiplied that number by three, and added 112. This offered a practical 
alternative to the time-consuming task of counting out each syllable in a passage.  
McLaughlin (1969) also contended that the constant b could be eliminated by 
selecting a specific number of sentences, instead of words, to be counted. Through trial 
and error he established that 30 sentences were appropriate. This was in contrast to the 
100-word samples that had been used by the majority of readability scholars in their 
readability estimations. With formulas that called for 100-word samples, several samples 
were necessary. Whereas McLaughlin’s 30-sentence sample was taken in three groups of 
10 consecutive sentences from different parts of a text and more than 600 words were 
typically included. This larger sample negated the necessity for several samples and, 
according to McLaughlin, increased the reliability of estimations. 
Returning to his newly devised method for syllable counts (i.e., counting the number 
of polysyllabic words in a passage, multiplying that value by three, and adding 112) 
McLaughlin (1969) recognized that the value obtained by his method needed to be 
converted into a number that would be meaningful for formula development. To that end, 
he used 390 passages from McCall-Crabbs Standard Test Lessons in Reading (1961) and 
their respective comprehension questions. Scholars before him had typically employed 
50% (e.g., Dale-Chall, 1948 & Powers et al., 1958) and 75% (e.g., Thorndike, 1916) 
correct responses from a respective grade level as indicators of adequate comprehension. 
McLaughlin elected to use “complete comprehension” (p. 642), or 100% comprehension 
scores, as an indicator of reading difficulty.  
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McLaughlin (1969) created four regression equations that related the polysyllabic 
word counts of each passage to the mean grade score of students who had successfully 
completed 100% of the corresponding comprehension questions. The first equation, g = 
6.2380 + 0.0785 p (p = polysyllabic word count), resulted in predictions that correlated 
with the criterion at r = .71. Regardless of the high correlation with the criterion, this 
equation was only suitable for predicting readability above the 6th-grade level and 
involved a multiplication operation that was more difficult than McLaughlin desired. The 
second equation, g = 4.1952 + 0.8475 √p, also involved a multiplication operation that 
was more complicated than what McLaughlin had in mind. The third equation, g = 
2.8795 + .9986 √p + 5, had a simpler multiplication operation but required more addition. 
McLaughlin, therefore, established a fourth equation that was a compromise between the 
second and third equations: g = 1.0430 (3 + √p) or g = 3.1291 + 1.0430 √p. For practical 
purposes, he simplified this equation to the following: g = 3 + √p. This was a far less 
complex than any formula that had been previously devised. 
McLaughlin (1969) was satisfied with the final regression equation for two reasons. 
First, the standard error of estimate was 1.5, which offered sound validity evidence. 
Second, it was so easy to use that it merely required about nine minutes to estimate the 
readability level of a 600-word passage. According to McLaughlin, this was considerably 
more efficient than the Dale-Chall formula, which he estimated took about the same time 
to estimate the readability level of a single 100-word passage. 
McLaughlin (1969) tested the predictive power of his polysyllabic word counts and 
the formula he devised that included them. In so doing, he had 64 university students read 
eight 1,000-word passages from periodicals and complete a free recall test of content in 
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each passage. Participant responses were rated for comprehension on a scale from 0 to 
10. He monitored, but did not control, reading time and adjusted comprehension scores 
accordingly. Specifically, because participants who took longer to read the passages 
tended to perform better on the recall task, McLaughlin divided participant 
comprehension scores by the time they took to read the corresponding passage. The 
results showed a perfect negative rank correlation between polysyllabic word counts and 
reading efficiency (i.e., comprehension score divided by time). The SMOG grade levels 
yielded from each passage also corresponded to reading efficiency. McLaughlin 
interpreted these results to indicate that the count of polysyllabic words in a fixed number 
of sentences offered an accurate index for the relative difficulty of texts and that his final 
formula offered acceptable results.  
Caylor et al. 
Caylor et al. (1973) were involved in research focused on determining literacy skill 
requirements for US Army occupations. As part of their work with the Army they 
developed the FORCAST readability formula to estimate the readability of materials used 
during training and job performance. The Army’s printed materials were different from 
any other materials for which readability formulas were previously created. Therefore, 
traditionally used readability formulas were not suitable. Caylor et al. explained that the 
other formulas were not suitable for two primary reasons: 1) the Army materials had a 
distinct style, format, and were laden with technical language and 2) most consumers of 
these materials were adult, male soldiers. 
To create the formula, the researchers selected 12, 150-word passages from reading 
materials used by Army personnel in preparation for qualifying examinations for seven 
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jobs. They analyzed the passages according to 15 structural properties, including number 
of sentences, words per sentence, one-syllable words, letters per sentence, and 
independent clauses. To appraise reader comprehension of the 12 passages, Caylor et al. 
(1973) assessed the reading comprehension of 200 men on the passages using the cloze 
technique. With the data from the cloze tests and previously determined reading levels of 
the 200 participants, the researchers scaled the 12 passages according to reading grade 
level (RGL). Specifically, they established the lowest RGL at the point where 50% of the 
participants scored the standard 35% correct or better criterion on the cloze test for each 
passage. 
The next phase of their research involved Caylor et al.’s (1973) development of a 
regression equation including the 15 structural properties to predict scaled RGLs for the 
passages. They analyzed the intercorrelations among the 15 individual and combined 
properties with the cloze results. With the results, the researchers determined that the 
number of one-syllable words per 150-word passage was as useful as any of the other, 
more difficult to apply, structure factors. The correlation between the number of one-
syllable words per 150-word passage and the RGLs that corresponded to the 35% 
criterion was .87. Through regression analysis, Caylor et al. created a preliminary 
equation/readability formula: RGL = 20.43 – (.11) (number of one-syllable words per 
150-word passage). The researchers were interested in developing a formula that was 
simple to use and, therefore, rounded 20.43 down to 20 and .11 to .10 and changed .10 to 
1/10. They contended that this modification resulted in a minor, justifiable loss of 




To illustrate the usefulness of the FORCAST formula, Caylor et al. (1973) applied it, 
the Dale-Chall readability formula, and the Flesch formula to the 12 passages. 
Correlations among the three formulas ranged from .92 to .97, which indicated that the 
formulas resulted in the similar rank orderings of the readability of the passages. The 
researchers also determined the correlations among the RGLs and the readability 
estimates for the passages derived from each of the formulas: Dale-Chall r = .93, Flesch r 
= .92, and FORCAST r = .87. The Dale-Chall and Flesch formulas overestimated the 
readability of the passages (as compared to the RGL) by 1.7 and 1.9 mean grade levels, 
respectively. The standard deviation of mean grade levels for the FORCAST formula was 
less than half the size of those corresponding to the Dale-Chall and Flesch formulas and 
.6 lower than that of the RGL. 
Because the first study was conducted with the passages upon which the FORCAST 
formula was calibrated, Caylor et al. (1973) conducted a cross-validation study with a 
new set of passages and participants (they did not indicate how many participants or the 
text materials from which they drew the passages). The correlations among the results 
from the three readability formulas ranged from .94 to .98. The correlations among the 
formulas and the RGLs were as follows: Dale-Chall r = .86, Flesch r = .78, and 
FORCAST r = .77. In this case, the three readability formulas underestimated the 
readability of the passages (as compared to the RGL) by approximately one grade level. 
The standard deviation of the mean grade levels for the FORCAST was less than half the 
size of those corresponding to the Dale-Chall and Flesch formulas and .2 smaller than 
that of the RGL. 
75 
 
The initial study, in which they assessed the texts upon which the FORCAST formula 
was calibrated, resulted in a .87 correlation between the FORCAST formula readability 
estimates and RGLs. In their cross-validation study they used a new set of materials and 
participants and the correlation between the FORCAST formula readability estimates and 
the RGLs decreased to .77. Caylor et al. (1973) were not discouraged by this decrease. 
Instead, they contended that the results of the cross-validation study confirmed the 
validity of using the formula with job-related reading materials and indicated that it 
would be useful for pairing the reading ability of Army personnel and the reading 
demands of training and job-related texts.  
Caylor et al. (1973) admitted that the FORCAST formula suffered from restriction of 
range. Specifically, if a text were comprised of all one-syllable words, the readability 
estimate would be grade 5. It was not possible for the formula to yield results at grade 
levels below grade 5. In addition, because the reading test that was used to calibrate the 
reading ability of the personnel was normed at an RGL of 12.9, this is the upper limit of 
readability estimates for the formula. Any estimates below 5.0 or above 12.9 would be 
derived through linear extrapolation. The researchers contended that the practical use of 
the FORCAST formula involves ordering texts according to difficulty level; therefore, 
the use of linear extrapolation should not be of concern. 
Coleman and Liau. 
 Coleman and Liau (1975) published a readability formula that was designed to be 
machine scored. The primary purpose of their research was to illustrate that the previous 
methods used for syllable counts were not accurate or efficient. They, therefore, argued 
that predictor variables that lent themselves well to machine scoring were in order. 
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Coleman and Liau included measures of sentence complexity (average number of words 
per sentence) and word complexity (average number of syllables per word) because these 
variables had been shown to account for 60% to 80% of the variance in most readability 
formulas and could be reliably identified by an optical scanner.  
To develop their prediction equation, Coleman and Liau (1975) used Miller and 
Coleman’s (1967) 36, 150-word passages and data from their three cloze tests. With 
Miller and Coleman’s data, Coleman and Liau computed equations with predictive 
variables of letters per 100 words (L) and sentences per 100 words (S). Their subsequent 
formula is: Estimated cloze % = 141.8401 - .214590L + 1.079812S. The multiple 
correlation for their equation and cloze percentage scores was .92. The authors explained 
that the high multiple correlation was not only due to the high predictive validity of the 
formula, but also to the large difficulty range of the passages (i.e., 1st-grade to very 
difficult prose).  
Coleman and Liau (1975) recognized that some people (e.g., educators) would find it 
easier and more useful to interpret readability scores in terms of grade levels instead of 
cloze percentage scores. Therefore, the authors also provided a formula for transforming 
cloze percentage scores to grade levels: Grade level = -27.4004 estimated cloze % + 
23.06395. According to Coleman and Liau, the correlation between cloze percentage 
scores and grade levels was -.88, hence little accuracy was lost in this useful 
transformation. 
Homan, Hewitt, and Linder. 
Not all texts lend themselves well to readability formulas, which generally require 
several 100-word passages for proper implementation (Allan, McGhee, & van Krieken, 
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2005; DuBay, 2004; Klare, 1984; Hewitt & Homan, 2004; Homan, Hewitt, & Linder, 
1994; Oakland & Lane, 2004). For instance, readability formulas may not yield valid 
results for materials such as multiple-choice test items or documents with long word lists 
(Allan, McGhee, & van Krieken, 2005; Hewitt & Homan, 1991, 2004; Homan et al.; 
1994). Hewitt and Homan (2004) and Homan et al. (1994), therefore, addressed the need 
for readability formulas for single sentences that occur in test items. 
After a decade of work devoted to creating a readability formula to identify the 
readability level of single-sentence test items Homan et al. (1994) tested their formula. 
The authors asserted that test takers who are presented with multiple-choice questions 
(stems) and options written at readability levels potentially beyond their reading 
comprehension abilities cannot be assumed to understand “what is being asked” (p. 350) 
or to comprehend the correct and incorrect responses. Incongruence between the 
readability of items and test-takers’ reading comprehension capacities could, therefore, 
influence item difficulty. Hence, Hewitt and Homan (2004) and Homan et al. (1994) 
contended that readability of multiple-choice items required consideration in test 
development.  
The Homan and Hewitt formula included three variables: 1) number of difficult 
words (WUNF), 2) word length (WLON), and 3) sentence complexity (WNUM). The 
number of difficult words was determined by familiarity with The Living Word 
Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981). Homan et al. 
(1994) considered a word familiar if it was familiar at the 4th-grade level for 80% of the 
students used to create the word list. All other words were considered unfamiliar. The 
second component in their formula, word length, was an indicator of vocabulary load. 
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Word length was established by counting how many words per sentence included more 
than six letters. The third component in their formula, sentence complexity, was 
determined by counting the average number of words per Hunt’s T-Unit, which is a 
measure of syntactic complexity that considers the number of clauses per sentence. 
Homan et al. (1994) used stepwise multiple regression with the three variables as 
predictors and readability level assigned to each sentence by their source as the criterion. 
The levels assigned by the sources were established through standardized norming 
procedures. The authors randomly selected 180 sentences from a 300-sentence sample. 
The authors did not report the source of this sample. The resulting formula was:  
Y = 1.76 + (.15 * WNUM) + (.69 * WUNF) – (.51 * WLON).  
The predictor variables were significantly related to the criterion variable (i.e., readability 
level of the 180 sentences): WUNF (unfamiliar words) R2= .383; WNUM (average words 
per T-Unit) R2= .460; and WLON (long words) R2= .496. The 120 sentences not initially 
randomly selected from the 300-sentence sample were used for cross validation. 
Homan et al’s (1994) study was devised to validate their readability formula, which 
they contended could be used to accurately identify the readability of single-sentence test 
items. To test their formula, the authors used 1,172 2nd-, 3rd-, 4th-, and 5th-grade social 
studies students. In order to be selected for participation, students were required to pass a 
test of relevant content knowledge (social studies) and be able to read at grade level. The 
results from 782 of these students were used in the analysis and the results from the other 
390 students were discarded because the students’ reading levels were below average or 




Homan et al. (1994) subjected each test item to the Homan and Hewitt readability 
formula. To do this, each option was combined with the stem and those combinations 
were considered separately with the formula. This resulted in four readability estimates 
(one per option) for each item. The average readability level for each item was designated 
as the mean readability level of four respective stem/option combinations. The four 
readability estimates were then averaged for each item to determine the average 
readability level of an item. 
Homan et al. (1994) created four multiple-choice social studies tests from 84 items 
that consisted of 12 items at each of 7 readability levels (grades 2-8). They further 
divided the subgroups of 12 items into groups of 3 items that covered specific concept 
areas: taxes, scarcity, interest, and budget. Each test consisted of 48 items that 
represented four readability levels: 12 items at the student’s grade level and twelve items 
from each of the three proceeding levels. Homan et al. balanced the items to ensure that 
items of a particular concept at higher and lower readability levels were of the same 
cognitive level. They determined that all of the items were at the knowledge or 
comprehension level. The authors divided the 2nd- and 3rd-grade tests into two 24-item 
tests (A and B) so that the tests could be given in two sittings because they were 
concerned about the ability of younger children to complete longer tests. 
The authors used a two-factor mixed model analysis of variance with grade level as 
the between-subject factor and readability level of items as the within-subject factor to 
analyze the data (class means) from the 782 students retained in the study. The results 
revealed a significant interaction between grade level and readability level (p < .0001). 
That is, as readability level of test items increased, mean class scores at grade levels 
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decreased. Scheffé post hoc comparisons showed significant differences (p < .05) 
between all possible combination of readability levels and class mean performance. 
Homan et al. (1994) interpreted the findings to suggest that the readability level at 
which an item is constructed directly affects student performance. That is, student 
performance is negatively affected by items being written at readability levels above 
which the students are operating. This lends support to the utility of the Homan and 
Hewitt formula as a readability measure for single-sentence test items. 
T-units. 
The Homan and Hewitt readability formula involves the division of passages into T-
units, instead of sentences, to measure syntactic complexity. Because the Homan and 
Hewitt readability formula was the first to incorporate the use of T-units, a mere 
description of how T-units are defined will likely not elucidate why the authors selected it 
as their unit of measure. Therefore, this section includes a discussion of research related 
to the use of the average T-unit length as an index of syntactic complexity. 
To determine syntactic, or sentence, complexity, Homan and Hewitt counted the 
average number of words per Hunt’s (1965) minimal terminal unit (T-unit). T-Units are a 
measure of complexity that considers the number of clauses per sentence. Hunt (1965) 
introduced the concept of the T-unit in 1965. He explained a T-unit as “a grammatically 
discrete unit intervening in size between the clause and what is punctuated as a sentence” 
and further defined a T-unit as “one main clause plus the subordinate clauses attached to 
or embedded within it” (p. 49). Because the ways in which clauses have been defined 
differ among linguistic researchers, it is important to note that in his investigation, Hunt 
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defined a clause as “a structure containing a subject (or coordinating subjects) and a finite 
verb phrase (or coordinating verb phrases)” (p. 40). 
Hunt (1965) conducted a quantitative study of grammatical structures and 
investigated developmental trends in the writings of 4th-, 8th-, and 12th-grade students. He 
collected 1,000-word, in-class writing samples from 54 average-intelligence 4th-, 8th-, and 
12th-grade students (nine boys and nine girls from each grade). During his investigation, 
he also compared the writings of these school children to those of adults with superior 
writing abilities (i.e., authors of Harper’s and Atlantic magazines) to identify how much 
and in what ways their writings differed. 
For each student, Hunt (1965) collected the following data from the 1,000-word texts: 
1) mean clause length (w/c), 2) mean T-unit length (w/T), 3) mean sentence length (w/s), 
4) ratio of mean number of clauses per T-Unit (c/T), and 5) ratio of mean number of T-
Units per punctuated sentence (T/s). Hunt’s calculations for these variables are included 
in Table 4. Hunt conducted a 2x3 factorial analysis of variance for each dependent 
variable listed above with sex and grade as the between subject variables. He then 
analyzed the variables with chi-square tests and calculated contingency coefficients for 
variables that were significant at the .05 level. He used the contingency coefficient 
technique to determine the best indicator of student grade level.  
Hunt (1965) found that all of the variables were statically significant for grade at a .05 
level or better (no adjustment for α per comparison was made). Contingency coefficients 
were significant for all of the variables except ratio of T-units per sentence. The 
contingency coefficients indicated that average length of T-units was the best indicator of 
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mature writing (.694), followed by average length of clauses (.616), ratio of clauses per 
T-unit (.496), and finally average length of sentences (.489). 
 
Table 4 
Hunt’s (1965) variables and calculations 
Variable Calculation 
Mean clause length (w/c) N of Ws in a S / N of Cs 
Mean T-unit length (w/T) N of Ws in a S / N of T-units 
Mean sentence length (w/s) N of Ws in a S 
Ratio of mean number of clauses per T-unit (c/T) N of Cs in a S / the N of T-units 
Ratio of mean number of T-Units per punctuated 
sentence (T/s) 
N of T-units in a S 
Note. N = Number; W = Words; S = Sentence; C = Clause 
 
Hunt further investigated T-unit lengths of the three grade levels and identified three 
groups of T-unit lengths: short (1-8 words), middle (8-20 words), and long (20 or more 
words). Students at all three grade levels wrote approximately the same number of middle 
length T-units; 4th-grade students wrote the most short T-units; and 12th-grade students 
wrote the most long T-units. Short T-units accounted for 43% of 4th-grade students’ 
writings; 21% of 8th-grade; and 10% of 12th-grade.  
Hunt determined that the use of short T-units was a good indicator of grade level with 
a chi-square of 52.87 and contingency coefficient of .70. In addition, the number of short 
T-units correlated with average T-unit length (r = .902) for all three grades. Therefore, he 
proposed that counts of short T-units could offer a more time-efficient means of 
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determining passage complexity or the maturity of the writer. For writings of older 
authors, he recommended increasing the cutoff for short T-units to 9 or 10 words. 
In the second phase of his study, Hunt (1965) extended his investigation of 
developmental trends in writing to include texts written by “superior adults”. He added to 
his study 1,000-word excerpts from articles in Harper’s and Atlantic magazines. He 
collected data for the same variables and extended the statistical analysis he used in the 
first phase of his investigation to include the new data from the magazines. Once again, 
he found that all of the variables were statically significant for grade at a .05 level or 
better. Contingency coefficients were significant for all of the variables except ratio of T-
units per sentence; but, with the inclusion of the magazine article excerpts, the 
contingency coefficients were different. The contingency coefficients indicated that 
average length of T-units (.73) and average length of clauses (.73) were the best 
indicators of mature writing, followed by average length of sentences (.64), and ratio of 
clauses per T-unit (.51).  
Hunt (1965) revisited the categorical groupings of T-units according to length with 
the extended data set. He determined that the same trend established with the school 
children continued with superior adults. Short T-units accounted for a scant 6% of 
superior adults’ writings, which means that they wrote 59% as many short T-units as the 
12th-grade students. In addition, compared to the 12th-grade students, the superior adults 
wrote 51% as many middle-length T-units and 169% as many long T-units. 
The result of the statistical analysis of the data that included the magazine article 
excerpts indicated that average length of T-units and average length of clauses were 
equally good indicators of mature writing. Hunt (1965) inspected the percentage 
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increases for each variable among grade 4, grade 8, grade 12, and superior adults. He 
found that the largest percentage increase from 12th-grade to superior adult was for 
average T-unit length (40%) and that increase was largely due to the increase in average 
clause length (36%), not an increase in the use of subordinate clauses. He further 
identified that, in terms of percentages, the increase in average clause length from 12th-
grade students to superior adults (36%) was greater than the increase from 4th-grade 
students to 12th-grade students (23%). On the other hand, the increase in average T-unit 
length from 12th-grade students to superior adults (40%) was equal to the increase from 
4th-grade students to 12th-grade students. Therefore, Hunt contended that, although 
average T-unit length and average clause length were equally good indicators of maturity 
or complexity of writings, average clause length revealed the most notable developmental 
difference in writing samples from 12th-grade students to superior adults. 
From the results of his preliminary study, Hunt (1965) concluded that clause-to-
sentence factors (i.e., T-unit and clause length) could be useful measures for matching 
appropriately difficult texts with readers. In addition, he contended that T-unit or clause 
length may be better indicators of syntactic complexity than sentence length in readability 
formulas. 
In 1970, Hunt conducted a follow-up investigation to his 1965 study that included 
school children, average adults, and superior adults. He collected data from 250 students 
from grades 4, 6, 8, 10, and 12 (50 students from each grade); 25 men who had graduated 
high school but had no college education and were employed as firefighters (mean age    
= 32, median age = 29); and 25 adults who had published articles in either Harper’s or 
Atlantic magazines. The school children were selected according to their scores on 
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standardized intelligence and achievement tests. Hunt’s objective was to represent an 
approximately normal distribution of academic/ability level for each grade (1970a). For 
each grade, 17 students were assigned to the high academic/ability level (ranges: I.Q.      
= 116.9 – 117.5; mean score percentiles = 82.6 – 83.6), 16 students were assigned to the 
middle level (ranges: I.Q. = 100 – 101.3; mean score percentiles = 48.1– 50.2), and 17 
students were assigned to the low level (ranges: I.Q. = 79.4 – 84.4; mean score 
percentiles = 16.8 – 18.4). 
Instead of taking samples of free writing, Hunt (1970a; 1970b) had each participant 
engage in a rewriting activity developed by O’Donnell (1967). Restricting the topic of the 
writing in this way enabled Hunt to control what they said without affecting how they 
said it (Hunt, 1970b). Therefore, he was able to control for differences in content and 
focus the investigation on differences in the output of the writers according to how they 
recomposed the original text. The original text (O’Donnell) was a 32-word discourse 
about the manufacturing of aluminum. The sentences were as short as possible and 
contained only single clauses. Participants were asked to write the passage in a “better 
way” without deleting any information (Hunt, 1970b). 
Hunt (1970a; 1970b) collected data for the same variables he used in his 1965 study: 
1) mean clause length (w/c), 2) mean T-unit length (w/T), 3) mean sentence length (w/s), 
4) ratio of mean number of clauses per T-Unit (c/T), and 5) ratio of mean number of T-
Units per punctuated sentence (T/s). For the school children’s writings, he conducted five 
3x5 factorial analyses of variance with academic/ability level and grade as the between 
subject variables. Hunt (1970a) used Newman-Keul’s post hoc test to follow-up 
statistically significant grade-level differences.  
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The following variables were statistically significant at p < .01: 1) mean clause length 
(w/c) for grade and academic/ability; 2) mean T-unit length (w/T) for grade and 
academic/ability; 3) mean sentence length (w/s) for grade; 4) ratio of mean number of 
clauses per T-Unit (c/T) grade, and academic/ability; 5) ratio of mean number of T-Units 
per punctuated sentence (T/s) for grade. The following variables were statistically 
significant at p < .05: 1) ratio of mean number of clauses per T-Unit (c/T) for grade by 
academic/ability interaction and 2) ratio of mean number of T-Units per punctuated 
sentence (T/s) for grade by academic/ability interaction and academic/ability. These 
findings should be interpreted with caution because Hunt (1970a, 1970b) may have had 
an inflated type I error rate. He did not report conducting correlations between any of the 
dependent variables prior to his analysis of variance and did not adjust his alpha levels 
for multiple comparisons.  
Average length of T-units and average length of clauses showed to be the best 
indicators of mature or complex writing in Hunt’s (1965) study. Sentence length in this 
study (Hunt, 1970a; 1970b) showed an irregular pattern from grade to grade. Hunt 
(1970a; 1970b) did not clearly indicate the results of his follow-up tests for every 
variable. Therefore, only the results for average length of T-units, average length of 
clauses, and average length of sentences are discussed in detail here. 
Sentence length was significant for grade level at the .01 level, but the variable did 
not show an even correspondence from grade to grade. For instance, overall (combining 
all ability groups) mean sentence lengths were greater for grades 8, 10, and 12 than they 
were for grades 4 and 6, but grade 8 means were higher than grade 10 means and grade 4 
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means were greater than grade 6 means. Therefore, Hunt (1970a; 1970b) contends that 
sentence length is an unreliable indicator of grade level or mature writing. 
Average T-unit length or average number of words per T-unit increased across all 
grade levels. In addition, the only academic/ability level interval that did not show an 
increase was between low and middle academic/ability level 4th graders. That is, average 
T-unit length for low and middle academic/ability level 4th graders were nearly identical. 
Considering the steady increase of T-units and the irregular increase of sentence length, 
Hunt (1970a) contended that average T-unit length was a better indicator of syntactic 
maturity or complexity than average sentence length. 
Average clause length or average words per clause increased across all grade and 
academic/ability levels. Wilcoxon rank sum tests showed that the differences between 
high and low academic/ability level groups were statistically significant at the .05 level 
for every grade. Newman-Keuls post hoc tests indicated that the differences between 
each grade were statistically significant. Hunt, therefore, contended that with the use of a 
rewriting instrument, average clause length was an “extremely sensitive measure of some 
factor which is closely related to chronological age and mental ability” (1970a, p. 18). 
To determine whether the trends he established with school children continued with 
superior adults, Hunt (1970a, 1970b) had 25 writers from Harper’s and Atlantic 
magazines complete the same rewriting task. He analyzed their writings according to the 
same variables. Through inspection of means, Hunt found that the superior writers carried 




The firefighters’ writing also progressed in the same direction as the school children’s 
writings. The 25 firefighters’ average clause lengths and T-unit lengths were higher than 
the average 12th grader, but not significantly so. Conversely, according to the results of 
Wilcoxon rank sum tests (p < .01), the firefighters scored statistically significantly lower 
(p < .01) than the superior adults on the same two variables. 
Hunt (1970a; 1970b) concluded that with his instrumentation, of the five variables 
considered, average clause length was the best indicator of chronological age and 
academic/ability level. He pointed out that it was sensitive enough to make statistically 
significant distinctions between each grade level and between high and low 
academic/ability levels.  
Since Hunt’s (1965, 1970a; 1970b) studies, T-units have been applied in a variety of 
research endeavors. For instance, linguistic researchers have used T-unit length as a 
measure of syntactic complexity (e.g., Baines, 1975; Golub, 1974; O’Donnell, 1975) and 
writing proficiency and growth for students for whom English is a second language (e.g., 
Ho-Peng, 1983;) as well as native English-speaking populations (e.g., Maimon & Nodine, 
1978). Researchers have also used T-units as division points for the analysis of 
abstractness of a text (e.g., Dilworth, 1978; Freedman, 1980). 
Lexiles. 
The previous section included a discussion of several readability formulas developed 
by reading researchers throughout the 20th century. Measurement researchers have 
forged another line of readability research. The Lexile Framework is one of most well-
known and respected methods of assessing readability from a measurement perspective. 
The Lexile Framework, in its development and constituent parts, is significantly more 
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sophisticated than readability formulas devised by reading researchers. In essence, the 
Lexile Framework involves two primary elements: construct-specification equations and 
Rasch model calibrations. To explain the Lexile Framework and how it functions, a 
description of the background research that led to the validation of construct-specification 
equations as well as an explanation of the Rasch model will be helpful. Therefore, in the 
next sections Stenner and Smith’s (1982) and Stenner, Smith, and Burdick’s (1983) 
research regarding construct definitions/specifications is first outlined. This includes a 
brief overview of the Rasch model. Then how construct-specification and Rasch model 
calibration are used in conjunction to estimate readability within the Lexile Framework 
are outlined. In that discussion a full explanation is offered for: 1) the components 
assessed, 2) the calibration equation, 3) the Lexile scale, 4) research conducted to test the 
Lexile equation, 5) interpretation of Lexile measures, 6) methods used to forecast 
comprehension rates using the Lexile Framework, and 7) error rates for text measures, 
reader measures, comprehension forecasting, linking standards, and how the errors 
combine. Finally, a recent development in the Lexile Framework that addressed error 
introduced by construct misspecification is discussed. 
Construct specification. 
Stenner and Smith (1982) devised and tested the use of construct-specification 
equations as a means to assess the construct validity of psychological instruments. 
According to the researchers, the influence of item-score variation on construct validity 
deserved attention that it had not been given in previous research. Stenner and Smith 
wrote, “Until the developers of a psychological instrument can adequately explain 
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variation in item scores (i.e., difficulty), the understanding of what is being measured is 
unsatisfyingly primitive” (p. 415).  
According to Stenner and Smith (1982), construct theory testing had previously been 
largely approached with the study of between-person variation. With the exception of 
notable work done in cognitive psychology (e.g., Carroll, 1976; Pellegrino & Glaser, 
1982; Sternberg, 1977. 1980; and Whitely, 1981), relationships between item 
characteristics and item scores were grossly neglected. Stenner and Smith concluded that 
prominent test developers such as Thurstone, Binet, Terman, and Goodenough had 
neglected the item characteristic and item score relationship through “historical accident 
and tradition” (p. 452). 
Stenner and Smith (1982) discussed three advantages to analyzing item-score 
variation in the construct-validation process: 1) stating falsifiable theories; 2) higher 
generalizability of independent and dependent variables; and 3) enabling experimental 
manipulation. First, the authors explained that constructs measured by psychological 
instruments are generally given verbal descriptions. These verbal descriptions are 
typically inadequate for precisely defining constructs and determining whether they are 
appropriately measured. These verbal descriptions do not lend themselves to scrutiny or 
refutation. However, a deductive theory that emphasizes item-score variation could be 
delineated in a construct-specification equation that could, in turn, be confirmed or 
falsified.  
Second, Stenner and Smith (1982) outlined that item scores tend to be more 
generalizable (i.e., reliable) than person scores. This is because when the person is 
measured the error term is divided by the number of items, whereas when the item is 
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measured the error term is divided by the number of people. Typically, psychometric 
studies involve a greater number of people than items; therefore, focusing measurement 
efforts on items rather than people reduces error.  
Third, Stenner and Smith (1982) contended that analyzing item-score variation in the 
construct-validation process offers the advantage of having items, rather than people, 
serve as subjects. This makes experimental manipulation possible. The researchers 
pointed out that items are “docile and pliable” (p. 452) subjects that can be manipulated 
and measured without informed consent.  
According to Stenner and Smith (1982), a particular instrument does not, in and of 
itself, operationally define the construct meant to be measured; instead, a corresponding 
construct-specification achieves that task. Therefore, their goal was to create and test the 
usefulness of a construct-specification equation. The researchers explained that such an 
equation, created through the regression of item scores on specified item characteristics, 
would represent a theory concerning the regularity with which a measurement 
instrument/procedure yielded consistent results. They contended that a construct-
specification equation would offer a theory regarding item-score variation and offer a 
means to confirm or falsify the theory. In addition, the equation would offer a vehicle to 
test alternate theories. A construct-specification equation would supply two sources of 
information critical to determining the degree of construct validity related to an 
instrument/procedure: 1) the amount of variance in item scores explained by the model 




The degree of fit between the measurement observations and construct-specification 
equation predictions would allow one to ascertain the degree of construct validity 
represented in score interpretation. Specifically, confidence in the validity of score 
interpretations would be increased if the construct-specification equation explained a 
suitable amount of variance in item scores. A high R2 would support the construct theory, 
while a low R2 would provoke doubt in the theory under investigation. 
As with any statistical analysis, residuals play an important role in Stenner and 
Smith’s (1982) construct-specification equation model. These item residuals offer 
information useful in evaluating items and modifying the specification equation. Small 
item residuals would indicate that item scores were suffering from little confounding or 
unwanted ancillary-variable-influence on item-score variability; whereas, large item 
residuals would suggest that unspecified variables were unacceptably contributing to 
item-score variability. Item residuals determined through the construct-specification 
equation can inform decisions about which items to retain or discard. In addition, the item 
residuals can inform construct theory modifications that would potentially improve the 
construct-specification equation. 
To illustrate the usefulness of construct-specification equations in providing an 
objective method of clarifying the elements that account for the complexity of an item 
set, Stenner and Smith (1982) analyzed data from the Knox Cube Test. The Knox Cube 
Test was designed to measure visual attention and short-term memory and requires 
participants to replicate an experimenter’s sequence of block tapping. Four blocks are 
affixed two-inches apart on a board. Participants are asked to repeat two to seven block 
taps that vary according to sequence. 
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Stenner and Smith (1982) outlined the causes for information loss from short-term 
memory: interference and time decay. Interference occurs when new information is 
introduced and old information is pushed out of short-term memory (lost). Time decay 
refers to the idea that the longer a piece of information inactively resides in the short-term 
memory system, the more likely that information will suffer from decay or be lost. 
Stenner and Smith attempted to identify item characteristics (i.e., sequence and number 
of taps) that significantly contributed to difficulty and converged on: 1) number of taps (2 
to 7); 2) number of reversals; and 3) distance covered. 
The researchers computed item scores for 101 subjects ages 3 to 16. They ordered the 
items from least to most difficult (determined by Rasch item difficulties) and then 
examined each item to determine if it differed from others according to the above 
described characteristics (i.e., number of taps; number of reversals; and distance). Stenner 
and Smith (1982) calculated zero-order correlations with the item difficulties and item 
characteristics to determine the extent to which the defined item characteristics accounted 
for item difficulty. The results indicated that as difficulty increased, the number of taps 
increased (r = .94), the number of reversals increased (r = .87), and the distance covered 
increased (r = .95). They also discovered multicolinearity among the item characteristics: 
number of taps and distance covered, r = .90; number taps and number of reversals,         
r = .82; and distance covered and number of reversals, r = .90. 
To generate and refine a construct-specification equation for the Knox Cube Test, 
Stenner and Smith (1982) conducted several regression analyses. Their first analysis 
involved hierarchical stepwise regression with the main effects for the hypothesized item 
characteristics entered into the equation first, followed by the three two-way interactions. 
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The main effects accounted for 93% of variance in item difficulty. The interactions did 
not significantly contribute to variance. They only explained an additional 3% of 
variance. In their second analysis, Stenner and Smith used stepwise regression, which 
revealed that distance covered and number of taps significantly contributed to item 
difficulty accounting for 93% of variance. Therefore, the researchers concluded that the 
construct-specification equation for the Knox Cube Test required inclusion of distance 
covered and number of taps; number of reversals did not make a significant contribution. 
Stenner and Smith’s (1982) regression analysis results offered statistical evidence that 
corroborated the hypothesized causes of information loss from short-term memory: 
interference and time decay. The distance-covered variable corresponds with 
interference, while number of taps corresponds with time decay. The researchers, 
therefore, interpreted the results to indicate that the construct-specification equation for 
the Knox Cube Test provided satisfactory evidence that the test was measuring what was 
intended. 
In a follow-up investigation, Stenner, Smith, and Burdick (1983) further discussed 
and illustrated the usefulness of construct-specification equations as a means of 
establishing construct validity and made the first step toward the development of a 
readability measure that was based on measurement theory. They held, as did Stenner and 
Smith (1982), that the equations would offer a test fit between theory and observations 
(i.e., model and data). That is, if a construct-specification equation were to account for 
significant variation in item scores, then validity of the instrument as an 
operationalization of the construct theory could be inferred. On the other hand, if a 
construct theory delineated in a construct-specification equation failed to account for 
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significant variation in item scores, then the operationalization of the construct theory for 
that instrument would be questionable. This would limit the applicability of the theory. 
Stenner, et al. (1983) explained that with their model it would be possible to define a 
construct with a specification equation; but, instruments are a compilation of items that 
are “bound by the equation” (p. 4). The researchers held that two tests can be assumed to 
measure the same construct if a fit can be established between a single specification 
equation and the respective observations of the test (i.e., scores). This would be case 
regardless of test names, presentation method, scoring procedures, scaling, or superficial 
appearances. In turn, tests that are purported to measure the same construct, might require 
different specification equations to explain significant variance in scores. 
To illustrate the usefulness of the construct theory definition, Stenner, et al. (1983) 
applied their model to a theory for receptive vocabulary, which applies to pictorial 
representations of primary level English noun, verb, adjective, and adverb meanings. The 
receptive vocabulary theory centers largely on the notion that word knowledge is gained 
through contextual exposure. That is, words that most frequently appear in written or 
spoken language are the most likely to be known by examinees and words that tend to be 
localized to particular domains and are not widely used across domains are more difficult 
and less likely to be known. When frequency and dispersion across domains are equal, 
difficulty can be predicted according to whether the words are concrete or abstract. 
Specifically, according to receptive vocabulary theory, difficulty of vocabulary items can 
be ascribed to three characteristics of stimulus words: 1) common logarithm of word 
frequency in samples of written material; 2) the likelihood of encountering a word across 
multiple domains; and 3) the type of word (i.e., concrete or abstract). Based on the 
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construct theory that Stenner, et al. described for receptive vocabulary, one would predict 
that vocabulary could be scaled from easy to difficult; a construct-specification equation 
including the above variables could predict the location of a word on the scale; and 
variables that represent language exposure would correlate with person scores. 
To test their construct theory for the receptive vocabulary theory, Stenner, et al. 
(1983) incorporated a modified Rasch model. Rasch is one of several probabilistic latent 
trait response models based on the logistic cumulative distribution. To establish trait 
level, examinee responses are not simply scored and summed. Instead, Rasch involves a 
search process in which, according to the characteristics of the items and how the 
characteristics likely influence behavior, the trait level that best explains examinees’ 
response patterns is identified. The use of Rasch requires the assumption that all items are 
equally discriminating and participant guessing is not significant. Item difficulty (bi) is 
the only nuisance parameter considered in the estimation of the parameter of interest: 
examinee trait level. Item difficulty is defined as the point on the ability scale at which an 
examinee at the same position on the continuum as the item has a 50% probability of 
answering the item correctly. The Rasch model represents examinee and item 
characteristics on the same scale; therefore, with its use the Lexile Framework positions 
reader ability and text readability on the same developmental scale (Stenner, Burdick, 
Sanford, & Burdick, 2006). For the Lexile Framework, the Rasch model was modified, 
whereby text difficulty was defined as the point on the reader ability scale at which an 
examinee at the same position on the continuum as the item would have a 75% 
probability of answering the comprehension item correctly. 
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Stenner, et al. (1983) used forms L and M of Dunn and Dunn’s (1981) Peabody 
Picture Vocabulary Test-Revised (PPVT-R) to illustrate their construct definition theory. 
The authors of the PPVT-R contend that the instrument measures receptive vocabulary 
for Standard English. Each item in the test includes four black and white illustrations. 
The test administrator speaks a word to an examinee and asks him/her to select the 
picture that best represents the meaning of that word. 
Stenner, et al.’s (1983) dependent variable was the Rasch item scale values for 350 
words from the PPVT-R and their predictor variables were word frequency, dispersion, 
and abstractness. They established word frequency and dispersion values with reference 
to Carroll, Davies, and Richman’s (1971) list of 5,088,721 words selected from 
schoolbooks used in 3rd- through 9th-grade. Carroll, et al.’s word list identifies how 
frequently each word appears in text according to category (e.g., mathematics, literature, 
art). Instead of using the log frequency of stimulus words from the list, Stenner, et al. 
used the log frequency of the “word family”. Word families include the stimulus words 
as well as their 1) plurals; 2) adverbial forms; 3) comparatives and superlatives; 4) verb 
forms; 5) past participles; and 6) adjective forms. Dispersion was a measure of 
distribution of word frequencies over 17 subject categories. The authors scored dispersion 
on a scale from 0 to 1.0, where lower values indicated that the frequency of a word 
tended to be concentrated in fewer subject categories. Abstractness was scored 
dichotomously by two independent raters: tangible objects were identified as concrete 
and words that denoted concepts were identified as abstract. 
Regression analysis results revealed that the construct-specification equation that 
Stenner, et al. (1983) created for form L of the PPVT-R explained 72% of variance in 
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item scale values. Frequency and dispersion were highly correlated (r = .848), indicating 
that higher frequency words tended to be more widely dispersed in subject content areas, 
whereas lower frequency words tended to be more concentrated in fewer subject content 
areas. Abstractness was moderately related to item scale values (r = .352) and was not 
related to frequency (r = -.033) or dispersion (r = -.081). The analysis results for the 
PPVT-R form M were very similar (R2= .712).  
Because the analyses of form L and M yielded nearly identical results, Stenner, et al. 
(1983) combined the data from the forms in an additional regression analysis. The 
regression analysis of the combined data yielded results similar to the individual form 
analyses: the construct-specification equation accounted for 71% of variance in item 
scale values. An additional benefit yielded by combining the data sets was a reduction in 
the standard error because the combined data set was twice the size of the individual data 
sets. 
Stenner, et al. (1983) examined 50 additional variables for inclusion in the 
specification equation to determine if variance explained could be improved. They 
increased the number of variables to 8, 10, and 12, and found only negligible 
improvements in variance explained. This offered further support that they had identified 
the most critical variables in their specification equation.  
Estimating readability under the Lexile Framework. 
The work of Stenner and Smith (1982) and Stenner, et al. (1983) offered the 
foundation for the Lexile scale. Stenner and Burdick (1997) outlined how the Lexile 
Framework was devised to use construct-specification and Rasch model calibration in 
conjunction to estimate readability. The Lexile Framework marries the one-parameter 
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Rasch model and a readability formula (Stenner, Burdick, Sanford, Burdick, 2006). In 
their discussion, Stenner and Burdick (1997) explained: 1) the components assessed, 2) 
the calibration equation, 3) the Lexile scale, 4) research conducted to test the Lexile 
equation, 5) interpretation of Lexile measures, 6) methods used to forecast 
comprehension rates using the Lexile Framework, and 7) error rates for text measures, 
reader measures, comprehension forecasting, linking standards, and how the errors 
combine. The following section includes a brief overview of these Lexile Framework 
characteristics. 
Components of the Lexile framework. 
Stenner and Burdick (1997) explained that the Lexile Framework components were, 
in part, based on previous work of readability scholars (e.g., Chall, 1988; Carroll, Davies, 
& Richmond, 1971; Klare, 1963) as well as the work of measurement scholars (i.e., 
Stenner, Smith, & Burdick, 1983). According to the Lexile Theory, readability is 
influenced by the familiarity of semantic units and the complexity of syntactic structures. 
The Lexile Framework, therefore, incorporates semantic and syntactic measures: 1) word 
frequency and 2) sentence length, respectively.  
To determine the best measure of word frequency, Stenner and Burdick (1997) used 
Carroll et al.’s (1971) word list (5,088,721 words). They calculated the mean word 
frequency of 66 of the reading comprehension test passages from Dunn and Markwardt’s 
(1970) Peabody Individual Achievement Test. Through correlations between algebraic 
transformations of means and rank orders of items according to difficulty, they 
determined that log word frequency served as the best predictor for word frequency. 
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Therefore, log word frequency serves as the semantic component (word frequency) in the 
Lexile Framework. 
To identify the best predictor of syntactic complexity, Stenner and Burdick (1997), 
once again, used 66 reading comprehension test passages from the Peabody Individual 
Achievement Test (Dunnand & Markwardt, 1970). They conducted algebraic 
transformations of the mean sentence lengths and correlated them with item rank order 
(according to item difficulty). Through their analysis they concluded that the best 
predictor of syntactic complexity (word length) was the log of the mean sentence length. 
Therefore, the log of the mean sentence length serves as the syntactic component in the 
Lexile Framework. 
Calibration equation. 
Stenner and Burdick (1997) then created a provisional (calibration) regression 
equation with the log of word frequency (semantic component) and the log of mean 
sentence length (syntactic component). They regressed data from the Peabody Individual 
Achievement Test (Dunnand & Markwardt, 1970) using the provisional regression 
equation and found that 85% of variance in the rank order of test items (according to 
difficulty) was accounted for by the semantic and syntactic component variables. 
Stenner and Burdick (1997) then used the provisional regression equation to assign 
theoretical difficulties to 400 pilot test items. They then ordered the items according to 
difficulty and administered them to 3,000 students at grade levels two through twelve. 
The researchers used Rasch analysis to identify misfitting items, which they discarded. 
They then established observed logit difficulties for the remaining 262 items using Rasch 
analysis. Stenner and Burdick (1997) used the observed logit difficulties of the remaining 
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262 items to determine the final regression equation. They regressed word frequency and 
sentence length components on the observed logit difficulties and found a .97 adjusted 
correlation between the observed logit difficulties and the theoretical calibrations. The 
resulting equation was: Theoretical Logit = (9.82247 x LMSL) – (2.14634 x MLWF) – 
constant (LMSW = log of the mean sentence length; MLWF = mean of the log word 
frequencies). 
Lexile scale. 
In their description of the Lexile Scale, Stenner and Burdick (1997) explained that 
with the use of the MSCALE program for Rasch calibration, the mean item difficulty for 
a test is located at zero on the logit scale. If an item were moved to a test with a different 
mean item difficulty, the item would shift in its location on the logit scale, which violates 
general objectivity. General objectivity requires that a “scale value of a single object is 
independent of conditions” (Stenner & Burdick, p. 5). To meet general objectivity, scores 
earned on different tests must be tied to a common zero. Therefore, the researchers 
transformed the theoretical logit difficulties they obtained from the above equation. 
In a series of five steps, Stenner and Burdick (1997) established a scale with a fixed 
zero. First, they identified low and high anchor points. Text from seven basal primers 
(1st-grade reading level) served as the low point and text from the Electronic 
Encyclopedia (workplace level; Grailer, 1986) served as the high point. Second, the 
researchers used the above equation to establish logit difficulties of the low and high 
anchor texts. The mean logit difficulty for the low anchor text was -3.3 and +2.26 for the 
high anchor text. 
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Stenner and Burdick’s (1997) third step was to establish a unit size for the Lexile 
scale: 1/1000. A Lexile unit, or Lexile, equals 1/1000th of the difference between the 
readability of the low anchor and high anchor texts. Fourth, the researchers assigned a 
scale value to the lower anchor: 200. They elected not to use zero as the lower anchor to 
avoid negative Lexile values. 
Fifth, with the information assembled in steps one through four, Stenner and Burdick 
(1997) established a linear equation to convert logit difficulty values to Lexile scale 
values (CF = conversion factor): (logit score + constant) x CF + 200 = Lexile text 
measure. The researchers then plugged the mean logit difficulties for the low and high 
anchor texts and their corresponding Lexile scores into the equation and solved for the 
constant (3.3) and conversion factor (180). Their final equation for transforming logit 
difficulties into Lexile units took the following form: [(Logit + 3.3) x 180] + 200 = Lexile 
text measure. 
Testing the Lexile equation. 
In the next phase of their research, Stenner and Burdick (1997) tested the final Lexile 
regression equation described above. They applied the equation to texts using a computer 
program designed my MetaMetrics (1995), which analyzed the prose according to 
semantic and syntactic components and reported Lexile measures. Stenner and Burdick 
analyzed 1,780 reading comprehension test items from nine nationally normed tests. 
They obtained Lexile calibrations for the reading comprehension items with the 
MetaMetrics program and correlated those calibrations with the empirical item 
difficulties provided by the test publishers. The empirical item difficulties provided by 
the publishers were derived in one of three ways: 1) observed logit difficulties from 
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Rasch or three-parameter analysis; 2) logit difficulties estimated from item p-values, raw 
scores means, and raw score standard deviations; or 3) difficulty rank order of items. 
The researchers plotted and correlated the empirical item difficulties and Lexile 
calibrations and assessed the plots for curvalinearity and high residuals. They observed 
that the Lexile equation did not fit poetry or noncontinuous prose test items and, 
therefore, determined that the Lexile equation should only be used with continuous prose. 
The researchers removed all noncontinuous prose and correlated the continuous prose 
empirical item difficulty and Lexile calibrations. 
Stenner and Burdick (1997) then realized another model misspecification problem: 
restriction of range in item difficulties. Some of the tests from which they extracted data 
covered a narrow range of reading levels, which resulted in restriction of range and 
deflated correlations between item difficulties and Lexile calibrations. The researchers, 
therefore, used a method proposed by Thorndike (1949) to correct the correlations for 
restriction of range. The correlations between the two arrays offered evidence that, “most 
attempts to measure reading comprehension…measure the common comprehension 
factor specified by the Lexile theory” (Stenner & Burdick, p. 14). Raw correlations 
ranged from .65 to .95; correlations corrected for restriction of range ranged from .75 to 
.97; and correlations corrected for restriction of range and measurement error ranged 
from .77 to 1.0. The grand means, computed on Fisher Z transformed correlations, for 
raw correlations, correlations corrected for restriction of range, and correlations corrected 
for restriction of range and measurement error were .84, .91, and .93, respectively. 
In a second study designed to test the Lexile equation, Stenner and Burdick (1997) 
identified Lexile calibrations for 11 basal readers. The researchers established observed 
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difficulties for the primers by rank ordering them, between and within grade levels, 
according to reading levels assigned by publishers. In other words, they assigned the first 
unit in the first book for the first-grade a rank of one and the last unit in the last book of 
the eighth-grade the highest rank order.  
For each unit in the series, Stenner and Burdick (1997) calculated correlations 
between the Lexile calibrations and observed difficulties and made restriction of range 
corrections. Raw correlations ranged from .54 to .93; correlations corrected for restriction 
of range ranged from .94 to .99; and correlations corrected for restriction of range and 
measurement error ranged from .97 to 1.0. The grand means, computed on Fisher Z 
transformed correlations, for raw correlations, correlations corrected for restriction of 
range, and correlations corrected for restriction of range and measurement error were .86, 
.97, and .99, respectively. 
Stenner and Burdick (1997) argued that the way in which Lexile theory accounts for 
the unit rank ordering of the basil readers offered sound support for the theory because 
the readers differed in prose selections, developmental range, continuous prose type, and 
emphasized objectives. The researchers further claimed that the Lexile theory could 
therefore be deemed useful for texts from pre-primer to graduate school level material 
(i.e., –200 to 1800 Lexiles). 
Interpretation of Lexile measures. 
In the next section of their paper, Stenner and Burdick (1997) explained how Lexile 
measures should be interpreted. The researchers touted that the Lexile Framework offered 
criterion-referenced, rather than norm-referenced, interpretations for every measure. The 
criterion-referenced interpretations offer information about what a student can and cannot 
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do rather than simply offering information about how a student’s abilities compare to 
those of a normed group. This offers parents and teachers valuable information to inform 
future instruction.  
These criterion-referenced interpretations for the measures work as follows. 
According to the Lexile theory, a student is predicted to have a 75% comprehension score 
for a text when his/her own measure is equal to the text calibration. For instance, if a 
reader earns a 75% comprehension score on a text with a Lexile calibration of 500, then 
that reader is assumed to be operating at that level. Stenner and Burdick (1997) explained 
that because the theory can be used to identify student and text reading levels, it is useful 
in the selection of level-appropriate reading materials. 
Forecasting comprehension rates under the Lexile framework. 
Stenner and Burdick (1997) also outlined how Lexile theory could be used to forecast 
comprehension rates. When a student’s ability measure and the Lexile calibration of a 
text correspond (e.g., both are 700), then the student is expected to correctly respond to 
75% of the corresponding comprehension questions. Reader and text calibrations cannot 
always be expected to perfectly match. The researchers, therefore, explained how 
comprehension rates could be forecasted when mismatch between reader and text 
calibrations exist. When a reader’s measure is higher than that of the text, the reader is 
forecasted to have a better than 75% comprehension rate and vice versa. 
The question remains, how much different from 75% will the comprehension rate be 
when mismatch exists between reader and text calibrations? Stenner and Burdick (1997) 
offered theoretical and computational explanations. They explained that to obtain the 
comprehension rate, after adding the 1.1 logit offset, the difference between the reader 
106 
 
and text calibrations could be converted to logits with the 180 conversion factor and 
subjected to Rasch model calibration. The adverse effect of this procedure is that it yields 
biased results because calibrations for each slice within a text are not equal and 
variability within, and average difficulty of, a prose section affects its comprehensibility. 
To address the above bias concern, Stenner and Burdick (1997) changed the 
conversion factor from 180 to 225 and devised the following equation:  








Where Eld is the “effective logit difference” given by the following: 
   




In their discussion of measurement error, Stenner and Burdick (1997) explained that 
they found reliability coefficients and standard errors of measurement to be inadequate 
for estimating error in the Lexile Framework and, therefore, used resampling theory and 
corresponding standard errors of measurement to analyze the Lexile Framework. The 
researchers addressed four types of measurement error related to the Lexile Framework: 
text measure error, reader measure error, error related to forecasted comprehension rates, 
and error in test linking. 
Stenner and Burdick (1997) began their discussion of text measure error with an 
explanation of how text calibrations are conducted in the Lexile Framework. To obtain a 
Lexile calibration for a book, they randomly sample 20 pages from the text and 
concatenate them into a text file. That file is entered into the Lexile Analyzer computer 
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software program, which divides or “slices” the text files into passages of 125 words and 
computes Lexile calibrations for each slice. The Lexile calibrations are then subjected to 
an equation that solves for the Lexile measure with a 75% comprehension rate. The 
program uses the calibrations for the 125 word slices as test item calibrations and 
estimates the measure for a 75% raw comprehension score.  
The specific operations executed by the Lexile Analyzer are (Stenner, Burdick, 
Sanford, Burdick, 2006): 
1. An auto-edit routine is performed on the text to remove unfamiliar characters, 
figures, tables, and other nontext features; 
2. The text file is “sliced” into standard-sized paragraphs of 125 words; 
3. Each word in the slice is looked up in a frequency dictionary based on a 550-
million-word corpus and the mean of the log word frequencies is computed 
for the slice; 
4. The log of the mean sentence length is computed for the slice; 
5. The two variables (from steps 3 and 4 above) are entered into an equation that 
returns a Lexile calibration for the slice; 
6. This process is repeated for each slice in the text file; 
7. The test is then treated as a virtual test with the number of test items equal to 
the number of slices and the item calibrations equal to the slice calibrations; 
8. A measure is then returned that answers the question, “How well would a 
reader have to read (in Lexiles) to answer correctly 75% of the imagined test 
items comprising this text?”; 
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9. The answer to the above question is the text measure assigned to the text. (p. 
312) 
To determine the reliability of Lexile text measures the researchers used resampling 
procedures to simulate repeated measurements on the same book. To do this, the 
researchers sampled 49 calibrations (with replacement) from the 49 sliced calibrations 
and solved for the Lexile measure. With this method, each of the 49 sets of resampled 
slices differs from the original 49 slices. A replicate text measure is then yielded from 
each replication. The standard deviation of all of the replicate text measures is the 
standard error of measurement. The resultant standard error of measurement can then be 
used to determine the level of uncertainty associated with the location of the book in the 
Lexile Framework. Most texts measured by the Lexile Framework have standard errors 
of 30 to 40 Lexile units. 
In the Lexile Framework, reader measurement error is also determined using 
resampling theory. Stenner and Burdick (1997) explained that with the use of resampling 
to determine reader measurement error, person-specific error values are not affected by 
other people’s performance. The authors did not explain how they used resampling to 
estimate this source of error, but did contend that this method allowed them to account 
for method (items), moment (occasion and context), and method by moment interaction 
sources of error.  
Stenner and Burdick (1997) also discussed the error involved in forecasted 
comprehension rates. The difference between text and reader Lexile scores can be used to 
forecast reading comprehension rates. As with text and reader error estimations, the 
Lexile Framework uses resampling theory to identify error in forecasted comprehension 
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rates. The researchers explained that because reader measures and text measures are 
involved in forecasting comprehension rates, error associated with both of those measures 
must be considered in the estimation of error rates for forecasting comprehension rates. It 
follows that reader and text measure errors in resampling are aggregated and contribute to 
variability in the resampling of forecasted comprehension rates. A confidence band is 
established around a forecasted comprehension rate by resampling a text and reader 
measure replicant and using those data to forecast a comprehension rate replicant. 
In their discussion of linking standard errors, Stenner and Burdick (1997) explained 
how they derived the equation for converting target scores to Lexile measures. The 
researchers administered the North Carolina End of Grade (NCEOG) test and a Lexile 
test to 956 students. They counterbalanced the order and administered both tests within a 
two-week period. The researchers transformed the NCEOG scores to three-parameter 
item response scores and Lexile measures to one-parameter Rasch measures. Stenner and 
Burdick then plotted the transformed scores and fit a sd line (geometric mean of the two 
regressions) to the data. They used the sd line equation to establish the correspondence 
between the two sets of scores. 
To determine the error involved in the linking of score scales, Stenner and Burdick 
(1997) used resampling theory. In their simulation, they fixed NCEOG items (not 
resampled) and let Lexile items and people vary (resampled). The researcher fixed 
NCEOG items to imitate real practice where standardized test scores are linked to the 
Lexile Framework. In such a case, the standardized test items would remain in use for the 
life of the test (approximately seven years). The Lexile test items, on the other hand, 
would be likely to vary between studies. 
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Stenner and Burdick (1997) explained the five steps used in the resampling procedure 
to compute the linking standard error. First, sample (with replacement) 956 people from 
the 956 person data set. Each person’s Lexile response record is resampled and their 
replicate Lexile measure is computed. NCEOG response records are resampled and 
replicate NCEOG measures are computed. Second, the NCEOG scale scores and 
resampled Lexile measures are plotted. Third, the sd line is computed and a table is 
constructed to illustrate NCEOG scores and their corresponding Lexile measures. Fourth, 
steps one, two, and three are repeated 100 times. Fifth, the standard deviations for the 100 
Lexile measures are computed and reported as the linking standard error. Small linking 
standard errors warrant confidence in the correspondence between target scale scores and 
Lexile measures. Conversely, large linking standard errors lead to doubt in that 
correspondence. 
Stenner and Burdick (1997) also discussed the circumstance under which different 
sources of error combine. Under the Lexile Framework, error combines in two ways: 
reader measurement with text measurement error in forecasting comprehension rates and 
reader measurement with linking error. When a reader is assessed with Lexile items, 
his/her reader error adequately reflects the uncertainty of the measure. On the other hand, 
when a non-Lexile test is administered and the score is then linked to the Lexile 
Framework, the linking standard error contributes to the reader measurement error. To 
forecast reading comprehension rates, the difference between reader and text measures is 
considered. Therefore, errors for both measures contribute to the error involved in the 




Measurement Error due to Construct Misspecification. 
Stenner, Burdick, Sanford, and Burdick (2006) addressed an additional source of 
error under the Lexile Framework: theory misspecification. In addition, they asserted that 
although several sources of error exist in the Lexile Framework, readability estimates 
derived by it result in less uncertainty than older readability estimation methods (e.g., 
Dale-Chall, Flesch-Kincaid). According to Stenner, et al. (2006), this improved accuracy 
stems from the incorporation of the ensemble interpretation and whole-text processing 
(whole books are analyzed with no sampling) into the Lexile Framework. The ensemble 
interpretation is rather complex, and, therefore, deserves explanation.  
According to Kintsch and Van Dijk (1978), a passage is comprised of a several macro 
propositions. Stenner, et al. (2006) contended that any of those global propositions could 
be used to develop a comprehension test item. The conglomerate of items and their 
contexts make up a test. A difficulty value exists for each item (member of the ensemble) 
and these difficulty values can be averaged to establish an ensemble mean. According to 
Lexile theory, ensemble means can be predicted from the semantic and syntactic 
characteristics of a passage. Incorporating ensemble means removes the details of an 
ensemble member (item) by averaging the details. Stenner, et al. wrote, “The result of the 
averaging is a new concept (ensemble mean) removed from the particulars of its creation 
and is the unit of text readability predicted by the Lexile Theory” (p. 313). 
Stenner, et al. (2006) contended that with the ensemble interpretation, irrelevant 
details that are associated with individual items and introduce variability are removed. 
They asserted that the variability of item difficulty stems from three sources: 1) item 
writers’ choices of macro propositions (some of which may be sampled multiple times); 
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2) item location on a test form; and 3) item difficulties established according to the 
performance of an examinee sample. The ensemble mean is the average of the three 
sources of error across all items in set, “the ensemble mean taken over all persons, items, 
and contextualizations is seen as the function of the semantic and syntactic features of the 
text, as operationalized in the Lexile Analyzer” (Stenner, et al., p. 314). 
Because the Lexile Analyzer used in the Lexile Framework uses ensemble means, 
Stenner, et al. (2006) claimed that its use results in more accurate readability estimations. 
They investigated level of uncertainty associated with Lexile text measures. Specifically, 
they estimated the standard deviation component corresponding to Lexile theory 
misspecification with the use of ensemble means. 
To investigate the uncertainty of the Lexile text measures, Stenner, et al. (2006) used 
reading assessment data records for 2,867 3rd-, 4th-, and 5th-grade students. Three item-
writing teams developed comprehension questions for 30 text passages. Each team wrote 
a question for each of the passages, resulting in a total of 90 items. Stenner, et al. spiraled 
the items into three test forms that most closely corresponded to Rasch model theoretical 
item calibrations: grade levels three, five, and eight. The researchers then ascertained the 
correspondence between theoretical text calibrations and the 30 ensemble means to 
determine the level of theory misspecification and its effects on text measure standard 
errors. 
Stenner, et al. (2006) regressed observed ensemble means on text calibrations and 
obtained a root mean squared error (RMSE) of 110L (i.e., 110 Lexiles). Because 
ensemble means were derived based on three items, they were not well estimated. 
Therefore, Stenner, et al. simulated data and added an error term to each theoretical value 
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[distributed ~N(0,σ = 64L)]. The researchers regressed the “true” (i.e., simulated) 
ensemble means on the text calibrations and obtained an estimated RMSE of 64L (1102 – 
892= √4,308 = 64). The RMSE of 64L indicated the average error at the passage/slice 
level when the Lexile theory was used to predict “true” ensemble means. Texts are 
comprised of a number of passages/slices (i.e., 125 word samples); therefore, a text of ni 
passage/slices would have an expected error of 64/√ ni. According to this formula, shorter 
passages will have larger standard error of measurement values. For example, if a text 
consisted of 625 words, its standard error of measurement would be 29L (64/√5 = 28.62); 
whereas, if a text were made up of 3,625 words, its standard error of measurement would 
equal 12L (64/√29 = 11.88). The researchers also illustrated the interpretation of the 
ensemble mean reduction in standard error by showing the differences in standard errors 
with the older Lexile method and their ensemble interpretation method. When applied to 
the same 12 texts, the older, resampling method resulted in standard errors ranging from 
70 to 268; whereas the newer, ensemble mean method resulted in standard errors ranging 
from 2 to 9.  
Stenner et al. (2006) concluded that the ensemble mean interpretation offered more 
accurate predictions than the previously used Lexile method that involved the use of raw 
item difficulties. Stenner, et al. showed that raw item difficulties used in early Lexile 
research (e.g., Stenner, et al., 1983; Stenner & Burdick, 1997) were insufficient for 
ascertaining the predictive power of construct theories. With their use of ensemble means 
to address error introduced by theory misspecification, Stenner, et al. removed details of 
ensemble members (items). By so doing, they removed variability introduced by 
irrelevant details associated with individual items. Consequently, Stenner et al. reduced 
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standard error to single digits and held that the error was small enough that uncertainty in 
text measures can be disregarded in many applications of the Lexile Framework. 
When data fit the model (i.e., when reader and text data fit the Lexile Framework) the 
Lexile Framework enables reader and text variables to exist on the same scale. In 
addition, because the Lexile Framework uses Rasch model calibrations, it enjoys a 
benefit that is the cornerstone of item response theory: the property of invariance. 
Specifically, although they are measured on the same scale, reader and text characteristics 
are independent on one another. 
The Proposed Study 
The Standards for Educational and Psychological Testing (AERA/APA/NCME, 
1999) clearly address issues related to the readability of test items. Standard 9.8, “In 
employment and credentialing testing, the proficiency level required in the language of 
the test should not exceed that appropriate to the relevant occupation or profession” (p. 
99) and Standard 7.7, “In testing applications where the level of linguistic or reading 
ability is not part of the construct of interest, the linguistic or reading ability demands 
should be kept to the minimum necessary for the valid assessment of the intended 
construct” (p. 82 – 83) are particularly relevant. These two standards, taken together, 
focus attention on the degree to which the linguistic characteristics of test items may 
introduce construct irrelevant variance into a testing situation. Seldom, however, has the 
issue of readability been directly addressed and currently an industry-established method 
for determining the readability of test items does not exist. 
The difficulty lies not in ignorance of the importance of readability issues in testing, 
but in the complexities surrounding the acquisition of valid estimates of the readability of 
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test items. Although readability formulas are useful for determining text difficulty, not all 
texts lend themselves to formulas use because the formulas generally require several 100-
word passages for proper implementation (Allan, McGhee, & van Krieken, 2005; DuBay, 
2004; Hewitt & Homan, 2004; Homan, Hewitt, & Linder, 1994; Klare, 1984; Oakland & 
Lane, 2004). Readability formulas, therefore, do not yield valid results for materials such 
as multiple-choice test items or documents with long word lists (Allan, McGhee, & van 
Krieken, 2005; Hewitt & Homan, 1991, 2004; Homan et al., 1994).  
Readability estimates for licensure or certification examination items are necessary to 
establish that student/candidate learning/training materials, examination materials, and 
occupational materials are of equivalent readability levels. Incongruity among the 
readability levels of these sets of materials likely reduces measurement precision (i.e., 
increases measurement error). Estimations of these readability levels could identify 
incongruity or provide evidence of congruity among the readability levels of the learning, 
examination, and occupational materials. Therefore, these estimations could provide 
further construct-related validity evidence to credentialing testing programs. 
There is currently no readability formula suitable for the occupational-specific 
language included in credentialing learning/training, examination, and occupational 
materials or the multiple-choice format of credentialing-examination items. Existing 
formulas cannot be confidently and reliably applied to learning/training and occupational 
materials related to credentialing because the materials generally include occupational-
specific language that would likely skew the results. In addition, existing formulas cannot 
be confidently and reliably applied to credentialing examination items for three reasons. 
First, existing formulas (with the exception of the Homan-Hewitt) are only suitable for 
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several samples of continuous prose of 100 or more words. Second, the Homan-Hewitt 
formula is suited for multiple-choice items, but it was specifically developed for 
elementary-school-level text. Third, credentialing examination and related materials 
include occupational-specific content vocabulary that has the potential to skew 
readability estimates. In other words, job-related vocabulary for some occupations 
includes polysyllabic and, typically, unfamiliar words that would likely result in unduly 
high readability estimates. If the text were to be posed to a person outside the respective 
occupation, the high estimates would be appropriate; but, candidates taking credentialing 
examinations should be familiar with the occupational-specific vocabulary. 
The purpose of this study is to develop a set of procedures to establish readability, 
including an equation, that accommodates the multiple-choice item format and 
occupational-specific language related to credentialing examinations. The procedures and 
equation should be appropriate for learning materials, examination materials, and 
occupational materials. To this end, variance in readability estimates accounted for by 
combinations of semantic and syntactic variables were explored, a method was devised to 
accommodate occupational-specific vocabulary, and new-model readability formulas 
were created and calibrated. Existing readability formulas were then recalibrated with the 
same materials used to calibrate the new-model formulas. The new-model and 
recalibrated formulas were then applied to examination items from a dental licensing 
program and the results were compared. 
A three-phase investigation was conducted to create a new model appropriate for 
measuring credentialing materials: learning, occupational, and examination. Phase I, 
Variables in the model, involved identifying semantic and syntactic variables for 
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inclusion in the new model. During Phase II, Formula calibration, four new-model 
formulas were calibrated and three existing readability formulas were recalibrated with 
the same materials used to calibrate the new-model formulas. Phase III, External validity 
and reliability evidence, was designed to investigate how the new-model formulas 
performed with credentialing-examination materials.  
The objective of the first phase of the investigation was to determine the variables to 
be retained for the second phase of the investigation. The Miller and Coleman (1967) 
passages and their corresponding total cloze scores were analyzed according to their 
semantic and syntactic variables. The semantic variable, number of unfamiliar words, 
was selected a priori but was further specified during this phase of the investigation. 
Specifically, regression techniques were used to investigate the effects of identifying 
unfamiliar words according to The Living Word Vocabulary: A National Vocabulary 
Inventory (Dale & O’Rourke, 1981) at grade levels 4, 6, 8, 10, 12, 13, and 16. The Miller 
and Coleman (1967) passages were analyzed according to number of unfamiliar words at 
each of the grade levels. Those values were then regressed against Miller and Coleman 
passage total cloze scores to determine the amount of variance in total cloze scores 
accounted for by the number of unfamiliar words at each grade level. 
Regression techniques were also used to determine the syntactic variables to be 
retained for the second phase of the investigation. The syntactic variables analyzed for 
the Miller and Coleman (1967) passages included: 1) number of T-units; 2) T-unit length 
(i.e., average number of words per T-unit); 3) number of clauses; 4) clause length (i.e., 
average number of words per clause); 5) number of sentences; 6) sentence length (i.e., 
average number of words per sentence); and 7) voice (i.e., percent of passive sentences 
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and percent of passive verb phrases). These syntactic-variable values were then regressed 
against the Miller and Coleman total cloze scores. The variables that accounted for 
significant variance in total cloze scores were retained for use in the second phase of the 
investigation. 
The objectives of the second phase of the study were to calibrate the new-model 
formulas and recalibrate the existing Dale-Chall (1995), FOG, and Homan-Hewitt 
formulas with the Miller and Coleman (1967) passages. For the calibration of the new-
model formulas, different combinations of semantic and syntactic variables retained from 
the first phase of the study were explored. Stepwise multiple regression techniques were 
used with Miller and Coleman passage semantic and syntactic values as the independent 
variable and the respective total cloze scores as the dependent variable. Several formulas 
were created and four were retained for further investigation and use in the third phase of 
the study. 
Simple-linear, stepwise-multiple, and hierarchical-multiple regression techniques 
were used to recalibrate the existing formulas. The Miller and Coleman passages were 
analyzed according to the predictor variables for each existing formula. The predictor 
variables for each formula served as the independent variables and the total cloze scores 
served as the dependent variables. This resulted in recalibrated formulas for each of the 
four existing readability formulas, which were used in the third phase of the 
investigation. 
The objective of the third phase of the study was to collect external validity and 
reliability evidence to support the use of the new model with credentialing materials. 
Materials related to a dentistry licensing program were used. Specifically, samples were 
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collected for analysis from examination materials. The materials included actual test 
items (N = 48) and related item difficulty data from an administration of a dental 
licensing test. Methods were devised and used to convert the examination items into 
pseudo-continuous prose prior to analysis. 
The new-model and recalibrated formulas were used to assess the estimated 
readability of the examination materials. Correlational, non-parametric-rank comparisons, 
and regression analysis methods were used to compare the estimated readability values 
across formulas. The correlational analyses were used to determine how well the results 
of the new-model and recalibrated formulas corresponded. Freidman’s two-way analysis 
of ranks and Sign tests were used to compare the formula results. The materials were 
subjected to regression analyses to determine whether differences among the new-model 
and recalibrated formula results were systematic and potentially due to the existence of, 
and the recalibrated formulas not accounting for, occupational-specific vocabulary. 
According to the results of the analyses conducted in Phase III, one new-model 
formula was identified as the most stable of the four new-model formulas. This formula 
was selected for retention and included in post-hoc analyses. Specifically, the 
occupational specific vocabulary list was used with the recalibrated formulas and 
additional Sign tests were conducted and the order in which the recalibrated and new-






Variables in the Model 
To determine variables, procedures, and supplementary instruments to be included in 
the model, those used in the most popular and well-validated readability formulas were 
considered. Previous research has unanimously revealed that semantic and syntactic 
characteristics of texts are reliable and valid indicators of readability. All existing 
readability formulas include semantic variable(s) and virtually all formulas include 
syntactic variable(s). Therefore, this new model included semantic and syntactic 
measures.  
To identify which semantic and syntactic variables to address and determine the most 
appropriate measures of those variables, the work of the most popular, well-established, 
and well-validated readability formulas (e.g., Bormuth, 1969; Chall & Dale, 1995; Dale 
& Chall, 1948; Flesch, 1948) were incorporated. The work of Hewitt and Homan (2004) 
and Homan et al. (1994) is particularly relevant as the researchers were able to establish a 
formula suitable for the multiple choice format. Although there have not been extensive 
validation studies for this formula, initial investigations have shown the formula to be 
reliable (Hewitt & Homan, 2004; Homan et al., 1994). 
Semantic Characteristics  
The readability formulas created and validated by Dale and Chall (1948); Chall and 
Dale (1995); Bormuth (1969), and Homan and Hewitt (1983, 1989) include measures of 
vocabulary load that involve the use of lists of familiar words (e.g., The Dale-Chall list of 
3,000 familiar words [Dale & Chall, 1943] and The Living Word Vocabulary: A National 
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Vocabulary Inventory [Dale & O’Rourke, 1981]). Although word lists have been useful 
in identifying vocabulary load in the estimation of readability levels, the exclusive use of 
existing word lists is unsuitable for the purpose of the proposed model. Occupational-
specific terminology, which is likely to affect readability estimates, is not included in 
existing lists of familiar words. Therefore, the proposed model involved the use of two 
words lists to estimate syntactic complexity, or vocabulary load: 1) The Living Word 
Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981) and 2) an 
occupational-specific word list. The Living Word Vocabulary list offered a general 
measure of vocabulary load or semantic complexity. The occupational-specific word list 
allowed common job-related terms, that would otherwise be deemed high-level and 
difficult, to be considered familiar and treated in the same way as words included in The 
Living Word Vocabulary list.  
The first word list, The Living Word Vocabulary: A National Vocabulary Inventory 
(Dale & O’Rourke, 1981) was used in the Dale-Chall readability formula (1995) and the 
Homan-Hewitt readability formula (1983, 1989; 2004; Homan et al. 1994). The corpus of 
44,000 words offers grade-level familiarity scores for multiple meanings of each included 
word. Familiarity scores are offered for students in grade school through college (i.e., 
grades 4-16). For each grade level, the authors offer the word definitions with which 
students at that grade level should be most familiar as well as the percentage of students 
at that grade level who should be familiar with the meaning (DuBay, 2004). 
Second, an occupational-specific word list was created and included more than 4,900 
terms assumed to be familiar to students of dentistry (see Appendix 1). The dentistry 
occupational-specific word list was created by referencing 26 dental textbooks. Once an 
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exhaustive list of sources and words that appeared to be common to the dentistry field 
was created, it was submitted to a subject-matter expert who is a practicing dentist and 
teaches dentistry courses at a University. The subject-matter expert provided feedback on 
the word list and the sources from which the words were drawn. Amendments to the 
word list and inventory of sources from which the words were derived were made 
according to the subject-matter expert’s input. 
Syntactic Characteristics 
Determining which syntactic characteristics to measure was more complex and 
required careful consideration of numerous variables that may or may not have been 
useful in the estimation of readability for the present text types. The following variables 
for the measurement of syntactic complexity were considered: 1) number of T-units; 2) 
T-unit length (i.e., average number of words per T-unit); 3) number of clauses; 4) clause 
length (i.e., average number of words per clause); 5) number of sentences; 6) sentence 
length (i.e., average number of words per sentence); and 7) voice (i.e., percent of passive 
sentences and percent of passive verb phrases).  
T-unit and clause length were considered because these variables have shown to be 
appropriate indices of syntactic complexity and mature writing (Hunt, 1965, 1970a, 
1970b). This approach is similar to that used by Gunning with his FOG index (1952), 
where each complete thought in a sentence was treated as a separate sentence. Hunt 
(1965) found that for school aged children, T-units were the best indicator of syntactic 
complexity. When he included the writings of superior adults in his analysis, he 
determined that clause length was an equally good index of syntactic complexity. In his 
follow-up study, which included school-aged children, average adult writers, and superior 
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adult writers, Hunt (1970a, 1970b) substantiated his 1965 findings. In addition, Homan 
and Hewitt (1983, 1989, 2004) used T-unit length as a measure of syntactic complexity in 
the readability formula they devised for multiple-choice examination items.  
T-units and clauses are typically shorter than sentences, yet they possess, at 
minimum, a subject and a verb. Definitions of a clause differ among scholars. In this 
investigation, a clause was defined as Hunt (1965) defined it, “a structure containing a 
subject (or coordinating subjects) and a finite verb phrase (or coordinating verb phrases)” 
(p. 40). T-units are larger than a single clause, but smaller than sentences. Hunt 
introduced the T-unit in 1965 and defined it as, “a grammatically discrete unit intervening 
in size between the clause and what is punctuated as a sentence” and further described a 
T-unit as “one main clause plus the subordinate clauses attached to or embedded within 
it” (p. 49). Because T-units and clauses are shorter than sentences, it was possible to more 
precisely divide a small text than would be possible with the use of sentences. This 
offered more data points for investigation.  
An example of how texts are divided into T-units and clauses according to Hunt’s 
guidelines is provided. Below is a single sentence written by a 4th-grade student who 
participated in Hunt’s (1965) study. Following the sentence is the division of the sentence 
into T-units and clauses (Hunt, 1965). Each T-unit is numbered, begins with a capital 
letter, and ends with a period. Clauses are delineated with backslashes.  
I like the movie we saw about Moby Dick the white whale the captain said if you 
can kill the white whale Moby Dick I will give this gold to the one who can do it 
and it is worth sixteen dollars they tried and tried but while they were trying they 
killed a whale and used the oil for the lamps they almost caught the white whale 
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1. I like the movie / we saw about Moby Dick, the white whale. 
2. The captain said / if you can kill the white whale, Moby Dick, / I will give 
this gold to the one / that can do it. 
3. And it is worth sixteen dollars. 
4. They tried and tried. 
5. But / while they were trying / they killed a whale and used the oil for the 
lamps.  
6. They almost caught the white whale. (p. 20) 
This passage includes eleven clauses, six T-units, and one sentence.  
Sentence length has been successfully used as a syntactic measure in the majority of 
existing readability formulas (e.g., Bormuth, 1969; Chall & Dale, 1995; Dale &Chall, 
1948; Flesch, 1948; Gunning, 1952; Spache, 1953). Existing readability formulas 
typically require several samples of 100 or more words to reliably estimate readability of 
a text. Although it would be possible to obtain samples of this size for learning and 
occupational materials, multiple-choice examination items tend to be shorter. Therefore, 
sentence length was not expected to be appropriate for multiple-choice examination 
items, but deserved consideration.  
Because the number of T-units per passage was explored as an independent variable, 
the number of sentences per passage was also explored. Like sentence length, number of 
sentences was not expected to be appropriate for multiple-choice examination items, but 
was worthy of consideration. 
Although passive versus active voice has received limited attention by readability 
researchers, it deserved consideration. The voice of verb phrases has shown to affect 
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comprehension, especially for English language learners (Abedi, 2006, 1995; Abedi & 
Lord, 2001). Therefore, the percentage of passive sentences, as well as the percentage of 
passive verb phrases per passage, was investigated to determine if voice accounts for 
significant variance in passage difficulty. 
Formula Calibration 
This section includes a discussion of the new-model readability formula calibration 
and the existing readability formula recalibration. The materials and data that were used 
for formula calibrations and recalibrations are discussed in the first section. The methods 
that were used to investigate the usefulness of the variables under consideration and 
identify variables worthy of retention and further investigation are explained in the 
second section. The methods that were used to determine appropriate weightings of each 
retained variable to develop the new-model readability formula and how the existing 
readability formulas were recalibrated are discussed in the third section. 
Materials 
Miller and Coleman’s (1967) 36, approximately 150-word passages were used to 
calibrate the formulas. These passages range in difficulty from 1st-grade to technical 
material. Miller and Coleman constructed and administered three types of cloze tests for 
the 36, 150-word passages to 479 college students. Coleman and Miller (1968) used data 
from 20 undergraduate students to establish Information Gain (IG) scores for each of the 
36 passages. IG refers to “the efficiency with which a passage transmits new 
information” (Coleman & Miller, p. 371).  
Aquino (1969) established significant relationships between Miller and Coleman’s 
findings (CT I and CT III) and word-for-word recall as well as judgments of difficulty. 
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For word-for-word recall, Aquino had 14 participants, who were employed in an 
educational research laboratory, read each passage and attempt to recall the passage 
word-for-word. For judgments of difficulty, the author had the same subjects arrange the 
passages according to difficulty. Aquino found that his measures were significantly 
correlated with CT I and CT III scores established by Miller and Coleman and resulted in 
similar rank orderings. 
Miller and Coleman (1967) did not include their passages or report their mean cloze 
percentage scores for the passages and tests in their research report. Aquino (1969), on 
the other hand, offered these passages in his study designed to determine the validity of 
Miller and Coleman’s scale. In addition, Aquino included Miller and Coleman’s mean 
cloze percentage scores for each test, total value scores for the three tests (CT I, II, and 
III) combined, and Coleman and Miller’s (1968) IG scores for each passage. It was not 
possible to locate any other published version of Miller and Coleman’s passages. 
Therefore, the passages and related scores were accessed from Aquino’s work.  
Procedures 
This section includes a discussion of the methods that were used to investigate the 
usefulness of the variables considered, identify variables for further retention and 
analysis, and create and calibrate the new-model formulas. 
The 36 passages calibrated for complexity by Miller and Coleman (1967) were 
analyzed according to the chosen syntactic and semantic variables. Specifically, the 
syntactic analysis for each passage included determining: 1) number of T-units; 2) T-unit 
length (i.e., average number of words per T-unit); 3) number of clauses; 4) clause length 
(i.e., average number of words per clause); 5) number of sentences; 6) sentence length 
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(i.e., average number of words per sentence); 7) percentage of passive sentences, and 8) 
percentage of passive verb phrases. To analyze the passages for semantic complexity, the 
number of words not included in The Living Word Vocabulary: A National Vocabulary 
Inventory (Dale & O’Rourke, 1981) were determined for grade levels 4, 6, 8, 10, 12, 13, 
and 16. 
Because not all of the Miller and Coleman (1967) passages included exactly 150 
words and ranged from 149 to 152, variable measures were adjusted for exactly 150 
words. For example, Miller and Coleman passage 9 included 151 words and 8 sentences. 
The number of sentences was adjusted by dividing the actual number of sentences by the 
total number of words and multiplying that product by 150 [i.e., (8/150)*150 = 7.947]. 
Phase I: Usefulness of Variables 
The usefulness of occupational-specific vocabulary list was not investigated with the 
Miller and Coleman (1967) passages. Although it would have been possible to identify 
words that appeared to be technical terms related to the respective fields in the two most 
difficult passages, and thereby create an occupational-specific word list, it would not 
have been appropriate to treat the terms as familiar. The two most difficult passages 
included technical language. The second most difficult passage concerned how the 
investigation of scientific theory contributes to the establishment of empirical law in the 
psychological sciences. The passage includes terms that would likely be included on a list 
of familiar words for social scientists (e.g., empirical, variables, phenomena, 
psychological). The most difficult passage was a discussion regarding nerve division 
experiments. The passage included terms that would likely be included on a list of 
familiar words for medical sciences (e.g., volar, anesthetic, cutaneous, algesiometer). The 
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words that appeared to be technical terminology could have been treated as though they 
were part of an occupational-specific vocabulary list, but the cloze scores were based on 
responses from an audience for whom these terms should not be familiar. Miller and 
Coleman used the responses of undergraduate college students to scale the passages. 
Therefore, in this phase of the investigation, the usefulness of the semantic variable did 
not include an occupational-specific vocabulary list. 
Simple linear regression analysis was used to investigate the variance in cloze scores 
accounted for by the semantic and syntactic variables under examination. Simple linear 
regression analysis was conducted to determine the usefulness of the variables. Miller 
and Coleman’s (1967) total cloze scores (i.e., the sum of CT I, CT II, and CT III scores 
for each passage; Aquino, 1969) was the dependent variable and 1) number of familiar 
words, 2) number of T-units; 3) T-unit length (i.e., average number of words per T-unit); 
4) number of clauses; 5) clause length (i.e., average number of words per clause); 6) 
number of sentences; 7) sentence length (i.e., average number of words per sentence); 8) 
percentage of passive sentences, and 9) percentage of passive verb phrases were the 
independent variables. The regression analyses allowed the identification of predictor 
variables that accounted for a statistically significant amount of variance in cloze scores 
while controlling for the effects of the other variables. Data and standardized residuals for 
predictor variables were plotted to facilitate the identification of potential curvilinearity. 
The results from the simple linear regression analyses were used to identify the variables 




Phase II: Formula Creation and Calibration 
An exploratory regression approach was also used to create and calibrate four new-
model formulas. Stepwise multiple regression was used to refine the variable selection 
and determine appropriate weightings. Several syntactic variables accounted for 
statistically significant amounts of variance in cloze scores during the first phase and 
were, therefore, retained for the second phase of the investigation. The usefulness of each 
variable, and how much variance they accounted for when they were combined with 
semantic variables, was explored. Details of these variable combinations are included in 
the results section of this study.  
Dale-Chall (1995), FOG,  and Homan-Hewitt readability formulas were recalibrated. 
Specifically, multiple regression techniques were used with Miller and Coleman (1967) 
passage total cloze test (CT) scores as the dependent variable and existing formula 
components as the dependent variables. The recalibration of these formulas with the 
retention of their established variables provided a consistent comparison of the existing 
formula and new model results during the third phase of this investigation. 
Phase III: External Validity and Reliability Evidence 
This section includes an explanation of the methods that were used to collect and 
analyze external validity and reliability evidence for the new model. The discussion 
begins with a description of the materials that were used. Data collection procedures are 
then outlined. The comparisons that were made and expected consistencies and 
differences are described next. Finally, the statistical methods that were used to analyze 





This phase of the investigation involved the use of examination materials related to a 
dentistry licensure program. The first subsection includes a brief discussion of the 
licensure program and the stakes involved for the candidates, program owners, and 
general population. The subsequent subsection includes an explanation of the relevant 
examination materials that were used in this portion of the investigation.  
Dental licensure program. 
The dentistry professional licensure program is owned by a board of dentistry and is 
mandatory for the practice of dentistry in a specific region of North America. Candidates 
must pass a two-part (knowledge and practical) multiple-choice examination to be 
licensed to practice. The learning materials related to this examination consist of a variety 
of textbooks and professional journal articles that students are required to read during 
schooling. The examination is comprised of 300 knowledge-based questions and 92 
practical questions. The occupational materials consist of textbooks, continuing education 
materials, professional journal articles, dental association monthly news packets, and 
instructional manuals for products and equipment. 
The dentistry professional licensure examination is high stakes for the candidates. 
They have had several years of schooling with the goal of becoming a dentist. Passing the 
examination is a principal requirement to be licensed to practice dentistry in this 
geographic region. Candidates pay approximately $1,500 in registration and examination 
fees every time they take the exam. They are eligible to take the test three times within 60 
months of graduation. If they fail it all three times, they have to take and pass a 
qualifying course to be eligible to retake the exam. 
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The stakes are also high for the dentistry professional licensure board. They have 
several years and millions of dollars invested in their program and are a trusted authority 
and governing body charged with identifying dentistry students who are ready to enter 
the field. They must have enough confidence in the validity and reliability of the 
examination results to assert that candidates who pass it have the prerequisite knowledge 
and skills necessary to enter the field and not do harm to the public. Unqualified 
candidates passing the examination could damage the credibility of the board and its 
individual members. In addition, candidates who believe they have been unjustly failed 
can contest the examination results and even pursue law suits against the licensing body. 
Therefore, if the licensing board cannot offer sound validity evidence for the examination 
results, they may be subject to legal costs.  
For the general public, or dental patients, the stakes of the examination are high. 
Incompetent people working in most health-related fields can pose significant risks to 
public safety. Candidates who pass the dental licensing examination are certified to 
practice endodonics (e.g., root canals), basic oral surgery (e.g., tooth extraction), 
periodontal surgery (e.g., root planning), placement of fixed prosthetics (e.g., crowns), 
operatives (e.g., amalgam and composite fillings of lesions), and administer anesthetics. 
In addition, practicing dentists must be aware of life-threatening issues such as drug 
interactions (C.W. Buckendahl, personal communication, July 30, 2008).  
Procedure 
The readability of examination items for the licensure program was investigated. The 
new-model, recalibrated Dale-Chall (1995), recalibrated FOG, and recalibrated Homan-
Hewitt formulas were applied to the examination materials. The following subsections 
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include an explanation of the procedures that were used to estimate the readability of 
these materials. 
Examination items. 
Test items and related data (i.e., item reliability, discrimination, and difficulty values) 
for 100 candidates were provided by the dentistry professional licensure program. 
Stratified and systematic sampling procedures were used to select examination items for 
inclusion in the investigation. Forty-eight examination items were selected from the two 
150-item components (i.e., Book 1 and Book 2) of the knowledge-based portion of the 
dentistry examination: 24 examination items from Book 1 and 24 items from Book 2. The 
difficulty values, calculated according to the percentage of candidates who correctly 
answered an item, were considered in the selection of items. Equal numbers of high, 
medium, and easy items were selected. Details of the sampling procedures are provided 
in the results section of this study. The new-model formulas, as well as the recalibrated 
Dale-Chall (1995), FOG, and Homan-Hewitt formulas, were then applied to the 48 
selected items.  
Estimating the readability of the multiple-choice examination items required the 
creation of a method for converting the items into pseudo-continuous prose. Therefore, 
the 48 multiple-choice examination items were converted into pseudo-continuous prose 
with a method similar to that used by Plake (1988). Familiarization with terminology 
related to the components of multiple-choice items is essential to understanding the 
procedures that were used. Therefore, three key terms are defined prior to the explanation 
of the procedures that were used: 1) scenarios, 2) stems; and 3) options. Scenarios 
include background information or hypothetical situations presented to the candidates to 
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consider when they answer the question. Stems are the actual questions posed to the 
candidate. Options include the keyed response(s) and distractors from which the 
candidate has to choose. Below are the guidelines that were followed to create pseudo-
continuous prose from each examination item: 
1) If the stem was an incomplete sentence and each of the options completed the 
sentence, the stem and each option were combined to create individual sentences. 
2) If the stem was a complete sentence and the options were not complete sentences, 
the stem and options were combined to create individual sentences. 
3) If the stem and each option were complete sentences, each was considered an 
individual sentence. 
4) If an item included a scenario, the scenario was not combined with the stem or 
options. The scenario stood alone and each sentence in a scenario was counted 
once and measured along with the other components of the item. 
5) If an item included instructions, such as those indicating that a reference image 
should be considered, the instructions were counted in the same way as scenarios. 
If a set of instructions applied to a group of items, the instructions were added to 
each question and added to their pseudo-continuous prose. 
6) Where the stem included options and the options actually referred back to the 
choices in the stem, the elements were combined to create as many complete 
sentences as possible. 
If each multiple-choice item included a minimum of four options, the methods 
devised for converting the items into pseudo-continuous prose yielded texts of at least 
four sentences each. Below are examples of how the guidelines were used. For each 
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guideline, a multiple-choice item obtained from websites related to certification and 
licensure and the pseudo-continuous prose that would be extracted for the respective 
items are offered. 
Guideline 1:  
The most important organelle or component of a cell for oxidative processes is the  
A. nucleus.  
B. nucleolus.  
C. mitochondrion. 
D. Golgi complex. 
E. endoplasmic reticulum.  
Retrieved from 
http://www.ada.org/prof/ed/testing/nbde01/nbde01_candidate_guide_2008.pdf  
The pseudo-continuous prose for the above item would consist of the following 
sentences:  
1) The most important organelle or component of a cell for oxidative processes is the 
nucleus. 
2) The most important organelle or component of a cell for oxidative processes is the 
nucleolus. 
3) The most important organelle or component of a cell for oxidative processes is the 
mitochondrion. 




5) The most important organelle or component of a cell for oxidative processes is the 
endoplasmic reticulum. 
Guideline 2:  
Which of the following enzymes catalyzes the formation of uric acid from 
purines?  
A. Urease  
B. Uricase  
C. Xanthine oxidase 
D. Aspartate transcarbamoylase 
E. Carbamoyl-phosphate synthetase 
Retrieved from 
http://www.ada.org/prof/ed/testing/nbde01/nbde01_candidate_guide_2008.pdf  
The pseudo-continuous prose for the above item would consist of the following 
sentences:  
1) Which of the following enzymes catalyzes the formation of uric acid from 
purines- Urease?  
2) Which of the following enzymes catalyzes the formation of uric acid from 
purines- Uricase?  
3) Which of the following enzymes catalyzes the formation of uric acid from 
purines- Xanthine oxidase?  
4) Which of the following enzymes catalyzes the formation of uric acid from 
purines- Aspartate transcarbamoylase?  
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5) Which of the following enzymes catalyzes the formation of uric acid from 
purines- Carbamoyl-phosphate synthetase?  
Guideline 3:  
If electrolyte from a lead-acid battery is spilled in the battery compartment, which 
procedure should be followed? 
A. Apply boric acid solution to the affected area followed by a water rinse. 
B. Rinse the affected area thoroughly with clean water. 
C. Apply sodium bicarbonate solution to the affected area followed by a water 
rinse. 




The pseudo-continuous prose for the above item would consist of the following 
sentences:  
1) If electrolyte from a lead-acid battery is spilled in the battery compartment, which 
procedure should be followed? 
2) Apply boric acid solution to the affected area followed by a water rinse. 
3) Rinse the affected area thoroughly with clean water. 
4) Apply sodium bicarbonate solution to the affected area followed by a water rinse. 
5) Rinse the affected area thoroughly with clean water followed by a sodium 
bicarbonate rinse. 
Guideline 4:  
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You would like to protect your corporate intranet from hacker attacks through the 
Internet.  
Which two methods would help to accomplish this? (Choose two.) 
A. Install a second network adapter. 
B. Remove TCP/IP as the protocol used on IIS. 
C. Restrict access through the use of permissions. 
D. Implement IPX as the protocol between IIS and the intranet. 
Retrieved from http://mcpmag.com/Features/article.asp?EditorialsID=103  
The pseudo-continuous prose for the above item would consist of the following 
sentences:  
1) You would like to protect your corporate intranet from hacker attacks through the 
Internet.  
2) Which two methods would help to accomplish this?  
3) Choose two. 
4) Install a second network adapter. 
5) Remove TCP/IP as the protocol used on IIS. 
6) Restrict access through the use of permissions. 
7) Implement IPX as the protocol between IIS and the intranet. 
Guideline 5:  
 Using the print of the radiograph labeled Sample1, answer the following question 




 (Select ONE OR MORE correct answers.) 
There is radiographic evidence of caries on the 
A. distal of tooth 4.3. 
B. mesial of tooth 4.4. 
C. distal of tooth 4.4. 
D. mesial of tooth 4.5. 
E. distal of tooth 4.5. 
F. mesial of tooth 4.6. 
G. distal of tooth 4.6. 
H. mesial of tooth 4.7. 
I. distal of tooth 4.7. 
J. mesial of tooth 4.8. 
K. distal of tooth 4.8. 
Retrieved from http://www.ndeb.ca/en/accredited/osce_examination.htm  
The pseudo-continuous prose for the above item would consist of the following 
sentences:  
1) Using the print of the radiograph labeled Sample1, answer the following question 
on the answer score sheet. 
2) Select ONE OR MORE correct answers. 
3) There is radiographic evidence of caries on the distal of tooth 4.3. 
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4) There is radiographic evidence of caries on the mesial of tooth 4.4. 
5) There is radiographic evidence of caries on the distal of tooth 4.4. 
6) There is radiographic evidence of caries on the mesial of tooth 4.5. 
7) There is radiographic evidence of caries on the distal of tooth 4.5. 
8) There is radiographic evidence of caries on the mesial of tooth 4.6. 
9) There is radiographic evidence of caries on the distal of tooth 4.6. 
10) There is radiographic evidence of caries on the mesial of tooth 4.7. 
11) There is radiographic evidence of caries on the distal of tooth 4.7. 
12) There is radiographic evidence of caries on the mesial of tooth 4.8. 
13) There is radiographic evidence of caries on the distal of tooth 4.8. 
Guideline 6:  
The washing of hands must be performed before putting on and after removing 
gloves because it 
1. reduces the number of skin bacteria which multiply and cause irritation. 
2. completely eliminates skin bacteria. 
3. minimizes the transient bacteria which could contaminate hands through small 
pinholes. 
4. allows gloves to slide on easier when the hands are moist. 
A. (1) (2) (3) 
B. (1) and (3) 
C. (2) and (4) 
D. (4) only 





The pseudo-continuous prose for the above item would consist of the following 
sentences:  
1) The washing of hands must be performed before putting on and after removing 
gloves because it reduces the number of skin bacteria which multiply and cause 
irritation, completely eliminates skin bacteria, minimizes the transient bacteria 
which could contaminate hands through small pinholes. 
2) The washing of hands must be performed before putting on and after removing 
gloves because it reduces the number of skin bacteria which multiply and cause 
irritation and minimizes the transient bacteria which could contaminate hands 
through small pinholes. 
3) The washing of hands must be performed before putting on and after removing 
gloves because completely eliminates skin bacteria and allows gloves to slide on 
easier when the hands are moist. 
4) The washing of hands must be performed before putting on and after removing 
gloves because it allows gloves to slide on easier when the hands are moist. 
5) All of the above [are correct]. 
Comparisons and expectations. 
Obtaining readability estimates for the materials according to the new-models, 
recalibrated Dale-Chall (1995), recalibrated FOG, and recalibrated Homan-Hewitt 
readability formulas enabled result comparisons for the recalibrated, existing readability 
formulas and new-model formulas. Correlational analyses were conducted to examine the 
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relationships between the readability estimates for the dental materials derived with each 
formula. Non-parametric analyses were used to compare the readability estimates across 
formulas. Regression techniques were used to determine whether differences among the 
results of the new-model and recalibrated formula readability estimates were related to 
the unfamiliar and multisyllabic occupational-specific terms in the passages. 
Systematic differences in the rankings determined according to the recalibrated 
readability formulas and the new model were expected. More specifically, it was 
expected that the formulas that incorporate lists of familiar words (i.e., Dale-Chall, 
Homan-Hewitt) for measures of semantic complexity would yield readability estimations 
indicating more difficult-to-read text than the new model because job-related terminology 
would be counted as unfamiliar in the existing formulas and would be considered familiar 
with the new model. The Living Word Vocabulary: A National Vocabulary Inventory 
(Dale & O’Rourke, 1981), which is used with the Dale-Chall and Homan-Hewitt 
formulas, does not include occupational-specific vocabulary terms. Occupational 
terminology that would be appropriately deemed familiar to the respective populations of 
interest would be treated as unfamiliar, or difficult, in the Dale-Chall and Homan-Hewitt 
formulas. Therefore, it was expected that divergence of the results of the new-model and  
recalibrated Dale-Chall and Homan-Hewitt formulas would be related to occurrences of 
occupational-specific terminology in the materials.  
Systematic differences between the results of the new-model formulas and those of 
the recalibrated FOG formula were also anticipated. The FOG formula involves the use 
of syllable counts as a measure of semantic complexity. Specifically, it requires counting 
the number multisyllabic words in a sample. The dentistry occupational-specific terms 
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tend to be comprised of many multisyllabic words; but those words should be considered 
familiar to the audience. Therefore, it was expected that divergence of the results of the 
new-model and  recalibrated FOG formulas would be related to occurrences of 
occupational-specific terminology in the materials.   
Analysis of external validity and reliability data. 
Parametric and non-parametric statistical methods were used to analyze the 
readability data. Correlational analyses were conducted for each set of materials to 
determine the relationships between the results derived with each new-model and 
recalibrated formula. To determine whether the new model resulted in passage rankings 
that were significantly different from the passage rankings of the other formulas, 
Friedman two-way analysis of ranks and Sign tests were conducted with readability 
formula as the independent variable and readability estimates as the dependent variables.  
The readability estimates derived with the recalibrated existing formulas were further 
examined according to the percentage or number of occupational-specific vocabulary 
terms in the passages that were identified as unfamiliar, long (more than six letters), or 
multisyllabic (more than three syllables). Simple linear and stepwise multiple regression 
techniques were used to determine whether relationships existed between the readability 
estimates determined according to the recalibrated Dale-Chall formula, which required 
the use of a list of familiar words, and the number of occupational-specific vocabulary 
terms that appeared in the passages and had been identified as unfamiliar. The same 
methods were used to investigate whether relationships existed between the readability 
estimates determined according to the recalibrated Homan-Hewitt formula, which 
required the identification of long (more than 6 letter) words and the use of a list of 
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familiar words and the number of occupational-specific vocabulary terms that appeared 
in the passages and had been identified as long or unfamiliar. Regression techniques were 
also used to investigate relationships between the readability estimates determined 
according to the recalibrated FOG formulas, which required syllable counts, and the 
number of occupational-specific vocabulary terms that appear in the passages and had 
been identified as multisyllabic.  
The results of the planned statistical analyses revealed the need for subsequent, post-
hoc analyses of the data. Additional correlational analyses and Sign tests were conducted. 
Post-hoc analysis results facilitated the interpretations of the planned analysis results and 





This section is comprised of four major components. Figure 1 provides a graphic 
representation of the general layout of this section. The first three components correspond 
directly to the three phases in the investigation as outlined in the methods section and the 
fourth component includes a summary of the findings from Phase III and additional post-
hoc analyses of the data. The first component, Phase I: Usefulness of variables, includes 
the results of exploratory regression analyses that were conducted to determine the 
amount of variance in (Miller & Coleman, 1967) total cloze test (CT) scores accounted 
for by the syntactic and semantic variables under investigation for the calibration 
passages. These analyses were conducted to determine which syntactic and semantic 
variables should be retained for further consideration in the second phase of the 
investigation. All eight syntactic variables accounted for a significant amount of variance 
in total cloze scores; however, only seven were retained for further investigation. The 
semantic variable, number of unfamiliar words according to The Living Word 
Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981) accounted for a 
significant amount of variance in total CT scores at five of the six grade levels and these 
levels were retained for further investigation. 
The second component, Phase II: Formula creation and calibration, includes the 
results of regression analyses that were conducted to explore the variance in total cloze 
scores accounted for by all possible combinations of the retained syntactic and semantic 
variables. These analyses were conducted to create and calibrate the new-model formula. 
The results showed that four new-model formulas were worthy of retention and further 
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investigation. This component also includes the results of exploratory regression analyses 
that were conducted to recalibrate three existing readability formulas: the same total CT 
scores served as the dependent variable and each of the components from existing 
formulas served as the independent variables. These regression analyses resulted in five 
recalibrated formulas, because three recalibrated formulas were created for one of the 
existing formulas due to difficulties encountered during the recalibration process. 
During Phase III: External validity and reliability evidence, the four new-model and 
five recalibrated formulas were applied to the examination materials. This resulted in 
readability level estimates derived with each formula for each individual passage as well 
as overall readability-level averages for the materials. The results section for this phase of 
the investigation includes the results of correlations, Friedman two-way analysis of ranks 
tests, Sign tests, and regression analyses that were conducted to investigate how the four 
new-model and five recalibrated formulas performed when applied to credentialing-
examination materials.  
The Phase III component is divided into subsections according to analyses that were 
conducted. The first subsection Step I: Relationships between formula results, includes 
the results of correlational analyses that were conducted to determine the relationships 
between the formulas. These analyses were conducted to determine how well the results 
of the new-model formulas correlated with the results of the recalibrated formulas and to 
explore how well the results of the recalibrated formulas correlated with one another. 
These initial correlation analyses revealed that one of the new-model formulas (TUL8) 
significantly correlated with the results of one recalibrated formula (FOG3). No other 
relationships between the results of new-model and recalibrated formulas reached 
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significance. When the occupational-specific vocabulary list was used with the 
recalibrated formulas, the results of all of the new-model formulas and recalibrated 
formulas were significantly correlated. 
Post-hoc correlational analyses reported in the Phase III component were conducted 
to address the weak and non-significant correlations initially observed between the new-
model and recalibrated formula results, which were assumed to be due to the inclusion of 
occupational-specific vocabulary as contributors to increases in semantic complexity with 
the recalibrated formulas. The recalibrated formulas were once again applied to the 
materials, but modifications were made to account for the occupational-specific 
vocabulary in the passages. Specifically, during the calculation of the semantic variable 
for each recalibrated formula, occupational-specific vocabulary terms were removed from 
the totals. By this, the occupational-specific vocabulary terms were treated in a manner 
consistent with the way they were treated in the new-models. It was expected that the 
correlations between the new-model and recalibrated formula results would be stronger 
when the occupational-specific vocabulary was treated the same way across all formulas. 
This expectation was met: the correlations between the four new-models and all 
recalibrated formulas increased to significance. 
Step II: Differences between formula results includes the results of comparisons made 
between formula results. Friedman two-way analysis of ranks tests and Sign tests were 
employed. The results of these analyses within material sets (i.e., combined Books 1 and 
2, Book 1, and Book 2) were not considered as support of, or evidence against, the utility 
of the new models. Instead, the comparisons were used to explore how the results of all 
formulas corresponded. Friedman two-way analysis of ranks test and Sign test results 
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revealed significant differences between the results of all but two new-model formulas. In 
addition, the Sign tests conducted to compare the results of the new-model and 
recalibrated formulas revealed significant differences between 15 of the 20 possible 
formula pairs for combined Books 1 and 2, 13 of the 20 possible formula pairs for Book 
1, and 12 of the 20 possible formula pairs for Book 2. 
The occupational-specific vocabulary list was then used with the recalibrated 
formulas and post-hoc Sign tests were conducted to compare the results to the results of a 
new-model formula. Specifically, the new-model TUL8 results were compared to the 
results of the recalibrated formulas that were derived with the use of the occupational-
specific vocabulary list. These results were then inspected and compared to the results 
observed when the occupational-specific vocabulary list was not used with the 
recalibrated formulas. If fewer significant differences were observed between the results 
of the new-model and recalibrated formulas once the occupational-specific vocabulary 
list was used with the recalibrated formulas, there would be evidence to suggest that the 
differential treatment of occupational-specific vocabulary was largely a source of the 
previously observed significant differences.  
Step III: Determining whether differences were systematic includes the results of 
regression analyses conducted to determine how much variance in the readability 
estimates derived with the recalibrated formulas was due to the existence and frequency 
of occupational-specific vocabulary in the passages. These analyses were conducted to 
determine whether the differences between readability estimates derived with the new-
models and recalibrated formulas could be attributed to occupational-specific vocabulary 
in the passages. With the procedures used in the recalibrated formulas, these vocabulary 
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terms were identified as contributors to increases in semantic complexity. Conversely, 
with the procedures used in the new-models, these vocabulary terms were not considered 
to contribute to an increase in semantic complexity because these terms should be 
familiar to the respective reading audience. To determine how much variance in the 
readability estimates derived with the use of the recalibrated formulas was due to 
occupational-specific vocabulary being identified as contributors to semantic complexity, 
the readability estimate for each recalibrated formula served as the dependent variable. 
The number or percentage of words that were identified as contributors to semantic 
complexity and were included in the occupational-specific vocabulary list served as the 
independent variables. The occupational-specific vocabulary words that were identified 
as contributors to semantic complexity accounted for a significant amount of variance in 
readability estimates derived with the recalibrated formulas. 
The fourth major component, Results of external validity and reliability analyses, 
includes a comprehensive summary of the results of Phase III of the investigation as well 
as additional post-hoc analyses results. The post-hoc analysis includes an examination of  
how the overall readability estimates ranked for each formula. The order in which the 
formula results fell was then compared across the two books of examination items. The 
results revealed that the order in which the formulas fell were perfectly consistent for 
Books 1 and 2 of the examination materials when the occupational-specific vocabulary 
list was not used with the recalibrated formulas. However, when the occupational-
specific vocabulary list was used with the recalibrated formulas, the order in which the 
recalibrated formulas fell differed, although the mean values were not significantly 








Phase I: Usefulness of Variables 
The 36 passages calibrated for complexity by Miller and Coleman (1967) were 
analyzed according to the chosen syntactic and semantic variables. Specifically, the 
syntactic analysis for each passage included determining 1) number of T-units; 2) T-unit 
length (i.e., average number of words per T-unit); 3) number of clauses; 4) clause length 
(i.e., average number of words per clause); 5) number of sentences; 6) sentence length 
(i.e., average number of words per sentence); 7) percentage of passive sentences, and 8) 
percentage of passive verb phrases. To analyze the passages for semantic complexity, the 
number of words not included in The Living Word Vocabulary: A National Vocabulary 
Inventory (Dale & O’Rourke, 1981) was determined for grade levels 4, 6, 8, 10, 12, 13, 
and 16. 
Identifying T-units and clauses is neither a straightforward nor simplistic task. 
Therefore, three raters independently identified clauses and T-units for each set of 
passages. The T-unit and clause identification data were then analyzed to determine the 
inter-rater agreement. The initial T-unit identification agreement among the three raters 
for the Miller and Coleman (1967) passages (raters 1 and 2: r = .950, raters 2 and 3: r = 
.951; raters 1 and 3: r = .964) were acceptable. The initial clause identification agreement 
among the three raters was also acceptable (raters 1 and 2: r = .927, raters 2 and 3: r = 
.944; raters 1 and 3: r = .895).The overall inter-rater reliability among the three raters for 
the T-unit and clause identifications for all sets of passages were r = .984 and r = .972, 




The number of words for the Miller and Coleman (1967) passages ranged from 149 to 
152. Therefore, variable measures were adjusted for exactly 150 words. For example, 
passage 9 included 151 words and 8 sentences. The number of sentences was adjusted by 
dividing the actual number of sentences by the total number of words and multiplying 
that product by 150 [i.e., (8/151)*150= 7.947]. 
Exploratory regression analysis was used to investigate the variance in total CT 
scores accounted for by the semantic and syntactic variables under examination. These 
analyses were conducted to determine which syntactic and semantic variables should be 
retained for further consideration in the second phase of the investigation. Simple linear 
regression analyses were conducted with the Miller and Coleman total CT scores (i.e., the 
sum of CT I, CT II, and CT III scores for each passage; Aquino, 1969) as the dependent 
variable and: 1) number of unfamiliar words, 2) number of T-units; 3) T-unit length (i.e., 
average number of words per T-unit); 4) number of clauses; 5) clause length (i.e., average 
number of words per clause); 6) number of sentences; 7) sentence length (i.e., average 
number of words per sentence); 8) percentage of passive sentences, and 9) percentage of 
passive verb phrases as the independent variables. The regression analyses allowed the 
identification of predictor variables that accounted for a statistically significant amount of 
variance in cloze scores while controlling for the effects of the other variables. Data and 
standardized residuals for predictor variables were also plotted to facilitate the 
identification of instances of curvilinearity. The results from the standard multiple 




The simple regression analyses indicated that all of the syntactic variables accounted 
for a statistically significant amount of variance in total CT scores: 1) number of T-units, 
b = 36.1, t(34) = 7.503, R2 = .623, p < .0005; 2) T-unit length (i.e., average number of 
words per T-unit), b = -28.019, t(34) = -5.587, R2 = .479, p < .0005; 3) number of clauses, 
b = 28.721, t(34) = 5.865, R2 = .503, p < .0005; 4) clause length (i.e., average number of 
words per clause), b = -42.293, t(34) = -5.005, R2 = .424, p < .0005; 5) number of 
sentences, b = 32.956, t(34) = 5.983, R2 = .513, p < .0005; 6) sentence length (i.e., average 
number of words per sentence), b = -19.96, t(34) = -4.52, R2 = .375, p < .0005; 7) 
percentage of passive sentences, b = -541.587, t(34) = -3.654, R2 = .282, p < .001; and 8) 
percentage of passive verb phrases, b = -277.836, t(34) = - 2.851, R2 = .192, p < .007 (see 
Table 5).  
 
Table 5 
Correlations for syntactic variables 
 #TU TUL #C CL #S SL PPS PPVP 
TCT .790** -.692** .709** -.651** .716** -.613** -.531** -.439** 
#TU -- -.901** .791** -.660** .951** -.864** -.510** -.412** 
TUL -- -- -.666** .589** -.811** .929** .486** .299 
#C -- -- -- -.894** .681** -.554** -.488** -.403* 
CL -- -- -- -- -.532** .486** .452** .361* 
#S -- -- -- -- -- -.856** -.452** -.357* 
SL -- -- -- -- -- -- .473** .216 
PPS -- -- -- -- -- -- -- .733** 
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Note. TCT = Total Cloze test score; #TU = Number of T-units; TUL = T-unit length; #C = Number of 
Clauses; CL = Clause length; #S = Number of sentences; SL = Sentence length; PPS = Percentage of 
passive sentences; and PPVP = Percentage of passive verb phrases. ** Correlation significant at .01 level 
(two-tailed); * Correlation significant at .05 level (two-tailed).  
 
The simple regression analyses also indicated that the semantic variable (number of 
unfamiliar words) at all levels accounted for a statistically significant amount of variance 
in total CT scores: 1) level 4, b = -10.68, t(34) = -9.009, R2 = .705, p < .001; 2) level 6, b = 
-16.141, t(34) = -8.426, R2 = .676, p < .001; 3) level 8, b = -26.023 , t(34) = -7.493, R2 = 
.623, p < .001; 4) level 10, b = -34.799, t(34) = -7.033, R2 = .593, p < .001; 5) level 12, b = 
-40.98, t(34) = -3.819, R2 = .300, p < .001; 6) level 13, b = -37.849, t(34) = -2.991, R2 = 
.208, p < .005; and 7) level 16, b = -27.575, t(34) = -2.03, R2 = .108, p < .050 (see Table 6 
for correlation coefficients).  
 
Table 6 
Correlations for number of unfamiliar words 
 Level 4 Level 6 Level 8 Level 10 Level 12 Level 13 Level 16 
Total CT -.839** -.822** -.789** -.770** -.548** -.456** -.329 
Level 4 -- .974** .900** .867** .616** .506** .358* 
Level 6 -- -- .943** .898** .633** .533** .392* 
Level 8 -- -- -- .976** .739** .657** .502** 
Level 10 -- -- -- -- .837** .757** .600** 
Level 12 -- -- -- -- -- .952** .890** 
Level 13 -- -- -- -- -- -- -.959** 
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Note. ** Correlation significant at .01 level (two-tailed); * Correlation significant at .05 level (two-tailed). 
 
Through the simple linear regression results it was determined that all syntactic 
independent variables accounted for a statistically significant amount of variance in total 
CT scores. Seven of the eight original syntactic independent variables were retained for 
further analysis in the next phase of the investigation. Percentage of passive verb phrases 
only accounted for 19.2% of variance in total CT scores. Percentage of passive sentences 
accounted for more variance in total CT scores (28.2%) and was strongly correlated with 
percentage of passive verb phrases (r = .733). It was not necessary to include more than 
one measure of voice, especially because they were strongly correlated. Therefore, based 
on variance explained, percentage of passive sentences was retained for further 
investigation and percentage of passive verb phrases was not retained.  
Through the simple linear regression results it was also determined that the semantic 
independent variable (number of unfamiliar words) at levels 4, 6, 8, 10, 12, and 13 
accounted for a statistically significant amount of variance in total CT scores. Numbers of 
unfamiliar words at those levels were retained for further consideration in the next phase 
of the investigation. The number of familiar words at level 16 only accounted for 10.8% 
of variance in, and was not significantly correlated with, total CT scores. The semantic 
variable at level 16 was, therefore, not retained for further investigation. 
Phase II: Formula Creation and Calibration 
Phase II of the investigation had two primary purposes. The first purpose was to 
create and calibrate a new-model formula that incorporated variables that were retained 
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from the first phase of the study. The second purpose was to recalibrate three existing 
readability formulas with the same materials used to calibrate the new-model formula.  
This component of the results section includes the results of exploratory regression 
analyses that were conducted to investigate the variance in total CT scores accounted for 
by all possible combinations of the retained syntactic and semantic variables and, 
thereby, to create and calibrate a new-model formula. The results showed that four new-
model formulas were worthy of retention and further investigation. This component also 
includes the results of regression analyses that were conducted to recalibrate three 
existing readability formulas: the same total CT scores served as the dependent variable 
and the respective components of each existing formula served as the independent 
variables. This resulted in six recalibrated formulas, because three recalibrated formulas 
were created for one of the existing formulas due to difficulties encountered during the 
recalibration process.  
The first part of this component includes the details of the new-model formula 
calibrations. First, the variables retained for this phase of the investigation are identified. 
Then the 36 syntactic and semantic independent variable combinations that were created 
and explored and the methods used to analyze these variable combinations are explained. 
Next, an explanation of how outliers were identified and treated is offered. Subsequent 
subsections include the results of the analyses for the syntactic and semantic independent 
variable combinations. The subsections are organized according to the syntactic variable 
under consideration. The removal of particular Miller and Coleman (1967) passages are 
then identified and the rationale for their removal is explained. Next, the criteria for 
selecting new-model formulas for retention and further investigation are outlined. Then, 
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the new-model formulas that were selected for retention and inclusion for further 
analyses are identified.  
The second part of this component includes the details and results of exploratory 
regression analyses conducted to recalibrate the existing formulas. The existing formula 
recalibrated subsection is organized according to formula type. The recalibrated versions 
of the existing formulas that were retained for further investigation are then identified. A 
graphic representation of the layout of this entire component is offered in Figure 2. 
 
 
Figure 2. Graphic representation of layout of Phase II results section.  
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All eight syntactic variables accounted for statistically significant amounts of 
variance in total CT scores during Phase I and seven of them were retained for this phase 
of the investigation. Five of the six levels of the semantic independent variable (number 
of unfamiliar words) accounted for statistically significant amounts of variance in total 
CT scores and were retained for this phase of the investigation. The usefulness of 
syntactic variables and how much variance they account for when they were combined 
with the semantic variable at each level was explored.  
Exploratory stepwise multiple regression was conducted to determine the variance in 
the dependent variable (i.e., Total CT scores) accounted for by syntactic and semantic 
variable combinations. The syntactic variables were 1) number of T-units; 2) T-unit 
length (i.e., average number of words per T-unit); 3) number of clauses; 4) clause length 
(i.e., average number of words per clause); 5) number of sentences; 6) sentence length 
(i.e., average number of words per sentence); and 7) percentage of passive sentences. The 
semantic variable was number of familiar words according to the Living Word 
Vocabulary (Dale & O’Rourke, 1981) at grade levels 4, 6, 8, 10, 12, and 13. The 
resulting variable combinations were explored with stepwise multiple regression. A 
regression analysis was conducted for each syntactic variable coupled with the semantic 
variable at the five retained levels and the voice variable (percentage of passive 
sentences). This resulted in five possible variable combinations for each syntactic 
variable. Table 7 outlines these variable combinations. The variable combinations were 
explored and the regression analyses conducted for the new-model calibrations were 
conducted with attention to the correlation matrices reported in Phase I. However, lower 
levels of the semantic variable accounted for more variance in total CT scores . 
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Therefore, once a particular level of the semantic variable included in a combination 
failed to account for enough variance to enter the equation along with the syntactic 
variable, no further analyses were conducted to explore the respective syntactic variable 
combined with higher levels of the semantic variable.  
For all variable combinations explored in the creation and calibration of the new 
model, the first analysis included all 36 Miller and Coleman (1967) passages. For the 
second analysis, four passages were removed because, based on Total CT scores, they 
were the easiest passages. Total CT scores for these four passages were .75 standard 
deviations above the mean total CT score (M = 1004.278, SD = 184.82). For each 
subsequent analysis, standardized and studentized residuals were inspected to identify 
outliers warranting deletion. Passages with high standard residuals were inspected and 
deleted one at a time until the data set included only passages that had reasonable 
standardized residuals.  
Outliers are typically identified as data cases that have standardized residual values 
greater than two and they should be examined (Pedhazur, 1997). This common practice 
was used for each regression analysis, but the distribution of residuals was also inspected. 
The calculation of standardized residuals is based on the assumption that all residuals 
have the same variance; whereas, the calculation of studentized residuals does not require 
this assumption (Pedhazur, 1997). Therefore, studentized residual scatter plots were also 
inspected. The studentized residual scatter plots showed almost identical distributions of 
residuals as the standardized residuals. Therefore, scatter plots of standardized residuals 
and studentized residuals were considered and the case wise diagnostic values for 




All potential variable combinations 
Syntactic  Semantic— unfamiliar words Voice 
Number of T-units Level 4 Percentage of passive sentences 
Number of T-units Level 6 Percentage of passive sentences 
Number of T-units Level 8 Percentage of passive sentences 
Number of T-units Level 10 Percentage of passive sentences 
Number of T-units Level 12 Percentage of passive sentences 
Number of T-units Level 13 Percentage of passive sentences 
T-unit length Level 4 Percentage of passive sentences 
T-unit length Level 6 Percentage of passive sentences 
T-unit length Level 8 Percentage of passive sentences 
T-unit length Level 10 Percentage of passive sentences 
T-unit length Level 12 Percentage of passive sentences 
T-unit length Level 13 Percentage of passive sentences 
Number of clauses Level 4 Percentage of passive sentences 
Number of clauses Level 6 Percentage of passive sentences 
Number of clauses Level 8 Percentage of passive sentences 
Number of clauses Level 10 Percentage of passive sentences 
Number of clauses Level 12 Percentage of passive sentences 
Number of clauses Level 13 Percentage of passive sentences 
Clause length Level 4 Percentage of passive sentences 
Clause length Level 6 Percentage of passive sentences 
Clause length Level 8 Percentage of passive sentences 
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Syntactic  Semantic— unfamiliar words Voice 
Clause length Level 10 Percentage of passive sentences 
Clause length Level 12 Percentage of passive sentences 
Clause length Level 13 Percentage of passive sentences 
Number of sentences Level 4 Percentage of passive sentences 
Number of sentences Level 6 Percentage of passive sentences 
Number of sentences Level 8 Percentage of passive sentences 
Number of sentences Level 10 Percentage of passive sentences 
Number of sentences Level 12 Percentage of passive sentences 
Number of sentences Level 13 Percentage of passive sentences 
Sentence length Level 4 Percentage of passive sentences 
Sentence length Level 6 Percentage of passive sentences 
Sentence length Level 8 Percentage of passive sentences 
Sentence length Level 10 Percentage of passive sentences 
Sentence length Level 12 Percentage of passive sentences 
Sentence length Level 13 Percentage of passive sentences 
 
The following six subsections include the results of the regression analyses described 
above. These subsections are organized according to syntactic variable. Within each 
syntactic-variable subsection, the regression results obtained from coupling the respective 
syntactic variable each level of the semantic variable is discussed in turn. First, the results 
of regression analyses that included number of T-units as the syntactic variable and its 
coupling with the semantic variable at each of its levels are described. Second, the results 
of regression analyses that included T-unit length as the syntactic variable and its 
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coupling with the semantic variable at each of its levels are discussed. Third, the results 
of regression analyses that included number of clauses as the syntactic variable and its 
coupling with the semantic variable at each of its levels are reported. Fourth, the results 
of regression analyses that included number clauses as the syntactic variable and its 
coupling with the semantic variable at each of its levels are outlined. Fifth, the results of 
regression analyses that included number of sentences as the syntactic variable and its 
coupling with the semantic variable at each of its levels are described. Sixth, the results 
of regression analyses that included sentence length as the syntactic variable and its 
coupling with the semantic variable at each of its levels are discussed. 
 Number of T-units as Syntactic Variable 
Four sets of regression analyses were conducted to determine the variance in total CT 
scores accounted for by the combination of number of T-units, percentage of passive 
sentences, and number of unfamiliar words (at each grade level). In the analyses, the 
percentage of passive sentences never accounted for a significant amount of variance in 
the dependent variable. Therefore, it never entered the regression equations. With all 36 
passages included in the regression analysis, unfamiliar words at level 4 and number of 
T-units accounted for a statistically significant amount of variance in total CT scores 
(R2=.843, F(2,33) = 88.764, p < .0005; see Table 8). When the four passages with the 
highest total CT scores were removed, only unfamiliar words at level 4 accounted for a 
significant amount of variance in total CT scores. Removing passages with unreasonably 





















UFW-4* .843 .834 88.764 .457 -.575 Y΄=866.73-
(7.316*UFW)+(20.872*#TU) 
UFW-6* .845 .835 89.740 .488 -.559 Y΄=840.40-(10.97*UFW)+ 
(22.30*#TU) 
UFW-8** .828 .815 67.296 .257 -.746 Y΄=916.646-
(18.506*UFW)+(13.544*#TU) 
UFW-10** .789 .774 52.434 .279 -.708 Y΄=905.945- 
(24.218*UFW)+(14.665*#TU) 
Note. *All passages included. **Four passages with highest total CT scores and outliers removed. UFW = 
unfamiliar words, #TU = Number of T-units. All analysis reported in this table are significant at the .001 
level. 
 
With all 36 passages included in the regression analysis, unfamiliar words at level 6 
and number of T-units accounted for a statistically significant amount of variance in total 
CT scores (R2 = .845, F(2,33) = 89.740, p < .0005; see Table 8). When the four passages 
with the highest total CT scores were removed, only unfamiliar words at the 6th grade 
level accounted for a significant amount of variance in total CT scores. Removing 
passages with unreasonably high residuals did not allow the syntactic variable (number of 
T-units) to enter the equation.  
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With all 36 passages included in the regression analysis, unfamiliar words at level 8 
and number of T-units accounted for a statistically significant amount of variance in total 
CT scores (R2 = .827, F(2,33) = 78.719, p < .0005). When the four passages with the 
highest total CT scores were removed, unfamiliar words at level 8 and number of T-units 
accounted for a statistically significant amount of variance in total CT scores (R2 = .781, 
F(2,29) = 51.565, p < .0005). When outlying passage 5 was removed, unfamiliar words at 
level 8 and number of T-units accounted for a statistically significant amount of variance 
in total CT scores (R2 = .828, F(2,28) = 67.296, p < .0005; see Table 8). 
With all 36 passages included in the regression analysis, unfamiliar words at level 10 
and number of T-units accounted for a statistically significant amount of variance in total 
CT scores (R2 = .801, F(2,33) = 66.278, p < .0005). When the four passages with the 
highest total CT scores were removed, unfamiliar words at level 10 and number of T-
units accounted for a statistically significant amount of variance in total CT scores (R2 = 
.726, F(2,29) = 38.367, p < .0005). When outlying passage 5 was removed, unfamiliar 
words at level 10 and number of T-units accounted for a statistically significant amount 
of variance in total CT scores (R2 = .789, F(2,28) = 52.434, p < .0005; see Table 8). 
Unfamiliar words at level 10 combined with number of T-units accounted for less 
variance in total CT scores than unfamiliar words at level 8 combined with number of T-
units. The correlations between CT scores and unfamiliar words at levels 12 and 13 are 
weaker than the correlation between CT scores and unfamiliar words at level 10; 
therefore, regression analyses were not conducted for unfamiliar words at levels 12 or 13 




T-unit length as the Syntactic Variable 
Four sets of regression analyses were conducted to determine the variance in total CT 
scores accounted for by the combination of number of T-unit length, percentage of 
passive sentences, and number of unfamiliar words (at each grade level). In the analyses, 
the percentage of passive sentences never accounted for a significant amount of variance 
in the dependent variable. Therefore, it never entered the regression equations. With all 
36 passages included in the regression analysis, unfamiliar words at level 4 and T-unit 
length accounted for a statistically significant amount of variance in total CT scores (R2 = 
.752, F(2,33) = 50.065, p < .0005; see Table 9). When the four passages with the highest 
total CT scores were removed, only unfamiliar words at level 4 accounted for a 
significant amount of variance in total CT scores. Removing outlying passages did not 
have an effect on the resulting regression equation. 
With all 36 passages included in the regression analysis, unfamiliar words at level 6 
and T-unit length accounted for a statistically significant amount of variance in total CT 
scores (R2 = .750, F(2,33) = 49.627, p < .0005; see Table 9). When the four passages with 
the highest total CT scores were removed, only unfamiliar words at level 6 accounted for 
a significant amount of variance in total CT scores. Removing outlying passages did not 
have an effect on the resulting regression equation. 
With all 36 passages included in the regression analysis, unfamiliar words at level 8 
and T-unit length accounted for a statistically significant amount of variance in total CT 
scores (R2 = .747, F(2,33) = 48.605, p < .0005). When the four passages with the highest 
total CT scores were removed, unfamiliar words at level 8 and number of T-units 
accounted for a statistically significant amount of variance in total CT scores (R2 = .788, 
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F(2,29) = 53.840, p < .0005). When outlying passage 5 was also removed, unfamiliar 
words at level 8 and number of T-units accounted for a statistically significant amount of 
variance in total CT scores (R2 = .831, F(2,28) = 68.691, p < .0005; see Table 9). 
 
Table 9 















UFW-4* .752 .737 50.065 -.278 -.667 Y΄=1281.862-(8.487*UFW)-
(11.245*TUL) 
UFW-6* .750 .735 49.627 -.331 -.634 Y΄=1300.213-(12.442*UFW)-
(13.421*TUL) 
UFW-8** .831 .819 68.691 -.248 -.777 Y΄=1192.242-(19.278*UFW)-
(8.461*TUL) 
UFW-10** .787 .772 51.684 -.256 -.745 Y΄=1198.431- (25.469*UFW)-
(8.743*TUL) 
Note. *All passages included. **Four passages with highest total CT scores and outliers removed. UFW = 
unfamiliar words, TUL = T-unit length. All analysis reported in this table are significant at the .0005 level. 
 
With all 36 passages included in the regression analysis, unfamiliar words at level 10 
and T-unit length accounted for a statistically significant amount of variance in total CT 
scores (R2 = .717, F(2,33) = 41.906, p < .0005). When the four passages with the highest 
total CT scores were removed, unfamiliar words at level 10 and number of T-units 
accounted for a statistically significant amount of variance in total CT scores (R2 = .729, 
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F(2,29) = 38.941, p < .0005). When outlying passage 5 was removed, unfamiliar words at 
level 10 and number of T-units accounted for a statistically significant amount of 
variance in total CT scores (R2 = .787, F(2,28) = 51.684, p < .0005; see Table 9). 
Unfamiliar words at level 10 combined with T-unit length accounted for less variance in 
total CT scores than unfamiliar words at level 8 combined with T-unit length. The 
correlations between CT scores and unfamiliar words at levels 12 and 13 are weaker than 
the correlation between CT scores and unfamiliar words at level 10; therefore, further 
regression analyses were not conducted for unfamiliar words at levels 12 or 13 combined 
with T-unit length. 
Number of Clauses as the Syntactic Variable 
Five sets of regression analyses were conducted to determine the variance in total CT 
scores accounted for by the combination of number of clauses, percentage of passive 
sentences, and number of unfamiliar words (at each grade level). In all analyses, the 
percentage of passive sentences never accounted for a significant amount of variance in 
the dependent variable. This variable was, therefore, removed from further consideration. 
With all 36 passages included in the regression analysis, unfamiliar words at level 4 and 
number of clauses accounted for a statistically significant amount of variance in total CT 
scores (R2 = .798, F(2,33) = 65.380, p < .0005; see Table 10). When the four passages with 
the highest total CT scores were removed, only unfamiliar words at level 4 accounted for 
a significant amount of variance in total CT scores. Two passages showed high 
standardized residuals, but there appeared to be no legitimate reason for removing them 




















UFW-4* .798 .786 65.380 .363 -.645 Y΄=1141.039-(-8.20 *UFW)+(14.70 
*#C) 
UFW-6* .783 .770 59.458 .383 -.621 Y΄=853.110-
(12.195*UFW)+(15.529*#C) 
UFW-8** .786 .772 53.400 .233 -.752 Y΄=929.636-
(19.135*UFW)+(8.956*#C) 
UFW-10** .818 .805 60.672 .224 -.779 Y΄=944.244- 
(26.154*UFW)+(8.424*#C) 
UFW-12** .448 .409 11.747 .459 -.342 Y΄=747.509- 
(19.716*UFW)+(17.643 *#C) 
Note. *All passages included. **Four passages with highest total CT scores and outliers removed. UFW = 
unfamiliar words, #C = Number of clauses. All analysis reported in this table are significant at the .0005 
level. 
 
With all 36 passages included in the regression analysis, unfamiliar words at level 6 
and number of clauses accounted for a statistically significant amount of variance in total 
CT scores (R2 = .783, F(2,33) = 59.458, p < .001; see Table 10). When the four passages 
with the highest total CT scores were removed, only unfamiliar words at level 6 
accounted for a significant amount of variance in total CT scores. Removing outlying 
passages did not have an effect on the resulting regression equation. 
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With all 36 passages included in the regression analysis, unfamiliar words at level 8 
and number of clauses accounted for a statistically significant amount of variance in total 
CT scores (R2 = .762, F(2,33) = 52.752, p < .0005). When the four passages with the 
highest total CT scores were removed, unfamiliar words at level 8 and number of clauses 
accounted for a statistically significant amount of variance in total CT scores (R2 = .786, 
F(2,29) = 53.40, p < .0005; see Table 10). When outlying passage 5 was removed, only 
unfamiliar words at level 8 accounted for a statistically significant amount of variance in 
total CT scores. 
 With all 36 passages included in the regression analysis, unfamiliar words at level 10 
and number of clauses accounted for a statistically significant amount of variance in total 
CT scores (R2=.747, F(2,33) = 48.734, p < .0005). When the four passages with the highest 
total CT scores were removed, unfamiliar words at level 10 and number of clauses 
accounted for a statistically significant amount of variance in total CT scores (R2 =.743, 
F(2,29) = 41.917, p < .0005). When outlying passages 5 and 31 were removed, unfamiliar 
words at level 10 and number of clauses accounted for a statistically significant amount 
of variance in total CT scores (R2 =.818, F(2,27) = 60.672, p < .0005; see Table 10).  
With all 36 passages included in the regression analysis, unfamiliar words at level 12 
and number of clauses accounted for a statistically significant amount of variance in total 
CT scores (R2 = .576, F(2,33) = 22.392, p < .0005). When the four passages with the 
highest total CT scores were removed, unfamiliar words at level 12 and number of 
clauses accounted for a statistically significant amount of variance in total CT scores (R2 
= .448, F(2,29) = 11.747, p < .0005; see Table 10). Unfamiliar words at level 12 combined 
with number of clauses accounted for less variance in total CT scores than unfamiliar 
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words at level 10 combined with number of clauses. The correlations between CT scores 
and unfamiliar words at level 13 are weaker than the correlation between CT scores and 
unfamiliar words at level 12; therefore, further regression analyses were not conducted 
for unfamiliar words at level 13 combined with number of clauses. 
Clauses Length as the Syntactic Variable 
Four sets of regression analyses were conducted to determine the variance in total CT 
scores accounted for by the combination of clause length, percentage of passive 
sentences, and number of unfamiliar words (at each grade level). In the analyses, the 
percentage of passive sentences never accounted for a significant amount of variance in 
the dependent variable. Therefore, it never entered the regression equations. With all 36 
passages included in the regression analysis, unfamiliar words at level 4 and clause length 
accounted for a statistically significant amount of variance in total CT scores (R2 = .742, 
F(2,33) = 47.440, p < .0005; see Table 11). When the four passages with the highest total 
CT scores were removed, only unfamiliar words at the level 4 accounted for a significant 
amount of variance in total CT scores. When outlying passages 5 and 31 were removed, 
the equation included only unfamiliar words at level 4. 
With all 36 passages included in the regression analysis, unfamiliar words at level 6 
and clause length accounted for a statistically significant amount of variance in total CT 
scores (R2 = .727, F(2,33) = 43.917, p < .0005; see Table 11). When the four passages with 
the highest total CT scores were removed, only unfamiliar words at the level 6 accounted 
for a significant amount of variance in total CT scores. When all outliers were removed, 




















UFW-4* .742 .726 47.440 -.239 -.698 Y΄=1273.568-(8.885*UFW)-
(15.516*CL) 
UFW-6* .727 .710 43.017 -.273 -.668 Y΄=1281.468-(13.102*UFW)-
(17.744*CL) 
UFW-8** .849 .838 75.934 -.180 -.818 Y΄=1169.09-(19.92*UFW)-
(9.597*CL) 
UFW-10** .814 .800 59.158 -.216 -.778 Y΄=1190.825- (26.124*UFW)-
(11.559*CL) 
Note. *All passages included. **Four passages with highest total CT scores and outliers removed. UFW = 
unfamiliar words, CL = clause length. All analysis reported in this table are significant at the .0005 level. 
 
With all 36 passages included in the regression analysis, unfamiliar words at level 8 
and clause length accounted for a statistically significant amount of variance in total CT 
scores (R2 = .698, F(2,33) = 38.068, p < .0005). When the four passages with the highest 
total CT scores were removed, only unfamiliar words at the level 8 accounted for a 
significant amount of variance in total CT scores. When outlying passages 5 and 31 were 
removed, unfamiliar words at level 8 and clause length accounted for a statistically 
significant amount of variance in total CT scores (R2 = .849, F(2,27) = 75.934, p < .0005; 
see Table 11). 
171 
 
With all 36 passages included in the regression analysis, unfamiliar words at level 10 
and clause length accounted for a statistically significant amount of variance in total CT 
scores (R2 = .682, F(2,33) = 35.33, p < .0005). When the four passages with the highest 
total CT scores were removed, unfamiliar words at level 10 and clause length accounted 
for a statistically significant amount of variance in total CT scores (R2 = .729, F(2,29) = 
38.915, p < .0005). When outlying passages 5 and 31 were removed, unfamiliar words at 
level 10 and clause length accounted for a statistically significant amount of variance in 
total CT scores (R2 = .814, F(2,27) = 59.158, p < .0005; see Table 11). Unfamiliar words at 
level 10 combined with clause length accounted for less variance in total CT scores than 
unfamiliar words at level 8 combined with clause length. The correlations between CT 
scores and unfamiliar words at levels 12 and 13 are weaker than the correlation between 
CT scores and unfamiliar words at level 10; therefore, further regression analyses were 
not conducted for unfamiliar words at levels 12 or 13 combined with clause length. 
Number of Sentences as the Syntactic Variable 
Five sets of regression analyses were conducted to determine the variance in total CT 
scores accounted for by the combination of number of sentences, percentage of passive 
sentences, and number of unfamiliar words (at each grade level). In the analyses, the 
percentage of passive sentences never accounted for a significant amount of variance in 
the dependent variable. Therefore, it never entered the regression equations. With all 36 
passages included in the regression analysis, unfamiliar words at level 4 and number of 
sentences accounted for a statistically significant amount of variance in total CT scores 
(R2 = .843, F(2,33) = 88.608, p < .0005; see Table 12). When the four passages with the 
highest total CT scores were removed, only unfamiliar words at level 4 accounted for a 
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significant amount of variance in total CT scores. When all outliers were removed, the 
equation included only unfamiliar words at level 4. 
 
Table 12 















UFW-4* .843 .834 88.608 .419 -.647 Y΄=924.589-(8.232*UFW)+ 
(19.269 *#S) 
UFW-6* .836 .826 84.320 .444 -.631 Y΄=901.978-(12.378 
*UFW)+(20.421 *#S) 
UFW-8* .811 .800 70.884 .475 -.597 Y΄=885.812 -(19.694*UFW)+ 
(21.839*#S) 
UFW-10* .781 .768 58.900 .478 -.570 Y΄=886.039 - (25.772*UFW)+ 
(21.994*#S) 
UFW-12** .448 .409 1.385 .349 -.463 Y΄=817.620 - (26.542*UFW)+ 
(23.229*#S) 
Note: *All passages included. **Four passages with highest total CT scores and outliers removed. UFW = 
unfamiliar words, #S = number of sentences. All analysis reported in this table are significant at the .0005 
level. 
 
With all 36 passages included in the regression analysis, unfamiliar words at level 6 
and number of sentences accounted for a statistically significant amount of variance in 
total CT scores (R2 = .836, F(2,33) = 84.320, p < .0005; see Table 12). When the four 
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passages with the highest total CT scores were removed, only unfamiliar words at level 6 
accounted for a significant amount of variance in total CT scores. When all outliers were 
removed, the equation included only unfamiliar words at level 6. 
With all 36 passages included in the regression equation, unfamiliar words at level 8 
and number of sentences accounted for a statistically significant amount of variance in 
total CT scores (R2 = .811, F(2,33) = 70.884, p < .0005; see Table 12). When the four 
passages with the highest total CT scores were removed, only unfamiliar words at level 8 
accounted for a significant amount of variance in total CT scores. When all outliers were 
removed, the equation included only unfamiliar words at level 8. 
With all 36 passages included in the regression analysis, unfamiliar words at level 10 
and number of sentences accounted for a statistically significant amount of variance in 
total CT scores (R2 = .781, F(2,33) = 58.90, p < .0005; see Table 12). When the four 
passages with the highest total CT scores were removed, only unfamiliar words at level 
10 accounted for a significant amount of variance in total CT scores. When all outliers 
were removed, the equation included only unfamiliar words at level 10.  
With all 36 passages included in the regression analysis, unfamiliar words at level 12 
and number of sentences accounted for a statistically significant amount of variance in 
total CT scores, (R2 = .597, F(2,33) = 24.413, p < .0005). When the four passages with the 
highest total CT scores were removed, only unfamiliar words at level 12 accounted for a 
significant amount of variance in total CT scores. When outlying passage 5 was removed, 
unfamiliar words at level 12 and number of sentences accounted for a statistically 
significant amount of variance in total CT scores (R2 = .448, F(2,28) = 11.385, p < .0005; 
see Table 12). Unfamiliar words at level 12 combined with number of sentences 
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accounted for less variance in total CT scores than unfamiliar words at level 10 combined 
with number of sentences. The correlations between CT scores and unfamiliar words at 
level 13 are weaker than the correlation between CT scores and unfamiliar words at level 
12; therefore, further regression analyses were not conducted for unfamiliar words at 
level 13 combined with number of sentences. 
Sentence Length as the Syntactic Variable 
Five sets of regression analyses were conducted to determine the variance in total CT 
scores accounted for by the combination of sentence length, percentage of passive 
sentences, and number of unfamiliar words (at each grade level). In the analyses, the 
percentage of passive sentences never accounted for a significant amount of variance in 
the dependent variable. Therefore, it never entered the regression equations. With all 36 
passages included in the regression analysis and in an analysis when the four passages 
with the highest total CT scores were removed, only unfamiliar words at level 4 
accounted for a significant amount of variance in total CT scores. When all outliers were 
removed, the equation included only unfamiliar words at level 4. 
With all 36 passages included in the regression analysis, unfamiliar words at level 6 
and sentence length accounted for a statistically significant amount of variance in total 
CT scores (R2 = .724, F(2,33) = 43.291, p < .0005; see Table 13). When the four passages 
with the highest total CT scores were removed, only unfamiliar words at level 6 
accounted for a significant amount of variance in total scores. When all outliers were 
removed, the equation included only unfamiliar words at level 6. 
With all 36 passages included in the regression analysis, unfamiliar words at level 8 
and sentence length accounted for a statistically significant amount of variance in total 
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CT scores (R2 = .708, F(2,33) = 40.080, p < .0005; see Table 13). When the four passages 
with the highest total CT scores were removed, only unfamiliar words at level 8 
accounted for a significant amount of variance in total scores. When all outliers were 
removed, the equation included only unfamiliar words at level 8. 
 
Table 13 















UFW-6* .724 .707 43.291 -.256 -.690 Y΄=1253.468 -(13.544*UFW)-
(8.329*SL) 
UFW-8* .708 .691 40.080 -.327 -.644 Y΄=1289.865 -(21.240 *UFW)-
(10.637 *SL) 
UFW-10** .772 .756 47.470 -.211 -.780 Y΄=1175.387 -(26.657*UFW)-
(5.990 *SL) 
UFW-12** .457 .418 11.783 -.355 -.481 Y΄=1207.778 -(27.557 *UFW)-
(10.086*SL) 
Note. *All passages included. **Four passages with highest total CT scores and outliers removed. UFW = 
unfamiliar words, SL = sentence length. All analysis reported in this table are significant at the .0005 level. 
 
With all 36 passages included in the regression analysis, unfamiliar words at level 10 
and sentence length accounted for a statistically significant amount of variance in total 
CT scores (R2 = .685, F(2,33) = 35.830, p < .0005). When the four passages with the 
highest total CT scores were removed, only unfamiliar words at level 10 accounted for a 
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significant amount of variance in total scores. When outlying passage 5 was removed, 
unfamiliar words at level 10 and sentence length accounted for a statistically significant 
amount of variance in total CT scores (R2 = .772, F(2,28) = 47.470, p < .0005; see Table 
13). 
With all 36 passages included in the regression analysis, unfamiliar words at level 12 
and sentence length accounted for a statistically significant amount of variance in total 
CT scores (R2 = .483, F(2,33) = 15.409, p < .0005). When the four passages with the 
highest total CT scores were removed, only unfamiliar words at level 12 accounted for a 
significant amount of variance in total scores. When outlying passage 5 was removed, 
unfamiliar words at level 12 and sentence length accounted for a statistically significant 
amount of variance in total CT scores (R2 = .457, F(2,28) = 11.783, p < .0005; see Table 
13). ). Unfamiliar words at level 12 combined with sentence length accounted for less 
variance in total CT scores than unfamiliar words at level 10 combined with sentence 
length; therefore. The correlations between CT scores and unfamiliar words at level 13 
are weaker than the correlation between CT scores and unfamiliar words at level 12; 
therefore, further regression analyses were not conducted for unfamiliar words at level 13 
combined with clause length. 
Passages Identified for Removal 
Four passages were initially determined to be inappropriate for inclusion in the 
current study because they were the easiest of the passages according to their 
corresponding total CT scores (total CT score M = 1004.28, SD = 184.82). These 
passages were .75 standard deviations above the total CT mean. This cutoff was 
determined by inspecting the total CT scores. If the cutoff for identifying passages that 
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were too easy for inclusion were set at 1 standard deviation above the mean, only two 
passages would have been removed from the analysis. Therefore, the cutoff of .75 
standard deviations seemed more appropriate for filtering the appropriate passages.  
With a total CT score of 1141, passage 5 was less than 3 points away from meeting 
the criterion for removal (.75 SD cutoff = 1142.89). In addition, high standardized 
residuals were observed for passage 5 during stepwise multiple regression analyses that 
included: 1) number of T-units combined with unfamiliar words at levels 4, 8, and 10; 2) 
T-unit length combined with unfamiliar words at levels 8 and 10; 3) number of clauses 
combined with unfamiliar words at levels 4, 8, and 10; 4) clause length combined with 
unfamiliar words at levels 8 and 10; 5) number of sentences combined with unfamiliar 
words at levels 8 and 10; and 6) sentence length combined with unfamiliar words at 
levels 10 and 12. Passage 5 was, therefore, examined to determine whether it was 
appropriate to consider it an outlier and delete it.  
The 32 passages that were initially retained for analysis were sorted according to their 
total CT scores. The mean number of T-units for the 16 most difficult passages (those 
with the lowest CT scores) was 8.40 and the mean for the easiest 15 passages (not 
including passage 5) was 12.20. Passage 5 included 9 T-units, which corresponds better 
with more difficult passages than the total CT score for passage 5 would insinuate. The 
average for mean T-unit length for the 16 most difficult passages was 18.30 and the 
average for the easiest passages was 13.02. The mean T-unit length for passage 5 was 
16.67, which corresponds better with more difficult passages than the total CT score for 
passage 5 would insinuate. The range for number of sentences in the entire set of data (all 
36 passages) was 5 to 23.84, with the most difficult passages generally including the 
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fewest number of sentences. Passage 5 included 6 sentences, which does not correspond 
with its high total CT score. The mean sentence length range for all passages was 6.29 to 
30 words, with the most difficult passages generally including longer sentences. Passage 
5 had a mean sentences length of 25 words, which does not correspond with its high total 
CT score.  
Passage 5 also had high standardized residuals whenever unfamiliar words at levels 8 
or 12 were included in the analysis. Therefore, passage 5 was inspected according to its 
number of unfamiliar words at levels 8 and 12. Passage 5 included five unfamiliar words 
at level 8 and level 12. The mean number of unfamiliar words at levels 8 and 12 for the 
20 easiest passages were 1.95 and 1.54, respectively. The numbers of unfamiliar words 
for passage 5 at levels 8 and 12 were not in accordance with the values of the other 
passages with high total CT scores (easier passages). 
Based on the above data, it was determined appropriate to delete passage 5 whenever 
it showed unreasonably high standardized residuals in analyses that included number of 
T-units, T-unit length, number of sentences, sentence length, unfamiliar words at level 8, 
or unfamiliar words at level 12. The data clearly showed that the that number of T-units, 
T-unit length, number of sentences, sentence length, unfamiliar words at level 8, or 
unfamiliar words at level 12 values for passage 5 were not in accordance with its total CT 
score. These values for passage 5 were in accordance with the values for more difficult 
passages; although, according to its total CT score, passage 5 is the 5th easiest of all 36 
passages.  
Passage 31 had a total CT score of 810, which indicated it was the eighth most 
difficult passage. This passage consistently showed high residuals in analyses that 
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included number of clauses and clause length. Not including passages previously 
identified for removal or passage 31, the mean number of clauses for the easiest 15 
passages was 17.33 and the mean number of clauses for the hardest 15 passages was 12.4. 
Passage 31 included 15 clauses and that value was nearly equidistant from the mean 
values for the easiest and hardest passages. The average mean clause length for the 
easiest 15 passages (not including those previously deleted) was 8.95 and the average 
mean clause length for the most difficult 15 passages (not including passage 31) was 
12.07. The mean clause length for passage 31 was 9.38, which corresponds with the 
average mean clause length of the easier passages even though passage 31 is the 7th most 
difficult passage (according to total CT scores).  
Although passage 31 did not show in an inordinately high number of clauses, as 
compared to other difficult passages, its values were higher than the mean for other 
difficult passages. The number of clauses and mean clause length data for Passage 31 
were used to determine that it was appropriate to remove passage 31 when it showed an 
unreasonably high standardized residual in analyses that included number of clauses or 
mean clause length. This resulted in the removal of the same passages for both formulas 
that included clause measures. 
Criteria for Selecting New-model Formulas to be Retained for Further Investigation 
The stepwise multiple regression analyses that were conducted to determine the 
variance in the dependent variable (i.e., Total CT scores) accounted for by syntactic and 
semantic variable combinations resulted in numerous variable combinations that 
accounted for a statistically significant amount of variance in total CT scores. It was 
necessary to select equations to be included in the next phase of the investigation. The 
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following three criteria were, therefore, established to help make these determinations. 
First, because the passages with the highest total CT scores were previously identified as 
inappropriate for the current calibration, regression equations that necessitated the 
inclusion of these four passages were not explored further. Second, it was necessary to 
establish a cut off for the amount of variance explained. It was determined that 80% of 
variance explained was a suitable criterion. Several of the regression equations with the 
four passages with the highest total CT scores removed accounted for a statistically 
significant amount of variance in total CT scores. The analyses sets for each of the 
syntactic variables included at least one equation that accounted for more than 80% of 
variance. Third, when more than one regression equation for the analyses for a syntactic 
variable included more than one equation that excluded the four passages with the highest 
total CT scores and accounted for more than 80% of variance in total CT score, the 
equation with the highest variance explained was selected for further investigation. 
New-model formulas selected for retention. 
Based on the above criteria, four regression equations were selected for further 
investigation. The first regression equation (#TU8) included number of T-units as the 
syntactic variable and unfamiliar words at level 8 as the semantic variable and accounted 
for 82.8% of variance in total CT scores (R2 = .828, F(2,28) = 67.296, p < .0001; see Table 
14). The #TU8 regression equation was derived with the four passages with the highest 
total CT scores and outlying passage 5 removed from the analysis. The #TU8 regression 





#TU8 regression results 



















.828 .815 67.296 916.646 -18.506 13.544 -.764 .257 .0005 
 
The second regression equation (TUL8) included T-unit length as the syntactic 
variable and unfamiliar words at level 8 as the semantic variable and accounted for 
83.1% of variance in total CT scores (R2 = .831, F(2,28) = 68.691, p < .0005; see Table 15). 
The TUL8 regression equation was derived with the four passages with the highest total 
CT scores and outlying passage 5 removed from the analysis. The TUL8 regression 
equation is as follows: Y΄ = 1192.242 - (19.278*UFW) - (8.461*TUL). 
 
Table 15 
TUL8 regression results 



















.831 .819 68.691 1192.242 -19.278 -8.461 -.777 -.248 .0005 
 
The third regression equation (#C10) included number of clauses as the syntactic 
variable and unfamiliar words at level 10 as the semantic variable and accounted for 
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81.8% of variance in total CT scores (R2 = .818, F(2,27) = 60.672, p < .0005; see Table 16). 
The #C10 regression equation was derived with the four passages with the highest total 
CT scores and outlying passages 5 and 31 removed from the analysis. The #C10 
regression equation is as follows: Y΄ = 944.244 – (26.154*UFW) + (8.424*#C). 
 
Table 16 
#C10 regression results 



















.818 .805 60.672 944.244 -26.154 8.424 -.779 -.224 .0005 
 
The fourth regression equation (CL8) included clause length as the syntactic variable 
and unfamiliar words at level 8 as the semantic variable and accounted for 84.9% of 
variance in total CT scores (R2 = .849, F(2,27) = 75.934, p < .0001; see Table 17). The CL8 
regression equation was derived with the four passages with the highest total CT scores 
and outlying passages 5 and 31 removed from the analysis. The CL8 regression equation 
is as follows: Y΄ = 1169.09 - (19.92*UFW) - (9.597*CL). 
Equations that included number of sentences as the syntactic variable were not further 
considered in this study for three reasons. First, resulting equations that accounted for 
more than 80% of variance in total CT scores necessitated the inclusion of all 36 
passages. Specifically, although the number of sentences and number of unfamiliar words 
at levels 4, 6, or 8 accounted for more than 80% of variance in total CT scores (see Table 
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12); this required the inclusion of all 36 passages in the regression analysis. Four of these 
passages (those with the highest total CT scores) were previously identified as 
inappropriate for formula calibration. When those cases were removed, only the number 
of unfamiliar words at levels 4, 6, or 8 accounted for a significant amount of variance in 
the dependent variable. 
 
Table 17 
CL8 regression results 



















.849 .838 75.934 1169.09 -19.920 -9.597 -.818 -.180 .0005 
 
The number of sentences and unfamiliar words at level 10 accounted for 78.1% of 
variance in total CT scores, but this also required the inclusion of all 36 passages. 
Second, the only variable combination that included number of sentences and accounted 
for a statistically significant amount of variance with the four passages with the highest 
total CT scores removed, accounted for very little variance in the dependent variable as 
compared to the other equations explored. Specifically, the number of sentences and 
unfamiliar words at level 12 only accounted for 44.8% of variance in total CT scores. 
This did not meet the initially established criterion: 80% of variance explained. Third, 
although some variable combinations that included number of sentences accounted for a 
significant amount of variance in total CT scores, this calibration was based on passages 
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of approximately 150 words. The purpose of the present study was to create a formula 
that is not only appropriate for regular text passages, but would also appropriate for 
multiple-choice test items that are converted into pseudo-continuous prose. Even after the 
pseudo-continuous prose conversion, multiple-choice test items tend to include fewer 
than 100 words. Thus, the number of sentences is not likely the most appropriate measure 
of syntactic complexity for multiple-choice test items. Instead, measures of smaller 
syntactic units (T-units and clauses) that allow for more data points are likely more 
appropriate for the purposes of the present study. 
Equations that included sentence length as the syntactic variable were not further 
considered in this study for two reasons. First, although several of the variable 
combinations accounted for a significant amount of variance in total CT scores, none of 
them accounted for more 80% of variance in total CT scores, which was the criterion 
established for this study. Second, although some variable combinations that included 
sentence length accounted for a significant amount of variance in total CT scores, this 
calibration was based on passages of approximately 150 words. The purpose of this study 
was to create a formula that is not only appropriate for regular text passages, but is also 
appropriate for multiple-choice test items that are converted into pseudo-continuous 
prose. Even after the pseudo-continuous prose conversion, multiple-choice test items tend 
to include fewer than 100 words. Thus, the sentence length is not likely the most 
appropriate measure of syntactic complexity for multiple-choice test items. Instead, 
measures of smaller syntactic units (T-units and clauses), which allow for more data 




Existing Formula Recalibration 
This subsection includes the details and results of multiple regression analyses that 
were used to recalibrate the existing readability formulas. These recalibrations were 
conducted to provide the most consistent comparison possible across the new-model 
formula and existing formula results during Phase III of the investigation. Dale-Chall 
(1995), FOG, and Homan-Hewitt readability formulas were recalibrated and the results of 
these recalibrations are discussed in turn. Multiple regression techniques were used with 
total CT scores from the Miller and Coleman (1967) passages as the dependent variable 
and each respective components of each formula as the independent variables. 
Recalibrating these formulas, while retaining their established variables, provided a 
consistent comparison of the existing formula and new-model results during the next 
phase of this investigation. Below are the original readability formulas: 
Dale-Chall Cloze (Chall, 1995) = 64 – (.95) (X1) – (.69) (X2) 
(Where X1= number of unfamiliar words and X2=average sentence length.) 
Gunning FOG Index = .4 (sl) + (hard words) 
(Where sl = sentence length and hard words = percentage of hard words.) 
Homan-Hewitt = 1.76 + (.15)(WNUM) + (.69)(WUNF) – (.51)(WLON). 
(Where WNUM = sentence complexity, WUNF = number of difficult words, and 
WLON = word length)  
Dale-Chall (1995) recalibration. 
Stepwise multiple regression was used to recalibrate the Dale-Chall (1995) readability 
formula. The independent variables were number of unfamiliar words (according to 
Chall-Dale list) and average sentence length and the dependent variable was total CT 
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scores. The first analysis included data for all 36 Miller Coleman (1967) passages. The 
number of unfamiliar words accounted for a statistically significant amount of variance in 
total CT scores (R2 = .728, F(1,34) = 91.194, p < .0005). Average sentence length was not 
included in the solution. In an analysis with the four passages with the highest total CT 
score removed, unfamiliar words accounted for a statistically significant amount of 
variance without allowing sentence length to enter the equation (R2 = .837, F(1, 30) = 
154.135, p < .0005).  
Because the objective for this portion of the study was to recalibrate the existing 
Dale-Chall (1995) formula with the Miller and Coleman (1967) passages, both 
independent variables needed to enter the equation. Therefore, two strategies were used 
to determine how these independent variables should be weighted. First, standardized 
residuals were examined to determine whether any passages should be removed. Ideally, 
all 32 passages would have been included in the equation, but with all passages included, 
both variables did not enter the equation. Thus, it was deemed appropriate to explore 
standardized residuals to determine whether there were outliers that should be removed. 
Second, the 32 passages were included and hierarchical multiple regression was used to 
force both independent variables into the equation in the order in which Chall and Dale 
indicated they should enter.  
When the four passages with the highest total CT scores were removed, passage 31 
showed a high standardized residual. The predictor variable values for passage 31 were, 
therefore, inspected. The range for number of unfamiliar words in the entire set of data 
(all 36 passages) was 0 to 51.34, with the most difficult passages generally including the 
greatest number of unfamiliar words. The average number of unfamiliar words for the 16 
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most difficult passages (not including passage 31) was 30.43 and the average number of 
unfamiliar words for the 15 easiest passages (not including previously deleted passages) 
was 6.60. Passage 31 had 21 unfamiliar words. This was generally in accordance with the 
more difficult passages, as would be expected because it was the seventh most difficult 
passage (according to total CT scores). On the other hand, this value was slightly lower 
than would have been expected. Specifically, passage 31 had fewer unfamiliar words than 
12 of the 14 most difficult passages.  
Sentence length for passage 31 was then examined. The range for average sentence 
length in the entire set of data (all 36 passages) was 6.29 to 30 words, with the most 
difficult passages generally including the sentences with the highest average sentence 
length. Passage 31 had an average sentence length of 30 words, which was greater than 
the average sentence length for 5 of the six passages that were more difficult than passage 
31. Based on the predictor variable values and standardized residuals for passage 31, it 
was deemed appropriate to delete it. 
When the four passages with the highest total CT scores and outlying passage 31 
were removed, number of unfamiliar words and average sentence length accounted for a 
statistically significant amount of variance in total CT scores (R2 = .881, F(2,28) = 103.784, 
p < .0005; see Table 18).  
FOG (Gunning, 1952) recalibration. 
Unlike the other existing formulas explored in the current study, the FOG formula is a 
linear equation but it is not a regression equation. The two independent variables, 
sentence length and percentage of hard words, are added and multiplied by a constant of 
.4. To recalibrate this formula, the original independent variables were retained and 
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multiple regression analysis methods were used. Because the original formula involved 
adding the two independent variables without weighting either of them, two approaches 
were used. First, the independent variables were entered independently and several 
multiple regression analyses were conducted with total CT scores as the dependent 
variable. Second, the independent variables were added together to create a single 
independent variable and simple linear regression was conducted with total CT scores as 
the dependent variable. All regression analyses are reported below. 
 
Table 18 






















31 .881 .873 103.784 .164 -1.016 Y΄=1046.50-
(8.849*UFW)+(4.984*SL) 
Note. UFW = unfamiliar words, SL = average sentence length.  
 
Stepwise multiple regression was used to recalibrate the FOG (1995) readability 
formula. The independent variables were percentage of hard words (words with more 
than two syllables) and average sentence length and the dependent variable was total CT 
scores. The first analysis included data for all 36 Miller Coleman (1967) passages. The 
percentage of hard words and average sentence length accounted for a statistically 
significant amount of variance in total CT scores (R2 = .740, F(2, 33) = 46.895, p < .0005; 
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see Table 19). The four passages with the highest total CT score were then removed and 
the regression was conducted again. Only percentage of hard words accounted for a 
statistically significant amount of variance without allowing average sentence length to 
enter the equation (R2 = .833, F(1, 30) = 149.251, p < .0005). Removing additional outliers 
did not allow average sentence length to enter the equation. 
 
Table 19 






















36 .740 .724 46.895 -.699 -.259 Y΄=1277.463-
(8.849*HW)+(4.984*SL) 
Note. HW = percentage of hard words, SL = average sentence length. 
 
Because the objective for this portion of the study was to recalibrate the existing FOG 
formula with the Miller and Coleman (1967) passages, it was necessary for both 
independent variables to enter the equation. When all 36 Miller and Coleman passages 
were included in the regression analysis, both variables entered the equation. In contrast, 
when the four passages with the highest total CT scores and potential outliers were 
removed, only one variable (percentage of hard words) entered the equation. All other 
formula calibrations in this study involved the deletion of the four passages with the 
highest total CT scores. Therefore, to allow the most consistent comparison of regression 
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results possible, the four passages were removed and both independent variables were 
forced into the equation.  
The 32 passages (the four with the highest total CT scores were removed) were 
included and hierarchical multiple regression was conducted to force both independent 
variables into the equation. Percentage of hard words and average sentence length were 
the independent variables and total CT scores was the dependent variable. Gunning did 
not specify the order of entry for the variables; therefore, two orders of entry were 
explored. From both full models, percentage of hard words and average sentence length 
accounted for 83.3% of variance in total CT scores (R2 = .833, F(2,29) = 72.226, p < .0005; 
see Table 20). When percentage of hard words was entered first in the equation, it 
explained all 83.3% of variance in total CT scores (p < .0005; see Table 20). Average 
sentence length did not account for any additional variance in total CT scores (p = .865). 
When average sentence length was entered first in the equation, it explained 17.6% of 
variance in total CT scores (p < .017; see Table 20). Percentage of hard words accounted 
for an additional 65.7% of variance in total CT scores over and above the variance 
accounted for by percentage of hard words (p = .0005). Both orders of entry resulted in 
the same regression equation. 
For the next set of FOG recalibration regression analyses, the independent variables 
(sentence length and percentage of hard words) were added together to create a single 
independent variable. Simple linear regression was conducted with the sum of sentence 
length and percentage of hard words as the independent variable and total CT scores as 
the dependent variable. With all 36 passages included, the summed independent variable 
accounted for a statistically significant amount of variance in total CT scores (b =             
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-14.042, t(34) = -9.178, R2 = .712, p < .0005; see Table 21). When the four passages with 
the highest total CT scores were removed, the summed independent variable accounted 
for a statistically significant amount of variance in total CT scores (b = -11.375, t(30) = -
8.081, R2 = . 685, p < .0005; see Table 21). When the four passages with the highest total 
CT scores and outlying passage 5 were removed, the summed independent variable 
accounted for a statistically significant amount of variance in total CT scores (b = -
11.469, t(29) = -8.897, R2 = . 732, p < .0005; see Table 21). 
 
Table 20 













HW .833 149.251 .0005 Y΄=1109.175-(18.193*HW)-
(.412*SL) SL .000 .029 .865 
SL entered 
1st 
SL .176 6.401 .017  
HW .657 113.951 .0005  
Note. HW = hard words, SL = average sentence length. 
 
Based on the results of the above regression analyses, it was determined that three 
formulas would be used for comparisons to the current model. The first regression 
equation selected was derived via the stepwise multiple regression method including all 
36 passages. The second equation was derived via hierarchical multiple regression with 
the four passages with the highest total CT scores removed and sentence length entered 
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first. The third equation was derived using simple linear regression with the two 
independent variables combined into a single independent variable and the four passages 
with the highest total CT scores and one additional outlying passage removed. 
 
Table 21 

















36 . 712 .704 -9.178 1347.461 -14.042 -.844 Y΄=1347.461-
(14.042*(HW+SL)) 
32 .685 .675 -8.081 1261.026 -11.375 -.828 Y΄=1261.026-
(11.375*(HW+SL)) 
31 .732 .723 -8.897 1257.188 -11.469 -.856 Y΄=1257.188-
(11.469*(HW+SL)) 
Note. HW = hard words, SL = average sentence length. 
 
Homan and Hewitt recalibration. 
Difficulties were encountered in the recalibration of the Homan and Hewitt formula. 
Validation studies published by Homan et al. (1994) and Hewitt and Homan (2004) 
indicated that unfamiliar words should be identified at level 4. Using this level of the 
semantic variable did not allow all of the variables included in the formula to enter the 
equation. Therefore, several multiple regression approaches were necessary to recalibrate 
the Homan and Hewitt formula. The analyses conducted are described in detail below. 
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Stepwise multiple regression analyses were initially conducted to recalibrated the 
Homan-Hewitt readability formula. The dependent variable was total CT score. The 
independent, syntactic variable was T-unit length and the independent, semantic variables 
were number of unfamiliar words (at each level) and number of long words. With the 
stepwise multiple regression approach, regardless of the level at which unfamiliar words 
were identified or the removal of outlying passages, not all of the independent variables 
would enter the equation.  
Because the objective for this portion of the study was to recalibrate the existing 
Homan-Hewitt formula with the Miller and Coleman (1967) passages, it was necessary 
for all three independent variables to enter the equation. It was also important for the 
independent variables to enter the equation in the order specified by Homan and Hewitt 
(2004; 1994) for the recalibrated formula to be as similar to the original formula as 
possible. Therefore, the initial stepwise multiple regression analysis results of the present 
study were inspected and several hierarchical multiple regression analyses were 
conducted in an attempt to force the three independent variables into the equation in order 
in which Homan and Hewitt specified while retaining acceptable significance levels. 
In Homan et al. (1994) and Hewitt and Homan’s (2004) validation studies, number of 
difficult words entered the equation first, followed by sentence complexity, and then 
word length. The previously conducted analyses for the Homan-Hewitt recalibration in 
the current study were inspected with special attention to the order of entry for the 
independent variables and significance levels. It was determined that when unfamiliar 
words were identified at level 4 and all passages were included, number of difficult 
words accounted for the most variance in total CT scores, followed by sentence 
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complexity and word length. Only word length was prevented from entering the equation 
(p = .413). In addition, when unfamiliar words were identified at level 6, regardless of 
passages removed, number of difficult words accounted for the most variance in total CT 
scores, followed by sentence complexity and word length. When the four cases with the 
highest total CT scores were removed, sentence complexity (p = .249) and word length (p 
= .299) did not enter the equation. When outlying passage 5 was also removed, sentence 
complexity (p = .147) and word length (p = .222) did not enter the equation. Regardless 
of significance values, both of these sets of analysis followed the order of entry indicated 
by Homan and Hewitt. Therefore, exploratory hierarchical multiple regression techniques 
were used with unfamiliar words identified at levels 4 (all passages included) and 6 (four 
passages with highest total CT score and passage 5 removed) to determine how all three 
independent variables could be forced into the equation in the order in which Homan and 
Hewitt indicated they should enter. Those analyses are described in detail below. 
Hierarchical multiple regression was used to determine the variance accounted for in 
total CT scores by number of difficult words (level 4), sentence complexity, and word 
length. The independent variables were entered in the order indicated by Homan and 
Hewitt (2004, 1994). The full model accounted for 75.7% of variance in total CT scores, 
(R2 = .757, F(3,32) = 33.290, p < .0005; see Table 22). Number of difficult words (level 4), 
which was entered first, explained 70.5% of variance total CT scores (p < .0005). 
Sentence complexity explained an additional 4.7% of variance of total CT scores over 
and above that explained by number of difficult words (p < .017). Word length explained 
an additional .5% of variance in total CT scores beyond the variance explained by the 




Hierarchical regression change statistics for Homan-Hewitt recalibration with 
unfamiliar words at level 4 
Variables R2 change F change p change 
WUNF (level 4) .705 81.157 .0005 
WNUM .047 6.307 .017 
WLON .005 .687 .413 
Note. WUNF = number of difficult words; WNUM = sentence complexity; WLON = word length. 
 
Hierarchical multiple regression was then used with the number of difficult words 
(level 6), sentence complexity, and word length as the independent variables and total CT 
scores as the dependent variable. The independent variables were entered in the order 
indicated by Homan and Hewitt (2004, 1994). With the four passages with the highest 
total CT scores removed, the full model explained 84.1% of variance in total CT scores 
(R2 = .841, F(3,28) = 49.315, p < .0005; see Table 23). Number of difficult words (level 6), 
which was entered first, explained 83.3% of variance total CT scores (p < .0005). 
Sentence complexity explained an additional .8% of variance of total CT scores over and 
above that explained by number of difficult words (p = .249). Word length did not 
explain any additional variance in total CT scores beyond the variance explained by the 
other two independent variables (p = .776). 
Hierarchical multiple regression was then used with the same independent variables 
entered in the same order and the same dependent variable with outlying passage 5 also 
removed. With the five passages removed, the full model explained 86.3% of variance in 
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total CT scores (R2 = .863, F(3,27) = 56.526, p < .0005; see Table 24). Number of difficult 
words (level 6), which was entered first, explained 85.1% of variance total CT scores     
(p < .0005). Sentence complexity explained an additional 1.1% of variance of total CT 
scores over and above that explained by number of difficult words (p = .147). Word 
length did not explain any additional variance in total CT scores beyond the variance 
explained by the other two independent variables (p = .808). 
 
Table 23 
Hierarchical regression change statistics for Homan-Hewitt recalibration with 
unfamiliar words at level 6 
Variables R2 change F change p change 
WUNF (level 6) .833 149.392 .0005 
WNUM .008 1.385 .249 
WLON .000 .083 .776 
Note. WUNF = number of difficult words; WNUM = sentence complexity; WLON = word length. 
 
Table 24 
Hierarchical regression change statistics for Homan-Hewitt recalibration with 
unfamiliar words at level 6 and passage 5 removed 
Variables R2 change F change p change 
WUNF (level 6) .851 166.167 .0005 
WNUM .011 2.224 .147 
WLON .000 .060 .808 




Identifying the semantic variable at levels 4 and 6 did not allow all of three of the 
independent variables to enter the equation. The same hierarchical regression method 
was, therefore, conducted with difficult words identified at level 8. Number of difficult 
words (level 8), sentence complexity, and word length were the independent variables 
and total CT scores was the dependent variable. The independent variables were entered 
in the order indicated by Homan and Hewitt (2004, 1994). The four passages with the 
highest total CT scores were removed. The full model explained 82.9% of variance in 
total CT scores (R2 = .829, F(2,29) = 45.240, p < .0005; see Table 25). Number of difficult 
words (level 8), which was entered first, explained 74.5% of variance in total CT scores 
(p < .0005). Sentence complexity explained an additional 4.3% of variance of total CT 
scores over and above that explained by number of difficult words (p < .021). Word 
length explained an additional 4.1% of variance in total CT scores over and above that 
explained by number of difficult words, and sentence complexity (p < .015). See Tables 
25 and 26 for full results. 
 
Table 25 
Hierarchical regression change statistics for Homan-Hewitt recalibration with 
unfamiliar words at level 8 and four passages removed 
Variables R2 change F change p change 
WUNF (level 8) .745 87.417 .0005 
WNUM .043 5.922 .021 
WLON .041 6.737 .015 
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Note. Four passages with highest total CT scores removed. Difficult words identified at level 8. WUNF = 
number of difficult words; WNUM = sentence complexity; WLON = word length.  
 
Table 26 
Hierarchical regression results for Homan-Hewitt recalibration with unfamiliar words at 















.829 .811 45.24 -.531 .016 -.453 Y΄=1120.253+(.547*WNUM)-
(13.497*WUNF)-(27.048*WLON) 
Note. Four passages with highest total CT scores removed. Difficult words identified at level 8. WUNF = 
number of difficult words; WNUM = sentence complexity; WLON = word length. 
 
Hierarchical multiple regression was then conducted with outlying passage 5 also 
removed, the full model explained 86.3% of variance in total CT scores (R2 = .863, F(3,27) 
= 56.925, p < .0005). Number of difficult words (level 8), which was entered first, 
explained 78% of variance in total CT scores (p < .0005). Sentence complexity explained 
an additional 5% of variance of total CT scores over and above that explained by number 
of difficult words (p < .008). Word length explained an additional 3.3% of variance in 
total CT scores over and above that explained by number of difficult words, and sentence 
complexity (p < .017). See Tables 27 and 28 for full results. 
Based on the results of the stepwise and hierarchical regression analysis conducted 
for the recalibration of the Homan-Hewitt formula, one formula was selected for 
comparisons to the current model. The regression equation selected was that which 
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incorporated the identification of unfamiliar words at level 8 and derived via hierarchical 
multiple regression with the passages with the highest total CT scores and outlying 
passage 5 removed.The use of level 8 for the semantic variable, rather than level 4, 
resulted in a slight deviation from the original Homan-Hewitt formula. Although this 
departure from the original variables in the existing formula was less than ideal, it was 
necessary to allow all of the variables to enter the equation.  
 
Table 27 
Hierarchical regression change statistics for Homan-Hewitt recalibration with 
unfamiliar words at level 8 and five passages removed 
Variables R2 change F change p change 
WUNF (level 8) .780 103.110 .0005 
WNUM .050 8.304 .008 
WLON .033 6.484 .017 
Note. Four passages with highest total CT scores and passage 5 removed. Difficult words identified at level 
8. WUNF = number of difficult words; WNUM = sentence complexity; WLON = word length. 
 
Table 28 
Hierarchical regression results for Homan-Hewitt recalibration with unfamiliar words at 



















Note. Four passages with highest total CT scores and passage 5 removed. Difficult words identified at level 
8. WUNF = number of difficult words; WNUM = sentence complexity; WLON = word length. 
 
Recalibrated formulas selected for retention. 
Simple linear, stepwise, and hierarchical multiple regression techniques were used to 
recalibrate the existing Dale-Chall, FOG, and Homan-Hewitt readability formulas while 
maintaining the pre-existing predictor variables for each formula. Based on the results of 
these analyses, one recalibrated equation for the Dale-Chall, three recalibrated equations 
for the FOG, and one recalibrated equation for the Homan-Hewitt were identified for 
comparisons to the new model. 
The recalibrated Dale-Chall formula was derived via stepwise multiple regression 
with the four passages with highest total CT scores and outlying passage 31 removed 
from the analysis. The Dale-Chall recalibrated regression equation accounted for 88.1% 
of variance in total CT scores with number of unfamiliar words and average sentence 
length as the independent variables (R2 = .881, F(2,28) = 103.784, p < .0005; see Table 29). 
This regression equation accounted for more variance in the total CT scores than the 
original Dale-Chall formula accounted for in its dependent variable. Chall and Dale 
(1995) reported that their formula accounted for 80% of variance in text difficulty. When 
applied to the Miller and Coleman (1967) passages, the results of the original and 
recalibrated Dale-Chall formulas were significantly correlated: when all 36 passages were 
included, r = .937, p < .0005 and when only the 31 passages used for the recalibration 





Multiple regression results for selected recalibrated Dale-Chall 



















.881 .873 103.784 1046.50 -8.849 4.984 -1.016 .164 .0005 
Note.UFW = number of unfamiliar words; SL = average sentence length. 
 
The first recalibrated FOG formula (FOG1) was derived via stepwise multiple 
regression. With all 36 passages included in the analysis, percentage of hard words and 
average sentence length accounted for 74% variance in total CT scores with the 
percentage of hard words and average sentence length as the independent variables (R2 = 
.740, F(2, 33) = 46.895, p < .0005, see Table 30). When applied to the Miller and Coleman 
(1967) passages, the results of the original FOG and recalibrated FOG1 formulas were 
significantly correlated (r = -.982, p < .0005).  
The second recalibrated FOG formula (FOG2) was derived via hierarchical multiple 
regression. The four passages with the highest total CT scores were removed. From the 
full model, percentage of hard words and average sentence length accounted for 83.3% of 
variance in total CT scores (R2 = .833, F(2,29) = 72.226, p < .0005; see Table 31). Average 
sentence length was entered first in the equation and explained 17.6% of variance in total 
CT scores (p < .017). Percentage of hard words accounted for an additional 65.7% of 
variance in total CT scores over and above the variance accounted for by percentage of 
hard words (p = .0005). When applied to the Miller and Coleman (1967) passages, the 
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results of the original FOG and recalibrated FOG2 formulas were significantly correlated: 
when all 36 passages were included, r = -.904, p < .0005 and when only the 32 passages 
used for the recalibration were included, r = - .907, p < .0005. 
 
Table 30 
Stepwise regression results for selected recalibrated FOG1 




















.740 .724 46.895 1277.463 8.849 4.984 -.699 -.259 .0005 
Note. HW = percentage hard words, SL = average sentence length. 
 
Table 31 
Hierarchical regression results for selected recalibrated FOG2 




















.833 .821 72.226 1109.175 -18.193 -.412 -.015 -.906 .0005 
Note. HW = percentage hard words, SL = average sentence length. 
 
For the third recalibrated FOG formula (FOG3), the independent variables (average 
sentence length and percentage of hard words) were summed and treated as a single 
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independent variable. The four passages with the highest total CT scores and outlying 
passage 5 were removed. Simple linear regression was conducted and the regression 
equation accounted for 73.2% of variance in total CT scores (R2 = .732, F(1,29) = 79.164, p 
< .0005; see Table 32). When applied to the Miller and Coleman (1967) passages, the 
results of the original FOG and recalibrated FOG3 formulas were significantly correlated: 
when all 36 passages were included and when only the 31 passages used for the 
recalibration were included,    r = -1.0, p < .0005. 
 
Table 32 
Simple linear regression results for selected recalibrated FOG3 
Simple linear derived recalibrated FOG regression equation 3: 
Y΄=1257.188-(11.469*(HW+ SL)) 
R2 Adj R2 t a b β p 
.727 .723 -8.897 1257.188 -11.469 -.856 .0005 
Note. HW = percentage hard words, SL = average sentence length. 
 
The recalibrated Homan-Hewitt formula was derived via hierarchical multiple 
regression with the four passages with highest total CT scores and outlying passage 5 
removed from the analysis. The full model accounted for 86.3% of variance in total CT 
scores with number of difficult words (level 8), sentence complexity, and word length as 
the independent variables (R2 = .863, F(3,27) = 56.925, p < .0005; see Table 33). Number 
of difficult words (level 8), which was entered first, explained 78% of variance in total 
CT scores (p < .0005). Sentence complexity explained an additional 5% of variance of 
total CT scores over and above that explained by number of difficult words (p < .008). 
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Word length explained an additional 3.3% of variance in total CT scores over and above 
that explained by number of difficult words and sentence complexity (p < .017). The 
recalibrated Homan-Hewitt regression equation accounted for greater variance in total CT 
scores than the original formula accounted for in its dependent variable. Homan and 
Hewitt (1994, 2004) reported that during their initial formula calibration, their equation 
accounted for 49.6% of variance in reading level established by passage sources.  
The original Homan-Hewitt used a different level of the same semantic variable than 
the version that was recalibrated here. Specifically, the original version of the Homan-
Hewitt identified difficult words at level 4, whereas the recalibrated version identified 
difficult words at level 8. Nonetheless, when applied to the Miller and Coleman (1967) 
passages, the results of the original and recalibrated Homan-Hewitt formulas were 
significantly correlated: when all 36 passages were included, r = -.909, p < .0005 and 
when only the 31 passages used for the recalibration were included, r = -.902, p < .0005. 
 
Table 33 
Hierarchical regression results for selected, recalibrated Homan-Hewitt 
























.863 .848 56.93 1128.96 -14.08 -.881 -23.72 -.568 -.026 -.407 .0005 
Note. IV1 = WUNF (number of unfamiliar words); IV2 = WNUM (t-unit length); IV3 = WLON (number 




Table 34 includes the recalibrated formulas selected for retention and further 
consideration during Phase III of the investigation. One recalibrated formula was retained 
for Dale-Chall formula, three recalibrated formulas were retained for the FOG formula, 
and one recalibrated formula was retained for the Homan-Hewitt formula. 
 
Table 34 
Recalibrated formulas retained for further investigation 
Formula name Formula 
Recalibrated Dale-Chall Y΄=1046.50-(8.849*UFW)-(4.984*SL) 
Recalibrated FOG1 Y΄=1277.463-(18.192*HW)-(8.446*SL) 
Recalibrated FOG2 Y΄=1109.175-(18.193*HW)-(.412*SL) 
Recalibrated FOG3 Y΄=1257.188-(11.469*(HW+SL)) 
Recalibrated Homan-Hewitt Y΄=1128.958-(.881*WNUM)-(14.081*WUNF)-(23.722*WLON) 
Note.UFW = number of unfamiliar words; SL = average sentence length; HW = percentage hard words; 
1SW = number on monosyllabic words; WNUM = T-unit length; WUNF = number of unfamiliar words; 
and WLON = number of long words. 
 
 Phase III: External Validity and Reliability Evidence 
The purpose of this phase of the investigation was to collect and analyze external 
validity and reliability evidence for the new-model formulas by assessing how the new-
model and recalibrated formulas performed and how their performance compared when 
they were applied to the examination items for a credentialing-program. To that end, all 
of the retained new-model and recalibrated formulas were applied to examination 
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materials related to a dental licensing program. Correlational analyses, Friedman two-
way analysis of ranks tests, Sign tests, and regression analyses were conducted on the 
results of each formula for the credentialing-program examination materials. 
The first set of subsections includes a description of the materials that were used in 
this phase of the investigation and how the samples were selected and then converted into 
pseudo-continuous prose. Then, a description is offered for the data collection 
procedures, comparisons that were made, expected consistencies and differences, and 
statistical methods that were used to analyze the results. The next set of subsections 
include the results of the statistical analyses conducted: correlational, dependent 
comparisons, and regression analyses. Figure 3 offers a graphic representation of the 
general organization of the Phase III component of the results section. 
Materials Used to Collect Validity and Reliability Evidence 
This subsection begins with a description of how the examination items were selected 
and the methods that were used to convert them to pseudo-continuous prose. Next, the 
readability estimates derived from each formula are outlined. Then the results of the 
correlational analyses are described and discussed. This is followed by a description and 
discussion of the results of the  Friedman two-way analysis of ranks test and Sign tests 
used to compare the readability results. The investigation of expected systematic 
differences is explained last.  
Stratified and systematic sampling was used to select examination items from each of 
the subject areas. Examination items were selected from the two 150-item components 
(i.e., Book 1 and Book 2) of the knowledge-based portion of the dentistry examination: 








To select these sample items, each set of 150 items was sorted according to difficulty 
values and divided into 3 groups of items according to item difficulty (high, middle, low). 
The 50 items in each of the three groups were then resorted within their respective 
stratum according to their item identification codes. Staring at the first item in the 
difficulty stratum, every 6th item was identified for selection. This resulted in the 
selection of 8 items from each stratum (high, middle, low difficulty) for both Books 1 and 
2 (see Table 35 for difficulty values of the selected items).  
The 48 multiple-choice examination items were converted into pseudo-continuous 
prose with a method similar to that used by Plake (1988). Below are the guidelines that 
were followed to create pseudo-continuous prose from each examination item.  
1) If the stem was an incomplete sentence and each of the options completed the 
sentence, the stem and each option were combined to create individual sentences. 
2) If the stem was a complete sentence and the options were not complete sentences, 
the stem and options were combined to create individual sentences. 
3) If the stem and each option were complete sentences, each was considered an 
individual sentence. 
4) If an item included a scenario, the scenario was not combined with the stem or 
options. The scenario stood alone and each sentence in a scenario was counted 
once and measured along with the other components of the item. 
5) If an item included instructions, such as those indicating that a reference image 
should be considered, the instructions were counted in the same way as scenarios. 
If a set of instructions applied to a group of items, the instructions were added to 
each question and added to their pseudo-continuous prose. 
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6) Where the stem included options and the options actually referred back to the 
choices in the stem, the elements were combined to create as many complete 
sentences as possible. 
 
Table 35  
Difficulty values for selected examination items 
Book 1  Book 2  
High Middle Low High Middle Low 
0.581633 0.77551 0.928571 0.357143 0.77551 0.897959 
0.602041 0.806122 0.928571 0.612245 0.785714 0.918367 
0.632653 0.826531 0.938776 0.673469 0.785714 0.928571 
0.642857 0.826531 0.94898 0.683673 0.795918 0.928571 
0.642857 0.846939 0.969388 0.693878 0.806122 0.94898 
0.683673 0.857143 0.969388 0.693878 0.826531 0.969388 
0.72449 0.887755 0.979592 0.704082 0.867347 0.969388 
0.734694 0.897959 0.989796 0.72449 0.867347 0.979592 
 
Only one of the 48 selected items had fewer than four options. For the other 47 items, 
the methods devised for converting the items into pseudo-continuous prose yielded texts 
of at least four sentences each. The Methods section of this study includes examples of 
how the guidelines were used: for each guideline, a multiple-choice item obtained from 
websites related to certification and licensure and the pseudo-continuous prose that would 
be extracted for the respective items are offered.  
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For the Book 1 sample, 16 items required the method 1 conversion, 5 items required 
the method 2 conversion, 1 item required the method 3 conversion, and 2 items required 
the method 6 conversion. In addition, 2 items that required the method 1 conversion also 
required method 4 and the same was the case for 1 item that required method 6 and 1 
item that required method 2. For the Book 2 sample, 13 items required the method 1 
conversion, 7 items required the method 2 conversion, 3 items required the method 3 
conversion, and 1 item required the method 4 conversion. In addition, 8 of the items that 
required the method 1 conversion also required method 4, 2 of the items that required the 
method 3 conversion also required method 4, and 1 item that required the method 3 
conversion also required method 6. After the items were converted into pseudo-
continuous prose, the mean number of words for items from Book 1 was 83.13 (SD = 
44.523, range = 41 – 249), and the mean number of words for Book 2 was 93.96 (SD = 
67.677, range = 44 – 378). An independent t-test revealed that the mean numbers of 
words were not different for Book 1 and Book 2 (t(46) = -.655, p = .516).  
Data Collection Procedures 
Variable measures for the Miller and Coleman (1967) passages were adjusted for 
exactly 150 words in the first phase of this study. Therefore, the same was done for the 
variable measures for the dental materials. For example, if a passage included 160 words 
and 7 T-units, the number of T-units was adjusted by dividing the actual number of T-
units by the total number of words and multiplying that product by 150 [i.e., (7/160) * 
150 = 7.466]. 
Because identifying T-units and clauses is not as straightforward and simplistic a task 
as determining the number of sentences in a passage, two raters independently identified 
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clauses and T-units for each set of passages. The T-unit and clause identification data 
were then analyzed to determine the inter-rater agreement. The initial T-unit 
identification agreement for the two sets of examination materials (r = 1.0; r = .989) were 
acceptable as were the initial clause identification agreement levels (r = .948; r = .988). 
Where discrepancies existed, the author of the study made the final decision. 
The dental-material samples then were analyzed according to all of the syntactic and 
semantic variables included in the new-model and recalibrated formulas. Specifically, the 
syntactic analysis for each passage included determining 1) number of T-units; 2) T-unit 
length (i.e., average number of words per T-unit); 3) number of clauses; 4) clause length 
(i.e., average number of words per clause); and 5) sentence length (i.e., average number 
of words per sentence). The semantic analyses for each passage included determining 1) 
number of unfamiliar words at levels 8 and 10 (accordinig to The Living Word 
Vocabulary: A National Vocabulary Inventory, Dale & O’Rourke, 1981); 2) number of 
unfamiliar words (according to Chall & Dale word list, 1995); 3) percentage of words 
comprised of more than two syllables; and 4) number of words comprised of more than 
six letters. Then, additional tallies of unfamiliar word were created. Words that were 
identified as unfamiliar according to The Living Word Vocabulary: A National 
Vocabulary Inventory (at levels 8 and 10) but appeared in the occupational specific word 
list were counted. The new numbers of unfamiliar words included only words that did not 
appear in The Living Word Vocabulary: A National Vocabulary Inventory (at the 
respective grade levels) or the occupational specific word list. This resulted in two sets of 
semantic complexity measures: one that involved the use of only The Living Word 
Vocabulary: A National Vocabulary Inventory and one that also involved the use of the 
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occupational specific word list. To stay true to the nature of the existing formulas, the 
occupational-specific word list initially was not incorporated in the measures of the 
respective variables for each formula. However, post-hoc analyses were conducted that 
included in the occupational-specfic vocabulary list in the identification of semantic 
complexity with the use of the recalibrated formulas. The recalibrated Dale-Chall, FOG1, 
FOG2, FOG3, and Homan-Hewitt readability formulas, as well as the four new-model 
regression equations selected from the first phase of this investigation, were then applied 
to the examination item materials.  
 Comparisons and Expected Patterns of Results 
Obtaining readability estimates for the materials according to the new model, 
recalibrated Dale-Chall (1995), recalibrated FOG, and recalibrated Homan-Hewitt 
readability formulas enabled comparison of the results of the existing formulas to the 
results of the new model. Comparisons included individual and overall averages of the 
estimated readability for the examination materials. Relationships among the estimated 
readabilities derived from each formula were investigated. Finding general consistency 
would offer some external validity and reliability evidence for the new model and result 
in some confidence that its use with examination items was supported. Systematic 
differences in the results determined according to the other readability formulas and the 
new model were also expected to support the validity and reliability of the new model.  
Systematic differences in the estimates of the recalibrated formulas and new-model 
formula were expected. It was expected that the formulas that incorporate lists of familiar 
words (i.e., Dale-Chall, Homan-Hewitt) for measures of semantic complexity would yield 
readability estimates indicating more difficult passages than the new model because 
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occupational-specific dental terminology would be identified as unfamiliar in the existing 
formulas and would be considered familiar with the new model. More specifically, it was 
expected that divergence of the results of the new-model and recalibrated Dale-Chall and 
Homan-Hewitt formulas would be related to occurrences of occupational-specific 
terminology in the materials.  
Systematic differences between the results of the new model and the recalibrated 
FOG formula were also anticipated. The FOG involves the use of number of syllables as 
a measure of semantic complexity. Specifically, it requires counting the number 
multisyllabic words in a sample. The dentistry occupational-specific terms tend to be 
comprised of many multisyllabic words; but those words should be considered familiar to 
the audience. Therefore, the greatest divergence between results of the new-model and 
those of the FOG was predicted to occur for samples that included large numbers of 
multisyllabic, occupational-specific terms. Specifically, it was expected that divergence 
of the results of the new-model and recalibrated FOG formulas would be related to 
occurrences of occupational-specific terminology in the materials.   
Statistical Methods 
Correlations between the predicted values derived with each formula were calculated 
to determine how the results of the formulas related. The results of the correlation 
analyses were then inspected in detail and are discussed in turn in the following sections. 
Post-hoc correlational analyses were conducted to determine how the new-model results 
would correlate with the results of the recalibrated formulas if occupational-specific 
vocabulary were not considered to contribute to semantic complexity with the use of the 
recalibrated formulas. More specifically, the recalibrated formulas were adjusted so that 
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occupational-specific vocabulary no longer contributed to increases in semantic 
complexity and correlational analyses were conducted for the results of the adjusted 
recalibrated formula and the new-model formulas. 
To determine whether the formulas resulted in differential readability estimates, 
Freidman two-way analysis of ranks tests and Sign tests were used to compare the results 
for combined Books 1 and 2, Book 1, and Book 2. The results of the Friedman two-way 
analyses of ranks test and Sign tests  were then inspected in detail and are discussed in 
turn in the following sections. The results of the analyses conducted within-material-set 
were used for informative purposes only. The within-material-set results were not 
considered to provide support of, or evidence against, the utility of each model. Instead, 
the results were meant to provide information about how the results of each formula 
corresponded. However, the results of dependent tests for each material set were 
compared across material sets later in the investigation to assess whether they were 
consistent for the different sets of examination items.  Post-hoc Sign tests were conducted 
to determine how the new-model TUL8 results would compare with the results of the 
recalibrated formulas if occupational-specific vocabulary were not considered to 
contribute to semantic complexity with the use of the recalibrated formulas. 
Regression techniques were used to determine whether differences among the results 
of the new-model and recalibrated formula readability estimates were related to the 
unfamiliar and multisyllabic occupational-specific terms in the passages. Specifically, the 
recalibrated formula results were regressed against the frequency of occupational-specific 





The four new readability model formulas and the recalibrated existing readability 
formulas were used to acquire readability estimates for each examination item and an 
average readability level across the compilation of examination items (Book 1 and 2 
items) and Books 1 and 2 separately (see Table 36). For the new-model and recalibrated 
formulas, low mean readability values indicate harder-to-read text and high mean 
readability values indicate easier to read texts. The counterintuitive nature of these values 
is due to the nature of the cloze scores for the calibration passages. Specifically, the total 
cloze test scores tended to be higher for easier to read passages and lower for harder to 
read passages and these cloze scores served as the dependent variable upon which the 
formulas were calibrated or recalibrated. 
Step I: relationships between formula results 
The relationships between predicted values derived from each of the four new 
readability model formulas and five recalibrated existing formulas were analyzed. Three 
separate correlation analysis were conducted and are discussed in turn: 1) combined 
Books 1 and 2; 2) Book 1; and 3) Book 2. The combined Book 1 and 2 examination item 
correlation matrix shows that all four sets of results for the new-model formulas were 
significantly correlated with one another with a range of correlation values from r = .915 
to r =.986 (p < .01). The results from the new-model TUL8 were significantly correlated 
with the results of the recalibrated FOG3 (r = .244,   p < .05; see Table 37). No other 






Descriptive statistics for all formulas 
 Formula Range Mean SEM SD Skewness Kurtosis 
Books 1 & 2 #TU8 583.46 882.56 19.16 132.76 -.919 .806 
 TUL8 637.57 869.72 20.21 140.03 -.827 .776 
 #C10 872.33 810.82 29.04 201.18 -.937 .627 
 CL8 706.33 837.28 21.26 147.32 -.885 1.166 
 DC 626.89 588.86 18.23 126.32 -.291 .193 
 FOG1 631.87 659.37 25.6 177.93 -.232 -.968 
 FOG2 636.80 616.91 25.05 173.54 -.405 -.770 
 FOG3 500.63 771.70 18.31 126.84 -.199 -.776 
 HH 2100.43 -688.71 61.57 426.55 -.455 .969 
 Formula Range Mean SEM SD Skewness Kurtosis 
Book 1 #TU8 583.46 866.08 31.36 153.62 -.794 .148 
 TUL8 637.57 852.02 33.21 162.68 -.685 .273 
 #C10 872.33 776.27 47.32 231.84 -.710 .047 
 CL8 677.91 816.46 35.43 170.79 -.520 .164 
 DC 626.89 546.88 28.39 139.07 .204 .452 
 FOG1 539.89 626.94 35.27 172.81 -.232 -1.375 
 FOG2 581.88 582.08 35.76 175.18 -.221 -.984 
 FOG3 426.70 753.08 24.11 118.13 -.360 -1.030 
 HH 2096.86 -794.29 89.04 436.19 -.422 -.442 
 Formula Range Mean SEM SD Skewness Kurtosis 
Book 2 #TU8 483.52 899.05 22.22 108.86 -.840 1.521 
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 Formula Range Mean SEM SD Skewness Kurtosis 
 TUL8 459.75 887.42 23.23 113.79 -.760 .883 
 #C10 661.30 845.36 33.21 162.69 -1.015 .995 
 CL8 492.73 858.93 23.50 115.27 -1.060 1.943 
 DC 429.22 630.84 19.99 97.91 -.495 .497 
 FOG1 628.88 691.80 36.88 180.65 -.319 -.635 
 FOG2 620.97 651.74 34.35 168.28 -.644 -.203 
 FOG3 464.09 790.33 27.53 134.89 -.216 -.702 
 HH 1476.98 -583.12 81.21 397.83 .053 -.012 
Note. Combined Books 1 and 2 standard error for skewness = .343; standard error for kurtosis = .647. 
Individual Books 1 and 2 standard error for Skewness = .472; standard error for kurtosis = .918. SD = 
standard deviation. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; 
TUL8 = new model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model 
incorporating number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause 
length and unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived 
recalibrated FOG; FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated 
FOG; and HH = recalibrated Homan-Hewitt.  
 
All of the recalibrated-formula results were significantly (p < .01) correlated with one 
another. The recalibrated Dale-Chall results were most strongly correlated with the 
results of the recalibrated Homan-Hewitt (FOG1: r = .484; FOG2: r = .569; FOG3: r = 
.351; Homan-Hewitt: r = .710). The results of the recalibrated FOG1 were most strongly 
correlated with the results of the recalibrated FOG2 (Dale-Chall: r = .484; FOG2: r = 
.958; FOG3: r = .954; Homan-Hewitt: r = .718). In turn, the results of the recalibrated 
FOG2 were most strongly correlated with the results of the FOG1 formula (Dale-Chall:   
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r = .569; FOG1: r = .958; FOG3: r = .829; Homan-Hewitt: r = .733). The results of the 
recalibrated FOG3 were also most strongly correlated with the results of the recalibrated 
FOG1 formula (Dale-Chall: r = .351; FOG1: r = .954; FOG2: r = .829; Homan-Hewitt:   
r = .596). The recalibrated Homan-Hewitt formulas were most strongly correlated with 
the results of the recalibrated FOG2 (Dale-Chall: r = .710; FOG1: r = .718; FOG2: r = 
.773; FOG3: r = .596).  
 
Table 37 
Combined Books 1 and 2—correlations between formulas 
 TUL8 #C10 CL8 DC FOG1 FOG2 FOG3 HH 
#TU8 .986** .939** .969** .029 .222 .189 .238 .168 
TUL8 -- .915** .965** .024 .211 .161 .244* .159 
#C10 -- -- .956** .074 .148 .187 .095 .165 
CL8 -- -- -- .031 .194 .179 .192 .134 
DC -- -- -- -- .484** .569** .351** .710** 
FOG1 -- -- -- -- -- .958** .954** .718** 
FOG2 -- -- -- -- -- -- .829** .773** 
FOG3 -- -- -- -- -- -- -- .596** 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
recalibrated Homan-Hewitt. ** Correlation significant at .01 level (one-tailed); * Correlation significant at 
.05 level (one-tailed). 
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The combined Books 1 and 2 correlations between the four new-model formula 
results were inspected. The results of the two new-model formulas that involved 
measures of T-units (#TU8 and TUL8) were more strongly correlated with one another 
than they were with the results obtained with new-model formulas that involved measure 
of clauses (#C10 and CL8), but the correlation between #TU8 and TUL8 (r = .986) was 
only marginally stronger than the correlation between #TU8 and CL8 (r = .969). In 
addition, the results of the new-model formula that involved number of clauses (#CL10) 
were more strongly correlated with the results of the new-model formula that involved a 
measure of clause length (CL8) than they were with the results of the new-model 
formulas that involved measures of T-units. The results of the new-model formula that 
involved the measure of clause length (CL8) were marginally more strongly correlated 
with the results of the formula that involved the measure of T-unit length (TUL8; r = 
.965) than they were with the results of the new-model formula that involved number of 
clauses (#C10; r = .956). 
The combined Books 1 and 2 correlations between the new-model and recalibrated-
formula results were then inspected. The new models that included T-unit length (TUL8) 
and number of T-units (#TU8) were significantly correlated with the results of the 
recalibrated FOG3. There were no other significant correlations between the results of the 
new-models and recalibrated formulas.   
The correlations between the results of the recalibrated formulas for combined Books 
1 and 2 were then inspected. All of the recalibrated-formula results were significantly 
positively correlated with one other. Among the recalibrated formula results, no single 
recalibrated formula had results that better correlated with the results of all other 
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recalibrated formulas; although, the highest correlations between the recalibrated-formula 
results were among the three FOG formulas with a range of correlations values from r = 
.829 to r = .958. Of the three recalibrated FOG formula results, the FOG2 results showed 
the highest correlations with the other recalibrated formulas (not including FOG1 and 
FOG3) with a range of correlation values from r = .517 to r = .813 (p < .01). Of all 
recalibrated-formula results, the Homan-Hewitt had the strongest correlations with the 
Dale-Chall. The recalibrated Homan-Hewitt results were also more strongly correlated 
with the results of all recalibrated FOG results than were the results of the recalibrated 
Dale-Chall. 
The relationships between predicted values derived from each of the four new 
readability model formulas and five recalibrated existing formulas were then analyzed for 
Book 1 (see Table 38). The Book 1 correlation matrix shows that all four sets of results 
for the new-model formulas were significantly correlated with one another with a range 
of correlation values from r = .970 to r =.991 (p < .01). Results from the recalibrated 
formulas were not significantly correlated with the results from the four new models. 
The recalibrated Dale-Chall results were significantly correlated with the results of 
the recalibrated FOG1 (r = .369, p < .05), FOG2 (r = .470, p < .05), and Homan-Hewitt (r 
= .680, p < .01). The results of the recalibrated Dale-Chall were not significantly 
correlated with the results of the recalibrated FOG3. The results of the recalibrated FOG1 
were significantly correlated with the results of all other recalibrated formulas (Dale-
Chall: r = .369, p < .05; FOG2: r = .961, p < .01; FOG3: r = .951, p < .01; Homan-
Hewitt: r = .705, p < .01). The results of the recalibrated FOG2 were also significantly 
correlated with the results of all other recalibrated formulas (Dale-Chall: r = .470,            
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p < .05; FOG3: r = .828, p < .01; Homan-Hewitt: r = .813, p < .01). The results of the 
recalibrated FOG3 formula were significantly correlated with the results of the other two 
recalibrated FOG formulas and recalibrated Homan-Hewitt (r = .586, p < .01), but were 
not significantly correlated with the results of the Dale-Chall. The recalibrated Homan-
Hewitt formula results were significantly correlated with the results of all other 
recalibrated formulas with a range of correlation values from r = .586 to r =.815             
(p < .01).  
 
Table 38 
Book 1—correlations between formulas 
 TUL8 #C10 CL8 DC FOG1 FOG2 FOG3 HH 
#TU8 .991** .973** .970** -.017 .145 .107 .174 .108 
TUL8 -- .970** .982** -.022 .138 .097 .171 .101 
#C10 -- -- .976** -.006 .097 .100 .084 .093 
CL8 -- -- -- -.039 .116 .078 .148 .056 
DC -- -- -- -- .369* .470* .221 .680** 
FOG1 -- -- -- -- -- .961** .951** .709** 
FOG2 -- -- -- -- -- -- .828** .813** 
FOG3 -- -- -- -- -- -- -- .586** 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
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recalibrated Homan-Hewitt. ** Correlation significant at .01 level (one-tailed); * Correlation significant at 
.05 level (one-tailed). 
 
The Book 1 correlations between the four new-model formula results were inspected. 
All of the correlations between the new-model results were very high and only marginal 
differences existed. With a correlation value of r = .991, the strongest correlation was 
between the two formulas that involved measures of T-units (#TU8 and TUL8). The 
weakest correlation value among the new-model results was r = .970. Two pairs of new-
model results had correlations with this value: the formula that involved number of T-
units and the formula that involved a measure of clause length (#TU8 and CL8) and the 
formula that involved a measure of T-unit length. The Book 1 correlations between the 
new-model and recalibrated-formula results were then inspected. None of the recalibrated 
formulas results had significant correlations with any of the new-model results. 
The correlations between the results of the recalibrated formulas for Book 1 were 
then inspected. The recalibrated Dale-Chall had the only results that were not 
significantly correlated with the results of all other recalibrated formula. Specifically, the 
recalibrated Dale-Chall results were not correlated with those of the recalibrated FOG3. 
No single recalibrated formula had results that better correlated with the results of all 
other recalibrated formulas; although the highest correlations were among the three FOG 
formulas with a range of correlations values from r = .828 to r = .961. Of the three 
recalibrated FOG formula results, the FOG2 results showed the highest correlations with 
the other recalibrated formulas with a range of correlation values from r = .470 to r = 
.813 (p < .05).  
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The relationships between predicted values derived from each of the four new 
readability model formulas and six recalibrated existing formulas were then analyzed for 
Book 2 (see Table 39). The Book 2 correlation matrix shows that all four sets of results 
for the new-model formulas were significantly correlated with one another with a range 
of correlation values from r = .871 to r =.977 (p < .01). None of the recalibrated formula 
results were significantly correlated with those of the new models. 
All of the recalibrated-formula results were significantly (p < .01) correlated with one 
another. The recalibrated Dale-Chall results were significantly correlated with the results 
of all other recalibrated formulas and were most strongly correlated with the results of the 
recalibrated Homan-Hewitt (FOG1: r = .594; FOG2: r = .667; FOG3: r = .473; Homan-
Hewitt: r = .711).The results of the recalibrated FOG1 were significantly correlated with 
the results of all other recalibrated formulas and were most strongly correlated with the 
results of the recalibrated FOG3 (Dale-Chall: r = .594; FOG2: r = .954; FOG3: r = .958, 
Homan-Hewitt: r = .705). The results of the recalibrated FOG2 were also significantly 
correlated with the results of all other recalibrated formulas (Dale-Chall: r = .667; FOG3: 
r = .828; Homan-Hewitt: r = .704). The results of the recalibrated FOG3 were also 
significantly correlated with the results of all other recalibrated formulas (Dale-Chall:      
r = .473; FOG1: r = .958; FOG2: r = .828; Homan-Hewitt: r = .646).The recalibrated 
Homan-Hewitt formula results were also significantly correlated with the results of all 
other recalibrated formulas with a range of correlation values from r = .578 to r =.711 






Book 2—correlations between formula 
 TUL8 #C10 CL8 DC FOG1 FOG2 FOG3 HH 
#TU8 .977** .871** .970** -.008 .294 .262 .298 .198 
TUL8 -- .800** .931** -.017 .277 .207 .319 .182 
#C10 -- -- .913** .061 .158 .248 .059 .184 
CL8 -- -- -- .011 .248 .264 .211 .173 
DC -- -- -- -- .594** .667** .473** .711** 
FOG1 -- -- -- -- -- .954** .958** .705** 
FOG2 -- -- -- -- -- -- .828** .704** 
FOG3 -- -- -- -- -- -- -- .646** 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
recalibrated Homan-Hewitt. ** Correlation significant at .01 level (one-tailed); * Correlation significant at 
.05 level (one-tailed). 
 
The Book 2 correlations between the new-model formula results were then inspected. 
The results of the two new-model formulas that involved measures of T-units (#TU8 and 
TUL8) were more strongly correlated with one another than they were with the results 
obtained with new-model formulas that involved measure of clauses (#C10 and CL8), but 
the correlation between #TU8 and TUL8 (r = .977) was only marginally stronger than the 
correlation between #TU8 and CL8 (r = .970). In addition, the results of the new-model 
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formula that involved number of clauses (#CL10) were more strongly correlated with the 
results of the new-model formula that involved a measure of clause length (CL8) than 
they were with the results of the new-model formulas that involved measures of T-units. 
The results of the new-model formula that involved the measure of clause length (CL8) 
were more strongly correlated with the results of the formula that involve the measure of 
T-unit length (TUL8; r = .931) than they were with the results of the new-model formula 
that involved number of clauses (#C10; r = .913).  
The correlations between the results of the recalibrated formulas for Book 2 were 
then inspected. All of the recalibrated-formula results were significantly, positively 
correlated with one other. No single recalibrated formula had results that better correlated 
with the results of all other recalibrated formulas; although, the highest correlations 
between the recalibrated-formula results were among the three FOG formulas with a 
range of correlations values from r = .828 to r = .958. Of the three recalibrated FOG 
formula results, the FOG2 results showed the highest correlations with the other 
recalibrated formulas with a range of correlation values from r = .470 to r = .813            
(p < .05). Of all recalibrated-formula results, those of the Homan-Hewitt had the 
strongest correlations with the Dale-Chall. The recalibrated Homan-Hewitt results were 
also more strongly correlated with the results of all recalibrated FOG results than were 
the results of the recalibrated Dale-Chall. 
Post-hoc correlation analyses. 
The previously discovered weak and non-significant correlations between the new-
model and recalibrated-formula results were further investigated. The weak and non-
significant correlations were assumed to be due to the fact that the recalibrated formulas 
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did not account for occupational-specific vocabulary in the identification of multisyllabic 
and unfamiliar words. Therefore, the correlations between the new-model results and 
those of the recalibrated formulas were reanalyzed for the examination materials, but the 
occupational-specific vocabulary words that were identified as unfamiliar or 
multisyllabic in the recalibrated formulas were removed from the totals. In other words, 
the results of the recalibrated formulas were adjusted to account for occupational-specific 
vocabulary that should be familiar to the respective audience of readers. 
New correlations were calculated for combined Books 1 and 2 (N = 48; see Table 40). 
As expected, the correlations between all new-model and recalibrated formula results 
strengthened. The correlations between the recalibrated-formula results decreased, 
compared to the original correlation analysis, but some of the relationships remained 
significant.  
Summary of correlational analyses of the examination materials. 
Two conclusions may be reached based on the results of the initial and post-hoc 
correlational analyses conducted for the examination materials. First, there was a 
significant correlation between the results of the new-model TUL8 and recalibrated 
FOG3 formulas; but, no other significant correlations between the results of new-model 
and recalibrated formulas were observed. Second, when the results derived from the 
recalibrated formulas were adjusted to account for occupational specific vocabulary (i.e., 
to not identify the words as contributors to semantic complexity), significant correlations 






Combined Books 1 and 2—correlations between formulas with occupational vocabulary 
considered 
 TUL8 #C10 CL8 DC FOG1 FOG2 FOG3 HH 
#TU8 .986** .939** .969** .335** .636** .642** .500** .694** 
TUL8 -- .915** .965** .359** .651** .625** .535** .714** 
#C10 -- -- .956** .384** .486** .631** .280* .654** 
CL8 -- -- -- .334* .561** .598** .418** .654** 
DC -- -- -- -- .097 .389** -.135 .582** 
FOG1 -- -- -- -- -- .833** .915** .514** 
FOG2 -- -- -- -- -- -- .540** .646** 
FOG3 -- -- -- -- -- -- -- .312* 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
recalibrated Homan-Hewitt. ** Correlation significant at .01 level (one-tailed); * Correlation significant at 
.05 level (one-tailed). 
 
Step II: differences between formula results. 
To determine whether the formulas resulted in differential readability estimates for 
the examination items, the Friedman two-way analysis of ranks test, which is a 
nonparametric version of repeated-measures analysis of variance, was used to compare 
the results. Dependent t-test were not used for the examination items because all four 
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new-model results were severely negatively skewed and therefore violated normality (see 
Table 36). Comparisons were made between all new-model formula results (#TU8, 
TUL8, #C10, and CL8). The results of each new model were then compared to the results 
of each recalibrated formula and the results of each recalibrated formula were compared 
to the results of the other recalibrated formulas. The three Friedman’s test revealed that 
significant differences existed among the rankings of the examination items (Combined 
Books 1 and 2: χ2(8) = 263.03, p < .0005; Book 1: χ2(8) = 128.68, p < .0005; Book 2: χ2(8) = 
134.52, p < .0005). Table 41 shows the mean ranks chi square values for the data sets. 
 
Table 41 
Friedman test statistics 

























#TU8 7.98 263.03 3.0E-52 8.00 128.68 5.3E-24 7.96 134.52 3.3E-25 
TUL8 7.44   7.38   7.50   
#C10 5.60   5.54   5.67   
CL8 6.13   6.04   6.21   
DC 3.13   3.21   3.04   
FOG1 4.25   4.29   4.21   
FOG2 3.25   3.29   3.21   
FOG3 6.23   6.25   6.21   
HH 1.00   1.00   1.00   
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Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
recalibrated Homan-Hewitt.  
 
The Sign test, which is a nonparametric version of dependent t-tests, was used to 
follow up the significant differences identified with the Friedman’s test. The Wilcoxen 
Signed Ranks test is a more powerful follow-up test for significant differences observed 
with a Friedman’s test, but the Wilcoxen Signed Ranks test is not robust to normality 
violations. Therefore, the less powerful Sign test was used. Because significant 
correlations existed between many of the results, a Bonferroni correction for familywise 
error was used to adjust alpha for each Sign test (36 comparisons total; α per comparison 
= .00143).  
Table 42 shows the Book 1 and Book 2 combined results for the 36 comparisons. The 
Sign tests results revealed 27 of the 36 comparisons were significant (p < .00143). No 
significant differences existed between the results derived with new-models #TU8 and 
TUL8 or new-models #C10 and CL8. Significant differences existed between the results 
derived with new-models #TU8 and #C10 (Z = -4.62, p < . 00143), #TU8 and CL8          
(Z = -5.48, p < . 00143), TUL8 and #C10 (Z = -4.04, p < . 00143), and TUL8 and CL8     
























#TU8 TUL8 34 14 -2.89 0.0061 
#TU8 #C10 40 8 -4.62* 7.7E-06 
#TU8 CL8 43 5 -5.48* 9.3E-08 
TUL8 #C10 38 10 -4.04* 9.7E-05 
TUL8 CL8 43 5 -5.48* 9.3E-08 
#C10 CL8 15 33 2.60 0.0142 
#TU8 DC 46 2 -6.35* 5.4E-10 
#TU8 FOG1 44 4 -5.77* 1.8E-08 
#TU8 FOG2 45 3 -6.06* 3.3E-09 
#TU8 FOG3 35 13 -3.18 0.0024 
#TU8 HH 48 0 -6.93* 1.2E-11 
TUL8 DC 46 2 -6.35* 5.4E-10 
TUL8 FOG1 42 6 -5.20* 4.4E-07 
TUL8 FOG2 44 4 -5.77* 1.8E-08 
TUL8 FOG3 34 14 -2.89 0.0061 
TUL8 HH 48 0 -6.93* 1.2E-11 
#C10 DC 39 9 -4.33* 2.8E-05 
#C10 FOG1 34 14 -2.89 0.0061 





















#C10 FOG3 26 22 -0.58 0.6650 
#C10 HH 48 0 -6.93* 1.2E-11 
CL8 DC 44 4 -5.77* 1.8E-08 
CL8 FOG1 39 9 -4.33* 2.8E-05 
CL8 FOG2 43 5 -5.48* 9.3E-08 
CL8 FOG3 29 19 -1.44 0.1939 
CL8 HH 48 0 -6.93* 1.2E-11 
DC FOG1 14 34 2.89 0.0061 
DC FOG2 19 29 1.44 0.1939 
DC FOG3 4 44 5.77* 1.8E-08 
DC HH 48 0 -6.93* 1.2E-11 
FOG1 FOG2 40 8 -4.62* 7.7E-06 
FOG1 FOG3 1 47 6.64* 8.3E-11 
FOG1 HH 48 0 -6.93* 1.2E-11 
FOG2 FOG3 4 44 5.77* 1.8E-08 
FOG2 HH 48 0 -6.93* 1.2E-11 
FOG3 HH 48 0 -6.93* 1.2E-11 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
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recalibrated Homan-Hewitt.. **Z value significant at .00143 level. Where necessary, significance values 
are reported in exponential format. 
 
Significant differences were not found between formula pairs #TU8 and recalibrated 
FOG3, TUL8 and recalibrated FOG3, #C10 and recalibrated FOG1, #C10 and 
recalibrated FOG3, CL8 and recalibrated FOG3, recalibrated Dale-Chall and FOG1, or 
recalibrated Dale-Chall and FOG2. The Sign tests results were significant for all other 
formula pairings. 
Failure to find differences between the results of the above formula pairs might be 
thought to be a product of the extremely conservative p criterion (α per comparison         
= . 00143) established with the Bonferroni strategy that was implemented to control for 
familywise error. Inspection of the significance values for these pairs showed that if a 
criterion of p = .01 had been used, the results of new-models #TU8 and TUL8 would 
have significantly differed and if a criterion of p = .05 would have been implemented; the 
results of new-models #C10 and CL8 would have significantly differed. In addition, if a 
criterion of p = .01 were used, the differences between the results of the following 
formula pairs would have significantly differed: #C10 compared to recalibrated FOG1; 
and recalibrated Dale-Chall compared to recalibrated FOG1. In contrast, if a criterion of 
p = .05 would have been implemented, the results of the comparisons for the following 
formula pairs would have remained non-significant: #C10 compared to recalibrated 
FOG3; CL8 compared to recalibrated FOG3; and recalibrated Dale-Chall compared to 
recalibrated FOG2.  
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Inspection of mean rankings and positive differences for the pair-wise comparisons 
that resulted in significant differences revealed a pattern of results among the formulas. 
The recalibrated Homan-Hewitt formula consistently resulted in readability estimates 
indicating significantly greater reading difficulty levels for the examination materials 
than the other formulas included in the analysis (lower readability estimation values 
indicate greater reading difficulty and greater readability estimation values indicate less 
reading difficulty). The four new-model formulas resulted in readability estimates that 
indicated significantly lower reading difficulty (easier-to-read text) than nearly all other 
formulas included in the analysis. Exceptions were found for the following formula pairs, 
which did not result in significant results: #TU8 and recalibrated FOG3, TUL8 and 
recalibrated FOG3, #C10 and recalibrated FOG1, #C10 and recalibrated FOG3, and CL8 
and recalibrated FOG3. Inspection of these results shows that new-model formula #C10 
results tended to correspond with the results of a greater number of recalibrated formulas 
(FOG1 and FOG3) than did the other new-model formula results. In addition, the 
recalibrated FOG3 was the only recalibrated formula with results that did not 
significantly differ from the results of any of the new-model formula results. 
The recalibrated Dale-Chall formula readability estimation rankings were not 
significantly different from those of the FOG1 or FOG2 formula readability estimate 
rankings. According to the mean ranks established with the Friedman’s test and the 
positive differences revealed with the Sign tests of the recalibrated formulas the FOG3 
returned readability estimates indicating the lowest reading difficulty for the examination 
materials (mean rank = 6.23) and those results were significantly different from all other 
recalibrated formula results.  
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Not only did the recalibrated Homan-Hewitt return readability estimates indicating 
the most difficult reading levels for the examination items, the predicted values for 45 of 
the 48 pseudo-continuous prose were negative. There are two primary, interrelated 
reasons for these estimates of great difficulty and even negative estimated readability 
values. First, the Homan-Hewitt is the only formula that includes three variables (average 
T-unit length, number of words with seven or more letters, and number of unfamiliar 
words). Second, the number of words with seven or more letters was markedly lower for 
the passages upon which the formula was calibrated (Miller and Coleman, 1967; M = 
9.40, SD = 3.18) than the dental examination items or pseudo-continuous prose (M = 
56.86, SD = 13.86). The same was true for the average number of unfamiliar words 
(calibration passage M = 19.87, SD = 4.64; examination items M = 32.32, SD = 13.06).  
Table 43 shows the Book 1 results for the 36 comparisons. Because significant 
correlations existed between many of the results, a Bonferroni correction for familywise 
error was used to adjust alpha for each Sign test (36 comparisons total; α per comparison 
= . 00143). The sign test results revealed 24 of the 36 comparisons were significant (p < 
.00143). Many of the comparison results were similar to those found for Books 1 and 2 
combined. No significant differences existed between the results derived with #TU8 and 
TUL8, TUL8 and #C10, or #C10 and CL8. Significant differences existed between the 
results derived with #TU8 and C10 (Z = -3.67, p < . 00143), #TU8 and CL8 (Z = -4.08, p 

























#TU8 TUL8 17 7 -2.04 0.0639 
#TU8 #C10 21 3 -3.67* 0.0003 
#TU8 CL8 22 2 -4.08* 3.6E-05 
TUL8 #C10 19 5 -2.86 0.0066 
TUL8 CL8 21 3 -3.67* 0.0003 
#C10 CL8 8 16 1.63 0.1516 
#TU8 DC 22 2 -4.08* 3.6E-05 
#TU8 FOG1 22 2 -4.08** 3.6E-05 
#TU8 FOG2 22 2 -4.08* 3.6E-05 
#TU8 FOG3 18 6 -2.45 0.0227 
#TU8 HH 24 0 -4.90* 1.2E-07 
TUL8 DC 22 2 -4.08* 3.6E-05 
TUL8 FOG1 21 3 -3.67* 0.0003 
TUL8 FOG2 22 2 -4.08* 3.6E-05 
TUL8 FOG3 17 7 -2.04 0.0639 
TUL8 HH 24 0 -4.90* 1.2E-07 
#C10 DC 19 5 -2.86 0.0066 
#C10 FOG1 17 7 -2.04 0.0639 





















#C10 FOG3 12 12 0.00 1 
#C10 HH 24 0 -4.90* 1.2E-07 
CL8 DC 21 3 -3.67* 0.0003 
CL8 FOG1 20 4 -3.27 0.0015 
CL8 FOG2 21 3 -3.67* 0.0003 
CL8 FOG3 14 10 -0.82 0.5413 
CL8 HH 24 0 -4.90* 1.2E-07 
DC FOG1 6 18 2.45 0.0227 
DC FOG2 8 16 1.63 0.1516 
DC FOG3 3 21 3.67* 0.0003 
DC HH 24 0 -4.90* 1.2E-07 
FOG1 FOG2 21 3 -3.67* 0.000277 
FOG1 FOG3 0 24 4.90** 1.2E-07 
FOG1 HH 24 0 -4.90* 1.2E-07 
FOG2 FOG3 2 22 4.08* 3.6E-05 
FOG2 HH 24 0 -4.90* 1.2E-07 
FOG3 HH 24 0 -4.90* 1.2E-07 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
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recalibrated Homan-Hewitt. * Z value significant at .00143 level. Where necessary, significance values are 
reported in exponential format. 
 
Similar to the results of the comparisons made that included both books, the Book 1 
results showed no significant differences between formula pairs #TU8 and recalibrated 
FOG3, TUL8 and recalibrated FOG3, #C10 and recalibrated FOG1, #C10 and 
recalibrated FOG3, CL8 and recalibrated FOG3, recalibrated Dale-Chall and FOG1, and 
recalibrated Dale-Chall and FOG2. When Book 1 examination materials were analyzed, 
two other formula combinations showed no significant results: 1) #C10 and recalibrated 
Dale-Chall and 2) CL8 and recalibrated FOG1. The Sign tests results were significant for 
all other Book 1 formula pairings. 
Inspection of mean rankings and positive differences for the pair-wise comparisons 
that resulted in significant differences revealed a pattern of results among the formulas. 
The recalibrated Homan-Hewitt formula consistently resulted in readability estimates 
indicating significantly greater readability level for the examination materials than the 
other formulas included in the analysis (lower readability estimation values indicate 
greater reading difficulty and higher readability estimation values indicate less reading 
difficulty). The four new-model formulas resulted in readability estimates indicating 
significantly lower reading difficulty than nearly all other formulas included in the 
analysis. Exceptions were found for the following formula pairs, which did not result in 
significant results: #TU8 and recalibrated FOG3, TUL8 and recalibrated FOG3, #C10 
and recalibrated Dale-Chall, #C10 and recalibrated FOG1, #C10 and recalibrated FOG3, 
CL8 and recalibrated FOG1, and CL8 and recalibrated FOG3. Inspection of these results 
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shows the same pattern found with the analysis that included both Books 1 and 2: 
formula #C10 results tended to correspond with the results of a greater number of 
recalibrated formulas (Dale-Chall, FOG1, and FOG3) than did the other new-model 
formula results. Another similar pattern was found in that the recalibrated FOG3 formula 
did not significantly differ from the results of any of the new-model formula results.  
The Sign test recalibrated Dale-Chall results for Book 1 were identical to those found 
with both Books 1 and 2 combined: the recalibrated Dale-Chall formula readability 
estimation rankings were not significantly different from those of the recalibrated FOG1 
or FOG2 formula readability estimate rankings. According to the mean ranks established 
with the Friedman’s test and the positive differences revealed with the Sign tests, the 
FOG3 resulted in readability estimates indicating a lower difficulty level (mean rank = 
6.25) for the materials than any of the other recalibrated formulas. The recalibrated FOG3 
results were significantly different from the results of all other recalibrated formulas.  
Not only did the recalibrated Homan-Hewitt result in readability estimates indicating 
the most difficult level for the examination materials, the predicted values for 23 of the 
24 pseudo-continuous prose items were negative. There are two primary, interrelated 
reasons for these estimates of great difficulty and even negative estimated readability 
values. First, the Homan-Hewitt is the only formula that includes measures of three 
variables (average T-unit length, number of words with seven or more letters, and 
number of unfamiliar words). Second, the number of words with seven or more letters 
was markedly lower for the passages upon which the formula was calibrated (Miller and 
Coleman, 1967; M = 9.40, SD = 3.18) than the pseudo-continuous prose or examination 
items (M = 58.99, SD = 13.31). The same was true for the average number of unfamiliar 
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words (calibration passage M = 19.87, SD = 4.64; examination items M = 36.25, SD = 
14.80).  
Table 44 shows the Book 2 results for the 36 comparisons with the initial and 
adjusted significance values. Because significant correlations existed between many of 
the formula results, a Bonferroni correction for familywise error was used to adjust alpha 
for each Sign test (36 comparisons total; α per comparison = . 00143).  
The sign test results revealed 21 of the 36 comparisons were significant (p < . 00143). 
Many of the comparison results were similar to those found for Books 1 and 2 combined 
and Book 1. No significant differences existed between the results derived with #TU8 
and TUL8, #TU8 and C10, TUL8 and #C10, or #C10 and CL8. In contrast, significant 
differences existed between the results derived with #TU8 and CL8 (Z = -3.67,                
p < . 00143) and TUL8 and CL8 (Z = -4.08, p < . 00143).  
Similar to the results of the comparisons made that included both books combined 
and Book 1 individually, Book 2 results showed no significant differences between 
formula pairs #TU8 and recalibrated FOG3, TUL8 and recalibrated FOG3, #C10 and 
recalibrated FOG1, #C10 and recalibrated FOG3, CL8 and recalibrated FOG3, 
recalibrated Dale-Chall and FOG1, and recalibrated Dale-Chall and FOG2. When Book 2 
examination materials were analyzed, several other formula combinations showed no 
significant differences: #C10 and recalibrated Dale-Chall, #C10 and recalibrated FOG2, 
CL8 and recalibrated FOG1, and  recalibrated FOG1 and FOG2. The Sign tests results 
























#TU8 TUL8 17 7 -2.04 0.0639 
#TU8 #C10 19 5 -2.86 0.0066 
#TU8 CL8 21 3 -3.67* 0.0003 
TUL8 #C10 19 5 -2.86 0.0066 
TUL8 CL8 22 2 -4.08* 3.6E-05 
#C10 CL8 7 17 2.04 0.0639 
#TU8 DC 24 0 -4.90* 1.2E-07 
#TU8 FOG1 22 2 -4.08* 3.6E-05 
#TU8 FOG2 23 1 -4.49* 2.9E-06 
#TU8 FOG3 17 7 -2.04 0.0639 
#TU8 HH 24 0 -4.90* 1.2E-07 
TUL8 DC 24 0 -4.90* 1.2E-07 
TUL8 FOG1 21 3 -3.67* 0.0003 
TUL8 FOG2 22 2 -4.08* 3.6E-05 
TUL8 FOG3 17 7 -2.04 0.0639 
TUL8 HH 24 0 -4.90* 1.2E-07 
#C10 DC 20 4 -3.27 0.0015 
#C10 FOG1 17 7 -2.04 0.0639 





















#C10 FOG3 14 10 -0.82 0.5413 
#C10 HH 24 0 -4.90* 1.2E-07 
CL8 DC 23 1 -4.49* 2.9E-06 
CL8 FOG1 19 5 -2.86 0.0066 
CL8 FOG2 22 2 -4.08* 3.6E-05 
CL8 FOG3 15 9 -1.22 0.3075 
CL8 HH 24 0 -4.90* 1.2E-07 
DC FOG1 8 16 1.63 0.1516 
DC FOG2 11 13 0.41 0.8388 
DC FOG3 1 23 4.49* 2.9E-06 
DC HH 24 0 -4.90* 1.2E-07 
FOG1 FOG2 19 5 -2.86 0.0066 
FOG1 FOG3 1 23 4.49* 2.9E-06 
FOG1 HH 24 0 -4.90* 1.2E-07 
FOG2 FOG3 2 22 4.08* 3.6E-05 
FOG2 HH 24 0 -4.90* 1.2E-07 
FOG3 HH 24 0 -4.90* 1.2E-07 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
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recalibrated Homan-Hewitt. * Z value significant at .00143 level. Where necessary, significance values are 
reported in exponential format. 
 
Inspection of mean rankings and positive differences for the pair-wise comparisons 
that resulted in significant differences revealed a pattern of results among the formulas. 
The recalibrated Homan-Hewitt formula consistently resulted in readability estimates 
indicating significantly greater difficulty levels (harder-to-read text) for examination 
materials than the other formulas included in the analysis. The four new-model formulas 
resulted in readability estimates indicating significantly lower levels of reading difficulty 
(easier-to-read text) than nearly all other formulas included in the analysis. Exceptions 
were found for the following formula pairs, which did not result in significant results: 
#TU8 and recalibrated FOG3, TUL8 and recalibrated FOG3, #C10 and recalibrated Dale-
Chall, #C10 and recalibrated FOG1, #C10 and recalibrated FOG2, #C10 and recalibrated 
FOG3, CL8 and recalibrated FOG1, and CL8 and recalibrated FOG3. Inspection of these 
results shows a pattern similar to that found with the analysis that included both Books 1 
and 2 and Book 1 independently: new-model formula #C10 results tended to correspond 
with the results of a greater number of recalibrated formulas (Dale-Chall, FOG1, FOG2, 
and FOG3) than did the other new-model formula results. Another similar pattern was 
found in that the recalibrated FOG3 recalibrated formula did not significantly differ from 
the results of any new-model formula results.  
The recalibrated Dale-Chall Sign test results for Book 2 were identical to the results 
found with both Books 1 and 2 combined and Book 1 independently: the recalibrated 
Dale-Chall formula readability estimation rankings were not significantly different from 
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those of the recalibrated FOG1 or FOG2 formula readability estimate rankings. 
According to the mean ranks established with the Friedman’s test and the positive 
differences revealed with the Sign tests, the FOG3 resulted in readability estimates 
indicating a lower difficulty level (mean rank = 6.21) for the materials than any of the 
other recalibrated formulas..  
Not only did the recalibrated Homan-Hewitt result in readability estimates indicating 
the most difficult reading levels for the examination materials, the predicted values for 23 
of the 24 pseudo-continuous prose items were negative. There are two primary, 
interrelated reasons for these estimates of great difficulty and even negative estimated 
readability values. First, the Homan-Hewitt is the only formula that includes measures of 
three variables (average T-unit length, number of words with seven or more letters, and 
number of unfamiliar words). Second, the number of words with seven or more letters 
was markedly lower for the passages upon which the formula was calibrated (Miller and 
Coleman, 1967; M = 9.40, SD = 3.18) than the pseudo-continuous prose or examination 
items (M = 54.74, SD = 14.35). The same was true for the average number of unfamiliar 
words (calibration passage M = 19.87, SD = 4.64; examination items M = 28.39, SD = 
9.88).  
Post-hoc Sign tests of readability estimates: occupational-specific vocabulary list 
used with recalibrated formulas. 
As explained in the Phase III, Step I portion of the results section, occupational-
specific vocabulary was addressed differently by new-model and recalibrated formulas. 
The new-models incorporate the use of the occupational-specific vocabulary list and do 
not identify as unfamiliar any words from that list. The recalibrated formulas, however, 
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do not incorporate the use of the occupational-specific word list and, therefore, tend to 
identify occupational-specific vocabulary as a contributor to semantic-complexity.  
To determine whether addressing occupational-specific vocabulary in the same 
manner would result in a different pattern of significant differences between new-model 
and recalibrated formulas, additional analyses were conducted. The occupational-specific 
vocabulary list was used with the recalibrated formulas. This resulted in adjustments to 
the totals for number of unfamiliar words (Dale-Chall and Homan-Hewitt), percentage of 
multisyllabic words (FOGs), and number of unfamiliar words plus number of long words 
(Homan-Hewitt). Specifically, any words that existed in the list of occupational-specific 
vocabulary were removed from the totals.  
Table 45 offers a side-by-side comparison of the results of the recalibrated formulas 
and the recalibrated formulas with consideration of occupational-specific vocabulary for 
combined Books 1 and 2. Once occupational-specific vocabulary words were not 
considered unfamiliar, long, or multisyllabic, the readability estimate ranges for all 
recalibrated formulas narrowed and the standard deviations and standard error of the 
means decreased. In addition, the mean readability-estimate values for all of the formulas 
increased substantially when occupational-specific vocabulary words were considered. 
This increase indicated that when the occupational-specific vocabulary words were no 
longer identified as unfamiliar, long, or multisyllabic, the readability estimates indicated 
that passages were much easier to read. Sign tests were then conducted for combined 
Books 1 and 2 to compare the readability estimates derived with the new-model TUL8 
and the recalibrated formulas. The TUL8 was the only model investigated here because it 
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has shown the most stable results across materials, as discussed in the summary of Phase 
III, Step I.  
 
Table 45  
Juxtaposition of combined Book 1 and Book 2 results for recalibrated formulas and 
recalibrated formulas with consideration of occupational-specific vocabulary words 
Formula Range Mean SEM SD 
DC 626.89 588.86 18.23 126.32 
DC-O 332.28 996.70 12.86 89.08 
HH 2100.43 -688.71 61.57 426.55 
HH-O 1218.52 542.29 43.42 300.84 
FOG1 631.87 659.37 25.6 177.93 
FOG1-O 422.86 997.69 13.29 92.08 
FOG2 636.80 616.91 25.05 173.54 
FOG2-O 405.51 955.25 11.62 80.52 
FOG3 500.63 771.70 18.31 126.84 
FOG3-O 381.99 984.99 12.15 84.20 
Note. DC = recalibrated Dale-Chall; DC-O = recalibrated Dale-Chall identifying occupational-specific 
vocabulary as familiar; HH = recalibrated Homan-Hewitt; HH-O = recalibrated Homan-Hewitt identifying 
occupational-specific vocabulary as familiar; FOG1 = stepwise derived recalibrated FOG; FOG1-O= 
stepwise derived recalibrated FOG identifying occupational-specific vocabulary as not multisyllabic; FOG2 
= hierarchically derived recalibrated FOG; FOG2-O = hierarchically derived recalibrated FOG identifying 
occupational-specific vocabulary as not multisyllabic; FOG3 = simple derived recalibrated FOG; and 




Bonferroni adjustments were made to control for familywise error (five comparisons; 
α per comparison = .0102). The Sign test results for the examination materials revealed 
that significant differences still existed between the readability estimates of the TUL8 and 
recalibrated formulas (see Table 46). The direction of the differences, however, shifted 
for the recalibrated Dale-Chall, FOG1, and FOG2. Specifically, when the occupational-
specific vocabulary list was not used with the recalibrated formulas, the recalibrated 
Dale-Chall, FOG1, and FOG2 formulas returned readability estimates reflecting 
significantly harder-to-read texts than the readability estimates derived with the TUL8. 
  
Table 46 
Sign test results: readability estimates of TUL8 compared to those of recalibrated 



















TUL8 DC 6 42 -5.052* 4.4E-07 
TUL8 FOG1 5 43 -5.340* 9.3E-08 
TUL8 FOG2 10 38 -3.897* 9.7E-05 
TUL8 FOG3 10 38 -3.897* 9.7E-05 
TUL8 HH 43 5 -5.340* 9.3E-08 
Note. Results of all recalibrated formulas derived with the use of the occupational-specific vocabulary list. 
TUL8 = new model incorporating T-unit length and unfamiliar words at level 8 DC = recalibrated Dale-
Chall; FOG1 = stepwise derived recalibrated FOG; FOG2 = hierarchically derived recalibrated FOG; 
FOG3 = simple derived recalibrated FOG; and HH = recalibrated Homan-Hewitt. *Z value significant at 
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.0102 level. Significance values are reported in exponential format. Determining whether differences 
were systematic 
 
When the occupational-specific vocabulary list was used with the recalibrated 
formulas, the recalibrated Dale-Chall, FOG1, and FOG2 formulas returned readability 
estimates reflecting significantly easier-to-read texts than the readability estimates 
derived with the TUL8. The original Sign tests showed no significant difference between 
the readability estimates derived with the TUL8 and recalibrated FOG3. However, the 
new sign tests revealed that the readability estimates of the FOG3 formula resulted in 
readability estimates reflecting significantly easier-to-read texts than the readability 
estimates derived with the TUL8. When the occupational-specific vocabulary list was 
used with the recalibrated formulas, the readability estimates reflected significantly 
easier-to-read texts than the readability estimates derived with the TUL8.  
Step III: determining whether differences were systematic. 
The results were further examined according to the number of unfamiliar 
occupational-specific vocabulary terms in the passages as well as the number of 
multisyllabic occupational-specific vocabulary terms in the passages. Simple linear and 
stepwise multiple regression techniques were used to determine whether relationships 
existed between the results determined according to the formulas that require the use of 
lists of familiar words (i.e., recalibrated Dale-Chall and Homan-Hewitt) and the number 
of unfamiliar occupational-specific vocabulary terms that appear in the passages. Simple 
linear regression was used to determine whether relationships existed between the results 
to the formulas that required the identification of multisyllabic words (i.e., FOG1, FOG2, 
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and FOG3) and the number of multisyllabic occupational-specific vocabulary terms that 
appear in the passages. Nonparametric methods were not necessary for these analyses 
because the variables of interest did not violate normality. 
It was expected that a significant amount of variance in the recalibrated Dale-Chall 
and Homan-Hewitt formula readability estimates would be accounted for by the 
respective numbers of unfamiliar words that were included in the occupational-specific 
vocabulary list. It was also expected that a significant amount of variance in recalibrated 
FOG1, FOG2, and FOG3 formula readability estimates would be accounted for by the 
number of occupational-specific vocabulary comprised of three or more syllables. 
Dale-Chall regressions. 
Three simple linear regressions were conducted for the Dale-Chall formula: Books 1 
and 2 combined, Book 1 individually, and Book 2 individually. For each analysis, the 
estimated readability derived with the use of the recalibrated Dale-Chall formula was the 
dependent variable and the number of unfamiliar words that were included in the 
occupational-specific vocabulary list was the independent variable. This independent 
variable was calculated as the difference between the total number of unfamiliar words 
according to the Dale-Chall (1995) word list and the number of those unfamiliar words 
that were not included in the occupational-specific vocabulary list. The independent 
variable accounted for a significant amount of variance in the dependent variable for all 
sets of data (see Table 47): Books 1 and 2 combined (b = -6.393, t(46) = -8.132, R2 = .590, 
p < .0005), Book1 individually (b = -7.378, t(22) = -6.390, R2 = .650, p < .0005), and Book 




Table 47  
Simple linear regression results for recalibrated Dale-Chall formula number of 












Change df1 df2 
Sig. F 
Change 
Both Books -.768 .590 .581 81.782 .590 66.125 1 46 .0005 
Book 1 -.806 .650 .634 84.137 .650 40.838 1 22 .0005 
Book 2 -.700 .490 .466 71.518 .490 21.108 1 22 .0005 
 
The relationship between number of occupational-specific vocabulary initially 
identified as unfamiliar and readability-estimate values was negative (Book 1 and 2 
combined: r = -.768; Book1: r = -.806; Book 2: r = -.700). This indicated that fewer 
instances of occupational-specific vocabulary terms that were initially identified as 
unfamiliar were related to higher readability-estimate values or easier-to-read text. 
Homan-Hewitt regressions. 
The Homan-Hewitt formula includes two semantic variables (number of difficult 
words and number of long words). Therefore, three linear regression analyses were 
conducted for the Homan-Hewitt formula on the three sets of data: Books 1 and 2 
combined, Book 1 individually, and Book 2 individually. Simple linear regression was 
conducted for the first two analyses. The first analyses was conducted to investigate 
number of difficult words, and the second was conducted to investigate number of long 
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words. Stepwise multiple regression was used for the third analysis to investigate both 
semantic variables together.  
Simple linear regression was used for the first analysis. For all three sets of data, the 
estimated readability derived with the use of the recalibrated Homan-Hewitt formula was 
the dependent variable and the number of unfamiliar words that were included in the 
occupational-specific vocabulary list was the independent variable. This independent 
variable was calculated as the difference between the total number of unfamiliar words 
and the number of those words that were not included in the occupational-specific 
vocabulary list but not The Living Word Vocabulary: A National Vocabulary Inventory 
(Dale & O’Rourke, 1981). The independent variable accounted for a significant amount 
of variance in the dependent variable for all sets of data (see Table 48):  
 
Table 48 
Simple linear regression results for recalibrated Homan-Hewitt formula number of 












Change df1 df2 
Sig. F 
Change 
Both Books -.687 .471 .460 313.506 .471 41.005 1 46 .000 
Book 1 -.766 .587 .569 286.462 .587 31.327 1 22 .000 




Books 1 and 2 combined (b = -26.787, t(46) = -6.403, R2 = .471, p < .0005), Book1 
individually (b = -28.213, t(22) = -5.597, R2 = .587, p < .0005), and Book 2 individually  
(b = -22.521, t(22) = -2.892, R2 = .275, p < .008). The relationship between number of 
occupational-specific vocabulary initially identified as unfamiliar and readability-
estimate values was negative (Book 1 and 2 combined: r = -.687; Book1: r = -.766; Book 
2: r = -.525). This indicated that fewer instances of occupational-specific vocabulary 
terms that were initially identified as unfamiliar were related to higher readability-
estimate values or easier-to-read text. 
Simple linear regression was also used for the second Homan-Hewitt analysis. For all 
three sets of data, the estimated readability derived with the use of the recalibrated 
Homan-Hewitt formula was the dependent variable and the number of words comprised 
of seven or more letters that were included in the occupational-specific vocabulary list 
was the independent variable. This independent variable was calculated as the difference 
between the number of words comprised of seven or more letters minus the number of 
those words that were not included in the occupational-specific vocabulary list. The 
independent variable accounted for a significant amount of variance in the dependent 
variable for all sets of data (see Table 49): Books 1 and 2 combined (b = -20.262,         
t(46) = -6.253, R2 = .459, p < .0005), Book1 individually (b = -17.271, t(22) = -3.531,        
R2 = .362, p < .002), and Book 2 individually (b = -22.781, t(22) = -5.658, R2 = .593 ,        
p < .0005). The relationship between number of occupational-specific vocabulary initially 
identified as long (seven or more letters) and readability-estimate values was negative 
(Book 1 and 2 combined: r = -.678; Book1: r = -.601; Book 2: r = -.770). This indicated 
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that fewer instances of occupational-specific vocabulary terms that were initially 
identified as long were related to higher readability-estimate values or easier-to-read text. 
 
Table 49 
Simple linear regression results for recalibrated Homan-Hewitt formula number of long 












Change df1 df2 
Sig. F 
Change 
Both Books -.678 .459 .448 316.992 .459 39.102 1 46 .000 
Book 1 -.601 .362 .333 356.326 .362 12.466 1 22 .002 
Book 2 -.770 .593 .574 259.615 .593 32.010 1 22 .000 
 
Stepwise multiple linear regression was used for the third Homan-Hewitt analysis. 
For all three sets of data, the estimated readability derived with the use of the recalibrated 
Homan-Hewitt formula was the dependent variable and the number of words comprised 
of seven or more letters that were included in the occupational-specific vocabulary list 
and the number of unfamiliar words that were included in the occupational-specific 
vocabulary list were the independent variables. When combined Books 1 and 2 were 
analyzed, both independent variables accounted for a significant amount of variance in 


















Change df1 df2 
Sig. F 
Change 
1 -.687 .471 .460 313.506 .471 41.005 1 46 .0005 
2 -.776 .603 .585 274.784 .131 14.878 1 45 .0005 
Note. Independent variable 1 = unfamiliar occupational-specific words; Independent variable 2 = number of 
occupational-specific words comprised of seven or more letters. 
 
When Book 1 was analyzed independently, only the number of unfamiliar words that 
were included in the occupational-specific vocabulary list accounted for a statistically 
significant amount of variance in the dependent variable. These results were, therefore, 
the same as those for the simple linear regression analysis that included the number of 
words comprised of seven or more letters that were included in the occupational-specific 
vocabulary list       (b = -28.213, t(22) = -5.597, R2 = .587, p < .0005). The number of 
words comprised of seven or more letters that were included in the occupational-specific 
vocabulary list did not enter the equation (p = .071). When Book 2 was analyzed 
independently, only number of words comprised of seven or more letters accounted for a 
statistically significant amount of variance in the dependent variable. These results were, 
therefore, the same as those for the simple linear regression analysis that included number 
of words comprised of seven or more letters as the independent variable (b = -22.781, t(22) 
254 
 
= -5.658, R2 = .593, p < .0005). Number of unfamiliar words did not enter the equation (p 
= .517). 
FOG regressions. 
Simple linear regression was conducted for the FOG1, FOG2 and FOG3 formula 
results on all three sets of data: Books 1 and 2 combined, Book 1 individually, and Book 
2 individually. For all three sets of data, the first FOG analysis included the estimated 
readability derived with the use of the recalibrated FOG1 formula as the dependent 
variable and the percentage of words comprised of three or more syllables (multisyllabic) 
that were included in the occupational-specific vocabulary list as the independent 
variable. This independent variable was calculated as the difference between the total 
number of multisyllabic words minus the number of those words that were not on the 
occupational-specific vocabulary list. The independent variable accounted for a 
significant amount of variance in the dependent variable for all sets of data (see Table 
51): Books 1 and 2 combined (b = -16.793, t(46) = -11.362, R2 = .737, p < .0005), Book1 
individually (b = -16.249, t(22) = -7.627, R2 = .852, p < .0005), and Book 2 individually  
(b = -17.357, t(22) = -7.749, R2 = .732 , p < .0005). The relationship between percentage of 
occupational-specific vocabulary initially identified as multisyllabic and readability-
estimate values was negative (Book 1 and 2 combined: r = -.859; Book1: r = -.852; Book 
2: r = -.855). This indicated that fewer instances of occupational-specific vocabulary 
terms that were initially identified as multisyllabic were related to higher readability-






Simple linear regression results for recalibrated FOG1 formula percentage of 












Change df1 df2 
Sig. F 
Change 
Both Books -.859 .737 .732 92.184 .737 129.094 1 46 .0005 
Book 1 -.852 .726 .713 92.562 .726 58.166 1 22 .0005 
Book 2 -.855 .732 .720 95.650 .732 60.044 1 22 .0005 
 
For all three sets of data, the second FOG analysis included the estimated readability 
derived with the use of the recalibrated FOG2 formula as the dependent variable and the 
percentage of words comprised of three or more syllables (multisyllabic) that were 
included in the occupational-specific vocabulary list as the independent variable. The 
independent variable accounted for a significant amount of variance in the dependent 
variable for all sets of data (see Table 52): Books 1 and 2 combined (b = -16.943,         
t(46) = -13.114, R2 = .789, p < .0005), Book1 individually (b = -17.269, t(22) = -9.305,      
R2 = .797, p < .0005), and Book 2 individually (b = -16.500, t(22) = -8.396, R2 = .762 ,      
p < .0005). The relationship between percentage of occupational-specific vocabulary 
initially identified as multisyllabic and readability-estimate values was negative (Book 1 
and 2 combined: r = -.888; Book1: r = -.893; Book 2: r = -.873). This indicated that 
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fewer instances of occupational-specific vocabulary terms that were initially identified as 
multisyllabic were related to higher readability-estimate values or easier-to-read text. 
 
Table 52 
Simple linear regression results for recalibrated FOG2 formula percentage of 












Change df1 df2 
Sig. F 
Change 
Both Books -.888 .789 .784 80.57906 .789 171.986 1 46 .0005 
Book 1 -.893 .797 .788 80.62573 .797 86.584 1 22 .0005 
Book 2 -.873 .762 .751 83.91103 .762 70.501 1 22 .0005 
 
For all three sets of data, the third FOG analysis included the estimated readability 
derived with the use of the recalibrated FOG3 formula as the dependent variable. 
Initially, the recalibrated FOG3 formula included one independent variable that was 
created by adding the average sentence length and the percentage of multisyllabic words. 
Therefore, for these analyses, the independent variable was created by calculating the 
percentage of words comprised of three or more syllables (multisyllabic) that were 
included in the occupational-specific vocabulary list and adding that value to sentence 
length. The independent variable accounted for a significant amount of variance in the 
dependent variable for all sets of data (see Table 53): Books 1 and 2 combined               
(b = -10.642, t(46) = -15.774, R2 = .844, p < .0005), Book1 individually (b = -10.860,    
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t(22) = -10.120, R2 = .823, p < .0005), and Book 2 individually (b = -10.463,                  
t(22) = -11.362, R2 = .854 , p < .0005). The percentage of occupational-specific vocabulary 
initially identified as multisyllabic combined with sentence length was negatively related 
to readability-estimate values (Book 1 and 2 combined: r = -.919; Book1: r = -.907; Book 
2: r = -.924).This indicated that fewer instances of occupational-specific vocabulary 
terms that were initially identified as multisyllabic were related to higher readability-
estimate values or easier-to-read text. 
 
Table 53 
Simple linear regression results for recalibrated FOG3 formula combined percentage of 




Data R R2 Adj R2 
Standard 





Change df1 df2 
Sig. F 
Change 
Both Books -.919 .844 .841 50.641 .844 248.833 1 46 .0005 
Book 1 -.907 .823 .815 50.793 .823 102.418 1 22 .0005 
Book 2 -.924 .854 .848 52.627 .854 129.100 1 22 .0005 
 
Summary of regression results. 
The results for the regression analyses indicated that for the recalibrated Dale-Chall, 
Homan-Hewitt, FOG1, FOG2, and FOG3 formulas, an extraordinary amount of variance 
in readability-estimates could be attributed to the frequency with which occupational-
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specific vocabulary words occurred in the passages and were identified as unfamiliar, 
long, or multisyllabic. Specifically, as instances of occupational-specific vocabulary 
words increased, reading difficulty increased. These occupational-specific vocabulary 
terms, though, should not be considered unfamiliar or difficult to the respective audience. 
Therefore, these recalibrated formulas likely resulted in readability estimates that 
indicated unduly high difficulty levels.  
Results from External Validity Analyses 
This section includes a summary of Phase III results obtained from the external 
validity analysis. The first subsection includes a summary of the correlation analyses 
(Phase IIII, Step I) that were used to establish how the results of the formulas were 
related. It also includes a summary of the results for the post-hoc correlational analyses 
that were conducted during Phase III. The second subsection includes a results summary 
for the Sign tests (Phase III, Step II) that were used to determine whether the formulas 
resulted in significantly different readability estimates for the dental materials and the 
post-hoc Sign test results. The next subsection includes a results summary of the 
regression analyses (Phase III, Step III) that were used to determine whether the 
differences found in the formula results were systematic. The last subsection includes 
descriptions and results for additional post-hoc analyses that were conducted to compare 
mean readability levels derived with the formulas. 
Results from Phase III, Step I: correlation analyses. 
This subsection includes a summary of the correlation analyses conducted for the 
examination materials. It  begins with a discussion of the initial correlational analyses 
that were conducted between the new-model and recalibrated formula results. Then, the 
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results of the post-hoc correlation analyses, which were conducted between the results of 
the recalibrated formulas with adjustments made for the existence of occupational-
specific vocabulary and the new-models, are discussed.  
Initial correlation analyses. 
The initially conducted correlation analyses between the results of the new-model and 
recalibrated formulas revealed very weak relationships. When Book 1 and Book 2 
examination materials were analyzed together, only a single significant relationship 
existed between a new-model and recalibrated formula: TUL8 and recalibrated FOG3 (p 
< .05). When Books 1 and 2 were analyzed independently, none of the new-model results 
were significantly correlated with the results of the any of the recalibrated formulas 
results.  
Post-hoc correlational analyses. 
Post-hoc correlation analyses were conducted to investigate the weak and non-
significant correlations between the new-model and recalibrated formula results. The 
weak and non-significant correlations were assumed to have occurred because the 
recalibrated formulas considered occupational-specific vocabulary as multisyllabic or 
unfamiliar and, thereby, contributors to semantic complexity. Therefore, the correlations 
between the new-model results and those of the recalibrated Dale-Chall, FOG, and 
Homan-Hewitt formulas were reanalyzed, but the occupational-specific vocabulary 
words that were identified as unfamiliar or multisyllabic in the recalibrated formulas were 
removed from the totals. In other words, the results of the recalibrated formulas were 
adjusted to account for occupational specific vocabulary that should be familiar to the 
respective audience of readers.  
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New correlations were calculated for combined Books 1 and 2 (N = 48). Table 54 
offers a juxtaposition of the results from the initial and post-hoc correlation results.  
 
Table 54 
Combined Books 1 & 2—juxtaposition of the correlations between results of initial and 
post-hoc correlation analyses of new-model and recalibrated formulas  
Recalibrated Formulas #TU8 TUL8 #C10 CL8 
DC .029 .024 .074 .031 
Occupational DC .335** .359** .384** .334* 
FOG1 .222 .211 .148 .194 
Occupational FOG1 .636** .651** .486** .561** 
FOG2 .189 .161 .187 .179 
Occupational FOG2 .642** .625** .631** .598** 
FOG3 .238 .244* .095 .192 
Occupational FOG3 .500** .535** .280* .418** 
HH .168 .159 .165 .134 
Occupational HH .694** .714** .654** .654** 
Note  #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
recalibrated Homan-Hewitt. ** Correlation significant at .01 level (one-tailed); * Correlation significant at 




As expected, the correlations between the results of the new-model and all recalibrated 
formulas strengthened, as compared to the initial correlation results. When the 
occupational-specific vocabulary list was used with the recalibrated formulas, all 
relationships reached significance. 
Taken together, the results of the initial correlation analyses for the new-model and 
recalibrated formulas and the post-hoc correlation analyses that involved adjusting the 
unfamiliar and monosyllabic numbers for the recalibrated formulas according to the 
occupational-specific vocabulary list indicate that of the four new-model formulas, the 
TUL8 formula appeared to offer slightly more stable results. Table 55 offers the 
frequency of significant correlations between the results of each new-model and two 
versions of the existing formulas. The data show that when the results of both versions of 
the existing formulas were considered in sum, a marginally greater number of significant 
relationships were observed for the TUL8. Data in this table also reveal that when the 
total number of significant relationships are compared across both versions of the existing 
formulas, the greatest number of significant relationships were observed between the 
results of the new-models and recalibrated formulas that were adjusted for the existence 
of occupational-specific vocabulary. 
More specifically, for the initially conducted correlation analyses of the examination 
materials, only one significant relationship was observed between new-model and 
recalibrated-formula results: the TUL8 results were significantly correlated with the 
results of the recalibrated FOG3 (r = .244, p < .05). For the new correlation analyses 
conducted with attention to occupational-specific vocabulary in the recalibrated formulas 
(post-hoc correlation analyses), the TUL8 results were significantly correlated with the 
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results of the recalibrated Dale-Chall (r = .359, p < .01), FOG1 (r = .651, p < .01), FOG2 
(r = .625, p < .01), FOG3 (r = .535, p < .01), and Homan-Hewitt formulas (r = .714, p < 
.01). Of the new-model formulas, the results of the TUL8 were strongest for the 
recalibrated FOG1, FOG3, and Homan-Hewitt.  
 
Table 55 
Combined Books 1 and 2: Frequency of significant correlations at p < .05 and p < .01 



















p <.01 Grand totals 
#TU8 0 0 0 5 0 5 5 
TUL8 1 0 0 5 1 5 6 
#C10 0 0 1 4 1 4 5 
CL8 0 0 1 4 1 4 5 
Total  1 0 2 18    
Note. Original, existing formulas examined: Dale-Chall, FOG, Homan-Hewitt and revised (sign changed) 
Homan-Hewitt. Recalibrated and Occupational recalibrated formulas examined: Dale-Chall, FOG1, FOG2, 
FOG3, and Homan-Hewitt. Occupational recalibrated formula results are those for which totals were 
adjusted to remove instances of occupational-specific vocabulary. Cells in the columns labeled as Totals for 
p < .05 and Totals for p < .01 include the total number of significant relationships observed between each 
respective new-model formula and the three versions of the existing models. Cells in the column labeled 
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Grand totals of significant relationships include the number of significant relationships (p < .05 and p < 
.01) observed across all sets of analyses for each respective new-model formula. The cells in the bottom 
row, which is labeled Total, includes the total number of significant relationships observed between the 
results of the new-models and each version of the existing formulas across each material sets. Lrng = 
learning materials; Occ = occupational materials; and Exam = examination materials. #TU8 = new model 
incorporating number of T-units and unfamiliar words at level 8; TUL8 = new model incorporating T-unit 
length and unfamiliar words at level 8; #C10 = new model incorporating number of clauses and unfamiliar 
words at level 10; CL8 = new model incorporating clause length and unfamiliar words at level 8. 
 
Results from Phase III, Step II: comparisons of readability estimates. 
This subsection includes a summary of the Friedman’s two-way analyses of ranks 
tests and Sign test results. First, the results of the planned comparisons are described and 
compared across Books 1 and 2, Book 1, and Book 2. Then, the results of the post-hoc 
sign tests are outlined.  
Summary of planned Friedman’s and Sign test results. 
The readability estimates of all models were compared. Specifically, Friedman’s tests 
and Sign tests were used to compare the readability estimates of the examination 
materials for all models. For all three sets of data (combined Book 1 and 2, Book 1, and 
Book 2), Friedman’s tests revealed significant differences between the results of the 
different readability models.  
The Sign test results for combined Books 1 and 2 showed that there were significant 
differences between the results of 15 of the 20 new-model and recalibrated formula 
pairings and 4 of the 6 new-model comparisons. For Book 1, significant differences 
existed between 13 or the 20 new-model and recalibrated formula pairings and 3 of the 6 
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new-model comparisons. For Book 2, significant differences existed between 12 or the 20 
new-model and recalibrated formula pairings and 2 of the 6 new-model comparisons. 
Table 56 allows a side-by-side comparison of where significant differences were 
observed for combined Books 1 and 2, Book 1. and Book 2. 
The results were consistent across combined Books 1 and 2, Book 1, and Book 2 for four 
of the six comparisons that were made between the results of the new-models. 
Specifically, no significant differences were observed between the results of  #TU8 and 
TUL8 or #C10 and CL8; whereas, significant differences were observed between the 
results of #TU8 and CL8 as well as TUL8 and CL8. When the results of the new-model 
and recalibrated formulas were compared, many of the results concurred across combined 
Books 1 and 2, Book 1, and Book 2. When the #TU8 and TUL8 were compared to the 
recalibrated formulas, the results were consistent across all material sets. Specifically, the 
results of #TU8 and TUL8 were significantly different from the results of the recalibrated 
Dale-Chall, FOG1, FOG2, and Homan-Hewitt, but were not significantly different from 
the results of the recalibrated FOG3. When the results of the #C10 and recalibrated 
formulas were compared, the results were consistent for 3 of the 5 comparisons. For all 
material sets, the results of #C10 were significantly different from the results of the 
recalibrated Homan-Hewitt, but were not significantly different from the results of 
recalibrated FOG1 or FOG3. When the results of the CL8 and recalibrated formulas were 
compared, the results were consistent for 4 of the 5 comparisons. For all material sets, the 
results of CL8 were significantly different from the results of the recalibrated Dale-Chall, 





Significant differences between formula results according to Sign tests 
Significant differences between formula results for material sets 
Formula 1 Formula 2 Books 1 & 2 Book 1 Book 2 
#TU8 TUL8 
   
#TU8 #C10 X X 
 
#TU8 CL8 X X X 
TUL8 #C10 X 
  
TUL8 CL8 X X X 
#C10 CL8 
   
#TU8 DC X X X 
#TU8 FOG1 X X X 
#TU8 FOG2 X X X 
#TU8 FOG3 
   
#TU8 HH X X X 
TUL8 DC X X X 
TUL8 FOG1 X X X 
TUL8 FOG2 X X X 
TUL8 FOG3 
   
TUL8 HH X X X 
#C10 DC X 
  
#C10 FOG1 
   
#C10 FOG2 X X 
 
#C10 FOG3 
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Significant differences between formula results for material sets 
Formula 1 Formula 2 Books 1 & 2 Book 1 Book 2 
#C10 HH X X X 
CL8 DC X X X 
CL8 FOG1 X 
  
CL8 FOG2 X X X 
CL8 FOG3 
   
CL8  HH X X X 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
Homan-Hewitt. X = significant difference between formula results according to sign test results. 
Significance identified at the .00143 level. 
 
The comparisons of the Sign test results across Books revealed that of the new-model 
formulas the  #TU8 and TUL8 performed most consistently. Specifically, the results of 
new-model and recalibrated formula comparisons were perfectly consistent across 
combined Books 1 and 2, Book 1, and Book 2. This may indicate that the #TU8 and 
TUL8 are more stable than the other two new-model formulas. Interpreting these results 
in light of the correlation results, it appears that if one new-model were to be chosen as 
the most stable of the four, it would be the TUL8. When the occupational-specific 
vocabulary list was used with the recalibrated formulas the results of the TUL8 were 
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more strongly correlated than the results of the #TU8 with the results of the recalibrated 
Dale-Chall, FOG1, FOG3, and Homan-Hewitt. 
Summary of post-hoc Sign tests: occupational-specific vocabulary list used with 
recalibrated formulas. 
To determine whether addressing occupational-specific vocabulary in the same 
manner would result in a different pattern of significant differences between new-model 
and recalibrated formulas, additional analyses were conducted. The occupational-specific 
vocabulary list was used with the recalibrated formulas and Sign tests were then 
conducted within materials to compare the readability estimates derived with the new-
model TUL8 and the recalibrated formulas.  
The Sign test results revealed that significant differences still existed between the 
readability estimates of the TUL8 and recalibrated formulas. However, the differences 
shifted direction for the recalibrated Dale-Chall, FOG1, and FOG2. When the 
occupational-specific vocabulary list was not used with the recalibrated formulas, the 
recalibrated Dale-Chall, FOG1, and FOG2 formulas resulted in readability estimates 
reflecting significantly harder-to-read texts than the readability estimates derived with the 
TUL8.  
The original Sign tests showed no significant difference between the readability 
estimates derived with the TUL8 and recalibrated FOG3 for the examination materials. 
However, the new sign tests revealed that the readability estimates of the FOG3 formula 
resulted in readability estimates reflecting significantly easier-to-read texts than the 
readability estimates derived with the TUL8. The results of the recalibrated Homan-
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Hewitt still reflected that the passages were harder to read than was indicated by the new-
model TUL8. 
Results from Phase III, Step III: regression analyses. 
This subsection includes a summary of the Phase III results for the regression 
analyses that were conducted for each set of examination materials (i.e., combined Books 
1 and 2, Book 1, and Book 2). The summary begins with an explanation of the purpose of 
the regression analyses. The overall findings across all formulas are summarized.  
The results obtained for the examination materials were further examined according 
to the number of occupational-specific vocabulary terms in the passages as well as the 
number of multisyllabic, occupational-specific vocabulary terms in the passages. Simple 
linear and stepwise multiple regression techniques were used to determine whether 
relationships existed between the results determined according to the formulas that 
required the use of lists of familiar words (i.e., recalibrated Dale-Chall and Homan-
Hewitt) and the number of unfamiliar occupational-specific vocabulary terms that 
appeared in the passages. Simple linear regression was used to investigate relationships 
between the results determined according to the recalibrated FOG2 formula, which 
requires the number of multisyllabic occupational-specific vocabulary terms. It was 
expected that a significant amount of variance in the recalibrated Dale-Chall and Homan 
Hewitt formula readability estimates would be accounted for by the respective number of 
unfamiliar words that were included in the occupational-specific vocabulary list. It was 
also expected that a significant amount of variance in the recalibrated FOG2 formula 
readability estimates would be accounted for by the number of occupational-specific 
vocabulary terms comprised of three or more syllables. 
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Summary of regression results. 
For all recalibrated formulas, the number or percentage of occupational-specific 
vocabulary words that were originally identified as contributors to semantic complexity 
accounted for a significant amount of variance in the estimated readability level of the 
passages. For the recalibrated Dale-Chall formula, the variance accounted for ranged 
from 49.0%  to 65.0%. For the recalibrated FOG1 formula, the variance accounted for 
ranged from 72.6% to 73.7%. For the recalibrated FOG2 formula, the variance accounted 
for ranged from 76.2% to 79.7%. For the recalibrated FOG3 formula, the variance 
accounted for ranged from 82.3% to 85.4%. For the recalibrated Homan-Hewitt formula, 
the variance accounted for ranged from 27.5% to 65.0%. 
For all sets of examination materials, the regression results for each formula were 
significant.  For the combined Book 1 and 2, the variance in estimated readability 
explained by the independent variables ranged from 45.9% to 84.4%. For Book 1, the 
variance in estimated readability explained by the independent variables ranged from 
36.2% to 82.3%. For Book 2, the variance in estimated readability explained by the 
independent variables ranged from 27.5% to 85.4%. For all recalibrated formulas, the 
relationship between the number of occupational-specific vocabulary initially identified 
as contributors to semantic complexity (i.e., unfamiliar, long, or multisyllabic) and the 
readability-estimates values derived with each respective formula was negative in all sets 
of examination items. This indicated that fewer instances of occupational-specific 
vocabulary terms initially identified as contributors to semantic complexity were related 
to higher readability-estimate values or easier-to-read text.   
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The regression results, taken in sum, may be interpreted to suggest that occupational-
specific vocabulary made a significant contribution to estimated readability levels. This 
supports the idea that the differences in estimated readability obtained with the new-
model and the recalibrated formulas were related to the occurrences of occupational-
specific vocabulary. Specifically, the identification of occupational specific vocabulary as 
unfamiliar, multisyllabic, and long (i.e., more than six letters) significantly contributed to 
the low (difficult-to-read) readability values obtained with the recalibrated formulas. 
Post-hoc comparisons of average readability estimates. 
The mean readability estimation results derived from each formula were sorted from 
lowest to highest for Book1 and Book 2. The orders, or rankings, were then compared 
across results of Book 1 and Book 2 (see Table 57). In other words, it was determined 
whether the formula means fell in the same order for the two books of examination items. 
For both sets of examination items, the recalibrated Homan-Hewitt formula resulted in 
readability estimates indicating greatest reading level required (i.e., lowest readability 
values) and the four new-model formulas resulted in readability estimates indicating the 
lowest reading level required (i.e., highest readability values). 
The formula results were consistent across examination materials (Book 1 and Book 
2). Specifically, when formula mean readability estimates were sorted from lowest to 
highest for each book, they fell in the same order. This offers some evidence that the 
new-model and recalibrated formulas performed consistently across the two sets of 






Book 1 and Book 2: all formula mean readability estimates in ascending order 
Book 1 Book 2 
Formula  Mean SEM SD Formula Mean SEM SD 
HH 513.75 89.04 327.53 HH 570.84 81.21 275.62 
DC 546.88 28.39 139.07 DC 630.84 19.99 97.91 
FOG2 582.08 35.76 175.18 FOG2 651.74 34.35 168.28 
FOG1 626.94 35.27 172.81 FOG1 691.80 36.88 180.65 
FOG3 753.08 24.11 118.13 FOG3 790.33 27.53 134.89 
#C10 776.27 47.32 231.84 #C10 845.36 33.21 162.69 
CL8 816.46 35.43 170.79 CL8 858.93 23.50 115.27 
TUL8 852.02 33.21 162.68 TUL8 887.42 23.23 113.79 
#TU8 866.08 31.36 153.62 #TU8 899.05 22.22 108.86 
Note. #TU8 = new model incorporating number of T-units and unfamiliar words at level 8; TUL8 = new 
model incorporating T-unit length and unfamiliar words at level 8; #C10 = new model incorporating 
number of clauses and unfamiliar words at level 10; CL8 = new model incorporating clause length and 
unfamiliar words at level 8; DC = recalibrated Dale-Chall; FOG1 = stepwise derived recalibrated FOG; 
FOG2 = hierarchically derived recalibrated FOG; FOG3 = simple derived recalibrated FOG; and HH = 
recalibrated Homan-Hewitt.  
 
The new-model formulas consistently provided average readability estimates that 
reflected easier-to-read texts than did the recalibrated formulas. This was expected 
because the new-models treat occupational-specific vocabulary differently than the 
recalibrated formulas. The new-model formulas, with the use of the occupational-specific 
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vocabulary list, require occupational-specific vocabulary to be considered familiar to the 
respective audience of readers. Whereas the recalibrated formulas require occupational-
specific vocabulary to be considered a contributor to increases in semantic complexity 
with their identification of the terms as unfamiliar, multisyllabic, or long. In addition, 
these new-model formulas showed consistent patterns of results across the two books of 
examination items. This indicates that the formulas were performing relatively 
consistently across different sets of examination materials. 
Post-hoc comparisons of average readability estimates: occupational-specific 
vocabulary list used with recalibrated formulas. 
The mean readability estimation results derived from the new-model TUL8 and 
recalibrated Dale-Chall, FOG1, FOG2, FOG3, and Homan-Hewitt formulas, with the use 
of the occupational-specific vocabulary list with the recalibrated formulas, were sorted 
from lowest to highest for each material set. This was done to determine whether mean 
formula rankings would be affected when occupational-specific vocabulary was treated in 
the same manner across all formulas. The orders, or rankings, were compared across 
Book 1 and Book 2. As was found when the occupational-specific vocabulary list was not 
used with the recalibrated formulas, of the recalibrated formulas the Homan-Hewitt 
resulted in readability estimates indicating greatest reading level required (i.e., lowest 
readability values).  
The incorporation of the occupational-specific vocabulary list with all formulas had 
an effect on the order in which the other formula results fell. The new-model TUL8 no 
longer resulted in one of the easiest estimations of readability. The new-model TUL8 
resulted in readability estimates that fell is second place, indicating the second greatest 
273 
 
reading level required. Conversely, when the occupational-specific vocabulary list was 
not used with the recalibrated formulas, the TUL8 resulted in easier estimations of 
readability than any of the recalibrated formulas. 
The use of the occupational-specific vocabulary list with the recalibrated formulas 
also appeared to affect the level of consistency of the rankings. When the occupational-
specific vocabulary list was not used with the recalibrated formula, the results for 
examinations materials Book 1 and Book 2 were perfectly consistent. The formula results 
fell in exactly the same order and no significance tests were necessary. However, when 
the occupational-specific vocabulary list was used with the recalibrated formulas, the 
recalibrated Dale-Chall, FOG1, and FOG3 results appeared to differ across Book 1 and 
Book 2. 
Table 58 offers a side-by-side comparison of mean readability estimates for each 
formula for Books 1 and 2 in ascending order. The recalibrated Homan-Hewitt resulted in 
the most difficult estimation of readability (i.e., lowest readability value) for both books. 
The TUL8 resulted in the second most difficult estimation and the recalibrated FOG2 
resulted in the third most difficult estimation of readability for both books. The orders in 
which the results of the recalibrated Dale-Chall, FOG1, and FOG3 fell differed. One-way 
between groups analysis of variance (ANOVA) was conducted for both books to compare 
the mean estimated readability values derived with the recalibrated Dale-Chall, FOG1, 
and FOG3 formulas. For Book 1, the results derived from the three formulas did not 
significantly differ from one another (n = 24, F(2,72) = .209, p = .812). The same was true 
for Book 2 (n = 24, F(2, 72) = .527, p = .593). The results of the ANOVA analyses for 
Books 1 and 2 indicated that although the recalibrated Dale-Chall, FOG1, and FOG3 
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appeared to result in differential rankings across books, their mean values were not 
significantly different from one another. Therefore, the slight differences in mean values 
that resulted in different rankings did not indicate that the formula results were actually 
ranked differently across the two Books. 
 
Table 58 
Book 1 and Book 2: all formula mean readability estimates in ascending order—
occupational-specific-vocabulary list used with recalibrated formulas 
Book 1 Book 2 
Formula  Mean SEM SD Formula Mean SEM SD 
HH 513.75 66.86 327.53 HH 570.84 56.26 275.62 
TUL8 852.02 33.21 162.68 TUL8 887.42 23.23 113.79 
FOG2 955.60 16.19 79.30 FOG2 954.89 17.03 83.44 
DC 984.92 17.41 85.27 FOG3 981.44 17.72 86.81 
FOG3 988.55 16.99 83.22 FOG1 994.94 19.16 93.84 
FOG1 1000.44 18.82 92.22 DC 1008.49 18.99 93.03 
Note. TUL8 = new model incorporating T-unit length and unfamiliar words at level 8; DC = recalibrated 
Dale-Chall; FOG1 = stepwise derived recalibrated FOG; FOG2 = hierarchically derived recalibrated FOG; 
FOG3 = simple derived recalibrated FOG; and HH = recalibrated Homan-Hewitt.  
 
The mean estimated readability levels derived with the formulas fell in different 
orders when the occupational-specific vocabulary list was used with the recalibrated 
formula than when the list was not used with the recalibrated formulas. Not surprisingly, 
once occupational-specific vocabulary were treated in the same manner across all 
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materials, the new-model TUL8 no longer resulted in one of the easiest estimations of 
readability. Statistical analyses revealed that where the rank orders of the formula results 
differed across material sets, they did not significantly differ. Nevertheless, the simple 
rankings of the recalibrated formula means were not as consistent across material sets as 






According to the Standards for Educational and Psychological Testing (AERA, APA, 
& NCME, 1999, p.99), “In employment and credentialing testing, the proficiency level 
required in the language of the test should not exceed that appropriate to the relevant 
occupation or profession.”  In addition, Downing (2006) asserted that to offer acceptable 
validity evidence, the content of a credentialing exam should be determined with 
attention to curricular documents, teaching syllabi, instructional materials and content, 
and textbook content, as well as other pertinent sources. Regardless of these suggestions 
for practice, typically readability is not formally addressed in the development of 
credentialing examinations. This is because, although a variety of variables have been 
shown to affect the readability of text, no formal method exists that is appropriate for the 
nature of credentialing exams and their related materials. 
Previous research has clearly established that semantic and syntactic characteristics of 
texts are valid and reliable indicators of readability level. Homan and Hewitt contributed 
to this research and extended it by creating and validating a formula appropriate for the 
format of multiple-choice, elementary-school-level test items. The current research 
differs from previous research, including that of Homan-Hewitt, in that it was designed to 
develop a readability estimation model that accommodates not only the multiple-choice 
item format, but also the occupational-specific language related to credentialing 
examinations. The model was created to be appropriate for learning, occupational, and 
examination materials related to credentialing examinations.  
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To create this new model, the variance in readability levels accounted for by several 
combinations of semantic and syntactic variables was investigated. This was done with 
the use of cloze scores of previously validated calibration passages (Miller and Coleman, 
1967) as the dependent variable and combinations of semantic and syntactic variables as 
the independent variables. Four new models were devised from this method. Then, 
existing readability formulas were recalibrated against these same passages with their 
existing predictor variables serving as the independent variables. The new-model and 
recalibrated formulas were used to estimate the readability of examination materials 
related to a dental-licensing program. The new-model and recalibrated formula results 
were compared.  
This discussion is organized as follows. The results of the analyses are discussed and 
presented according to the phases of the investigation: Phase I: Usefulness of variables; 
Phase II: Formula creation and calibration; and Phase III: External validity and reliability 
evidence. A general discussion of the results follows and includes details related to how 
the current investigation is a step toward the measurement of readability levels of 
materials related to credentialing examinations. Then, directions for the practical 
application of the new-model TUL8 are outlined. The implications of this study for the 
dental-licensing program are then discussed. Next, the limitations of the current study are 
addressed. In the final section, suggestions for future research are presented. 
Phase I: Usefulness of Variables 
During the first phase of the investigation, Miller and Coleman’s (1967) passages 
were analyzed according to the semantic and syntactic variables under investigation. 
Specifically, the syntactic analysis for each passage included determining 1) number of 
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T-units; 2) T-unit length (i.e., average number of words per T-unit); 3) number of 
clauses; 4) clause length (i.e., average number of words per clause); 5) number of 
sentences; 6) sentence length (i.e., average number of words per sentence); 7) percentage 
of passive sentences, and 8) percentage of passive verb phrases. To analyze the passages 
for semantic complexity, the number of words not included in The Living Word 
Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981) were 
determined for grade levels 4, 6, 8, 10, 12, 13, and 16. 
Multiple simple linear regression analyses were conducted using the Miller and 
Coleman (1967) total CT scores as the dependent variable and each of the syntactic 
variables and the semantic variable at each level as the independent variables. All of the 
syntactic variables accounted for a significant amount of variance in total cloze scores. 
The semantic variable at levels 4, 6, 8, 10, 12, and 13 also accounted for a significant 
amount of variance in the total cloze scores. Level 16 of the semantic variable, however, 
did not account for a significant amount of variance in the total cloze scores. 
Although all of the syntactic variables accounted for significant variance in total CT 
scores, only seven of the eight variables were retained for further investigation. 
Percentage of passive verb phrases was not retained because percentage of passive 
sentences, which also addressed voice, was highly correlated with that variable and it 
accounted for more variance in total CT scores. It was, therefore, deemed redundant to 
retain both variables for further investigation. Because level 16 of the semantic variable 
did not account for significant variance in total CT scores, it was not retained along with 
levels 4-13 of the semantic variable for further investigation for exploratory purposes. 
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These results clearly indicated that all of the syntactic variables under investigation 
were, as expected, related to the complexity or readability of the passages. The results 
showed that measures of T-units and clauses appeared to be more strongly related to 
readability than sentence measures (i.e., number of sentences, sentence length). 
Specifically, although both accounted for a significant amount of variance, number of T-
units accounted for more variance in the total CT scores than did number of sentences. In 
addition, T-unit length and clause length accounted for more variance in total CT scores 
than did sentence length (see Table 5).  
This offered preliminary evidence that measures of T-units and clauses as indicators 
of readability were at least as predictive as sentence measures. This was likely because T-
units and clauses offer more data points for investigation. In other words, with T-units or 
clauses the text under investigation is divided into finer components for investigation 
than is possible with the sentence measures. This finer delineation of syntactic 
characteristics was especially important for the purposes of the present study. 
Specifically, the model to-be-created was meant to be appropriate for multiple-choice 
examination items. These sorts of texts, even after conversion into pseudo-continuous 
prose, tend to include fewer than 150 words. For the estimation of readability level, most 
existing formulas require samples of at least 150 words (e.g., Dale-Chall, FOG). Because 
more data points are typically provided via T-units or clause measures, they provide more 
information about the syntactic nature of a text. This is especially important with shorter 
texts that offer fewer measurement opportunities. 
It was also observed that as the level of the semantic variable increased, the variance 
in total CT decreased. This is not surprising considering that lower levels subsume the 
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words contained in higher levels but also include additional words. For instance, a 
particular set of words identified as unfamiliar at level 8 would also be included at levels 
6 and 4, but the lower levels would include words not found at level 8. Then, the words 
included at level 6 would obviously be included at level 4, but level 4 would include 
words not found at level 6. Although level 4 clearly accounted for the most variance in 
total CT scores, it was not necessarily the most appropriate semantic variable level for the 
purpose of this study because the materials for which the new model was being 
developed would be expected to exceed grade level 4. In addition, the readership for 
credentialing examinations would be expected to have reading ability levels that far 
exceed grade 4. Nevertheless, all of the semantic variable levels were retained and further 
investigated. 
Phase II: Formula Creation and Calibration 
During this phase of the investigation, new-model formulas were created and 
calibrated with the use of the Miller and Coleman (1967) passages and corresponding 
total CT scores. Existing readability formulas, Dale-Chall (1995), FOG, and Homan-
Hewitt, were recalibrated with the same passages and total CT scores. For the calibration 
of the new-model formulas, stepwise multiple regression was used to explore the 
variance in total CT scores accounted for by the semantic- and syntactic-variable 
combinations (see Table 7 for details of all possible variable combinations). The semantic 
and syntactic variables served as the independent variables and the total CT scores served 
as the dependent variables. To recalibrate the existing formulas simple-linear, stepwise, 
and hierarchical multiple regression techniques were conducted with the respective 
variables for each existing formula as the independent variables and total CT scores as 
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the dependent variable. This resulted in recalibrations of the existing formulas that 
included the original variables but revised constants and weightings. 
New-model Formula Creation and Calibration 
The following subsections include summaries and discussions of the variable-
combination analyses according to the syntactic variables included in the combinations. 
First, the variable combinations that incorporated number of T-units as the syntactic 
variable are summarized and discussed. Second, the variable combinations that 
incorporated T-unit length as the syntactic variable are summarized and discussed. Third, 
the variable combinations that incorporated number of clauses as the syntactic variable 
are summarized and discussed. Fourth, the variable combinations that incorporated clause 
length as the syntactic variable are summarized and discussed. Fifth, the variable 
combinations that incorporated number of sentences as the syntactic variable are 
summarized and discussed. Sixth, the variable combinations that incorporated sentence 
length as the syntactic variable are summarized and discussed. Then a discussion is 
offered regarding the equations identified for retention in the next phase of the 
investigation. 
Across the analyses, several passages were removed (see methods section for details). 
Four passages were initially determined appropriate for removal based on total CT scores 
(i.e., passages 1, 3, 10, and 15), which were all at least .75 standard deviations above the 
mean. These high total CT scores indicated that these were the easiest passages. 
Additional passages were removed based on their standardized residuals, studentized 
residuals, and characteristics as measured according to the independent-variables under 
examination. Therefore, the decisions to retain particular models were made with the 
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consideration that these passages were inappropriate for inclusion in the development of 
the new model. 
Number of T-units as the syntactic variable. 
Stepwise regression analyses were conducted to determine the variance in total CT 
scores accounted for by the combination of number of T-units, percentage of passive 
sentences, and number of unfamiliar words (at each retained grade level). In every 
analysis, the percentage of passive sentences did not account for a significant amount of 
variance in the dependent variable.  Therefore, it never entered the regression equations. 
When the five outlying passages (passages, 1, 3, 5, 10, and 13) were removed, inclusion 
of number of unfamiliar words at levels 8 and 10 as the semantic variables coupled with 
number of T-units as the syntactic variable accounted for a significant amount of variance 
in total CT scores and allowed semantic and syntactic variables to enter the equation. 
Number of T-units and unfamiliar words at level 8 accounted for the most variance in 
total CT scores (R2 = .828). 
T-Unit length as the syntactic variable. 
The same stepwise regression analyses were conducted, but T-unit length served as 
the syntactic independent variable. In the analyses, the percentage of passive sentences 
never accounted for a significant amount of variance in the dependent variable. 
Therefore, it never entered the regression equations. The percentage of passive sentences 
accounted for a significant amount of variance in the dependent variable in only one 
analysis. This variable was, therefore, removed from further consideration. When the five 
outlying passages (passages, 1, 3, 5, 10, and 13) were removed, inclusion of number of 
unfamiliar words at levels 8 and 10 as the semantic variables coupled with T-units length 
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as the syntactic variable accounted for a significant amount of variance in total CT scores 
and allowed semantic and syntactic variables to enter the equation. Once again, level 8 of 
the semantic variable resulted in the most variance explained: T-unit length and 
unfamiliar words at level 8 accounted for the most variance in total CT scores (R2 = .831). 
Number of clauses as the syntactic variable. 
The same stepwise regression analyses were conducted, but number of clauses served 
as the syntactic independent variable. In all analyses, the percentage of passive sentences 
did not account for a significant amount of variance in the dependent variable. This 
variable was, therefore, removed from further consideration. When the four passages with 
the highest total CT scores (passages, 1, 3, 10, and 13) and an additional outlying passage 
(passage 5) were removed, number of unfamiliar words at levels 8, 10, and 12 as the 
semantic variables coupled with number of clauses as the syntactic variable accounted for 
a significant amount of variance in total CT scores and allowed semantic and syntactic 
variables to enter the equation. Number of clauses and unfamiliar words at level 10 
accounted for the most variance in total CT scores (R2=.818). 
Clause length as the syntactic variable. 
The same stepwise regression analyses were conducted, but clause length served as 
the syntactic independent variable. In the analyses, the percentage of passive sentences 
never accounted for a significant amount of variance in the dependent variable. 
Therefore, it never entered the regression equations. When the four passages with the 
highest total CT scores (passages, 1, 3, 10, and 13) and additional outlying passages 
(passages 5 and 31) were removed, inclusion of number of unfamiliar words at levels 8 
and 10 as the semantic variables coupled with number of clauses as the syntactic variable 
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accounted for a significant amount of variance in total CT scores and allowed semantic 
and syntactic variables to enter the equation. Once again, using level 8 of the semantic 
variable resulted in the most variance explained: clause length and unfamiliar words at 
level 8 accounted for the most variance in total CT scores (R2 = .849). 
Number of sentences as the syntactic variable. 
The same stepwise regression analyses were conducted, but number of sentences 
served as the syntactic independent variable. In the analyses, the percentage of passive 
sentences never accounted for a significant amount of variance in the dependent variable. 
Therefore, it never entered the regression equations. When the four passages (passages, 1, 
3, 10, and 13) with the highest total CT scores and an additional outlying passage 
(passage 5) were removed, inclusion of number of unfamiliar words at level 12 as the 
semantic variable coupled with number of clauses as the syntactic variable accounted for 
a significant amount of variance in total CT scores and allowed semantic and syntactic 
variables to enter the equation. Number of sentences and unfamiliar words at level 12 
accounted for the most variance in total CT scores (R2 = .448).  
Sentence length as the syntactic variable. 
The same stepwise regression analyses were conducted, but sentence length served as 
the syntactic independent variable. In the analyses, the percentage of passive sentences 
never accounted for a significant amount of variance in the dependent variable. 
Therefore, it never entered the regression equations. When the four passages with the 
highest total CT scores (passages, 1, 3, 10, and 13) and an additional outlying passage 
(passage 5) were removed, inclusion of number of unfamiliar words at level 10  as the 
semantic variables coupled with sentence length as the syntactic variable accounted for a 
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significant amount of variance in total CT scores and allowed semantic and syntactic 
variables to enter the equation. Number of sentences and unfamiliar words at level 10 
accounted for the most variance in total CT scores (R2 = .772). 
Summary of the calibration results. 
Several insights may be offered based on the results of the new-model calibration 
analyses. First, across all analyses the incorporation of number of unfamiliar words at 
levels 4 or 6 as the semantic variable did not allow syntactic variables to enter the 
equations once outlying passages were removed. This was because the number of 
unfamiliar words at levels 4 and 6 were too strongly related to, or too predictive of, total 
CT scores to allow syntactic variables to enter the equations. In other words, these 
semantic variables consumed too much variance in total CT scores to allow for the 
consideration of syntactic characteristics of the passages. Regardless of the amount of 
variance accounted for by these semantic variables, it was inappropriate to consider 
allowing either of them to serve as the sole variable in the new model because the aim of 
the design was to create models that accounted for both semantic and syntactic 
characteristics.  
In all of the analyses reported, percentage of passive sentences was the weakest 
predictor variable. Although the initial investigation of the predictor variables showed 
that percentage of passive sentences was significantly correlated with total CT scores 
when it was included along with the other two independent variables, it was not 
sufficiently predictive of total CT scores to enter the equations. The semantic variable 
and other syntactic variables were stronger predictors than percentage of passive 
sentences and accounted for so much variance in total CT scores that there likely was 
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insufficient remaining variance unaccounted for to allow percentage of passive sentences 
to enter.  
It was possible that if higher levels of the semantic variable were incorporated, 
enough variance would have been available for percentage of passive sentences to enter 
the equations, but this approach would not have been appropriate. Specifically, the initial 
investigation of the relationships between the independent variables and total CT scores 
(dependent variable) revealed that the relationship between percentage of passive 
sentences and total CT scores was weaker than the relationships between number of 
unfamiliar words at levels 4, 6, 8, 10, and 12 and total CT scores. Furthermore, the 
relationship between percentage of passive sentences and total CT scores was weaker 
than the relationships between any of the retained syntactic variables and total CT scores. 
Therefore, settling on a level of the semantic variable that accounted for less variance in 
total CT scores in an attempt to allow percentage of passive sentences to enter the 
equation would have compromised the integrity of the formula. Voice (i.e., passive 
versus active) has received little attention in readability research and was primarily 
included in the present investigation for exploratory purposes. Results of the present 
investigation suggest that voice is likely insufficiently predictive of reading difficulty to 
warrant inclusion in readability formulas.  
Whereas number of unfamiliar words at levels 4 and 6 accounted for too much 
variance, number of unfamiliar words at levels 8, 10, and 12 accounted for enough, but 
not too much, variance to allow both syntactic and semantic variables to enter the 
equation. Once outlying passages were excluded from the analyses and when coupled 
with either number of T-units, T-unit length, or clause length as the syntactic variable, 
287 
 
inclusion of number of unfamiliar words at level 8 resulted in regression equations that 
explained the most variance in total CT scores, as compared to other levels of the 
semantic variable. Once outlying passages were excluded from the analyses and when 
coupled with number of clauses or sentence length as the syntactic variable, inclusion of 
number of unfamiliar words at level 10 resulted in a regression equation that explained 
the most variance in total CT scores. Once outlying passages were excluded from the 
analyses and when coupled with number of sentences as the syntactic variable, number of 
unfamiliar words at level 12 accounted for the most variance in total CT scores.  
It was not surprising that the number of unfamiliar words at the three middlemost 
levels performed the best. Unfamiliar-word totals at these levels included words expected 
to be unfamiliar to students in grades 8, 10, and 12. In contrast to the number of 
occurrences of unfamiliar words at level 13, the number of unfamiliar words for levels 8, 
10, and 12 were sufficient and therefore explanatory of readability (level 8 M = 4.64, SD 
= 5.60; level 10 M = 3.61; SD = 4.09; level 12 M = 2.17; SD = 2.47). Furthermore, the 
corresponding close scores for the Miller and Coleman (1967) passages were derived 
from cloze-test responses of undergraduate students. Level 16, which reflects college-
graduate- or professional-level vocabulary, would most likely include words that are 
foreign to undergraduate students. Level 13 reflects undergraduate college-level 
vocabulary, which ideally would be expected to be familiar to the undergraduate 
audience from whom the scores were obtained. Nonetheless, the number of unfamiliar 





 Equations for Phase II. 
According to the a priori design of this study, one new-model formula that included 
either a T-unit or clause measure would be selected from Phase II of the investigation to 
be retained for use in Phase III. This plan was modified when it was discovered that at 
least one combination of variables for each of these syntactic variables accounted for 
more than 80% of variance in total CT scores. This made it difficult to identify just one 
new-model formula as superior to the others. Therefore, four formulas were selected for 
further analyses.  
Three criteria were used to select new-model formulas for further study in Phase III 
of the investigation. First, regression equations that necessitated the inclusion of the four 
passages with the highest total CT scores, which were previously identified as 
inappropriate for the current calibration, were not further explored. Second, to be retained 
a formula had to account for at least 80% of variance in total CT scores after the removal 
of the four passages with the highest total CT scores. Third, when a set of analysis for a 
specific syntactic variable included more than one equation that excluded the four 
passages with the highest total CT scores and accounted for more than 80% of variance in 
total CT score, the equation with the greatest amount of variance explained was selected 
for further investigation. 
Based on the above criteria, four new-model regression equations were selected (see 
Table 59). The first new-model formula (#TU8) accounted for 82.8% of variance in total 
CT scores and included number of T-units as the syntactic variable and number of 
unfamiliar words at level 8 as the semantic variable. The second new-model formula 
(TUL8) accounted for 83.1% of variance in total CT scores and included T-unit length as 
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the syntactic variable and number of unfamiliar words at level 8 as the semantic variable. 
The third new-model formula (#C10) accounted for 81.8% of variance in total CT scores 
and included number of clauses as the syntactic variable and number of unfamiliar words 
at level 10 as the semantic variable. The fourth new-model formula (CL8) accounted for 
82.8% of variance in total CT scores and included clause length as the syntactic variable 
and number of unfamiliar words at level 8 as the semantic variable. 
 
Table 59 



























.828 Y΄=1169.09 - (19.92*UFW) - (9.597*CL) 
Note. UFW = number of unfamiliar words; #TU = number of T-units; TUL = T-unit length; #C = number 
of clauses; and CL = clause length. 
 
Although the combination of number of sentences as the syntactic variable and 
number of unfamiliar words at level 8 as the semantic variable accounted 81.8% of 
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variance in total CT scores with the exclusion of inappropriate passages, it was not 
retained for further analysis. In addition, none of the formulas that included sentence 
length as the syntactic variable were retained. None of the sentence length formulas that 
were derived without the use of the passages identified for removal accounted for more 
than 80% of variance in total CT scores. No formulas that included measures of sentence 
characteristics were retained because they were not suitable for the purposes of the new-
model, which was to be appropriate for the multiple-choice format of examination items. 
These items, even after conversion to pseudo-continuous prose, tended to include fewer 
than 150 words. Therefore, a finer delineation of syntactic characteristics was desirable 
and better achieved with measures of T-units or clauses. 
Existing Formula Recalibration 
Regression techniques were used to recalibrate the Dale-Chall (1995), FOG, and 
Homan-Hewitt readability formulas. The predictor variables for each respective formula 
were retained and total CT scores for the Miller and Coleman (1967) passages served as 
the dependent variable. In the following subsection, summaries for and discussions of 
each of those recalibrations are offered in turn.  
Dale-Chall (1995). 
Stepwise and hierarchical multiple regression techniques were used to recalibrate the 
Dale-Chall (1995) formula that would account for the most variance in total CT scores 
while excluding the passages previously identified as inappropriate for inclusion. With 
the removal of those four passages (passages, 1, 3, 10, and 13) and one additional 
outlying passage (passage 31), the stepwise multiple regression technique delivered the 
best model (see Table 60). This recalibrated Dale-Chall formula accounted for 88.1% of 
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variance in total CT scores and included number of unfamiliar words and average 
sentence length. When applied to the Miller and Coleman (1967) passages, the results of 
the original and recalibrated Dale-Chall formulas were significantly correlated: when all 
36 passages were included, r = .937, and when only the 31 passages used for the 
recalibration were included, r = .961. 
 
Table 60 
Original and recalibrated Dale-Chall (1995) formulas 
Original Dale-Chall formula Y΄= 64 - (.95 * UFW) - (.69 * SL) 
Recalibrated Dale-Chall formula Y΄ = 1046.50 - (8.849 * UFW) + (4.984 * SL) 
Note. UFW = number of unfamiliar words and SL = average sentence length. 
 
Although it accounted for a large amount of variance, the resulting recalibrated Dale-
Chall formula was inconsistent in terms of positive and negative signs. Specifically, the 
original formula required the weightings of number of unfamiliar words and average 
sentence length to be subtracted in the equation. The consistency in the signs found in the 
original formula was intuitive because these two independent variables would be 
expected to be related to readability in the same way. As the number of occurrences of 
unfamiliar words and average sentence length increase, the reading skill required to 
comprehend the material could be expected to increase. For the original Dale-Chall 
formula, low readability values indicate higher levels of readability or more complex 




The recalibration of the Dale-Chall formula resulted in different signs for the 
weightings of the predictor variables. Specifically, it required subtracting the weighting 
of number of unfamiliar words and adding the weighting for average sentence length. 
This was clearly inconsistent with what would be expected, considering both of these 
predictor variables should have contributed to readability in the same way. To determine 
the source of this discrepancy, the stepwise analysis was dissected (see Table 61).  
 
Table 61 



















UFW .862 181.156 .0005 -.858 .736 -.928 .861 
SL .019 4.507 .043 .138 .019 .372 .138 
Note. UFW = number of unfamiliar words; SL = average sentence length; sr = semipartial correlation; sr2 = 
semipartial correlation squared; pr = partial correlation; pr2 = partial correlation squared. 
 
The semipartial and partial correlations were of particular interest in this analysis. 
Semipartial correlation values indicate the proportion of variance accounted for by a 
particular independent variable when the effects of other independent variables are 
removed. In other words, these values show the unique contribution of an independent 
variable in the explanation of variance in the dependent variable (Cohen & Cohen, 1975).  
The value of the squared semipartial correlation indicates how much variance explained 
in the model would decrease if that variable were removed (Cohen & Cohen, 1975). 
Partial correlation values, on the other hand, show the amount of variance accounted for 
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by a particular independent variable over and above that accounted for by other 
independent variables in the model. The value of the squared partial correlation indicates 
the proportion of variance explained by a particular independent variable that is not 
explained by the other independent variables in the model (Cohen & Cohen, 1975). 
As indicated in Table 62, number of unfamiliar words (sr = -.858) was a much 
stronger predictor variable and accounted for a far greater amount of unique variance in 
total CT scores than average sentence length (sr = .138). The squared semipartial 
correlation values indicated that if average sentence length were removed from the 





.736; SL sr2 = .019). The partial correlation values indicated that number of 
unfamiliar words accounted for nearly all the variance in total CT scores (pr = -.928; pr2 
= .861). Therefore, the remaining variance to be accounted for by average sentence 
length was negligible (pr = .372; pr2 = .138). The significance value for average sentence 
length (p = .043) was also worthy of note. Although, average sentence length accounted 
for enough variance in total CT scores to enter the model, the variable just barely met the 
significance requirements (i.e., p < .05). 
It was expected that the recalibrated formula would be consistent with the original 
version of the formula by requiring the subtraction of both the number of unfamiliar 
words and average sentence length weightings. When simple linear regression was used 
to analyze these variables separately, the signs were consistent with those of the original 
formula. When the variables were both included in stepwise multiple regression analysis, 
the resulting regression equation required the average sentence length weighting to be 
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added, instead of subtracted. Even after additional analyses, the reason for this 
inconsistency was unclear. 
FOG. 
Two approaches were taken to recalibrate the FOG formula. First, the independent 
variables, average sentence length and percentage of multisyllabic (hard) words, were 
treated separately and multiple regression techniques were used to determine the amount 
of variance they explained in total CT scores. Second, the measures for the two variables 
were combined to create a single independent variable and simple linear regression was 
used to determine the amount of variance in total CT scores accounted for by the 
variable. 
Stepwise multiple regression was conducted with average sentence length and 
percentage of hard words as the independent variables and total CT scores as the 
dependent variable. When all 36 passages were included in the analysis, average sentence 
length and percentage of hard words accounted for 74% of variance in total CT scores (R2 
= .740). Once the passages with the highest total CT scores were removed from the 
analysis, only percentage of hard words entered the equation. Removal of outliers did not 
allow average sentence length to enter the equation. Although the model that held both 
independent variables included passages previously identified as inappropriate for 
inclusion in the study, it was important to determine a recalibrated formula that included 
the same independent variables as the original formula. Therefore, the model derived 
with the use of the four passages with the highest total CT scores was retained as the 
recalibrated FOG1 formula (see Table 62). 
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In an attempt to devise a model that would provide more consistent comparisons of 
regression results, the four passages with the highest total CT scores were removed and 
both independent variables were forced into the equation. Hierarchical multiple 
regression analyses were conducted with average sentence length and percentage of hard 
words as the independent variables and total CT scores as the dependent variable. Two 
orders of entry for the independent variables were used: 1) percentage of hard words 
entered first and 2) average sentence length entered first. From both full models, 
percentage of hard words and average sentence length accounted for 83.3% of variance in 
total CT scores. When percentage of hard words was entered first in the equation, it 
explained all 83.3% of variance in total CT scores. Average sentence length did not 
account for any additional variance in total CT scores.  When average sentence length 
was entered first in the equation, it explained only 17.6% of variance in total CT scores. 
Percentage of hard words accounted for an additional 65.7% of variance in total CT 
scores over and above the variance accounted for by percentage of hard words. Both 
orders of entry resulted in the same regression equation, which was retained as the 
recalibrated FOG2 (see Table 62). 
For the next set of FOG recalibration regression analyses, the independent variables 
(sentence length and percentage of hard words) were summed to create a single 
independent variable. Simple linear regression was conducted with the sum of sentence 
length and percentage of hard words as the independent variable and total CT scores as 
the dependent variable. Once the four passages with the highest total CT scores and one 
additional outlying passage were removed, the summed independent variable accounted 
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for 73.2% of variance in total CT scores. The resulting regression equation was used to 
create the recalibrated FOG3 formula (see Table 62).  
When applied to the Miller and Coleman (1967) passages, the results of the original 
FOG and recalibrated FOG formulas were significantly correlated. Specifically, with all 
36 passages included, the original FOG results were correlated with those of the 
recalibrated FOG1 (r = - .982), FOG2 (r = - .904), and FOG3 (r = - 1.0). When only the 
passages used for the recalibration of the formulas were included, the original FOG 
results were significantly correlated with the results of the FOG2 (r = - .907) and FOG3   
(r = - 1.0). 
 
Table 62 
Original and recalibrated FOG formulas 
Original FOG formula Y΄ = .4 (SL) + (HW) 
Recalibrated FOG1 formula Y΄ = 1277.463 - (18.192 * HW) - (8.446 * SL) 
Recalibrated FOG2 formula Y΄ = 1109.175 - (18.193 * HW) - (.412 * SL) 
Recalibrated FOG3 formula Y΄ = 1257.188 - (11.469 * (HW + LS)) 
Note. SL = average sentence length; HW = percentage of multisyllabic (hard) words. 
 
Homan-Hewitt. 
Several multiple regression approaches were necessary to recalibrate the Homan and 
Hewitt formula. The original Homan-Hewitt formula includes three independent 
variables: 1) sentence complexity (average T-unit length; WNUM); 2) number of difficult 
words (number of unfamiliar words; WUNF); and word length (number of words 
comprised of seven or more letters; WLON). The independent variables from the original 
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formula were used to create the recalibrated formula. The number of difficult words was 
to be identified at level 4 with the use of The Living Word Vocabulary: A National 
Vocabulary Inventory (Dale & O’Rourke, 1981) word list. Using level 4 of the semantic 
variable did not allow the semantic variable to enter the equation. It was, then, unclear as 
to the level at which the words should be identified. Therefore, several multiple 
regression analyses were conducted to determine which level of difficult words would 
best fit the model and allow for the explanation of the most variance in total CT scores. 
Seven sets of stepwise multiple regression analyses were conducted with sentence 
complexity, number of difficult words, and word length as the independent variables and 
total CT scores as the dependent variable. Each of the seven sets of analyses was 
conducted with number of difficult words identified at a different level (4, 6, 8, 10, 12, 
13, or 16). Regardless of whether all 36 passages were included in the equation or 
inappropriate and outlying passages were removed, none of the resulting equations 
included all three independent variables. It was important for the independent variables 
from the original formula to be included in the recalibrated formula. It was also important 
for the independent variables to enter the equation in the order specified by Homan and 
Hewitt (2004; 1994) for the recalibrated formula to be as similar to the original formula 
as possible. Therefore, hierarchical multiple-regression was used to force the independent 
variables into the equation in the order specified by Homan and Hewitt. 
Three sets of hierarchical multiple regression were conducted. In each set of analyses, 
number of difficult words was entered first, sentence complexity was entered second, and 
word length was entered last. One set of the hierarchical regression analyses included the 
identification of difficult words at level 4, one set included the identification of hard 
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words at level 6, and the last set included the identification of hard words at level 8. 
Regardless of whether inappropriate or outlying passages were removed, when difficult 
words were identified at levels 4 and 6, word length did not account for a significant 
amount of variance. When difficult words were identified at level 8, all of the 
independent variables accounted for a significant amount of variance in total CT scores. 
With the removal of the four passages with the highest total CT scores and an outlying 
passage, the full model explained 86.3% of variance (see Tables 27, 28, and 33). The 
resulting regression equation was retained as the recalibrated Homan-Hewitt formula. See 
Table 63 for the original and recalibrated Homan-Hewitt formulas. When applied to the 
Miller and Coleman (1967) passages, the results of the original and recalibrated Homan-
Hewitt formulas were significantly correlated: when all 36 passages were included, r = 
.909, and when only the 31 passages used for the recalibration were included, r = .902. 
 
Table 63 
Original and recalibrated Homan-Hewitt formulas 
Original Homan-Hewitt formula Y΄ = 1.76 + (.15 * WNUM) + (.69 * WUNF) -  
(.51 * WLON) 
Recalibrated Homan-Hewitt formula Y΄ = 1128.958 - (.881 * WNUM) - (14.081 * WUNF) - 
(23.722 * WLON) 
Note. WNUM = sentence complexity; WUNF = number of difficult words; and WLON = word length. 
 
Phase III: External Validity and Reliability Evidence 
Four new-model formulas were created in Phase II and were retained for further 
investigation during Phase III. As explained in the results section, the new-model TUL8 
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appeared to show marginally more consistent performance than the other three formulas. 
Because the new-model TUL8 performed marginally better and because discussing the 
results for all new-models would be redundant and cumbersome for the reader, this 
portion of the discussion will be primarily focused on the performance of the new-model 
TUL8. In a few instances, however, the results for all formulas are referenced. Clear 
distinctions are made when the results of all new-models are being referenced as opposed 
to the results of the new-model TUL8 alone. 
Evidence collected during Phase III of the investigation suggested that the new-model 
TUL8 showed promise as a means of establishing readability while accommodating the 
multiple-choice item format and occupational-specific language related to credentialing 
examinations. The results of the correlation analyses, Sign tests, regression analyses, and 
rank ordering of formula results all supported this notion. The results of each of these 
analyses sets and manner in which they support the utility of the TUL8 are discussed in 
turn in the following sections. A summary of these findings is then offered. 
The initial correlation analyses revealed that only a one, very weak, significant 
relationship existed between the results of the TUL8 and any recalibrated formula. It was 
assumed that the failure to find significant relationships between the results of the new-
model and recalibrated formulas was due to the differential treatment of occupational-
specific vocabulary in the new-model and recalibrated formulas. Once the occupational-
specific vocabulary list was used with the recalibrated formulas, the results of the TUL8 
were significantly correlated with the results of all recalibrated formulas (p < .01). 
Finding these substantial increases in the relationships between the TUL8 and 
recalibrated formulas confirmed the assumption that the initial failure to find significant 
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differences was largely due to the occupational-specific vocabulary being treated 
differently in the new-model and recalibrated formulas. 
The initial Sign tests conducted to compare the results of the new-model and 
recalibrated formulas were perfectly consistent across combined Books 1 and 2, Book 1, 
and Book 2. In other words, significant differences observed between the results of the 
TUL8 and recalibrated formulas were consistent across the three examination-item sets. 
Furthermore, where a significant difference was not observed between the TUL8 and a 
recalibrated formula, the results were also consistent across the three examination-item 
sets. This indicated that the TUL8 performed consistently when applied to two different 
books of items, which offers some credibility to the stability of the TUL8 model.  
The initially conducted Sign tests revealed that the TUL8 resulted in significantly 
easier estimations of readability (higher readability values) than the recalibrated Dale-
Chall, FOG1, FOG2, and Homan-Hewitt. As with the initial failure to find significant 
correlations between the results of the TUL8 and recalibrated formulas, the differential 
treatment of occupational-specific vocabulary by the new-model and recalibrated 
formulas was surmised to be the reason for the significant differences between results. 
This assumption was supported with the results of post-hoc analyses. Specifically, the 
occupational-specific vocabulary list was used with the recalibrated formulas and Sign 
tests were conducted to compare those results to the results of the TUL8. The effect of 
the use of the occupational-specific vocabulary list with the recalibrated formulas was so 
powerful that where significant differences remained between the results of the TUL8 
and the recalibrated Dale-Chall, FOG1, and FOG2, they changed directions. In other 
words, when occupational-specific vocabulary words were treated in the same manner 
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across all formulas, the recalibrated Dale Chall, FOG 1, and FOG2 resulted in 
significantly easier estimations of readability (higher readability values) than the TUL8. 
Furthermore, the initial Sign tests showed no significant difference between the results 
derived with TUL8 and recalibrated FOG3. However, when the occupational-specific 
vocabulary list was used with the recalibrated FOG3, it resulted in significantly easier 
estimations of readability (higher readability values) than the TUL8. The recalibrated 
Homan-Hewitt continued to result in significantly more difficult estimations of 
readability (lower readability values) than the TUL8. However, the Homan-Hewitt 
formula included two, rather than one, semantic variable. The additive effect of the two 
semantic variables included in the Homan-Hewitt resulted in more substantial estimations 
of semantic complexity than the TUL8, which only included a single semantic variable. 
The results of the regression analyses supported the conclusion that the significant 
differences observed between the new-model and recalibrated formula results were due to 
the manner in which occupational-specific vocabulary were treated. Specifically, 
occupational-specific vocabulary that was identified in the recalibrated formulas as 
contributors to semantic complexity (i.e., identified as unfamiliar, long, or multisyllabic) 
accounted for an extraordinary amount of variance in readability estimates derived with 
each recalibrated formula.  
The post-hoc rank ordering of the formula results provided further evidence of the 
stability of the new-models. Two rank orderings were conducted. First, the mean 
readability estimates derived with each formula under investigation were sorted from low 
to high. For both Book 1 and Book 2, the TUL8 fell in last place, which indicated that it 
resulted in mean readability estimates that reflected that the materials were easier to read 
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than was indicated by the results of the recalibrated formulas. Interestingly, the rank 
ordering of the recalibrated formulas was perfectly consistent across Book 1 and Book 2. 
This indicated that the recalibrated formulas were also showing a good degree of 
stability. 
The second post-hoc rank ordering of the mean readability results were more 
informative than the first set of rank orderings. In this set of rank orderings, the 
occupational-specific vocabulary list was used with the recalibrated formulas and those 
results were rank ordered along with the results of the new-model TUL8. Not 
surprisingly, the TUL8 no longer fell in last place or resulted in mean readability 
estimates that reflected that the materials were easier to read than was indicated by the 
results of the recalibrated formulas. Instead, the results of the TUL8 formula fell in 
second place for Book 1 and Book 2. With the incorporation of the occupational-specific 
vocabulary list, the recalibrated Homan-Hewitt resulted in mean readability estimates that 
were lower than the mean readability estimates derived with the TUL8. All of the other 
recalibrated formulas resulted in mean readability estimates that indicated the texts were 
easier to read (higher readability values) than was indicated by the mean readability 
estimates derived with the TUL8.  
The use of the occupational-specific vocabulary list with the recalibrated formulas, 
however, appeared to slightly affect the stability of the recalibrated formula results. When 
the list was not used with the recalibrated formulas, the rank ordering of the readability 
estimates derived with them was perfectly consistent across Book 1 and Book 2. When 
the occupational-specific vocabulary was used with the recalibrated formulas, the simple 
rankings of the recalibrated Dale-Chall, FOG1, FOG2, and FOG3 were entirely different 
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across Book 1 and Book 2. Admittedly, one-way between groups analysis of variance 
(ANOVA) revealed that the mean readability values were not significantly different from 
one another. Nonetheless, the simple rankings were inconsistent under these 
circumstances.  
The results outlined above lend support to the utility of the new-model. Furthermore, 
they implicate the failure to account for occupational-specific vocabulary in the 
recalibrated formulas as the source for the initially observed non-significant correlations 
and significant differences between the new-model and recalibrated formulas. Finding 
that the differential treatment of occupational-specific vocabulary in the new-model and 
recalibrated formulas was responsible for the weak correlations and significant 
differences substantiates the importance of considering occupational-specific vocabulary 
in the estimation of readability of credentialing examination items. Furthermore, finding 
that the incorporation of the occupational-specific vocabulary list with the recalibrated 
formulas appeared to slightly affect the consistency of the rank orderings of the mean 
readability estimates derived with recalibrated formulas suggested that simply using the 
list with the existing formulas may not be appropriate. 
The introduction of the occupational-specific vocabulary list with the recalibrated 
formula and subsequent analyses that were conducted with the resulting readability 
values certainly provided some explanation for the initially weak correlations and 
significant differences between the new-model and recalibrated formulas. However, 
although all of the correlation values observed in the post-hoc analyses of the 
examination materials were significant (p < .01), some were weak and none were better 
than moderate. Conversely, the validation portions of previous research conducted to 
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create or modify readability formulas also included correlation analyses of readability 
estimates across formulas (e.g., Farr, Jenkins, & Patterson 1951; Fry 1968) and very 
strong relationships were observed. Fry (1968), for example, found correlations between 
the result of his formula and the Flesch and Dale-Chall were r = .96 and .94, respectively. 
Farr et al. (1951) found that the relationships between the original Flesch and the revised 
version of the Flesch to be r = .93.  
The correlations between formula results shown in previous research were clearly 
much stronger than correlations observed during the post-hoc correlation analyses of the 
readability estimates in this study, which was initially surprising. However, the weaker 
correlations observed in this study were not an artifact of imprecision of the new-models. 
Rather the weaker correlations were probably a result of the level of appropriateness of 
using the recalibrated formulas with examination items and the manner in which the 
formulas addressed text characteristics.  
The Dale-Chall and FOG formulas, which were used in the current investigation, 
were designed for use with several 100-word samples of continuous prose. They were not 
designed to be used to estimate the readability of single samples of pseudo-continuous 
prose, many of which were comprised of fewer than 100 words. Even after the 
examination items were converted into pseudo-continuous prose, many included far 
fewer than 100 words. Specifically, the items included in Book 1 ranged from 41 to 249 
words (M = 80.22, SD = 43.13), and the items included in Book 1 ranged from 44 to 378 
words (M = 93.96, SD = 31.01). Therefore, the weaker than expected correlations 
between the new-model and recalibrated Dale-Chall and FOG formulas may have been 
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due to the inappropriateness of the materials for use with the recalibrated, existing 
formulas.  
The correlations between the new-model TUL8 and recalibrated Homan-Hewitt were 
stronger than the relationships between the TUL8 and recalibrated Dale-Chall or FOG. 
Unlike the Dale-Chall and FOG formulas, the Homan-Hewitt formula was designed for 
use with smaller text samples with no specific guidelines for how many words should be 
included and the authors did not indicate that multiple samples were necessary for 
accurate estimation. Even so, the correlation between the new-model TUL8 and 
recalibrated Homan-Hewitt was only of moderate strength (i.e., r = .714). The Homan-
Hewitt formula, however, includes two measures of semantic complexity; whereas all of 
the other models investigated here include only one measure of semantic complexity. The 
additional measure of semantic complexity in the Homan-Hewitt formula was likely what 
prevented the correlations from being stronger than what was observed.  
The weaker than expected correlations between the new-model TUL8 and 
recalibrated formulas even after the use of the occupational-specific vocabulary list with 
the recalibrated formulas was likely also due to the methods used to measure text 
characteristics. The new-model and recalibrated formulas incorporated different measures 
of semantic complexity. For example, a word identified as unfamiliar according to the 
new-model might, or might not, be identified as unfamiliar according to the Dale-Chall or 
vice versa. In addition, a word identified as multisyllabic (a FOG formula) might, or 
might not, be identified as familiar according to the new-model specifications and vice 
versa. Whether these measures of semantic complexity resulted in different findings was 
likely also affected by the mere nature of a text. For instance, the multisyllabic words 
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included in a text might be the same words identified as unfamiliar, essentially by chance. 
Furthermore, representations of semantic variables differed across the new-models and 
some of the recalibrated formulas. Specifically, the new-model formulas identified 
semantic characteristics with frequency counts of the existence of unfamiliar words; 
whereas, the FOG formulas identified semantic characteristics with percentage values for 
multisyllabic words.  
Semantic characteristics for the TUL8 formula were measured by identifying the 
number of unfamiliar words at level 8 according to The Living Word Vocabulary: A 
National Vocabulary Inventory (Dale & O’Rourke, 1981) list of familiar words and the 
occupational-specific word list. For the Dale-Chall formula, semantic characteristics were 
measured by identifying the number of unfamiliar words according to the Dale-Chall 
(1995) list of familiar words. The correlation between the semantic complexity measures 
of the TUL8 and Dale-Chall was r = .508. For the FOG formula, semantic characteristics 
were measured by identifying the percentage of words comprised of three or more 
syllables (multisyllabic). The correlation between the semantic complexity measures of 
the TUL8 and FOG was r = .651. Semantic characteristics for the Homan-Hewitt formula 
were measured by identifying the number unfamiliar words at levels 8 according to The 
Living Word Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981) list 
of familiar words and the number of words comprised of seven or more letters (long). 
The correlation between the semantic complexity measures of the TUL8 and the 




Identification of syntactic characteristics also differed across formulas. Syntactic 
characteristics for the TUL8 and Homan-Hewitt formulas were identified by measuring 
average T-unit length. The recalibrated Dale-Chall and FOG formulas used sentence 
length as the indicator of syntactic complexity. Obviously, because T-units and sentences 
are different measures of syntactic complexity, they potentially result in dissimilar 
findings. Identification of sentence properties results in a less precise characterization of 
syntactic complexity than is offered by T-unit and clause properties. In some cases, T-
unit measures are equivalent to sentence measures; but in other cases, T-unit measures 
allow a more precise measure of syntactic properties within sentences. In other words, a 
single sentence often includes several T-unit, which can be identified within that 
sentence.  
How the results of sentence, T-unit, and clause measures correspond is clearly 
affected by the nature of a text. Specifically, if a text is syntactically simplistic, these 
values are likely to correspond very well; whereas, if a text is syntactically complex, 
sentence-measure values are less likely to correspond as well with the T-unit- and clause-
measure values. Consider, for instance, that a passage has the same number of sentences, 
T-units, and clauses. That would indicate that the sentences in that passage are rather 
simplistic in that they do not contain multiple combinations of subjects and verbs. (Recall 
that a T-unit is defined as “one main clause plus the subordinate clauses attached to or 
embedded within it” [Hunt, 1965, p. 49] and a clause is defined as “a structure containing 
a subject [or coordinating subjects] and a finite verb phrase [or coordinating verb 
phrases]” [Hunt, 1965, p. 40.]) Conversely, a passage with significantly fewer sentences 
than T-units or clauses is likely more syntactically complex. That is, at least some of the 
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sentences must include multiple T-units or clauses and therefore multiple subject-verb 
combinations. 
Inspection of the syntactic characteristics of the examination items, as measured by 
the new-model TUL8 and recalibrated formulas, revealed that the materials were 
sufficiently syntactically simple that the measures used in the different formulas yielded 
very similar results. Specifically, 45 of the 48 passages had the same number of sentences 
and T-units. Furthermore, sentence length and T-unit length were nearly perfectly 
correlated (r = .998) and their mean values were practically identical in that they only 
differed by a tenth of a point (sentence length: M = 15.63; SD = 6.34; T-unit length: M = 
15.53; SD = 6.39). 
The inspection of the syntactic characteristics offered a great deal of insight into the 
nature of the examination items. Specifically, by design the examination materials were 
rather syntactically simplex. Very few sentences included more than one T-unit. This 
means that most of the sentences did not include multiple subject-verb combinations. In 
other words, nearly every sentence was identified as one complete T-unit. Therefore, the 
readability formulas resulted in nearly identical measures of syntactic complexity and 
essentially only differed by the semantic-complexity measure along with respective 
constants and weightings. Because the syntactic-complexity measures were essentially 
identical across the new-model and recalibrated formulas, differences in the readability 
estimates could be attributed primarily to the measurement of semantic complexity. The 
weaker than expected correlations between the results of the TUL8 and recalibrated Dale-
Chall and FOG could not be confidently attributed to the different measures of syntactic 
complexity used in the formulas. 
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While the administrators of the dental licensing program were apparently diligent in 
ensuring that the items included in their licensing exam were devoid of complex 
syntactical structure, it would be erroneous to assume that examinations for other 
credentialing programs would be equally as syntactically simplex. When the dental 
licensing examination was constructed, the administrators were aware that the 
examination would be translated from English to French. It would follow that the 
program administrators would make every attempt to facilitate the most accurate 
translation possible. Syntactic simplicity of the examination items, therefore, would be of 
paramount importance. 
Summary of Phase III Discussion 
It was posited that differential treatment of occupational-specific vocabulary in the 
new-model TUL8 and recalibrated formulas was largely responsible for the initially 
observed weak and non-significant correlations and significant differences between the 
readability estimates derived with the respective formulas. This supposition was 
substantiated with the findings of post-hoc correlation analyses and Sign tests. When the 
occupational specific vocabulary list was used with the recalibrated formulas, the 
correlations strengthened and reached significance and the results of the Sign tests were 
dramatically different than when the occupational-specific vocabulary list was not used 
with the recalibrated formulas. The results of the TUL8 were still significantly different 
from the results of the recalibrated Dale-Chall, FOG1, and FOG2, but the differences 
were in the opposite direction than they were without the use of the occupational-specific 
vocabulary list.  
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The relationships between the new-model TUL8 and recalibrated formulas markedly 
increased when occupational-specific vocabulary words were treated in the same manner 
across all formulas. However, even after the use of occupational-specific vocabulary with 
the recalibrated formulas, the relationships between the readability estimates derived with 
the new-model TUL8 and recalibrated formulas were moderate at best and in one pairing 
the correlation was weak. These weaker than expected correlations observed in the post-
hoc analyses were thought to be attributable to the different methods used to measure 
semantic and syntactic complexity. Inspection of the syntactic measurement values 
yielded by the new-model TUL8 (T-unit length) and the recalibrated Dale-Chall and FOG 
(sentence length) formulas revealed that due to the nature of the examination materials, 
the values were nearly identical and almost perfectly correlated. Therefore, the weaker 
than expected correlations observed in the post-hoc correlation analyses were attributed 
almost solely to the different methods used in the new-model TUL8 and recalibrated 
formulas to measure semantic complexity.  
The correlation results between the semantic-complexity measures derived with the 
new-model TUL8 and recalibrated formulas support that the different methods used to 
measure semantic complexity were responsible for the weaker than expected correlations 
between new-model and recalibrated formulas. The semantic-complexity measure 
derived with the new-model TUL8 was most weakly correlated with the semantic-
complexity measure derived with the recalibrated Dale-Chall. Correspondingly, the 
readability estimate derived with the new-model TUL8 was most weakly correlated with 
the readability estimate derived with the recalibrated Dale-Chall. The semantic-
complexity measure derived with the new-model TUL8 was most strongly correlated 
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with the semantic-complexity measure derived with the recalibrated Homan-Hewitt. 
Accordingly, the readability estimate derived with the new-model TUL8 was most 
strongly correlated with the readability estimate derived with the recalibrated Homan-
Hewitt. As compared to those correlations, the relationships between the readability 
estimates and semantic-complexity measures of the new-model TUL8 and FOG formulas 
fell in the middle. 
To provide more compelling evidence for the suitability of the readability levels of 
the examination items of the dental-licensing program, further studies should be 
conducted. These studies could be conducted with new sample materials that also include 
learning and occupational texts and the same new-model formulas or the same sample 
materials and different readability formulas. This might help substantiate that the 
examination items are written at an appropriate readability level. 
General Discussion 
The purpose of this study was to develop a set of procedures to establish readability, 
including an equation, that would accommodate the multiple-choice item format and 
occupational-specific language related to credentialing examinations. The procedures and 
equation were to be appropriate for learning materials, examination materials, and 
occupational materials. The procedures developed as well as the semantic and syntactic 
variables explored in the current study appear to be appropriate for such a model.  
The new-models are more appropriate, or better-refined versions of them will be 
more appropriate, for use with credentialing examination materials than existing 
readability formulas for four reasons. First, the new-models involve consideration of 
discipline-specific, technical language that appears in credentialing program materials. 
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With the use of existing readability formulas, technical language, or occupational-specific 
vocabulary, has the propensity to artificially inflate readability estimates of credentialing-
related materials. Occupational-specific words are often multisyllabic, long, and not 
likely to appear on lists of familiar words. Therefore, with the use of existing readability 
formulas, these words are typically identified as contributors to semantic complexity. 
This is inappropriate because candidates who take a credentialing exam should be 
familiar with the relevant occupational-specific vocabulary.  
During the investigation of external validity and reliability of the new-models 
developed in this study, an occupational-specific vocabulary list of nearly 5,000 words 
was created for the field of dentistry. This list was used in conjunction with The Living 
Word Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981) to 
identify unfamiliar words. The time and resources required to create the occupational-
specific vocabulary list were daunting, but it appeared to greatly contribute to the utility 
of the new-model. The effect of the occupational-specific vocabulary list was apparent 
when the list was used with the recalibrated formulas. The readability estimates derived 
with the recalibrated formulas differed considerably when the occupational-specific 
vocabulary list was used as opposed to when it was not used.  
Second, aside from the development and implementation of the occupational-specific 
vocabulary list, the new-models provide a more comprehensive measure of semantic 
complexity with the use of The Living Word Vocabulary: A National Vocabulary 
Inventory (Dale & O’Rourke, 1981) to identify unfamiliar words. When used in 
conjunction with the occupational-specific vocabulary list, use of The Living Word 
Vocabulary is likely to result in more precise measures of semantic complexity of 
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credentialing-related materials than is possible with the methods used in existing 
formulas. This list includes a corpus of over 44,000 familiar words.  In addition, multiple 
meanings of the words included in the list are delineated by the grade level at which they 
should be considered familiar. Lists of familiar words incorporated by other formulas 
(e.g., Dale-Chall, 1943; 1995) are much less exhaustive and words within them are not 
delineated by the grade level at which they are expected to be familiar. Furthermore, 
other lists of familiar words do not include multiple meanings; therefore, the context in 
which a word is used is not considered in its identification as familiar or unfamiliar.  
The Living Word Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 
1981) also likely provides a more precise indication of semantic complexity than syllable 
or letter counts, which are used in some existing formulas. With the use of The Living 
Word Vocabulary words need not be short or monosyllabic to be identified as familiar, 
nor are they identified as unfamiliar simply because they are long or multisyllabic. 
Although it seems logical that longer or multisyllabic words would be more difficult, this 
is not always the case. For instance, with letter or syllable counts, the word “important” 
would be inappropriately identified as a contributor to semantic complexity. 
Third, the syntactic variables investigated for use in the new-models offer more 
appropriate measures of syntactic complexity for the intended materials. Specifically, 
measures of T-units and clauses, which were investigated for the new-models, offer more 
measurement points than sentence measures, which are incorporated in most existing 
formulas. The use of sentence measures in the existing formulas is appropriate for their 
intended use. Existing readability formulas are typically intended to be used with several 
samples of more than 100 words for reliable evaluation. However, sentence measures are 
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less appropriate for use with examination items. Multiple-choice examination items are 
generally constructed to be concise and tend to include fewer than 100 words. Their 
stems are usually between one and three sentences long and the response options are 
typically shorter. With fewer pieces of data to investigate, it is greatly advantageous to 
have more precise measures and as many measurement opportunities as possible, which 
is more likely with the measurement of T-unit or clause properties.  
The fourth reason the new-models are better suited for use with credentialing-related 
materials is also related to the nature of multiple-choice examination items. Not only are 
multiple-choice test items typically constructed to be concise, but incomplete sentences 
are also often provided as options. Furthermore, test items are not continuous prose. 
Existing readability formulas are intended to be used with continuous prose and are not 
suited for use with non-continuous prose that includes incomplete sentences. The new-
model, however, provides methods to accommodate the nature of the examination items. 
Procedures similar to those used by Plake (1984) were created to convert examination 
items into pseudo-continuous prose. The use of these procedures enabled consistent 
syntactic-characteristic measurement. Without a procedure to convert the items into 
pseudo-continuous prose, several pieces of text would be impossible to analyze according 
to their syntactic characteristics because they would not include the necessary subject-
verb combinations. 
The new-models show four major advantages over existing readability formulas that 
suggest they are more appropriate for use with credentialing related materials: 1) they 
include a method to accommodate occupational-specific vocabulary; 2) they include a 
more precise measure of semantic complexity; 3) they include a more precise measure of 
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syntactic complexity; and 4) they incorporate a method to convert examination items into 
pseudo-continuous prose. However, one might posit that the procedures for existing 
formulas could simply be modified to include the development and incorporation of an 
occupational-specific vocabulary list and procedures to convert the non-continuous prose 
of examination items into pseudo-continuous prose. Although this a tempting alternative 
to using the new-model in its entirety, readability estimates derived in this manner may 
not be as accurate or stable as would be possible with the new-models or future versions 
of them. 
The new-models, or future versions of them, are potentially superior to modified 
versions of the existing formulas for two primary reasons. First, the syntactic measures 
used in all but one (i.e., Homan-Hewitt) existing formulas are not capable of returning the 
level of detail that is possible with T-unit and clauses. More syntactically complex 
sentences tend to include multiple T-units and clauses. Therefore, using measures of T-
units or clauses for syntactically complex sentences will result in more data points for 
investigation. Specifically, if sentence measures were used for that type of complex 
sentence, one piece of data would be obtained. However, if T-unit or clause measures 
were used to quantify the syntactic complexity of that same sentence, multiple pieces of 
data could be obtained. This would result in a more accurate estimation of syntactic 
complexity for passages in which syntactically complex sentences exist.  
Precision is always a priority in the estimation of syntactic complexity, but the 
advantage of using more precise measures of syntactic complexity is especially important 
for examination items because they often include fewer than the minimum number of 
words required by most existing formulas. Granted, in the current investigation it was 
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revealed the sentence and T-unit measures for the examination materials did not 
significantly differ and were nearly perfectly correlated. However, this might not always 
be the case and is really an indication of the dental program’s mindfulness in their 
creation of examination items. The dental program appropriately used syntactically 
simple language when they created their test items. It would inappropriate to assume that 
all programs do the same. The professional dental licensing examination investigated 
here is developed in English but is later translated to French. Therefore, it is likely that 
during item development great efforts are made to ensure that the syntactic complexity of 
the items is kept to a minimum to help ensure the most precise translation possible. 
Credentialing programs that do require item translation may not go to such efforts to 
ensure this syntactic simplicity of items if their respective examinations are only 
delivered in English and not subject to translation. 
Second, aside from The Living Word Vocabulary: A National Vocabulary Inventory 
(Dale & O’Rourke, 1981) potentially providing a more comprehensive and accurate 
estimation of semantic complexity than the word lists or methods used in existing 
formulas; simply introducing the occupational-specific vocabulary word list for use with 
the existing formulas might not be appropriate. Data in this investigation suggest that 
using the occupational-specific vocabulary list with existing formulas may affect their 
results in an unpredictable way. When the occupational-specific vocabulary list was not 
used and the results of the recalibrated formulas were sorted, the rank orders of the 
formula results did not vary across Book 1 and Book 2. For example, for both books the 
readability estimates derived with Homan-Hewitt formula were lower (indicating harder-
to-read text) than the readability estimates derived with any other formula. This indicated 
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that recalibrated formulas were performing rather consistently for the different types of 
materials. However, when the occupational-specific vocabulary list was introduced for 
use with the recalibrated formulas and the results of the recalibrated formulas were 
sorted, the simple rankings of the recalibrated formula results varied across Book 1 and 
Book 2. Specifically, the order in which the formula results fell for Book 1 were different 
from the order in which they fell for Book 2. Statistical analyses revealed that where the 
rank orders of the formula results differed across books, they did not significantly differ. 
Nevertheless, the simple rankings of the recalibrated formula means were not as 
consistent across material sets (Book 1 and Book 2) as was observed when the 
occupational-specific vocabulary list was not used with them. This suggested that the 
incorporation of the occupational-specific vocabulary list for use with recalibrated 
formulas might have divergent effects for the different material sets. Further 
investigations that ensure sufficient power would better elucidate whether this is actually 
a matter of concern.  
The new-models showed a good degree of consistency throughout this investigation. 
The rankings of readability estimates across Book 1 and Book 2 showed that the results 
of the new-models were consistent for different sets of sample materials. Taken together, 
the results of this investigation suggest that the new-models show promise for use with 
credentialing-related materials. That is not to say that any of the formulas are in their 
final form, as the variables should be further investigated and the formulas should be 
subjected to further calibration studies. Nevertheless, the procedures developed as well as 
the semantic and syntactic variables investigated for the new-models appear to offer a 
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more suitable method for measuring the readability of credentialing examination 
materials than existing formulas.  
Practical Application of the New-model 
The new-model TUL8 is intended to be appropriate for readability estimation of 
credentialing materials. This model should be appropriate for the format and content of 
learning, occupational, and examination materials. To apply the TUL8 equation to 
estimate the readability of credentialing materials, a set of procedures should be followed. 
These procedures are outlined in the following sections. Procedures for selecting samples 
for investigation are explained first. Next, the identification of relevant semantic and 
syntactic variables is discussed. This discussion includes a description of the materials 
necessary to address semantic complexity and the methods to be used in the development 
of an occupational-specific vocabulary list. Finally, the TUL8 equation to be applied to 
semantic and syntactic data gathered for the material sets is provided along with a brief 
explanation of how the resulting readability estimation values should be interpreted. 
If the readability of credentialing materials are to be addressed for a particular 
program, the issue of readability should be addressed prior to the development of the 
respective examination instead of being treated as an afterthought to test development. 
Attending to the readability levels of examination items for a respective credentialing 
program post-hoc, would likely inhibit the implementation of steps necessary to ensure 
essential equivalence across learning, examination, and occupational materials. A 
program would be well served by addressing readability in the early phases of 
examination development by assessing the readability levels of relevant learning and 
occupational materials prior to the development of examination items. The results of such 
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analyses would facilitate the program administrators’ knowledge and understanding of 
the readability levels of texts to which examinees are exposed in learning and 
occupational environments. This, in turn, could provide information to help guide the 
development of examination items that are of appropriate readability levels. Furthermore, 
periodic checks of the readability of examination items during item development would 
help ensure that the items are being created at appropriate readability levels. Finding 
initial incongruence or unacceptably high readability levels of examination items during 
development phases would allow program administrators to make informed decisions 
regarding item-development practices that may require amendment. 
Finding unequal levels of readability across learning and occupational materials may 
put program administrators in a precarious position. They must then determine to which 
readability-level-standard they should hold themselves. Specifically, they must decide 
whether to target their examination items to the readability level of the learning or 
occupational materials.   
Estimating the readability of examination items used in credentialing examinations 
without also estimating the readability of related learning and occupational materials 
would not provide an investigator useful information. The purpose of assessing the 
readability of examination items is to enable the comparison of those readability levels 
with the readability levels of materials used during educational or training courses and 
materials used on the job. Establishing that the readability levels are essentially equal for 
the examination and occupational materials addresses the issue raised in Standards for 
Educational and Psychological Testing (AERA, APA, NCME, 1999) and those raised by 
Plake (1988). Establishing that the readability level are essentially equal for the 
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examination and learning materials addresses the issues raised by Plake (1988) and 
Downing (2006). Therefore, to effectively apply the new-model TUL8, samples should 
be collected from learning, examination, and occupational materials. 
Material Samples 
Learning-material samples should be collected from relevant text books, journal 
articles, and any other sources that are pertinent to educational or training programs in 
which candidates generally participate in preparation for the credentialing examination. A 
subject matter expert should be consulted to ensure proper identification of relevant 
sources. Sample of approximately 150 words should be extracted from each of the 
sources. Equal number of samples should be selected from the beginning, middle, and 
ends of these sources.  
Collecting samples from multiple-choice examination materials requires access to 
relevant item-difficulty data. The data should be used to conduct stratified, systematic 
sampling to ensure equal representation of items at different difficulty levels. First, the 
items should be sorted according to difficulty level and then divided into three groups 
according to difficulty (high, medium, and low). Then, the items should be resorted 
within each group or strata according to their item identification codes, or the items 
should be un-sorted in some other way so that they no longer appear in order of 
difficulty. Starting at an nth item, every nth item within each stratum should be identified 
for selection. Once a representative sample of examination items is selected, the items 
should be converted from non-continuous prose into pseudo-continuous prose. Guidelines 
for conducting these conversions are outlined in the methods section of this document.  
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Occupational-materials samples should be extracted from texts that are representative 
of what a practicing professional would likely encounter on the job. These materials 
might include instruction manuals, product and equipment manuals, professional journal 
articles, memos, or professional journal editorials. Subject matter experts should be 
consulted to ensure the relevance of sources identified. A sample of approximately 150 
words should be extracted from each of the collected sources. Equal numbers of samples 
should be selected from the beginning, middle, and ends of these sources. 
Analyzing the Materials According to Semantic and Syntactic Characteristics 
The new-model TUL8 involves the measurement of semantic and syntactic 
characteristics. The manner in which these characteristics should be addressed is 
discussed in the following sections. First, directions for semantic-complexity 
measurement are provided. This discussion begins with an explanation of the materials 
that are required to perform semantic-complexity estimations and the methods for 
developing an occupational-specific word list. Then, a description of the methods for 
assessing syntactic complexity is provided.  
The new-model TUL8 requires the use of two lists of familiar words for the 
assessment of semantic complexity or vocabulary load. The first word list, The Living 
Word Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981) can be 
acquired through university libraries. The second list of familiar words is the 
occupational-specific vocabulary list and it must be created by the investigator.  
The use of the occupational-specific vocabulary list enables appropriate 
accommodation for occupational-specific vocabulary included in relevant materials (e.g., 
learning, examination, occupational). This list should include words that would 
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reasonably be assumed to be familiar to candidates expected to take the examination. To 
create this list, discipline-specific glossaries or textbook appendices should be referenced. 
Once seemingly appropriate sources are identified, a subject matter expert should be 
consulted to ensure that the sources are appropriate and that important sub-domains are 
represented. These sources should be used to create an exhaustive list of occupational-
specific vocabulary. Once again, a subject matter expert should be consulted to ensure 
that the list is sufficiently comprehensive.   
Use both word lists to assess the semantic complexity of the learning, occupational, 
and examination materials. The Living Word Vocabulary: A National Vocabulary 
Inventory (Dale & O’Rourke, 1981) should be used first to identify words in the passages 
that are unfamiliar at grade-level 8. The unfamiliar words should be marked and counted. 
Second, the words identified as unfamiliar according to The Living Word Vocabulary: A 
National Vocabulary should be checked against the occupational-specific vocabulary list. 
More specifically, the words that were identified as unfamiliar according to The Living 
Word Vocabulary: A National Vocabulary Inventory but appear in the occupational-
specific vocabulary should be removed from the unfamiliar-word totals. By this, only 
non-domain-specific vocabulary terms are subject to identification as unfamiliar and 
thereby contributors to semantic complexity. The number of words that were identified as 
unfamiliar with the use of both word lists should be totaled. To determine the unfamiliar 
word value for a passage, the sum of unfamiliar words should be divided by the number 
of words in the passage and that quotient should be multiplied by 150. For example, a 
passage consisting of 158 words, 14 of which are identified as unfamiliar (with the use of 
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both word lists) should have an unfamiliar word or semantic complexity value of 13.29 
[(14/158)*150 = 13.29]. 
To estimate syntactic complexity, the learning, occupational, and examination 
materials should be analyzed according to average T-unit length. The first step in 
establishing average T-unit length is to enumerate the T-units in the passages. T-units 
include “one main clause plus the subordinate clauses attached to or embedded within it” 
(Hunt, 1965, p. 49). For example, the sentence, “This is normally the case in the spleen 
and the bone marrow, which are prominently affected by sickle cell disease” includes one 
main clause (i.e., “This is normally the case in the spleen and the bone marrow”) and one 
subordinate clause (i.e., which are prominently affected by sickle cell disease”) and is 
identified as a single T-unit. The sentence, “However, dental needs across large 
populations are uniform, and the costs are relatively small” includes two independent 
clauses (clause 1 is “However, dental needs across large populations are uniform”; clause 
2 is “and the costs are relatively small”) and, therefore, two T-units. To determine 
average T-unit length, divide the total number of words included in the passage by the 
total number of T-units in the passage. For instance, a passage comprised of 158 words 
and 7 T-units would have an average T-unit length of 22.57 (158 / 7 = 158). 
Applying the Equation and Interpreting the Results 
The unfamiliar word value (semantic complexity measure) and the average T-unit 
length (syntactic complexity measure) for each passage should then be included as the 
semantic and syntactic variables in the TUL8 equation. The TUL8 formula is as follows:  
Y΄ = 1192.242 - (19.278 * UFW) - (8.461 * TUL) 
(Where UFW = unfamiliar word value and TUL = T-unit length). 
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The equation result provides a readability estimate for a particular passage. The 
readability estimate values for passages included in a set of materials can be averaged to 
determine a mean readability estimate. Higher readability estimate values indicate easier-
to-read text and lower readability estimate values indicate harder-to-read text. These 
readability estimate values do not correspond with grade-levels or the level of reading  
ability necessary to understand the texts. Instead, they should be used to rank order the 
learning, occupational, and examination materials in terms of readability levels.  
Implications for the Dental-licensing Program 
The readability level of the examination materials, as determined according to any of 
the new-models, in and of itself does not provide the dental-licensing program sufficient 
information to determine whether the items are of appropriate readability levels. Making 
that determination would require readability-level assessment to also be conducted for 
relevant learning and occupational materials. Obtaining readability estimates for all 
material sets (learning, occupational, and examination) would enable meaningful 
comparisons across readability levels and the ability to determine whether the readability 
levels of the examination items are appropriate. 
The current readability level data, however, does offer the dental licensing program 
some insight into the nature of their examination items. More specifically, when the 
variables included in the new-model TUL8 were inspected, it was revealed that the 
examination items were syntactically straightforward. This information should provide 
the dental-licensing program with some confidence that any efforts made to ensure that 
the items were devoid of undue linguistic complexity were successful.  
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Whereas it was possible to make some determination about the syntactic complexity 
of the materials with comparisons of T-units and sentences, it was not possible to make 
similar determinations regarding the degree of semantic complexity for the examination 
items. It was possible, however, to elucidate the impact of accounting for occupational-
specific vocabulary by treating such terminology as familiar. The measurement values for 
semantic complexity were dramatically affected by the use of the occupational-specific 
vocabulary list. One might surmise that because the readability estimates are merely used 
as a means to rank order materials (learning, examination, and occupational) and not as 
an indication of the reading ability required to understand the text (e.g., grade-level 
equivalents), the occupational-specific vocabulary should not be a matter of concern. 
However, it would be erroneous to assume that all material types (i.e., learning, 
examiniation, occupational) would include equal frequencies of occupational-specific 
vocabulary. Therefore, the failure to remove occupational-specific vocabulary from 
unfamiliar word totals would potentially result in inappropriate estimations of semantic 
complexity. 
The next steps for the dental-licensing program are to collect and analyze sample sets 
of learning and occupational materials. The readability estimates for those materials 
should then be compared to the readability estimates of the examination items. Finding 
that the readability level of the examination materials is essential equivalent to the 
readability levels of the learning and occupational materials would offer the program an 
additional piece of validity evidence for their testing program. If essential equivalence is 
found between material types, the program would gain a degree of confidence that the 
readability level of the examination is such that undue construct-irrelevant variance is not 
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likely being introduced by the semantic or syntactic complexity of the items. If results 
indicate that the examination items are significantly more difficult to read than the 
learning or occupational materials, the program could take steps to amend future item-
writing practices to help ensure that readability is addressed. 
Limitations of the Current Study 
The current study was constrained by obvious limitations. The first two phases of the 
investigation (i.e., Phase I: Usefulness of variables and Phase II: Formula calibration and 
recalibration) suffered from limitations related to the insufficient information provided by 
previous researchers, the use of a less than ideal set of calibration passages, and 
difficulties encountered during recalibration of existing formulas. The painstaking 
procedures required to implement the new-models in the third phase of the investigation 
presented further limitations. Moreover, some of the analysis results that were obtained 
during the third phase of the investigation (i.e., Phase III: External validity and reliability 
evidence) were questionable. These matters related to the limitations of the current 
investigation are discussed in turn in the following sub-sections. 
Insufficient Information 
Some of the research referenced during this study provided insufficient information to 
answer questions that came about during the investigation. In particular, Miller and 
Coleman (1967) did not provide the appropriate information to allow the use of their 36 
passage for calibration purposes without referencing additional sources.  
The calibration passages and their respective data were necessary to explore the 
variance accounted for by the semantic and syntactic variables under consideration, 
calibrate the new-model formulas, and recalibrate the existing formulas. It was difficult to 
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locate passages appropriate for calibrating equations; but it was much more difficult to 
locate the requisite data for the passages that were available. Miller and Coleman (1967) 
included the 36 passages they calibrated as an appendix to their study. They also included 
an abundance of data about those passages. However, they did not include corresponding 
cloze scores for the passages. Therefore, it was necessary to locate and reference a 
secondary source (i.e., Aquino, 1969) to obtain the cloze scores for Miller and Coleman’s 
(1967) passages. The secondary source was relied upon for the total CT scores with some 
trepidation. It is possible that Aquino (1969) did not properly interpret or report these 
scores and it is not clear how they were obtained. Because the research of Miller and 
Coleman (1967) and Aquino (1969) was conducted more than forty- years ago, 
contacting the authors was not an option. 
Appropriateness of Miller and Coleman Passages  
Passages calibrated for level of readability according to cloze scores are not readily 
available. Therefore, the Miller and Coleman (1967) passages were the only viable option 
for this investigation. A few of Miller and Coleman’s (1967) passages were written at a 
level appropriate for elementary-school students and were unsuitable for the purposes of 
this investigation. Specifically, four passages (1, 3, 10 and 15) were initially determined 
to be inappropriate for inclusion in the current study because they were the easiest of the 
passages according to their corresponding total CT scores. Although all 36 passages were 
initially investigated, the four passages with the highest total cloze scores were not 
included in the regression analyses conducted to calibrate the new-model formulas or 




During the calibration of the new-model formula and recalibration of the existing 
formulas, additional passages tended to show high standardized residuals and their 
corresponding total cloze scores were not in accordance with their semantic- or syntactic-
variable measures. These passages did not behave in this manner for every variable 
combination (i.e., formula) and were, therefore, removed when necessary to allow the 
relevant semantic and syntactic variables to enter the equation, to improve fit, and when 
the total cloze score and independent variable data did not correspond. Furthermore, the 
recalibration of one of the existing formulas required that all 36 passages be included. 
This resulted in slight differences in the passages that were used to calibrate the new-
models and recalibrate the existing formulas that were retained for further investigation.  
Passage 5 was not included in the calibration of any of the new models or the 
recalibration of the FOG3 or Homan-Hewitt formulas. Passage 31 was not included in the 
calibration of new-model formulas #C10 or CL8, nor was it included in the recalibration 
of the Dale-Chall formula. All 36 passages were included in the recalibration of the 
FOG1. The recalibration of the FOG2 was conducted with the removal of the four 
passages with the highest total CT scores; it was not necessary to remove any additional 
passages. 
Although it would have been ideal to include exactly the same passages in the 
calibration and recalibration of all new-model and existing formulas, it was not possible. 
It was necessary to remove different passages for the different formula calibrations or 
recalibrations in order to allow all of the relevant variables to enter the equation and to 
address high residuals that were observed in some instances. It is not surprising that there 
was some variation between the passages that showed high standardized residuals in the 
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regression analyses conducted for the calibration of the new-models and recalibration of 
the existing formulas because they included different independent variables. Regardless, 
the regression analyses showed that passages 5 and 31 tended to misbehave for many of 
the new-model and recalibrated formulas.  
A different set of calibration passages might not have required exclusion of different 
passages for the calibration of the new-models and recalibration of the existing formulas. 
A set of passages written at a higher grade level would likely have been more 
appropriate. Ideally, a set of passages would have been developed and calibrated with 
post-graduates. This would have offered more appropriate materials and corresponding 
cloze scores.  
Recalibration of Existing Readability Formulas 
A host of problems were encountered during the recalibration of the existing 
formulas.  During the multiple regression analyses conducted to recalibrate the Dale-
Chall formulas, it was difficult to find a solution that would hold both independent 
variable (i.e., sentence length and number of unfamiliar words). When all 36 passages 
were included and when the four passages with highest total CT scores were removed, 
the solutions did not include sentence length. It was necessary to remove an additional 
passage (31) to allow both variables to enter the equation. 
The recalibration of the Dale-Chall formula resulted in different signs for the 
weightings of the predictor variables. Specifically, it required subtracting the weighting 
of number of unfamiliar words and adding the weighting for average sentence length. 
This was clearly inconsistent with what would be expected, because both of these 
predictor variables should have contributed to readability in the same way. The original 
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formula required the weightings of number of unfamiliar words and average sentence 
length to be subtracted in the equation.  For the original Dale-Chall formula, low 
readability values indicate higher levels of readability or more complex text; therefore, 
subtracting these variable weightings are intuitive. When simple linear regression was 
used to analyze these variables separately, the signs were consistent with those of the 
original formula. However, when the variables were both included in stepwise multiple 
regression analysis, the resulting regression equation required the average sentence length 
weighting to be added, instead of subtracted. Even after the stepwise analysis was 
inspected and additional analyses were conducted, the reason for this inconsistency was 
unclear. 
The recalibration of the FOG readability formula was problematic because, unlike the 
other existing formulas explored in the current study, the FOG formula is a linear 
equation but it is not a regression equation. The two independent variables, sentence 
length and percentage of hard words, are added and multiplied by a constant of .4. Due to 
the nature of this formula, a straight forward method of recalibrating it was not readily 
apparent. Because the original formula involved adding the two independent variables 
without weighting either of them, two approaches were used to recalibrate the formula, 
which resulted in three recalibrated versions of the FOG formula. First, the independent 
variables were entered independently and several multiple regression analyses were 
conducted with total CT scores as the dependent variable. Second, the independent 
variables were added together to create a single independent variable and simple linear 
regression was conducted with total CT scores as the dependent variable.  
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When a stepwise multiple regression approach was used, the equation would not hold 
both independent variables when the four passages with the highest total CT scores were 
not included. Removal of additional outliers did not allow both variables to enter. 
However, the equation did hold both variables when all 36 passages were included. The 
equation that resulted from the inclusion of all 36 passages was retained as the first 
recalibrated version of the FOG formula: FOG1.  
Because the four passages with the highest CT scores were not included in the 
regression analyses conducted to calibrate and recalibrate the other formulas, additional 
regression analyses were conducted for the recalibration of the FOG in attempt to derive 
a solution that did not involve those four passages. Specifically, the four passages with 
the highest total CT scores were removed and hierarchical multiple regression was 
conducted to force both independent variables into the equation. The solution from this 
analysis was retained as the second recalibrated version of the FOG formula: FOG2.  
For the last FOG recalibration analysis, the four passages with the highest total CT 
scores and outlying passage 5 were removed. The independent variables were summed 
and simple linear regression was conducted. The solution from this analysis was retained 
as the third recalibrated version of the FOG formula: FOG3.  
At the conclusion of the recalibration analyses for the FOG formula, three 
recalibrated versions were created. The first, FOG1, included all 36 passages and was 
derived with stepwise multiple regression. The second, FOG2, included 32 passages, as 
the four passages with the highest total CT scores were removed, and was derived with 
hierarchical multiple regression. The third, FOG3, included 31 passages, as the four 
passages with the highest total CT scores and outlying passage 5 were removed, and was 
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derived with simple linear regression of the combined independent variables. Because it 
was unclear whether one recalibrated version of the formula was better than the others, 
all three versions were retained for further investigation. This resulted in the necessity of 
more analyses than were initially anticipated. Instead of conducting analyses for one 
recalibrated FOG formula, analyses had to be conducted for all three versions.  
A great number of difficulties were encountered during the recalibration of the 
Homan-Hewitt formula. Homan et al. (1994) indicated that level 4 should be used to 
identify difficult vocabulary, or unfamiliar words, with The Living Word Vocabulary: A 
National Vocabulary Inventory (Dale & O’Rourke, 1981) list of familiar words. 
However, using a stepwise multiple regression approach and identifying unfamiliar 
words at level 4 to recalibrate the Homan-Hewitt formula did not allow all independent 
variables to enter the equation. Therefore, additional stepwise multiple regression analyes 
were conducted in an attempt to identify a grade level for the semantic variable that 
would allow all independent variables to enter the equation. Regardless of the grade level 
at which the unfamiliar words were identified or the removal of outlying passages, none 
of the solutions derived with the stepwise approach would hold both semantic variables 
along with the syntactic variable. It was then clear that another method was necessary to 
allow all three variables included in the original formula to be included in the recalibrated 
version.   
The results from the stepwise multiple regression analyses were inspected and several 
hierarchical multiple regressions were conducted in order to force all three independent 
variables into the equation in the order in which they entered during Homan and Hewitt’s 
(1994) initial calibration. Grade levels 4, 6, and 8 were explored for the identification of 
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unfamiliar words. In the end, the recalibrated version of the Homan-Hewitt that was 
selected for retention and further investigation was that which incorporated the 
identification of unfamiliar words at level 8 and derived via hierarchical multiple 
regression with the passages with the highest total CT scores and outlying passage 5 
removed.  
Clearly, the recalibrated version of the Homan-Hewitt formula deviated from the 
original version in terms of the level at which unfamiliar words were identified. Using the 
same level of the semantic variable would have been ideal and was the original intent, but 
with both stepwise and hierarchical multiple regression approproaches, the use of level 4 
did not allow all variables to enter the equation. A compromise was therefore necessary. 
It was more important for all three variables to enter the equation than it was for the level 
of the semantic variable in the recalibrated formula to exactly match the level used in the 
original formula. 
The recalibration of the original existing formulas was far more difficult and time 
consuming than was anticipated. Because it was necessary for independent variables 
included in the original versions of the existing formulas to be included in the 
recalibrated versions, multiple approaches were necessary and far more analyses were 
conducted than was initially expected. In addition, in order to allow the requisite 
independent variables to enter the respective equations and to address standardized 
residuals, it was necessary to remove different passages for some of the recalibrated 
formulas. This might have affected the results obtained during the external validity and 





A limitation of the new-models and the procedures required by them is the resource 
allocation necessary for proper implementation. An extraordinary amount of time and 
effort was required to obtain sample learning, occupation, and examination materials for 
analysis; convert examination items into pseudo-continuous prose; appropriately identify 
T-units and clauses of sample material sets; create an occupational-specific vocabulary 
list; and gain access to and use The Living Word Vocabulary: A National Vocabulary 
Inventory (Dale & O’Rourke, 1981). Furthermore, the input of a subject matter expert 
from the appropriate discipline was necessary at several points in the investigation. The 
following subsections include a discussion of the difficulties encountered during each of 
these steps in this investigation. Required input from subject matter experts is discussed 
for relevant steps. Then, alternatives to some of these steps that could require less time 
and effort are presented.  
Collecting a Representative Sample of Examination Materials 
Collecting samples from examination materials along with the requisite data can be 
especially challenging. Although many credentialing programs post retired examination 
items to their websites, they do not provide corresponding data for these items. Therefore, 
obtaining credentialing examination items and their corresponding data requires access to 
administrators of the respective credentialing program who are willing to share 
examination items and data. Because credentialing examinations are very expensive to 
create and are held in great confidence, credentialing programs are generally reluctant to 
share this information. Of course, retired items can be often be accessed through 
websites, yet without the relevant item-difficulty data an investigator would be unable to 
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ensure the collection of a representative sample. Specifically, an investigator would be 
incapable of ensuring that the examination items collected appropriately spanned the 
difficulty continuum. It is important that the collection include a concordant 
representation of items with high, medium, and low difficulty values.  
To guarantee that a sample set of items drawn from an exam includes an appropriate 
representation of items at different difficulty levels, it is necessary to use stratified and 
systematic sampling. This process requires the items be sorted according to difficulty 
values and then divided into groups according to item difficulty (high, medium, low). The 
items within each group must then be unsorted or resorted within their respective stratum 
according to their identification codes. Every nth item should then be selected for 
inclusion in the sample. Furthermore, the selected items must be converted into pseudo-
continuous prose before they can be analyzed. The conversion procedures do not require 
nearly as much time and effort as identifying and collecting material samples, but it is 
still one more step than must be completed that requires additional time and effort. 
Identifying syntactic characteristics of the sample materials. 
The measurement of syntactic complexity by the new-models requires the 
identification of T-units and clause properties; whereas existing formulas typically 
require the identification of sentences properties. Because identifying T-units and clauses 
is not a straightforward and simplistic a task, training is required. Even with training, it is 
difficult to consistently identify T-units and clauses with precision. Therefore, if one of 
the new-models were to be implemented, it would be advisable to use multiple raters, all 
of whom would require hours of training. Inter-rater agreement should then be 
determined. The use of existing formulas requires only one rater and extensive training is 
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unnecessary to ensure accurate identification of sentence properties. Accordingly, the use 
of existing formulas is less demanding in terms of time and resources.  
Creating an occupational-specific vocabulary list. 
The new-models include the use of an occupational-specific vocabulary list to 
identify words or technical language in the texts that should be considered familiar to the 
respective audience. Such a list should be as exhaustive as resources will allow and must 
span the breadth of the discipline. For the current study, the list included nearly 5,000 
words related to dentistry. Composing this list required accessing dozens of text book 
appendices and glossaries. Some, but not all, of these sources were available 
electronically and could be imported into word processing programs.  
Furthermore, devising an occupational-specific vocabulary list for any credentialing 
program is best done with input from a subject matter expert. Such a person can 
recommend sources from which the words can be drawn or determine whether a list of 
sources collected by an investigator appropriately spans the discipline. Subject matter 
experts are not necessarily readily available or willing to advise an investigator and 
attempting such a task without their input would unadvisable. 
Gaining access to and using The Living Word Vocabulary: A National 
Vocabulary Inventory (Dale & O’Rourke, 1981). 
The list of familiar word used in the new-models, The Living Word Vocabulary: A 
National Vocabulary Inventory (Dale & O’Rourke, 1981), is not readily available for use. 
This book has been out of print for several years and is not located at public libraries or 
many university libraries. The book can be purchased, but it is rather expensive and very 
few copies are available for sale. 
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Gaining access to The Living Word Vocabulary: A National Vocabulary Inventory 
(Dale & O’Rourke, 1981) for the current study was extremely difficult. After several 
attempts, the book was retrieved from other university libraries through inter-library 
loans, but those libraries did not offer renewal of the loan for consecutive months and the 
durations of the loans were insufficient to complete the necessary work. Subsequently, it 
was necessary to retrieve the book multiple times from different university libraries. It 
was important to use the same version of The Living Word Vocabulary throughout this 
investigation; therefore other versions of it were not accessed. However, similar versions 
of it appear to be available and might be easier to access through a university library. 
With its corpus of 44,000 words, The Living Word Vocabulary: A National 
Vocabulary Inventory (Dale & O’Rourke, 1981) offers an exceptionally comprehensive 
account of words that should be familiar at grades 4, 6, 8, 10, 12, 13, and 16. However, 
the book is over 700 pages long and using it with three sets of passages of approximately 
150 words each can be daunting. Furthermore, because the list offers the grade levels at 
which different meanings of the same word should be familiar, it sometimes takes longer 
to identify whether a word should be deemed familiar or unfamiliar. In some instances 
the investigator must refer to the sample passages in order to determine the context in 
which a word is used and choose, from several very brief definitions, the appropriate 
grade level of familiarity.  
It was unclear at the outset of this investigation how to best use The Living Word 
Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981) in conjunction 
with the occupational-specific word list. Prior to formula calibration, the grade levels at 
which the words in all of the calibration passages and sample materials were familiar was 
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identified with the use of The Living Word Vocabulary: A National Vocabulary Inventory 
(Dale & O’Rourke, 1981). Because the formulas were not yet calibrated, it was unclear 
which grade level would be used for the determination of word familiarity. Therefore, all 
grade levels were considered. The Living Word Vocabulary was used prior to 
consideration of the occupational-specific vocabulary list. This required that the semantic 
complexity data collected with the use of The Living Word Vocabulary be modified 
according to the occupational-specific vocabulary list. Specifically, the numbers of 
unfamiliar words that were identified with the use of The Living Word Vocabulary were 
altered to remove enumerations of words that existed in the occupational-specific 
vocabulary list.  
Alternatives for applying the new-models. 
It would likely be cost prohibitive for a credentialing program to implement the 
procedures required in the new-models. As it stands, the processes involved in the new-
models would likely require several months to complete and would, therefore, be very 
expensive. However, some of the steps in the new-model could be modified to save time 
and effort. This abridgement of the process would still require input from subject matter 
experts, but credentialing programs have access to a great number of professionals who 
are sometimes willing to donate their time. 
First, instead of creating an occupational-specific word list and using it to analyze the 
sample materials, subject matter experts could offer input regarding the sample materials. 
Specifically, the words in the passages would be converted to list form and presented to a 
number of subject matter experts. The subject matter experts would be asked to identify 
words that are specific to their field. The words identified by the different subject matter 
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experts would then be cross referenced. They would then discuss and come to a 
consensus about words for which their initial judgments did not concur. The final list of 
words identified as occupational-specific by the subject matter experts would then be 
identified as familiar in the passages. The words identified as occupationally specific and, 
therefore, familiar to the respective audience would not require further semantic-
characteristic analyses with The Living Word Vocabulary: A National Vocabulary 
Inventory (Dale & O’Rourke, 1981).  
This approach is far more time efficient for two reasons. First, it would be 
unnecessary to spend the time required to create an exhaustive occupational-specific 
vocabulary list, much of which would not be used. Second, the use of The Living Word 
Vocabulary: A National Vocabulary Inventory (Dale & O’Rourke, 1981) would be far 
less daunting because a large number of the words that would have required grade-level-
familiarity identification would have already been identified as occupational-specific 
vocabulary. 
Questionable Results  
During Phase III of this investigation, many analyses were conducted to collect 
external validity and reliability evidence to support the utility of the new-models. Some 
of the correlation analysis results failed to reveal relationships of the expected strength. In 
addition, all comparisons of readability estimates were subjected to very stringent 
significance criteria. This subsection includes discussions of these issues.  
Correlation results for new-models. 
Because it was apparent that the different ways in which occupational-specific 
vocabulary was treated was the culprit for the weaker than expected correlations between 
340 
 
the readability results derived with the new-model and recalibrated formulas, the 
occupational-specific vocabulary was used with the recalibrated formulas and the 
readability levels of the materials were again assessed. When the occupational-specific 
vocabulary list was used with the recalibrated formulas, the relationships between the 
readability estimates derived with the new-models and recalibrated formulas 
strengthened. However, these results were weaker than was expected in that they were 
moderate at best. It was presumed that the weaker than expected relationships observed 
after the incorporation of the occupational specific vocabulary list across all formulas, 
were due to both semantic and syntactic variables of the new-model and recalibrated 
formulas differing.  In previous research, only the semantic variable tended to differ 
between formulas investigated. Analyses conducted for the syntactic-complexity 
measures of the examination materials according to the predictors used in the new-
models and recalibrated formulas, however, revealed that indications of syntactic 
complexity did not differ between the new-models and recalibrated formulas and were 
nearly perfectly correlated. In essence, because of the nature of the examination 
materials, measures of T-unit and sentences were the same. It then becomes impossible to 
conclude that the weaker than expected relationships between the readability estimates of 
the examination materials, as determined according to the new-model and recalibrated 
formulas, resulted from both measures included in the formulas differing.  
It was possible, however, that some of the correlations were weaker than expected 
because the Dale-Chall and FOG formulas were not designed for use with materials such 
as those investigated here. More specifically, the Dale-Chall and FOG were designed for 
use with several passages comprised of 100 words. The examination items, even after 
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conversion to pseudo-continuous prose, tended to include fewer than 100 words. 
Furthermore, only a single estimation was possible for each item. 
Failure to find significant differences. 
This portion of the limitations section includes discussions about concerns regarding 
analyses that resulted in a failure to find significant differences between formula results. 
First, the matter of stringent alpha levels is discussed. Then the possibility that power was 
insufficient in the current investigation are discussed. 
Non-parametric analysis methods were used to compare the readability estimates 
derived with the different formulas. A Bonferroni correction for familywise error was 
used to adjust alpha for each comparison. Because so many comparisons were required, 
the use of the Bonferroni method resulted in very stringent criteria for significance. It 
might be argued that where significant differences were not observed, the extremely 
conservative alpha level was responsible. Inspection of the comparisons, as discussed in 
the results section, did not reveal this to be the case. Specifically, where the readability 
estimates derived with new-models and recalibrated formulas were compared to one 
another and differences did not reach significance, they would still not have reached 
significance if alpha had been set at .01. Furthermore, differences for some of the formula 
pairs would not have been significant even if alpha had been set at .05. Therefore, where 
the most important comparisons were concerned, the strict alpha level was not 
responsible for the failure to find significant differences. 
It was important to address the stringent alpha levels; however, this issue is not as 
relevant as it might first appear. Specifically, although the alpha levels were stringent; 
they were consistently stringent in the comparisons made for combined Books 1 and 2, 
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Book 1, and Book 2. Therefore, that they were set at very low levels was not a matter of 
concern. The within-material-set comparisons were conducted to collect information 
about the performance of the formulas. The results of the within-material-set comparisons 
were then compared across sets to determine if the same differences were observed for 
combined Books 1 and 2, Book 1, and Book 2. The ultimate objective was to determine 
whether a consistent pattern of differences was observed when the formulas were applied 
to different types of materials.  
It was not possible to determine power necessary to for the current investigation 
because there was no way to estimate potential population effect sizes for the 
comparisons. Therefore, it was unclear what would suffice an adequate sample size. It is 
possible that power was insufficient in the current investigation.  Therefore, significant 
difference may actually exist. This investigation, however, may provide the data 
necessary to conduct the appropriate a priori calculations to determine a suitable power 
level and corresponding sample size for future research. 
Future Research 
The findings of the current investigation indicate that, although promising, the new-
models require further study. Specifically, the semantic- and syntactic-complexity 
measures included in the new-models appear to be valid indicators of readability for 
credentialing-examination materials, but further calibration or validation studies should 
be conducted. The following section includes a discussion of several approaches that 
might be taken in future research. Each will be discussed in turn. First, the issue of power 
and how greater power might lead to different findings in future research is briefly 
discussed. Second, a recommendation for studies involving different calibration passages 
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is discussed. Third, potential refinements of the procedures that were used in the current 
investigation to convert examination items into pseudo-continuous prose are addressed. 
Fourth, research ideas regarding the exploration of the new-models in their current forms 
are presented. 
Power 
Because data were not available to estimate potential population effect sizes for 
comparisons, a priori power analyses were not conducted for the current investigation. It 
was, therefore, impossible to determine an appropriate sample size or number of sample 
passages to be collected for examination materials. Some of the comparisons conducted 
during this study revealed non-significant differences, but it was possible that power was 
limited by sample size or the number of sample items that were included in the 
examination materials. Conducting an a priori power analysis would help ensure that an 
appropriate sample size is implemented for the credentialing materials as well as 
calibration passages. 
The data collected during this investigation might be used in future research to 
conduct the appropriate a priori calculations to determine a suitable power level and 
corresponding sample sizes for the credentialing and calibration materials. It is possible 
that a priori power analyses will reveal that larger samples are necessary. It is further 
possible that larger samples would result in different findings when readability estimates 
derived with different formulas are compared. 
Calibration Passages 
Because calibration passages and their corresponding data are not readily available, a 
variety of options did not exist. The Miller and Coleman (1967) passages initially 
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appeared to be best suited for the purposes of the current investigation because they were 
calibrated according to cloze scores obtained from undergraduate students; whereas, 
other sets of calibrations passages were generally calibrated according to cloze scores 
obtained with students from grades K-12 (e.g., Bormuth, 1971). However, data obtained 
during the calibration of the new-models revealed that the Miller and Coleman (1967) 
passages were perhaps not ideal for the present purposes. Because four of the passages 
were written at such a low reading level, they were immediately removed from further 
analysis. Then, multiple passages continued to misbehave in terms of the correspondence 
between their total CT score and independent variable data. It was necessary to remove 
these passages as well.  
Future research should be conducted with the same semantic and syntactic variables 
investigated in this study, because they show great promise, but that research should 
include a better-suited set of calibration passages. Ideally, such calibration passages 
would be written at a more sophisticated reading level than the Miller and Coleman 
(1967) passages. Correspondingly, the passages should be calibrated according to cloze 
scores obtained from participants assumed to have greater levels of reading ability than 
those who participated in Miller and Coleman’s (1967) calibration study. 
Investigators interested in continuing this research might approach the issue of the 
need for different calibration passages in one of three ways. It is necessary to consider the 
expected reading level of a respective credentialing program audience. The options 
presented here were developed with a post-baccalaureate audience similar to that of the 
dental licensing program in mind. First, a more sophisticated set of calibration passages 
that were calibrated with an audience of readers who were assumed to have greater 
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reading ability could be located and used, if such a set of passages exists. Second, an 
existing set of calibration passages could be collected and recalibrated with a new group 
of participants, who are assumed to have higher levels of reading ability. For instance, 
Bormuth (1971) calibrated a set of 32 passages related to academic topics. He extracted 
passages from biology, chemistry, civics, current affairs, economics, geography, history, 
literature, mathematics, and physics text books to create these passages. The breadth of 
content covered by these passages makes them an attractive option for future research. 
However, Bormuth (1971) calibrated these passages with cloze scores from students in 
grades 3-12. Therefore, the cloze scores for these passages are not ideal for the 
calibration of a readability formula suitable for post- baccalaureate level reading 
materials. Nevertheless, it is possible that these passages, or a similar set of passages, 
could be recalibrated with cloze scores obtained from post- baccalaureates or graduate-
school students. This would require access to a participant pool that included graduate 
students.  
Both the first and second alternatives are limited by the constraints they impose on a 
researcher. Specifically, a researcher would be bound with a sample size not of their 
choosing. One lesson learned during this investigation is that sample passages sometimes 
behave in unexpected ways. It would therefore be advisable that an investigator have the 
liberty to remove passages that misbehave. With a set of 32 passages (e.g., Bormuth, 
1971), an investigator may not have the freedom to remove passages that are not 
contributing to their research. 
The third and most arduous alternative would be to create and calibrate an entirely 
new set of calibration passages. This endeavor could be approached in a number of ways 
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and two possibilities are outlined here. First, samples could be collected from a variety of 
sources that cover diverse topic areas and be calibrated with post- baccalaureate or 
graduate-school students from any discipline. Second, calibration passages specific to a 
particular discipline (e.g., dentistry) could be created by extracting text samples from 
relevant textbooks and graduate-school students from a related program could be 
recruited for participation in the calibration process. This discipline-specific approach 
would be ideal if the readability formula to be calibrated were being designed exclusively 
for use with materials related to credentialing examinations in that field. However, the 
discipline-specific approach might hinder the generalizability of the newly created 
readability formula for use with materials related to different credentialing programs. 
Therefore, if the to-be-developed readability formula is being created for the purpose of 
measuring credentialing related materials in general, the first approach described is likely 
more appropriate.  
In either option presented for the development and calibration of new passages, 
researchers would be at liberty to develop calibration passages related to whatever 
discipline they determined appropriate. They would also be able to recruit participants 
from whichever discipline and at whatever level of reading ability they determined to be 
suitable. Furthermore, researchers would enjoy the freedom to develop as many passages 
as they deemed fit for the purposes of their research. This, in turn, would allow them the 
luxury of removing passages during the calibration process, if necessary, without losing 




Additional Samples: Learning and Occupational Materials  
The current investigation was designed to develop a new-model to estimate the 
readability of materials related to credentialing programs. This new-model was intended 
to be suitable for learning, examination, and occupational materials. An obvious next step 
in collecting validity evidence for any of the new-models developed and investigated in 
this study would be to apply them to learning and occupational materials related to the 
same dental-licensing program. This would enable comparisons of a new-model and 
recalibrated formula results across all three sets of materials. Finding that the formulas 
perform consistently across the different types of credentialing materials would offer 
further evidence of the utility of the new-model for use with credentialing materials. 
Further Investigation and Potential Refinement of Methods to Convert Examination 
Items into Pseudo-continuous Prose 
The methods used in the current investigation to convert examination items into 
pseudo-continuous prose were developed by the current author as an adaptation of the 
methods used by Plake (1984). For the current investigation, these methods were devised 
with the purpose of transforming the non-continuous examination items that included 
many incomplete sentences and single terms as options, into texts that better resembled 
continuous prose. The line of logic incorporated during the development of this 
procedure was that it would be best if stems were used in conjunction with each 
corresponding option to create complete sentences appropriate for syntactical analyses. 
However, neither the author of the current investigation nor Plake have extensive 
background in text linguistics, text processing, or text comprehension. It is, therefore, 
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possible that the methods developed during the current investigation to convert 
examination items into pseudo-continuous prose could be refined. 
Further research might be conducted regarding the most appropriate method of 
converting examination items into pseudo-continuous prose. This research should be 
conducted with attention to other relevant research regarding text linguistics, text 
processing, or text comprehension. An outgrowth of such research might be a better-
developed set of conversion methods that result in pseudo-continuous prose that more 
strongly resemble more authentic prose. This would add value because it would facilitate 
accurate syntactic assessment of examination items. 
Further Investigation of the New-models in their Current Forms 
Although the new-models, in their current form, yielded readability estimates that 
were not as strongly correlated with readability estimates derived with recalibrated 
formulas as was expected, they might be worthy of further investigation. Accordingly, 
further external validity and reliability research might involve applying the new-models, 
in their current forms, and existing readability formulas to a different, yet similar set of 
sample materials. This would entail collecting sample learning, occupational, and 
examination materials related to a different credentialing program. Although the samples 
would be extracted from different sources, they should be at a reading level that could be 
reasonably assumed to be similar to that of the dental program materials that were 
examined in the current study. For instance, materials might be collected for a different 




This approach would offer the opportunity to inspect relationships between the 
readability estimates derived with the new-models and existing formulas for an entirely 
different set of materials. It is possible that relationships of different strengths than were 
observed in the current study will be observed with new sets of materials. Furthermore, 
new rank orderings of formula results (new-model and existing formulas) would be 
obtained. The rank-ordering results could then be compared to those observed in the 
current investigation. Finding consistency between rank orderings determined in this 
study and future studies would offer some evidence that the formulas, in their current 
form, provide valid measures of credentialing materials that allow learning, occupational, 
and examination materials to be accurately sorted according to readability levels. 
Another method of investigating the new-models in their current form might involve 
applying the new-models and existing formulas to materials that do not include 
occupation-specific vocabulary. With this approach, the new-models would not involve 
the use of an occupational-specific vocabulary list; instead, they would only involve the 
use of The Living Word Vocabulary: A National Vocabulary Inventory (Dale & 
O’Rourke, 1981) to identify unfamiliar words. The readability estimates derived from the 
new-models and existing formulas would then be compared.  
This approach would be the converse of the methods used in the current investigation. 
In the current investigation, the readability estimates derived with the new-models and 
recalibrated formulas were compared. Then, the occupational-specific vocabulary list was 
used with the recalibrated formulas and the readability estimates derived with the new-
models and recalibrated formulas were compared again. The strategy suggested for future 
research would offer information similar to that obtained when the occupational-specific 
350 
 
vocabulary list was used with the recalibrated formulas, but would approach the 
comparisons of the new-model and existing formulas from a different angle. Specifically, 
in the current investigation occupational-specific vocabulary list was added to 
recalibrated formulas to allow more consistent comparison of the new-model and 
recalibrated formulas. The future research suggested here would remove the 
consideration of occupational-specific vocabulary from the new-models and thereby offer 
a more consistent comparison of the new-models and existing, rather than recalibrated, 
formulas. If the results of the new-model and existing formulas corresponded well, it 
would support that the new-models measure readability in manner similar to well-
established readability formulas. It would follow, then, that if the new-models were to 
include accommodations for occupational-specific vocabulary (i.e., reintroduce the use of 
occupational-specific vocabulary lists) and were applied to materials that included such 
vocabulary, they could reasonably be expected to perform in a fashion similar to how 
they did when occupational-specific vocabulary was neither included in the materials nor 
accounted for by the models. 
Implementing any of the above-described research possibilities in conjunction with 
one another or independently would be a worthwhile endeavor. There is not yet sufficient 
evidence to warrant the use of the new-models to collect validity evidence for 
credentialing programs. However, the new-models, the variables they include, and the 
procedures they incorporate show great promise. Additional investigations should be 
conducted to either provide further evidence for the validity and reliability of the new-
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