ABSTRACT To fully exploit both multiplexing gain and array gain of massive multiple-input-multipleoutput (MIMO), the channel state information must be obtained accurately at transmitter side (CSIT). However, conventional channel estimation solutions are not suitable for frequency-division duplexing (FDD) multiuser massive MIMO because of overwhelming pilot and feedback overhead. To reduce the pilot and feedback overhead of channel estimation in FDD systems, we propose a compressive channel estimation scheme for FDD massive MIMO systems in this paper, where the beam-blocked sparsity of massive MIMO channels in beamspace is leveraged. Particularly, we first propose a beam-blocked compressive channel estimation scheme, which can reduce the overhead for downlink training. Then, an optimal block orthogonal matching pursuit algorithm at the BS is proposed to acquire reliable CSIT from the limited number of pilots. Furthermore, an efficient algorithm for channel matrix recovery from separately quantized amplitude and phase of received signals is developed to efficiently decrease feedback load. Simulation results demonstrate that our proposed scheme outperforms conventional solutions.
I. INTRODUCTION
High date rate demands on wireless communication are growing exponentially with proliferation of data intensive wireless devices, such as smart phones and tablets. In current wireless networks, two main approaches are being pursued for addressing this challenge: small cells to increase spatial reuse of spectrum [1] and multiple-input multiple-output (MIMO) technology for managing interference with increased spectral efficiency. Emerging massive MIMO offers a complementary and synergistic opportunity. The huge number of MIMO degrees of freedom can be exploited for enhancing multiple critical capabilities including: spatial multiplexing gain for enhanced spectral efficiency; antenna gain for enhanced power efficiency and directional communication with narrow beams for reduced interference.
It is widely known that channel state information (CSI) is critical for achieving high system performance. However, as the number of antennas increases dramatically in the multiuser massive MIMO system, acquisition of CSIT becomes challenging, due to plenty of channel parameters that have to be estimated with limited pilot and feedback overhead.
To accurately obtain the CSI, in time-division duplexing (TDD) massive MIMO systems, the CSIT can be obtained by exploiting the channel reciprocity using uplink pilots. Ideally, pilot contamination, which is caused by using nonorthogonal uplink pilot sequences in neighboring cells, is the factor that limits the system performance [2] . To overcome the impact of pilot contamination, a line of works for TDD massive MIMO systems were considered using statistical CSI properties [3] , [4] . Nevertheless, due to the calibration error of radio frequency chains and limited coherence time, the CSI acquired in the uplink may not be accurate for the downlink [5] . More importantly, compared with TDD systems, FDD systems can provide more efficient communications with low latency, and it has dominated current wireless cellular systems.
In FDD massive MIMO systems, the BS transmits downlink pilot symbols and then, the user estimate the downlink CSI locally. The estimated CSI are fed back to the BS via uplink signaling channels. A number of works studied the acquisition of CSI about FDD MIMO, but the amount of overhead for training and feedback has been assumed negligible in traditional scenarios because traditional systems use small numbers of transmit antennas at BS. Unfortunately, in FDD multiuser massive MIMO systems, the number of pilot symbols required at the BS and CSI feedback overhead would be prohibitively large [6] . Therefore, it is important to explore the challenging problem of channel estimation and CSI feedback for FDD massive MIMO systems.
Recently, there have been extensive studies on channel estimation for massive FDD MIMO systems [7] - [9] . It has been proven that the transmitted pilots at the BS can be reused to estimate the multi-user MIMO effective channels because those user channels have the same or similar second order statistics. Furthermore, [10] exploited the multiuser spatial channel correlation to design the downlink channel training sequences and user CSIT feedback codebooks to optimize the achievable rates. Moreover, the time correlation of the channels is leveraged to reduce the CSIT overhead, e.g., [11] , [12] and references therein, where a trellis-code based quantization codebooks are leveraged to decrease the CSIT estimation overhead. Besides, aim to the spatial correlated channels, it is possible to exhibit sparsity in massive MIMO systems. [13] is the first literature working on massive MIMO channel feedback by exploiting CS approaches, which proposed two adaptive feedback protocols and permits the transmitter to obtain CSI with acceptable accuracy under substantially reduced feedback load. Furthermore, the CS techniques have been applied to pilot design and uplink CSI feedback design [14] , [15] , but the leveraged sparsity can be impaired due to the nonideal antenna array [16] . To the best of our knowledge, for the typical massive MIMO communication systems, channels in the beamspace inherently exhibit the beam-blocked sparsity due to the limited number of significant scatterers in the propagation environments, especially for intra-group user channels after user grouping. In the paper, such channel properties of MIMO channels are referred to as the beam-blocked sparsity, which is not considered in most of current work.
On the other hand, in practical communication systems, the CSI is acquired at BS which is achieved by requesting all users to feed back CSI to BS and the feedback signals in general are quantized. The traditional FDD operation with limited feedback uses a codebook-based channel quantization [17] - [19] and the users only feed back their channel direction information to the BS to minimize the channel feedback overhead [20] , [21] . In [22] , a new procedure of CSI acquisition that the CSI is acquired at BS, which is achieved by requesting all users to feed back the received pilots to the BS and the channel estimation is performed at the BS by leveraging joint sparsity across different antennas/users, has been proposed. The benefit of the procedure can both save the pilots and feedback overhead. Unfortunately, this feedback scheme may make the conventional vector quantization methods unsuitable because the direction information of feedback pilots have the strong randomness unlike the feedback CSI. Therefore, the joint consideration of the channel estimation and CSI feedback (quantized) is the significant problem.
In this paper, beam-blocked compressive channel estimation with enhanced CSI quantization feedback scheme is considered to address the challenging problem of reducing the estimation and feedback overhead for the FDD massive MIMO systems. Specifically, at the BS, it first transmits the multiplexed pilots to different group users by leveraging the property that the inter-group user effective channels exhibit approximately orthogonal. Then we introduce the new CSI acquisition procedure in [22] that the users directly feed back their (quantized) received pilots to the BS and their channels are jointly estimated at the BS by exploiting beam-blocked sparsity of intra-group sparsity. At the user side, we also develop the basis pursuit de-quantization algorithm (BPDQ) and hard threshold iteration algorithm (IHT) for the amplitude and phase of feedback pilots quantization, separately. To the best of our knowledge, the schemes that the overhead for downlink training and uplink feedback can be simultaneously reduced in the massive MIMO systems have not yet been presented before, and the asymptotic behavior has not been studied when the growth rate of the number of user grouping is no faster than the number of antennas. The main contributions of this paper are as follows:
• We propose a new formulation for the massive MIMO channel estimation with a few number of pilots as a CS problem. This formulation can capture the beam-blocked sparsity of intra-group user channels. It enables leveraging tools developed in the CS field to conduct efficient estimation.
• We develop the optimal blocked orthogonal matching pursuit (OBOMP) algorithm to solve the proposed formulation, which can efficiently recover the parameters of massive MIMO channels. It estimates the all user channels by consuming fewer number of pilots. Numerical results show that our scheme outperforms the state of arts.
• We derive the asymptotic behavior of pilots coherence when the number of antennas is large at the BS. Our analysis shows that the number of antennas and user grouping at the BS affects the orthogonality among the blocks of pilot, meanwhile the pilots coherence has a large impact on the performance of channel estimation.
• Further for practical applications, we design a quantization algorithm for received signal feedback with separate amplitude and phase quantization. In the designed algorithm, we propose modified basis pursuit de-quantization (MBPDQ) with hard threshold iteration to quantize the amplitude and phase of feedback signals, separately. Numerical results show that the feedback overhead can be further reduced.
The remainder of this paper is organized as follows. Section II discusses the multi-user massive MIMO FDD system and channel model. Section III proposes a new user grouping method. Section IV develops spatial sparsity massive MIMO channel estimation and investigates the novel compressive sensing algorithm for channel recovery. Section V develops the channel estimation from quantization sampling. Section VI provides the numerous simulation results. Finally, some concluding remarks are drawn in Section VII. 
II. SYSTEM MODEL
Consider multiuser massive MIMO operating in FDD mode, as illustrated in Fig. 1 . The BS is equipped with M antennas with narrow inter-element spacing so the channels are highly correlated, where M is allowed to grow large. For ease of exposition, all user terminals (UTs) are assumed to be singleantenna and a common downlink pilot channel exists for the BS to broadcast a sequence of T training pilot symbols on its M antennas.
Extensive experimental studies have shown that wireless MIMO channels exhibit the sparsity in the virtual domain (beamspace) [23] . Using the virtual angular representation [24] , the equivalent channel matrixH in beamspace can be expressed asH = B r HB H t (1) where original channel H ∈ C K ×M is spatio correlation channel, K is the number of users, pre-beamforming matrix B t ∈ C M ×M and B r denotes the unitary matrices for the angular domain transformation at the BS and user side, respectively. We consider single antenna users in the paper so that the B r is unit matrix and the equivalent channel in beamspace can be rewritten as
The angular domain representation can guarantee channel sparsity. However, to obtain sparsity explicitly, namely, block structure sparsity, we should carefully design the prebeamforming B. In [25] , JSDM was originally proposed to design the pre-beamforming matrix, in which users can be partitioned into different groups with the same or similar covariance subspace, resulting in beam-block sparsity within one group. After user grouping, each user receives a pilot sequence from the BS unlike conventional approaches, then each user sends back the (quantized) received pilot to the BS instead of feeding back an estimated channel vectorĤ. Let X G be the pilot matrix for users in the Gth group. The collection of all received signals at the BS can be written
where W 1 and W G denote the noise in the 1th and Gth groups. Y 1 and Y G denote received pilots in the 1th and Gth groups at BS. X 1 and X G denote pilot matrix in the 1th and Gth groups with the size of M × T in which T is the length of pilot. The common way to design B is based on K-means clustering or fixed quantization algorithm [26] , [27] . Here we adopt fixed quantization with DFT matrix. Note that via this new feedback way, when the BS gets received signals from all groups, it is able to utilize the beam blocked structure and cost less pilot overhead (T < M G ) to estimate precisely the whole channel matrix. The detailed realizing process about the acquisition of CSI is described in the next section. Besides, an effective quantization method must be used to reduce the feedback load because the dimension of feedback signals is huge in massive systems. In the paper, we quantize the amplitude and phase of received signal at user stations, separately. The flow chart is shown in Fig. 2 .
The massive MIMO intra-group channel may exhibit the beam-block sparsity in beamspace, which will be discussed in next section. Meanwhile, the joint estimation and feedback scheme is usually not considered in existing channel estimation schemes. In this paper, we will exploit both channel property and joint estimation and feedback scheme to overcome the challenging problem of channel estimation in FDD massive MIMO.
III. SPARSE CHANNEL ESTIMATION
We are now ready to focus on the key point of the channel estimation based on (3), which plays an important role on sum rate and also affects the pilot and feedback overhead. For practical applications, the received signals at BS are usually quantized. Hence, for reference, we firstly consider the the case that the pilots signaling received at BS from users are not quantized in this section and quantized signals are considered in the next section. VOLUME 5, 2017 Conventional channel training and feedback schemes usually contains two steps: downlink CSI estimation at user side and CSI feedback in the uplink. In existing approaches, the two coupled procedures are optimized separately for simplicity. To save the overhead of downlink training and uplink feedback, we propose a CS-based scheme that considers channel training and feedback in a joint manner. The flow chart is shown in Fig. 2 in which users directly feed the received pilots back to the BS, and then the BS recovers CSI via CS algorithms such as basis pursuit (BP) [28] , orthogonal matching pursuit (OMP) [29] , simultaneous orthogonal matching pursuit (SOMP) [30] , etc. In this paper, we propose the optimal blocked orthogonal matching pursuit algorithm (OBOMP) to recover equivalent channelH from received pilots Y at the BS by exploiting beam-blocked sparsity of intra-group user channels. Note that the proposed algorithm not only bring channel estimation overhead decreasing, but also relieves channel feedback load.
A. SPARSE FORMULATION OF BLOCK STRUCTURE CHANNEL ESTIMATION PROBLEM
To proceed, the channel acquisition problem is formulated as the sparse recovery problem associated with multiple measurement matrices, in which the goal is to recovery a large-scale sparse matrixH with the size of K ×M from measurement matrix Y . Formally, the channel estimation problem is defined as follows:
where || * || 0 denotes l 0 quasi-norms. As the length of pilots T is far less than the number of antennas, the recovery of channelH becomes an underdetermined equation recovery.
From CS theory, we know that it has to select all the possible non-zeros elements of matrixH if we resort to the convex optimization methods to solve problem (4) directly. Nevertheless, this approach is intractable or NP hard because the search space is too large. To be practically implementable, we can obtain an approximate solution using some approaches like convex relaxation methods. In order to reduce the length of pilots and guarantee the recovery ofH accurately, we have to hunt for some additional features about the channelH to achieve the purpose. Since the channel matrixH is formed by stacking the channels of all users in different beam directions as well as the improvement of spatial angle resolution caused by plenty of antennas, the joint and block sparsity can be further exploited.
Specifically, after user grouping, the channel matrices in intra-group users share the same number of nonzero elements in beamspace and the position of this nonzero value in equivalent channel matrixH g may be the same. Besides, the distribution of nonzero elements of the each user channel vector in one group may represent block structure which is depicted in Fig. 3 . In the physical sense, due to the limited scattering at BS side, the whole propagation space is divided into many narrow angle sectors by beam vectors [31] , in which part of beam vectors share the common support and a few beam vectors correspond to null space, given by
where N and d g,i denote the number of blocks and the ith block index in the g group, respectively, |K g | is the gth group number of users.
.e., the index set of nonzero elements iñ
From above results we can obtain the following important observation, as illustrated in Fig. 4 . Remark: In conventional sparsity model, the nonzero components may appear anywhere in the matrix. However, the nonzero values are aligned to blocks in block sparsity scenario, meaning they may appear in regions, and not arbitrarily spread throughout the matrix. In other word, the nonzero entries of intra-group users in some beams locate same position. Namely, we observe that the entries of users in group 1 located in block 2 and block 4 are nonzero in the 3-5th and 8-12th beam, as illustrated in Fig. 3 . On the other hand, if the norm of the mth column ofH g is equal to zero (in reality, it may be very small), all the coefficients in the mth column should be approximately zero.
To develop the equivalence with block sparsity, we should rearrange the each group channel matrixH g and define the ith subblockH
|d g,i | and |d g,i | denotes the dimension of the ith block in the g group. The ith subblock is of length d g,i , and the blocks are formed sequentially so that
,H |d g,1 |+1 , . . . ,H |d g,1 |+|d g,2 | H g [2] , . . . ,
whereH g,i denotes the ith column ofH g , an example of a block-sparse matrix with this sparsity pattern is depicted in Fig. 3 . The sparsity pattern here has a unique form which we will exploit in our conditions: the nonzero elements appear in blocks. Now, we reformulate the channel estimation problem (4) and propose a new channel estimation algorithm by utilizing this sparsity patten. Our claim is thatH g can be uniquely recovered at BS by solving the optimization problem:
where we define the l 0 norm ofH g,i over the index set I = {|d g,1 |, . . . , |d g,N |} as:
Note that this problem is non-convex and NP-hard. One possible solution to avoid the computational complexity is to develop an efficient convex optimization problem instead of (7) to approximateH g . In [28] , if pilot matrix X g satisfies block restricted isometry property (RIP), we will recover exactly channel matrixH g by using convex relaxation method. Our approach is to minimize the sum of the energy of the blocksH d g,i ,j instead of the l 0 norm ofH d g,i ,j . Hence, H g can be recovered exactly from the measurements Y . The formulation we suggest iŝ
where ||H d g,i || F is an indicator of channel sparsity structure in beamspace. In other words, it will present array of zeros if the ||H d g,i || F = 0, or it will present array of nonzero if the By exploiting the addition beam-block sparse patten we present the optimal block orthogonal match pursuit algorithm (OBOMP) to solve the proposed formulated problem (9) . For the sake of clarity, the pseudocode of the OBOMP is detailed in Algorithm 1 and some notations should be also further detailed. First, Z is consisted of N block-matrices with the equal size K × M and ⊥ denotes the complementary set of . Second, (x) is a set, whose elements are indices over the x. Finally, G = [G (1) , G (1) , . . . , G (| |) ], where (1) , (1) , . . . , (| |) 'are elements in the set . Similar to the greedy CS algorithms such as orthogonal matching pursuit algorithm (OMP), we aim to find those columns of pilot matrix X g most correlated with the received pilot Y g . After obtaining the column correlation in step 5, we keep 2|d g,i | columns of X most correlated Y g , which may be merged with the support of channel estimated in step 6. Then, we use least square (LS) algorithm to estimate channel. After that, the channel should be pruned d g,i and the measurement residual can be updated in step 8.
Algorithm 1 Proposed OBOMP Algorithm
Input: Received pilots matrix Y g and pilots matrix X. Output: CSI recoveryĤ g 1: Initialization: The iterative index j = 1 , the residual matrices R j−1 = Y g , and the support set j−1 = φ.
In contrast to the conventional OMP algorithm [32] , the proposed OBOMP algorithm has two advantages. One is that the support of each block of
is update together, sinceH g has the beam-blocked sparsity compared with the conventional OMP that only updates one column vector in the measurement matrix each time. The other is that, the block-based algorithm reconstructs one high-dimensional sparse matrix with the inherently beam-blocked sparsity of the sparse matrix for improved performance. Unlike the conventional OMP algorithm, which does not consider the beam-blocked sparsity of H g , the proposed algorithm offers a more precise support update by considering the sparse patten. In doing so, the CSI at BS recovery performance can be improved while requiring less length of pilots.
Unfortunately, the propose OBOMP algorithm may be not useful in the concerned channel estimation problem because the best of choice parameter δ 2 high depends on the support number ofĤ and the noise variance, which also become difficult to determine under a noisy setup. To address the challenge problem, as discussed in [33] , we leverage the expectation maximization (EM) strategy to learn the statistical properties of channel and propose the improved OBOMP algorithm called Bayesian OBOMP, which does not require prior statistic knowledge of the channel responses. For the sake of clarity, the pseudocode of the Bayesian OBOMP is detailed in Algorithm 2.
Algorithm 2 Bayesian OBOMP

Require:
Received pilots matrix, Y g and pilots matrix X; Ensure:
Return the estimated channel in beamspaceĤ g ; Initialization:
The iterative index j = 1 and predefined number of iteration N ite , the residual matrices R j−1 = Y g , and the support set j−1 = φ; for j = 1 to N ite do; 2: OBOMP algorithm: Using Step 2-9 in Algorithm 1 withĤ g for g = 1, 2 . . . , G; Prior parameter learning: Learning the noise variance δ 2 j using the E.q. 24 in [33] 4: End do return Estimated channelĤ g = G j and noise variance δ 2 j = δ 2 j−1 .
B. ANALYSIS OF PILOT COHERENCE
To guarantee the recovery of channel parameters, the value of the coherence of the measurement (pilot) matrix u(X) should be as small as possible, according to the literature [34] where u(X) is defined as
Note that x l is the l-th row of X. Since the columns of X have unit norm, the coherence u(X) in (10) satisfies u(X) ∈ [0, 1] . To improve the sparse channel estimation performance for each downlink channel in beamspace, it is better to minimize u(X). Similarly, it is natural to seek a generalization of coherence for the beam-block sparse setting with the resulting block-coherence measure having the same operational significance as the coherence u(X) in the sparse case. We defined the block-coherence of u(X) as
where ρ ( * ) returns the spectral norm of * and the spectral norm is non-negative, it follows that
of course, if the X l consists of orthonormal blocks, then using the submultiplicativity of the spectral norm, we have:
Remark: From the (13)- (14), we observe that if the growth rate of |G| is no faster than the number of antennas M , especially for infinity M , the value of u(X) will tend to zero. It means the blocks X l will be orthogonal to each other. As a result, as the number of antennas at the BS grows to be large, the coherence between the pilots is extremely weak and the probability to recover the positions of non-zero channel elements will be high.
C. USE GROUPING
In the existing study [35] , user grouping approach mainly contains K-means clustering and fixed quantization with discrete Fourier transform (DFT) algorithm. More specially, the idea of the K-means clustering is that several users are assigned to the group with the minimum chordal distance over the eigenvectors of channel covariance matrix. Fixed quantization is that users are managed into one group with the minimum chordal distance over group subspace via the geometry of groups and their channel scattering. Nevertheless, there emerges the problem of K-means and fix quantization algorithm that they have high complexity and could drop into local extremum. To overcome the disadvantage, we proposed an improved K-means clustering algorithm, the detail algorithm is presented in Appendix A for briefly.
IV. ESTIMATION FROM QUANTIZATION SAMPLES
Applying the above proposed algorithm, we are able to estimate the user channels via less number of pilots. In some applications, it is noticeable that the signals from users cannot be fed back to the BS in the form of exact values considering limited feedback resources. Instead, quantization based signals feedback method has generally been used in practical finite-rate feedback systems. Therefore, in this section, we further investigate the effects of quantization error. It arises both from the quantization performed for lossy compression and the discretization in digital acquisition devices.
Usually, the feedback information that BS receives is only their channel direction information in traditional communication systems and the quantization method of CSI in general adapt vector quantization [36] . However, the CSI estimation is performed at BS via feedback received pilots in this paper, as a result the BS need to obtain accurately both the amplitude and phase information of received pilots to perform channel estimation. Also, the accuracy of channel estimation is sensitive to the quantization precision of the amplitude and phase of received pilots. Therefore, we have to use the scalar quantization method to quantize amplitude and phase of received pilots, respectively in this section. And by exploiting the sparsity of received pilots, we proposed modified basis pursuit dequantizer (MBPDQ) algorithm to reconstruct amplitude and modify hard threshold iteration (MIHT) to reconstruct phase,separately.
A. AMPLITUDE QUANTIZATION FORMULATION
We first consider the quantization of amplitude and restrict our attention to single user after user grouping for briefly in the subsection. In the framework of quantization CS, we generalize the general quantized measurement abstraction. Let
where Q is a scalar quantization function that maps value of received pilots into discrete bits,h ∈ C 1×M is the row ofH which denotes the one user equivalent channel vector after user grouping, the channel noise is denoted by w ∈ C 1×T , and e is the quantization error. Now, we quantize only the amplitude of received pilots. It can be rewritten as
where z(j) and y(j) denote the jth quantization output and jth element of vector y, separately. Aim to traditional realvalue reconstruction based on solving the Basis Pursuit DeNoising (BPDN) program, our decoders proceed by minimizing the amplitude of the each user channel vectorh to be reconstructed. Thus, we modify classic basis pursuit dequantizer (BPDQ) program by replacing the real vector by complex vector. This yields the following novel programming arg miñ
where ε is the parameter representing the quantization distortion andh(j) denotes the j-th element of vectorh. When the measurements are contaminated by quantization of bounded 2-norm, the following lemma of Jacques et al. [37] illustrates an measurement matrix respects the RIP. Lemma 1 (Jacques et al. [37] ): When vectorh is a signal with N -term l 2 approximation error e(N ) = N 1 2 ||h −h N || 2 andh N the best N -term l 2 approximation ofh. After the measurements is quantized, the solutionĥ of BPDQ obeys
where µ and δ are constants and C is given in the proof of [37] . In the paper, we can obtain the the prior information about sparsity N because the statistical property is the same or approximative in one group.
Unlike conventional l 2 or l 1 norm program, the form of (17) has the l 2 (l 1 ) form, which is involved to the l 2 (l 1 ) instance optimality and deduced using an extended version of the RIP involving the l p -norm. In order to solve l 2 (l 1 ) program in (17) via the basis pursuit de-quantizer (BPDQ p ), a proximal optimization needs to be introduced [37] . The solutions of this problem are characterized by the fixed point equation known as the Douglas/Peaceman-Rachford (DR) splitting [38] . It can be expressed via the recursioñ
where α t ∈ (0, 2) for finite iteration t, S γ denonts the component-wise soft-thresholding operator with threshold γ > 0 and P T p (ε) is the orthogonal projection onto the tube T p (ε). It is important to compute P T p (ε) in order to find the optimal solution of BPDQ and we will discuss the way of solving P T p (ε) in the following.
As each step of the iteration (19) requires computation of P T p (ε) for T p(ε) = {h ∈ C M
: ||z −hX|| p ≤ ε}, we know that the projector P T p (ε) has an explicit form from [37, eq. (9)
; otherwise we use the following lemma.
Lemma 2 (Fadili and Starck [38] ): Let X be a matrix with bounds 0 ≤ c 1 < c 2 < ∞ and let {β t } t∈N be a sequence with 0 < inf t β t ≤ sup t β t < 2/c 2 . We define
where u t →ū ∈ R T and p t → Xū. In addition, both u t and p t converge linearly and the best convergence rate is attained for β t ≡ 2/(c 1 + c 2 ) with ||u t −ū|| ≤ (
) t ||u 0 −ū||. In conclusion, from the above analysis, we can calculate the unknown variables P T p (ε) at each update step. When the value of P T p (ε) is acquired, the vectorĥ can be computed by making use of the iterative equation in (20) .
B. PHASE QUANTIZATION
Aim to model (15), we modify it slightly by replacing sign function by quantization function Q. As a result, the measurements are represented by their signs
where sign is the sign function. Here, the measurement process is a mapping from C T to the Boolean cube B := {−1, 1} L . Note that, only signs of the measurements are reserved, so the amplitude of the signal is lost. Namely, we only utilize 1-bit overhead to quantize received pilots. Therefore, to reconstructed phase information, the sparse signal is usually restricted on the unit hyper-sphere, which yields the following constrained minimization problem:
where denote dot product of two vectors. Now, we introduce a simple algorithm to solve (22) . Our algorithm, MIHT, is a modification of iterative hard thresholding (IHT). Here, we recall briefly that the IHT algorithm contains two steps that can be interpreted as follows. The first step is a gradient descent to reduce the least squares objective ||z−hX|| 2 2 . Then, at iteration t, IHT proceeds by setting a t+1 =h t + (z − hX)X H . The second step imposes a sparse signal model by projecting a t+1 onto a l 0 ball. Therefore, IHT can be thought of as to solve the problem arg miñ h ||y −hX|| 
The MIHT algorithm modifies the first step of IHT to instead minimize a consistency-enforcing objective. More specifically, given an initial estimateã = 0 and the MIHT computeŝ
where the function η N (a t+1 ) computes the best N-term approximation of a by thresholding and τ denotes an gradient descent step size. If we obtain the term (z − sign(hX))X H in (26) that is in fact the subgradient of a objective J = ||z (hX)|| 1 , the simple Lemma below provides subgradient of one-sided l 1 -norm about the objective.
Theorem 1:
We assume that the objective function J = ||z (hX)|| 1 , then the subgradient of J can be obtained as:
Thus, MIHT aims to decrease at each step (26) and the proof is given explicitly in Appendix B.
Observe that since z (hX) simply scales the elements of hX by the signs of z, minimizing the one-sided l 1 objective enforces a positivity requirement z (hX) ≥ 0 (27) that, when satisfied, implies consistency. Once the algorithm has terminated (either consistency is achieved or a maximum number of iterations have been reached), we then normalize the final estimate to project it onto the unit sphere.
C. QUANTIZATION ERROR ANALYSIS
Let us focus on the quantization error bound with respect to BPDQ and MIHT. First, we consider the particular behavior of BPDQ on the quantized measurements of a compressible or sparse signal. In the above section, we realize that the quantization distortion ε is uniformly distributed in each quantization bin. We propose Lemma 3 to explain the quantization error with respect to l p norm of quantization distortion ε. Lemma 3: When ζ is uniform random vector with ζ ∼
where T denotes the length of measurement vector (pilots matrix) and p is the order of norm. Furthermore, for sparsity 2 and the proof is given in Appendix C.
According to the above result, we obtain the l p norm bound ε of the program BPDQ p as
In accordance with Theorem 1, when measurement X meets RIP, the approximation error of the BPDQ p decoder is the sum of compressibility error e(N ) and noise error which is proportional to the ratio ε/µ. In addition, using a variant of the Stirling formula, we see that
. Thus, we easily compute that a controlled probability induced by the measurement matrix
Secondly, as we adapt the method of quantizing the amplitude and phase of received pilots, separately, the phase quantization bound should be also considered on the basis of amplitude quantization. Because the amplitude of signal has been lost when we utilize the proposed algorithm to recovery phase, the signal is mapped from C to Boolean cube B. Thus, The Hamming distance is the metrics for counting the number of unequal bits between two vectors [39] , and for a, b ∈ B T , the normalized Hamming can be defined
where a ⊕ b is the operation that a ⊕ b equal 0 if a = b and 1, otherwise. Because the information of amplitude has lost, we only consider unit-norm vector and distance is normalized, namely d H ∈ (0, 1]. When the above metrics is considered, we can demonstrate the relationship between the number of measurement and quantization error in Appendix D.
Theorem 2: Let the mapping Q: C → B be defined in (22) and the measurement matrix X is generated as N ∼ (0, 1). Fix 0 < η < 1, we obtain the relationship between error and the number of measurements as follows:
According to Lemma in [40] , Theorem 2 extends to measurement matrix X drawn from an isotropic pdf in the space. In consequence, by choosing X ∼ N (0, 1) and using (9) with a fixed and using (33) with a fixed η, we defenestrate that the error decreases as
From that, we know the decay is proportion to the factor √ N /T . We have now established a construction providing robust MIHT with high probability and the original channel matrix can be recovered via making full use of the robustness, where measurements are corrupted by quantization noise.
Through the above analysis, the proposed compressive sensing-based pilots quantization feedback could be applied for practical massive MIMO systems. By exploiting the sparsity of received pilots and channel matrix, feedback amount can be significantly reduced.
V. NUMERICAL EXPERIMENT A. CHANNEL ESTIMATION BASED ON BEAM BLOCK STRUCTURE
To evaluate the proposed channel estimation scheme via beam block structure and compare with other estimation methods, we present Monte-Carlo simulation results in this section. Simulations are carried out based on a FDD massive MIMO system with one BS and K single-antenna users, where the BS has M antennas. Moreover, to compare different channel estimation schemes, the normalized mean square error (NMSE) is used to evaluate the estimation performance, which is defined as
We compare the proposed OBOMP recovery algorithm with the following state-of-the-art baselines:
• Baseline 1 (Conventional LS-1,3): Equivalent channelH is recovered using the conventional LS approach [41] , which the users was divided into 1 and 3 groups.
• Baseline 2 (OMP-1,3): Equivalent channelH is recovered using the conventional OMP algorithm [29] , which the users was divided into 1 and 3 groups.
• Baseline 3 (Genie-aided LS): This serves as an performance upper bound scenario, in which we assume the BS knows the non-zero element locations ofH and recovers the CSI directly by LS method.
• Baseline 4 (Genie-aided LS, OMP, OBOMP, LS-MMSE):
The equivalent channelH is recovered using Genie-aided LS, OMP, OBOMP and LS methods and BS adapt minimum mean square error (MMSE) method to precode in the transmission phase.
•
Baseline 5 (Genie-aided LS, OMP, OBOMP, LS-ZF):
The equivalent channelH is recovered using Genie-aided LS, OMP, OBOMP and LS methods and BS adapts Zero Forcing (ZF) method to precode in the transmission phase. The Fig. 5 is plotted for the number of BS transmit antennas M = 150 and users K = 30. We compare the NMSE of estimated CSIT versus the transmit SNR. As a benchmark, the NMSE of the Genie aided LS-based channel estimation is illustrated [22] , which indicates the optimal estimation performance when the exact locations of non-zero elements are known. From the figure, we observe the proposed OBOMP algorithm approaches the genie aided LS scheme as SNR increases and relatively performance gain is achieved in lower SNR regions. Meanwhile, we can obtain the better performance with the user-group scheme (G = 3) than the performance without it. Specifically, by exploiting the method of user grouping and beam block sparsity, the proposed method achieves large performance gain over the LS and conventional CS channel estimation methods, due to the limited the number of pilots.
In Fig. 6 , we compare the NMSE of estimated CSI versus the pilot overhead T , under the number of BS antennas M = 150, users k = 30 and the transmit SNR = 20dB. From this figure, we known the proposed OBOMP algorithm approaches the genie aided LS as T increases. And it has the performance gains over the other methods because this method exploit beam-block sparsity and statistics property so the CSIT estimation quality increases as T increases. Furthermore, when the length of pilots is close to the number of transmit antennas, the curves of performance gain tend to saturation. The fact highlights the the importance of having a higher probability of support recovery in the CSIT reconstruction.
We consider the relationship between the capacity of the whole system and the length of pilots after the channel was estimated in Fig. 7 . The result indicates that MMSE precoding method always performs the best across the entire the length of pilots range comparing ZF. Meanwhile, by using different number of user-grouping and CS approach, we see that here, the proposed scheme can improve the system throughput if user-grouping and OBOMP are to be used jointly. Fig. 8 compares the sum-rate achieved using a random vector quantization [42] method with and without feedback quantization aim to different feedback signal y and h, where the number of feedback bits is 8 bits. We assume that the BS has 64 transmit antennas and serves 10 users. Meanwhile, we use the OBOMP algorithm to estimate the channel. As shown, when we do not apply the quantization method, the presented scheme has a close performance about sum-rate between feedback channel h and feedback received signal y. For comparison, the figure also shows that the feedback received signal y has a better performance than feedback channel h , if the simple quantization method is applied. Thus, the reason is that when we feed the received signal back to BS, the scheduler only needs to quantize T dimension information instead of M (T M ), and hence, a better performance benefit can be provided.
B. CHANNEL ESTIMATION FROM QUANTIZATION SAMPLING
In a realistic communication system, the signal in general is quantized. In the subsection, we explore the performance of the quantization recovery algorithm and compare it to other algorithm and the corresponding experimental setup is as follows. First, the error function called reconstruction SNR must be defined, which can be written as
where h andĥ is the true original signal and reconstruction. Then, we assume that the BS has 512 transmit antennas and serves 30 users and use the MBPDQ and MIHT algorithm to recovery the amplitude and phase of original equivalent channel. In addition, BPDN and random vector quantization are see as comparison algorithm.
In Fig. 9 , we make the simulation of amplitude quantization method and plot the reconstruction SNR of BPDQ for various p ≥ 2 and T /N ∈ [0.5, 3.5] to recovery the original equivalent channel vectors. As can be notice, the decoders with higher p give better reconstruction at higher oversampling factors T /N . Equivalently, it can also be observed that the performance of proposed algorithm is superior to the random vector quantization methods and BPDN, in addition, in the case of same quantization bits and reconstruction method, the feedback load of received signal is less than channel matrix. Fig. 10 shows the reconstruction SNR comparison of the proposed phase quantization algorithm, BPDN and RVQ. We see a common trend in each line: lackluster performance until a number of pilots are acquired, then a slow but steady increase in performance as additional pilot are added, until a performance plateau is reached. Thus, as lower bit implies that a larger number of pilots will be used, 1-bit MIHT algorithm reaches the performance plateau earlier than in the multibit case. This enables significantly improved performance when the feedback signal is received signal not original channel vector and higher bit rates would reduce the number of pilots. It is also important to note that, the 1-bit MIHT algorithm performs strictly better than BPDN with 4 bits BPDN for the parameters tested here.
In Fig.12 , we consider the joint channel estimation and quantization strategy compared with estimation and feedback approach, where the number of BS transmit antennas M = 150, users K = 30 and the length of pilots T = 20. the LS-quan denotes conventional CSIT acquisition approach that the CSI estimation is performed at user side by LS algorithm and then the users adapt the RVQ algorithm to quantize each CSI and feed back it to the BS. The OBOMP-quan represents our proposed joint estimation and quantization approach that the users quantize each received pilots and feed back it to the BS and then the BS leverages beam-blocked sparsity to jointly estimate all user's channel. The OBOMP is to estimate all user's channel at BS without quantization. This Fig explains that the proposed joint estimation and quantization approach has better performance than conventional approach.
C. IMPROVED K-MEANS ALGORITHM
We present some numerical results to reveal the performance of different user grouping algorithms and consider two examples with perfect and estimated CSI. We choose the number of antennas M = 64 and G = 4. The angles of arrival for the users are generated uniformly between −60 • to −60 • and the angular spreads are generated uniformaly between 0 to 15 • . Figs. 11 (a) and (b) show the sum rate versus the number of users in the system for perfect and estimated CSI respectively. The results indicate that user grouping by improved K-means algorithm is better than the other algorithms in most case. User grouping using DFT-based fixed quantization should be the preferred method for practical user grouping because of its simplicity.
Consequently, in the case of perfect CSIT, the DFT quantization based method and inproved K-means have the approximate performance. Though DFT quantization algorithm results in little performance loss contrasting with improve K-means, the performace of it is better than classical K-means and has low complexity in the case of CSIT estimation error.
VI. CONCLUSION
This paper investigates the challenging problem of channel estimation for FDD multi-user massive MIMO systems. Compared with conventional estimation methods that suffer from a prohibitive pilot overhead and feedback load, a beamblocked compressive channel estimation scheme is proposed once user groups are formed, it takes advantage of inherent block sparsity structure of channel matrix in beamspace to efficiently reduce the pilot overhead. After that, an optimal block OMP algorithm is developed to accurately recover multiple channels based the property. Moreover, to satisfy the needs of practical communication system, the proposed quantization algorithm that the amplitude and phase of measurements are quantized, separately can decrease the feedback load and. Therefore, our method has a promising application in improving the channel estimation quality for FDD multi-user massive MIMO systems.
APPENDIX A IMPROVED K-MEANS ALGORITHM
It is well-known that the clustering algorithm faces a common problem that the performance heavily depends on selection of initial input. Improper selection of initial cluster centers usually lead to more iterations and local optimal solutions. To overcome the drawback, a hierarchical thought is introduced incorporation with the K-means clustering algorithm which has a high convergence speed and can search the optimal solution within defined space.
We need to define linkage methods in an inductive manner, because only two groups are merged at each step. Suppose we have combined groups g i and g j to generate a new group (g i , g j ) = g i ∪ g j and g q denotes one of the remaining groups. The distance between (g i , g j ) and g q is defined as:
The equation means that the distance between groups (g i , g j ) and g q is the minimum of the two distances d g i ,g j and d g j ,g q .
On the other side, we define the distance as the maximum of the two distances d g i ,g q and d g j ,g q given by
Average linkage defines the distance between (g i , g j ) and g q as the average of all the pair-wise distances, given by
Ward linkage defines the distance between (g i , g j ) and g q as
The distance between (g i , g j ) and g q beyond Median linkage is defined as
Given above definitions, the improved K-means method is presented in Algorithm 3.
APPENDIX B PROOF OF THEROM 1
We note that the function J is convex so that it can be denote as J (h) = i J i (h) with each convex function J i given by
where x i denotes the ith column of X. In addition, if h , x i = 0, the gradient of J i is
If h , x i = 0, we can obtain a new gradient replaced by the subdifferential set
In consequence, we known that 1 2 (Q i (hX) − z i )x i ∈ ∇J i (h; z, X) by summing over the parameter i.
Algorithm 3 User Grouping Based on Improved K-Means
. Hence, when the components ξ i is independent and identically distributed, E(||ξ
.
We know the positive variables 
APPENDIX D PROOF OF THEOREM 2
Let us take any pairs of points on the sphere a, b ∈ S such that their joint support T = supp(a) ∪ supp(b) has the size |T | ≤ N . From [39] , for two points a, b ∈ T , we have
To obtain our final bound, let us define the probability of failure as 1−2( 
