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Abstract
The phase stability of LaMnO3 with respect to its competing oxides is studied using hybrid-
exchange density functional theory (DFT) as implemented in CRYSTAL09. The underpinning
DFT total energy calculations are embedded in a thermodynamic framework that takes optimal
advantage of error cancellation within DFT. It has been been found that by using the ab initio
thermodynamic techniques described here, the standard Gibbs formation energies can be calculated
to a significantly greater accuracy than was previously reported (a mean error of 1.6% with a
maximum individual error of -3.0%). This is attributed to both the methodology for isolating the
chemical potentials of the reference states, as well as the use of the B3LYP functional to thoroughly
investigate the ground state energetics of the competing oxides.
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I. INTRODUCTION
LaMnO3 is well known as a perovskite material that can exhibit useful properties for
magnetic sensors and solid oxide fuel cells (SOFCs)[1–3]. A recent study has also revealed
promising catalytic activity for LaMnO3 to facilitate oxygen reduction in alkaline fuel cells
(AFCs) [4]. This presents a great opportunity for commercialisation of AFC technology,
since LaMnO3 has a significant economic advantage over noble metals.
AFCs differ greatly with respect to SOFCs, as they use a liquid electrolyte, usually
KOH, and therefore operate in a significantly lower temperature range (25-70◦C) [5]. This
introduces a completely different environment, where the materials used for the catalysis
of oxygen reduction on the cathode are expected to behave differently. LaMnO3 has to be
studied under these conditions to understand its bulk properties and corresponding surfaces.
For this purpose, a complete picture of the thermodynamic stability of LaMnO3 with respect
to the competing oxides (La2O3, MnO2, Mn2O3, Mn3O4 and MnO) is necessary.
LaMnO3 has been studied extensively by experiment (with X-ray [6–11] and neutron
diffraction [7, 12], scanning [10, 11] and transmission electron microscopy [10], electron para-
magnetic resonance [9], thermogravimetry (TG) [6, 10, 12, 13], differential thermal analysis
(DTA) [11, 12], differential scanning [6, 8, 10] and alternating current calorimetry [8]). How-
ever, not much literature can be found that investigates the factors affecting the reactivity
of LaMnO3 as a catalyst in an AFC environment [14]. This is also true from a theoretical
point of view, and although the electronic structure of the low temperature orthorhombic
phase of LaMnO3 is well understood (by adopting unrestricted Hartree-Fock [15, 16] and
hybrid-exchange density functional theory [17, 18]), there is a lack of knowledge of surface
properties. Instead, the majority of such studies were directed towards understanding the
surface of the high temperature cubic phase, with relevance to SOFC conditions [19–23].
Efforts to understand the thermodynamics and surface properties of orthorhombic LaMnO3
can be found in recent literature [24, 25], but there has been no comprehensive study of the
thermodynamics of orthorhombic LaMnO3 and its competing oxides.
Concerning the series of manganese oxides, there is a large number of papers which ex-
plore their properties, including efforts directly related to the thermodynamics. The heat
capacity has been obtained by calorimetry, and the thermal stability and phase transitions
have been analysed by TG, differential TG and DTA [26–29]. Quantum mechanical sim-
2
FIG. 1: The crystallographic cell for LaMnO3 and the competing oxides in the geometries indicated
in Table II. Large, medium and small spheres correspond to the La, O and Mn atoms. In the case
of MnO2 and Mn3O4, the labelling of the Mn atoms is linked to the assignment of spin in tables
II and III. Symmetry irreducible Mn atoms are given in gray scale color for Mn2O3 for clarity.
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ulations have been performed to study the formation energies of this series by adopting
different density functionals (PW91 [25] and, PBE, PBE+U, PBE0 and HSE [30]). The en-
ergetics of these compounds are characterized by a strong interplay between geometry and
electronic structure, thus requiring an accurate treatment of exchange and correlation for
the description of the electron localization. This is especially important to get a consistent
set of formation energies, as Mn adopts different valence states within the series. Previously
calculated formation energies are affected by a significant error relative to experiment, –
the mean error is in the range of 7-17% [25, 30]. Apart from the inaccuracy of GGA-type
functionals regarding the energetics of correlated systems, this can also be attributed to the
methodology adopted to calculate the chemical potential of Mn and O, as pointed out in
Section IVB.
A proper estimation of the formation energies of the various competing compounds is cru-
cial to build the phase diagram. Even small energetic inaccuracies (∼7%) paint a completely
different picture of phase stability in the La-Mn-O system, as demonstrated in Section IVC.
Therefore, it is worth pointing out that no previous study has been able to provide an accu-
rate representation of the stability regions of LaMnO3 with respect to all of the competing
oxides.
The aim of this study is to calculate the bulk phase diagram of the La-Mn-O system and
to outline a suitable methodology for the study of the thermodynamics of the compounds in
this multivalent series. In addition, an investigation of the ground state of the compounds
with regards to their geometry and magnetic state is performed. The hybrid exchange
density functional B3LYP has been adopted, since it is well documented that it provides an
accurate description of the electronic structure of localised and correlated systems [31, 32].
The paper is organised as follows: in Section II the methodology is outlined; in Section
III the computational details are provided; in Section IV the results are discussed, and
conclusions are drawn in Section V.
II. METHODOLOGY
In this section, the methodology used to construct the phase diagram is described. This
relies on the calculation of the Gibbs formation energies, ∆G0f , of all of the compounds of
involved. This in turn requires the determination of the standard chemical potentials of the
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elements, µ0.
We will generally neglect entropic and volumetric work contributions to the Gibbs energy
and approximate G with the total energy E at 0K as given by DFT. This is well justified
for solids in the temperature and pressure range of interest, because the entropic contribu-
tion is mainly vibrational and the volume of solids is nearly independent of pressure and
temperature. Hence, these terms are small and tend to cancel [33]. The reference state for
oxygen, however, is the gaseous dimer and needs further consideration. The Gibbs energy of
an (ideal) gas contains significant translational and rotational entropy as well as volumetric
work.
The following expression for the oxygen chemical potential as a function of of pO2 and T
reflects this [34]:
µO2(pO2 , T ) = E0 + (µ
0
O2
− E0)
T
T 0
−
5kB
2
T ln
(
T
T 0
)
+ kBT ln
(
pO2
p0O2
)
(1)
This expression contains two unkown quantities: E0, the energy per O2 molecule at 0K
and µ0O2, the chemical potential of an O2 molecule at standard conditions (where superscript
0 indicates standard conditions: T 0 = 298.15K and p0O2 = 1bar). E0 is easily calculated
using the B3LYP functional with DFT as outlined in Section III, while µ0O2 is normally
estimated using experimental data. Since we need µ0O2, rather than µO2(pO2, T ) to calculate
the Gibbs formation energies, it is useful to adapt this expression for this purpose. To do
so, it is neccesary to introduce the the Shomate equation, which expresses the temperature
dependence of the Gibbs free energies per mole at standard pressure, at pO2 = p
0
O2
:
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0
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t2
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12
− E
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where t = T/1000 and the coefficients given in table I. By equating the temperature
derivatives of Equations 1 and 2 at pO2 = p
0
O2
, µ0O2(T ) is obtained:
µ0O2(T ) = E0+T
0
[
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3
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(3)
which relies on only one unkown quantity E0 and gives us µ
0
O2
when T = T0.
Instead of relying on DFT to provide energetics for the metallic reference states of La
and Mn, we adopt an approach where the chemical potential of La and Mn in their standard
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TABLE I: The parameters for the range 100 - 700 K [35].
A 31.32234× 103 kJ/(mol K)
B -20.23531× 106 kJ/(mol K2)
C 57.86644× 109 kJ/(mol K3)
D -36.50624× 1012 kJ/(mol K4)
E -0.007374× 10−3 kJ K/mol
F -8.903471 kJ/mol
G 246.7945 kJ/mol
H 0 kJ/mol
states is obtained using the Gibbs formation energy of their oxides. This avoids the need
to compare DFT energies for oxides and metals which is likely to introduce significant error
due to the lack of error cancellation. The general formula for the formation energies of these
oxides is:
∆G0fMxOy = µ
bulk
MxOy
− xµ0M − yµ
0
O (4)
where M and O are metal and oxygen in the oxide MxOy, ∆G
0
fMxOy
is the standard Gibbs
formation energy from experiment [36] and µbulkMxOy is the chemical potential (Gibbs energy)
of the bulk oxide. In the case of La, µ0La is calculated from the following equation for La2O3
by introducing the value of µ0O2 given by the previous method.
∆G0fLa2O3 = µ
bulk
La2O3
− 2µ0La −
3
2
µ0O2 (5)
where the potential for the bulk La2O3, µ
bulk
La2O3
, can be equated to the ground state energy, as
discussed earlier [33]. In the case of the manganese oxides the same approach can be applied;
however, since there are several oxides, slightly different manganese chemical potentials arise.
These values have to be averaged to provide a value to calculate the ab initio formation
energies of the manganese oxides and LaMnO3. The quantities, µ
0
La, µ
0
Mn and µ
0
O2
, define
the upper stability limits in terms of the chemical potentials µLa, µMn and µO2 for any
compound in the system. Therfore it is true that:
µi − µ
0
i ≤ 0 (6)
where i = La,Mn,O. Above these limits the compounds decompose into their constituent
elements. These conditions can be used to introduce a change of variable, ∆µi = µi − µ
0
i to
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give:
∆µi ≤ 0 (7)
which is convenient for the construction of a phase diagram. For example, the equilibrium
chemical potential of LaMnO3 with respect to its elements, given by:
µLa + µMn +
3
2
µO2 = µ
bulk
LaMnO3
, (8)
can be expressed as:
∆µLa +∆µMn +
3
2
∆µO2 = ∆G
0
fLaMnO3
(9)
by stoichiometrically subtracting µ0La, µ
0
Mn and µ
0
O2
from both sides of Equation 8. Note
that the stoichiometrically weighted chemical potentials ∆µ0La, ∆µ
0
Mn and ∆µ
0
O2
must sum
to ∆G0fLaMnO3 . Hence, as has been pointed out [37], ∆µi for each element is not allowed to
become so negative (i.e. more negative than ∆G0fLaMnO3) that the others break their upper
limit ∆µi ≤ 0. Therefore, in the case of LaMnO3, the lower limits for the chemical potentials
µi are defined as:
∆µi ≥
1
xi
∆G0fLaMnO3 (10)
with xi equal to the stoichiometric coefficient of i. When combining Equations 7 and 10, it
follows that
1
xi
∆G0fLaMnO3 ≤ ∆µi ≤ 0 (11)
By considering Equation 9 and the limits that have been discussed, a region in the La-Mn-
O chemical potential space can now be defined where LaMnO3 is stable with respect to
the reference states. The competing phases, however, impose similar conditions and further
limit the range of chemical potentials which stabilise LaMnO3. Accordingly, a phase diagram
can be constructed to show the stability region for LaMnO3 by considering the equivalent
equations for each of the competing oxides.
III. COMPUTATIONAL DETAILS
All calculations have been performed using the CRYSTAL09 [38] software package, based
on the expansion of the crystalline orbitals as a linear combination of a local basis set (BS)
consisting of atom centred Gaussian orbitals. The Mn and O atoms are described by a triple
valence all-electron BS: an 86-411d(41) contraction (one s, four sp, and two d shells) and
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an 8-411d(1) contraction (one s, three sp, and one d shells), respectively; the most diffuse
sp(d) exponents are αMn=0.4986(0.249) and αO= 0.1843(0.6) Borh−2 [39]. The La basis set
includes a nonrelativistic pseudopotential to describe the core electrons, while the valence
part consists of a 411p(411)d(311) contraction scheme (with three s, three p and three d
shells); the most diffuse exponent is αLa=0.15 Borh−2 for each s,p and d [17].
Electron exchange and correlation are approximated using the B3LYP hybrid exchange
functional, which, as noted above, is expected to be more reliable than LDA or GGA ap-
proaches [31, 32]. The exchange and correlation potentials and energy functional are in-
tegrated numerically on an atom centred grid of points. The integration over radial and
angular coordinates is performed using Gauss-Legendre and Lebedev schemes, respectively.
A pruned grid consisting of 99 radial points and 5 sub-intervals with (146, 302, 590, 1454,
590) angular points has been used for all calculations (the XXLGRID option implemented
in CRYSTAL09 [38]). This grid converges the integrated charge density to an accuracy of
about ×10−6 electrons per unit cell. The Coulomb and exchange series are summed di-
rectly and truncated using overlap criteria with thresholds of 10−7, 10−7, 10−7, 10−7 and
10−14 as described previously [38, 40]. Reciprocal space sampling was performed on a Pack-
Monkhorst net with a shrinking factor comparable to IS=8 for the smallest cell of MnO.
The self consistent field procedure was converged up to a tolerance in the total energy of
∆E = 1 · 10−7Eh per unit cell.
The cell parameters and the internal coordinates have been determined by minimization of
the total energy within an iterative procedure based on the total energy gradient calculated
analytically with respect to the cell parameters and nuclear coordinates. Convergence was
determined from the root-mean-square (rms) and the absolute value of the largest component
of the forces. The thresholds for the maximum and the rms forces (the maximum and the
rms atomic displacements) have been set to 0.00045 and 0.00030 (0.00180 and 0.0012) in
atomic units. Geometry optimization was terminated when all four conditions were satised
simultaneously.
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IV. RESULTS
A. Geometries and Energetics
The optimized lattice parameters of the most stable (crystallographic/magnetic) phases
for LaMnO3 and the competing oxides are given in Table II. For the competing oxides some of
the other commonly observed crystallagrapic phases and magnetic configurations have been
investigated and the results are reported in Table III. The ∆E is the increase in energy from
the most stable phase and magnetic configuration of the corresponding compound given in
Table II.
Only the low temperature phase of LaMnO3, which is orthorhombic and A-type antifer-
romagnetic (AAF) [18, 41, 52], has been simulated. The calculated lattice parameters b
and c are in good agreement with the experimental values; the percentage error is less than
1.5%. The a parameter, however, is overestimated by almost 5% with respect to the low
temperature (9K) structure cited. It is noted that there is no experimental certainty for this
parameter; values between 5.472-5.748 A˚ are reported[42]. Only two sets of values based
on theory have been reported previously. In one case, the unrestricted Hartree-Fock level
of theory is used (a = 5.740 b = 7.754 c = 5.620 [16]), while in the other the generalized
gradient approximation (GGA) to DFT is adopted (a = 5.7531 b = 7.7214 c = 5.5587 [24]);
both predict a value of a close to the upper limit observed experimentally.
The only competing binary oxide containing La is La2O3, which occurs in a body-centered
cubic structure for the most stable phase (see Table II) and in the trigonal structure at high
temperature (see Table III) [42, 44, 53]. Both are non-magnetic.
The competing binary Mn oxides are discussed in terms of oxidation state as follows:
MnO2(IV), Mn2O3(III), Mn3O4(II/III) and MnO(II). For the manganese oxides in Table II
the percentage error between the experimental and calculated lattice parameters is less than
2.3% [32].
The lowest energy for MnO2 was found for the orthorhombic (ramsdellite) antiferromagnetic
(AFM) structure, with the spin configuration as indicated by the arrows in Table II. The
differences in energy between various spin configurations both within and in between the
orthorhombic and rutile (pyrolusite) structures, are of the order of tens of meV. This can be
linked to the high number of polymorphs observed for this material [54, 55]. This finding is
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TABLE II: Experimental and optimized lattice parameters (a, b and c in A˚) of the most stable
(crystallographic/magnetic) phases at low temperature for LaMnO3 and the competing oxides. The
magnetic solution is indicated in the second column as AFM, FM and NM for the antiferromagnetic,
ferromagentic and non-magnetic case; the type of AFM is labelled by (A) and (G), see Ref. [41].
The arrows proceeding the type of magnetic phase indicate the spin direction of the sequence of
Mn atoms in the cell according to Figure 1. The temperature at which the experimental geometry
was obtained is given in the column labelled T(K) accoding to Ref. [42]; a specified range indicates
where the compound is stable. The percentage error (%) of the calculated lattice parameters
relative to the experimental parameters cited for the compound, are also included in italics.
Compound Space Group a b c T(K) Ref.
LaMnO3 Exp. Pnma (62) 5.730 7.672 5.536 9 [43]
AFM (A) Opt. 6.010 7.735 5.614
4.89 0.82 1.41
La2O3 Exp. Ia3 (206) 11.360 - - ≤770 [44]
NM Opt. 11.583 - -
1.96 - -
MnO2 Exp Pnma (62) 9.273 2.864 4.522 298 [45]
AFM ↑↓↑↓ Opt. 9.269 2.882 4.624
-0.04 0.62 2.26
Mn2O3 Exp. Pbca (61) 9.416 9.423 9.405 ≤302 [46]
FM Opt. 9.479 9.538 9.566
0.67 1.22 1.71
Mn3O4 Exp. I41/amd (141) 5.757 - 9.424 10 [47]
FiM ↑↑↓↓↑↑ Opt. 5.814 - 9.558
0.99 - 1.42
MnO Exp. Fm3m (225) 4.444 - - 293 [48]
AFM (G) Opt. 4.458 - -
0.32 - -
in agreement with previous work, but it has to be noted that the stability order is reverted,
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TABLE III: Experimental and optimised lattice parameters of some of the other commonly observed
structures. Annotation is the same as table II, with the addition of ∆E (meV), which is the
increase in energy from the most stable geometry and magnetic configuration of the corresponding
compound given in Table II. * indicates temperature at which the sample was synthesised
Compound Space Group a b c ∆E T(K) Ref.
La2O3 Exp. P3¯m1 (164) 3.937 - 6.129 ≥770 [44]
NM Opt. 3.999 - 6.331 136
MnO2 Exp Pnma (62) 9.273 2.864 4.522 298 [45]
FM Opt. 9.199 2.885 4.674 43
AFM ↑↓↓↑ Opt. 9.264 2.880 4.627 8
AFM ↓↓↑↑ Opt. 9.202 2.886 4.677 39
Exp P42/mnm (136) 4.404 - 2.877 [49]
FM Opt. 4.441 - 2.895 67
AFM Opt. 4.429 - 2.894 31
Mn2O3 Exp. Ia3 (206) 9.417 - - 723 [50]
FM Opt 9.520 - - 249
Mn3O4 Exp. I41/amd (141) 5.757 - 9.424 10 [47]
FM Opt. 5.842 - 9.560 200
FiM ↑↑↓↓↓↓ Opt. 5.800 - 9.577 12
FiM ↑↓↑↑↑↑ Opt. 5.822 - 9.554 99
FiM ↑↑↑↓↑↓ Opt. 5.809 5.825 9.566 94
FiM ↑↑↑↓↑↑ Opt. 5.821 5.832 9.558 100
FiM ↑↓↑↓↑↓ Opt. 5.818 - 9.554 82
Exp. Pbcm (57) 3.026 9.769 9.568 1000* [51]
FM Opt. 3.069 9.977 9.637 770
MnO Exp. Fm3m (225) 4.444 - - 293 [48]
FM Opt. 4.483 - - 96
when paramagnetic energies are obtained by fitting a Heisenberg Hamiltonian [55]. In fact,
the rutile structure is reported to have a lower energy (by 22 meV) with respect to the
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orthorhombic one [55].
Mn2O3 was simulated in its cubic and orthorhombic forms. The relative energies agree
with experiment, where the orthorhombic structure is considered stable at low temperature
[46, 50]. The structure was only simulated in its ferromagnetic (FM) form as there is no
consensus yet on its low temperature magnetic structure from experiment [56, 57].
Although Mn3O4 has a non-collinear magnetic structure with long range ordering [58, 59],
the simulation has been limited to ferromagnetic and ferrimagnetic (FiM) configurations
that can be defined within the primitive cell, consistent with previous work [30]. The spinel
FiM ↑↑↓↓↑↑ configuration (see Figure 1 for notation) is the most stable. In Table III the
various FiM/FM configurations of the spinel Mn3O4 are shown, differing within a range of
200 meV, while the high-pressure orthorhombic phase is drastically less stable (∆E =770
meV).
MnO has a faced-centered cubic G-type antiferromagnetic structure at low temperature
(TN=118K); the spins order ferromagnetically on (111) planes with antiferromagnetic cou-
pling between neighbouring planes [60, 61]. The optimised structure is characterized by a
uniform distortion of the cell angles by 1.52% indicating that at low temperatures the unit
cell of MnO becomes rhombohedrally distorted, in agreement with Hartree-Fock calcula-
tions [62] and neutron diffraction studies [61]. In addition, the distance between antifer-
romagnetically coupled Mn is shorter (3.135A˚) compared to the ferromagnetically coupled
Mn (3.170A˚); therefore, a contraction occurs normal to the ferromagnetic (111) planes cor-
responding to a magnetostriction effect. This does not occur in the FM phase, which has
an energy 96meV higher and an Mn-Mn distance of 3.170A˚.
B. Gibbs formation energies
The calculated Gibbs formation energies for the stable (lowest energy) phases of LaMnO3
and the competing Mn oxides are compared in Table IV with experimental Gibbs formation
energies obtained from a thermochemical database [36]. For La2O3, the calculated and
experimental ∆fG are identical by construction (cf. Section II), therefore it is omitted from
this table.
The maximum percentage error of ∆fG
0 relative to the experimental value in Table IV
does not exceed ±3%; a positive (negative) error means that the Gibbs formation energy
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TABLE IV: Gibbs free energy of formation (eV) for LaMnO3 and the manganese oxides [36, 64].
Compound Experimental ∆fG
0 Calculated ∆fG
0 Error(%)
LaMnO3 -14.03 -13.89 -1.0
MnO2 -4.82 -4.68 -3.0
Mn2O3 -9.13 -9.21 0.9
Mn3O4 -13.30 -13.61 2.4
MnO -3.76 -3.76 <0.1
is underestimated (overestimated). The mean relative error is 1.6%. The atypical large
error for MnO2 is noteworthy. It can be attributed to the natural occurance of Ruetschi
defects in ramsdellite (orthorhombic MnO2) [55]; this can stabilise the experimental energies
with respect to the (defect free) calculated energy, because low energy defects introduce
configurational entropy and lower the Gibbs enery.
In general, the calculated formation energies of the manganese oxides are in very good
agreement with experiment. This highlights the quality of the hybrid-exchange functional
B3LYP, which is able to consistently describe the oxygen molecule and the complete set
of manganese oxides, even though they are characterised by different oxidation states of
the transition metal. The accuracy of the data in Table IV is very good when compared
to recent reports (which have a mean error in the range of 7-17%) [25, 30]. This larger
error can be attributed partially to the functionals used (PW91, PBE, PBE+U, PBE0 and
HSE) and partially to the approaches adopted for the evaluation of µ0Mn and µ
0
O2
, which
did not adequately account for limited error cancellation in the respective approximations
to DFT. Careful consideration of error cancellation can lead to significant improvements, as
has been demonstrated in previous work [63]. However errors have to be expected when µ0Mn
and µ0O2 are calculated by using the ab initio energy of the metal and the oxygen molecule
indiscriminately with respect to the density functional.
C. Phase Diagram
Phase diagrams, constructed from the experimental and calculated Gibbs formation en-
ergies, are compared in Figure 2. The calculated bulk LaMnO3 stability region is in good
agreement with experiment. It is noted that in Figure 2 the stability region of LaMnO3 is
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affected by even a small percentage deviation from the experimental ∆fG
0 of LaMnO3 and
Mn3O4 (1% and 2.4%, respectively). However, from the previous studies [25, 30], the set of
calculations with the lowest mean error had a 7% mean error with the largest deviation of
16% for MnO2.
FIG. 2: Two-dimensional phase diagrams obtained by using the experimental and calculated Gibbs
formation energy at standard conditions.
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Figure 3 shows the phase diagram in 3D space by inclusion of the ∆µ0La axis. This
allows for a better understanding of the stability of each compound and limiting phase
equilibria. The decomposition of LaMnO3 into La2O3 and gaseous oxygen sets the lower
limit of the chemical potential of manganese. On the other hand, the upper limit for the
manganese chemical potential varies strongly according to the environment. In strongly
oxidising environments, the stability of LaMnO3 is limited by the manganese oxide that
can stabilise the most oxygen (MnO2), while the reverse is true for a strongly reducing
environment (Mn). Under midly redu cing or oxidizing conditions, LaMnO3 forms equilibria
with Mn3O4 and Mn2O3, which contain the intermediate (III) oxidation state of manganese.
Finally, the LaMnO3 bulk stability region sets meaningful limits of the chemical potentials
for the investigation of surface terminations, which is a prerequisite for the investigation of
catalytic properties in relation to AFC applications.
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FIG. 3: Three-dimensional phase diagram constructed from the calculated Gibbs formation energies
at STP. Note that the ∆µO2 axis is reversed with respect to plots in Figure 2. The stability region
of LaMnO3 is represented as the shaded area.
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V. CONCLUSIONS
The thermodynamic phase stability of bulk LaMnO3 and the manganese oxides have been
investigated using hybrid DFT with periodic boundary conditions. The most stable geo-
metric and magnetic phases of the compounds in the La-Mn-O system were determined and
used to calculate the Gibbs formation energies. Quantitative agreement between calcualted
and experimental formation energies at standard temperature and pressure was achieved (a
mean error of 1.6%). This allowed to investigate the different phase equilibria that confine
the stability region of bulk LaMnO3 in chemical potential space, and therefore the region
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where any surfaces of LaMnO3 can be stable, for the complete system where metals, oxides,
and gases partake.
The methodology developed was key to this investigation, as it allowed for the accurate
calculation of the oxygen and manganese chemical potentials, and subsequently demon-
strated that DFT simulations using the B3LYP functional can accurately predict the ther-
modynamics for the range of different valence states of the manganese oxides.
With regards to the study of the LaMnO3 as a catalyst in AFCs, this is crucial, as
the surfaces of LaMnO3 are certain to contain multiple oxidation states of manganese. In
conclusion, our methodology properly described the thermodynamics of bulk LaMnO3 and
will be able to address its surfaces.
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