We prove the orbital stability of sums of solitons for the one-dimensional Landau-Lifshitz equation with an easy-plane anisotropy, under the assumptions that the (non-zero) speeds of the solitons are different, and that their initial positions are sufficiently separated and ordered according to their speeds.
Introduction
We consider the one-dimensional Landau-Lifshitz equation
for a map m = (m 1 , m 2 , m 3 ) : R × R → S 2 . Originally introduced by Landau and Lifshitz in [16] , this equation describes the dynamics of magnetization in a one-dimensional ferromagnet, typically in samples of CsNiF 3 and TMNC (see e.g. [15, 13] ). The vector e 3 = (0, 0, 1) and the parameter λ ∈ R take into account the anisotropy of the material. When λ > 0, the ferromagnet owns an easy-axis anisotropy along the axis spanned by e 3 . When λ < 0, it owns an easy-plane anisotropy along the plane orthogonal to e 3 . In the isotropic case λ = 0, the Landau-Lifshitz equation reduces to the one-dimensional Schrödinger map equation, which has been intensively studied in the mathematical literature (see e.g. [11, 14] , and the references therein).
In this paper, we focus on the Landau-Lifshitz equation with an easy-plane anisotropy (λ < 0). Suitably scaling the map m, we assume from now on that λ = −1. The Landau-Lifshitz equation is integrable by means of the inverse scattering method (see e.g. [8] ). Using this method, one can check the existence of multi-solitons for (LL) and compute their expression (see [21, 23] ). Multisolitons are exact solutions to (LL) that can be regarded as a nonlinear superposition of single solitons. Our main goal in this paper is to investigate the stability along the Landau-Lifshitz flow of arbitrary perturbations of a superposition of solitons (see Theorem 2).
The hydrodynamic formulation
The Landau-Lifshitz equation is Hamiltonian. Its Hamiltonian, the so-called Landau-Lifshitz energy, is given by E(m) := 1 2 R |∂ x m| 2 + m In the sequel, we restrict our attention to the solutions m to (LL) with finite Landau-Lifshitz energy, i.e. in the energy space
In particular, since the component m 3 belongs to H 1 (R), the mapm := m 1 + im 2 satisfies the condition |m(x)| = (1 − m 2 3 (x)) 1 2 → 1, as x → ±∞, due to the Sobolev embedding theorem. As a consequence, the Landau-Lifshitz equation shares many properties with the nonlinear Schrödinger equations with non-zero conditions at infinity, e.g. with the Gross-Pitaevskii equation (see e.g. [1] ).
One of the common features lies in the existence of an hydrodynamic framework for the Landau-Lifshitz equation. In terms of the mapsm and m 3 , this equation may be recast as i∂ tm − m 3 ∂ xxm +m∂ xx m 3 −mm 3 = 0,
When the mapm does not vanish, one can write it asm = (1 − m 2 3 ) 1/2 exp iϕ. The equations for the hydrodynamic variables v := m 3 and w := ∂ x ϕ then write as     
This system is very similar to the hydrodynamic Gross-Pitaevskii equation (see e.g. [2] ). 1 In the sequel, most of the analysis is performed in the hydrodynamic framework. This simplifies both the construction and the study of chains of solitons.
Before defining more precisely these special solutions, notice that the Landau-Lifshitz energy is expressed as
in terms of the hydrodynamic pair v := (v, w). Another conserved quantity is the momentum P , which is simply defined as
The momentum P , as well as the Landau-Lifshitz energy E, play an important role in the construction and the qualitative analysis of the solitons.
The solitons
Solitons are special solutions to (LL) of the form m(x, t) = u(x − ct), for a given speed c ∈ R. The profile u is solution to the ordinary differential equation
This equation can be solved explicitly. When |c| ≥ 1, all the solutions with finite Landau-Lifshitz energy are constant, namely the constant vectors u with u 3 = 0. In contrast, when |c| < 1, the non-constant solutions u c to (3) are given by the formulae 
up to the invariances of the equation, i.e. translations, rotations around the axis x 3 and orthogonal symmetries with respect to the plane x 3 = 0. We refer to [5] for more details.
When c = 0, the functionǔ c does not vanish. In the hydrodynamic framework, we can identify the soliton u c with the pair 
In this framework, the only remaining invariances of (3) with a ∈ R and s ∈ {±1}.
Our goal in this paper is to establish the orbital stability of a single soliton v c,a,s along the hydrodynamic Landau-Lifshitz flow. We will also consider the case of a sum of solitons S c,a,s , which we define as with N ∈ N * , c = (c 1 , . . . , c N ), with c j = 0, a = (a 1 , . . . , a N ) ∈ R N , and s = (s 1 , . . . , s N ) ∈ {±1} N . More precisely, we will establish that, when the initial speeds c 0 j are ordered according to the initial positions a 0 j , and when the initial positions are sufficiently separated, the solution corresponding to a chain of solitons at initial time, that is a perturbation of a sum of solitons S c 0 ,a 0 ,s 0 , remains a chain of solitons for any positive time.
Statement of the main results
Before detailing this stability result, we have to consider the Cauchy problem for the hydrodynamic Landau-Lifshitz equation. In view of the expression of the energy in (1), the natural space for solving it is given by
which we can endow with the metric structure corresponding to the norm
The non-vanishing condition on the maximum of |v| is necessary to define properly the function w, which, in the original setting of a solution m to (LL), corresponds to the derivative of the phase ϕ of the mapm. Due to the Sobolev embedding theorem, this non-vanishing condition is also enough to define properly, and then establish the continuity of the energy E and the momentum P on N V(R).
Concerning the Cauchy problem for (HLL), we show the following local well-posedness result. 
as n → +∞, for any T < T max .
(ii) The maximal time T max is characterized by the condition lim t→Tmax max x∈R |v(x, t)| = 1, if T max < +∞.
(iii) The energy E and the momentum P are constant along the flow.
as n → +∞, the maximal time of existence T n of the solutions v n to (HLL), with initial datum v 0 n , satisfies
and
as n → +∞, for any 0 ≤ T < T max .
In other words, Theorem 1 provides the existence and uniqueness of a continuous flow for (HLL) in the energy space N V(R). This is enough to consider the stability of the sums of solitons in the energy space. We will prove it for the solutions corresponding to this unique continuous flow (see Theorem 2 below).
On the other hand, this does not prevent from the existence of other solutions which could not be approached by smooth solutions according to (6) . In particular, we do not claim that there exists a unique local solution to (HLL) in the energy space for a given initial datum. Remark 1. To our knowledge, the question of the global existence (in the hydrodynamic framework) of the local solution v is open. In the sequel, we by-pass this difficulty using the stability of a well-prepared sum of solitons S c,a,s . Since the solitons in such a sum have exponential decay by (5) , and are sufficiently well-separated, the sum S c,a,s belongs to N V(R). Invoking the Sobolev embedding theorem, this remains true for a small perturbation in H 1 (R) × L 2 (R). As a consequence, the global existence for a well-prepared chain of solitons follows from its stability by applying a continuation argument (see Subsection 1.5 below).
Remark 2. We do not tackle here the Cauchy problem for the original Landau-Lifshitz equation. The existence of global solutions can be achieved following arguments similar to the one performed by Zhou and Guo [26] , or Sulem, Sulem and Bardos [25] , for the Schrödinger map equation (see also [11] for more details). The uniqueness of solutions in the energy space E(R) is more involved. We refer to [14] for a discussion about this subject in the case of the Schrödinger map equation.
We refer to Appendix A for the proof of Theorem 1. The main difficulty is to establish the continuity with respect to the initial datum in the energy space. In this direction, we rely on the strategy developed by Chang, Shatah and Uhlenbeck in [4] for the Schrödinger map equation (see also [12, 22] ). We introduce the map
where we have set
The map Ψ solves the nonlinear Schrödinger equation
with
while the function v satisfies the two equations
In this setting, deriving the continuous dependence in N V(R) of v with respect to its initial datum reduces to establish it for v and Ψ in L 2 (R). This can be done combining a standard energy method for v, and classical Strichartz estimates for Ψ (see Appendix A for more details).
Concerning the stability of chains of solitons, our main result is
There exist positive numbers α * , L * and A * , depending only on c * such that, if v 0 ∈ N V(R) satisfies the condition
for points a 0 = (a 0 1 , . . . , a 0 N ) ∈ R N such that
then the solution v to (HLL) with initial datum v 0 is globally well-defined on R + , and there exists a function a = (a 1 , . . . , a N )
for any t ∈ R + .
Theorem 2 provides the orbital stability of well-prepared chains of solitons with different, non-zero speeds for positive time. The chains are well-prepared in the sense that their positions at initial time are well-separated and ordered according to their speed (see condition (15) ). As a consequence, the solitons are more and more separated along the Landau-Lifshitz flow (see estimate (17) ). Their interactions become weaker and weaker. The stability of the chain then results from the orbital stability of each single soliton in the chain, which is a particular case of Theorem 2 when N is taken equal to 1.
Using the time reversibility of the Landau-Lifshitz equation, we also derive the orbital stability of reversely well-prepared chains of solitons for negative time. The analysis of stability for both negative and positive time is more involved. It requires a deep understanding of the possible interactions between the solitons in the chain (see [17, 18] for such an analysis in the context of the Korteweg-de Vries equation). This issue is of particular interest because of the existence of multi-soliton solutions (see [21, 23] ). Theorem 2 provides their stability for positive time when they are well-prepared.
Before going to the main elements in the proof of Theorem 2, we would like to underline that the arguments in the proof do not make use of the inverse scattering transform. Instead, they rely on the Hamiltonian structure of the Landau-Lifshitz equation, in particular, on the conservation laws for the energy and momentum. Our arguments can presumably be extended to non-integrable equations similar to the hydrodynamic Landau-Lifshitz equation.
Main elements in the proof of Theorem 2
Our strategy is reminiscent of the one developed to tackle the stability of well-prepared chains of solitons for the generalized Korteweg-de Vries equations [19] , the nonlinear Schrödinger equations [20] , or the Gross-Pitaevskii equation [2] .
A key ingredient in the proof is the minimizing nature of the soliton v c , which can be constructed as the solution of the minimization problem
This characterization results from the compactness of the minimizing sequences for (19) on the one hand, and the classification of solitons in (4) on the other hand. The compactness of minimizing sequences can be proved following the arguments developed for a similar problem in the context of the Gross-Pitaevskii equation (see [1, Theorem 3] ).
The Euler-Lagrange equation for (19) reduces to the identity
The speed c appears as the Lagrange multiplier of the minimization problem. The minimizing energy is equal to
while the momentum of the soliton v c is given by
when c = 0. An important consequence of formula (22) is the inequality
which is related to the Grillakis-Shatah-Strauss condition (see e.g. [10] ) for the orbital stability of a soliton. As a matter of fact, we can use inequality (23) to establish the coercivity of the quadratic form
under suitable orthogonality conditions. More precisely, we show
There exists a positive number Λ c , depending only on c, such that
for any pair ε ∈ H 1 (R) × L 2 (R) satisfying the two orthogonality conditions
Moreover, the map c → Λ c is uniformly bounded from below on any compact subset of (−1, 1)\{0}.
The first orthogonality condition in (25) originates in the invariance with respect to translations of (HLL). Due to this invariance, the pair ∂ x v c lies in the kernel of Q c . The quadratic form Q c also owns a unique negative direction, which is related to the constraint in (19) . This direction is controlled by the second orthogonality condition in (25) .
As a consequence of Proposition 1, the functional
controls any perturbation ε = v − v c satisfying the two orthogonality conditions in (25) . More precisely, we derive from (20) and (24) that
when ε H 1 ×L 2 → 0. When v is a solution to (HLL), its energy E(v) and its momentum P (v) are conserved along the flow. The left-hand side of (26) remains small for all time if it was small at initial time. As a consequence of (26), the perturbation ε remains small for all time, which implies the stability of v c .
The strategy for proving Theorem 2 consists in extending this argument to a sum of solitons. This requires to derive a coercivity inequality in the spirit of (26) for the perturbation of a sum of solitons v c j ,a j ,s j . In a configuration where the solitons v c j ,a j ,s j are sufficiently separated, a perturbation ε, which is localized around the position a k , essentially interacts with the soliton v c k ,a k ,s k due to the exponential decay of the solitons. In order to extend (26) , it is necessary to impose that ε satisfies at least the orthogonality conditions in (25) for the soliton v c k ,a k ,s k . In particular, we cannot hope to extend (26) to a general perturbation ε without imposing the orthogonality conditions in (25) for all the solitons in the sum.
It turns out that this set of orthogonal conditions is sufficient to derive a coercivity inequality like (26) when the solitons in the sum are well-separated (see Proposition 3 below). Before addressing this question, we have to handle with the usual tool to impose orthogonality conditions, that is modulation parameters. Here again, we take advantage of the exponential decay of the solitons to check that modulating their speeds and positions is enough to get the necessary orthogonality conditions, at least when the solitons are well-separated.
More precisely, we now fix a set of speeds c * = (c * 1 , . . . , c * N ) ∈ (−1, 1) N , with c * j = 0, and of orientations s * = (s * 1 , . . . , s * n ) ∈ {±1} N as in the statement of Theorem 2. Given a positive number L > 0, we introduce the set of well-separated positions
and we set
By construction, the maps φ j −φ j+1 are localized in a neighbourhood of the soliton v j . Moreover, they form a partition of unity since they satisfy the identity
Setting
where
and following the strategy described above, we prove that the functional F controls the perturbation ε up to small error terms.
, satisfies the two inequalities
and In order to establish the stability of a sum of solitons with respect to the Landau-Lifshitz flow, we now consider an initial datum v 0 ∈ V(α/2, 2L), with α ≤ α * 2 and L ≥ L * 2 . Invoking the continuity of the flow with respect to the initial datum (see Theorem 1), we can assume the existence of a positive number T such that
for any t ∈ [0, T ]. As a consequence, we can specialize the statements in Propositions 2 and 3 to the pair v(·, t). We define c(t) := c(v(·, t)) := c 1 (t), . . . , c N (t) and a(t) := a(v(·, t)) := a 1 (t), . . . , a N (t) , as well as
for any t ∈ [0, T ]. In view of Proposition 2, we have
Similarly, Proposition 3 provides
Coming back to the strategy developed for the orbital stability of a single soliton (see the discussion after inequality (26)), we observe two major differences between the coercivity estimates (26) and (35). The first one lies in the two extra terms in the right-hand side of (35). There is no difficulty to control the second term, namely O(L exp(−ν c * L/16)), since it becomes small when L is large enough. In contrast, we have to deal with the differences |c j (t) − c * j | 2 . In order to bound them, we rely on the equation satisfied by the perturbation ε. Introducing identity (37) into (HLL) and using (20) , we are led to the equations
Here, we have set v j (·, t) := v c j (t),a j (t),s * j (·) and w j (·, t) := w c j (t),a j (t),s * j (·) for any 1 ≤ j ≤ N , as well as
in order to simplify the notation. We next differentiate with respect to time the orthogonality conditions in (28) to derive bounds on the time derivatives a ′ j (t) and c ′ j (t) of the modulation parameters. This provides Proposition 4. There exist positive numbers α * 3 ≤ α * 2 and L * 3 ≥ L * 2 , depending only on c * and s * , such that, if α ≤ α * 3 and L ≥ L * 3 , then the modulation functions a and c are of class C 1 on [0, T ], and satisfy
for any t ∈ [0, T ].
Combining Proposition 4 with the bounds in (29), we conclude that the evolution of the modulation parameters is essentially governed by the initial speeds of the corresponding solitons in the sum S c * ,a * ,s * . In particular, when the speeds are well-ordered, that is when
the solitons in the sum S c(t),a(t),s * remain well-separated for any t ∈ [0, T ]. More precisely, setting
we can derive from (29), (42) and (43), for a possible further choice of the numbers α * 3 and L * 3 , the estimates
In view of these bounds and the exponential decay of the solitons, the interactions between the solitons remain exponentially small for any
A second difference between (26) and (35) lies in the fact that the left-hand side of (35) is not conserved along the (HLL) flow due to the presence of the cut-off function φ j − φ j+1 in the definition of P j . As a consequence, we also have to control the evolution with respect to time of these quantities. We derive this control from the law of conservation of momentum, which may be written as
As a consequence of this equation, we obtain a monotonicity formula for a localized version of the momentum. More precisely, we set
for any 1 ≤ j ≤ N . Using (46), we establish 
for any 1 ≤ j ≤ N and any t ∈ [0, T ]. In particular, the map F is of class C 1 on [0, T ] and it satisfies
Estimate (49) is enough to overcome the fact that the function F is not any longer conserved along time. We now have all the elements to complete the proof of Theorem 2 applying the strategy developed for the orbital stability of a single soliton.
End of the proof of Theorem 2
In order to control the growth with respect to time of ε(·, t), we first take advantage of the monotonicity formulae in Proposition 5. They provide a control on the evolution between time 0 and time t of the momentum R j (t) at the right of the position (a j−1 (t)+a j (t))/2. More precisely, the integration of (48) on [0, t] leads to the inequality
Since P j = R j − R j+1 by (34) and (47), we deduce from (33), (43) and the conservation of E and P along the flow that
In view of Proposition 3, we also have
Plugging this estimate into (51), combining with (50), and using (29), we are led to the bound
where α 0 is defined in (16) .
Controlling the evolution of the momentum R j (t) at the right of all the positions (a j−1 (t) + a j (t))/2 is enough to control the evolution of the momentum P j (t) between two of these positions. This follows from definitions (31), (34) and (47), which can be combined with (52) to obtain
for any 2 ≤ j ≤ N . The same estimate holds for j = 1 due to the conservation of momentum.
Recall now that, due to the exponential decay of the solitons, the quantities P j (t) are essentially equal to the momentum of the soliton v c j (t) , when ε(·, t) is small. This claim is a consequence of the Taylor formula, which can be applied as in the proof of Proposition 3 (see Claim 2 in Subsection 2.3) to obtain
.
In view of (53), we are led to
At this stage, we make use of the explicit formula (22) of the momentum P (Q c ) to control the evolution with respect to time of the speeds c j (t). Combining (23) and (39), we write
so that, by (29) and (54),
In view of (38), we can decrease the value of α * 4 , if necessary, so that
In order to bound ε(·, t), we next combine the coercivity formula in Proposition 3 and the monotonicity formula in Proposition 5 to obtain
Decreasing again α * 4 , if necessary, we infer from (38) that
In order to conclude the proof, we finally apply a continuation argument. We set
When the numbers α * and L * in Theorem 2 are chosen such that α * < α * 4 and L * > L * 4 + 2, it follows from the continuity of the flow that T * is positive. Moreover, since
We next invoke (55) and (56) to guarantee the existence of a positive number K * such that
for any t ∈ [0, T * ). On the other hand, we combine the definition of L 0 with (30) to check that
In view of (44), this is enough to prove that
for any t ∈ [0, T * ). It then remains to choose numbers α * and L * so that
to guarantee that T * = T max = +∞. As a consequence, the solution v is globally defined on R + , and it satisfies (18) due to (57). We finally derive (17) from (42), (55) and (57). This completes the proof of Theorem 2.
Outline of the paper
The paper is organized as follows. Section 2 is devoted to the proof of the stabilizing properties of a chain of solitons, more precisely, the proofs of Propositions 1, 2 and 3. In Section 3, we consider dynamical aspects: the control on the evolution of the modulation parameters in Proposition 4, and the derivation of the monotonicity formulae in Proposition 5. Finally, we show the local well-posedness result for (HLL) in Theorem 1 in a separate appendix.
2 Stabilizing properties of a chain of solitons
Proof of Proposition 1
The proof is reminiscent of the one in [2, Proposition 1]. For the sake of completeness, we provide the following details. In view of (1) and (2), the quadratic form Q c is given by
This quantity is well-defined when c = 0, in particular, due to the identity min
which is a consequence of (5). Recall also that v c solves the equation
while w c is given by
Therefore, we can rewrite the expression in (2.1) under the form
where L c refers to the Sturm-Liouville operator defined by
The unbounded operator L c is self-adjoint on L 2 (R), with domain H 2 (R), and, by the Weyl criterion, with essential spectrum [1−c 2 , +∞). Due to the invariance with respect to translations of (HLL), the derivative ∂ x v c lies in the kernel of L c . Since this function has exactly one zero, it follows from Sturm-Liouville theory (see e.g. [7] ) that L c owns a unique negative eigenvalue −λ c . Moreover, the corresponding eigenspace, as well as the kernel of L c , have dimension one. We denote by χ c an eigenfunction of L c for the eigenvalue −λ c .
In view of (2.3), the unbounded operator Q c corresponding to the quadratic form Q c is given by
, and by the Weyl criterion, with essential spectrum [min{1 − |c|, 3/4 − c 2 }, +∞). In view of (2.3), the quadratic form Q c (ε) is positive when ε = 0 satisfies the two orthogonality conditions χ c , ε
Moreover, the pair ∂ x v c lies in the kernel of Q c , while
As a consequence, Q c has exactly one negative eigenvalue −µ c , and its kernel is spanned by the derivative ∂ x v c . In particular, there exists a positive number A c , depending continuously on c (due to the analytic dependence on c of the operator Q c ), such that
when ε satisfies the two orthogonality conditions
where u c refers to a L 2 × L 2 -normalized eigenfunction of Q c for the eigenvalue −µ c .
We now check that inequality (2.4) remains valid, up to a possible further choice of the positive number A c , when we replace the orthogonality conditions in (2.5) by the one in (25) . With this goal in mind, we consider a pair ε, which satisfies the orthogonality conditions in (25), and we decompose it as ε = au c + r, where r satisfies (2.5). Similarly, we decompose the derivative ∂ c v c = αu c + r c , with r c satisfying (2.5) 2 . We next compute
On the other hand, differentiating (20) with respect to c, we obtain the identity
As a consequence, there exists a number 0 ≤ δ < 1 such that
At this stage, two situations can occur. When δ = 0, r c is equal to 0, and ∂ c v c is an eigenfunction of Q c for the eigenvalue −µ c . In view of (2.6), the orthogonality conditions in (25) and (2.5) are equivalent, so that inequality (2.4) remains valid under the conditions in (25) . In contrast, when δ > 0, we write
Since Q c is positive under the orthogonality conditions in (2.5), we can apply the Cauchy-Schwarz inequality to get
Since ∂cvc is an even pair, whereas ∂xvc is odd, they are orthogonal in
by (25) and (2.6), we deduce from (2.7) that Q c (r) ≥ µ c a 2 /δ. In view of (2.4) and (2.8), we are led to
with B c = (1 − δ) min{µ c , A c }/2. In this case again, inequality (2.4) remains valid under conditions (25) .
In order to complete the proof of (24), it remains to replace the L 2 ×L 2 -norm in the right-hand side of (2.4) by an H 1 × L 2 -norm. In this direction, we observe that
by (5) and (2.2), where K c depends continuously on c. Given a number 0 < τ < 1, we deduce that
under the orthogonality conditions in (25) . It remains to choose τ = A c /2(A c + K c ), to obtain (24) for a positive number Λ c depending continuously on c.
Proof of Proposition 2
The proof is similar to the one performed for establishing [2, Proposition 2] (see also [19, 20] ). For the sake of completeness, we recall the following elements.
The first ingredient is the exponential decay of the soliton v c = (v c , w c ). In view of (5), given any integer p, there exists a positive number A p , depending only on p, such that
for any 0 < |c| < 1 and x ∈ R. As a consequence, we can derive as in [2, Lemma 2.1] that two solitons with same speed and orientation, as well as two sums of solitons with same speeds and orientations, cannot be close in 
for positions a ∈ Pos(M ) and b ∈ Pos(M ), we have
The second crucial ingredient is related to the map
where we have set, as usual, ε = v−S σ,b,s * . The map Ξ is well-defined for, and depends smoothly on v ∈ H 1 (R)×L 2 (R), σ ∈ (−1, 1), with σ i = 0, and b ∈ R N . In order to construct the mappings c and a in Proposition 2, we apply the quantitative version of the implicit function theorem in [2, Appendix A] to the map Ξ. This is possible due to the exponential decay in (2.9).
Indeed, set
for a fixed number 0 < τ < 1. Given c ∈ Σ(τ ) and a ∈ R N , we check that
and we compute
as well as
When j = k, we rely on (5) to derive
and, by (23) ,
Therefore, the diagonal matrix D c with the same diagonal elements as d σ,b Ξ(S c,a,s * , c, a) is a continuous isomorphism from R 2N to R 2N , with operator norm bounded from below by 2τ .
When j = k, we invoke the exponential decay in (2.9) to check the existence of a positive number A τ , depending only on τ , such that
when a ∈ Pos(L) for some positive number L. Combining with (2.12), we can write the differ-
where T 1 (c, a) has an operator norm less than 1/2, at least, when L is large enough.
On the other hand, since the operator norm of D c is bounded from below by 2τ , we can write
where T 2 (c, a) is a continuous linear mapping from
with an operator norm depending only on τ . In view of (2.9), the operator norm of the second order differential d 2 Ξ(v, c, a) is also bounded by a positive number A τ , depending only on τ , when
This is enough to apply [2, Proposition A.1] to the map Ξ. We set τ * := min{µ c * /2, ν c * /2}. Then, there exist positive numbers ρ * , Λ * and L * such that, for any (c, a) ∈ Σ(τ * ) × Pos(L * ), there exists a map γ c,a ∈ C 1 (B(S c,a,s * , ρ * ), Σ(τ * /2) × R N ) such that, given any w ∈ B(S c,a,s * , ρ * ), the pair (σ, b) = γ c,a (w) is the unique solution in B(S c,a,s * , Λ * ρ * ) to the equation
Moreover, the map γ c,a is Lipschitz on B(S c,a,s * , ρ * ), with Lipschitz constant at most Λ * .
We next denote by β * the positive number such that (2.11) holds, when condition (2.10) is satisfied for ρ := Λ * ρ * /3, and we set α * := min{ρ * /3, β * /4}. When v ∈ V(α * , L * ), there exists b ∈ Pos(L * ) such that v ∈ B(S c * ,b,s * , 2α * ). Since 2α * ≤ ρ * , the numbers c and a given by
are well-defined. We set c(v) = c and a(v) = a, and we show that the functions c and a satisfy all the statements in Proposition 2.
Combining (2.11), the Lipschitz continuity of the maps γ c,a , and the local uniqueness of the solution to (2.13), we first check that c and a do not depend on the choice of b ∈ Pos(L * ) such that v ∈ B(S c * ,b,s * , 2α * ). Hence, the functions c and a are well-defined from V(α * , L * ) to Σ(τ * /2), resp. R N . Moreover, they are of class C 1 on V(α * , L * ) due to the C 1 nature of the maps γ c,a , and again the local uniqueness of the solution to (2.13) (see the proof of [2, Proposition 2] for more details). Statement (ii) follows combining the definition of the map Ξ, and the identity Ξ(v, c(v), a(v)) = 0, which holds for any v ∈ V(α * , L * ).
Concerning (iii), we deduce from the Lipschitz continuity of the map γ c * ,a * that
when v ∈ B(S c * ,a * ,s * , α) for some positive number α < α * . As a consequence, we can decrease, if necessary, the value of α * so that
On the other hand, we also have the following estimate of
due to the explicit formulae for v c in (5). In view of (2.14), this gives
for A * = 1 + KΛ * . In particular, we can again decrease, if necessary, the value of α * in order to obtain
by using the Sobolev embedding theorem. In view of (2.2) and (2.9), we can also increase, if necessary, the value of L * in order to have
Combining with (2.15), this proves that V(α * , L * ) is included into N V(R), with inequality (27). It only remains to set α * 1 = α * and L * 1 = L * to conclude the proof of Proposition 2.
Proof of Proposition 3
In order to establish the two inequalities in Proposition 3, we refine the partition of unity in (32). Given a positive parameter τ < ν c * /16 to be fixed later, we set
for 1 ≤ j ≤ N , as well as
with 1 ≤ j ≤ N − 1, so that we have the partition of unity
Here, we have set y ± := max{±y, 0}. Similarly, we obtain
We next set We now expand the quantity F(v) in terms of the localized perturbations ε j and ε j,j+1 . Concerning the energy E(v), we apply the Taylor formula to write
where we recall that
In view of this decomposition, we have Claim 1.
Proof. The main tool in order to show Claim 1 is the following inequality
24) which holds for 1 ≤ p ≤ +∞, (a, b) ∈ R 2 , with a < b, and (σ a , σ b ) ∈ (0, +∞) 2 . We first apply (2.24) with p = 1 for estimating the quantity E(S). Since 
at least, when L ≥ 2/ν c * . Similarly, we combine (2.24), with p = 2, (2.25) and the Hölder inequality to estimate (2.22) as
In view of (20) and the orthogonality conditions in (28), we notice that
Since ε H 1 ×L 2 ≤ A * α * 1 by (29), we are led to
We next turn to (2.23). We decompose this quantity according to the partition of unity in (2.17) as
Combining (2.24), with p = +∞, and (2.25), and using the fact that 2τ < ν c * /2, we simplify the first integral in the right-hand side of (2.28) as
Since
, we obtain, after a translation by a j (v),
In view of (2.16), we check that
Similar computations provide the estimate
It remains to notice that (5) We now turn to the quantities P j (v), which we decompose as
For this decomposition, we show Claim 2.
Proof. We derive Claim 2 following the proof of Claim 1. The only difference lies in the fact that we also handle with the cut-off functions φ j − φ j+1 . Since they satisfy the pointwise estimates
by (31), we can again rely on (2.24) to bound the exponentially small interactions between the solitons v j , and the cut-off functions φ j , χ j and χ j,j+1 . This leads to Claim 2. We refer to the proof of [2, Proposition 3] for more technical details.
We now write F(v) along the decompositions in Claims 1 and 2. Before collecting the two identities, we observe that the Taylor formula provides
due to (20) . We also compute
Similarly, we have
In view of Claims 1 and 2, this gives
In order to establish inequality (35), we are reduced to show some coercivity for the quadratic forms Q c j (v) and Q j 0 . We deduce from Proposition 1 the following claim.
Claim 3.
There exists a positive number Λ * 1 , depending only on c * , such that
Proof. In view of the orthogonality conditions in (28), and of definition (2.20), we know that
Combining inequality (2.24), with p = 2, and estimates (2.18), (2.19) and (2.25), we infer that
and similarly,
Invoking formula (5) as well as the bounds on c j (v) in (30), we can decompose the pair ε j as
) + r j , with r j satisfying the orthogonality conditions in (25),
and the same estimate for β j . This ensures that
by Proposition 1. Since ∂ x v c j (v) lies in the kernel of Q c j (v) , we also have
so that we are led to
using (2.20) and (2.32). It remains to check that
by (5), (29), (30) and (2.32) in order to obtain
Claim 3 follows combining (29) with the property that the numbers Λ c in Proposition 1 are uniformly bounded from below for c lying in a compact subset of (−1, 1) \ {0}.
For the quadratic form Q j 0 , we similarly show Claim 4. There exists a positive number Λ * 2 , depending only on c * , such that
Proof. In view of (1), (31) and (34), we have
, for any w = (w 1 , w 2 ) ∈ H 1 (R) × L 2 (R), and 1 ≤ j ≤ N − 1. Similarly, we obtain
, and
Claim 4 follows combining with the equality
and the bounds in (30).
We are now in position to complete the proof of Proposition 3.
End of the proof of Proposition 3. Concerning inequality (35), we derive from Claims 3 and 4 the inequality
where we have set Λ * = min{Λ * 1 , Λ * 2 }/4. On the other hand, it was proved in [2, Lemma 1] that
Therefore, we can estimate (2.31) from below by
At this stage, we can fix the value of τ small enough, and then decrease the value of α * 1 and increase the value of L * 1 , if necessary, so that
This is enough to obtain inequality (35). Similarly, inequality (36) results from (2.31) using the property that the quadratic forms Q c j (v) and Q j 0 are continuous on H 1 (R) × L 2 (R), with continuous bounds depending only on c * by (30). This concludes the proof of Proposition 3.
Dynamical properties of a chain of solitons

Proof of Proposition 4
Coming back to Proposition 2, we notice that the modulation functions a(t) and c(t) own a C 1 dependence on the variations of the solution v(·, t) in H 1 (R) × L 2 (R). On the other hand, the solution v belongs to C 0 ([0, T ], H 3 (R) × H 2 (R)), when the initial datum v 0 belongs to H 5 (R) × H 4 (R) (see Proposition A.2). In this situation, it belongs to C 1 ([0, T ], H 1 (R) × L 2 (R)) by (HLL), so that we can apply the chain rule in order to guarantee that a and c are of class C 1 on [0, T ]. Moreover, we are allowed to differentiate with respect to time the orthogonality conditions in (28) and to invoke equations (40) and (41) to write
Here, M refers to the matrix of size 2N given by
The vectors Y and Z are defined by
w k as in the introduction.
We next decompose the matrix M as M = D + H, where D is the diagonal matrix of size 2N with diagonal coefficients
As a consequence of (39), we deduce that D is invertible, with the operator norm of its inverse bounded by some number depending only on c * .
Concerning the matrix H, we check that
whereas we can invoke (39), (2.9) and (2.24), and then argue as in the proof of Proposition 3 to obtain
for ℓ = k. On the other hand, it follows from (39) and (2.9) that
As a consequence, we can make a further choice of positive numbers α
and L ≥ L * 3 , the operator norm of the matrix D −1 H is less than 1/2. In this case, the matrix M is invertible and the operator norm of its inverse is uniformly bounded with respect to t. Coming back to (3.1), we are led to the estimate
2)
It remains to estimate the quantities Y k and Z k . We write
Combining the Sobolev embedding theorem, (39) and (2.9), we compute
Similarly, we rely on (39), (2.9) and (2.24) to derive
Arguing in the same way for the other terms in Y k and Z k , we conclude that
which is enough to deduce (42) from (3.2).
Finally, we apply a density argument to extend (42) to any solution
Recall that the modulation functions a(t) and c(t) depend continuously on v(·, t) in H 1 (R) × L 2 (R), which in turn depends continuously on the initial data v 0 by Theorem 1. As a consequence, the matrices M (·, t) and the vectors (Y (·, t), Z(·, t)) also depend continuously on v 0 in H 1 (R) × L 2 (R). Since the operator norm of the inverse matrices M (·, t) −1 is bounded by some positive number depending only on c * , we can apply a density argument to derive from (3.1) the C 1 nature of the modulation functions t → a(t) and t → c(t), as well as estimate (42). We refer to [2] for more details. This concludes the proof of Proposition 4.
Proof of Proposition 5
The monotonicity formulae in Proposition 5 are based on the conservation law for the momentum in (46). For the sake of completeness, we recall the derivation of this conservation law. 
Proof. In view of (HLL), the function vw is in
, so that we are authorized to derive from (HLL) that
Equation (46) then follows from the computation
Using Lemma 3.1, we can write the In this case, we derive from (46) that the derivative of R j is equal to
At this stage, we recall that the position parameters a j (t), as well as their derivatives a ′ j (t), depend continuously on v in C 0 ([0, T ], N V(R)) due to Proposition 2 on the one hand, and formula (3.1) on the other hand. As a consequence, the right-hand side of (3.3) depends continuously on
In view of the Cauchy theory for (HLL) in Theorem 1, we can apply a density argument to conclude that the function R j remains of class C 1 on [0, T ] when v is only in C 0 ([0, T ], N V(R)). Moreover, its derivative remains given by (3.3) . In particular, in view of definition (33), and the conservation of the energy E and the momentum P , the function F is also of class
In order to estimate the derivative R ′ j (t), we remark that the integrand in the first integral of the right-hand side of (3.3) is positive when v is small enough. In our context of a perturbation of a sum of solitons, this quantity is positive far away from the positions a k (t). On the other hand, in areas close to the positions a k (t), the integrand is exponentially small due to the decay of the derivatives ∂ x φ j and ∂ xxx φ j . As a matter of fact, we can compute
Following the remark above, we decompose the derivative R ′ j (t) according to the two areas given by the interval
and its complementary set. More precisely, we set
where we denote
Concerning R 2 (t), we deduce from (27), (45), (3.4) and (3.5) that
where A * denotes, here as in the sequel, a positive number depending only on c * and s * . On the other hand, since 1 − v 2 ≥ µ 2 c * /8 by (27), there exists a further positive number A * , depending only on µ c * , such that
As a consequence, we obtain
We next turn to R 1 (t), which we bound from below by
using (27) and (3.5) . When x ∈ I j (t), we deduce from (44) that
for any 1 ≤ k ≤ N . In view of (37), (38) (and the Sobolev embedding theorem), (39) and (2.9), this gives
for any x ∈ I j (t). We now decrease α and increase L, if necessary, so that
on the interval I j (t). Since ln(1 − s) ≥ −2s for 0 ≤ s ≤ 1/2, we deduce from (3.7) and (3.8) that
Combining with (3.6), we are led to (48). In order to conclude the proof of Proposition 5, it remains to use the conservation of the energy E and the momentum P to obtain (49).
A The Cauchy problem for the hydrodynamic Landau-Lifshitz equation
This appendix is devoted to the proof of Theorem 1, in other words, to the local well-posedness of (HLL) in the space N V(R). In Subsection A.1, we establish the existence of smooth solutions by following the strategy developed by Sulem, Sulem and Bardos in [25] (see also [11] ) for the Schrödinger map equation (see Proposition A.2 below). We then control the smooth solutions by controlling the solutions v and Ψ to the system of equations (12) and (14) (see Proposition A.3 below). This provides the statements in Theorem 1.
A.1 Construction of smooth solutions
Before addressing the Cauchy problem for the Landau-Lifshitz equation, we establish a useful density result concerning the energy space E(R).
Lemma A.1. Let m ∈ E(R). There exists a sequence of smooth functions m n ∈ E(R), with ∂ x m n ∈ H ∞ (R), and such that
as n → +∞. If the derivative ∂ x m is moreover in H k (R) for an integer k ≥ 1, then
Proof. The proof is standard (see e.g. [24] ). For the sake of completeness, we recall the following details. Consider a function χ ∈ C ∞ (R), with a compactly supported Fourier transform, and such that | χ| ≤ 1, χ = 1 on (−1, 1), and χ = 0 outside (−2, 2). Denote by µ n the maps given by
for any n ∈ N * and x ∈ R. Since χ belongs to the Schwartz class, we can combine its decay at infinity with the fact that |m| = 1 almost everywhere to guarantee that µ n is well-defined and smooth on R. On the other hand, the Fourier transform of µ n is equal to
Since ∂ x m is square integrable, and χ has compact support in (−2, 2), the Plancherel formula provides
Hence, ∂ x µ n belongs to H k (R) for any k ∈ N. We also check that
while, by the dominated convergence theorem,
as n → +∞. This proves (A.1). The convergence in (A.2) follows similarly. As a conclusion, the maps µ n satisfy all the statements in Lemma A.1, except that they are not valued into S 2 .
In order to complete the proof, we infer from (A.1) and the Sobolev embedding theorem that
as n → +∞. In particular, we have
For n large enough, we can assume that |µ n | ≥ 1/2 on R, so that we can define the map m n = µ n /|µ n |. It is then enough to apply the chain rule formula for Sobolev functions to check that the maps m n are smooth from R to S 2 , belong to the energy space E(R), with ∂ x m n ∈ H k (R) for any k ∈ N, and satisfy the convergences in (A.1) and (A.2).
We now turn to the well-posedness of (LL) when the prescribed initial data m 0 is smooth enough. We recall that the Landau-Lifshitz equation is integrable in dimension one by means of the inverse scattering method (see e.g. [8] ). In particular, it owns an infinite number of invariant quantities, among which the energy E and the second order energy 
for any t ∈ [0, T ] and k ∈ {0, 1}.
Proof. The conservation of the energy E follows from the direct computation Concerning the second order energy, we derive from (LL) the second order equation 
which follow from the condition |m| = 1, and of the algebraic identities
Taking the L 2 -product of (A.4) with ∂ t m, using the identity m, ∂ t m R 3 = 0, and integrating by parts, we compute
The conservation of E 2 then follows from the identities ∂ t m, ∂ xx m R 3 = m 3 ∂ t m 3 , and
Combining this conservation with the Gagliardo-Nirenberg inequality
and bound (A.3) for k = 0, we obtain (A.3) for k = 1.
We next derive the following higher order estimates.
Lemma A.3. Let k ≥ 2 and T > 0. Given a smooth function m 0 ∈ E(R), with ∂ x m 0 ∈ H ∞ (R), we consider a solution m ∈ C ∞ (R × [0, T ], S 2 ) to (LL) with initial datum m 0 , and we assume that m 3 and ∂ x m are in C 0 ([0, T ], H ℓ (R)) for any ℓ ∈ N. Then, there exists a positive number A, depending only on k, such that
Proof. The proof relies on standard energy estimates. Set
We deduce from (A.4) the formula
In this identity, F (m) refers to the right-hand side of (A.4), which we rewrite as
Recall next the Gagliardo-Nirenberg inequalities
which hold for f ∈ H k (R), for 0 ≤ j ≤ k and for some positive number A, depending only on k.
In view of the expression above for F (m), we infer from (A.7) and the Leibniz rule that
On the other hand, we derive from an integration by parts, and the Leibniz rule that
so that, again by (A.7) and the Leibniz rule,
Combining with (A.6) and (A.8), and applying the Sobolev embedding theorem, we are led to
H k . It remains to invoke the uniform bound on m 3 H 1 and ∂ x m H 1 in Lemma A.2, and to apply the Gronwall lemma to obtain (A.5). This completes the proof of Lemma A.3.
We are now in position to address the Cauchy problem for the Landau-Lifshitz equation. The energy estimates in (A.5) provide a natural functional framework to solve this problem. We shall look for solutions m with
This approach has the drawback of not providing any functional setting for the function m itself. However, we observe that
. Again, it is natural to look for the solution m in this functional space, or equivalently, in the space
, where, according to Lemma A.1, m refers to a smooth function in E(R), with ∂ x m ∈ H ∞ (R), and m 0 − m ∈ H k−1 (R).
At this stage, recall that Lemma A.1 guarantees that any function in the energy space E(R) belongs to some space of the form m + H 1 (R). In other words, solving the Cauchy problem for (LL) in E(R) amounts to solve it in all the sets m + H 1 (R). An advantage of the sets m + H 1 (R) is that they are naturally endowed with the metric structure corresponding to the H 1 -norm (see [9] for similar results in the context of the Gross-Pitaevskii equation).
As a consequence, we fix from now on a smooth map m ∈ E(R), with ∂ x m ∈ H ∞ (R). Following the arguments developed in [25] , we show the following statement for the Cauchy problem for (LL).
Proposition A.1. Let k ≥ 3 and m 0 ∈ m + H k+1 (R), with |m 0 | = 1 a.e. There exists a unique solution m :
) for any positive number T . In particular, m belongs to C 0 ([0, +∞), m + H k−1 (R)). Moreover, the energy E is constant along the flow.
When k ∈ {0, 1, 2}, the existence of such a weak solution remains true. There still exists a solution m :
for any T ∈ (0, +∞). We refer to [25] for the construction of this solution in the context of the Schrödinger map equation (see also [11] ). However, its uniqueness is not immediate. We refer to [14] for a discussion about this subject (again for the Schrödinger map equation).
In the sequel, we solve this issue in the context of the hydrodynamic Landau-Lifshitz equation by establishing the uniqueness of the (HLL) flow when the initial datum v 0 belongs to N V(R). This turns out to be sufficient in order to establish the stability of sums of solitons for the Landau-Lifshitz equation, which is the main focus of this paper.
Proof of Proposition A.1. Concerning the existence of a weak solution, we rely on the strategy developed by Sulem, Sulem and Bardos [25] in the context of the Schrödinger map equation (see also [11, Chapter 3] ). We discretize the Landau-Lifshitz equation according to the finitedifference scheme in [25] , and we check that the a priori bounds in (A.5) remain available for the discretized equation. We refer to [25] for more details about these computations.
Combining these a priori bounds with standard weak compactness and local strong compactness results, we obtain the existence of a weak solution m : R × [0, T ] → S 2 to (LL), with initial datum m 0 , and such that
for any fixed positive time T . This solution satisfies the a priori bounds in (A.5). Moreover, in view of (A.9), it lies in m 0
. We now turn to the uniqueness of this solution.
In this direction, we rely on the arguments developed in [6] (see also [14, Appendix] ). We consider a similar solutionm for a possible different initial datumm 0 ∈ m + H k+1 (R), and we set f := m −m and g := (m +m)/2. The functions f and g belong to C 0 ([0, T ], H 2 (R)), resp. m + C 0 ([0, T ], H 2 (R)), and they satisfy
(A.10)
, and we are allowed to compute after an integration by parts,
. As a consequence, we can write
so that, by (A.10),
(A.12)
Combining (A.11) and (A.12) with the a priori bound (A.5) (and the Sobolev embedding theorem), we deduce the existence of a positive number A, depending only on T , and the H 2 -norms of m 0 3 ,m 0 3 , ∂ x m 0 and ∂ xm 0 , such that
The uniqueness for any positive time T then follows from the Gronwall inequality. As a consequence of uniqueness, the solution is actually global.
It finally remains to show the conservation of the energy. Since m 3 and ∂ x m belong to
, we are allowed to differentiate the energy with respect to time. In view of the computations in Lemma A.2, this is enough to guarantee that the energy is constant along the flow.
We now turn to the hydrodynamic Landau-Lifshitz equation. For k ∈ N, we introduce the spaces
and we endow them with the metric structure provided by the norm
Notice in particular that N V 0 (R) = N V(R).
Our goal is to prove that the hydrodynamic Landau-Lifshitz equation is locally well-posed in N V k (R) for k large enough. In this direction, we show Moreover, the energy E and the momentum P are constant along the flow.
Proof. Let us set
for any x ∈ R, and
The function m 0 is well-defined and belongs to E(R). Moreover, ∂ x m 0 and m 0 3 are in H k (R), resp. H k+1 (R). In particular, we deduce from Lemma A.1 the existence of a smooth map m ∈ E(R), with ∂ x m ∈ H ∞ (R), and such that m 0 ∈ m + H k+1 (R).
Concerning the existence of a solution v, we apply Proposition A.1. It provides the existence of a unique solution m to (LL), with initial condition m 0 , such that m ∈ C 0 (R, m
At this stage, we introduce the number
Since m 3 ∈ C 0 ([0, T ], H 1 (R)) and m 0 3 C 0 = v 0 C 0 < 1, we infer from the Sobolev embedding theorem that T * > 0. In particular, we can set
) for any 0 < T < T * . Finally, since m satisfies (LL), v is solution to (HLL). This completes the proof for the existence.
Concerning the uniqueness, we consider a solutionṽ = (ṽ,w) to (HLL), with the same initial datum v 0 , which belongs to C 0 ([0, T * ), N V k−2 (R)) for some positive number T * , and L ∞ ([0, T ], N V k (R)) for any 0 < T < T * . We introduce the solutionφ to the equation
with initial datum ϕ 0 , and we consider the map
Sinceṽ is in C 0 ([0, T ], N V(R)), there exists, for any fixed number 0 < T < T * , a positive number 
As a result, the mapm is well-defined, at least, as a continuous map from
Concerning the other two components, we can write
, with the lower bound in (A.16), and
. As a consequence, ∂ tm1 , and ∂ tm2 as well, are in
In view of (HLL), (A.15), and the identityw = ∂ xφ , we also observe thatm is solution to (LL). Using Proposition A.1, we conclude thatm is equal to the unique solution m with initial datum m 0 , which was considered in the existence part of this proof. Therefore, the pairṽ is equal to the pair v in (A.14). This proves the uniqueness of the solution v.
In addition, the maximal time of existence T max is necessarily larger or equal to T * . Since we cannot continue the solution v corresponding to m beyond T * due to the fact that m 3 (·, T * ) C 0 = 1, when T * is finite, T max is necessarily equal to T * . Hence, it is characterized by condition (A.13).
Finally, the conservation of the energy for v follows from the conservation of the energy for m in Proposition A.1. The conservation of the momentum is a consequence of the conservation law in Lemma 3.1, which is available since k ≥ 4. This completes the proof of Proposition A.2.
The smooth solutions to (HLL) constructed in Proposition A.2 depend continuously on their initial datum in some high order space N V k (R) with k large enough (see e.g. [14, Appendix] ). However, there is no evidence, at least with the arguments developed in the proof of Proposition A.2, that this continuity can hold in the energy space N V(R). This is a major obstacle in the construction of solutions in the energy space by taking the limit of smooth solutions.
In order to by-pass this obstacle, we introduce the system of equations (12)- (14), for which it is possible to establish continuity with respect to the initial datum in the energy space (see Proposition A.3 below). This in turn provides a similar continuity dependence for (HLL). We finally show the local well-posed of (HLL) in the energy space by taking limits of the smooth solutions built in Proposition A.2 (see the proof of Theorem 1 below).
Before considering this limit, we justify the derivation of the system of equations (12)- (14) satisfied by the variables v and Ψ, when v is a smooth solution to (HLL).
Corollary A.1. Let k ≥ 4 and v 0 ∈ N V k (R). Consider the unique solution v to (HLL) with initial datum v 0 , which is given by Proposition A.2. Then, the maps Ψ in (10) and F (v, Ψ) in (13) are well-defined and continuous on R × [0, T max ), with Ψ ∈ C 0 ([0, T max ), H k−2 (R)) and ∂ x F (v, Ψ) ∈ C 0 ([0, T max ), H k−2 (R)). Moreover, they solve the system of equations (12)- (14) .
, we deduce from (11) that the function θ is well-defined, bounded and continuous on
On the other hand, since v ∈ C 0 ([0, T ], H 1 (R)), we deduce from the Sobolev embedding theorem the existence of a positive number δ T such that we have inequality (A.16) for the function 1 − v 2 . As a consequence, the map Ψ in (10) 
. This extends to the interval [0, T max ) due to the arbitrary choice of T ∈ (0, T max ).
Concerning the proof of (14), we observe that
Since (1 − v(x, t) 2 ) 1/2 exp iθ(x, t) → 1 as x → −∞ for any t ∈ [0, T max ), we obtain the formula
In particular, it follows from (10) that
Similarly, we deduce the first equation in (14) from the first equation in (HLL), (10) and (A.17).
Finally, we turn to (12) . Given a number 0 < T < T max , we can uniformly bound from below the function 1 − v 2 on R × [0, T ] according to (A.16) . In view of (HLL), we deduce that
Going back to Lemma 3.1, and using the fact that |v(x, t)|+|∂ x v(x, t)|+|∂ xx v(x, t)|+|w(x, t)| → 0 as x → −∞ for any t ∈ [0, T ], we obtain the expression
Differentiating (10) with respect to t and using (HLL), we get
On the other hand, since ∂ x θ = −vw by (11), we can write
Therefore, we obtain
we deduce from (A.17) that v and Ψ are solutions to (12) . This completes the proof of Corollary A.1.
A.2 Local well-posedness in the energy space
We now examine the continuous dependence with respect to the initial datum of the solutions to (HLL). We first address this issue for the system of equations (12)- (14).
Given two solutions (v, Ψ) and
, and a universal constant A such that we have
for any T ∈ [0, min{τ, T * }]. In addition, there exists a positive number B, depending only on
Proof. We split the proof in four steps. We first focus on the L 2 -norm of the difference z =ṽ − v, which we estimate performing an energy method.
Step 1. Let T ∈ [0, T * ] be fixed. Set Ξ :=Ψ − Ψ, and
There exists a positive number
. (A.20)
We derive from (14) the two equations
In view of (13), the map F 1 (u, φ) is a bounded, continuous function on R, which satisfies the upper bound
as soon as u and φ are in L 2 (R). As a consequence, it follows from the first equation in (A.21) that z belongs to C 1 ([0, T * ], H −1 (R)), when the pairs (v, Ψ), resp. (ṽ,Ψ), satisfy the assumptions of Proposition A.3. Since v andṽ are in C 0 ([0, T * ], H 1 (R)) under these assumptions, we are allowed to compute the derivative of the L 2 -integral of z, and to deduce from the first equation in (A.21) the inequality
On the other hand, the second equation in (A.21) provides the bound
It remains to insert (A.22) and (A.24) into (A.23), and to integrate from 0 to T in order to obtain (A.20), with K = 64.
We now turn to the L 2 -norm of the map Ξ. Instead of deriving energy estimates, we rely on the Duhamel formula for the map Ψ, which may be written as
and we apply the Strichartz estimates for the one-dimensional Schrödinger group (e it∂xx ) t∈R . Recall (see e.g. [3] ) that they write as
for any function f ∈ L 2 (R), and any admissible pair (p, q) ∈ [2, +∞] 2 , i.e. such that 2/p + 1/q = 1/2. Given any positive number T , we also have
, (A.27) for any admissible pairs (p 1 , q 1 ) and (p 2 , q 2 ), and any function
. Applying (A.26) and (A.27) to (A.25), we can show
Step 2. Let T ∈ [0, T * ] be fixed. There exists a positive number K 2 such that
Coming back to (A.25) and invoking (A.26) and (A.27), we write
for some positive number K. On one hand, we check that
On the other hand, applying (A.22) to the second equation in (14), we obtain
so that, by the Sobolev embedding theorem,
The same inequality holds replacing v byṽ, resp. Ψ byΨ. Regarding the function z, we derive similarly from (A.22) and (A.24) that
, and similarly,
we conclude from (A.31) and (A.32) that
Estimate (A.28) follows combining with (A.29) and (A.30).
In order to complete the proof of Proposition A.3, we have to control the quantity Λ(T ). We introduce the quantity
for which we can show
Step 3. There exists a positive number τ 1 , depending only on v 0
We invoke estimates (A.20) and (A.28) for the solutions (v, Ψ) and (0, 0). This gives the bound
where the number K depends only on K 1 and
, and the map T → E(T ) is continuous on [0, T * ], it remains to apply a continuation argument in order to obtain (A.33), with
We are now in position to complete the proof of Proposition A.3.
Step 4. End of the proof.
We first invoke Step 3 to exhibit a time
for any 0 ≤ T ≤ min{τ 1 , T * }. Combining with (A.20) and (A.28), we deduce that
where the number K depends only on K 1 and K 2 . Estimate (A.18) follows letting A := 2(1+K 2 ), and τ = min{1, 1/(36K 2 (1 + Λ 2 0 ) 4 ), τ 1 }. Finally, we deduce from (A.22) and (A.24) that
Combining with (A.18) and (A.34), we obtain (A.19).
We are now in position to complete the proof of Theorem 1.
Proof of Theorem 1. We first show the local existence of a solution v to (HLL) corresponding to an initial datum v 0 ∈ N V(R).
Step 1. There exist a positive number T , and a solution v ∈ C 0 ([0, T ], N V(R)) to (HLL), with initial datum v 0 , such that there exists a sequence of solutions (v n ) n∈N to (HLL), which belong to C 0 ([0, T ], N V k (R)) for any k ∈ N, and which satisfy
as n → +∞. In addition, the energy and the momentum of v are constant along the flow.
We consider a sequence of functions v 0 n ∈ C ∞ c (R) 2 such that We denote by v n the solutions to (HLL), with initial datum v 0 n , provided by Proposition A.2, and by (v n , Ψ n ) the solutions to the system of equations (12)- (14) corresponding to v n , which are given by Corollary A.1. Recall that v n is in C 0 ([0, T n ), N V k (R)) for any k ∈ N, where the maximal time of existence T n is characterized by (A.13). Similarly, the pair (v n , Ψ n ) belongs to C 0 ([0, T n ), H k+1 (R) × H k (R)) for any k ∈ N. Combining (A.36) with the Sobolev embedding theorem, there exists an integer N such that for any n ≥ N , so that, in view of (A.13),
T := min τ 1 , τ 2 < T n .
In particular, the inequalities in (A.39) hold for any n, m ≥ N , and t = T . Coming back to (10) and (A.17), we notice that
As a consequence of (A.39) and (A.40), this gives We now turn to the uniqueness of the solution v.
Step 2 In particular, if we denote by (v n ) n∈N and (ṽ n ) n∈N two sequences of smooth solutions to (HLL) such that (A.35) holds for v, resp.ṽ, then we have
as n → +∞. Setting w and denoting by w n the corresponding solution to (HLL) provided by Proposition A.2, we deduce as in the proof of Step 1 the existence of a number 0 < τ < min{T,T } − τ 0 , and a solution w to (HLL), with initial datum v(·, τ 0 ), such that
as n → +∞. In view of (A.42) and the uniqueness of smooth solutions in Proposition A.2, we also have w 2n = v n (·, τ 0 + ·) → v(·, τ 0 + ·), and w 2n+1 =ṽ n (·, τ 0 + ·) →ṽ(·, τ 0 + ·),
). This proves that v = w =ṽ on R × [τ 0 , τ 0 + τ ], which contradicts the definition of τ 0 , and completes the proof of Step 2.
Applying
Step 2, we denote by v the unique solution in C 0 ([0, T max ), N V(R)) to (HLL), with initial datum v 0 , which satisfies the condition in (A.35) for any T < T max . In particular, the maximal time of existence T max for v is defined as the supremum of the numbers T such that the condition in (A.35) holds for T . We have the following characterization of T max .
Step 3. Either T max = +∞, or lim For T max = +∞, we argue by contradiction assuming the existence of a positive number δ, and of an increasing sequence (s n ) n∈N such that s n → T max as n → +∞, and v(·, s n ) C 0 ≤ 1 − δ, for any n ∈ N. Our first goal in the sake of a contradiction is to establish that ρ := v C 0 (R×[0,Tmax)) < 1.
(A.44)
We introduce a positive number ε to be fixed later, and we use the continuity of v in H 1 (R)×L 2 (R) to exhibit another increasing sequence (t n ) n∈N , with s n < t n < s n+1 , and such that v(·, t) − v(·, s n ) H 1 ×L 2 ≤ ε, (A.45)
for any s n ≤ t ≤ t n . As soon as ε < δ/4, we deduce from the Sobolev embedding theorem that
We then invoke the definition of T max to find smooth solutions v n to (HLL) such that
for any n ∈ N. We denote by T n the maximal time of existence of v n , and by (v n , Ψ n ) the corresponding solutions to the system of equations (12)- (14) provided by Corollary A.1. In view of (A.46) and (A.47), we have
for any n ≥ p.
On the other hand, the conservation of the energy of v implies the existence of a positive number A, depending only on v 0 and δ, such that
As a consequence of (10), (A.47) and (A.48), we derive the inequality
for n ≥ p, and a further positive number A, depending only, here as in the sequel, of v 0 and δ. Invoking Proposition A.3, we obtain the existence of a positive number τ , depending only on v 0 and δ, such that
for any n ≥ p, 0 ≤ σ ≤ t p − s p and s p ≤ s ≤ min{s p + τ, t n − σ}. Here, we have also used (10) and (A.48) to derive the second inequality.
At this stage, we fix an integer p such that s p ≥ T max − τ 2 , and 0 < t p − s p < T max .
For n ≥ p, we derive from (A. so that by (A.60) and the Sobolev embedding theorem,
This provides a contradiction with (A.62). Therefore, T n > T for any n ≥ N , which can be rewritten as in (8) .
In addition, we can replace τ by T in the proof of (A.63), and obtain v n − v C 0 ([0,T ],H 1 ×L 2 ) < ε, for any n ≥ N . This completes the proof of (9), and as a consequence, of Theorem 1.
