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kannanoton suhteeseen eli siihen, miten havainnot painottuvat tuomion ja seuraamuskannanoton suhdetta
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tiin samaa vastemuuttujaa kuin tässä tutkielmassa. Syyteaineiston syytteet on ratkaistu toukokuussa 2006,
2008 tai 2010. Sutela on kerännyt aineiston Itä-Suomen, Kymenlaakson, Helsingin, Varsinais-Suomen,
Pohjanmaan, Keski-Suomen ja Lapin käräjäoikeuksista. Kaikki aineiston syytetyt ovat saaneet tuomion
törkeästä rattijuopumuksesta. Sutela on tutkinut, onko selittävillä muuttujilla yhteyttä todennäköisyyteen,
jolla tuomiot ovat muuttuneet suhteessa seuraamuskannanottoon. Tässä tutkielmassa otetaan huomioon
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1 Johdanto
1.1 Tutkielman esittely
Mika Sutela on artikkelissaan Syyttäjän seuraamuskannanotto — erityisesti empii-
risesti tarkasteltuna törkeissä rattijuopumusrikoksissa (2012) tutkinut useiden se-
littävien muuttujien logistisen regressioanalyysin avulla, millainen yhteys selittävil-
lä muuttujilla oli todennäköisyyteen, että rattijuopumustuomiot poikkeavat syyt-
täjän seuraamuskannanotosta. Tuomion suhdetta seuraamuskannanottoon kuvaa-
vassa vastemuuttujassa oli kaksi luokkaa, joista toinen kuvasi tuomioita, jotka oli-
vat muuttuneet suhteessa seuraamuskannanottoon, ja toinen seuraamuskannanoton
kanssa samantasoisina pysyneitä tuomioita. Sutela on esittänyt analyysinsa tulokset
kolmessa taulukossa, joissa esiintyvät prosenttiosuudet tuomioille, jotka ovat seuraa-
muskannanottoa lievempiä, samantasoisia tai kovempia kussakin selittävän muuttu-
jan ryhmässä. Tilastollisesti merkitsevät selittävien muuttujien ryhmät on merkitty
taulukoihin erikseen. (Sutela 2012, 312314.)
Tässä pro gradu -tutkielmassa tutkitaan, millainen yhteys törkeästä rattijuopumuk-
sesta syytetyn poissaololla istuntokäsittelystä, ajoneuvolla, aikaisempien törkeiden
rattijuopumusrikosten määrällä, syytekohtien määrällä ja avustajan omaamisella is-
tuntokäsittelyssä on tuomion ja seuraamuskannanoton suhteeseen eli siihen, miten
havainnot painottuvat tuomion ja seuraamuskannanoton suhdetta kuvaavan vaste-
muuttujan luokissa lievempi, samantasoinen ja kovempi.
Tutkielman selittävät muuttujat voidaan jakaa kahteen ryhmään se perusteella, onko
asia ollut syyttäjän tiedossa ennen istuntokäsittelyä. Kun asia on ollut syyttäjän tie-
dossa ennen istuntokäsittelyä, voisi kuvitella, että syyttäjä on asettanut seuraamus-
kannanoton yleisen oikeuskäytännön mukaiseksi. Tällöin näiden selittävien muut-
tujien kohdalla tuomion ja seuraamuskannanoton suhteen olettaisi pysyvän saman-
laisena muuttujan ryhmästä riippumatta. Tämän hypoteesin paikkansapitävyyttä
tarkastellaan analyysien johtopäätöksissä.
Vastemuuttuja on sama kuin Sutelan tutkimuksessa, mutta jokaiselle tuomion suun-
nalle suhteessa seuraamuskannanottoon (lievempi, samantasoinen tai kovempi) on
luotu oma luokka. Vastemuuttuja määritetään tällöin järjestysasteikolliseksi, joten
logistisen regressioanalyysin sijaan analyysissa hyödynnetään kumulatiivista logistis-
ta regressioanalyysia. Tilastollisessa analyysissa otetaan huomioon siis myös suunta,
johon tuomio on muuttunut suhteessa seuraamuskannanottoon. Sutela ei ole otta-
nut tätä huomioon analyysissaan, joten voidaan sanoa, että tilastollinen analyysi on
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tässä tutkielmassa informatiivisempaa.
Usean selittävän muuttujan regressioanalyysien lisäksi jokaisen selittävän muuttujan
yhteyttä vastemuuttujaan tutkitaan yksitellen. Yhden selittävän muuttujan analyy-
seissa käytetään regressioanalyysin lisäksi myös ristiintaulukointeja ja ryhmien ja-
kaumien sijaintien samuutta tutkivia testejä.
Aineistolle on tehty kokeiluja, joissa vastemuuttujan ja selittävien muuttujien yh-
teyttä on tutkittu ristiintaulukointien ja kumulatiivisten logististen regressioanalyy-
sien avulla. Tutkielman analyysien selittäviksi muuttujiksi on valittu näiden kokei-
lujen perusteella mielenkiintoiset muuttujat. Koska selittäviä muuttujia on valittu
sillä perusteella, että taulukoiden frekvenssit näyttävät viittaavan vastemuuttujan
ja selittävän muuttujan yhteyteen, analyyseihin liittyvä jakaumateoria ei välttämät-
tä päde.
Analyysien lisäksi tutkielmassa esitetään analyyseihin liittyvä teoria ja miten ana-
lyysit toteutetaan R-ohjelmistolla (R Core Team, 2014).
Analyyseihin liittyvä teoria löytyy luvuista 24. Luvussa 2 esitellään järjestysastei-
kolliset pistearvot ja keskiarvoestimaatit, joita hyödynnetään luvussa 3 selittävän
muuttujan ryhmien jakaumien sijaintien samuuden testaamisessa. Luku 4 sisältää
kumulatiiviseen logistiseen regressioanalyysiin liittyvän teorian.
Luvuissa 57 suoritetaan vastemuuttujan ja selittävien muuttujien yhteyksiin liitty-
vät analyysit. Luvussa 5 vastemuuttujan ja selittävien muuttujien yhteyttä analy-
soidaan yksi selittävä muuttuja kerrallaan. Luvussa 6 vastemuuttujan ja selittävien
muuttujien yhteyttä tutkitaan niin, että regressiomallissa on useita selittäviä muut-
tujia yhtä aikaa. Luvussa 7 esitetään yhteenveto ja johtopäätökset analyyseista.
Työn lopusta löytyvät kirjallisten lähteiden viitteet ja liitteenä analyyseissä käytetyt
R-koodit.
1.2 Aineisto
Analyyseissa käytetään Mika Sutelan keräämää syyteaineistoa törkeistä rattijuopu-
muksista. Syytteet on ratkaistu toukokuussa 2006, 2008 tai 2010. Aineisto on kerät-
ty Itä-Suomen, Kymenlaakson, Helsingin, Varsinais-Suomen, Pohjanmaan, Keski-
Suomen ja Lapin käräjäoikeuksista. Kaikki aineiston syytetyt ovat saaneet tuomion
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törkeästä rattijuopumuksesta.
Tutkielman aineisto on hieman erilainen verrattuna aineistoon, jolla Sutela oli ana-
lyysinsa tehnyt. Sutela oli rajannut aineistostaan pois vähintään kahdeksan syyte-
kohtaa omanneet syytetyt, mitä tämän tutkielman aineistossa ei ole tehty. (Sutela
2012, 303.) Lisäksi Sutelan hyödyntämässä aineistossa oli enemmän muuttujia, ku-
ten syyttäjän ikää ja kannanoton esittämismuotoa kuvaavat muuttujat (Sutela 2012,
312).
Aineistossa on 452 syytettyä, joista 19 % on saanut seuraamuskannanottoa lievem-
män tuomion, 71 % seuraamuskannanoton kanssa samantasoisen tuomion ja 10 %
seuraamuskannanottoa kovemman tuomion. Suurimmassa osassa tapauksia tuomio
on siis noudattanut samaa linjaa syyttäjän ehdotuksen kanssa. Aineiston puuttuvis-
ta havainnoista johtuen regressioanalyyseissa ei aina hyödynnetä kaikkia 452 syytet-
tyä yhtä aikaa. Jokaisessa regressioanalyysin tuloksia kuvaavassa taulukossa ilmoi-
tetaan kyseisessä regressioanalyysissa hyödynnettyjen syytettyjen määrä.
1.3 Kiitokset
Kiitän Mika Sutelaa mahdollisuudesta hyödyntää aineistoaan tutkielmassani ja Jo-
seph Langia mph.ﬁt-paketin antamisesta käyttööni.
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2 Järjestysasteikolliset pistearvot ja keskiarvoesti-
maatit
2.1 Riditit ja keskijärjestysluvut
Esitellään kaksi tapaa laskea järjestysasteikollisille luokille pistearvot (scores). Pis-
tearvoja hyödynnetään järjestysasteikollisen vastemuuttujan ehdollisten jakaumien
keskiarvojen laskemisessa jaksossa 2.2 ja muuttujan ryhmien jakaumien sijaintien
samuuden testaamisessa luvussa 3.
Olkoon järjestysasteikollisen vastemuuttujan 𝑌 havainnot luokiteltu 𝑐:hen järjestyk-
sessä olevaan luokkaan. Luokkien frekvenssit ovat 𝑛1, . . . , 𝑛𝑐, ja kaikkien havaintojen
määrä on 𝑛 =
∑︀𝑐
𝑗=1 𝑛𝑗. Suhteellinen osuus 𝑗. otoksessa on 𝑝𝑗 = 𝑛𝑗/𝑛.
Yksi tapa määritellä pistearvot järjestysasteikolliselle vastemuuttujalle on laskea
keskimääräiset kumulatiiviset osuudet eli riditit
𝑎𝑗 =
𝑗−1∑︁
𝑘=1
𝑝𝑘 +
1
2
𝑝𝑗, 𝑗 = 1, . . . , 𝑐.
Riditit ovat lineaarisesti yhteydessä keskijärjestyslukuihin (midranks). Oletetaan,
että järjestysasteikollisen muuttujan havaintojen arvot on korvattu niiden järjes-
tysluvuilla, kun havaintojen arvot on laitettu suurusjärjestykseen. Tällöin keskijär-
jestysluvut ovat järjestyslukujen keskiarvoja, jotka voitaisiin määrittää, jos luokan
havainnot voitaisiin laittaa järjestykseen ilman sidoksia. Sidoksilla tarkoitetaan, että
useampi havainto jakaa saman järjestysluvun. Keskijärjestysluku luokassa 𝑗 on
𝑟𝑗 =
[(
∑︀𝑗−1
𝑖=1 𝑛𝑖) + 1] +
∑︀𝑗
𝑖=1 𝑛𝑖
2
.
Keskijärjestyslukuja ja riditejä sitoo yhteys
𝑟𝑗 = 𝑛𝑎𝑗 + 0,5.
(Agresti 2010, 1011.)
2.2 Keskimääräiset riditit ja järjestyslukujen keskiarvot
Käsitellään 𝑟 × 𝑐 -taulukon tilannetta, jossa sarakkeet viittaavat vastemuuttujaan
𝑌 ja rivit selittävään muuttujaan 𝑥. Tällöin ehdollinen suhteellinen osuus otoksessa
on 𝑝𝑗|𝑖 = 𝑛𝑖𝑗/𝑛𝑖+, jossa 𝑛𝑖𝑗 on havaittu frekvenssi taulukon 𝑖, 𝑗 -solussa ja 𝑛𝑖+ on ha-
vaittujen frekvenssien summa rivillä 𝑖. Riville 𝑖 pätee
∑︀𝑐
𝑗=1 𝑝𝑗|𝑖 = 1, joten ehdolliset
otososuudet (𝑝1|𝑖, . . . , 𝑝𝑐|𝑖) muodostavat ehdollisen otosjakauman.
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𝑛11 · · · 𝑛1𝑗 · · · 𝑛1𝑐 𝑛1+
...
. . .
...
. . .
...
𝑛𝑖1 · · · 𝑛𝑖𝑗 · · · 𝑛𝑖𝑐 𝑛𝑖+
...
. . .
...
. . .
...
𝑛𝑟1 · · · 𝑛𝑟𝑗 · · · 𝑛𝑟𝑐 𝑛𝑟+
𝑛+1 𝑛+𝑗 𝑛+𝑐 𝑛
Taulukko 1: 𝑟 × 𝑐 -taulukko
Ehdollisten jakaumien keskiarvot voidaan laskea vastemuuttujan 𝑌 otosreunajakau-
masta riditien avulla. Määritetään ridit luokalle 𝑗 kaavalla
𝑎𝑗 =
𝑗−1∑︁
𝑘=1
𝑝+𝑘 +
1
2
𝑝+𝑗, 𝑗 = 1, . . . , 𝑐.
jossa 𝑝+𝑗 on 𝑌 :n otosreunajakauman otososuus luokassa 𝑗. Tällöin keskimääräinen
ridit (mean ridit) ehdolliselle otosjakaumalle rivillä 𝑖 on
𝐴𝑖 =
𝑐∑︁
𝑗=1
𝑎𝑗𝑝𝑗|𝑖.
Keskimääräiset riditit ovat lineaarisesti yhteydessä järjestyslukujen keskiarvoihin
(mean rank). Vastemuuttujan reunafrekvensseistä laskettu keskijärjestysluku luo-
kassa 𝑗 on
𝑟𝑗 =
[(
∑︀𝑗−1
𝑙=1 𝑛+𝑙) + 1] +
∑︀𝑗
𝑙=1 𝑛+𝑙
2
.
Ehdollisen otosjakauman järjestyslukujen keskiarvo rivillä 𝑖 on
?¯?𝑖 =
𝑐∑︁
𝑗=1
𝑟𝑗𝑝𝑗|𝑖.
Keskimääräisiä riditejä ja järjestyslukujen keskiarvoja sitoo kaava
𝐴𝑖 =
?¯?𝑖 − 0,50
𝑛
.
(Agresti 2010, 15.)
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3 Muuttujan ryhmien jakaumien sijaintien samuu-
den testaaminen
3.1 Wilcoxon–Mann–Whitney-testi
Kun järjestysasteikollisesta vastemuuttujasta 𝑌 on poimittu satunnaisotannalla kak-
si toisistaan riippumatonta ryhmää, niiden jakaumien sijaintien samuutta voidaan
testata WilcoxonMannWhitney-testillä. Ryhmien jakaumien oletetaan olevan sa-
mat muuten kuin sijainniltaan.
WilcoxonMannWhitney-testissä ryhmien havainnot yhdistetään ja järjestetään.
Ensimmäisen ryhmän havaintojen järjestysluvut summataan, ja summaa verrataan
järjestyslukujen summan odotusarvoon nollahypoteesin pätiessä. Järjestyslukujen
summa on testin testisuure.
Olkoon ryhmien 1 ja 2 otoskoot 𝑛1 ja 𝑛2. Merkitään ryhmän 1 järjestyslukujen sum-
maa𝑊 :llä.𝑊 pystytään laskemaan vastemuuttujan reunafrekvensseistä laskettujen
keskijärjestyslukujen 𝑟𝑗 avulla, jolloin
𝑊 =
𝑐∑︁
𝑗=1
𝑟𝑗𝑛1𝑗,
jossa 𝑛1𝑗 on ryhmän 1 frekvenssi luokassa 𝑗. Nollahypoteesin pätiessä
𝐸(𝑊 ) =
𝑛1(𝑛1 + 𝑛2 + 1)
2
ja
Var(𝑊 ) =
𝑛1𝑛2(𝑛1 + 𝑛2 + 1)
12
− 𝑛1𝑛2
∑︀𝑐
𝑗=1(𝑡
3
𝑗 − 𝑡𝑗)
12(𝑛1 + 𝑛2)(𝑛1 + 𝑛2 + 1)
,
jossa 𝑡𝑗 on sidosten määrä luokassa 𝑗 ja varianssiyhtälön toinen termi on korjaus-
termi sidoksia varten. (Agresti 2010, 199201.) Jos otoksessa on havaintoja, jotka
ovat samoja eli sidoksissa toisiinsa, niille annetaan järjestysluvuksi sidoksissa ole-
vien havaintojen järjestyslukujen keskiarvo. Tämä vaikuttaa 𝑊 :n nollahypoteesin
mukaiseen varianssiin niin, että varianssista pitää vähentää korjaustermi. Korjaus-
termi katoaa, kun sidoksia ei ole eli kun 𝑡𝑗 = 1 kaikille 𝑗 = 1, . . . , 𝑐. (Hollander ja
Wolfe 1999, 109.)
WilcoxonMannWhitney-testin standardoitu testisuure on
𝑊 − 𝐸(𝑊 )√︀
Var(𝑊 )
.
Se noudattaa nollahypoteesin pätiessä asymptoottisesti standardinormaalijakaumaa.
(Agresti 2010, 199.) 𝑊 :n eksakti jakauma tunnetaan myös pienillä ryhmien havain-
tomäärillä. (Hollander ja Wolfe 1999, 582).
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3.2 Kruskalin ja Wallisin testi
Oletetaan, että järjestysasteikollisesta vastemuuttujasta 𝑌 on poimittu satunnai-
sotannalla monta toisistaan riippumatonta ryhmää. Ryhmien jakaumien sijaintien
samuutta voidaan testata Kruskalin ja Wallisin testillä.
Tässä tilanteessa esitellään Kruskalin ja Wallisin testin versio, jossa tutkitaan ryh-
mien keskimääräisten riditien eroja. Määritetään ryhmälle 𝑖 keskimääräinen ridit
𝐴𝑖, kun riditit perustuvat vastemuuttujan 𝑌 otosreunajakaumaan. Painotettu kes-
kimääräinen ridit ja keskimääräisen riditin painotettu varianssi ovat
𝑟∑︁
𝑖=1
𝑛𝑖
𝑛
𝐴𝑖 = 0,50 ja
𝑟∑︁
𝑖=1
𝑛𝑖
𝑛
(𝐴𝑖 − 0,50)2,
joissa 𝑛𝑖 on ryhmän 𝑖 havaintojen määrä ja 𝑛 kaikkien havaintojen määrä. Paino-
tettuun varianssiin perustuva Kruskalin ja Wallisin testin testisuure on
𝐾𝑊 =
12𝑛
(𝑛 + 1)
𝑟∑︁
𝑖=1
𝑛𝑖(𝐴𝑖 − 0,50)2.
(Agresti 2010, 201.)
Jos otoksessa on havaintoja, jotka ovat sidoksissa toisiin havaintoihin, niille anne-
taan järjestysluvuksi sidoksissa olevien havaintojen järjestyslukujen keskiarvo. Tä-
mä aiheuttaa harhan 𝐾𝑊 :n nollahypoteesijakaumaan, joka pitää korjata jakamalla
𝐾𝑊 korjaustermillä
𝑇 = 1−
∑︀𝑐
𝑗=1(𝑡
3
𝑗 − 𝑡𝑗)
𝑛3 − 𝑛 ,
Korjattu 𝐾𝑊 noudattaa nollahypoteesin pätiessä asymptoottisesti 𝜒2-jakaumaa va-
pausasteella 𝑟− 1. (Hollander ja Wolfe 1999, 191192.) 𝐾𝑊 :n eksakti jakauma tun-
netaan myös pienillä ryhmien havaintomäärillä (mts. 631).
3.3 Jonckheere–Terpstra-testi
Tilanteessa, jossa selittävä muuttuja ja vastemuuttuja ovat järjestysasteikollisia, ryh-
mien jakaumien sijaintien samuutta voidaan testata JonckheereTerpstra-testillä.
Testi perustuu WilcoxonMannWhitney-testisuureen vaihtoehtoiseen esitysmuo-
toon.
Olkoon 𝑥𝑖𝑢 ryhmän 𝑢 havainto ja 𝑥𝑗𝑣 ryhmän 𝑣 havainto. WilcoxonMannWhitney-
testisuure ryhmille 𝑢 ja 𝑣 on
𝑈𝑢𝑣 =
𝑛𝑢∑︁
𝑖=1
𝑛𝑣∑︁
𝑗=1
𝜑(𝑥𝑖𝑢, 𝑥𝑗𝑣), 1 ≤ 𝑢 < 𝑣 ≤ 𝑘,
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jossa 𝜑(𝑥𝑖𝑢, 𝑥𝑗𝑣) = 1, kun 𝑥𝑖𝑢 < 𝑥𝑗𝑣 ja nolla muulloin. 𝑛𝑢 on ryhmän 𝑢 havaintojen
määrä ja 𝑛𝑣 ryhmän 𝑣 havaintojen määrä. JonckheereTerpstra-testin testisuure 𝐽
saadaan laskemalla kaikki WilcoxonMannWhitney-testin testisuureet yhteen eli
𝐽 =
𝑣−1∑︁
𝑢=1
𝑘∑︁
𝑣=2
𝑈𝑢𝑣,
jossa 𝑘 on selittävän muuttujan ryhmien määrä. Nollahypoteesin pätiessä
𝐸(𝐽) =
𝑛2 −∑︀𝑘𝑗=1 𝑛2𝑗
4
ja
Var(𝐽) =
𝑛2(2𝑛 + 3)−∑︀𝑘𝑗=1 𝑛2𝑗(2𝑛𝑗 + 3)
72
,
jossa 𝑛 on kaikkien havaintojen määrä. Jos otoksessa on havaintoja, jotka ovat si-
doksissa toisiinsa, niin 𝜑(𝑥𝑖𝑢, 𝑥𝑗𝑣) = 1/2, kun 𝑥𝑖𝑢 = 𝑥𝑗𝑣. Sidokset vaikuttavat 𝐽 :n
nollahypoteesin mukaiseen varianssiin niin, että varianssi pitää laskea kaavalla
Var(𝐽) =
1
72
[︃
𝑛(𝑛− 1)(2𝑛 + 5)−
𝑟∑︁
𝑖=1
𝑛𝑖(𝑛𝑖 − 1)(2𝑛𝑖 + 5)−
𝑐∑︁
𝑗=1
𝑡𝑗(𝑡𝑗 − 1)(2𝑡𝑗 + 5)
]︃
+
1
36𝑛(𝑛− 1)(𝑛− 2)
[︃
𝑟∑︁
𝑖=1
𝑛𝑖(𝑛𝑖 − 1)(𝑛𝑖 − 2)
]︃[︃
𝑐∑︁
𝑗=1
𝑡𝑗(𝑡𝑗 − 1)(𝑡𝑗 − 2)
]︃
+
1
8𝑛(𝑛− 1)
[︃
𝑟∑︁
𝑖=1
𝑛𝑖(𝑛𝑖 − 1)
]︃[︃
𝑐∑︁
𝑗=1
𝑡𝑗(𝑡𝑗 − 1)
]︃
.
JonckheereTerpstra-testin standardoitu testisuure on
𝐽 − 𝐸(𝐽)√︀
Var(𝐽)
.
Se noudattaa suurilla havaintomäärillä asymptoottisesti standardinormaalijakau-
maa. (Hollander ja Wolfe 1999, 202204.) 𝐽 :n eksakti jakauma tunnetaan myös pie-
nillä ryhmien havaintomäärillä (mts. 649).
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4 Kumulatiivinen logistinen regressioanalyysi
4.1 Kumulatiivinen logit
Olkoon 𝜋𝑗 todennäköisyys, että järjestysasteikollinen vastemuuttuja 𝑌 saa arvon 𝑗,
kun 𝑌 :n havainnot on luokiteltu 𝑐:hen luokkaan, Kumulatiivinen todennäköisyys
𝑃 (𝑌 ≤ 𝑗) eli todennäköisyys, että 𝑌 saa pienemmän tai yhtä suuren arvon kuin 𝑗,
on
𝑃 (𝑌 ≤ 𝑗) = 𝜋1 + · · ·+ 𝜋𝑗, 𝑗 = 1, . . . , 𝑐.
(Agresti 2010, 9.)
Kun 𝑌 :n havainnot on luokiteltu useampaan kuin kahteen luokkaan todennäköi-
syyksillä 𝜋1, . . . , 𝜋𝑐, kumulatiivinen tapahtumakerroin (cumulative odds) todennä-
köisyydelle 𝑃 (𝑌 ≤ 𝑗) on 𝑃 (𝑌 ≤ 𝑗):n ja sen kumulatiivisen vastatodennäköisyyden
1−𝑃 (𝑌 ≤ 𝑗) suhde. Kumulatiivinen logit on tämän suhteen luonnollinen logaritmi
eli
logit[𝑃 (𝑌 ≤ 𝑗)] = log 𝑃 (𝑌 ≤ 𝑗)
1− 𝑃 (𝑌 ≤ 𝑗)
= log
𝜋1 + · · ·+ 𝜋𝑗
𝜋𝑗+1 + · · ·+ 𝜋𝑐 , 𝑗 = 1, . . . , 𝑐− 1. (1)
(Agresti 2010, 44.)
4.2 Yleinen kumulatiivinen logit-malli
Kumulatiivisia todennäköisyyksiä voidaan mallintaa kumulatiivisella logit-mallilla.
Merkitään selittävien muuttujien arvoja kuvaavaa 𝑟 × 1 -vektoria x𝑖:llä, jolloin ku-
mulatiivinen logit-malli tutkimuskohteelle 𝑖 on
logit[𝑃 (𝑌𝑖 ≤ 𝑗|x𝑖] = 𝛼𝑗 + 𝛽′x𝑖 = 𝛼𝑗 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + · · ·+ 𝛽𝑟𝑥𝑖𝑟, (2)
jossa 𝑗 = 1, . . . , 𝑐− 1. Vektori 𝛽 (𝑟× 1) sisältää mallin regressiokertoimet. Jokaisen
kumulatiivisen luokan 𝑗. logitilla on oma vakiokerroin 𝛼𝑗. Vakiokertoimet suurene-
vat luokan 𝑗 suuretessa, koska kumulatiivinen todennäköisyys 𝑃 (𝑌𝑖 ≤ 𝑗|x𝑖) suurenee
𝑗:n suuretessa ja logit on tämän todennäköisyyden kasvava funktio.
Merkitään tästä lähtien ehdollista todennäköisyyttä 𝑃 (𝑌𝑖 ≤ 𝑗|x𝑖) lyhyemmin 𝑃 (𝑌 ≤
𝑗):llä. Kaava (2) voidaan kirjoittaa yhtäpitävästi
𝑃 (𝑌 ≤ 𝑗) = exp(𝛼𝑗 + 𝛽
′x)
1 + exp(𝛼𝑗 + 𝛽′x)
, 𝑗 = 1, . . . , 𝑐− 1. (3)
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Kaavasta (3) voidaan johtaa yksittäinen todennäköisyys
𝑃 (𝑌 = 𝑗) =
exp(𝛼𝑗 + 𝛽
′x)
1 + exp(𝛼𝑗 + 𝛽′x)
− exp(𝛼𝑗−1 + 𝛽
′x)
1 + exp(𝛼𝑗−1 + 𝛽′x)
.
(Agresti 2010, 4647.)
4.3 Kumulatiivinen logit-malli luokitteluasteikolliselle selit-
tävälle muuttujalle
Kun mallissa on luokitteluasteikollisia selittäviä muuttujia, niiden ryhmät esiintyvät
mallissa indikaattorimuuttujina. Malli on tällöin
logit[𝑃 (𝑌 ≤ 𝑗)] = 𝛼𝑗 + 𝜏1𝑧1 + 𝜏2𝑧2 + · · ·+ 𝜏𝑟−1𝑧𝑟−1, 𝑗 = 1, . . . , 𝑐− 1, (4)
jossa indikaattorimuuttuja 𝑧𝑖 = 1, kun havainto osuu ryhmään 𝑖 ja 𝑧𝑖 = 0 muul-
loin. Indikaattorimuuttujaa ei ole luotu kaavassa (4) viimeiselle ryhmälle, joka on
vertailuryhmä. Regressiokerrointa 𝜏𝑖 kutsutaan indikaattorimuuttujan 𝑖 rivivaiku-
tuskertoimeksi. Indikaattorimuuttujalle 𝑖 kaava (4) voidaan esittää lyhyemmin
logit[𝑃 (𝑌 ≤ 𝑗)] = 𝛼𝑗 + 𝜏𝑖, 𝑗 = 1, . . . , 𝑐− 1.
Ryhmiin 𝑎 ja 𝑏 viittaaville rivivaikutuskertoimille 𝜏𝑎 ja 𝜏𝑏 pätee
logit[𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑏)]− logit[𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑎)] = 𝜏𝑏 − 𝜏𝑎.
Tästä saadaan johdettua ryhmien 𝑎 ja 𝑏 kumulatiivinen tapahtumakerroinsuhde
(cumulative odds ratio)
𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑏)𝑃 (𝑌 > 𝑗|𝑋 = 𝑎)
𝑃 (𝑌 > 𝑗|𝑋 = 𝑏)𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑎) = exp(𝜏𝑏 − 𝜏𝑎). (5)
Jos 𝜏𝑏 > 𝜏𝑎 tai exp(𝜏𝑏 − 𝜏𝑎) > 1, ryhmän 𝑏 havainnoilla on taipumus olla pienem-
piä ryhmän 𝑎 havaintoihin verrattuna. Selittävä muuttuja ja vastemuuttuja ovat
riippumattomia, jos 𝜏1 = 𝜏2 = · · · = 𝜏𝑟. (Agresti 2010, 5051.)
4.4 Kumulatiivinen logit-malli järjestysasteikolliselle selittä-
välle muuttujalle
Kun selittävän muuttujan 𝑥 arvot voidaan asettaa järjestykseen, on usein käytännöl-
listä tutkia 𝑥:n vaikutusta vastemuuttujaan 𝑌 yhdellä regressiokertoimella. Regres-
siokerroin kuvaa tällöin 𝑌 :n jakaumassa tapahtuvaa trendiä, kun 𝑥:n ryhmä vaihtuu
järjestysasteikollisesti pienemmästä suurempaan.
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Asetetaan 𝑥:n ryhmille välimatka-asteikolliset pisteluvut 𝑢1, . . . , 𝑢𝑟. Kumulatiivinen
logit-malli on tällöin
logit[𝑃 (𝑌 ≤ 𝑗)] = 𝛼𝑗 + 𝛽𝑢𝑖, 𝑗 = 1, . . . , 𝑐− 1. (6)
Regressiokertoimen 𝛽 avulla määritetään logistiset tapahtumakerroinsuhteet (log
odds ratios). Ryhmille 𝑎 ja 𝑏
logit[𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑢𝑏)]− logit[𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑢𝑎)] = 𝛽(𝑢𝑏 − 𝑢𝑎).
Kun 𝑎 = 𝑖 ja 𝑏 = 𝑖 + 1, regressiokertoimelle 𝛽 pätee
logit[𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑢𝑖+1)]− logit[𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑢𝑖)] = 𝛽,
jossa 𝑖 = 1 . . . , 𝑟 − 1 ja 𝑗 = 1 . . . , 𝑐 − 1. Tästä saadaan johdettua kumulatiivinen
tapahtumakerroinsuhde
𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑢𝑖+1)𝑃 (𝑌 > 𝑗|𝑋 = 𝑢𝑖)
𝑃 (𝑌 > 𝑗|𝑋 = 𝑢𝑖+1)𝑃 (𝑌 ≤ 𝑗|𝑋 = 𝑢𝑖) = exp(𝛽), (7)
Jos 𝛽 > 0 tai exp(𝛽) > 1, pisteluvun 𝑖 kasvaessa ryhmien havainnoilla on taipumus
olla pienempiä. (Agresti 2010, 4950.)
4.5 Verrannollisten tapahtumakertoimien ominaisuus
Edellä esitetyille kumulatiivisille logit-malleille pätee
logit[𝑃 (𝑌 ≤ 𝑗|x1)]− logit[𝑃 (𝑌 ≤ 𝑗|x2)] = log𝑃 (𝑌 ≤ 𝑗|x1)𝑃 (𝑌 > 𝑗|x2)
𝑃 (𝑌 > 𝑗|x1)𝑃 (𝑌 ≤ 𝑗|x2)
= 𝛽′(x1 − x2)
eli tapahtuman 𝑌 ≤ 𝑗 tapahtumakerroin, kun x = x1, on exp[𝛽′(x1 − x2)]-kertainen
verrattuna tapahtumakertoimeen, kun x = x2. Kumulatiivinen tapahtumakerroin-
suhde on suoraan verrannollinen x1:n ja x2:n etäisyyteen. Se pysyy vakiona kaikille
kumulatiivisen logit-mallin kumulatiivisille logit-yhtälöille (kaava 1).
Kumulatiivista logit-mallia, jolla on tämä ominaisuus, kutsutaan verrannollisten ta-
pahtumakertoimien versioksi kumulatiivisesta logit-mallista (proportional odds ver-
sion of the cumulative logit model). (Agresti 2010, 53.)
Kun kumulatiivinen tapahtumakerroinsuhde ei pysy vakiona kaikille kumulatiivisen
logit-mallin kumulatiivisille logit-yhtälöille, jokaiselle kumulatiiviselle logit-yhtälölle
on mallissa oma regressiokerroin. Mallia kutsutaan silloin ei-verrannollisten tapah-
tumakertoimien versioksi kumulatiivisesta logit-mallista (non-proportional odds ver-
sion of the cumulative logit model) ja sen kaava on
logit[𝑃 (𝑌 ≤ 𝑗)] = 𝛼𝑗 + 𝛽′𝑗x. 𝑗 = 1, . . . , 𝑐− 1. (8)
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(Agresti 2010, 75.)
Kun mallissa on sekä suhteellisen tapahtumakertoimen rakenteen että ei-suhteellisen
tapahtumakertoimen rakenteen omaavia muuttujia, mallia kutsutaan osittain ver-
rannollisten tapahtumakertoimien versioksi kumulatiivisesta logit-mallista. (partial
proportional odds version of the cumulative logit model) (Agresti 2010, 7778).
Verrannollisten tapahtumakertoimien ominaisuutta voidaan testata uskottavuusosa-
määrätestin avulla, jossa verrataan verrannollisten tapahtumakertoimien mallia ja
ei-verrannollisten tapahtumakertoimien mallia toisiinsa. Nollahypoteesina on, et-
tä verrannollisten tapahtumakertoimien ominaisuus on voimassa. Mallin testisuu-
re noudattaa 𝜒2-jakaumaa, jonka vapausasteena on mallien parametrien määrän
erotus. (Bilder ja Loughin 2015, 182185.)
4.6 Parametrien suurimman uskottavuuden estimointi
Kumulatiivisen logit-mallin parametrinen uskottavuusfunktio perustuu multinomi-
jakauman pistetodennäköisyysfunktioon. Sen parametreina ovat tutkimuskohteen 𝑖
todennäköisyys olla järjestysasteikollisen vastemuuttujan 𝑌 luokassa 𝑗. Toisistaan
riippumattomien toistokokeiden määrää kuvaa tutkimuskohteiden määrä 𝑛.
Olkoon 𝑦𝑖1, . . . , 𝑦𝑖𝑐 tutkimuskohteen 𝑖 binääriset vasteindikaattorit, joissa 𝑦𝑖𝑗 = 1,
kun 𝑌𝑖 = 𝑗 ja 𝑦𝑖𝑘 = 0, kun 𝑘 ̸= 𝑗. Oletetaan, että x𝑖 ilmaisee selittävien muuttujien
arvot tutkimuskohteelle 𝑖. Merkitään yksittäisen luokan ehdollista todennäköisyyttä
𝑃 (𝑌𝑖 = 𝑗|x𝑖) = 𝜋𝑗(x𝑖). Parametrien uskottavuusfunktio on
𝐿(𝛼,𝛽) =
𝑛∏︁
𝑖=1
[︃
𝑐∏︁
𝑗=1
𝜋𝑗(x𝑖)
𝑦𝑖𝑗
]︃
=
𝑛∏︁
𝑖=1
(︃
𝑐∏︁
𝑗=1
[𝑃 (𝑌𝑖 ≤ 𝑗|x𝑖)− 𝑃 (𝑌𝑖 ≤ 𝑗 − 1|x𝑖)]𝑦𝑖𝑗
)︃
=
𝑛∏︁
𝑖=1
(︃
𝑐∏︁
𝑗=1
[︂
exp(𝛼𝑗 + 𝛽
′x𝑖)
1 + exp(𝛼𝑗 + 𝛽′x𝑖)
− exp(𝛼𝑗−1 + 𝛽
′x𝑖)
1 + exp(𝛼𝑗−1 + 𝛽′x𝑖)
]︂𝑦𝑖𝑗)︃
.
Muotoa (𝑐−1)×1 oleva vektori 𝛼 sisältää mallin vakiokertoimien parametrit. Mää-
ritetään yksinkertaisuuden vuoksi
𝐺(𝑧) =
exp(𝑧)
1 + exp(𝑧)
.
Log-uskottavuusfunktio on
𝑙(𝛼,𝛽) =
𝑛∑︁
𝑖=1
𝑐∑︁
𝑗=1
𝑦𝑖𝑗log[𝐺(𝛼𝑗 + 𝛽
′x𝑖)−𝐺(𝛼𝑗−1 + 𝛽′x𝑖)].
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Parametrien 𝛽𝑘 ja 𝛼𝑘 suurimman uskottavuuden (SU) estimaatit
1 saadaan ratkai-
semalla uskottavuusyhtälöt eli log-uskottavuusfunktion osittaisderivaattojen nolla-
kohdat. Merkitään 𝐺(𝑧):n derivaattaa 𝑔(𝑧):lla:
𝑔(𝑧) =
exp(𝑧)
[1 + exp(𝑧)]2
.
Uskottavuusyhtälöt ovat
𝜕𝑙
𝜕𝛽𝑘
=
𝑛∑︁
𝑖=1
𝑐∑︁
𝑗=1
𝑦𝑖𝑗𝑥𝑖𝑘
𝑔(𝛼𝑗 + 𝛽
′x𝑖)− 𝑔(𝛼𝑗−1 + 𝛽′x𝑖)
𝐺(𝛼𝑗 + 𝛽′x𝑖)−𝐺(𝛼𝑗−1 + 𝛽′x𝑖) = 0
ja
𝜕𝑙
𝜕𝛼𝑘
=
𝑛∑︁
𝑖=1
𝑐∑︁
𝑗=1
𝑦𝑖𝑗
𝛿𝑗𝑘𝑔(𝛼𝑗 + 𝛽
′x𝑖)− 𝛿𝑗−1,𝑘𝑔(𝛼𝑗−1 + 𝛽′x𝑖)
𝐺(𝛼𝑗 + 𝛽′x𝑖)−𝐺(𝛼𝑗−1 + 𝛽′x𝑖) = 0,
jossa 𝛿𝑗𝑘 on Kroneckerin delta. Kroneckerin deltalle pätee 𝛿𝑗𝑘 = 1, jos 𝑗 = 𝑘 ja
𝛿𝑗𝑘 = 0 muulloin. Yhtälöt ovat epälineaarisia parametrien suhteen eikä niillä ole
suljetun muodon ratkaisua. (Agresti 2010, 120.)
4.7 Parametrien estimaattien keskihajontojen estimointi
Parametrien keskihajontojen estimaatit saadaan parametrien SU-estimaattien esti-
moidusta kovarianssimatriisista, joka on parametrien informaatiomatriisin käänteis-
matriisi kehitettynä SU-estimaattien arvoilla. Informaatiomatriisi voidaan estimoida
kahdella tavalla.
Havaitun informaatiomatriisin alkiot saadaan laskemalla mallin log-uskottavuusfunktion
toisten derivaattojen vastaluvut. Havaitun informaatiomatriisin alkio rivissä 𝑎 ja sa-
rakkeessa 𝑏 on −𝜕2𝑙(𝛼,𝛽)/𝜕Ω𝑎𝜕Ω𝑏, jossa Ω𝑎 ja Ω𝑏 ovat mallin parametreja.
Odotetun eli Fisherin informaatiomatriisin alkiot saadaan laskemalla havaitun infor-
maatiomatriisin alkioiden odotusarvot. Odotetun informaatiomatriisin alkio rivissä
𝑎 ja sarakkeessa 𝑏 on 𝐸[−𝜕2𝑙(𝛼,𝛽)/𝜕Ω𝑎𝜕Ω𝑏], jossa Ω𝑎 ja Ω𝑏 ovat mallin parametreja.
Kun informaatiomatriisia merkitään I(𝛼,𝛽):llä ja parametrit (𝛼,𝛽) korvataan SU-
estimaateilla (?ˆ?,𝛽), estimoitu kovarianssimatriisi on
Cov(?ˆ?,𝛽) =
[︁
I(?ˆ?,𝛽)
]︁−1
.
Kovarianssimatriisin diagonaalialkioissa ovat mallin parametrien estimoidut varians-
sit. Parametrien estimoidut keskihajonnat saadaan laskemalla diagonaalialkioista
neliöjuuret. (Agresti 2010, 5960.)
1Estimaattori on satunnaismuuttuja ja estimaatti sen realisaatio ja kiinteä luku. Tutkielmassa
sivuutetaan näiden erottelu.
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4.8 Regressiokertoimien hypoteesin testaus
Nollahypoteesia 𝐻0: 𝛽𝑘 = 0 voidaan testata Waldin testisuureella
𝑧 =
𝛽𝑘
SE(𝛽𝑘)
,
jossa 𝛽𝑘 on parametrin 𝛽𝑘 SU-estimaatti ja SE(𝛽𝑘) (standard error) on SU-estimaatin
estimoitu keskihajonta. Se noudattaa asymptoottisesti standardinormaalijakaumaa
nollahypoteesin pätiessä (Agresti 2010, 29). Nollahypoteesi hylätään 5 %:n riskita-
solla, kun 𝑧:n itseisarvo on yli 1,96.
Waldin testi ei toimi hyvin, kun aineiston otoskoko on pieni tai suuri osa havain-
noista sijoittuu vastemuuttujan ylimpään tai alimpaan luokkaan. Tällöin on parempi
käyttää uskottavuusosamäärätestiä.
Uskottavuusosamäärätestin testisuure on
𝐿𝑅 = 2(𝑙1 − 𝑙0),
jossa 𝑙0 on log-uskottavuusfunktion arvo, kun se on maksimoitu ehdolla 𝛽𝑘 = 0. 𝑙1
on log-uskottavuusfunktion rajoittamaton maksimi eli funktio on maksimoitu pa-
rametrien ?ˆ? ja 𝛽 suhteen vapaasti. 𝐿𝑅 noudattaa nollahypoteesin pätiessä asymp-
toottisesti 𝜒2-jakaumaa yhdellä vapausasteella. (Agresti 2010, 6061.)
4.9 Mallin sopivuuden testaaminen
Kumulatiivisilla logit-malleilla voidaan testata mallin sopivuutta eli sitä, pystyykö
malli ennustamaan tutkimuskohteille oikeanlaiset vastemuuttujan luokkien esiinty-
mistodennäköisyydet. Testin nollahypoteesina on, että malli on sopiva. Vastahypo-
teesina on, että se ei ole sopiva.
Tilanteessa, jossa mallin kaikki selittävät muuttujat ovat vähintään luokitteluastei-
kollisia, mallin sopivuustestin ideana on verrata 𝑟 × 𝑐 -taulukon, jossa sarakkeet
viittaavat vastemuuttujaan 𝑌 ja rivit selittäviin muuttujiin, havaittuja frekvenssejä
mallista estimoituihin odotettuihin frekvensseihin. Testin nollahypoteesin pätiessä
rivin 𝑖 mallista estimoituun todennäköisyyteen 𝑃 (𝑌 = 𝑗) perustuvat odotetut fre-
kvenssit ovat
?ˆ?𝑖𝑗 = 𝑛𝑖+𝑃 (𝑌 = 𝑗), 𝑖 = 1, . . . , 𝑟, 𝑗 = 1, . . . , 𝑐.
(Agresti 2010, 67.)
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Yleisimmät mallin sopivuuden testaamisessa käytettävät testisuureet ovat Pearsonin
𝜒2 -testisuure
X2 =
𝑟∑︁
𝑖=1
𝑐∑︁
𝑗=1
(𝑛𝑖𝑗 − ?ˆ?𝑖𝑗)2
?ˆ?𝑖𝑗
ja uskottavuusosamäärätestisuure eli devianssi. Ne ovat suurilla havaintomäärillä
nollahypoteesin pätiessä asymptoottisesti yhtäpitävät. Mallin havaintomäärän kas-
vaessa Pearsonin 𝜒2 -testisuureen jakauma menee devianssia nopeammin kohti 𝜒2
-jakaumaa, joten se on toimivampi pienillä havaintomäärillä (Agresti 2013, 19). Täs-
tä syystä tutkielmassa käytetään mallin sopivuuden tutkimisessa Pearsonin 𝜒2 -
testisuuretta.
𝜒2-jakauman vapausaste saadaan vähentämällä mallin kumulatiivisten logitien mää-
rä mallin parametrien määrästä.
Esimerkiksi 𝑟 × 𝑐 -taulukon tilanteessa jokaisesta rivistä pystytään kaavan (1) pe-
rusteella laskemaan 𝑐 − 1 kumulatiivista logitia. Taulukossa on rivejä 𝑟 kappaletta
eli mallissa on 𝑟(𝑐− 1) kumulatiivista logitia.
Kun selittävä muuttuja on luokitteluasteikollinen, mallissa on kaavan (4) perusteel-
la 𝑐− 1 vakiokerrointa ja 𝑟− 1 rivivaikutuskerrointa eli (𝑐− 1) + (𝑟− 1) parametria.
X2:n jakauman vapausaste on tällöin 𝑟(𝑐− 1)− [(𝑐− 1) + (𝑟 − 1)] = (𝑟 − 1)(𝑐− 2).
Kun selittävä muuttuja voidaan ajatella kaavan (6) mukaisesti välimatka-asteikollisena,
mallissa on yksi regressiokerroin ja 𝑐−1 vakiokerrointa eli 𝑐 parametria. X2:n jakau-
man vapausaste on tällöin 𝑟(𝑐− 1)− 𝑐 = 𝑟𝑐− 𝑟 − 𝑐.
Testisuureen jakauma-approksimaation katsotaan olevan riittävä, kun enintään 20
% taulukon odotetuista solufrekvensseistä on vähemmän kuin viisi ja jokaisen solun
odotettu frekvenssi on enemmän kuin yksi (Agresti 2013, 77).
Pearsonin 𝜒2 -testisuure ei toimi hyvin, kun yksikin selittävistä muuttujista on
jatkuva-asteikollinen, tai frekvenssitaulukossa on paljon pieniä odotettuja frekvens-
sejä. Se on yleistä, kun mallissa on useita selittäviä muuttujia. (Agresti 2010, 6768.)
Kun taulukon odotetut frekvenssit eivät täytä Pearsonin 𝜒2 -testisuureen jakauma-
approksimaation ehtoja eli taulukko on niukka (sparse), mallin sopivuuden testaami-
sessa voidaan käyttää niukan asymptotiikan testejä (Agresti 2013, 406). Yksi niistä
on Cressien ja Readin ehdottama voimakkuuden eroavuus -testisuure (power diver-
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gence statistic)
𝐶𝑅 =
2
𝜆(1 + 𝜆)
𝑟∑︁
𝑖=1
𝑐∑︁
𝑗=1
𝑛𝑖𝑗[(𝑛𝑖𝑗/?ˆ?𝑖𝑗)
𝜆 − 1],
jossa 𝜆 on vapaasti valittavissa oleva luku. Esimerkiksi kun 𝜆 = 1, voimakkuuden
eroavuus -testisuure saa saman arvon kuin Pearsonin 𝜒2 -testisuure. Testisuure nou-
dattaa nollahypoteesin pätiessä 𝜆:n arvosta riippumatta samaa jakaumaa kuin Pear-
sonin 𝜒2 -testisuure. (Agresti 2013, 34.) Cressie ja Read ehdottivat, että testisuureen
jakauma-approksimaatio toimii parhaiten kun 𝜆 = 2/3, joten tällä 𝜆:n arvolla to-
teutettua testisuuretta käytetään tarvittaessa analyyseissa (Cressie ja Read 1984,
462463). Sitä kutsutaan lyhyemmin Cressien ja Readin testisuureeksi.
4.10 Mallin residuaalit
Yllä esitetyt mallin sopivuutta tutkivat testit eivät kerro, missä soluissa malli ei pä-
de. Sopivuutta voidaan tutkia solutasolla muodostamalla standardoidut residuaalit
𝑟𝑖𝑗 =
𝑛𝑖𝑗 − ?ˆ?𝑖𝑗
SE
.
Yllä SE on residuaalin 𝑛𝑖𝑗−?ˆ?𝑖𝑗 estimoitu keskihajonta, kun malli on sopiva. Keskiha-
jonnan estimointi perustuu yleistettyjen lineaaristen mallien hattumatriisiin, jonka
avulla pystytään esittämään vastemuuttujan havaittujen arvojen ja mallin residu-
aalien yhteys. (Agresti 2010, 73.) Hattumatriisi on
H = W1/2X(XTWX)-1XTW1/2.
Matriisi X (𝑛 × 𝑟) sisältää havainnot selittävistä muuttujista. Diagonaalimatrii-
sin W (𝑛 × 𝑛) diagonaalialkio 𝑤𝑖 = (𝜕𝜇𝑖/𝜕𝜂𝑖)2/var(𝑌𝑖), jossa 𝜇𝑖 = 𝐸(𝑌𝑖) ja 𝜂𝑖 =
log(𝜇𝑖/(1− 𝜇𝑖)).
Havaitun arvon ja mallista estimoidun sovitteen erotuksen kovarianssimatriisi on
Cov(y − ?ˆ?) = V1/2[I−H]V1/2,
jossa I on 𝑛 × 𝑛-yksikkömatriisi ja V on 𝑛 × 𝑛-diagonaalimatriisi, jonka diagonaa-
lialkioina ovat havaittujen arvojen varianssit. Kovarianssimatriisin Cov(y− ?ˆ?) rivin
𝑖 diagonaalialkion neliöjuuri on residuaalin (𝑦𝑖 − 𝜇𝑖) keskihajonta. Matriisien di-
mensioissa 𝑛 on tutkimuskohteiden määrä ja 𝑟 mallin selittävien muuttujien määrä.
(Agresti 2013, 141.)
Standardoitu residuaali noudattaa mallin sopiessa asymptoottisesti standardinor-
maalijakaumaa. Näin ollen kohtuullisen suuret standardoitujen residuaalien arvot,
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kuten yli kahden olevat arvot, viittaavat siihen, että kyseisen solun kohdalla malli
ei ole sopiva.
Standardoitujen residuaalien laskemisessa R:llä käytetään Joseph Langin mph.ﬁt-
pakettia (Lang, 2009).
Standardoidut residuaalit voidaan muodostaa yksittäisten solufrekvenssien sijaan
myös hyödyntämällä solufrekvenssien kumulatiivisia summia. Frekvenssitaulukon se-
littävien muuttujien asetelmalle 𝑖 luokassa 𝑗 tällainen Pearson-tyyppinen standar-
doitu residuaali on ∑︀𝑗
𝑘=1 𝑛𝑖𝑘 −
∑︀𝑗
𝑘=1 ?ˆ?𝑖𝑘√︁∑︀𝑗
𝑘=1 ?ˆ?𝑖𝑘[1− 𝑃 (𝑌 ≤ 𝑗|x𝑖)]
,
jossa nimittäjä on mallin sovitteeseen perustuva havaittujen frekvenssien kumulatii-
visen summan
∑︀𝑗
𝑘=1 𝑛𝑖𝑘 estimoitu keskihajonta. Tämä residuaali ei noudata asymp-
toottisesti standardinormaalijakaumaa, mutta sen suuruuden arvioinnissa käytetään
samaa kriteeriä kuin standardoitujen residuaalien kohdalla. (Agresti 2010, 7374.)
4.11 Mallien vertailu
Kun halutaan verrata useita malleja keskenään, voidaan hyödyntää mallinvalinta-
kriteerejä. Tunnetuin niistä on Akaiken informaatiokriteeri (AIC). Se arvoi mallia
SU-estimaateilla estimoidun log-uskottavuusfunktion arvon ja mallin parametrien
määrän avulla. Malli, jonka kriteeriarvo
AIC = −2𝑙 + 2𝑘
on pienin, on sopivin malli. Yhtälössä 𝑘 on mallin parametrien määrä ja 𝑙 on mallin
log-uskottavuusfunktion arvo SU-estimaateilla laskettuna. Log-uskottavuusfunktion
arvo suurenee, kun malliin lisätään selittäviä muuttujia. Tällöin funktion −2𝑙 arvo
pienenee ja sakkofunktion 2𝑘 arvo kasvaa. Sakkofunktion avulla pyritään estämään
se, että tilastollisesti merkitsemättömät selittävät muuttujat laskisivat informaatio-
kriteerin arvoa. (Agresti 2010, 75.)
4.12 Mallin ennustusvoima
Kumulatiiviselle logit-mallille ja muille yleistetyille lineaarisille regressiomalleille on
kehitetty useita erilaisia menetelmiä, joilla on pyritty mittaamaan mallin ennustus-
voimaa eli sitä, miten malli pystyy selittämään vastemuuttujan vaihtelua. Tässä
tutkielmassa esitellään yhteensopivuusindeksi (concordance index ) ja kokonaiskor-
relaatiokerroin (multiple correlation coefficient).
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Määritetään kaikki mahdolliset tutkimuskohteiden vastemuuttujan 𝑌 havaittujen
arvojen parit (𝑦𝑖,𝑦𝑘), joissa 𝑦𝑖 ̸= 𝑦𝑘, ja tutkimuskohteen 𝑖 estimoitu 𝑌 :n otosjakau-
man keskiarvo
𝑦𝑖 =
𝑐∑︁
𝑗=1
𝑃 (𝑌𝑖 = 𝑗)× 𝑣𝑗.
𝑃 (𝑌𝑖 = 𝑗) on mallista estimoitu todennäköisyys, että vastemuuttujan arvo tutki-
muskohteella 𝑖 on 𝑗. Vastemuuttujan arvolle 𝑗 annettua pistelukua merkitään 𝑣𝑗:llä.
Yhteensopivuusindeksin ideana on tutkia, miten suuri osa tutkimuskohteiden 𝑌 :n
havaittujen arvojen pareista ovat yhteensopivia tutkimuskohteiden mallista estimoi-
tujen 𝑌 :n otosjakauman keskiarvojen suhteen eli 𝑦𝑖 > 𝑦𝑘 samalla kun 𝑦𝑖 > 𝑦𝑘. Kun
konkordantteja pareja merkitään 𝑀 :llä ja kaikkia pareja 𝑁 :llä, yhteensopivuusin-
deksi 𝐶𝐼 on
𝐶𝐼 =
𝑀
𝑁
.
Yhteensopivuusindeksin perusarvo 0,5 tarkoittaa, että mallin ennusteet eivät ole pa-
rempia kuin satunnainen arvaus. Mitä lähempänä yhteensopivuusindeksi on arvoa
yksi, sitä parempi on mallin ennustusvoima. (Agresti 2010, 65.) Frank Harrell on
todennut, että arvon 0,8 ylittäminen viittaa hyvään mallin ennustuskykyyn yksit-
täiselle tutkimuskohteelle (Harrell 2015, 257). R:ssä yhteensopivuusindeksin laske-
misessa käytetään Harrellin Hmisc-paketin rcorr.cens-funktiota.
Kokonaiskorrelaatiokerroin on Pearsonin korrelaatiokerroin, jonka avulla mitataan
tutkimuskohteiden vastemuuttujan havaittujen arvojen ja mallista estimoidun 𝑌 :n
otosjakauman keskiarvojen lineaarista riippuvuutta. Sen kaava on
𝑅𝑦𝑦 =
∑︀𝑛
𝑖=1(𝑦𝑖 − 𝑦)(𝑦𝑖 − ¯ˆ𝑦)√︁∑︀𝑛
𝑖=1(𝑦𝑖 − 𝑦)2
∑︀𝑛
𝑖=1(𝑦𝑖 − ¯ˆ𝑦)2
,
jossa 𝑦 =
∑︀𝑛
𝑖=1 𝑦𝑖/𝑛 ja
¯ˆ𝑦 =
∑︀𝑛
𝑖=1 𝑦𝑖/𝑛 ovat muuttujien otoskeskiarvot. (Agresti 2010,
6566.)
Mallin ennustusvoima ei ole sidoksissa mallin sopivuuteen. Malli voi olla sopivuus-
testin perusteella sopiva, vaikka mallin ennustusvoima olisikin heikko. (Agresti 2013,
314.)
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5 Yhden selittävän muuttujan regressioanalyysit
5.1 Syytetyn poissaolon yhteys seuraamuskannanoton ja tuo-
mion suhteeseen
Tutkitaan törkeästä rattijuopumuksesta syytetyn istuntokäsittelyyn osallistumisen
yhteyttä syyttäjän seuraamuskannanoton ja tuomion suhteeseen. Selittävänä muut-
tujana analyysissa on syytetyn läsnäoloa istuntokäsittelyssä kuvaava muuttuja, jon-
ka ryhmät ovat 'paikalla' ja 'poissa'.
Ristiintaulukoidaan seuraamuskannanoton ja tuomion suhdetta kuvaava muuttuja
ja syytetyn läsnäoloa kuvaava muuttuja. Ryhmien frekvenssien alapuolella esitetään
ryhmien rivitodennäköisyydet.
tuomio seuraamuskannanottoon verrattuna
läsnäolo istuntokäsittelyssä lievempi samantasoinen kovempi yhteensä
paikalla 47 116 12 175
(%) (27) (66) (7) (100)
poissa 9 60 9 78
(%) (12) (77) (12) (101)2
yhteensä 56 176 21 253
Taulukko 2: Tuomio seuraamuskannanottoon verrattuna syytetyn läsnäolon mukaan.
Istuntokäsittelyyn osallistuneilla tuomiot näyttävät lievenevän useammin verrattuna
niihin, jotka eivät osallistu istuntokäsittelyyn. Istuntokäsittelyyn osallistumattomien
tuomiot näyttävät kovenevan useammin istuntokäsittelyyn osallistuneisiin verrattu-
na.
Selittävässä muuttujassa on kaksi ryhmää, joten ryhmien jakaumien sijaintien eroa
testataan WilcoxonMannWhitney-testin (jakso 3.1) avulla. Tutkielmassa käyte-
tään hypoteesien testauksessa 5 %:n riskitasoa. Testin perusteella nollahypoteesi
ryhmien samoin jakautumisesta hylätään (p-arvo 0,005). Ryhmien jakaumien sijain-
nit näyttävät eroavan toisistaan.
Tutkitaan jakaumien eron luonnetta tarkemmin kumulatiivisen logistisen regressio-
analyysin avulla. Ensin tutkitaan verrannollisten tapahtumakertoimien ominaisuut-
ta (jakso 4.5). Uskottavuusosamäärätestin perusteella nollahypoteesia verrannollis-
ten tapahtumakertoimien ominaisuuden voimassaolosta ei ole syytä hylätä (p-arvo
0,408), joten analyysissa käytetään verrannollisten tapahtumakertoimien versiota
2Lukujen pyöristys aiheuttaa näennäisen poikkeaman sadasta prosentista.
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kumulatiivisesta logit-mallista.
Kumulatiivisessa logit-mallissa on yksi rivivaikutuskerroin (kaava 4), joka kertoo, mi-
ten vastemuuttujan jakauma muuttuu, kun siirrytään syytetyn läsnäoloa kuvaavasta
vertailuryhmästä syytetyn poissaoloa kuvaavaan ryhmään. Vakiokertoimien ekspo-
nenttifunktiot, joissa kantalukuna on Neperin luku, kertovat, miten kumulatiivinen
todennäköisyys kasvaa vertailuryhmänä toimivassa läsnäoloa kuvaavassa ryhmässä,
kun siirrytään järjestysasteikollisesti pienemmästä luokasta suurempaan luokkaan.
(jakso 4.3.)
estimaatti keskihajonta UOM-testin p-arvo
rivivaikutuskerroin
poissa -0,853 0,312 0,005
vakiokerroin
lievempi|samantasoinen -1,034 0,167
samantasoinen|kovempi 2,739 0,269
syytettyjen määrä: 253
Taulukko 3: Kumulatiivisen logistisen regressioanalyysin tulokset.
Rivivaikutuskertoimen estimaatin tilastollista merkitsevyyttä testataan uskottavuus-
osamäärätestillä eli UOM-testillä (jakso 4.8). Estimaatti on tilastollisesti merkitsevä
(p-arvo 0,005).
Syytetyn poissaoloa kuvaavan rivivaikutuskertoimen estimaatin eksponenttifunktio
exp(−0,853) ≈ 0,426. Vastaajilla, jotka eivät osallistu istuntokäsittelyyn, tuomion ja
seuraamuskannanoton suhteen kumulatiivinen tapahtumakerroin on 0,426-kertainen
verrattuna istuntokäsittelyyn osallistuviin vastaajiin. (kaava 5.) Istuntokäsittelystä
poissaolevilla lopullisen tuomion ja seuraamuskannanoton suhde näyttää olevan an-
karampi verrattuna istuntokäsittelyyn osallistuneisiin. (jakso 4.3.)
Mallin sopivuutta testataan Pearsonin 𝜒2 -testisuureen (jakso 4.9) ja standardoitu-
jen residuaalien (jakso 4.10) avulla. Pearsonin 𝜒2 -testisuureen perusteella nollahy-
poteesia mallin sopivuudesta ei ole syytä hylätä (p-arvo 0,409). Standardoitujen resi-
duaalien tarkastelun perusteella malli on sopiva kaikissa frekvenssitaulukon soluissa.
Kumulatiivisiin summiin perustuvat standardoidut residuaalit eivät anna viitteitä
siitä, että malli ei olisi sopiva. Mallin yhteensopivuusindeksi (jakso 4.12) on 0,582
ja mallin kokonaiskorrelaatiokerroin on 0,173. Yhteensopivuusindeksin perusteella
mallin ennustusvoima on heikko.
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5.2 Syytetyn ajoneuvon yhteys seuraamuskannanoton ja tuo-
mion suhteeseen
Analysoidaan syytetyn ajoneuvon yhteyttä syyttäjän seuraamuskannanoton ja tuo-
mion suhteeseen. Selittävänä muuttujana on syytetyn ajoneuvoa kuvaava muuttu-
ja. Muuttujan ryhmiä on muokattu analyysia varten niin, että ammattiautoilijoiden
ajamat ajoneuvot (kuorma-auto, rekka ja linja-auto) on niputettu samaan ryhmään.
Moottorikelkka, mopo, mönkijä ja traktori muodostavat toisen ryhmän. Muut selit-
tävän muuttujan ryhmät ovat henkilöauto ja pakettiauto.
Ristiintaulukoidaan seuraamuskannanoton ja tuomion suhdetta kuvaava muuttuja
ja syytetyn ajoneuvoa kuvaava muuttuja. Ryhmien frekvenssien alapuolella esite-
tään ryhmien rivitodennäköisyydet.
tuomio seuraamuskannanottoon verrattuna
ajoneuvo lievempi samantasoinen kovempi yhteensä
henkilöauto 80 266 33 379
(%) (21) (70) (9) (100)
kuorma-auto/rekka/linja-auto 0 6 4 10
(%) (0) (60) (40) (100)
muut 4 7 3 14
(%) (29) (50) (21) (100)
pakettiauto 2 14 0 16
(%) (13) (88) (0) (101)
yhteensä 86 293 40 419
Taulukko 4: Tuomio seuraamuskannanottoon verrattuna syytetyn ajoneuvon mukaan.
Taulukossa mielenkiintoa herättää, että kuorma-auto/rekka/linja-auto-ryhmän koh-
dalla yksikään tuomio ei ole ollut seuraamuskannanottoa lievempi.
Selittävässä muuttujassa on neljä ryhmää ja se on luokitteluasteikollinen, joten ryh-
mien jakaumien sijaintien eroa testataan Kruskalin ja Wallisin testillä (jakso 3.2).
Testin perusteella nollahypoteesi jakaumien sijaintien samuudesta hylätään (p-arvo
0,033). Ajoneuvoryhmien jakaumien sijainnit näyttävät eroavan toisistaan.
Tutkitaan ryhmien jakaumien eroa myös kumulatiivisella logistisella regressioana-
lyysilla. Verrannollisten tapahtumakertoimien ominaisuutta tutkittaessa uskotta-
vuusosamäärätestin p-arvo on hyvin lähellä 5 %:n riskitasoa (p-arvo 0,05005). Se
on niukasti yli riskitason, joten tässä tapauksessa nollahypoteesi päätetään hylätä.
Analyysissa käytetään siis verrannollisten tapahtumakertoimien versiota kumulatii-
visesta logit-mallista.
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Kumulatiivisessa logit-mallissa selittävän muuttujan ryhmille vertailuryhmää lu-
kuun ottamatta on luotu indikaattorimuuttujat (kaava 4). Indikaattorimuuttujien
rivivaikutuskertoimet kertovat, miten kyseisten ryhmien vastemuuttujan jakaumat
eroavat vertailuryhmän vastemuuttujan jakaumasta. Vertailuryhmänä regressioana-
lyysissa on henkilöauto-ryhmä. (jakso 4.3.)
estimaatti keskihajonta UOM-testin p-arvo
rivivaikutuskerroin
auto (kuorma-auto/rekka/linja-auto) -2,034 0,649 0,002
auto (muut) -0,174 0,595 0,783
auto (pakettiauto) -0,042 0,553 0,936
vakiokerroin
lievempi|samantasoinen -1,321 0,125
samantasoinen|kovempi 2,356 0,177
syytettyjen määrä: 419
Taulukko 5: Kumulatiivisen logistisen regressioanalyysin tulokset.
Yksittäisille rivivaikutuskertoimien estimaateille tehtyjen uskottavuusosamäärätes-
tien perusteella kuorma-auto/rekka/linja-auto-ryhmän estimaatti on ainoa tilastolli-
sesti merkitsevä estimaatti (p-arvo 0,002). Kyseisen ryhmän jakauman sijainti näyt-
tää poikkeavan henkilöauto-ryhmän jakauman sijainnista.
Kuorma-auto/rekka/linja-auto-ryhmän rivivaikutuskertoimen estimaatin eksponent-
tifunktio exp(−2,034) ≈ 0,131 eli kuorma-autoa, rekkaa tai linja-autoa ajaneilla syy-
tetyillä on 0,131-kertainen tuomion ja seuraamuskannanoton suhteen kumulatiivinen
tapahtumakerroin verrattuna henkilöautoa ajaneisiin (kaava 5). Kuorma-autoa, rek-
kaa tai linja-autoa ajaneilla tuomion ja seuraamuskannanoton suhde näyttää olevan
ankarampi henkilöautoa ajaneisiin verrattuna. (jakso 4.3.)
Taulukossa 4 on pieniä solufrekvenssejä, joten tutkitaan, täyttyvätkö mallin sopivuu-
den testaamisessa käytettävän Pearsonin 𝜒2 -testisuureen jakauma-approksimaation
ehdot. Taulukon odotetuista frekvensseistä puolet on alle viisi ja yksi solufrekvenssi
on alle yksi, joten Pearsonin 𝜒2 -testisuureen jakauma-approksimaation ehdot eivät
täyty. Mallin sopivuuden testaamisessa käytetään Cressien ja Readin testisuuretta
(jakso 4.9).
Cressien ja Readin testisuureen perusteella nollahypoteesia mallin sopivuudesta ei
ole syytä hylätä (p-arvo 0,084). Standardoitujen residuaalien perusteella malli on so-
piva kaikissa frekvenssitaulukon soluissa. Kumulatiivisiin summiin perustuvat stan-
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dardoidut residuaalit eivät anna viitteitä siitä, että malli ei olisi sopiva. Mallin yh-
teensopivuusindeksi on 0,525 ja kokonaiskorrelaatiokerroin on 0,149. Yhteensopi-
vuusindeksin perusteella mallin ennustusvoima vaikuttaa heikolta.
5.3 Syytetyn aikaisempien törkeiden rattijuopumusrikosten
määrän yhteys seuraamuskannanoton ja tuomion suhtee-
seen
Syytetyn aikaisempien törkeiden rattijuopumusrikosten määrän yhteyttä syyttäjän
seuraamuskannanoton ja tuomion suhteeseen tutkitaan niin, että syytetyn aikaisem-
pien törkeiden rattijuopumusrikosten määrää kuvaavan selittävän muuttujan ryhmi-
nä ovat 'ei yhtään', 'yksi' ja 'kaksi tai useampi'.
Ristiintaulukoidaan seuraamuskannanoton ja tuomion suhdetta kuvaava muuttuja
ja syytetyn aikaisempien törkeiden rattijuopumusrikosten määrää kuvaava muuttu-
ja. Ryhmien frekvenssien alapuolella esitetään ryhmien rivitodennäköisyydet.
tuomio seuraamuskannanottoon verrattuna
aiemmat vastaavat rikokset lievempi samantasoinen kovempi yhteensä
ei yhtään 51 221 16 288
(%) (18) (77) (6) (101)
yksi 25 62 17 104
(%) (24) (50) (16) (100)
kaksi tai useampi 11 37 12 60
(%) (18) (62) (20) (100)
yhteensä 87 320 45 452
Taulukko 6: Tuomio seuraamuskannanottoon verrattuna syytetyn aikaisempien törkeiden rattijuopumusrikos-
ten määrän mukaan.
Taulukossa huomio kiinnittyy siihen, että syytetyn aikaisempien törkeiden ratti-
juopumusrikosten määrän kasvaessa seuraamuskannanottoa kovempien tuomioiden
suhteellinen osuus kasvaa.
Selittävä muuttuja ja vastemuuttuja ovat järjestysasteikollisia, joten ryhmien jakau-
mien sijaintien eroa testataan JonckheereTerpstra-testillä (jakso 3.3). Testin perus-
teella nollahypoteesia jakaumien sijaintien samuudesta ei ole syytä hylätä (p-arvo
0,131). Ryhmien jakaumien sijainnit eivät näytä eroavan toisistaan.
Tutkitaan ryhmien jakaumien eroa vielä kumulatiivisen logistisen regressioanalyysin
avulla. Selittävä muuttuja on järjestysasteikollinen, joten kumulatiivinen logit-malli
voidaan rakentaa kahdella tavalla: asettamalla ryhmille välimatka-asteikolliset pis-
teluvut 0, 1 ja 2 tai luomalla jokaiselle ryhmälle vertailuryhmää lukuun ottamatta
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indikaattorimuuttujat. Akaiken informaatiokriteerin (jakso 4.11) perusteella piste-
lukuihin perustuva malli (kaava 6) on parempi.
Uskottavuusosamäärätestin perusteella nollahypoteesi verrannollisten tapahtuma-
kertoimien ominaisuuden voimassaolosta hylätään (p-arvo 0,0003). Analyysissa käy-
tetään siis ei-verrannollisten tapahtumakertoimien versiota kumulatiivisesta logit-
mallista (kaava 8).
Mallissa on kaksi regressiokerrointa, joista ensimmäisen avulla lasketaan kahden
peräkkäisen pisteluvun omaavien ryhmien kumulatiivinen tapahtumakerroinsuhde,
kun vastemuuttujan luokkaa 'lievempi' verrataan luokkiin 'samantasoinen' ja 'ko-
vempi'. Toisen regressiokertoimen avulla lasketaan kahden peräkkäisen pisteluvun
omaavien ryhmien kumulatiivinen tapahtumakerroinsuhde, kun luokkia 'lievempi'
ja 'samantasoinen' verrataan luokkaan 'kovempi'. (jakso 4.4.)
estimaatti keskihajonta Waldin testin p-arvo
regressiokerroin
kerrat:1 0,099 0,163 0,544
kerrat:2 -0,737 0,193 0,0001
vakiokerroin
lievempi|samantasoinen -1,485 0,147
samantasoinen|kovempi 2,693 0,227
syytettyjen määrä: 452
Taulukko 7: Kumulatiivisen logistisen regressioanalyysin tulokset.
Ei-verrannollisten tapahtumakertoimien regressiomallin yksittäisten regressiokertoi-
mien estimaattien tilastollista merkitsevyyttä ei pystytty tutkimaan R:ssä uskot-
tavuusosamäärätestillä, joten niiden tilastollista merkitsevyyttä tutkitaan Waldin
testillä. Waldin testin perusteella toisen regressiokertoimen estimaatti on tilastolli-
sesti merkitsevä (p-arvo 0,0001). Ensimmäisen regressiokertoimen estimaatti ei ole
tilastollisesti merkitsevä (p-arvo 0,544).
Uskottavuusosamäärätestin, jossa regressiokertoimien estimaattien tilastollista mer-
kitsevyyttä tutkitaan yhtä aikaa, p-arvo on 0,0003. Regressiokertoimien estimaatit
ovat yhdessä tilastollisesti merkitseviä.
Toisen regressiokertoimen estimaatin eksponenttifunktio exp(−0,737) ≈ 0,479. Kun
siirrytään pisteluvuissa pienemmästä ryhmästä suurempaan ryhmään, tuomion ja
seuraamuskannanoton suhteen kumulatiivinen tapahtumakerroinsuhde, kun verra-
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taan luokkia 'lievempi' ja 'samantasoinen' luokkaan 'kovempi', on 0,479-kertainen.
(kaava 7.) Aikaisempien törkeiden rattijuopumusrikosten määrän kasvaessa yhä suu-
rempi osuus havainnoista näyttää painottuvan luokkaan 'kovempi', kun verrataan
luokkiin 'lievempi' ja 'samantasoinen'. (jakso 4.4.)
Pearsonin 𝜒2 -testisuureen perusteella nollahypoteesia mallin sopivuudesta ei ole
syytä hylätä (p-arvo 0,105). Standardoitujen residuaalien perusteella malli on sopi-
va kaikissa frekvenssitaulukon soluissa, paitsi luokan 'samantasoinen' soluissa. Ku-
mulatiivisiin summiin perustuvat standardoidut residuaalit eivät anna viitteitä siitä,
että malli ei olisi sopiva. Mallin yhteensopivuusindeksi on 0,536 ja kokonaiskorre-
laatiokerroin on 0,088 eli yhteensopivuusindeksin perusteella mallin ennustusvoima
näyttää heikolta.
5.4 Syytetyn syytekohtien määrän yhteys seuraamuskannan-
oton ja tuomion suhteeseen
Selvitetään, millainen yhteys törkeästä rattijuopumuksesta syytetyn syytekohtien
määrällä on syyttäjän seuraamuskannanoton ja tuomion suhteeseen. Selittävänä
muuttujana on syytetyn syytekohtien määrää kuvaava muuttuja, jonka ryhmät ovat
'vähemmän kuin neljä' ja 'vähintään neljä'.
Ristiintaulukoidaan seuraamuskannanoton ja tuomion suhdetta kuvaava muuttuja
ja syytetyn syytekohtien määrää kuvaava muuttuja. Ryhmien frekvenssien alapuo-
lella esitetään selittävän muuttujan ryhmien rivitodennäköisyydet.
tuomio seuraamuskannanottoon verrattuna
syytekohtien määrä lievempi samantasoinen kovempi yhteensä
vähemmän kuin neljä 82 296 37 415
(%) (20) (71) (9) (100)
vähintään neljä 4 24 7 35
(%) (11) (69) (20) (100)
yhteensä 86 320 44 450
Taulukko 8: Tuomio seuraamuskannanottoon verrattuna syytetyn syytekohtien määrän mukaan.
Vähemmän kuin neljä syytekohtaa omaavilla syytetyillä tuomiot näyttävät lieve-
nevän useammin verrattuna vähintään neljä syytekohtaa omaaviin. Vähintään neljä
syytekohtaa omaavilla tuomiot näyttävät kovenevan useammin kuin vähemmän kuin
neljä syytekohtaa omaavilla.
Selittävässä muuttujassa on kaksi ryhmää, joten ryhmien jakaumien sijaintien eroa
testataan WilcoxonMannWhitney-testillä. Testin perusteella nollahypoteesi ryh-
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mien jakaumien sijaintien samuudesta hylätään (p-arvo on 0,042). Testin perusteella
ryhmien jakaumien sijainnit eroavat toisistaan.
Tutkitaan ryhmien jakaumien eroa vielä kumulatiivisen logistisen regressioanalyysin
avulla. Uskottavuusosamäärätestin perusteella nollahypoteesia verrannollisten ta-
pahtumakertoimien ominaisuuden voimassaolosta ei ole syytä hylätä (p-arvo 0,66).
Analyysissa käytetään siis verrannollisten tapahtumakertoimien versiota kumulatii-
visesta logit-mallista.
Mallissa on yksi rivivaikutuskerroin, joka kertoo, miten vastemuuttujan jakauma
muuttuu, kun siirrytään vähempää kuin neljää syytekohtaa kuvaavasta vertailuryh-
mästä vähintään neljää syytekohtaa kuvaavaan ryhmään.
estimaatti keskihajonta UOM-testin p-arvo
regressiokerroin
syytekohdat (neljä+) -0,826 0,391 0,036
vakiokerroin
lievempi|samantasoinen -1,394 0,122
samantasoinen|kovempi 2,307 0,167
syytettyjen määrä: 450
Taulukko 9: Kumulatiivisen logistisen regressioanalyysin tulokset.
Uskottavuusosamäärätestin perusteella rivivaikutuskertoimen estimaatti on tilastol-
lisesti merkitsevä (p-arvo 0,036).
Vähintään neljää syytekohtaa kuvaavan ryhmän rivivaikutuskertoimen estimaatin
eksponenttifunktio exp(−0,826) ≈ 0,437. Syytetyillä, joilla on ollut vähintään neljä
syytekohtaa, tuomion ja seuraamuskannanoton suhteen kumulatiivinen tapahtuma-
kerroin on 0,437-kertainen verrattuna syytettyihin, joilla on ollut vähemmän kuin
neljä syytekohtaa. Tuomion ja seuraamuskannanoton suhde näyttää olevan anka-
rampi syytetyillä, joilla on ollut vähintään neljä syytekohtaa.
Pearsonin 𝜒2 -testisuureen perusteella nollahypoteesia mallin sopivuudesta ei ole
syytä hylätä (p-arvo 0,656). Standardoitujen residuaalien perusteella malli on so-
piva kaikissa frekvenssitaulukon soluissa. Kumulatiivisiin summiin perustuvat stan-
dardoidut residuaalit eivät anna viitteitä siitä, että malli ei olisi sopiva. Mallin yh-
teensopivuusindeksi on 0,526 ja mallin kokonaiskorrelaatiokerroin on 0,098. Yhteen-
sopivuusindeksin perusteella mallin ennustusvoima näyttää heikolta.
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5.5 Avustajan omaamisen yhteys seuraamuskannanoton ja
tuomion suhteeseen
Tutkitaan, onko avustajan omaamisella istuntokäsittelyssä yhteyttä syyttäjän seu-
raamuskannanoton ja tuomion suhteeseen. Selittävänä muuttujana analyysissa on
avustajan omaamista kuvaava muuttuja, jonka ryhmät ovat 'ei' ja 'kyllä'.
Ristiintaulukoidaan seuraamuskannanoton ja tuomion suhdetta kuvaava muuttuja
ja avustajan omaamista kuvaava muuttuja. Ryhmien frekvenssien alapuolella esite-
tään selittävän muuttujan ryhmien rivitodennäköisyydet.
tuomio seuraamuskannanottoon verrattuna
syytetyllä avustaja lievempi samantasoinen kovempi yhteensä
ei 43 159 19 221
(%) (19) (72) (9) (100)
kyllä 13 16 3 32
(%) (41) (50) (9) (100)
yhteensä 56 175 22 253
Taulukko 10: Tuomio seuraamuskannanottoon verrattuna avustajan omaamisen mukaan.
Taulukosta huomataan, että syytetyillä, joilla on ollut avustaja mukana istunto-
käsittelyssä, tuomio on ollut seuraamuskannanottoa lievempi suhteellisesti paljon
useammin verrattuna syytettyihin, joilla ei ole ollut avustajaa istuntokäsittelyssä.
Selittävässä muuttujassa on kaksi ryhmää, joten ryhmien jakaumien sijaintien sa-
muutta testataan WilcoxonMannWhitney-testin avulla. Testin perusteella nolla-
hypoteesi jakaumien sijaintien samuudesta hylätään (p-arvo 0,035). Ryhmien jakau-
mien sijainnit näyttävät eroavan toisistaan.
Tutkitaan ryhmien jakaumien eroa vielä kumulatiivisen logistisen regressioanalyysin
avulla. Uskottavuusosamäärätestin perusteella nollahypoteesia verrannollisten ta-
pahtumakertoimien ominaisuuden voimassaolosta ei ole syytä hylätä (p-arvo 0,131).
Analyysissa käytetään siis verrannollisten tapahtumakertoimien versiota kumulatii-
visesta logit-mallista.
Mallissa on yksi rivivaikutuskerroin, joka kertoo, miten vastemuuttujan jakauma
muuttuu, kun siirrytään avustajan omaamista kuvaavasta vertailuryhmästä avusta-
jan poissaoloa kuvaavaan ryhmään.
Uskottavuusosamäärätestin perusteella rivivaikutuskertoimen estimaatti on tilastol-
lisesti merkitsevä (p-arvo 0,033).
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estimaatti keskihajonta UOM-testin p-arvo
regressiokerroin
avustaja 0,858 0,387 0,033
vakiokerroin
lievempi|samantasoinen -1,381 0,166
samantasoinen|kovempi 2,276 0,226
syytettyjen määrä: 253
Taulukko 11: Logistisen regressioanalyysin tulokset.
Avustajan omaamista kuvaavan rivivaikutuskertoimen estimaatin eksponenttifunk-
tio exp(0,858) ≈ 2,358. Syytetyillä, joilla on ollut avustaja istuntokäsittelyssä, on
2,358-kertainen tuomion ja seuraamuskannanoton suhteen kumulatiivinen tapahtu-
makerroin verrattuna syytettyihin, joilla ei ole ollut avustajaa. Tuomion ja seuraa-
muskannanoton suhde näyttää olevan ankarampi syytetyillä, joilla ei ole ollut avus-
tajaa istuntokäsittelyssä.
Pearsonin 𝜒2 -testisuureen perusteella nollahypoteesia mallin sopivuudesta ei ole
syytä hylätä (p-arvo 0,094). Standardoitujen residuaalien perusteella malli on so-
piva kaikissa frekvenssitaulukon soluissa. Kumulatiivisiin summiin perustuvat stan-
dardoidut residuaalit eivät anna viitteitä siitä, että malli ei olisi sopiva. Mallin yh-
teensopivuusindeksi on 0,544 ja kokonaiskorrelaatiokerroin on 0,126. Yhteensopi-
vuusindeksin perusteella mallin ennustusvoima näyttää heikolta.
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6 Usean selittävän muuttujan regressioanalyysit
Usean selittävän muuttujan regressioanalyyseissa tehdään ensin kumulatiivinen lo-
gistinen regressioanalyysi, jossa vastemuuttujana on tuomion ja syyttäjän seuraa-
muskannanoton suhdetta kuvaava muuttuja ja selittävinä muuttujina ovat kaikki
edellisissä analyyseissa käytetyt selittävät muuttujat. Tämän jälkeen kaikkien selit-
tävien muuttujien regressiomallista karsitaan pois tilastollisesti merkitsemättömät
regressiokertoimet ja toteutetaan uusi regressioanalyysi karsitulle mallille. Tätä jat-
ketaan, kunnes kaikki mallin regressiokertoimien estimaatit ovat tilastollisesti mer-
kitseviä.
Tämän lisäksi etsitään malli, joka minimoi Akaiken informaatiokriteerin arvon, ja
on siis paras mahdollinen malli. Jos se on eri malli kuin selittävien muuttujien kar-
simisella saatu malli, sille toteutetaan kumulatiivinen logistinen regressioanalyysi
ja usean selittävän muuttujan regressioanalyysien johtopäätökset perustuvat tämän
analyysin tuloksiin.
6.1 Kaikkien selittävien muuttujien regressioanalyysi
Selvitetään, missä muodossa järjestysasteikollinen syytetyn aikaisempien törkeiden
rattijuopumusrikosten määrää kuvaava muuttuja kannattaa esittää kaikkien selittä-
vien muuttujien mallissa. Akaiken informaatiokriteerin perusteella malli, jossa syy-
tetyn aikaisempien törkeiden rattijuopumusrikosten määrää kuvaavan muuttujan
ryhmät kuvataan välimatka-asteikollisilla pisteluvuilla, on sopivin malli. Sama tul-
kinta tehtiin yhden selittävän muuttujan regressioanalyysissa.
Uskottavuusosamäärätestin perusteella nollahypoteesia verrannollisten tapahtuma-
kertoimien ominaisuuden voimassaolosta ei ole syytä hylätä, kun vertailumallina
on ei-verrannollisten tapahtumakertoimien versio kumulatiivisesta logit-mallista (p-
arvo 0,564).
Nollahypoteesia verrannollisten tapahtumakertoimien ominaisuuden voimassaolos-
ta ei ole syytä hylätä myöskään kun vertailumallina on osittaisten verrannollis-
ten tapahtumakertoimien versio kumulatiivisesta logit-mallista, jossa syytetyn ai-
kaisempien törkeiden rattijuopumusrikosten määrää kuvaavalla muuttujalla on ei-
verrannollisten tapahtumakertoimien rakenne (p-arvo 0,129). Analyysissa käytetään
siis verrannollisten tapahtumakertoimien versiota kumulatiivisesta logit-mallista.
Uskottavuusosamäärätestien perusteella tilastollisesti merkitseviä regressiokertoi-
mien estimaatteja ovat syytetyn poissaoloa (p-arvo 0,049) ja avustajan omaamista
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estimaatti keskihajonta UOM-testin p-arvo
regressiokerroin/rivivaikutuskerroin
poissa -0,651 0,336 0,049
auto (kuorma-auto/rekka/linja-auto) -1,843 0,893 0,044
auto (muut) -1,027 0,824 0,245
auto (pakettiauto) 0,462 0,765 0,549
kerrat 0,117 0,188 0,536
syytekohdat (neljä+) -1,510 0,497 0,002
avustaja 1,178 0,432 0,006
vakiokerroin
lievempi|samantasoinen -1,136 0,228
samantasoinen|kovempi 2,841 0,327
syytettyjen määrä: 240
Taulukko 12: Kumulatiivisen logistisen regressioanalyysin tulokset.
(p-arvo 0,006) istuntokäsittelyssä kuvaavien rivivaikutuskertoimien estimaatit sekä
vähintään neljää syytekohtaa (p-arvo 0,002) kuvaavan regressiokertoimen estimaat-
ti. Lisäksi kuorma-autoa, rekkaa tai linja-autoa kuvaavan rivivaikutuskertoimen es-
timaatti on tilastollisesti merkitsevä (p-arvo 0,044).
Pakettiautoa (p-arvo 0,549) ja muita ajoneuvoja (p-arvo 0,245) kuvaavien rivivai-
kutuskertoimien estimaatit ja aikaisempien törkeiden rattijuopumusrikosten määrää
kuvaavan regressiokertoimen estimaatti (p-arvo 0,536) ovat tilastollisesti merkitse-
mättömiä, joten ne jätetään pois karsitusta kumulatiivisesta logit-mallista, jolle to-
teutetaan uusi kumulatiivinen logistinen regressioanalyysi.
6.2 Karsittujen mallien regressioanalyysit
Uskottavuusosamäärätestin perusteella nollahypoteesia verrannollisten tapahtuma-
kertoimien ominaisuuden voimassaolosta ei ole syytä hylätä (p-arvo 0,924) eli ana-
lyysissa käytetään verrannollisten tapahtumakertoimien versiota kumulatiivisesta
logit-mallista.
Uskottavuusosamäärätestien perusteella vähintään neljää syytekohtaa kuvaavan ri-
vivaikutuskertoimen estimaatti (p-arvo 0,004) ja avustajan omaamista kuvaavan ri-
vivaikutuskertoimen estimaatti (p-arvo 0,007) ovat tilastollisesti merkitseviä. Kuorma-
autoa, rekkaa tai linja-autoa kuvaavan rivivaikutuskertoimen estimaatti (p-arvo
0,054) ja syytetyn poissaoloa kuvaavan rivivaikutuskertoimen estimaatti (p-arvo
0,054) eivät ole tilastollisesti merkitseviä, joten ne karsitaan pois mallista, jolle to-
teutetaan seuraava kumulatiivinen logistinen regressionanalyysi.
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estimaatti keskihajonta UOM-testin p-arvo
regressiokerroin/rivivaikutuskerroin
poissa -0,631 0,334 0,054
auto (kuorma-auto/rekka/linja-auto) -1,738 0,880 0,054
syytekohdat (neljä+) -1,412 0,486 0,004
avustaja 1,154 0,428 0,007
vakiokerroin
lievempi|samantasoinen -1,090 0,196
samantasoinen|kovempi 2,858 0,306
syytettyjen määrä: 240
Taulukko 13: Kumulatiivisen logistisen regressioanalyysin tulokset.
Uskottavuusosamäärätestin perusteella nollahypoteesia verrannollisten tapahtuma-
kertoimien ominaisuuden voimassaolosta ei ole syytä hylätä (p-arvo 0,444) eli ana-
lyysissa käytetään verrannollisten tapahtumakertoimien versiota kumulatiivisesta
logit-mallista.
estimaatti keskihajonta UOM-testin p-arvo
regressiokerroin
syytekohdat (neljä+) -1,431 0,463 0,002
avustaja 1,121 0,401 0,006
vakiokerroin
lievempi|samantasoinen -1,310 0,168
samantasoinen|kovempi 2,471 0,246
syytettyjen määrä: 253
Taulukko 14: Kumulatiivisen logistisen regressioanalyysin tulokset.
Uskottavuusosamäärätestin perusteella molemmat mallin regressiokertoimet ovat ti-
lastollisesti merkitseviä. Tämä on siis tilastollisesti merkitsemättömien regressioker-
toimien ja rivivaikutuskertoimien karsimisella saatu lopullinen malli.
Mallin regressiokertoimien itseisarvojen suuruus kertoo, että vähintään neljän syy-
tekohdan omaaminen vaikuttaa tuomion ja seuraamuskannanoton suhteeseen enem-
män kuin avustajan omaaminen istuntokäsittelyssä. Tämä tarkoittaa, että avustajan
omaaminen ei pysty kompensoimaan sitä, että syytetyllä on vähintään neljä syyte-
kohtaa.
Mallista estimoiduista odotetuista frekvensseistä kaksi on alle yhden ja 42 % alle
viiden, joten Pearsonin 𝜒2 -testisuureen jakauma-approksimaation ehdot eivät täyty
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ja mallin sopivuuden tutkimisessa käytetään Cressien ja Readin testisuuretta.
Cressien ja Readin testisuureen perusteella nollahypoteesia mallin sopivuudesta ei
ole syytä hylätä (p-arvo 0,534). Standardoitujen residuaalien perusteella malli on so-
piva kaikissa frekvenssitaulukon soluissa. Kumulatiivisiin summiin perustuvat stan-
dardoidut residuaalit eivät anna viitteitä siitä, että malli ei olisi sopiva. Mallin yh-
teensopivuusindeksi on 0,598 ja kokonaiskorrelaatiokerroin on 0,230. Mallin yhteen-
sopivuusindeksi on suurempi kuin yhden selittävän muuttujan regressiomallien yh-
teensopivuusindeksit, mutta mallin ennustusvoima on silti vaatimaton.
Esitetään mallin estimoimat todennäköisyydet kaikille mahdollisille selittävien muut-
tujien asetelmille.
tuomio seuraamuskannanottoon verrattuna
selittävien muuttujien arvot lievempi samantasoinen kovempi yhteensä
Syytekohtia alle neljä / Avustaja mukana 45 52 3 100
Syytekohtia alle neljä / Ei avustajaa 21 71 8 100
Syytekohtia vähintään neljä / Avustaja mukana 17 73 10 100
Syytekohtia vähintään neljä / Ei avustajaa 6 68 26 100
Taulukko 15: Taulukon 14 mallin ennustamat todennäköisyydet (%).
Taulukon 15 perusteella syytetyillä, joilla on ollut vähintään neljä syytekohtaa ja
avustaja mukana istuntokäsittelyssä, tuomion ja seuraamuskannanoton suhde näyt-
tää hieman ankarammalta verrattuna syytettyihin, joilla on ollut alle neljä syyte-
kohtaa ja avustaja ei ole ollut mukana istuntokäsittelyssä. Kummassakin selittävien
muuttujien asetelmassa suurin osa tuomioista pysyy samantasoisena verrattuna seu-
raamuskannanottoon ja suurempi osa tuomioista lievenee seuraamuskannanottoon
verrattuna kuin kovenee.
Kun syytetyllä on alle neljä syytekohtaa ja avustaja mukana istuntokäsittelyssä,
hieman alle puolet (45 %) tuomioista lievenee verrattuna seuraamuskannanottoon.
Vain kolme prosenttia tuomioista kovenee seuraamuskannanottoon verrattuna.
Kun syytetyllä on vähintään neljä syytekohtaa ja avustaja ei ole mukana istunto-
käsittelyssä, suurin osa tuomioista (68 %) pysyy samantasoisena verrattuna seuraa-
muskannanottoon. Suurempi osa tuomioista kovenee seuraamuskannanottoon ver-
rattuna kuin lievenee.
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6.3 Akaiken informaatiokriteerin perusteella paras malli
Taulukon 13 mallissa syytetyn poissaoloa ja kuorma-autoa, rekkaa tai linja-autoa
kuvaavien rivivaikutuskertoimien estimaattien tilastollinen merkitsevyys hylättiin
niukasti, joten tutkitaan vielä Akaiken informaatiokriteerin arvojen avulla, kannat-
taako kyseiset selittävät muuttujat kuitenkin pitää mallissa yhdessä tai erikseen.
malli AIC
taulukon 12 malli 376,325
taulukon 13 malli 372,394
taulukon 13 mallista poistettu: poissa 379,101
taulukon 13 mallista poistettu: auto (kuorma-auto/rekka/linja-auto) 391,144
taulukon 14 malli 399,453
Taulukko 16: Akaiken informaatiokriteerin arvojen vertailu.
Akaiken informaatiokriteerin mukaan taulukon 13 malli on tutkituista vaihtoeh-
doista paras eli syytetyn poissaoloa kuvaava muuttuja ja kuorma-autoa, rekkaa tai
linja-autoa kuvaava indikaattorimuuttuja kannattaa pitää mallissa. Koska taulukon
13 malli on paras malli, sen pohjalta tehdään usean selittävän muuttujan regressio-
analyysien johtopäätökset.
Uskottavuusosamäärätestin, jossa tutkitaan syytetyn poissaoloa ja kuorma-autoa,
rekkaa tai linja-autoa kuvaavien rivivaikutuskertoimien estimaattien tilastollista mer-
kitsevyyttä yhtä aikaa, p-arvo on 0,024. Rivivaikutuskertoimien estimaatit ovat yh-
dessä tilastollisesti merkitseviä. Tämä tukee sitä, että kyseiset muuttujat kannattaa
pitää mallissa.
Syytetyn poissaoloa kuvaavan rivivaikutuskertoimen estimaatin eksponenttifunktio
exp(−0,631) ≈ 0,532. Syytetyillä, jotka eivät osallistu istuntokäsittelyyn, on 0,532-
kertainen tuomion ja seuraamuskannanoton suhteen kumulatiivinen tapahtumaker-
roin verrattuna istuntokäsittelyyn osallistuviin vastaajiin. Istuntokäsittelystä poissa
olevilla lopullisen tuomion ja seuraamuskannanoton suhde näyttää olevan ankaram-
pi verrattuna istuntokäsittelyyn osallistuneisiin.
Kuorma-autoa, rekkaa tai linja-autoa ajaneiden rivivaikutuskertoimen estimaatin
eksponenttifunktio exp(−1,738) ≈ 0,176 eli kuorma-autoa, rekkaa tai linja-autoa
ajaneilla syytetyillä tuomion ja seuraamuskannanoton suhteen kumulatiivinen ta-
pahtumakerroin on 0,176-kertainen verrattuna henkilöautoa ajaneisiin. Kuorma-
autoa, rekkaa tai linja-autoa ajaneilla tuomion ja seuraamuskannanoton suhde näyt-
tää olevan ankarampi henkilöautoa ajaneisiin verrattuna.
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Vähintään neljä syytekohtaa omaavien rivivaikutuskertoimen estimaatin eksponent-
tifunktio exp(−1,412) ≈ 0,244. Vähintään neljä syytekohtaa omaavilla on 0,244-
kertainen tuomion ja seuraamuskannanoton suhteen kumulatiivinen tapahtumaker-
roin verrattuna vähemmän kuin neljä syytekohtaa omaaviin. Vähintään neljä syyte-
kohtaa omaavilla syytetyillä seuraamuskannanoton ja tuomion suhde näyttää olevan
ankarampi verrattuna vähemmän kuin neljä syytekohtaa omaaviin.
Avustajan omaamista istuntokäsittelyssä kuvaavan regressiokertoimen estimaatin
eksponenttifunktio exp(1,154) ≈ 3,172. Syytetyillä, joilla on ollut avustaja istun-
tokäsittelyssä, tuomion ja seuraamuskannanoton suhteen kumulatiivinen tapahtu-
makerroin on 3,172-kertainen verrattuna syytettyihin, joilla ei ole ollut avustajaa
istuntokäsittelyssä. Syytetyillä, joilla ei ole ollut avustajaa istuntokäsittelyssä, seu-
raamuskannanoton ja tuomion suhde näyttää olevan ankarampi verrattuna syytet-
tyihin, joilla on ollut avustaja istuntokäsittelyssä.
Mallin regressiokertoimien itseisarvojen suuruus kertoo, että kuorma-auton, rekan
tai linja-auton ajaminen vaikuttaa kaikkein eniten tuomion ja seuraamuskannanoton
suhteeseen. Seuraavaksi eniten siihen vaikuttavat syytekohtien määrä ja avustajan
omaaminen istuntokäsittelyssä. Edellisiä vähemmän tuomion ja seuraamuskannan-
oton suhteeseen näyttää vaikuttavan syytetyn poissaolo istuntokäsittelystä.
Mallin useista selittävistä muuttujista johtuen mallista estimoidut odotetut fre-
kvenssit eivät täytä Pearsonin 𝜒2 -testisuureen jakauma-approksimaation ehtoja,
joten mallin sopivuuden testaamisessa käytetään Cressien ja Readin testisuuretta.
Cressien ja Readin testisuureen perusteella nollahypoteesia mallin sopivuudesta ei
ole syytä hylätä (p-arvo 0,951). Standardoitujen residuaalien perusteella malli on so-
piva kaikissa frekvenssitaulukon soluissa. Kumulatiivisiin summiin perustuvat stan-
dardoidut residuaalit eivät anna viitteitä siitä, että malli ei olisi sopiva.
Mallin yhteensopivuusindeksi on 0,651 ja kokonaiskorrelaatiokerroin on 0,315. Mallin
yhteensopivuusindeksi on selvästi suurempi verrattuna yhden selittävän muuttujan
regressiomallien ja taulukon 14 mallin yhteensopivuusindekseihin. Mallin ennustus-
voima on selvästi paras tutkituista malleista, mutta mallin yhteensopivuusindeksin
arvo ei yllä lähelle hyvän ennustuskyvyn rajaa 0,8. Tämäkään malli ei pysty selittä-
mään isoa osaa tuomion ja seuraamuskannanoton suhteen vaihtelusta.
Esitetään mallin ennustamia todennäköisyyksiä tietyille selittävien muuttujien ase-
telmille. Valitaan ensin hypoteettiset ääriesimerkit.
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Tuomion ja seuraamuskannanoton suhteen kannalta lempeimmässä asetelmassa syy-
tetty on osallistunut istuntokäsittelyyn, syytetty on ajanut henkilöautoa, syytetyn
syytekohtien määrä on ollut alle neljä ja syytetyllä on ollut avustajaa istuntokä-
sittelyssä. Ankarimmassa asetelmassa syytetty ei ole osallistunut istuntokäsittelyyn,
syytetty on ajanut kuorma-autoa, rekkaa tai linja-autoa, syytetyn syytekohtien mää-
rä on ollut vähintään neljä ja syytetyllä ei ole ollut avustajaa istuntokäsittelyssä.
Tutkittavan aineiston syytetyistä yksikään ei kuulu näihin selittävien muuttujien
asetelmiin.
Valitaan kolmanneksi selittävien muuttujien asetelmaksi syytettyjen määrällä mitat-
tuna yleisin asetelma. Tässä asetelmassa syytetty on osallistunut istuntokäsittelyyn,
syytetty on ajanut henkilöautoa, syytetyn syytekohtien määrä on alle neljä ja syy-
tetyllä ei ole ollut avustajaa istuntokäsittelyssä. Tutkittavan aineiston syytetyistä
52 % kuuluu tähän selittävien muuttujien asetelmaan.
tuomio seuraamuskannanottoon verrattuna
selittävien muuttujien asetelmat lievempi samantasoinen kovempi yhteensä
Lempein asetelma 52 47 2 101
Yleisin asetelma 25 69 5 99
Ankarin asetelma 1 28 72 101
Taulukko 17: Taulukon 13 mallin ennustamat todennäköisyydet (%).
Taulukon 17 perusteella lempeimmän asetelman syytetyillä puolet (52 %) tuomiois-
ta ovat lievempiä seuraamuskannanottoon verrattuna ja vain kaksi prosenttia tuo-
mioista on seuraamuskannanottoa kovempia. Yleisimmässä asetelmassa suurin osa
(69 %) tuomioista on samantasoisia verrattuna seuraamuskannanottoon ja suurempi
osa tuomioista lievenee seuraamuskannanottoon verrattuna kuin kovenee. Ankarim-
massa asetelmassa suurin osa (72 %) tuomioista on seuraamuskannanottoa kovempia
ja vain prosentti tuomioista on seuraamuskannanottoa lievempiä.
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7 Yhteenveto
Edellä esitetyissä analyyseissa tutkittiin, onko syytetyn poissaololla istuntokäsitte-
lystä, syytetyn ajoneuvolla, syytetyn aiemmilla vastaavilla rikoksilla, syytetyn saa-
mien syytekohtien määrällä tai avustajan omaamisella istuntokäsittelyssä yhteyttä
syytetyn saaman tuomion ja syyttäjän seuraamuskannanoton suhteeseen.
Ensin vastemuuttujan ja selittävien muuttujien yhteyttä tutkittiin niin, että tilastol-
lisessa mallissa oli yksi selittävä muuttuja kerrallaan. Näin nähtiin, millainen yhteys
yksittäisellä selittävällä muuttujalla on vastemuuttujaan. Tämän jälkeen vastemuut-
tujan ja selittävien muuttujien yhteyttä tutkittiin niin, että mallissa oli useampi se-
littävä muuttuja yhtä aikaa, jolloin nähtiin millainen yhteys selittävillä muuttujilla
on yhdessä vastemuuttujaan.
Johtopäätökset tehtiin usean selittävän muuttujan mallien pohjalta, koska ne ovat
informatiivisempia.
7.1 Yhden selittävän muuttujan regressioanalyysit
Syytetyn poissaoloa istuntokäsittelystä, syytetyn syytekohtien määrää ja avustajan
omaamista istuntokäsittelyssä kuvaavissa muuttujissa oli kaksi ryhmää, joten näi-
den selittävien muuttujien ja vastemuuttujan yhteyttä tutkittiin WilcoxonMann
Whitney-testillä ja kumulatiivisella logistisella regressioanalyysilla. Syytetyn ajo-
neuvoa kuvaavassa muuttujassa oli neljä ryhmää ja muuttuja oli luokitteluasteikol-
linen, joten selittävän muuttujan ja vastemuuttujan yhteyttä tutkittiin Kruskalin
ja Wallisin testillä ja kumulatiivisella logistisella regressioanalyysilla. Aikaisempien
törkeiden rattijuopumusrikosten määrää kuvaavassa muuttujassa oli kolme ryhmää
ja muuttuja oli järjestysasteikollinen, joten selittävän muuttujan ja vastemuuttu-
jan yhteyttä tutkittiin JonckheereTerpstra-testillä ja kumulatiivisella logistisella
regressioanalyysilla.
Yhtä selittävää muuttujaa lukuun ottamatta kaikki selittävät muuttujat esitettiin
mallissa verrannollisten tapahtumakertoimien rakenteella. Aikaisempien törkeiden
rattijuopumusrikosten määrää kuvaava muuttuja esitettiin mallissa uskottavuusosa-
määrätestin perusteella ei-verrannollisten tapahtumakertoimien rakenteella, joten
tätä muuttujaa tutkittaessa regressioanalyysin tulosten tulkinta ei ollut yhtä selkeä
kuin muiden selittävien muuttujien kohdalla.
Analyysien perusteella syytetyn poissaolo istuntokäsittelystä, kuorma-auton, rekan
tai linja-auton ajaminen suhteessa henkilöauton ajamiseen, vähintään neljän syyte-
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kohdan omaaminen suhteessa vähemmän kuin neljän syytekohdan omaamiseen ja
se, että syytetyllä ei ollut avustajaa istuntokäsittelystä, näyttivät ankaroittavan tuo-
mion ja seuraamuskannanoton suhdetta. Pakettiautoa tai muita ajoneuvoja (moot-
torikelkka, mopo, mönkijä tai traktori) ajaneilla tuomion ja seuraamuskannanoton
suhde ei näyttänyt eroavan henkilöautoa ajaneista.
Syytetyn aikaisempien törkeiden rattijuopumusrikosten määrää kuvaavaa muuttujaa
tutkittaessa JonckheereTerpstra-testin perusteella muuttujan ryhmien jakaumissa
ei näyttänyt olevan eroa. Kumulatiivisen logistisen regressioanalyysin perusteella ai-
kaisempien törkeiden rattijuopumusrikosten määrän kasvaessa yhä suurempi osuus
havainnoista näytti painottuvan luokkaan 'kovempi', kun verrataan luokkiin 'lievem-
pi' ja 'samantasoinen'.
Kaikissa regressioanalyyseissa mallin yhteensopivuusindeksi oli lähellä arvoa 0,5.
Näin ollen yhden selittävän muuttujan regressiomallien ennustusvoima oli heikko.
7.2 Usean selittävän muuttujan regressioanalyysit
Analyyseissa toteutettiin ensin kumulatiivinen logistinen regressioanalyysi, jossa se-
littävinä muuttujina olivat kaikki edellä esitetyt selittävät muuttujat. Tämän jälkeen
mallista karsittiin pois tilastollisesti merkitsemättömät regressiokertoimet ja rivi-
vaikutuskertoimet, kunnes löydettiin malli, jossa kaikki selittävät muuttujat olivat
tilastollisesti merkitseviä. Sitten etsittiin vielä Akaiken informaatiokriteerin arvon
minimoiva malli eli paras malli. Sen pohjalta tehtiin johtopäätökset vastemuuttujan
ja selittävien muuttujien yhteyksistä.
Selittävät muuttujat olivat muuten samassa muodossa kuin yhden selittävän muut-
tujan regressioanalyyseissa, mutta uskottavuusosamäärätestin perusteella syytetyn
aikaisempien törkeiden rattijuopumusrikosten määrää kuvaava muuttuja esitettiin
mallissa tällä kertaa verrannollisten tapahtumakertoimien rakenteella.
Tilastollisesti merkitsemättömien muuttujien karsimisella saadussa mallissa selittä-
vinä muuttujina olivat syytetyn syytekohtien määrää ja avustajan omaamista is-
tuntokäsittelyssä kuvaavat muuttujat. Malli ei ollut Akaiken informaatiokriteerin
perusteella paras malli, joten sen perusteella ei tehty johtopäätöksiä vastemuuttu-
jan ja selittävien muuttujien yhteyksistä.
Akaiken informaatiokriteerin minimoi malli, jossa selittävinä muuttujina olivat syy-
tetyn poissaoloa istuntokäsittelystä, syytetyn syytekohtien määrää ja avustajan omaa-
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mista istuntokäsittelyssä kuvaavat muuttujat sekä kuorma-autoa, rekkaa tai linja-
autoa ajaneita kuvaava indikaattorimuuttuja. Syytetyn poissaoloa istuntokäsittelys-
tä ja kuorma-autoa, rekkaa tai linja-autoa ajaneita kuvaavien rivivaikutuskertoimien
estimaattien tilastollinen merkitsevyys hylättiin niukasti, mutta yhdessä ne olivat
tilastollisesti merkitseviä.
Parhaan mallin yhteensopivuusindeksi oli selvästi suurempi kuin muiden tutkitta-
vien mallien yhteensopivuusindeksit. Parhaalla mallilla on siis selvästi paras ennus-
tusvoima. Tämä tukee sitä, että johtopäätökset vastemuuttujan ja selittävien muut-
tujien yhteyksistä kannattaa tehdä parhaan mallin perusteella.
7.3 Johtopäätökset analyyseista
Analyysin perusteella tuomion ja seuraamuskannanoton suhdetta ankaroitti syyte-
tyn poissaolo istuntokäsittelystä, kuorma-auton, rekan tai linja-auton ajaminen suh-
teessa henkilöauton ajamiseen, vähintään neljän syytekohdan omaaminen ja se, että
syytetyllä ei ollut avustajaa istuntokäsittelyssä.
Tuomion ja seuraamuskannanoton suhde ei näyttänyt muuttuvan, kun pakettiautoa
tai muita ajoneuvoja (moottorikelkka, mopo, mönkijä tai traktori) verrattiin henki-
löautoa ajaneisiin eikä kun syytetyn aikaisempien törkeiden rattijuopumusrikosten
määrä kasvoi.
Syytetty saattaa pystyä helpottamaan omaa tuomiotansa suhteessa seuraamuskan-
nanottoon osallistumalla istuntokäsittelyyn ja/tai hankkimalla itselleen avustajan.
Parhaan mallin regressiokertoimet kertoivat, että eniten tuomion ja seuraamuskan-
nanoton suhteeseen vaikutti kuorma-auton, rekan tai linja-auton ajaminen. Seuraa-
vaksi eniten siihen vaikuttivat syytekohtien määrä ja avustajan omaaminen istun-
tokäsittelyssä. Edellisiä vähemmän siihen vaikutti syytetyn poissaolo istuntokäsitte-
lystä.
Mallin ennustamia todennäköisyyksiä tutkittiin kolmessa selittävien muuttujien ase-
telmassa. Tuomion ja seuraamuskannanoton suhteen kannalta lempeimmässä asetel-
massa syytetty on osallistunut istuntokäsittelyyn, on ajanut henkilöautoa, syytetyn
syytekohtien määrä on ollut alle neljä ja hänellä on ollut avustaja istuntokäsitte-
lyssä. Tälle asetelmalle malli ennusti, että puolet tuomioista (52 %) on lievempiä
seuraamuskannanottoon verrattuna ja vain kaksi prosenttia tuomioista on seuraa-
muskannanottoa kovempia.
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Yleisimmässä selittävien muuttujien asetelmassa (52 % analyysin syytetyistä kuului
tähän asetelmaan) syytetty on osallistunut istuntokäsittelyyn, on ajanut henkilöau-
toa, syytetyn syytekohtien määrä on alle ollut alle neljä ja hänellä ei ollut avustajaa
istuntokäsittelyssä. Tälle asetelmalle malli ennusti, että suurin osa (69 %) tuomioista
on samantasoisia verrattuna seuraamuskannanottoon ja suurempi osa (25 %) tuo-
mioista lievenee seuraamuskannanottoon verrattuna kuin kovenee (5 %).
Tuomion ja seuraamuskannanoton suhteen kannalta ankarimmassa asetelmassa syy-
tetty ei ole osallistunut istuntokäsittelyyn, on ajanut kuorma-autoa, rekkaa tai linja-
autoa, syytetyn syytekohtien määrä on ollut vähintään neljä ja hänellä ei ollut avus-
tajaa istuntokäsittelyssä. Malli ennusti tällöin, että suurin osa (72 %) tuomioista on
seuraamuskannanottoa kovempia ja vain prosentti tuomioista on seuraamuskannan-
ottoa lievempiä.
Paras malli oli sopiva ennustamaan seuraamuskannanottoa lievempien, samantasois-
ten ja kovempien tuomioiden todennäköisyydet, mutta se ei pystynyt selittämään
isoa osaa tuomion ja seuraamuskannanoton suhteen vaihtelusta. Mahdollinen selitys
tälle on, että malli ei tunnistanut kaikkia yksittäisen syytetapauksen ominaisuuksia.
Tutkielmassa tarkasteltiin vielä hypoteesia, jonka mukaan syyttäjä on asettanut
seuraamuskannanoton yleisen oikeuskäytännön mukaiseksi, kun selittävä asia on ol-
lut tiedossa ennen istuntokäsittelyä. Tällöin näiden selittävien muuttujien kohdalla
tuomion ja seuraamuskannanoton suhteen olettaisi pysyvän samanlaisena muuttu-
jan ryhmästä riippumatta. Tämän tutkielman analyysien perusteella hypoteesi ei
näytä pitävän paikkansa, sillä syytetyn ajoneuvon ja syytekohtien määrän, jotka
ovat olleet syyttäjän tiedossa ennen istuntokäsittelyä, kohdalla tuomion ja seuraa-
muskannanoton suhde ei näyttänyt pysyvän samanlaisena kaikissa ryhmissä.
7.4 Vertailu Sutelan analyysien tuloksiin
Mika Sutelan artikkelissaan tekemät analyysit toimivat pohjana tälle tutkielmalle,
joten verrataan lopuksi Sutelan ja tämän tutkielman analyysien tuloksia toisiinsa
tässä tutkielmassa hyödynnettyjen selittävien muuttujien kohdalla. Sutelan artikke-
lissa kuvailtiin vain vastemuuttujan ja selittävien muuttujien yhteyksiä, joten tulos-
ten vertailu keskittyy niihin.
Sutelan ja tämän tutkielman analyyseissa hyödynnettiin samaa vastemuuttujaa,
mutta sen havainnot luokiteltiin eri tavalla. Sutelan tutkimuksessa vastemuuttu-
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jassa oli kaksi luokkaa (tuomio on samantasoinen ja tuomio on erilainen suhteessa
seuraamuskannanottoon). Tässä tutkielmassa vastemuuttujassa oli luokka kaikille
tuomion suunnille seuraamuskannanoton suhteen (lievempi, samantasoinen ja ko-
vempi).
Sutela tutki analyyseissaan, millainen yhteys selittävillä muuttujilla on todennä-
köisyyteen, että tuomio on muuttunut seuraamuskannanottoon verrattuna. Tässä
tutkielmassa tutkittiin, millainen yhteys selittävillä muuttujilla on siihen, miten ha-
vainnot painottuvat järjestysasteikollisen vastemuuttujan luokissa lievempi, saman-
tasoinen ja kovempi. Näin ollen tämän tutkielman analyysit näyttivät olevan in-
formatiivisempia, koska tilastollisessa analyysissa oli otettu huomioon myös suunta,
johon tuomio on muuttunut suhteessa seuraamuskannanottoon.
Tämän lisäksi analyysien aineistot eivät olleet aivan yhtenäiset. Sutela oli rajannut
aineistostaan pois vähintään kahdeksan syytekohtaa omanneet syytetyt, mitä tämän
tutkielman aineistossa ei oltu tehty (Sutela 2012, 303). Lisäksi Sutelan aineistossa
on ollut enemmän muuttujia, kuten syyttäjän ikää ja kannanoton esittämismuotoa
kuvaavat muuttujat (Sutela 2012, 312).
Kun selittävänä muuttujana analyysissa oli avustajan omaamista istuntokäsittelys-
sä kuvaava muuttuja, Sutelan analyysien perusteella avustajan omaaminen muut-
ti todennäköisyyttä, että tuomio on erilainen seuraamuskannanottoon verrattuna
(Sutela 2012, 313). Tämän tutkielman analyysit kertoivat informatiivisemmin, että
tuomion ja seuraamuskannanoton suhde näytti ankaroituvan kun syytetyillä ei ollut
avustajaa mukana istuntokäsittelyssä.
Syytetyn poissaoloa istuntokäsittelystä kuvaavan muuttujan kohdalla Sutelan ana-
lyysit kertoivat, että syytetyn poissaolo ei muuttanut seuraamuskannanotosta eroa-
vien tuomioiden todennäköisyyttä (Sutela 2012, 314). Tämän tutkielman analyy-
sien perusteella syytetyn poissaolo istuntokäsittelystä näytti ankaroittavan tuomion
ja seuraamuskannanoton suhdetta. Intuitiolla voidaan todeta, että poissa olleilla
ja läsnä olleilla syytetyillä todennäköisyys seuraamuskannanoton kanssa samanta-
soiseen tuomioon oli samanlainen, mutta todennäköisyydet seuraamuskannanottoa
lievempiin ja kovempiin tuomioihin olivat erilaiset.
Syytetyn syytekohtien määrää kuvaavan selittävän muuttujan havainnot oli ryh-
mitelty eri tavalla Sutelan analyyseissa ja tässä tutkielmassa. Sutelan analyyseissa
selittävän muuttujan ryhmät olivat yksi, kaksi, kolme ja 47 syytekohtaa. Sutelan
analyysit näyttivät, että 47 syytekohtaa omanneilla todennäköisyys, että tuomio
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on erilainen seuraamuskannanottoon verrattuna, erosi yhden syytekohdan omannei-
den vastaavasta todennäköisyydestä. (Sutela 2012, 312.) Tässä tutkielmassa selittä-
vän muuttujan ryhmät olivat vähemmän kuin neljä ja vähintään neljä syytekohtaa,
jolloin vähintään neljä syytekohtaa näytti ankaroittavan tuomion ja seuraamuskan-
nanoton suhdetta.
Syytetyn ajoneuvoa kuvaavan muuttujan kohdalla selittävän muuttujan havaintojen
ryhmittely oli muuten samanlainen molemmissa tutkimuksissa, mutta tässä tutkiel-
massa kuorma-autoa, rekkaa ja linja-autoa ajaneet muodostivat yhden ammattiau-
toilijoita edustavan ryhmän. Sutelan analyyseissa kuorma-autoa ajaneet muodosti-
vat oman ryhmän. Sutelan analyysien perusteella todennäköisyys tuomion muuttu-
miseen seuraamuskannanottoon verrattuna pysyi samana ajoneuvoryhmästä riippu-
matta. (Sutela 2012, 314.) Tämän tutkielman analyysien perusteella kuorma-autoa,
rekkaa tai linja-autoa ajaneilla tuomion ja seuraamuskannanoton suhde näytti ole-
van ankarampi verrattuna henkilöautoa ajaneisiin.
Syytetyn aikaisempien törkeiden rattijuopumusrikosten määrää kuvaavan muuttu-
jan kohdalla molemmissa analyyseissä selittävän muuttujan havainnot ryhmiteltiin
samalla tavalla, mutta Sutelan analyyseissa selittävä muuttuja määritettiin luokit-
teluasteikolliseksi ja tässä tutkielmassa järjestysasteikolliseksi. Kummassakin tutki-
muksessa tulokset olivat tämän selittävän muuttujan kohdalla tilastollisesti merkit-
semättömiä. Todennäköisyys tuomion pysymiseen samana suhteessa seuraamuskan-
nanottoon pysyi samana riippumatta siitä, onko syytetyllä ollut nolla, yksi tai vä-
hintään kaksi aikaisempaa törkeää rattijuopumusrikosta (Sutela 2012, 314). Aikai-
sempien törkeiden rattijuopumusrikosten määrän kasvulla ei näyttänyt myöskään
olevan yhteyttä tuomion ja seuraamuskannanoton suhteeseen.
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Liite: R-koodit
Vastemuuttujan analyysi
#Aineiston lataaminen R:ään.
data <- read.csv(file.choose(), header = TRUE, sep = ",", dec = ",")
#Vastemuuttujan analyysi.
data$Suunta <- ordered(data$Suunta, labels=c("0","1","2"), levels=c("-","0","+"))
summary(data$Suunta)
Syytetyn läsnäolon yhteys seuraamuskannanoton ja tuomion
suhteeseen
#Aineiston lataaminen R:ään.
data <- read.csv(file.choose(), header = TRUE, sep = ",", dec = ",")
#Vastemuuttujan muuttaminen järjestysasteikolliseksi.
data$Suunta <- ordered(data$Suunta, labels=c("0","1","2"), levels=c("-","0","+"))
#Muuttujien ristiintaulukointi.
table1 <- table(data$Poissa, data$Suunta)
table1
#Taulukon rivitodennäköisyyksien laskeminen.
prop.table(table1, 1)
#Wilcoxon-Mann-Whitney-testi.
data$Suunta <- as.integer(data$Suunta)
wilcox.test(Suunta~Poissa, data=data, correct=F)
#Mallin selittäjä ja vaste.
poissa <- 0:1
lievempi <- table1[,1]
samantasoinen <- table1[,2]
kovempi <- table1[,3]
suunta <- cbind(lievempi,samantasoinen,kovempi)
#Verrannollisten tapahtumakertoimien ominaisuuden testaus.
library(VGAM)
m1 <- vglm(suunta~poissa, family=cumulative(parallel=TRUE))
m10 <- vglm(suunta~poissa, family=cumulative(parallel=FALSE))
lrtest(m10, m1)
#Kumulatiivinen logistinen regressioanalyysi.
summary(m1)
#Uskottavuusosamäärätesti regressiokertoimelle.
lrtest(m1)
#Kumulatiivinen tapahtumakerroin.
exp(coef(m1)[3])
#Mallin sopivuustesti.
p1 <- sum(residuals(m1, type = "pearson")^2)
pchisq(p1, df.residual(m1), lower.tail=F)
#Standardoitujen residuaalien tarkastelu.
y1 <- matrix(c(47,116,12,9,60,9))
M1 <- c(1,0,0,0,0,0,0,1,1,0,0,0,1,1,0,0,0,0,0,0,1,0,0,0,
0,0,0,1,0,0,0,0,0,0,1,1,0,0,0,1,1,0,0,0,0,0,0,1)
M1 <- matrix(M1,8,6,byrow=T)
C1 <-c(1,-1,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,1,-1)
C1 <- matrix(C1,4,8,byrow=T)
X1 <- c(1,0,0,0,1,0,1,0,1,0,1,1)
X1 <- matrix(X1,4,3,byrow=T)
L.fct1 <- function(m){C1%*%log(M1%*%m)}
mph.out1 <- mph.fit(y=y1, L.fct=L.fct1, X=X1)
mph.summary(mph.out1, cell.stats=T, model.info=T)
#yhteensopivuusindeksi ja moniulotteinen regressio
newdata1 <- data[c("Suunta","Poissa")]
newdata1 <- na.omit(newdata1)
r1 <- vglm(Suunta~Poissa, data=newdata1, family=cumulative(parallel=TRUE))
r1fit <- fitted(r1)
r1fitmean <- r1fit[,1]*0+r1fit[,2]*1+r1fit[,3]*2
r1fitmean <- round(r1fitmean, digits=6)
library(Hmisc)
rcorr.cens(r1fitmean, newdata1$Suunta)
newdata1$Suunta <- as.integer(newdata1$Suunta)
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cor(r1fitmean, newdata1$Suunta)
Syytetyn ajoneuvon yhteys seuraamuskannanoton ja tuomion
suhteeseen
#Aineiston lataaminen R:ään kotikoneen tiedostosta.
data<-read.csv(file.choose(), header = TRUE, sep = ",", dec = ",")
#Vastemuuttujan muuttaminen järjestysasteikolliseksi.
data$Suunta <- ordered(data$Suunta, labels=c("0","1","2"), levels=c("-","0","+"), exclude = NA)
#Selittävän muuttujan arvojen muokkaaminen
library(car)
data$ajoneuvo <- recode(data$Ajon, "’Hlö’=’Henkilö-auto’; ’Pak’=’Pakettiauto’;
c(’KA’, ’LA’, ’Rekka’)=’Kuorma/Rekka/Linja’;
c(’M-kelkka’, ’Mopo’, ’Mönkijä’, ’Traktori’)=’Muut’;
else=NA")
#Muuttujien ristiintaulukointi.
table2 <- table(data$ajoneuvo, data$Suunta)
table2
#Taulukon rivitodennäköisyyksien laskeminen.
prop.table(table2, 1)
#Kruskalin ja Wallisin testi.
kruskal.test(Suunta~ajoneuvo, data=data)
#Vaste ja selittäjä
auto<-c("Henkilö-auto","Kuorma/Rekka/Linja","Muut","Pakettiauto")
lievempi<-table2[,1]
samantasoinen<-table2[,2]
kovempi<-table2[,3]
suunta<-cbind(lievempi,samantasoinen,kovempi)
#Verrannollisten tapahtumakertoimien ominaisuuden testaus.
library(VGAM)
m2 <- vglm(suunta~auto, family=cumulative(parallel=TRUE))
m21 <- vglm(suunta~auto, family=cumulative(parallel=FALSE))
lrtest(m21, m2)
#Kumulatiivinen logistinen regressioanalyysi.
summary(m2)
#Uskottavuusosamäärätesti yksittäiselle rivivaikutuskertoimille.
kuorma<-NULL
kuorma[auto=="Kuorma/Rekka/Linja"]<-1
kuorma[!auto=="Kuorma/Rekka/Linja"]<-0
muut<-NULL
muut[auto=="Muut"]<-1
muut[!auto=="Muut"]<-0
paketti<-NULL
paketti[auto=="Pakettiauto"]<-1
paketti[!auto=="Pakettiauto"]<-0
m20 <- vglm(suunta~kuorma+muut+paketti, family=cumulative(parallel=TRUE))
lrtest(m20,"kuorma")
lrtest(m20,"muut")
lrtest(m20,"paketti")
#Kumulatiivinen tapahtumakerroin.
exp(coef(m2)[3])
#Mallin odotetut frekvenssit.
fit2 <- fitted(m2)*rowSums(table2)
#Mallin sopivuustesti (Cressie ja Read)
l <- 2/3
cr2 <- 2/(l*(l+1))*sum(table2*(((table2/fit2)^l)-1))
pchisq(cr2,df.residual(m2),lower.tail=F)
#Standardoitujen residuaalien tarkastelu.
y2<-matrix(c(80,266,33,0,6,4,4,7,3,2,14,0))
M2<-c(1,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,
1,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,
0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,
0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,
0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,
0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,
0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,1,
0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,1)
M2 <- matrix(M2,16,12,byrow=T)
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C2<-c(1,-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,-1)
C2<-matrix(C2,8,16,byrow=T)
L.fct2 <- function(m){C2%*%log(M2%*%m)}
L.fct2(y2)
X2 <-c(1,0,0,0,0,0,1,0,0,0,1,0,1,0,0,0,1,1,0,0,1,0,0,1,0,0,1,0,1,0,
1,0,0,0,1,0,1,0,0,1)
X2<-matrix(X2,8,5,byrow=T)
z<-y2+0.00001
mph.out2 <- mph.fit(y=z,L.fct=L.fct2,X=X2)
mph.summary(mph.out2,cell.stats=T,model.info=T)
#Mallin yhteensopivuusindeksi ja kokonaiskorrelaatiokerroin.
newdata2 <- data[c("Suunta","ajoneuvo")]
newdata2 <- na.omit(newdata2)
r2 <- vglm(Suunta~ajoneuvo, data=newdata2, family=cumulative(parallel=TRUE))
r2fit <- fitted(r2)
r2fitmean <- r2fit[,1]*0+r2fit[,2]*1+r2fit[,3]*2
r2fitmean <- round(r2fitmean, digits=6)
library(Hmisc)
rcorr.cens(r2fitmean, newdata2$Suunta)
newdata2$Suunta <- as.integer(newdata2$Suunta)
cor(r2fitmean, newdata2$Suunta)
Syytetyn aikaisempien törkeiden rattijuopumusrikosten mää-
rän yhteys seuraamuskannanoton ja tuomion suhteeseen
#Aineiston lataaminen R:ään.
data<-read.csv(file.choose(), header = TRUE, sep = ",", dec = ",")
#Vastemuuttujan muuttaminen järjestysasteikolliseksi.
data$Suunta <- ordered(data$Suunta, labels=c("0","1","2"), levels=c("-","0","+"))
#Selittävän muuttujan arvojen uudelleen koodaaminen.
data$Kerratkoodi[data$Kerrat=="1"]<- 0
data$Kerratkoodi[data$Kerrat=="2"]<- 1
data$Kerratkoodi[data$Kerrat=="3-"]<- 2
#Muuttujien ristiintaulukointi.
table3 <- table(data$Kerratkoodi, data$Suunta)
table3
#Taulukon rivitodennäköisyyksien laskeminen.
prop.table(table3, 1)
#Jonckheere-Terpstra-testi.
data$Suunta <- as.integer(data$Suunta)
cor.test(data$Suunta, data$Kerratkoodi, method=c("kendall"))
#Mallin selittäjä ja vaste.
kerrat<-0:2
lievempi<-table3[,1]
samantasoinen<-table3[,2]
kovempi<-table3[,3]
suunta<-cbind(lievempi,samantasoinen,kovempi)
#Mallien vertailu.
library(VGAM)
m3 <- vglm(suunta~kerrat, family=cumulative(parallel=TRUE))
m31 <- vglm(suunta~factor(kerrat), family=cumulative(parallel=TRUE))
AIC(m3)
AIC(m31)
#Suhteellisten tapahtumakertoimien ominaisuuden testaus.
m30 <- vglm(suunta~kerrat, family=cumulative(parallel=FALSE))
lrtest(m30, m3)
#kumulatiivinen logistinen regressioanalyysi.
summary(m30)
#Uskottavuusosamäärätesti molemmille regressiokertoimille.
lrtest(m30)
#Kumulatiivinen tapahtumakerroin.
exp(coef(m30)[4])
#Mallin sopivuustesti.
p3 <- sum(residuals(m30, type = "pearson")^2)
pchisq(p3,df.residual(m30), lower.tail=F)
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y3<-matrix(c(51,221,16,25,62,17,11,37,12))
M3<-c(1,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,
0,0,1,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,1,0,0,0,
0,0,0,1,1,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,0,0,
0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,1)
M3 <- matrix(M3,12,9,byrow=T)
C3<-c(1,-1,0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,
0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,
0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,1,-1)
C3<-matrix(C3,6,12,byrow=T)
L.fct3 <- function(m){C3%*%log(M3%*%m)}
L.fct3(y3)
X3<-c(1,0,0,0,0,1,0,0,1,0,1,0,0,1,0,1,1,0,2,0,0,1,0,2)
X3 <- matrix(X3,6,4, byrow=T)
mph.out3 <- mph.fit(y=y3,L.fct=L.fct3,X=X3)
mph.summary(mph.out3,cell.stats=T,model.info=T)
#Mallin yhteensopivuusindeksi ja kokonaiskorrelaatiokerroin.
newdata3 <- data[c("Suunta","Kerratkoodi")]
newdata3 <- na.omit(newdata3)
r3 <- vglm(Suunta~Kerratkoodi, data=newdata3, family=cumulative(parallel=FALSE))
r3fit <- fitted(r3)
r3fitmean <- r3fit[,1]*0+r3fit[,2]*1+r3fit[,3]*2
r3fitmean <- round(r3fitmean, digits=6)
library(Hmisc)
rcorr.cens(r3fitmean, newdata3$Suunta)
newdata3$Suunta <- as.integer(newdata3$Suunta)
cor(r3fitmean, newdata3$Suunta)
Syytetyn syytekohtien määrän yhteys seuraamuskannanoton
ja tuomion suhteeseen
#Aineiston lataaminen R:ään.
data<-read.csv(file.choose(), header = TRUE, sep = ",", dec = ",")
#Vastemuuttujan muuttaminen järjestysasteikolliseksi.
data$Suunta <- ordered(data$Suunta, labels=c("0","1","2"), levels=c("-","0","+"))
#Selittävän muuttujan arvojen luokittelu uudelleen.
data$Syytecat[data$Syytek <= 3]<- 0
data$Syytecat[data$Syytek > 3]<- 1
#Muuttujien ristiintaulukointi.
table4 <- table(data$Syytecat, data$Suunta)
table4
#Taulukon rivitodennäköisyyksien laskeminen.
prop.table(table4, 1)
#Wilcoxon-Mann-Whitney-testi.
data$Suunta <- as.integer(data$Suunta)
wilcox.test(Suunta~Syytecat, data=data, correct=F)
#Mallin selittäjä ja vaste.
syytteet <- 0:1
lievempi <- table4[,1]
samantasoinen <- table4[,2]
kovempi <- table4[,3]
suunta <- cbind(lievempi,samantasoinen,kovempi)
#Verrannollisten tapahtumakertoimien ominaisuuden testaus.
library(VGAM)
m4 <- vglm(suunta~syytteet, family=cumulative(parallel=TRUE))
m41 <- vglm(suunta~syytteet, family=cumulative(parallel=FALSE))
lrtest(m41, m4)
#kumulatiivinen logistinen regressioanalyysi.
summary(m4)
#Uskottavuusosamäärätesti regressiokertoimelle.
lrtest(m4)
#Kumulatiivinen tapahtumakerroin.
exp(coef(m4)[3])
#Mallien sopivuustesti.
p4 <- sum(residuals(m4, type = "pearson")^2)
pchisq(p4, df.residual(m4), lower.tail=F)
y4 <- matrix(c(82,296,37,4,24,7))
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M4 <-c (1,0,0,0,0,0,0,1,1,0,0,0,1,1,0,0,0,0,
0,0,1,0,0,0,0,0,0,1,0,0,0,0,0,0,1,1,
0,0,0,1,1,0,0,0,0,0,0,1)
M4 <- matrix(M4,8,6,byrow=T)
C4 <- c(1,-1,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,
0,0,0,0,1,-1,0,0,0,0,0,0,0,0,1,-1)
C4 <- matrix(C4,4,8,byrow=T)
L.fct4 <- function(m){C4%*%log(M4%*%m)}
L.fct4(y4)
X4 <- c(1,0,0,0,1,0,1,0,1,0,1,1)
X4 <- matrix(X4,4,3,byrow=T)
mph.out4 <- mph.fit(y=y4,L.fct=L.fct4,X=X4)
mph.summary(mph.out4, cell.stats=T, model.info=T)
#yhteensopivuusindeksi ja kokonaiskorrelaatiokerroin.
newdata4 <- data[c("Suunta","Syytecat")]
newdata4 <- na.omit(newdata4)
r4 <- vglm(Suunta~Syytecat, data=newdata4, family=cumulative(parallel=TRUE))
r4fit <- fitted(r4)
r4fitmean <- r4fit[,1]*0+r4fit[,2]*1+r4fit[,3]*2
r4fitmean <- round(r4fitmean, digits=6)
library(Hmisc)
rcorr.cens(r4fitmean, newdata4$Suunta)
newdata4$Suunta <- as.integer(newdata4$Suunta)
cor(r4fitmean, newdata4$Suunta)
Avustajan omaamisen yhteys seuraamuskannanoton ja tuo-
mion suhteeseen
#Aineiston lataaminen R:ään tiedostosta.
data<-read.csv(file.choose(),header = TRUE, sep = ",", dec = ",")
#Vastemuuttujan muuttaminen järjestysasteikolliseksi.
data$Suunta <- ordered(data$Suunta, labels=c("0","1","2"), levels=c("-","0","+"))
#Muuttujien ristiintaulukointi.
table5 <- table(data$Avustaja, data$Suunta)
table5
#Taulukon rivitodennäköisyyksien laskeminen.
prop.table(table5, 1)
#Wilcoxon-Mann-Whitney-testi.
data$Suunta <- as.integer(data$Suunta)
wilcox.test(Suunta~Avustaja, data=data, correct=F)
#Mallin vaste ja selittäjä.
avustaja<-0:1
lievempi<-table5[,1]
samantasoinen<-table5[,2]
kovempi<-table5[,3]
suunta<-cbind(lievempi,samantasoinen,kovempi)
#Verrannollisten tapahtumakertoimien ominaisuuden testaus.
library(VGAM)
m5 <- vglm(suunta~avustaja, family=cumulative(parallel=TRUE))
m51 <- vglm(suunta~avustaja, family=cumulative(parallel=FALSE))
lrtest(m51, m5)
#Kumulatiivinen logistinen regressioanalyysi.
summary(m5)
#Uskottavuusosamäärätesti regressiokertoimelle.
lrtest(m5)
#Kumulatiivinen tapahtumakerroin.
exp(coef(m5)[3])
#Mallin sopivuustesti.
p5 <- sum(residuals(m5, type = "pearson")^2)
pchisq(p5,df.residual(m5),lower.tail=F)
#Standardoitujen residuaalien tarkastelu.
y5 <- matrix(c(43,159,19,13,16,3))
M5 <- c(1,0,0,0,0,0,0,1,1,0,0,0,1,1,0,0,0,0,0,0,1,0,0,0,
0,0,0,1,0,0,0,0,0,0,1,1,0,0,0,1,1,0,0,0,0,0,0,1)
M5 <- matrix(M5,8,6,byrow=T)
C5 <- c(1,-1,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,1,-1)
C5 <- matrix(C5,4,8,byrow=T)
X5 <- c(1,0,0,0,1,0,1,0,1,0,1,1)
X5 <- matrix(X5,4,3,byrow=T)
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L.fct5 <- function(m){C5%*%log(M5%*%m)}
mph.out5 <- mph.fit(y=y5, L.fct=L.fct5, X=X5)
mph.summary(mph.out5, cell.stats=T, model.info=T)
#Mallin yhteensopivuusindeksi
newdata5 <- data[c("Suunta","Avustaja")]
newdata5 <- na.omit(newdata5)
r5 <- vglm(Suunta~Avustaja, data=newdata5, family=cumulative(parallel=TRUE))
r5fit <- fitted(r5)
r5fitmean <- r5fit[,1]*0+r5fit[,2]*1+r5fit[,3]*2
r5fitmean <- round(r5fitmean, digits=6)
library(Hmisc)
rcorr.cens(r5fitmean, newdata5$Suunta)
newdata5$Suunta <- as.integer(newdata5$Suunta)
cor(r5fitmean, newdata5$Suunta)
Kaikkien selittävien muuttujien regressioanalyysi
#Aineiston lataaminen R:ään.
data<-read.csv(file.choose(), header = TRUE, sep = ",", dec = ",")
#Vastemuuttujan muuttaminen järjestysasteikolliseksi.
data$Suunta <- ordered(data$Suunta, labels=c("0","1","2"), levels=c("-","0","+"))
#Selittävien muuttujien arvojen luokittelu uudelleen.
library(car)
data$ajoneuvo <- recode(data$Ajon, "’Hlö’=’Henkilö-auto’; ’Pak’=’Pakettiauto’;
c(’KA’, ’LA’, ’Rekka’)=’Kuorma/Rekka/Linja’;
c(’M-kelkka’, ’Mopo’, ’Mönkijä’, ’Traktori’)=’Muut’;
else=NA")
data$Kerratkoodi[data$Kerrat=="1"] <- 0
data$Kerratkoodi[data$Kerrat=="2"] <- 1
data$Kerratkoodi[data$Kerrat=="3-"] <- 2
data$Syytecat[data$Syytek<=3] <- 0
data$Syytecat[data$Syytek > 3] <- 1
#Muuttujien ristiintaulukointi.
table6 <- table(data$Poissa, data$ajoneuvo, data$Kerratkoodi, data$Syytecat, data$Avustaja, data$
Suunta)
ftable6 <- ftable(table6)
#Taulukon muokkaaminen.
poissa <- rep(0:1,each=48)
auto <- rep(c("henkilö","kuorma","muut","paketti"),each=12,times=2)
kerrat <- rep(0:2,each=4,times=8)
syytteet <- rep(0:1,each=2,times=24)
avustaja <- rep(0:1,times=48)
ftable61 <- cbind(poissa,auto,kerrat,syytteet,avustaja,ftable6)
ftable62 <- ftable61[which(ftable61[,6]!=0 | ftable61[,7]!=0 | ftable61[,8]!=0),]
#Mallin selittäjät ja vaste.
poissa <- as.numeric(ftable62[,1])
auto <- ftable62[,2]
kerrat <- as.numeric(ftable62[,3])
syytteet <- as.numeric(ftable62[,4])
avustaja <- as.numeric(ftable62[,5])
lievempi <- as.numeric(ftable62[,6])
samantasoinen <- as.numeric(ftable62[,7])
kovempi <- as.numeric(ftable62[,8])
suunta <- cbind(lievempi, samantasoinen,kovempi)
#Mallien vertailu
library(VGAM)
m61 <- vglm(suunta~poissa+auto+kerrat+syytteet+avustaja,
family=cumulative(parallel=TRUE))
m62 <- vglm(suunta~poissa+auto+factor(kerrat)+syytteet+avustaja,
family=cumulative(parallel=TRUE))
AIC(m61)
AIC(m62)
#Verrannolisten tapahtumakertoimien ominaisuuden testaaminen.
m60 <- vglm(suunta~poissa+auto+kerrat+factor(syytteet)+avustaja,
family=cumulative(parallel=FALSE))
m6p <- vglm(suunta~poissa+auto+kerrat+factor(syytteet)+avustaja,
family=cumulative(parallel=FALSE~kerrat))
lrtest(m60,m61)
lrtest(m6p,m61)
#Indikaattorimuuttujien luominen ja kumulatiivinen logistinen regressioanalyysi.
kuorma <- NULL
kuorma[auto=="kuorma"] <- 1
kuorma[!auto=="kuorma"] <- 0
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muut <- NULL
muut[auto=="muut"] <- 1
muut[!auto=="muut"] <- 0
paketti <- NULL
paketti[auto=="paketti"] <- 1
paketti[!auto=="paketti"] <- 0
m6 <- vglm(suunta~poissa+kuorma+muut+paketti+kerrat+syytteet+avustaja,
family=cumulative(parallel=TRUE))
summary(m6)
#Uskottavuusosamäärätestit
lrtest(m6, "poissa")
lrtest(m6, "kuorma")
lrtest(m6, "muut")
lrtest(m6, "paketti")
lrtest(m6, "kerrat")
lrtest(m6, "syytteet")
lrtest(m6, "avustaja")
Karsittujen mallien regressioanalyysit
data$autokuorma[data$ajoneuvo=="Kuorma/Rekka/Linja"]<-1
data$autokuorma[!data$ajoneuvo=="Kuorma/Rekka/Linja"]<-0
table7 <- table(data$Poissa, data$autokuorma, data$Syytecat,
data$Avustaja, data$Suunta)
ftable7<-ftable(table7)
poissa2<-rep(0:1,each=8)
auto2<-rep(c("henkilö","kuorma"),each=4,times=2)
syytteet2<-rep(0:1,each=2,times=4)
avustaja2<-rep(0:1,times=8)
ftable71<-cbind(poissa2,auto2,syytteet2,avustaja2,ftable7)
ftable72<-ftable71[which(ftable71[,5]!=0 | ftable71[,6]!=0 | ftable71[,7]!=0),]
#Karsitun mallin selittäjät ja vaste.
poissa2<-as.numeric(ftable72[,1])
auto2<-ftable72[,2]
syytteet2<-as.numeric(ftable72[,3])
avustaja2<-as.numeric(ftable72[,4])
lievempi2<-as.numeric(ftable72[,5])
samantasoinen2<-as.numeric(ftable72[,6])
kovempi2<-as.numeric(ftable72[,7])
suunta2<-cbind(lievempi2, samantasoinen2,kovempi2)
#Verrannollisten tapahtumakertoimien ominaisuuden testaus.
m7 <- vglm(suunta2~poissa2+auto2+syytteet2+avustaja2, family=cumulative(parallel=TRUE))
m71 <- vglm(suunta2~poissa2+auto2+syytteet2+avustaja2, family=cumulative(parallel=FALSE))
lrtest(m71,m7)
#kumulatiivinen logistinen regressioanalyysi
summary(m7)
#Uskottavuusosamäärätestit
lrtest(m7, "poissa2")
lrtest(m7, "auto2")
lrtest(m7, "syytteet2")
lrtest(m7, "avustaja2")
#Toisen karsitun mallin taulukko.
table8 <- table(data$Syytecat, data$Avustaja, data$Suunta)
ftable8 <- ftable(table8)
syytteet3 <- rep(0:1,each=2)
avustaja3 <- rep(0:1,times=2)
ftable81 <- cbind(syytteet3,avustaja3,ftable8)
#Toisen karsitun mallin selittäjät ja vaste.
syytteet3 <- as.numeric(ftable81[,1])
avustaja3 <- as.numeric(ftable81[,2])
lievempi3 <- as.numeric(ftable81[,3])
samantasoinen3 <- as.numeric(ftable81[,4])
kovempi3 <- as.numeric(ftable81[,5])
suunta3 <- cbind(lievempi3, samantasoinen3,kovempi3)
#Verrannollisten tapahtumakertoimien ominaisuuden testaus.
m8 <- vglm(suunta3~syytteet3+avustaja3, family=cumulative(parallel=TRUE))
m81 <- vglm(suunta3~syytteet3+avustaja3, family=cumulative(parallel=FALSE))
lrtest(m81, m8)
#Kumulatiivinen logistinen regressioanalyysi.
summary(m8)
#Mallin sopivuustesti (Cressie ja Read).
fit8 <- fitted(m8)*rowSums(ftable8)
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l <- 2/3
cr8 <- 2/(l*(l+1))*sum(ftable8*(((ftable8/fit8)^l)-1))
pchisq(cr8,df.residual(m8),lower.tail=F)
#Standardoitujen residuaalien tarkastelu.
y8 <- matrix(c(41,147,15,12,10,1,2,12,4,1,6,2))
M8 <- c(1,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,
0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,
0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,
0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,
0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,1,1,0,
0,0,0,0,0,0,0,0,0,0,0,1)
M8 <- matrix(M8,16,12,byrow=T)
C8 <- c(1,-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,1,-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,-1)
C8 <- matrix(C8,8,16,byrow=T)
L.fct8 <- function(m){C8%*%log(M8%*%m)}
L.fct8(y8)
X8 <- c(1,0,0,0,0,1,0,0,1,0,0,1,0,1,0,1,1,0,1,0,0,1,1,0,1,0,1,1,0,1,1,1)
X8 <- matrix(X8,8,4,byrow=T)
mph.out8 <- mph.fit(y=y8, L.fct=L.fct8, X=X8)
mph.summary(mph.out8, cell.stats=T, model.info=T)
#Mallin yhteensopivuusindeksi ja kokonaiskorrelaatiokerroin.
newdata8 <- data[c("Suunta", "Syytecat", "Avustaja")]
newdata8 <- na.omit(newdata8)
r8 <- vglm(Suunta~Syytecat+Avustaja, data=newdata8, family=cumulative(parallel=TRUE))
r8fit <- fitted(r8)
r8fitmean <- r8fit[,1]*0+r8fit[,2]*1+r8fit[,3]*2
r8fitmean <- round(r8fitmean, digits=6)
library(Hmisc)
rcorr.cens(r8fitmean, newdata8$Suunta)
newdata8$Suunta <- as.integer(newdata8$Suunta)
cor(r8fitmean, newdata8$Suunta)
#Mallista estimoidut todennäköisyydet.
fitted(m8)
Akaiken informaatiokriterin perusteella sopivin malli
#Karsittujen mallien vertailu.
data$autokuorma[data$ajoneuvo=="Kuorma/Rekka/Linja"]<-1
data$autokuorma[!data$ajoneuvo=="Kuorma/Rekka/Linja"]<-0
data$autopaketti[data$ajoneuvo=="Pakettiauto"]<-1
data$autopaketti[!data$ajoneuvo=="Pakettiauto"]<-0
data$automuut[data$ajoneuvo=="Muut"]<-1
data$automuut[!data$ajoneuvo=="Muut"]<-0
ma5 <- vglm(Suunta~Poissa+autokuorma+autopaketti+automuut+Kerratkoodi+Syytecat+Avustaja,
data=data, family=cumulative(parallel=TRUE))
ma1 <- vglm(Suunta~Poissa+autokuorma+Syytecat+Avustaja, data=data,
family=cumulative(parallel=TRUE))
ma2 <- vglm(Suunta~autokuorma+Syytecat+Avustaja, data=data,
family=cumulative(parallel=TRUE))
ma3 <- vglm(Suunta~Poissa+Syytecat+Avustaja, data=data,
family=cumulative(parallel=TRUE))
ma4 <- vglm(Suunta~Syytecat+Avustaja, data=data, family=cumulative(parallel=TRUE))
AIC(ma5)
AIC(ma1)
AIC(ma2)
AIC(ma3)
AIC(ma4)
#Uskottavuusosamäärätesti molemmille rivivaikutuskertoimille.
lrtest(m7, "poissa2", "auto2")
#Kumulatiiviset tapahtumakertoimet.
exp(coef(m7)[3])
exp(coef(m7)[4])
exp(coef(m7)[5])
exp(coef(m7)[6])
#Taulukon odotetut frekvenssit.
ftable73 <- ftable7[which(ftable7[,1]!=0 | ftable7[,2]!=0 | ftable7[,3]!=0),]
fit7 <- fitted(m7)*rowSums(ftable73)
#Mallin sopivuustesti (Cressie ja Read).
l <- 2/3
cr7 <- 2/(l*(l+1))*sum(ftable73*(((ftable73/fit7)^l)-1))
pchisq(cr7,df.residual(m7),lower.tail=F)
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#Standardoitujen residuaalien tarkastelu.
#Suurimmat matriisit on luotu taulukko-ohjelmalla ja kopioitu sitten R:ään.
y7 <- matrix(c(31,86,8,12,10,0,2,8,2,1,5,1,0,1,0,9,48,5,0,4,2,0,3,2))
M7 <- as.matrix(read.table("clipboard")
C7 <- as.matrix(read.table("clipboard")
L.fct7 <- function(m){C7%*%log(M7%*%m)}
L.fct7(y7)
X7 <- c(1,0,0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,1,0,1,0,0,0,1,1,0,0,0,1,0,0,1,0,0,1,0,
1,0,0,0,1,1,0,1,0,0,1,1,1,0,0,1,0,0,0,1,0,1,0,0,1,0,1,0,0,0,
0,1,1,0,0,0,1,0,1,0,1,0,0,1,1,0,1,0,1,0,1,1,0,0,0,1,1,1,0,0)
z7 <- y7+0.00001
mph.out7 <- mph.fit(y=z7, L.fct=L.fct7, X=X7)
mph.summary(mph.out7, cell.stats=T, model.info=T)
#Mallin yhteensopivuusindeksi ja kokonaiskorrelaatiokerroin.
newdata7 <- data[c("Suunta","Poissa","autokuorma","Syytecat","Avustaja")]
newdata7 <- na.omit(newdata7)
r7 <- vglm(Suunta~Poissa+autokuorma+Syytecat+Avustaja, data=newdata7,
family=cumulative(parallel=TRUE))
r7fit <- fitted(r7)
r7fitmean <- r7fit[,1]*0+r7fit[,2]*1+r7fit[,3]*2
r7fitmean <- round(r7fitmean, digits=6)
library(Hmisc)
rcorr.cens(r7fitmean, newdata7$Suunta)
newdata7$Suunta <- as.integer(newdata7$Suunta)
cor(r7fitmean, newdata7$Suunta)
#Mallin estimoimat todennäköisyydet.
#Lempein asetelma
pl <- exp(coef(m7)[1]+coef(m7)[6])/(1+exp(coef(m7)[1]+coef(m7)[6]))
ps <- exp(coef(m7)[2]+coef(m7)[6])/(1+exp(coef(m7)[2]+coef(m7)[6]))-pl
pk <- 1-(pl+ps)
#Ankarin asetelma
pl <- exp(coef(m7)[1]+coef(m7)[3]+coef(m7)[4]+coef(m7)[5])/
(1+exp(coef(m7)[1]+coef(m7)[3]+coef(m7)[4]+coef(m7)[5]))
ps <- exp(coef(m7)[2]+coef(m7)[3]+coef(m7)[4]+coef(m7)[5])/
(1+exp(coef(m7)[2]+coef(m7)[3]+coef(m7)[4]+coef(m7)[5]))-pl
pk <- 1-(pl+ps)
#Yleisin asetelma
fitted(m7)[1,]
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