Among the large amount of genes presented in microarray gene expression data, only a small fraction of them is effective for performing a certain diagnostic test. In this regard, a new feature selection algorithm is presented based on rough set theory. It selects a set of genes from microarray data by maximizing the relevance and significance of the selected genes. A theoretical analysis is presented to justify the use of both relevance and significance criteria for selecting a reduced gene set with high predictive accuracy. The importance of rough set theory for computing both relevance and significance of the genes is also established. The performance of the proposed algorithm, along with a comparison with other related methods, is studied using the predictive accuracy of K-nearest neighbor rule and support vector machine on five cancer and two arthritis microarray data sets. Among seven data sets, the proposed algorithm attains 100% predictive accuracy for three cancer and two arthritis data sets, while the rough set based two existing algorithms attain this accuracy only for one cancer data set.
Introduction
Recent advancement and wide use of high-throughput technology are producing an explosion in using gene expression phenotype for identification and classification in a variety of diagnostic areas. An important application of gene expression data in functional genomics is to classify samples according to their gene expression profiles such as to classify cancer versus normal samples or to classify different types or subtypes of cancer [1, 2] .
A microarray gene expression data set can be represented by an expression table, T = {w ij |i = 1, . . . , m, j = 1, . . . , n}, where w ij ∈ is the measured expression level of gene A i in the jth sample, m and n represent the total number of genes and samples, respectively. Each row in the expression table corresponds to one particular gene and each column to a sample [1, 2] . However, for most gene expression data, the number of training samples is still very small compared to the large number of genes involved in the experiments. The number of samples is likely to remain small for many areas of investigation, especially for human data, due to the difficulty of collecting and processing microarray samples [1] . When the number of genes is significantly greater than the number of samples, it is possible to find biologically relevant correlations of gene behavior with the sample categories [3, 4] .
However, among the large amount of genes, only a small fraction of them is effective for performing a certain task. Also, a small subset of genes is desirable in developing gene expression based diagnostic tools for delivering precise, reliable, and interpretable results. With the gene selection results, the cost of biological experiment and decision can be greatly reduced by analyzing only the marker genes. Hence, identifying a reduced set of most relevant and significant genes is the goal of gene selection. The small number of training samples and a large number of genes make gene selection a more relevant and challenging problem in gene expression based classification. This is an important problem in machine learning and referred to as feature selection [5] [6] [7] .
Conventional methods of feature selection involve evaluating different feature subsets using some index and selecting the best among them. Depending on the way of computing the feature evaluation index, feature selection methods are generally divided into two broad categories: filter approach [5, 6, [8] [9] [10] [11] and wrapper approach [5, 7, [12] [13] [14] . Unlike wrapper approach [5, 7, [12] [13] [14] [15] , in filter approach, the algorithms do not perform classification of the data in the process of feature evaluation. Before application of the actual learning algorithm, the best subset of features is selected in one pass by evaluating some predefined criteria, which are independent of the actual generalization performance of the learning machine. Hence, the filter approach is computationally less expensive and more general than that of wrapper approach. However, as the wrapper approach uses the learning machine as a black box, it generally outperforms the filter approach in the aspect of final predictive accuracy of the learning machine [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
In feature selection process, an optimal feature subset is always relative to a certain criterion. In general, different criteria may lead to different optimal feature subsets. However, every criterion tries to measure the discriminating ability of a feature or a subset of features to distinguish different class labels. To measure the gene-class relevance, different statistical and information theoretic measures such as the F-test, t-test [8, 9] , entropy, information gain, mutual information [8, 10] , normalized mutual information [11] , and f -information [16] are typically used, and the same or a different metric like mutual information, f -information, the L 1 distance, Euclidean distance, and Pearson's correlation coefficient [8, 10, 17] is employed to calculate the gene-gene redundancy. However, as the F-test, t-test, Euclidean distance, and Pearson's correlation depend on the actual gene expression values of the microarray data, they are very much sensitive to noise or outlier of the data set [8, 10, 17, 18] . On the other hand, as information measures depend only on the probability distribution of a random variable rather than on its actual values, they are more effective to evaluate both gene-class relevance and gene-gene redundancy [10, 11, [19] [20] [21] .
Rough set theory [22, 23] is a new paradigm to deal with uncertainty, vagueness, and incompleteness. It has been applied to fuzzy rule extraction [24] , reasoning with uncertainty, fuzzy modeling, feature selection [25] [26] [27] [28] , microarray data analysis [20, 21, 29, 30] , and so forth. It is proposed for indiscernibility in classification according to some similarity [22, 31] . The rough set theory has been applied successfully to feature selection of discrete valued data [25, 26, 32] . Given a data set with discretized attribute values, it is possible to find a subset of the original attributes using rough set theory that are the most informative; all other attributes can be removed from the data set with minimal information loss. From the dimensionality reduction perspective, informative features are those that are most useful in determining classifications from their values [33, 34] .
One of the popular rough set based feature selection algorithms is quick reduct algorithm [24, 35] in which the dependency or quality of approximation of single attribute is first calculated with respect to the class labels or decision attribute. After selecting the best attribute, other attributes are added to it to produce better quality. Additions of attributes are stopped when the final subset of attributes has the same quality as that of maximum possible quality of the data set or the quality of the selected attributes remains same. Other notable algorithms include discernibility matrix based method [36, 37] , dynamic reducts [38] , and so forth. However, all these approaches are computationally very costly. The variable precision rough set model [39] [40] [41] , tolerance rough sets [42, 43] , and probabilistic rough sets [44] [45] [46] are the extensions of the original rough set based knowledge representation. Different heuristic approaches based on rough set theory are also developed for feature selection [47, 48] . Combining rough sets and genetic algorithms, different algorithms have been proposed in [49] [50] [51] to discover optimal or close to optimal subset of features.
In this paper, a new feature selection method is proposed to select a set of genes from microarray gene expression data by maximizing both relevance and significance of the selected genes. It employs rough set theory to compute the relevance and significance of the genes. Hence, the only information required in the proposed feature selection method is in the form of equivalence partitions for each gene, which can be automatically derived from the given microarray data set. This avoids the need for domain experts to provide information on the data involved and ties in with the advantage of rough sets is that it requires no information other than the data set itself. The use of both relevance and significance criteria for selecting genes with high predictive accuracy is theoretically justified based on the rough set theory. The importance of rough sets over mutual information is also established. The performance of the proposed approach is compared with that of existing approaches using the predictive accuracy of K-nearest neighbor rule and support vector machine on different microarray data sets.
The structure of the rest of this paper is as follows: Section 2 introduces the necessary notions of rough sets. The theoretical analysis on the relationships of dependency, relevance, and significance is presented in Section 3 using rough set theory. The proposed feature selection method is described in Section 4 for selecting relevant and significant genes from microarray data sets. Section 5 presents a methodology to compute rough set based relevance and significance criteria for continuous valued gene expression data set. A few case studies and a comparison with other related methods are presented in Section 6. Concluding remarks are given in Section 7.
Rough sets
The theory of rough sets begins with the notion of an approximation space, which is a pair U, A , where U be a nonempty set, the universe of discourse, U = {x 1 , . . . , x i , . . . , x n } and A is a family of attributes, also called knowledge in the universe. V is the value domain of A and f is an information function f : U × A → V . An approximation space is also called an information system [22] . Any subset P of knowledge A defines an equivalence, also called indiscernibility, relation
, then x i and x j are indiscernible by attributes from P. The partition of U generated by IND(P) is denoted as
where [x i ] P is the equivalence class containing x i . The elements in [x i ] P are indiscernible or equivalent with respect to knowledge P. Equivalence classes, also termed as information granules, are used to characterize arbitrary subsets of U. The equivalence classes of IND(P) and the empty set ∅ are the elementary sets in the approximation space U, A .
Given an arbitrary set X ⊆ U, in general it may not be possible to describe X precisely in U, A . One may characterize X by a pair of lower and upper approximations defined as follows [22] :
Hence, the lower approximation P(X) is the union of all the elementary sets which are subsets of X, and the upper approximation P(X) is the union of all the elementary sets which have a non-empty intersection with X. The tuple P(X), P(X) is the representation of an ordinary set X in the approximation space U, A or simply called the rough set of X. The lower (respectively, upper) approximation P(X) (respectively, P(X)) is interpreted as the collection of those elements of U that definitely (respectively, possibly) belong to X. The lower approximation is also called positive region sometimes, denoted as POS P (X). A set X is said to be definable or exact in U, A iff P(X) = P(X). Otherwise X is indefinable and termed as a rough set. BN P (X) = P(X) \ P(X) is called a boundary set. Definition 1. An information system U, A is called a decision table if the attribute set A = C ∪ D, where C is the condition attribute set and D is the decision attribute set. The dependency between C and D can be defined as [22] 
where POS C (D) = ∪CX i , X i is the ith equivalence class induced by D and | · | denotes the cardinality of a set.
An important issue in data analysis is discovering dependency between attributes. Intuitively, a set of attributes D depends totally on a set of attributes C, denoted as C ⇒ D, if all attribute values from D are uniquely determined by values of attributes from C. If there exists a functional dependency between values of D and C, then D depends totally on C. The dependency can be defined in the following way:
If κ = 1, D depends totally on C, if 0 < κ < 1, D depends partially (in a degree κ) on C, and if κ = 0, then D does not depend on C [22] .
To what extent an attribute is contributing to calculate the dependency on decision attribute can be calculated by the significance of that attribute. The change in dependency when an attribute is removed from the set of condition attributes, is a measure of the significance of the attribute. The higher the change in dependency, the more significant the attribute is. If the significance is 0, then the attribute is dispensable. Definition 3. Given C, D and an attribute A ∈ C, the significance of the attribute A is defined as [22] :
Relationships of Max-Dependency, Max-Relevance, and Max-Significance
This section establishes the relationships among Max-Dependency, Max-Relevance, and Max-Significance using the rough set theory.
Max-Dependency
Let C = {A 1 , . . . , A i , . . . , A j , . . . , A m } denotes the set of m condition attributes or features of a given data set. In terms of rough sets, the task of attribute or feature selection is to find a feature subset S ⊆ C with d < m features {A i }, which jointly have the largest dependency on the target class or decision attribute set D. This scheme, called Max-Dependency, has the following form:
where γ {A i ,i=1,...,d} (D) represents the dependency between the feature subset S = {A i , i = 1, . . . , d} and target class label D and is given by (4) .
Obviously, when d equals 1, the solution is the feature that maximizes γ A j (D); (1 ≤ j ≤ m). When d > 1, a simple incremental search scheme is to add one feature at one time. This type of selection is called the first order incremental search. By definition of first order search, it is assumed that S d−1 , that is, the set of d − 1 features, has already been obtained. The task is to select the optimal dth feature A d from the set {C − S d−1 } that contributes to the largest increase of γ S (D).
The quick reduct algorithm of Chouchoulas and Shen [35] is based on the principle of Max-Dependency.
The dependency D in (6) is represented by the dependency of (4), that is,
Hence, from the definition of dependency in rough sets, the first order incremental search algorithm optimizes the following condition to select dth feature from the set {C − S d−1 }:
which is equivalent to optimize the following condition given the set of selected features S d−1 :
Obviously, the Max-Dependency is equivalent to either maximizing the joint dependency between selected feature set and the target class label or maximizing the significance of the candidate feature with respect to the already-selected features.
Despite the theoretical value of Max-Dependency, it is often hard to generate the resultant equivalence classes due to two difficulties in the high-dimensional space: the number of samples is often insufficient and the generation of resultant equivalence classes is usually an ill-posed problem. Another drawback of Max-Dependency is the slow computational speed. These problems are most pronounced for real life applications. If each feature has c categorical or discrete states and n samples, then d features could have a maximum min{c d , n} equivalence classes. When the number of equivalence classes increases very quickly and gets comparable to the number of samples n, the joint dependency of these features cannot be estimated correctly. Hence, although Max-Dependency feature selection might be useful to select a very small number of features when n is large, it is not appropriate for real life applications where the aim is to achieve high classification accuracy with a reasonably compact set of features.
Max-Relevance and Max-Significance
As Max-Dependency criterion is hard to implement, an alternative is to select features based on maximal relevance criterion (Max-Relevance). Max-Relevance is to search features satisfying (9) , which approximates D(S, D) in (6) with the mean value of all dependency values between individual feature A i and target class label D:
It is likely that features selected according to Max-Relevance could have rich redundancy, that is, the dependency among these features could be large. When two features highly depend on each other, the respective class discriminative power would not change much if one of them were removed. Therefore, the following maximal significance (Max-Significance) condition can be added to select mutually exclusive features:
The criterion combining the above two constraints is called "maximal-relevance-maximal-significance" (MRMS). The operator Φ(R, S) is defined to combine R and S, and the following simplest form is considered to optimize R and S simultaneously:
In practice [8, 10, 16] , incremental search methods can be used to find the near-optimal features defined by Φ(·). Given the feature set S d−1 with d − 1 features, the task is to select the dth feature from the set {C − S d−1 }. This is done by selecting the feature that maximizes Φ(·). The respective incremental algorithm optimizes the following condition:
Hence, the combination of Max-Relevance and Max-Significance, that is, the MRMS criterion, is equivalent to maximizing the dependency between the candidate feature A d and class label D as well as maximizing the average value of all significance values of the candidate feature A d with respect to the already-selected feature
The following conclusions can be drawn from the above discussions:
(i) Maximizing the first term of (12) , that is, maximizing R(S, D) of (9), only leads to Max-Relevance. Clearly, the difference between Max-Relevance and Max-Dependency of (6) is rooted in the different definitions of dependency in terms of rough set theory. Eq. (9) does not consider the joint effect of features on the target class D. On the contrary, Max-Dependency of (6) considers the dependency between the data distribution in multi-dimensional space and the target class D. This difference is critical in many circumstances. (ii) Maximizing the second term of (12) only, that is, maximizing S(S, D) of (10), is equivalent to searching mutually exclusive or independent features. This is not sufficient for selecting highly discriminative features. (iii) The equivalence between Max-Dependency and Max-Significance indicates that Max-Significance is an optimal first order implementation of Max-Dependency. (iv) Compared to Max-Dependency, the MRMS criterion avoids the estimation of resultant equivalence classes for multiple features. Instead, computing the resultant equivalence classes for two features could be much easier and more accurate. This also leads to a more efficient feature selection algorithm.
In this regard, it should be noted that the minimum-redundancy-maximum-relevance (mRMR) based feature selection algorithm [8, 10] selects a subset of features from the whole feature set by maximizing the relevance and minimizing the redundancy of the selected features. However, the redundancy measure of the mRMR method does not take into account the supervised information of class labels, while both relevance and significance criteria of the proposed MRMS method are computed based on the class labels. Hence, the proposed MRMS method provides better performance than the existing mRMR method.
Proposed feature selection algorithm
In real data analysis such as microarray data, the data set may contain a number of insignificant features. The presence of such irrelevant and insignificant features may lead to a reduction in the useful information. Ideally, the selected features should have high relevance with the classes and high significance in the feature set. The features with high relevance are expected to be able to predict the classes of the samples. However, if insignificant features are present in the subset, they may reduce the prediction capability. A feature set with high relevance and high significance enhances the predictive capability. Accordingly, a measure is required that can enhance the effectiveness of feature set. In this paper, the rough set theory is used to select the relevant and significant features or genes from high dimensional microarray gene expression data sets.
Maximum Relevance-Maximum Significance
. . , A m } denotes the set of m features or genes of a given microarray data set and S is the set of selected genes. Definef (A i , D) as the relevance of the gene A i with respect to the class labels D whilef (A i , A j ) as the significance of the gene A j with respect to the gene A i . The total relevance of all selected genes is, therefore, given by
while the total significance among the selected genes is
Therefore, the problem of selecting a set S of relevant and significant genes from the whole set C of m genes is equivalent to maximize both J relev and J signf , that is, to maximize the objective function J , where (15) where β is a weight parameter. To solve the above problem, the following greedy algorithm is used.
(iv) Repeat the following two steps until the desired number of genes is selected.
(v) Calculate the significance of each of the remaining genes of C with respect to the selected genes of S and remove it from C if it has zero significance value with respect to any one of the selected genes. (vi) From the remaining genes of C, select gene A j that maximizes the following condition:
As a result of that, A j ∈ S and C = C \ A j .
Both the relevance and significance of a gene are calculated based on the rough set theory. The relevancef (A i , D) of a gene A i with respect to the class labels D is calculated using (4), while significancef (A i , A j ) of the gene A j with respect to the already-selected gene A i is computed using (5).
Computational complexity
The rough set based proposed gene selection method has low computational complexity with respect to the number of genes in the original microarray gene expression data set. (iii) There is only one loop in step 4 of the proposed gene selection method, which is executed (d − 1) times, where d represents the number of selected genes. (a) The computation of significance of a candidate gene with respect to the already-selected genes takes only a constant amount of time. Ifḿ represents the cardinality of the already-selected gene set, the total complexity to compute the significance of (m −ḿ) candidate genes, which is carried out in step 5, is O(m −ḿ). (b) The selection of a gene from (m −ḿ) candidate genes by maximizing both relevance and significance, which is carried out in step 6, has also a complexity O(m −ḿ). Hence, the total complexity to execute the loop
In effect, the selection of a set of d relevant and significant genes from the whole set of m genes using the proposed rough set based first order incremental search method has an overall computational complexity of (
Generation of equivalence classes
In microarray gene expression data, the class labels of samples are represented by discrete symbols, while the expression values of genes are continuous. Hence, to measure both relevance and significance of genes using rough set theory, the continuous expression values of a gene have to be divided into several discrete partitions to generate equivalence classes [16, 52, 53] .
Different discretization methods such as discretization based on mean and standard deviation [16] , equal frequency binning [52] , Roughfication method [21] , and so forth can be employed to discretize the continuous gene expression values. However, the inherent error that exists in discretization process is of major concern in the computation of relevance and significance of continuous valued genes [53] . To address this problem, a fuzzy set based discretization method is presented next to generate equivalence classes required to compute both relevance and significance of genes using rough set theory. In this context, it should be noted that the fuzzy-rough sets [26, [54] [55] [56] [57] and neighborhood rough sets [58] can handle continuous valued attributes without any discretization.
The family of normal fuzzy sets produced by a fuzzy partitioning of the universe of discourse can play the role of fuzzy equivalence classes. Given a finite set U, C is a fuzzy condition attribute set in U, which generates a fuzzy equivalence partition on U. If c denotes the number of fuzzy equivalence classes generated by the fuzzy equivalence relation and n is the number of objects in U, then c-partitions of U are sets of (cn) values {μ C ij } that can be conveniently arrayed as a (c × n) 1] represents the membership of object x j in the ith fuzzy equivalence partition or class F i . The above axioms should hold for every fuzzy equivalence partition, which correspond to the requirement that an equivalence class is nonempty. Obviously, this definition degenerates to the normal definition of equivalence classes when the equivalence relation is nonfuzzy.
Each row of the matrix M C is a fuzzy equivalence partition or class [32, 59, 60] . In the proposed gene selection method, the π function in one dimensional form is used to assign membership values to different fuzzy equivalence classes for the input genes. A fuzzy set with membership function π(x;c, σ ) represents a set of points clustered aroundc, where
where σ > 0 is the radius of the π function withc as the central point and · denotes the Euclidean norm. When the pattern x lies at the central pointc of a class, then x −c = 0 and its membership value is maximum, that is, π(c;c, σ ) = 1. The membership value of a point decreases as its distance from the central pointc, that is, x−c increases. When x−c = ( σ 2 ), the membership value of x is 0.5 and this is called a crossover point [61] . The (c × n) matrix M A i , corresponding to the ith gene A i , can be calculated from the c-fuzzy equivalence classes of the objects x = {x 1 , . . . , x j , . . . , x n }, where
In effect, each position μ A i kj of the matrix M A i must satisfy the following conditions:
μ A i kj = 1, ∀j and for any value of k, if
After the generation of the matrix M A i corresponding to the gene A i , the object x j is assigned to one of the c equivalence classes based on the maximum value of memberships of the object in different equivalence classes that follows next:
Each input real valued gene in quantitative form can be assigned to different fuzzy equivalence classes in terms of membership values using the π fuzzy set with appropriatec and σ . The centers and radii of the π functions along each gene axis are determined automatically from the distribution of the training patterns. In the proposed gene selection algorithm, three fuzzy equivalence classes (c = 3), namely, low, medium, and high are considered. These three equivalence classes correspond to under-expression, base-line, and over-expression of continuous valued genes, respectively. Corresponding to three fuzzy sets low, medium, and high, the following relations hold:
The parametersc and σ of each π fuzzy set are computed according to the following procedure [61] . Letm i be the mean of the objects x = {x 1 , . . . , x j , . . . , x n } along the ith gene A i . Thenm i l andm i h are defined as the mean along the ith gene of the objects having co-ordinate values in the range [A i min ,m i ) and (m i , A i max ], respectively, where A i max and A i min denote the upper and lower bounds of the dynamic range of gene A i for the training set. For three fuzzy sets low, medium, and high, the centers and corresponding radii are computed as follows:
where η is a multiplicative parameter controlling the extent of the overlapping. The distribution of the patterns or objects along each gene axis is taken into account, while computing the corresponding centers and radii of the fuzzy sets. Also, the amount of overlap between the three fuzzy sets can be different along the different axis, depending on the distribution of the objects or patterns.
Experimental results
The performance of the proposed rough set based maximum relevance-maximum significance (MRMS) method is extensively studied and compared with that of some existing algorithms, namely, minimum redundancy-maximum relevance (mRMR) framework [8] , Quick Reduct algorithm [35] , Discernibility Matrix based approach [37] , Roughfication [21] , the methods proposed by Valdes and Barton [30] and Fang and Busse [29] . The performance of the MRMS method is also compared with that of Max-Dependency and Max-Relevance criteria, along with the comparison between fuzzy and crisp equivalence classes [16, 52] . The proposed MRMS algorithm is implemented in C language and run in LINUX environment having machine configuration Pentium IV, 2.8 GHz, 1 MB cache, and 1 GB RAM.
To analyze the performance of different algorithms, the experimentation is done on five cancer and two arthritis microarray data sets. For each data set, 50 top-ranked genes is selected for analysis, and each data set is pre-processed by standarizing each sample to zero mean and unit variance. The major metrics for evaluating the performance of different algorithms are the classification accuracy of K-nearest neighbor (K-NN) rule and support vector machine (SVM). To compute the prediction accuracy of both SVM and K-NN rule, both leave-one-out cross-validation (LOOCV) and 10-fold cross-validation (10-fold CV) are performed on each gene expression data set.
Gene expression data sets
In this paper, publicly available five cancer and two arthritis data sets are used. Since binary classification is a typical and fundamental issue in diagnostic and prognostic prediction of both cancer and arthritis, different methods are compared using the following binary class data sets. 
Class prediction methods
Following two quantitative indices are used to evaluate the performance of different methods with respect to seven microarray data sets.
Support vector machine
The support vector machine (SVM) [68] is a margin classifier that draws an optimal hyperplane in the feature vector space; this defines a boundary that maximizes the margin between data samples in different classes, therefore leading to good generalization properties. A key factor in the SVM is to use kernels to construct nonlinear decision boundary. In the present work, linear kernels are used.
K-nearest neighbor rule
The K-nearest neighbor (K-NN) rule [69] is used for evaluating the effectiveness of the reduced gene set for classification. It classifies samples based on closest training samples in the feature space. A sample is classified by a majority vote of its K-neighbors, with the sample being assigned to the class most common amongst its K-nearest neighbors. The value of K, chosen for the K-NN, is the square root of the number of samples in training set.
Importance of rough sets
In the proposed MRMS method, both the relevance and significance of a gene are calculated based on the rough set theory. The relevance of a gene with respect to the class labels is calculated using (4), while significance of a gene with respect to the already-selected gene is computed using (5) . However, other measures such as mutual information can also be used to compute both relevance and significance of a gene. In order to establish the importance of rough sets over mutual information, extensive experimental results are reported in Table 1 for seven microarray data sets. Subsequent discussions analyze the results with respect to the classification accuracy of both SVM and K-NN rule. The value of β is set to 1.0 for the MRMS criterion and the equivalence classes are generated by two discretization methods: using mean-standard deviation (D1) [16] and equal frequency binning (D2) [52] .
From the results reported in Table 1 , it is seen that the performance of rough sets is better than that of mutual information in most of the cases. Out of total 28 cases, the MRMS criterion achieves significantly better results for rough sets in 19 cases. However, the mutual information provides better accuracy of the SVM for leukemia, prostate cancer, and RAHC data sets and that of the K-NN for colon and prostate cancer data sets using the method D1. On the other hand, the rough set based approach provides same accuracy of the SVM and K-NN with higher number of genes for prostate cancer data set, same accuracy of the SVM with higher number of genes for RAOA data set, and lower accuracy of the K-NN for colon cancer data set using the method D2.
Effectiveness of MRMS criterion
To establish the effectiveness of the proposed MRMS criterion based gene selection method over Max-Dependency and Max-Relevance criteria, extensive experimental results are reported in Table 2 for seven microarray data sets. Subsequent discussions analyze the results with respect to the classification accuracy of both SVM and K-NN rule. The best results obtained using Max-Dependency and Max-Relevance criteria on these data sets are also presented in this table for the sake of comparison. The value of β varies from 0.0 to 1.0 for the MRMS criterion and the equivalence classes are generated by two discretization methods: using mean-standard deviation (D1) [16] and equal frequency binning (D2) [52] . In this context, it should be noted that the Max-Relevance criterion is equivalent to the proposed MRMS criterion with β = 0.0, while the quick reduct algorithm of Chouchoulas and Shen [35] follows the Max-Dependency criterion.
Optimum value of β
The parameter β regulates the relative importance of the significance of the candidate gene with respect to the alreadyselected genes and the relevance with the output class. If β is zero, only the relevance with the output class is considered for each gene selection. If β increases, this measure is incremented by a quantity proportional to the total significance with respect to the already-selected genes. The presence of a β value larger than zero is crucial in order to obtain good results. If the significance between genes is not taken into account, selecting the genes with the highest relevance with respect to the output class may tend to produce a set of redundant genes that may leave out useful complementary information.
The values of β for which the proposed MRMS criterion based gene selection algorithm achieves its best performance are reported in Table 2 . From the results reported in this table, it is seen that the MRMS criterion attains its best performance at β = 0.9 for breast, colon, lung, and prostate cancer data sets using both SVM and K-NN rule, and for RAOA and RAHC data sets using only K-NN rule. On the other hand, the proposed algorithm provides its best results at β = 0.1 for leukemia data set using both SVM and K-NN rule and for RAHC data set using only the SVM. Hence, the MRMS criterion achieves its best performance for 0.1 ≤ β ≤ 0.9 irrespective of the data sets and classifiers used.
Comparative performance analysis
From the results reported in Table 2 , it is seen that the performance of proposed MRMS criterion is better than that of Max-Dependency and Max-Relevance criteria in most of the cases. Out of total 28 cases, the MRMS criterion achieves significantly better results than Max-Dependency or Max-Relevance in 25 cases. However, the Max-Dependency criterion provides better accuracy of the SVM for leukemia data set and same accuracy of the K-NN rule with lower number of genes for prostate cancer data set than the MRMS criterion. Also, the Max-Relevance criterion achieves better accuracy of the K-NN rule for prostate cancer data set and same accuracy of the SVM with lower number of genes for RAHC data set than the MRMS criterion. That is, both Max-Dependency and Max-Relevance criteria are useful to select a very small number of genes, but not appropriate to achieve high classification accuracy. Hence, the combination of Max-Relevance and Max-Significance, that is, the MRMS criterion, must be used to get a reduced set of genes with high classification accuracy.
Effectiveness of fuzzy equivalence classes
In order to improve the performance of proposed MRMS criterion based gene selection method, three π functions in one dimensional form are used to generate three equivalence classes, namely, low, medium, and high. The multiplicative parameter η controls the overlapping between three fuzzy equivalence classes low and medium or medium and high. Keeping the values of σ low and σ high fixed, the amount of overlapping among three π functions can be altered varying σ medium . As η is decreased, the radius σ medium decreases aroundc medium such that ultimately there is insignificant overlapping between three π functions low and medium or medium and high. This implies that certain regions along the ith gene axis A i go under-represented such that three membership values corresponding to three fuzzy sets low, medium, and high attain small values. Note that the particular choice of the values of σ s andcs ensure that for any pattern x j along the ith gene axis A i , at least one of membership values should be greater than 0.5. On the other hand, as η is increased the radius σ medium increases aroundc medium such that the amount of overlapping between the three π functions increases. To establish the effectiveness of fuzzy equivalence classes over the crisp equivalence classes and to find out the corresponding optimum values of both η and β, the extensive experimentation is carried out on seven microarray data sets. The value of β ranges from 0.0 to 1.0, while the value of η varies from 0.5 to 2.0. Table 3 presents the best performance of the proposed MRMS based gene selection algorithm for different data sets using fuzzy equivalence classes. The results and subsequent discussions are presented in this table with respect to the predictive accuracy of both SVM and K-NN rule. The values of β and η for which the best performance of the proposed algorithm is achieved are also reported in this table, along with the number of selected genes. From the results reported in Table 3 , it is seen that the proposed algorithm with β = 0.0 provides better or comparable classification accuracy with lower number of selected genes than that of β = 0.0 in most of the cases. Only for leukemia, the performance of the proposed algorithm with β = 0.1 is same as that of β = 0.0. The corresponding values of η indicate that very large or very small amounts of overlapping among the three equivalence classes of input gene are found to be undesirable for β > 0.0.
Variable number of selected genes

Fixed number of selected genes
Figs. 1-7 present the performance of the proposed gene selection algorithm on five cancer and two arthritis microarray data sets for fixed number of genes. The results and subsequent discussions are presented in these figures for different values of β and η with respect to the predictive accuracy of both SVM and K-NN rule. For each data set, the number of selected genes is fixed through extensive experimentation in such a way that the classification accuracy of both SVM and K-NN rule attains its highest value.
From the results reported in Figs. 1-7 , it is seen that as the value of β increases, the classification accuracy of both SVM and K-NN rule increases. On the other hand, the performance decreases for very high or very low values of η. The proposed rough Fig. 1 . Variation of classification accuracy with respect to multiplicative parameter η and weight parameter β for breast cancer. set based gene selection algorithm achieves its best performance for β > 0.0 with respect to the classification accuracy of both SVM and K-NN rule. The MRMS criterion achieves 100% accuracy for leukemia and 90.3% accuracy for colon at β = 0.1, 100% accuracy for breast and 90.3% accuracy for colon at β = 0.6, 100% accuracy for breast, lung, and RAOA data at β = 0.7, and 100% accuracy for RAOA and RAHC data at β = 0.9, irrespective of the classifiers used. For prostate cancer data, it attains 96.3% and 95.6% accuracy at β = 0.9 using the SVM and K-NN rule, respectively. All these results are obtained for 0.7 ≤ η ≤ 1.7. In other words, the best performance of proposed method is achieved when the relevance of each gene is incremented by at least 10% of the total significance with respect to the already-selected genes. However, the performance of the proposed method at β = 0.0 is same as that of β = 0.1 for leukemia data set using both SVM and K-NN rule. The important results corresponding to Figs. 1-7 are also summarized in Table 4 .
From the results reported in Tables 3 and 4 and Figs. 1-7 , it is seen that, for a particular number of selected genes, the predictive accuracy of both SVM and K-NN rule for β > 0.0 is higher compared to that of β = 0.0, irrespective of the microarray gene expression data sets used. Moreover, it is seen that very large or very small amounts of overlapping among the three π fuzzy equivalence classes of the input genes lead to undesirable results for β > 0.0.
Performance of fuzzy equivalence classes
Finally, Table 5 reports the comparative performance of crisp and fuzzy equivalence classes with respect to the classification accuracy of both SVM and K-NN rule. The crisp equivalence classes are generated by two discretization methods: using mean-standard deviation (D1) [16] and equal frequency binning (D2) [52] . From the results reported in Table 5 , it is seen that the proposed gene selection algorithm with fuzzy equivalence classes performs better than that with crisp equivalence classes in most of the cases. However, only for RAOA data set, the proposed algorithm with crisp equivalence classes produced by the method D1 attains same accuracy as that with fuzzy equivalence classes with lower number of genes. On the other hand, the discretization method D2 achieves same accuracy as that of fuzzy equivalence classes with lower number of genes for lung and RAHC data sets using the SVM.
Comparative performance analysis of different algorithms
Finally, the best results of different algorithms on seven microarray data sets are presented in Tables 7-9, while Table 6 reports the results considering the whole gene set. Subsequent discussions analyze the results with respect to the prediction accuracy of the SVM and K-NN rule. The best performance of some existing algorithms such as mRMR [8] , Quick Reduct algorithm [35] , Discernibility Matrix based approach [37] , Roughfication [21] , the methods proposed by Valdes and Barton [30] and Fang and Busse [29] , is provided on same data sets for the sake of comparison.
Both LOOCV and 10-fold CV are performed on each data set. In case of 10-fold CV, the means and standard deviations of the classification accuracy of the SVM and K-NN rule are computed for all data sets. Tests of significance are performed for the inequality of means (of the classification accuracy of both SVM and K-NN rule) obtained using the proposed MRMS method and the other related algorithms compared. Since both mean pairs and the variance pairs are unknown and different, a generalized version of t-test is used here. The above problem is the classical Behrens-Fisher problem in hypothesis testing. The test statistic, which is described and tabled in [70] , is of the form
where μ 1 , μ 2 are the means, σ 1 , σ 2 the standard deviations, and λ 1 = 1/n 1 , λ 2 = 1/n 2 , n 1 , n 2 are the number of observations. Tables 7 and 9 report the individual means and standard deviations, and the value of test statistic computed. The corresponding tabled value is 1.81 at an error probability level of 0.05. If the computed value is greater than the tabled value, the means are significantly different.
Results on full gene set
The classification accuracy of both SVM and K-NN rule is reported in Table 6 considering the whole gene set. That is, the K-NN rule and SVM are used to classify the samples of each microarray data set considering all genes of the data set and the performance is compared with that of different feature selection algorithms, which are reported in Tables 7-9. The results reported in Table 6 indicate that if all genes are considered for sample classification, the samples from different classes may not be well separated with respect to the K-NN rule and SVM. However, from the results reported in Tables 7-9, it can be seen that when a gene or feature selection algorithm selects a set of genes from the whole gene set considering the relevance, redundancy, or significance criteria, the genes those have high relevance with respect to the class labels are only selected. In effect, the samples from different classes with reduced gene set become well separated, which leads to higher classification Table 4 Optimum values of β and η for different data sets using LOOCV. accuracy. That is, the genes for which the samples from different classes are not well separated will not be selected in the reduced set. On the other hand, the presence of irrelevant, redundant, and insignificant genes in the reduced gene set may degrade the quality of the solution.
Microarray
From the results reported in Tables 6-9 , it is seen that the classification accuracy of the K-NN rule and SVM obtained using the mRMR method and proposed algorithm is always higher than that achieved by the whole gene set for all microarray data sets. On the other hand, out of 28 cases, the Quick Reduct algorithm [35] , Roughfication [21] , and Discernibility Matrix based approach [37] perform better than the whole gene set in 20, 14, and 15 cases, respectively, while the methods proposed by Valdes and Barton [30] and Fang and Busse [29] achieve in 18 and 12 cases, respectively. 
Comparative performance of mRMR and MRMS
To compare the performance of the proposed MRMS method with that of the mRMR method [8] , extensive experimentation is carried out on seven microarray data sets. Both LOOCV and 10-fold CV are performed on each gene expression data sets. Table 7 presents the classification accuracy of both SVM and K-NN rule for the MRMS and mRMR methods, along with the computed test statistic values for 10-fold CV. From the results reported in Table 7 , it is seen that the proposed MRMS algorithm selects a set of relevant and significant genes from the whole gene set having highest classification accuracy of both SVM and K-NN rule in all the cases. Out of total 28 cases, the proposed method achieves 100% classification accuracy in 20 cases, while the mRMR method attains this accuracy in 14 cases. However, the mRMR method attains same K-NN accuracy for breast cancer, colon cancer, and RAOA data set as that of the proposed MRMS method with lesser number of genes. Also, the computed test statistic values indicate that although the MRMS method performs better than the mRMR method, the results are not significantly better as all the computed values are less than 1.81, which is the tabled value at an error probability level of 0.05.
Performance of different rough set based algorithms
Finally, Tables 8 and 9 compare the best performance of different existing rough set based feature selection algorithms with that of the proposed MRMS algorithm. While Table 8 presents the classification accuracy of both SVM and K-NN rule using the LOOCV, Table 9 depicts that using 10-fold CV.
From the results reported in Table 8 , it is seen that the proposed MRMS algorithm achieves highest classification accuracy of both SVM and K-NN rule in all the cases. Out of total 14 cases, the proposed method achieves 100% classification accuracy in 10 cases, while the Quick Reduct algorithm [35] attains this accuracy in only one case. However, the Quick Reduct algorithm attains same SVM accuracy for leukemia data set as that of the proposed MRMS method with lesser number of genes. Similarly, the results using 10-fold CV reported in Table 9 show that the proposed MRMS methods attains 100% classification accuracy in 10 cases, while both Quick Reduct algorithm [35] and the method proposed by Fang and Busse [29] attains this accuracy in only one case. Also, the performance of the MRMS method is always better than that of any existing rough set based algorithms. Out of 70 comparisons, the proposed method is found to provide significantly better results in 56 comparisons. Other 14 cases, the performance of the MRMS method is found to be better, but not significantly. The better performance of the proposed gene selection algorithm is achieved due to the fact that it can identify relevant and significant genes from microarray data sets more accurately than the existing rough set based algorithms.
Conclusion and future works
The main contribution of this paper is threefold, namely, (1) development of a new feature selection method based on the rough set theory;
(2) application of the proposed method in identifying discriminative and significant genes from high-dimensional microarray gene expression data sets; and (3) compare the performance of the proposed method and some existing methods using the predictive accuracy of Knearest neighbor rule and support vector machine.
For five cancer and two arthritis microarray data sets, significantly better results are found for the proposed method compared to existing rough set based methods. All the results reported in this paper demonstrate the feasibility and effectiveness of the proposed feature selection method. It is capable of identifying discriminative and significant genes that may contribute to revealing underlying class structures, providing a useful tool for the exploratory analysis of biological data.
The results obtained on different microarray data sets demonstrate that the proposed method can bring a remarkable improvement on gene selection problem. The proposed method is only used for selection of genes from high dimensional microarray data sets. In future, this method will be extended to other feature selection tasks and further its merits and limitations will be evaluated. It will also be combined with fuzzy-rough sets [26, 32, [54] [55] [56] [57] and neighborhood rough sets [58] in near future to deal with numerical features directly without discretization. A method will be developed based on some quantitative measures to find out the optimum values of different parameters. In order to address the problem of multiplicity of marker genes, a detailed analysis of the biological relevance of the selected genes will be conducted in future. The gene interactions will be studied in detail to see whether incorporation of gene interaction information can improve the diagnostic test.
