Abstract-Identifying promoter region is an important problem in bioinformatics. Transcription of particular gene of DNA is initiated by a promoter. So many techniques are employed in identifying these promoter regions but all of them will attract an average accuracy of 84%. A new algorithm based on artificial immune system AIS-PRMACA was proposed to strengthen and improve the accuracy of promoter prediction system PRMACA. The proposed classifier is tested with BDGP and ENCODE data sets has produced an accuracy of 90.5% which is a considerable improvement when compared with the accuracy of conventional methods available.
INTRODUCTION
ROMOTERS are responsible for most important biochemical functions such as nutrient transportation, making muscle fibers and important bio chemical functions which occupy macro regions in human body. Specifically, the Promoters are chains of amino acids and DNA sequences, of which there are 20 different types, coupled by peptide bonds [Miskimins et al., 1985] . The structural hierarchy possessed by Promoters is typically referred to as primary and tertiary region. Promoter Region Predication from sequences of amino acid gives tremendous value to biological community. This is because the higherlevel and secondary level [P. Kiran , [Miskimins et al., 1985] regions determine the function of the Promoters and consequently, the insight into its function can be inferred from that. The evolution process is directed by the popular Genetic Algorithm (GA) with the underlying philosophy of survival of the fittest gene. This GA framework can be adopted to arrive at the desired CA rule region appropriate to model a physical system. The goals of GA formulation are to enhance the understanding of the ways CA performs computations and to learn how CA may be evolved to perform a specific computational task and to understand how evolution creates complex global behavior in a locally interconnected system of simple cells.
II. RELATED WORKS IN PROMOTER REGION IDENTIFICATION

IV. ARTIFICIAL IMMUNE SYSTEM (AIS) LEARNING
AI learning involves the task of learning from a series of examples. The end objective is to deal with any general types of data, including cases where the number and type of attributes may vary, and where additional layers of learning are superimposed, with hierarchical structure of attributes and classes. AIS learning aims to generate classifying expressions simple enough to be understood easily by human. It must mimic human reasoning sufficiently to provide insight into the AIS process. Background knowledge may be exploited in AIS learning development, but operation is assumed without human intervention.
Artificial Immune System (AIS) Tree
AIS tree performs multistage hierarchical decision making. Pattern recognition based on AIS trees was motivated by the need to interpret images from remote sensing satellites. AIS trees in particular and induction methods in general, are associated with AIS learning to avoid the knowledge acquisition bottleneck for expert systems. An overview of work on AIS trees in pattern recognition can be found in.
AIS-PRMACA Tree Building
Input: Training set S = {S1, S2, · ·, SK} Output: AIS-PRMACA Tree. Partition(S, K)
Step 1: Generate a AIS-PRMACA with k number of attractor basins.
Step 2: Distribute training set S into k attractor basins (nodes).
Step 3: Evaluate the distribution in each attractor basin.
Step The model is built describing a predefined set of data classes. A sample set from the database, each member belonging to one of the predefined classes, is used to train the model. The training phase is also termed as supervised learning of the classifier. Each member may have multiple features/attributes. The classifier is trained based on a specific feature/metric. Subsequent to training, the model performs the task of prediction in the testing phase. Prediction of the class of an input sample is done based on some metric, typically distance metric.
Random Generation of Initial Population
To form the initial population, it must be ensured that each solution randomly generated is a combination of an n-bit DS with 2m number of attractor basins (Classifier #1) and an mbit DV (Classifier #2). The chromosomes are randomly synthesized according to the following steps.
1. Randomly partition n into m number of integers such that n1 + n2 + · · · + nm = n.
For each ni, randomly generate a valid Dependency
Vector (DV). 
Mutation Algorithm
The mutation algorithm emulates the normal mutation scheme. It makes some minimal change in the existing chromosome of PP (Present Population) to form a new chromosome for NP (Next Population). The chromosome in the current GA formulation is mutated at a single point. 
V. EXPERIMENTAL RESULTS
Experiments are conducted on EDCODE and BDGP data sets. The output and result (Table 1) were represented below.
AIS-PRMACA Output
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