Motivation: Large-scale experiments reveal pairs of interacting proteins but leave the residues involved in the interactions unknown. These interface residues are essential for understanding the mechanism of interaction and are often desired drug targets. Reliable identification of residues that reside in protein-protein interface typically requires analysis of protein structure. Therefore, for the vast majority of proteins, for which there is no high-resolution structure, there is no effective way of identifying interface residues. Results: Here we present a machine learning-based method that identifies interacting residues from sequence alone. Although the method is developed using transient protein-protein interfaces from complexes of experimentally known 3D structures, it never explicitly uses 3D information. Instead, we combine predicted structural features with evolutionary information. The strongest predictions of the method reached over 90% accuracy in a cross-validation experiment. Our results suggest that despite the significant diversity in the nature of protein-protein interactions, they all share common basic principles and that these principles are identifiable from sequence alone.
INTRODUCTION
Many interactions but few interaction sites known. Large-scale experiments contribute substantially to unraveling the map of all protein-protein interactions in cells (Gavin et al., 2002; Giot et al., 2003; Ho et al., 2002; Li et al., 2004; Uetz et al., 2000) . However, they do not capture the residues that are involved in these interactions. Such information is a key to understanding protein function in detail. Given an experimental three-dimensional (3D) structure it is possible to identify the interface residues. However, for over 97% of all experimentally characterized pairs of interacting proteins, we do not have such high-resolution experimental information. Several studies have gone a step further and showed that even a 3D structure of unbound proteins could suffice for the identification of interface residues (Fariselli et al., 2002; Fernandez-Recio et al., 2005; Jones and Thornton, 1997; Neuvirth et al., 2004) . However, for the vast majority of known proteins there is no experimental 3D structure, and for most of them even a high-resolution model is not available. A computational-method that reliably identifies interface residues from sequence could, therefore, be extremely valuable.
Interfaces successfully and specifically predicted. Developing a method that predicts interface residues requires the identification of the biophysical features that enable the interaction. Different studies have offered different, occasionally contradicting, accounts on the biophysical nature of interface residues. Thus, it has often been assumed that there are no common denominators to interface residues. This assumption has recently been challenged by several large-scale analyses which demonstrated that based on the composition of interacting residues, we can clearly distinguish between different types of interfaces (Jones and Thornton, 1996; Ofran and Rost, 2003a) . In particular it has been shown that residue-residue contacts inside a globular domain differ from those between domains; that the interfaces in homo-oligomers differ from those in hetero-oligomers and that interfaces between permanently interacting chains (obligomers) differ from those between transiently interacting ones (oligomers). In fact, interfaces between transiently interacting proteins differ so substantially in their amino acid composition from all other interfaces that predictions from simple sequence features are in principle possible (Ofran and Rost, 2003b) . Several studies have recently corroborated our initial hypotheses (Koike and Takagi, 2004; Res et al., 2005; Wang et al., 2005) .
Better information-better prediction. We also suggested that using additional information such as that provided in multiple sequence alignment should help (Ofran and Rost, 2003b) . This part of our original hypothesis was verified (Res et al., 2005) . Several other characteristics may be common to many protein interfaces and thus may enhance predictions. For instance, interface residues likely to be accessible to solvent in the unbound state. We also expect details about secondary structure to be relevant for protein interactions. Therefore, in this study we used evolutionary profiles along with predictions of solvent accessibility and secondary structure (Rost, 2004) to predict whether a residue is likely to be part of a protein-protein interface. Combined with the unique amino acid composition of protein-protein interfaces, these features characterize interface residues and differentiate them from the rest of the protein. We employed sequence analysis and structure prediction tools to elicit these features from sequence. Then, we used them as input for a combination of machine learning algorithms to predict which residues in a sequence are spatially located in proteinprotein interface. The data that we used for training and testing were collected from high-resolution 3D structures of protein-protein complexes deposited in the PDB, i.e. Protein Data Bank (Berman et al., 2000) .
The vast majority of our predictions was correct for proteins for which we had high-resolution complexes available (test set). Note that none of these test proteins had any significant sequence similarity to any of the proteins used for development (Methods). Although our prediction does not rely on knowing 3D structures such knowledge does improve its performance (data not shown). By default, we use the sequence to predict some structural features Ã To whom correspondence should be addressed. and then use these features for the prediction. Three-dimensional structure was used, however, in developing the method, in order to determine which residues are in the interface for the purpose of forming the testing and training set.
METHODS

Datasets
Dataset of known interactions. For training and testing, we used nonredundant subsets (below) from PDB (Berman et al., 2002; Bernstein et al., 1977) . Here, we focused on one interaction type, namely the transient interaction between two non-identical chains of two different proteins. We used a data-mining procedure (Ofran and Rost, 2003a) to differentiate between complexes of transiently interacting proteins and other interactions. Applied to the non-redundant PDB, this procedure yielded 1134 chains in 333 complexes; there were 59 559 contacting residues. A residue was defined to be in a protein-protein interaction if any of its atoms was within 6 s of any atom in the other protein.
Aligning proteins. First, we aligned all proteins in our dataset with MaxHom (Sander and Schneider, 1991; Schneider and Sander, 1996) against SWISS-PROT ( Bairoch and Apweiler, 2000) . Then, we built PSI-BLAST (Altschul et al., 1997) profiles using a filtered version of all currently known sequences with three iterations (D. Przybylski and B. Rost, manuscript in preparation). We used these PSI-BLAST profiles both as input to the PROFphd series of methods predicting secondary structure and solvent accessibility (Rost, 2002b) and to the method described here that predicted residues in protein-protein interactions.
Scores for measuring sequence similarity. The simplest way to measure sequence similarity is percentage pairwise sequence identity (PIDE), i.e. the percentage of residues identical between two proteins divided by residues aligned (not counting gaps). The second measure we used was given by the statistical expectation values as reported by BLAST (E-VAL). The third scoring scheme that we used was the HVAL, i.e. the distance from the Sander-Schneider curve (Rost, 1999; Sander and Schneider, 1991) :
where L was the number of residues aligned between two proteins, PIDE the percentage of pairwise identical residues. An HVAL of 0 defines the line, above which (almost) no two naturally evolved proteins differ grossly in their 3D structures. To illustrate the curve for alignment lengths around 100 residues, 33% pairwise sequence identity suffices to infer structure, above 250 residues 21% is significant and below 11 residues even 100% identity is not enough to infer structural similarity. Although derived to describe structural similarity, HVAL also distinguishes well between proteins of similar and dissimilar function (Nair and Rost, 2002; Rost, 2002a; Rost et al., 2003) . Non-redundant subsets. In order to reduce the bias from too similar sequences in the database, we built sequence-unique subsets for all types of proteins under consideration. 'Sequence-unique' was defined such that no pair in the set had an HVAL > 2 [Equation (1)]. Given an all-against-all pairwise alignment for the biased set, we simply used a greedy search to find the largest subset that fulfilled the above condition. Note that while this level suffices to infer some coarse-grained structural similarities in the cores of two proteins, it usually does not suffice to map similar surfaces, and it clearly does not suffice for the homology-inference of protein-protein interactions. A comprehensive analysis of conservation of interactions indicates that when sequence identity is lower than 80% interactions are not conserved.
Training neural networks
First level prediction. We trained standard feed-forward neural networks with back-propagation and momentum term (Bohr et al., 1988 (Bohr et al., , 1990 Qian and Sejnowski, 1988; Rost and Sander, 1993) on windows of nine consecutive residues. A window was defined as positive, if the central residue had any atom that was within 6 s of any atom in a different protein. This yielded a set with 59 559 positive samples. We trained on two-thirds of the data and tested it on the remaining one-third.
Second level refinement filter. Next, we filtered the raw network predictions. Our analysis of protein interfaces at the sequence level suggested that most interacting residues have other interacting residues in their sequence neighborhood (Ofran and Rost, 2003b) . Therefore, we eliminated predictions with fewer than seven raw predictions within ten adjacent residues (five on either side).
Evaluation of performance
Measuring accuracy. We evaluated the performance of our method by its accuracy (number of correctly predicted interface residues/number of predicted interface residues), and coverage (number of correctly predicted interface residues/number of observed interface residues). We also computed the total two-state accuracy (number of correct predictions/number of residues). Note that all estimates were derived for the test set too distant for homology-based predictions (Aloy and Russell, 2002) .
Random prediction. To obtain the expected coverage and accuracy at random we reshuffled the predictions in the following way: each protein was represented by two strings of the same length, one representing its sequence and the other representing the predictions ('P' for an interacting residue, '-'for a non-interacting residue). Then, we split the prediction string into half and assigned the predictions of the first half of the sequence to the second and vice versa. This process accounted for any size effect that could be caused by the number of predictions and for any effect caused by the heterogeneous distribution of contacting residues along the sequence. Furthermore, it enabled us to find a specific expectation for each scaling of the prediction. We generated different random models for different values of the ROC-like curve (Figure 1 ). Our background model captured how random our predictions were rather than how well we could predict interface residues at random.
Estimates for accuracy. We divided our dataset of non-redundant complexes into three parts; one we used for training the neural networks, one for deciding when to stop training (cross-training set) and the last to estimate the performance (test or validation set). We rotated around, such that each protein was once used for testing, i.e. we actually trained three different versions of all networks. All our estimates were valid for the testing set in which we used no information about structure to fit any parameter.
RESULTS AND DISCUSSION
Assumption: not observed ¼ not existing. One important question for the evaluation of performance is how false positives are treated, i.e. residues that are predicted to be in transient protein-protein interfaces but have not been observed, or more extremely, happen not to be part of the dataset that we chose. Residues that are not observed to physically interact in any particular complex might still interact with other proteins. In fact, many proteins are observed in different interactions often using different interaction sites for different targets (Gavin et al., 2002; Giot et al., 2003; Li et al., 2004; Uetz et al., 2000) . Nevertheless, we considered any residue not observed in the given complexes as negatives. This solution was conservative in the sense that it clearly underestimated our performance, at least for the major scores that we reported, namely the accuracy in predicting interaction residues.
Significant improvement in performance. Our first finding was that the raw neural network output was significantly better than random. Since few residues in protein-protein interfaces are isolated (Ofran and Rost, 2003b) , we filtered the raw network output by simply omitting isolated predictions. This second step considerably improved the performance of our method (Figure 1 ). Using different confidence thresholds (picking different points in Figure 1 ) it is possible to increase accuracy (true positives/all positives) at the expense of coverage (true positives/true positives + false negatives). At $61% accuracy, we found at least one correct interface residue in over 90% of the proteins in our test set. Defining interacting residues based on 3D structures provided enough data to train neural networks and to estimate sustained performance.
Clean comparison to other method impossible. Many methods for the prediction of interaction sites have been introduced (Armon et al., 2001; Fariselli et al., 2002; Fernandez-Recio et al., 2005; Jones and Thornton, 1997; Koike and Takagi, 2004; Neuvirth et al., 2004; Pazos and Valencia, 2002; Res et al., 2005; Wang et al., 2005; Wodak and Mendez, 2004) . We wanted to compare the performance of our method to that of the methods that rely exclusively on sequence. Since developers used different datasets, we could not compare our method directly with the performance reported in the literature. Furthermore, not all methods are publicly available and those that are available often use different definitions for interaction sites. Some of the methods attempt to predict a very specific type of interface, while others attempt to identify all functionally important residues. Therefore, to enable a meaningful comparison, we implemented two methods that represent two approaches: (1) using only sequence as input and (2) using a combination of sequence and evolutionary knowledge. We trained these methods on the same dataset and compared their performance with that of our new method.
Predicted structure improves performance. What we could explicitly assess was the importance of combining predicted structural features with evolutionary and other information. Our hypothesis in this study was that this sort combination would significantly improve our ability to distinguish between residues that reside in protein-protein interfaces and residues that do not.
Correlations between such features and binding are typically so subtle that we cannot use simple linear statistics to predict them. Therefore we used artificial neural networks for this task. These networks implicitly yet reliably identified common denominators of protein-protein interfaces. Thereby, we developed a method that predicts residues in protein-protein interfaces for uncharacterized sequences. Analyzing performance on a large scale suggested that at a level of accuracy that corresponds to $60-70% of our positive predictions (interacting residues) and to $98% of our negative predictions (non-interacting) we can identify more than 10% of the residues found in the interface. Note that Figure 1 reports the positive accuracy and coverage, namely, the performance on interface residues in the test set. It does not report the negative values (accuracy and coverage for predicting residues that are not in the interface). The total two-state accuracy of our method (namely the total number of correctly predicted residues, both positive and negative, over the total number of residues) is 0.68.
Many proteins have no homologues. In the past we have shown that amino acid sequence alone suffices to identify some interface residues (Ofran and Rost, 2003b) . Several studies elaborated on this notion and demonstrated how adding evolutionary information can improve these predictions. However, one problem of the evolutionbased methods is their inability to deal with proteins that have very few or non-known sequence homologues. The percentage of sequences that have no detectable homologue is estimated to be around 30 (Fischer and Eisenberg, 1999) . Hence, the applicability of methods that rely solely on homology is limited, particularly when it comes to proteomic-scale analysis. About 5% of the sequences in our test set did not have any sequence homolog in publicly available databases. Conservation-based methods would not be able to analyze these sequences. However, the average total two states accuracy of ISIS for these proteins was 0.59-lower than the accuracy for proteins with an elaborate evolutionary profile but still high compared with other methods (Table 1) .
Better two-state performance. Res et al. (2005) assessed the performance of different methods based on their total two-state accuracy. Following their footsteps we benchmarked the total two-state accuracy of our method compared with the two other predictors we implemented: one that is based only on sequence and the other that uses evolutionary information. Our results for the latter two methods were virtually identical to those reported by Res et al. ISIS, which incorporates predicted structural features, surpasses the sequence or evolutionary-based methods even in the lack of extensive evolutionary profile.
It is important to note that our training set is limited to complexes found in PDB. Thus, the prediction might incur any bias that PDB has. In particular, a significant fraction of the interactions in the cell involves membrane proteins, which are underrepresented in PDB. It is, therefore, hard to assess the performance of the method on membrane proteins. Thus, one could expect that ISIS will perform adequately on the extracellular and intracellular segments of transmembrane proteins. It is rather unlikely, though, that ISIS could predict successfully interaction sites that are embedded in the membrane.
In summary, we show that even when there is no experimental 3D structure, structural analysis is essential for successful prediction of interaction sites. Better utilization of structure prediction may enhance these predictions even further. These results show, once again, that a combination of all relevant features improves the Fig. 1 . Accuracy versus coverage for our prediction method (circles) and a random prediction (triangles) using PDB interfaces as gold standard. The data were compiled for a set of proteins that was not used for developing the method. The stronger the confidence in our prediction, the higher the accuracy and the lower the coverage, i.e. when we select the strongest predictions, most of these are right. Around 0.61 accuracy (arrow), our method correctly predicted at least one residue in most of the proteins in our dataset.
performance of a prediction method. More importantly, by not relying on a single feature, ISIS ascertains that good predictions will be available even for proteins that have no known homologues. ISIS is the method that uses all input features described in the Methods section.
