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Abstract
We study functionals of the form
ζt =
∫ t
0
· · ·
∫ t
0
|X1(s1) + · · ·+Xp(sp)|−σds1 · · · dsp
where X1(t), · · · , Xp(t) are i.i.d. d-dimensional symmetric stable processes
of index 0 < β ≤ 2. We obtain results about the large deviations and laws
of the iterated logarithm for ζt.
1 Introduction
Let X1(t), · · · , Xp(t) be i.i.d. d-dimensional symmetric stable process of in-
dex 0 < β ≤ 2. We use the notation X(t) for a stable process with the same
distribution as X1(t), · · ·Xp(t). Thus
(1.1) Eeiλ·Xt = e−t|λ|
β
t ≥ 0, λ ∈ Rd.
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In this paper we study
(1.2) ζ([0, t1]×· · ·×[0, tp]) =
∫ t1
0
· · ·
∫ tp
0
|X1(s1)+· · ·+Xp(sp)|−σds1 · · · dsp
and more generally
(1.3)
ζz([0, t1]× · · · × [0, tp]) =
∫ t1
0
· · ·
∫ tp
0
|X1(s1) + · · ·+Xp(sp)− z|−σds1 · · · dsp
for z ∈ Rd. We show below that ζz([0, t1]×· · ·× [0, tp]) is finite almost surely
if
(1.4) 0 < σ < min{pβ, d}.
The random field X¯(t1, . . . , tp) = X1(t1)+· · ·+Xp(tp) is known as an additive
process, and its occupation measure µA for A ∈ Rp+ is the measure on Rd
defined by
(1.5) µA(B) =
∫
A
1{X1(s1)+···+Xp(sp)∈B} ds1 · · · dsp.
With this notation we have
(1.6) ζz([0, t1]× · · · × [0, tp]) =
∫
1
|x− z|−σ µ[0,t1]×···×[0,tp]( dx)
so that ζz([0, t1]×· · ·×[0, tp]) is the Riesz potential of the occupation measure
µ[0,t1]×···×[0,tp]. (In the terminology of [5], ζ
z([0, t1]× · · ·× [0, tp]) is the Riesz-
Frostman potential of the occupation measure.)
Because they locally resemble stable sheets, but are more amenable to
analysis, additive stable processes first arose to simplify the study of stable
sheets (see Dalang and Walsh [7, 8], Kahane [11] and Kendall [12]). They
also arise in the theory of intersections and self intersections of stable pro-
cesses (see Le Gall, Rosen and Shieh [18], Fitzsimmons and Salisbury [9],
Khoshnevisan and Xiao [15]). In addition, the study of additive processes
has connections with probabilistic potential theory. We refer the reader to
Hirsch and Song [10], Khoshnevisan [13], Khoshnevisan and Shi [14], Khosh-
nevisan and Xiao [15] for detailed discussion and further references. The
present paper is a direct outgrowth of [2].
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We are interested in Riesz potentials for two reasons. First of all, they
provide an opportunity to study functionals of the paths which are, in some
ways, more singular than local times. More precisely, although Riesz poten-
tials involve the functions |x|−σ while local times involve the more singular
delta ‘function’, much of our analysis in both cases involves Fourier trans-
forms, and the Fourier transform of δ0 is 1, while that of |x|−σ is c|x|−(d−σ).
The second reason involves generalizations of the polaron problem. Donsker
and Varadhan [6] show that for Brownian motion in R3
lim
t→∞
1
t
logE exp
{
1
t
∫ t
0
∫ t
0
1
|Xs −Xr| dr ds
}
(1.7)
= sup
g∈F2
{∫
R3
∫
R3
g2(x)g2(y)
|x− y| dx dy −
1
2
‖∇f‖22
}
.
The object in the exponential involves a Riesz potential but here we have a
single process as opposed to several independent processes.
Theorem 1.1 Under (1.4), ζz([0, t1]× · · · × [0, tp]) is jointly continuous in
z, t1, . . . , tp, almost surely.
We note for later reference that by scaling we have
(1.8) ζz([0, t]p)
d
= t
pβ−σ
β ζz/t
1/β
([0, 1]p).
For 0 < σ < d let
(1.9) ϕd−σ(λ) =
Cd,σ
|λ|d−σ
where Cd,σ = π
−d/22−σΓ(d−σ
2
)/Γ(σ
2
). Write
(1.10) ρ = sup
||f ||2=1
∫
Rd
[ ∫
Rd
f(λ+ γ)f(γ)√
1 + ψ(λ+ γ)
√
1 + ψ(γ)
dγ
]p
ϕd−σ(λ)dλ
where ψ(λ) = |λ|β is the characteristic exponent of the stable processes.
Clearly, ρ > 0. We will prove below that ρ <∞ under condition (1.4).
Our main theorem is the large deviation principle for ζ
(
[0, t]p
)
. By the
scaling property (1.8) we need only consider ζ
(
[0, 1]p
)
in the following theo-
rem.
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Theorem 1.2 Under (1.4),
(1.11) lim
t→∞
t−β/σ logP
{
ζ([0, 1]p) ≥ t
}
= −σ
β
(pβ − σ
pβ
) pβ−σ
σ
ρ−β/σ
where ρ is given in (1.10).
The next Theorem treats the large deviations of
ζ∗
(
[0, 1]p
)
=: sup
z∈Rd
ζz
(
[0, 1]p
)
.
Theorem 1.3 Under (1.4), when β = 2
(1.12) lim
t→∞
t−β/σ logP
{
ζ∗([0, 1]p) ≥ t
}
= −σ
β
(pβ − σ
pβ
)pβ−σ
σ
ρ−β/σ
while for β < 2, for some 0 < C <∞
−σ
β
(pβ − σ
pβ
) pβ−σ
σ
ρ−β/σ ≤ lim inf
t→∞
t−β/σ log P
{
ζ∗([0, 1]p) ≥ t
}
(1.13)
≤ lim sup
t→∞
t−β/σ log P
{
ζ∗([0, 1]p) ≥ t
}
≤ −C
where ρ is given in (1.10).
We believe that (1.12) holds for all β.
We can also find a law of the iterated logarithm for ζz([0, t]p) and ζ∗([0, t]p).
Theorem 1.4 Under (1.4),
(1.14) lim sup
t→∞
t−
pβ−σ
β (log log t)−σ/βζ([0, t]p) =
(
σ
β
)−σ/β (pβ − σ
pβ
)σ−pβ
β
ρ
almost surely and when β = 2
(1.15) lim sup
t→∞
t−
pβ−σ
β (log log t)−σ/βζ∗([0, t]p) =
(
σ
β
)−σ/β (pβ − σ
pβ
)σ−pβ
β
ρ.
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We can obtain a variational expression for ρ. Let β ≤ 2 and set
(1.16) Eβ(f, f) =: (2π)−d
∫
Rd
|λ|β|f̂(λ)|2 dλ.
Let
(1.17) Fβ = {f ∈ L2(Rd) | ‖f‖2 = 1 , Eβ(f, f) <∞}.
We show below that under condition (1.4)
(1.18) Λσ =: sup
g∈Fβ
{(∫
(Rd)p
∏p
j=1 g
2(xj)
|x1 + · · ·+ xp|σ
p∏
j=1
dxj
)1/p
− Eβ(g, g)
}
<∞.
Theorem 1.5 Under condition (1.4)
(1.19) ρ = (2π)−d(Λσ)p−σ/β.
We now prove that ρ < ∞ under condition (1.4). This will follow from
the next Lemma and the fact that βpd/σ > d by (1.4).
Lemma 1.6 For any f, g, h with h ≥ 0
(1.20)(∫
Rd
[ ∫
Rd
|f(λ+ γ)g(γ)|√
h(λ+ γ)
√
h(γ)
dγ
]p
ϕd−σ(λ)dλ
)1/p
≤ C‖f‖2 ‖g‖2 ‖h−1‖pd/σ.
Proof of Lemma 1.6 By Ho¨lder’s inequality[ ∫
Rd
|f(λ+ γ)g(γ)|√
h(λ+ γ)
√
h(γ)
dγ
]p
(1.21)
=
[ ∫
Rd
|f(λ+ γ)g(γ)|(p−1)/p |f(λ+ γ)g(γ)|
1/p√
h(λ + γ)
√
h(γ)
dγ
]p
≤
(∫
Rd
|f(λ+ γ)g(γ)|dγ
)p−1 ∫
Rd
|f(λ+ γ)g(γ)|(
h(λ+ γ)
)p/2(
h(γ)
)p/2dγ.
By the Cauchy-Schwartz inequality and translation invariance,
(1.22)
∫
Rd
|f(λ+ γ)g(γ)|dγ ≤ ‖f‖2‖g‖2.
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Hence, ∫
Rd
[ ∫
Rd
|f(λ+ γ)g(γ)|√
h(λ+ γ)
√
h(γ)
dγ
]p
ϕd−σ(λ) dλ(1.23)
≤ ‖f‖p−12 ‖g‖p−12
∫
Rd
(∫
Rd
|f(λ+ γ)g(γ)|(
h(λ+ γ)
)p/2(
h(γ)
)p/2dγ)ϕd−σ(λ) dλ
= Cd,σ‖f‖p−12 ‖g‖p−12
∫
Rd
∫
Rd
F (γ)G(λ)
|λ− γ|d−σ dγ dλ
where
(1.24) F (γ) =:
|f(γ)|(
h(γ)
)p/2 , G(λ) =: |g(λ)|(
h(λ)
)p/2 .
Sobolev’s inequality, [5, p. 275], says that
(1.25)
∫
Rd
∫
Rd
F (γ)G(λ)
|λ− γ|d−σ dγ dλ ≤ C‖F‖r‖G‖s
for any r, s > 1 with s−1 + r−1 = 1 + σ/d. In particular,
(1.26)
∫
Rd
∫
Rd
F (γ)G(λ)
|λ− γ|d−σ dγ dλ ≤ C‖F‖2d/(d+σ)‖G‖2d/(d+σ)
and by Ho¨lder’s inequality∫
|F (γ)|2d/(d+σ) dλ =
∫ |f(γ)|2d/(d+σ)(
h(γ)
)pd/(d+σ) dλ(1.27)
≤ ‖|f |2d/(d+σ)‖(d+σ)/d ‖h−pd/(d+σ)‖(d+σ)/σ
≤ ‖f‖2d/(d+σ)2 ‖h−pd/σ‖σ/(d+σ)1 .
Thus
‖F‖2d/(d+σ) ≤ ‖f‖2 ‖h−1‖p/2pd/σ(1.28)
Our Lemma follows.
We next show that ζz([0, t1] × · · · × [0, tp]) is finite almost surely under
condition (1.4). Let pt(x) denote the transition density for the symmetric
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stable process in Rd of index β. As usual, we define the β-potential density
by
(1.29) uβ(x) =
∫ ∞
0
e−βtpt(x) dt.
By independence
E (ζz([0, t1]× · · · × [0, tp]))(1.30)
=
∫ t1
0
· · ·
∫ tp
0
∫
1
|x1 + · · ·+ xp − z|σ
p∏
j=1
psj (xj) dxj dsj
≤ e
Pp
j=1 tj
∫
1
|x1 + · · ·+ xp − z|σ
p∏
j=1
∫ tp
0
e−sjpsj(xj) dsj dxj
≤ e
Pp
j=1 tj
∫
1
|x1 + · · ·+ xp − z|σ
p∏
j=1
u1(xj) dxj
≤ e
Pp
j=1 tj
∫
1
|x− z|σ (u
1 ∗ · ∗ u1)(x) dx
where (u1 ∗ · ∗ u1) is the p-fold convolution of u1 with itself. u1(x) is in-
tegrable, monotone decreasing in |x|, and asymptotic at x = 0 to u0(x) =
C|x|−max(0,(d−β)). Hence (u1 ∗ · ∗ u1) is integrable and bounded except (pos-
sibly) at x = 0 where it is asymptotic to C|x|−max(0,(d−pβ)). Hence (1.30) is
finite if (1.4) holds.
Outline: In Section 2 we prove Theorem 1.1 and provide the general out-
line for our proof of the main result of this paper, Theorem 1.2, on large
deviations. The details are carried out in Sections 3-6. Section 7 is devoted
to the proof of the variational formula of Theorem 1.5, while in Section 8 we
prove Theorem 1.3 on large deviations for ζ∗. Section 9 establishes Theo-
rem 1.4 on laws of the iterated logarithm. Finally, an Appendix, Section 10,
provides certain Sobolev-type inequalities which are needed for our proofs.
Conventions: We define
(1.31) f̂(λ) =
∫
Rd
eix·λf(x) dx.
With this notation
(1.32) f(x) = (2π)−d
∫
Rd
e−ix·λf̂(λ) dx,
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(1.33) f̂ ∗ g(λ) = f̂(λ)ĝ(λ), f̂ g(λ) = (2π)−df̂(λ) ∗ ĝ(λ),
and Parseval’s identity is
(1.34) (f, g)2 = (2π)
−d(f̂(λ), ĝ(λ))2.
If Φ ∈ S ′(Rd), the set of tempered distributions on Rd, we use F(Φ) to
denote the Fourier transform of Φ, so that for any f ∈ S(Rd)
(1.35) F(Φ)(f) = Φ(f̂ ).
It is well known. e.g. [5, p. 156], that ϕd−σ ∈ S ′(Rd) for any 0 < σ < d and
(1.36) F(ϕd−σ) = 1|x|σ .
2 Killing at exponential times
We begin by citing [17, Lemma 2.3].
Lemma 2.1 Let Y be any non-negative random variable and let θ > 0 be
fixed. Assume that
(2.1) lim
n→∞
1
n
log
1
(n!)θ
EY n = −κ
for some κ ∈ R. Then we have
(2.2) lim
t→∞
t−1/θ log P{Y ≥ t} = −θeκ/θ.
In [17], Ko¨nig and Mo¨rters assume that θ is a positive integer. By exam-
ining their proof, we find that θ can be any positive number.
Using this Lemma, Theorem 1.2 will follow from
(2.3) lim
m→∞
1
m
log
1
(m!)σ/β
Eζ([0, 1]p)m = log
( pβ
pβ − σ
)pβ−σ
β
+ log ρ.
In this section we show that (2.3) follows from
(2.4) lim
m→∞
1
m
log
1
(m!)p
Eζ([0, τ1]× · · · × [0, τp])m = log ρ
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where τ1, · · · , τp are i.i.d. exponential times with parameter 1 independent
of X .
In the rest of the paper, we use τ1, · · · , τp to represent independent expo-
nential times with mean 1, and we use Σn for the set of all permutations on
{1, · · · , n}. We assume that {τ1, · · · , τp} and {X1(t), · · · , Xp(t)} are inde-
pendent. We begin with a useful representation of the m’th moment of the
random variable
(2.5) ζ
(
[0, τ1]× · · · × [0, τp]
)
.
Write ψ(λ) = |λ|β and Q(λ) = [1 + ψ(λ)]−1.
Lemma 2.2
E
[
ζz([0, τ1]× · · · × [0, τp])m
]
(2.6)
=
∫
(Rd)m
ei
Pm
k=1 λk ·z
[ ∑
π∈Σm
m∏
k=1
Q
( k∑
j=1
λπ(j)
)]p m∏
k=1
ϕd−σ(λk) dλk
and for any fixed t1, . . . , tp > 0
(2.7) E
[
ζ([0, t1]× · · · × [0, tp])n
]
≤ (t1 · · · tp)
βp−σ
βp
n
E
[
ζ
(
[0, 1]p
)n]
.
The proof of Lemma 2.2 is given in Section 4.
Proof of Theorem 1.1 : Using the multi-parameter version of Kol-
mogorov’s Lemma it suffices to show that we can find δ > 0 such that for all
n and M we can find a C <∞ such that
E
[∣∣∣ζz([0, t1]× · · · × [0, tp])− ζz′([0, t′1]× · · · × [0, t′p])∣∣∣n](2.8)
≤ C|(z, t1, . . . , tp)− (z′, t′1, . . . , t′p)|δn
uniformly in (z, t1, . . . , tp), (z
′, t′1, . . . , t
′
p) ∈ Rd×[0,M ]p. To this end it suffices
to show separately that
E
[∣∣∣ζz([0, t1]× · · · × [0, tp])− ζz′([0, t1]× · · · × [0, tp])∣∣∣n](2.9)
≤ C|(z, t1, . . . , tp)− (z′, t′1, . . . , t′p)|δn
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uniformly in z, z′ ∈ Rd, (t1, . . . , tp) ∈ [0,M ]p and
E
[∣∣∣ζz([0, t1]× · · · × [0, tp])− ζz([0, t′1]× · · · × [0, t′p])∣∣∣n](2.10)
≤ C|(z, t1, . . . , tp)− (z′, t′1, . . . , t′p)|δn
uniformly in z ∈ Rd, (t1, . . . , tp), (t′1, . . . , t′p) ∈ [0,M ]p.
For (2.9) we note first that by the Mean Value Theorem, for any u, v ≥ 0
we have |u−σ − v−σ| ≤ σ|u − v|max(u−σ−1, v−σ−1). Applying this to u =
|x− z|, v = |x− z′| we obtain
(2.11)
∣∣∣|x− z|−σ − |x− z′|−σ∣∣∣ ≤ C|z − z′| (|x− z|−σ−1 + |x− z′|−σ−1) .
Interpolating this with the obvious bound
(2.12)
∣∣∣|x− z|−σ − |x− z′|−σ∣∣∣ ≤ (|x− z|−σ + |x− z′|−σ)
we see that for any 0 ≤ δ ≤ 1
(2.13)
∣∣∣|x− z|−σ − |x− z′|−σ∣∣∣ ≤ C|z − z′|δ (|x− z|−σ−δ + |x− z′|−σ−δ) .
Then writing
(2.14)
ζzσ([0, t1]× · · · × [0, tp]) =
∫ t1
0
· · ·
∫ tp
0
|X1(s1) + · · ·+Xp(sp)− z|−σds1 · · · dsp
and setting σ′ = σ+ δ for δ > 0 sufficiently small so that σ′ satisfies (1.4) we
see that
E
[∣∣∣ζzσ([0, t1]× · · · × [0, tp])− ζz′σ ([0, t1]× · · · × [0, tp])∣∣∣n](2.15)
≤ Cn|z − z′|δn sup
z
E
[
ζzσ′([0, t1]× · · · × [0, tp])n
]
≤ CnepM |z − z′|δn sup
z
E
[
ζzσ′([0, τ1]× · · · × [0, τp])n
]
≤ CnepM |z − z′|δn
∫
(Rd)m
[ ∑
π∈Σm
m∏
k=1
Q
( k∑
j=1
λπ(j)
)]p m∏
k=1
ϕd−σ′(λk) dλk
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where the last step used (2.6). By Jensen’s inequality,∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
i=1
ϕd−σ′(λi)dλi(2.16)
≤ (n!)p−1
∑
σ∈Σn
∫
(Rd)n
n∏
k=1
Qp
( k∑
j=1
λσ(j)
)
ϕd−σ′(λi)dλi
= (n!)p
∫
(Rd)n
n∏
k=1
Qp(λk)ϕd−σ′(λi − λi−1)dλi
≤ (n!)p
(∫
Rd
ϕd−σ′(λ)Qp(λ)dλ
)n
where the second step follows from variable substitution and we used the fact
that
(2.17) sup
λ′
∫
Rd
ϕd−σ′(λ′ − λ)Qp(λ)dλ =
∫
Rd
ϕd−σ′(λ)Qp(λ)dλ.
This comes from the fact that the convolution of two positive spherically
symmetric and monotone decreasing functions has its maximum at the origin.
(It suffices to prove this for simple functions, and then for indicator functions
of balls centered at the origin in which case it is obvious.) Finally, (2.17) is
bounded if σ′ satisfies (1.4). This completes the proof of (2.9).
For (2.10) we note first that it suffices to prove a similar bound in which we
vary only one of the tj. For definiteness we vary t1. By Ho¨lder’s inequality,
for any positive function f and any conjugate r, r′
(2.18)∫
A
f(s1, . . . , sp) ds1 . . . dsp ≤ |A|1/r′
(∫
A
f r(s1, . . . , sp) ds1 . . . dsp
)1/r
where |A| denotes the Lebesgue measure of A ⊆ Rp. Hence with t1 > t′1
|ζz([0, t1]× · · · × [0, tp])− ζz([0, t′1]× [0, t2]× · · · × [0, tp])|(2.19)
= ζz([t′1, t1]× [0, t2]× · · · × [0, tp])
≤M |t1 − t′1|1/r
′
(∫ t1
0
· · ·
∫ tp
0
|X1(s1) + · · ·+Xp(sp)|−rσds1 · · ·dsp
)1/r
.
Choose a rational r > 1 so that rσ satisfies (1.4). Then we can find arbi-
trarily large n so that n/r is an integer. For such n we can obtain (2.10) as
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above, and this is enough for Kolmogorov’s Lemma. (In fact, using Ho¨lder’s
inequality we can then obtain (2.10) for all n.)
We state (2.4) as a theorem. The proof is given in Sections 3 - 6.
Theorem 2.3 Under (1.4),
(2.20) lim
n→∞
1
n
log
1
(n!)p
E
[
ζ([0, τ1]× · · · × [0, τp])n
]
= log ρ
where ρ > 0 is given in (1.10).
The hard part of Theorem 2.3 is the upper bound. However, it is easy
to obtain a rough upper bound using (2.16). Since we will need this in the
proof of Theorem 2.3 we state this rough upper bound as a Lemma.
Lemma 2.4
lim
n→∞
1
n
log
1
(n!)p
∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
i=1
ϕd−σ(λi)dλi(2.21)
≤ log
(∫
Rd
ϕd−σ(λ)Qp(λ)dλ
)
.
Unfortunately, by examing the argument in (2.16)-(2.17), it is not hard to
see that we do not obtain the correct constant.
We now show that Theorem 1.2 follows from Theorem 2.3.
Proof of Theorem 1.2. Using (2.7)
E
[
ζ([0, τ1]× · · · × [0, τp])n
]
(2.22)
=
∫ ∞
0
· · ·
∫ ∞
0
e−(t1+···+tp)E
[
ζ([0, t1]× · · · × [0, tp])n
]
dt1 · · ·dtp
≤ E
[
ζ([0, 1]p)n
] ∫ ∞
0
· · ·
∫ ∞
0
(t1 · · · tp)
βp−σ
βp
ne−(t1+···+tp)dt1 · · · dtp
= E
[
ζ([0, 1]p)n
][
Γ
(βp− σ
βp
n+ 1
)]p
.
12
By Theorem 2.3 and Stirling’s formula,
(2.23) lim inf
n→∞
1
n
log
1
(n!)σ/β
E
[
ζ([0, 1]p)n
]
≥ log
( βp
βp− σ
) βp−σ
β
+ log ρ.
On the other hand, notice that τ¯ ≡ min{τ1, · · · , τp} has an exponential
distribution with the parameter p. Hence,
E
[
ζ
(
[0, τ1]× · · · × [0, τp]
)]n ≥ E[ζ([0, τ¯ ]p)n] = Eτ¯ βp−σβ nE[ζ([0, 1]p)n](2.24)
= p−
βp−σ
β
n−1Γ
(
1 +
βp− σ
β
n
)
E
[
ζ
(
[0, 1]p
)n]
where the second step follows from (1.8). By Stirling’s formula we have
(2.25) lim sup
n→∞
1
n
log
1
(n!)σ/β
E
[
ζ([0, 1]p)n
]
≤ log
( βp
βp− σ
)βp−σ
β
+ log ρ.
Combining (2.23) and (2.25) gives
(2.26) lim
n→∞
1
n
log(n!)−σ/βE
[
ζ([0, 1]p)n
]
= log
( βp
βp− σ
)βp−σ
β
+ log ρ.
Finally, Theorem 1.2 follows from Lemma 2.1.
3 Lower bound for Theorem 1.2
In this section we prove
(3.1) lim inf
n→∞
1
n
log
1
(n!)p
E
[
ζ([0, τ1]× · · · × [0, τp])n
]
≥ log ρ.
Our starting point is (2.6). Let q > 1 be the conjugate of p defined by
p−1 + q−1 = 1 and let f be a symmetric, continuous, and strictly positive
function on Rd with ||f ||q,ϕd−σ = 1, where
(3.2) ||f ||q,ϕd−σ =
(∫
|f(λ)|qϕd−σ(λ)dλ
)1/q
.
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We have (∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
i=1
ϕd−σ(λi)dλi
)1/p
(3.3)
≥
∫
(Rd)n
∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
) n∏
i=1
f(λi)ϕd−σ(λi)dλi
= n!
∫
(Rd)n
n∏
k=1
Q
( k∑
j=1
λj
) n∏
i=1
f(λi)ϕd−σ(λi)dλi
= n!
∫
(Rd)n
n∏
k=1
f(λk − λk−1)ϕd−σ(λk − λk−1)Q(λk)dλ1 · · · dλn
where we follow the convention that λ0 = 0.
Define the linear operator T on L2(Rd) as
(3.4) Tg(λ) =
√
Q(λ)
∫
Rd
f(γ−λ)ϕd−σ(γ−λ)
√
Q(γ)g(γ)dγ g ∈ L2(Rd).
To show that T is well defined and continuous on L2(Rd), we need only to
prove that there is a constant C > 0 such that
(3.5) 〈h, Tg〉 ≤ C||g||2||h||2 g, h ∈ L2(Rd).
But
〈h, Tg〉 =
∫ ∫
Rd×Rd
f(γ − λ)ϕd−σ(γ − λ)
√
Q(λ)h(λ)
√
Q(γ)g(γ)dλdγ(3.6)
=
∫
Rd
f(γ)ϕd−σ(γ)dγ
∫
Rd
√
Q(λ)h(λ)
√
Q(λ+ γ)g(λ+ γ)dλ
≤
{∫
Rd
ϕd−σ(γ)
[ ∫
Rd
√
Q(λ)h(λ)
√
Q(λ+ γ)g(λ+ γ)dλ
]p
dγ
}1/p
.
Hence by (1.20), 〈h, Tg〉 ≤ ||Q||pd/σ||g||2||h||2.
In addition, one can see that 〈h, Tg〉 = 〈g, Th〉 for any g, h ∈ L2(Rd).
This means that T is self adjoint. We now let g be a bounded and locally
14
supported function on Rd with ||g||2 = 1. Then there is δ > 0 such that
f, ϕd−σ, Q ≥ δ on the support of g. In addition, notice that Q ≤ 1. Thus,∫
(Rd)n
n∏
k=1
f(λk − λk−1)ϕd−σ(λk − λk−1)Q(λk)dλ1 · · · dλn(3.7)
≥ δ4||g||−2∞
∫
(Rd)n
g(λ1)( n∏
k=2
√
Q(λk−1)f(λk − λk−1)ϕd−σ(λk − λk−1)
√
Q(λk)
)
g(λn)dλ1 · · · dλn
= δ4||g||−2∞ 〈g, T n−1g〉.
Consider the spectral representation of the self-adjoint operator T :
(3.8) 〈g, Tg〉 =
∫ ∞
−∞
θµg(dθ)
where µg(dθ) is a probability measure on R. Therefore
(3.9) 〈g, T n−1g〉 =
∫ ∞
−∞
θn−1µg(dθ) ≥
(∫ ∞
−∞
θµg(dθ)
)n−1
= 〈g, Tg〉n−1
where the second step follows from Jensen’s inequality.
Hence,
lim inf
n→∞
1
n
log
1
n!
(∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
i=1
ϕd−σ(λi)dλi
)1/p
(3.10)
≥ log〈g, Tg〉
= log
∫ ∫
Rd×Rd
f(γ − λ)ϕd−σ(γ − λ)
√
Q(λ)
√
Q(γ)g(λ)g(γ)dλdγ
= log
∫
Rd
f(λ)ϕd−σ(λ)
[ ∫
Rd
√
Q(λ+ γ)
√
Q(γ)g(λ+ γ)g(γ)dγ
]
dλ.
Notice that the set of all bounded, locally supported g is dense in L2(Rd).
Taking the supremum over g on the right hand sides gives
lim inf
n→∞
1
n
log
1
n!
(∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
i=1
ϕd−σ(λi)dλi
)1/p
(3.11)
≥ log sup
‖g‖2=1
∫
Rd
f(λ)ϕd−σ(λ)
[ ∫
Rd
√
Q(λ+ γ)
√
Q(γ)g(λ+ γ)g(γ)dγ
]
dλ.
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Notice that for any g, the function
(3.12) H(λ) =
∫
Rd
√
Q(λ + γ)
√
Q(γ)g(λ+ γ)g(γ)dγ
is symmetric: H(−λ) = H(λ). Hence, taking the supremum over all sym-
metric, continuous, and strictly positive functions f with ||f ||q,ϕd−σ = 1 on
the right gives
lim inf
n→∞
1
n
log
1
n!
(∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
i=1
ϕd−σ(λi)dλi
)1/p
(3.13)
≥ 1
p
log sup
‖g‖2=1
∫
Rd
ϕd−σ(λ)
[ ∫
Rd
√
Q(λ+ γ)
√
Q(γ)g(λ+ γ)g(γ)dγ
]p
dλ
=
1
p
log ρ.
From the relation (2.6), we have proved (3.1).
4 Proof of Lemma 2.2
Before proving the upper bound for Theorem 2.1 we provide the proof of
Lemma 2.2, since we will need several easy generalizations of this proof. In
the course of our proof we will use certain Sobolev-type inequalities which
are proven in the Appendix.
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We first look at
E
(
n∏
j=1
∫ τ1
0
|X1(sj) + aj|−σdsj
)
(4.1)
=
∑
π∈Σn
E
(∫
0≤sπ(1)≤···≤sπ(n)≤τ1
n∏
j=1
|X1(sj) + aj |−σds1 · · · dsn
)
=
∑
π∈Σn
E
(∫
0≤sπ(1)≤···≤sπ(n)≤τ1(∫ n∏
j=1
|xπ(j) + aπ(j)|−σpsπ(j)−sπ(j−1)(xπ(j) − xπ(j−1)) dxj
)
ds1 · · · dsn
)
=
∑
π∈Σn
∫ n∏
j=1
|xπ(j) + aπ(j)|−σ
n∏
j=1
u1(xπ(j) − xπ(j−1)) dxj
Similarly, proceeding inductively we obtain
E
(
n∏
j=1
∫ τ1
0
· · ·
∫ τp
0
|X1(s1,j) + · · ·+Xp(sp,j)− z|−σ
p∏
l=1
dsl,j
)
(4.2)
=
∑
π1,...,πp∈Σn
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ
p∏
l=1
n∏
j=1
u1(xl,πl(j) − xl,πl(j−1)) dxl,j.
For f ∈ S(Rd) let us consider∑
π1,...,πp∈Σn
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ(4.3)
p∏
l=1
n∏
j=1
f(xl,πl(j) − xl,πl(j−1)) dxl,j.
By (1.36)
(4.4)
∫
|x|−σf(x) dx =
∫
ϕd−σ(λ)f̂(λ) dλ
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and hence ∫
|x+ a|−σf(x) dx =
∫
eiλ·aϕd−σ(λ)f̂(λ) dλ(4.5)
=
∫ (∫
eiλ·(x+a)f(x) dx
)
ϕd−σ(λ) dλ.
Therefore ∑
π1,...,πp∈Σn
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ(4.6)
p∏
l=1
n∏
j=1
f(xl,πl(j) − xl,πl(j−1)) dxl,j.
=
∑
π1,...,πp∈Σn
∫
e−i
Pn
j=1 λj ·z
(∫
ei
Pn
j=1 λj ·(x1,π1(j)+···+xp,πp(j))
p∏
l=1
n∏
j=1
f(xl,πl(j) − xl,πl(j−1)) dxl,j
)
n∏
j=1
ϕd−σ(λj) dλj.
=
∑
π1,...,πp∈Σn
∫ p∏
l=1
(∫
ei
Pn
j=1 λj ·xl,πl(j)
n∏
j=1
f(xl,πl(j) − xl,πl(j−1)) dxl,j
)
e−i
Pn
j=1 λj ·z
n∏
j=1
ϕd−σ(λj) dλj.
Note that with σ = π−1∫
ei
Pn
j=1 λj ·xπ(j)
n∏
j=1
f(xπ(j) − xπ(j−1)) dxj(4.7)
=
∫
ei
Pn
j=1 λσ(j)·xj
n∏
j=1
f(xj − xj−1) dxj
=
∫
ei
Pn
j=1(
Pn
k=j λσ(k))·xj
n∏
j=1
f(xj) dxj
=
n∏
j=1
f̂
(
n∑
k=j
λσ(k)
)
=
n∏
j=1
f̂
(
j∑
k=1
λσ′(k)
)
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with σ′ defined so that σ′(j) = σ(n− j), ∀j. Hence we obtain∑
π1,...,πp∈Σn
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ(4.8)
p∏
l=1
n∏
j=1
f(xl,πl(j) − xl,πl(j−1)) dxl,j
=
∑
π1,...,πp∈Σn
∫
e−i
Pn
j=1 λj ·z
p∏
l=1
(
n∏
j=1
f̂
(
j∑
k=1
λπl(k)
))
n∏
j=1
ϕd−σ(λj) dλj
=
∫
e−i
Pn
j=1 λj ·z
[ ∑
π∈Σn
n∏
j=1
f̂
(
j∑
k=1
λπ(k)
)]p n∏
j=1
ϕd−σ(λj) dλj.
Assuming that f, f̂ ≥ 0 we see as in (2.16) that∫ [ ∑
π∈Σn
n∏
j=1
f̂
(
j∑
k=1
λπ(k)
)]p n∏
j=1
ϕd−σ(λj) dλj(4.9)
≤ (n!)p
(∫
Rd
ϕd−σ(λ)
(
f̂(λ)
)p
dλ
)n
and by (4.8) with n = 1
(4.10)
∫
Rd
ϕd−σ(λ)
(
f̂(λ)
)p
dλ =
∫
Rd
1
|x1 + · · ·+ xp|σ
p∏
j=1
f(xj) dxj .
By (10.2) with σ replaced by d− σ
(4.11)
∫
1
|x1 + · · ·+ xp|σ
p∏
j=1
f(xj) dxj ≤ Cp‖f‖ppd/(pd−σ).
Now, u1(x) is integrable, monotone decreasing in |x| and asymptotic at x = 0
to u0(x) = C|x|−max(0,(d−β)). Hence
(4.12) ‖u1‖pd/(pd−σ) <∞
if (d−β)pd/(pd−σ) < d which follows from (1.4). Choose some non-negative
g ∈ S(Rd) with ĝ ≥ 0 and ∫ g(x) dx = 1. Set gǫ(x) = ǫ−dg(x/ǫ). For any
sequence ǫr → 0 let fr = gǫr ∗ (u1ĝǫr) ∈ S(Rd). We see that
(4.13) lim
r→∞
‖u1 − fr‖pd/(pd−σ) = 0
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and f̂r = ĝǫr(û
1 ∗ gǫr) converges pointwise to û1. In view of (4.2) and (4.8),
to prove (2.6) it suffices to show that
lim
r→∞
∑
π1,...,πp∈Σn
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ(4.14)
p∏
l=1
n∏
j=1
fr(xl,πl(j) − xl,πl(j−1)) dxl,j
=
∑
π1,...,πp∈Σn
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ
p∏
l=1
n∏
j=1
u1(xl,πl(j) − xl,πl(j−1)) dxl,j.
and
lim
r→∞
∫
e−i
Pn
j=1 λj ·z
[ ∑
π∈Σn
n∏
j=1
f̂r
(
j∑
k=1
λπ(k)
)]p n∏
j=1
ϕd−σ(λj) dλj(4.15)
=
∫
e−i
Pn
j=1 λj ·z
[ ∑
π∈Σn
n∏
j=1
û1
(
j∑
k=1
λπ(k)
)]p n∏
j=1
ϕd−σ(λj) dλj.
For fixed π1, . . . , πp ∈ Σn, the difference between integral on the the right
hand side of (4.14) and the left hand side of (4.14) for fixed r is
(4.16)
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σFr
p∏
l=1
n∏
j=1
dxl,j
with
(4.17) Fr =
p∏
l=1
n∏
j=1
u1(xl,πl(j) − xl,πl(j−1))−
p∏
l=1
n∏
j=1
fr(xl,πl(j) − xl,πl(j−1)).
Writing A(l−1)n+j = u1(xl,πl(j) − xl,πl(j−1)), B(l−1)n+j = fr(xl,πl(j) − xl,πl(j−1)),
we can write
(4.18) Fr =
np∏
s=1
As −
np∏
s=1
Br,s =
np∑
t=1
t−1∏
s=1
As (At −Br,t)
np∏
s=t+1
Br,s.
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It suffices to show that∣∣∣∣∣
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ(4.19) {
t−1∏
s=1
As (At − Br,t)
np∏
s=t+1
Br,s
}
p∏
l=1
n∏
j=1
dxl,j
∣∣∣∣∣
goes to 0 as r → ∞. It is easy to see that the product in brackets can be
written in the form needed for (10.3). More precisely,
(4.20)
t−1∏
s=1
As (At − Br,t)
np∏
s=t+1
Br,s =
p∏
l=1
Hl
with
(4.21) Hl =
n∏
j=1
hl,j(xl,πl(j) − xl,πl(j−1))
where
hl,j =

u1 if (l − 1)n + j < t
u1 − fr if (l − 1)n + j = t
fr if (l − 1)n + j > t.
By (10.3) with σ replaced by d− σ, we see that (4.19) is bounded by
C
p∏
l=1
‖
n∏
j=1
hl,j(xl,πl(j) − xl,πl(j−1))‖pd/(pd−σ)(4.22)
= C
p∏
l=1
‖
n∏
j=1
hl,j(xl,πl(j))‖pd/(pd−σ)
= C
p∏
l=1
n∏
j=1
‖hl,j‖pd/(pd−σ)
Using (4.12) and (4.13) it is easy to see that this goes to 0 as r → ∞,
completing the proof of (4.14).
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Let ‖f‖p,ϕd−σ denote the Lp norm on Rdn with respect to the measure∏n
j=1 ϕd−σ(λj) dλj so that∫ [ ∑
π∈Σn
n∏
j=1
h
(
j∑
k=1
λπ(k)
)]p n∏
j=1
ϕd−σ(λj) dλj(4.23)
= ‖
∑
π∈Σn
n∏
j=1
h
(
j∑
k=1
λπ(k)
)
‖pp,ϕd−σ
Then the absolute value of the difference between the left hand side of (4.15)
for fixed r and the right hand side of (4.15) is bounded by
‖
∑
π∈Σn
{
n∏
j=1
û1
(
j∑
k=1
λπ(k)
)
−
n∏
j=1
f̂r
(
j∑
k=1
λπ(k)
)}
‖pp,ϕd−σ
and
‖
∑
π∈Σn
{
n∏
j=1
û1
(
j∑
k=1
λπ(k)
)
−
n∏
j=1
f̂r
(
j∑
k=1
λπ(k)
)}
‖p,ϕd−σ
≤ n!‖
n∏
j=1
û1
(
j∑
k=1
λk
)
−
n∏
j=1
f̂r
(
j∑
k=1
λk
)
‖p,ϕd−σ
≤ n!
n∑
m=1
‖
{
m−1∏
j=1
û1
(
j∑
k=1
λk
)}∣∣∣(û1 − f̂r)( m∑
k=1
λk
)∣∣∣{ n∏
j=m+1
f̂r
(
j∑
k=1
λk
)}
‖p,ϕd−σ .
As in (2.16)
‖
{
m−1∏
j=1
û1
(
j∑
k=1
λk
)}∣∣∣(û1 − f̂r)
(
m∑
k=1
λk
) ∣∣∣{ n∏
j=m+1
f̂r
(
j∑
k=1
λk
)}
‖pp,ϕd−σ
=
∫ {m−1∏
j=1
ϕd−σ(λj−1 − λj)
(
û1(λj)
)p}
ϕd−σ(λm−1 − λm)
∣∣∣(û1 − f̂r) (λm) ∣∣∣p{
n∏
j=m+1
ϕd−σ(λj−1 − λj)
(
f̂r(λj)
)p}
dλ1 · · · dλn
≤
(∫
Rd
ϕd−σ(λ)
(
f̂r(λ)
)p
dλ
)n−m ∫ {m−1∏
j=1
ϕd−σ(λj−1 − λj)
(
û1(λj)
)p}
ϕd−σ(λm−1 − λm)
∣∣∣(û1 − f̂r) (λm) ∣∣∣p dλ1 · · · dλm(4.24)
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As in (4.10)-(4.11),
∫
Rd
ϕd−σ(λ)
(
f̂r(λ)
)p
dλ is bounded by C‖fr‖ppd/(pd−σ) so
it remains to show that
lim
r→∞
∫ {m−1∏
j=1
ϕd−σ(λj−1 − λj)
(
û1(λj)
)p}
(4.25)
ϕd−σ(λm−1 − λm)
∣∣∣(û1 − f̂r) (λm) ∣∣∣p dλ1 · · · dλm = 0.
We use the uniform integrability of
Gr =:
m−1∏
j=1
(
û1(λj)
)p ∣∣∣(û1 − f̂r) (λm) ∣∣∣p
with respect to the measure dµ =
∏m
j=1 ϕd−σ(λj−1 − λj)dλj. To see that Gr
is uniformly integrable it suffices to show that for some ǫ > 0∫
G1+ǫr dµ =
∫ {m−1∏
j=1
ϕd−σ(λj−1 − λj)
(
û1(λj)
)p(1+ǫ)}
(4.26)
ϕd−σ(λm−1 − λm)
∣∣∣(û1 − f̂r) (λm) ∣∣∣p(1+ǫ) dλ1 · · · dλm
≤
∫ {m−1∏
j=1
ϕd−σ(λj−1 − λj)
(
û1(λj)
)p(1+ǫ)}
ϕd−σ(λm−1 − λm)
{(
û1(λj)
)p(1+ǫ)
+
(
f̂r(λj)
)p(1+ǫ)}
dλ1 · · · dλm
is bounded uniformly in r and this follows as before. Since limr→∞Gr = 0
we see that (4.25) holds and this establishes (4.15).
Let
(4.27) un,t(y1, . . . , yn) =
∫
0≤s1≤···≤sn≤t
n∏
j=1
psj−sj−1(yj − yj−1)dsj.
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To prove (2.7) we first note as in (4.1)
E
(
n∏
j=1
∫ t1
0
|X1(sj) + aj |−σdsj
)
(4.28)
=
∑
π∈Σn
E
(∫
0≤sπ(1)≤···≤sπ(n)≤t1
n∏
j=1
|X1(sj) + aj|−σds1 · · · dsn
)
=
∑
π∈Σn
∫
0≤sπ(1)≤···≤sπ(n)≤t1(∫ n∏
j=1
|xπ(j) + aj|−σpsπ(j)−sπ(j−1)(xπ(j) − xπ(j−1)) dxj
)
ds1 · · · dsn
=
∑
π∈Σn
∫ n∏
j=1
|xπ(j) + aj |−σ un,t1(xπ(1), . . . , xπ(n)) dxj
Similarly, proceeding inductively we obtain
E
(
n∏
j=1
∫ t1
0
· · ·
∫ tp
0
|X1(s1,j) + · · ·+Xp(sp,j)− z|−σ
p∏
l=1
dsl,j
)
(4.29)
=
∑
π1,...,πp∈Σn
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ
p∏
l=1
un,tl(xπl(1), . . . , xπl(n))
p∏
l=1
n∏
j=1
dxl,j.
Then as before we can show that∑
π1,...,πp∈Σn
∫ n∏
j=1
|x1,π1(j) + · · ·+ xp,πp(j) − z|−σ(4.30)
p∏
l=1
un,tl(xπl(1), . . . , xπl(n))
p∏
l=1
n∏
j=1
dxl,j
=
∫ p∏
l=1
e−i
Pn
j=1 λj ·z
[ ∑
π∈Σn
Fn,tl
(
λπ(1), . . . ,
n∑
k=1
λπ(k)
)]
n∏
j=1
ϕd−σ(λj) dλj
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where
Fn,t (λ1, . . . , λn)(4.31)
=
∫
ei
Pn
j=1 λj ·yj
∫
0≤s1≤···≤sn≤t
n∏
j=1
psj−sj−1(yj) dsj
=
∫
0≤s1≤···≤sn≤t
n∏
j=1
e−(sj−sj−1)ψ(λj ) dsj
which is non-negative. It then follows from the generalized Ho¨lder’s inequal-
ity that
(4.32) E
[
ζ([0, t1]× · · · × [0, tp])m
]
≤
p∏
l=1
(
E
[
ζ([0, tl]
p)m
])1/p
and (2.7) then follows from the scaling relation (1.8).
For future reference we note that (4.30) and the fact that Fn,t is non-
negative shows that
(4.33) sup
z
E
[
ζz([0, t1]× · · · × [0, tp])m
]
≤ E
[
ζ([0, t1]× · · · × [0, tp])m
]
.
5 Upper bound for Theorem 1.2
In this section we prove
(5.1) lim sup
n→∞
1
n
log
1
(n!)p
E
[
ζ([0, τ1]× · · · × [0, τp])n
]
≤ log ρ.
Define the probability density h on Rd as
(5.2) h(x) = C−1
d∏
j=1
(2 sinxj
xj
)2
x = (x1, · · · , xd) ∈ Rd
where C > 0 is the normalizing constant:
C =
∫
Rd
d∏
j=1
(2 sin xk
xk
)2
dx1 · · · dxd.
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Clearly, h is symmetric. One can verify that the Fourier transform ĥ is
ĥ(λ) =
∫
Rd
h(x)eiλ·xdx = C−1(2π)d
(
1[−1,1]d ∗ 1[−1,1]d
)
(λ).
In particular, ĥ is non-negative, continuous, with compact support in the set
[−2, 2]d, and
(5.3) ĥ(λ) ≤ ĥ(0) = 1.
For each ǫ > 0, write
hǫ(x) = ǫ
−dh(ǫ−1x). x ∈ Rd
For some constant kd,σ we have
(5.4)
∫
Rd
kd,σ
|s− λ|d−σ/2
kd,σ
|s|d−σ/2 ds =
Cd,σ
|λ|d−σ = ϕd−σ(λ).
Let
(5.5) ℘β,ǫ(λ) =
kd,σĥ(ǫλ)
β + |λ|d−σ/2
and note that by (5.3) and (5.4)
(5.6) ℘β,ǫ ∗ ℘β,ǫ(λ) ≤ ℘β,0 ∗ ℘β,0(λ) ≤ ϕd−σ(λ).
Let
(5.7) θβ,ǫ(x) =
∫
eix·λ
kd,σĥ(ǫλ)
β + |λ|d−σ/2 dλ =
∫
eix·λ℘β,ǫ(λ) dλ.
Then
(5.8) θ2β,ǫ(x) =
∫
eix·λ℘β,ǫ ∗ ℘β,ǫ(λ) dλ.
Define
(5.9)
ζβ,ǫ
(
[0, t1]× · · · × [0, tp]
)
=
∫ t1
0
· · ·
∫ tp
0
θ2β,ǫ(X1(s1) + · · ·+Xp(sp))ds1 · · · dsp.
(5.1) will follow from the next two Lemmas.
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Lemma 5.1
(5.10) lim sup
β,ǫ→0+
lim sup
n→∞
1
n
log
1
(n!)p
E
[
(ζ−ζβ,ǫ)
(
[0, τ1]×· · ·× [0, τp]
)]n
= −∞.
Lemma 5.2
(5.11) lim sup
n→∞
1
n
log
1
(n!)p
E
[
ζβ,ǫ([0, τ1]× · · · × [0, τp])n
]
≤ log ρ.
Proof of Lemma 5.1
By (5.8) and (5.9)
ζβ,ǫ
(
[0, t1]× · · · × [0, tp]
)
(5.12)
=
∫
Rd
(∫ t1
0
· · ·
∫ tp
0
exp
{
iλ · (X1(s1) + · · ·+Xp(sp))}ds1 · · · dsp)
℘β,ǫ ∗ ℘β,ǫ(λ) dλ
Following the same procedure used for (2.6),
E
[
(ζ − ζβ,ǫ)
(
[0, τ1]× · · · × [0, τp]
)n]
(5.13)
=
∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
k=1
[
ϕd−σ(λk)− ℘β,ǫ ∗ ℘β,ǫ(λk)
]
dλk
where Q(λ) =
[
1 + ψ(λ)
]−1
.
Note that
0 ≤ ϕd−σ(λ)− ℘β,ǫ ∗ ℘β,ǫ(λ) =(5.14)
= (ϕd−σ(λ)− ℘β,0 ∗ ℘β,0(λ)) + (℘β,0 ∗ ℘β,0(λ)− ℘β,ǫ ∗ ℘β,ǫ(λ))
By (5.4) we have
0 ≤ ϕd−σ(λ)− ℘β,0 ∗ ℘β,0(λ)(5.15)
= k2d,σ
(∫
1
|s− λ|d−σ/2
1
|s|d−σ/2 ds−
∫
1
β + |s− λ|d−σ/2
1
β + |s|d−σ/2 ds
)
≤ C β
δ
|λ|d−σ/2+δ .
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We also have
0 ≤ ℘β,0 ∗ ℘β,0(λ)− ℘β,ǫ ∗ ℘β,ǫ(λ)(5.16)
= k2d,σ
(∫
1
β + |s− λ|d−σ/2
1
β + |s|d−σ/2 ds
−
∫
ĥ(ǫ(s− λ))
β + |s− λ|d−σ/2
ĥ(ǫs)
β + |s|d−σ/2 ds
)
≤ k2d,σ
(∫
1
|s− λ|d−σ/2
1− ĥ(ǫs)
|s|d−σ/2 ds
+
∫
1− ĥ(ǫ(s− λ))
|s− λ|d−σ/2
1
|s|d−σ/2 ds
)
Fix γ > 0 and choose τ > 0 so that (see (5.3) )
(5.17) 0 ≤ (1− ĥ(z)) ≤ γ, |z| ≤ τ.
By considering separately the regions s ≤ τ/ǫ and s > τ/ǫ we see that
1− ĥ(ǫs)
|s|d−σ/2 ≤ γ
1
|s|d−σ/2 +
( ǫ
τ
)δ 1
|s|d−σ/2−δ(5.18)
≤ γ
(
1
|s|d−σ/2 +
1
|s|d−σ/2−δ
)
for ǫ > 0 sufficiently small. Here we can take any δ sufficiently small with
σ+δ < min(d, pβ). Our Lemma then follows from Lemma 2.4 by first taking
β, ǫ→ 0 with γ > 0 fixed and then letting γ → 0.
Our Lemma then follows from Lemma 2.4 by taking δ > 0 sufficiently
small.
Proof of Lemma 5.2 Define
(5.19)
ζβ,ǫ′,ǫ
(
[0, t1]×· · ·×[0, tp]
)
=
∫ t1
0
· · ·
∫ tp
0
θ2β,ǫ′∗hǫ(X1(s1)+· · ·+Xp(sp))ds1 · · · dsp.
Lemma 5.2 will follow from the next two Lemmas.
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Lemma 5.3
(5.20)
lim sup
ǫ→0+
lim sup
n→∞
1
n
log
1
(n!)p
E
[
(ζβ,ǫ′,ǫ − ζβ,ǫ′)
(
[0, τ1]× · · · × [0, τp]
)]n
= −∞.
Lemma 5.4
(5.21) lim sup
n→∞
1
n
log
1
(n!)p
E
[
ζβ,ǫ′,ǫ([0, τ1]× · · · × [0, τp])n
]
≤ log ρ.
Proof of Lemma 5.3 Following the same procedure used for (2.6),
E
[
(ζβ,ǫ′ − ζβ,ǫ′,ǫ)
(
[0, τ1]× · · · × [0, τp]
)n]
(5.22)
=
∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
k=1
[
(1− ĥ(ǫλ))℘β,ǫ ∗ ℘β,ǫ(λk)
]
dλk
≤
∫
(Rd)n
[ ∑
σ∈Σn
n∏
k=1
Q
( k∑
j=1
λσ(j)
)]p n∏
k=1
[
(1− ĥ(ǫλ))ϕd−σ(λk)
]
dλk
by (5.6) and the proof follows as in the proof of Lemma 5.1.
Proof of Lemma 5.4
Define
(5.23)
ζzβ,ǫ
(
[0, t1]×· · ·×[0, tp]
)
=
∫ t1
0
· · ·
∫ tp
0
θ2β,ǫ(X1(s1)+· · ·+Xp(sp)−z)ds1 · · · dsp.
Let M > 0 be fixed but arbitrary. By definition, using the fact that both
hǫ(z) and ζ
z
β,ǫ′ are non-negative functions
ζβ,ǫ′,ǫ
(
[0, t1]× · · · × [0, tp]
)
(5.24)
=
∑
y∈Zd
∫
[0,M ]d
hǫ(yM + z)ζ
yM+z
β,ǫ′
(
[0, t1]× · · · × [0, tp]
)
dz
≤
∫
[0,M ]d
h˜ǫ(z)ζ˜
z
β,ǫ′
(
[0, t1]× · · · × [0, tp]
)
dz
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where
(5.25)
h˜ǫ(x) =
∑
y∈Zd
hǫ(yM+z), ζ˜
z
β,ǫ′
(
[0, t1]×· · ·×[0, tp]
)
=
∑
y∈Zd
ζyM+zβ,ǫ′
(
[0, t1]×· · ·×[0, tp]
)
are two periodic functions on Rd with the period M > 0.
By Parseval’s identity∫
[0,M ]d
h˜ǫ(z)ζ˜
z
β,ǫ′
(
[0, t1]× · · · × [0, tp]
)
dz(5.26)
=
1
Md
∑
y∈Zd
(∫
[0,M ]d
h˜ǫ(x) exp
{
− i2π
M
(y · x)
}
dx
)
×
(∫
[0,M ]d
ζ˜xβ,ǫ′
(
[0, t1]× · · · × [0, tp]
)
exp
{
i
2π
M
(y · x)
}
dx
)
.
By periodicity∫
[0,M ]d
h˜ǫ(x) exp
{
− i2π
M
(y · x)
}
dx(5.27)
=
∑
z∈Zd
∫
[0,M ]d
hǫ(zM + x) exp
{
− i2π
M
(y · x)
}
dx
=
∑
z∈Zd
∫
zM+[0,M ]d
hǫ(x) exp
{
− i2π
M
(
y · (x− zM))}dx
=
∑
z∈Zd
∫
zM+[0,M ]d
hǫ(x) exp
{
− i2π
M
(y · x)
}
dx
=
∫
Rd
hǫ(x) exp
{
− i2π
M
(y · x)
}
dx = ĥ
(
ǫ
2π
M
y
)
.
Similarly, using (5.23)∫
[0,M ]d
ζ˜xβ,ǫ′
(
[0, t1]× · · · × [0, tp]
)
exp
{
i
2π
M
(y · x)
}
dx(5.28)
=
∫
Rd
ζxβ,ǫ′
(
[0, t1]× · · · × [0, tp]
)
exp
{
i
2π
M
(y · x)
}
dx
=
∫
[0,t1]×···×[0,tp]
℘β,ǫ′ ∗ ℘β,ǫ′(2π
M
y)
exp
{
i
2π
M
y · (X1(s1) + · · ·+Xp(sp))}ds1 · · · dsp.
30
Hence, ∫
[0,M ]d
h˜ǫ(z)ζ˜
z
β,ǫ′
(
[0, t1]× · · · × [0, tp]
)
dz(5.29)
=
1
Md
∑
y∈Zd
ĥ
(
ǫ
2π
M
y
)
℘β,ǫ′ ∗ ℘β,ǫ′
(2π
M
y
)
∫
[0,t1]×···×[0,tp]
exp
{
i
2π
M
y · (X1(s1) + · · ·+Xp(sp))}ds1 · · · dsp.
Using the same procedure as the one used to derive Lemma 2.2, (in fact, here
we can proceed more directly, as in [2]) we can show that
E
[ ∫
[0,M ]d
h˜ǫ(z)ζ˜
z
β,ǫ′
(
[0, τ1]× · · · × [0, τp]
)
dz
]n
(5.30)
=
1
Mdn
∑
y1,··· ,yn∈Zd
( n∏
k=1
ĥ
(
ǫ
2π
M
yk
)
℘β,ǫ′ ∗ ℘β,ǫ′
(2π
M
yk
))
[ ∑
σ∈Σn
n∏
k=1
Q
(2π
M
k∑
j=1
yσ(j)
)]p
By [2, Theorem 4.1], (5.3), (5.6) and the fact that ĥ is supported in the
set [−2, 2]d,
lim
n→∞
1
n
log
1
(n!)p
E
[ ∫
[0,M ]d
h˜ǫ(z)ζ˜
z
β,ǫ′
(
[0, τ1]× · · · × [0, τp]
)
dz
]n
(5.31)
= log
(
1
Md
sup
‖f‖
2,Zd
=1
∑
x∈Zd
ĥ
(
ǫ
2π
M
x
)
℘β,ǫ′ ∗ ℘β,ǫ′
(2π
M
x
)
[∑
y∈Zd
√
Q
(2π
M
(x+ y)
)√
Q
(2π
M
y
)
f(x+ y)f(y)
]p)
≤ log
(
M−dρM
)
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where, setting a = 2
√
d/ǫ
ρM = sup
‖f‖
2,Zd
=1
∑
|x|≤(2π)−1Ma
℘β,0 ∗ ℘β,0
(
2π
M
x
)
(5.32)
[∑
y∈Zd
√
Q
(2π
M
(x+ y)
)√
Q
(2π
M
y
)
f(x+ y)f(y)
]p
.
In view of (5.24),
(5.33) lim sup
n→∞
1
n
log
1
(n!)p
E
[
ζβ,ǫ′,ǫ
(
[0, τ1]× · · · × [0, τp]
)]n ≤ log (M−dρM).
By Theorem 6.1 of the next section, letting M →∞ on the right hand side
gives
(5.34) lim sup
n→∞
1
n
log
1
(n!)p
E
[
ζβ,ǫ′,ǫ
(
[0, τ1]× · · · × [0, τp]
)]n ≤ log ρ.
6 The limit as M →∞
Theorem 6.1 Let ρ be defined in (1.4) and ρM be defined in (5.10). We
have
(6.1) lim sup
M→∞
M−dρM ≤ ρ.
Proof. For any x = (x1, · · · , xd) ∈ Rd, we write [x] = ([x1], · · · , [xd]) for the
lattice part of x (We also use the the notation [· · · ] for parentheses without
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causing any confusion). For any f ∈ L2(Zd) with ‖f‖2 = 1,
∑
|x|≤(2π)−1Ma
℘β,0 ∗ ℘β,0
(
2π
M
x
)[∑
y∈Zd
√
Q
(2π
M
(x+ y)
)√
Q
(2π
M
y
)
f(x+ y)f(y)
]p
=
∫
{|λ|≤(2π)−1Ma}
℘β,0 ∗ ℘β,0
(
2π
M
[λ]
)
[∫
Rd
√
Q
(2π
M
([λ] + [γ])
)√
Q
(2π
M
[γ]
)
f([λ] + [γ])f([γ])dγ
]p
dλ
=
(M
2π
)d ∫
{|λ|≤a}
℘β,0 ∗ ℘β,0
(
2π
M
[
M
2π
λ]
)
[(M
2π
)d ∫
Rd
√
QM
(
γ +
2π
M
[M
2π
λ
])√
QM(γ)
×f
([M
2π
λ
]
+
[M
2π
γ
])
f
([M
2π
γ
])
dγ
]p
dλ(6.2)
where
(6.3) QM (λ) = Q
(2π
M
[M
2π
λ
])
λ ∈ Rd.
Write
(6.4) g0(λ) =
(M
2π
)d/2
f
([M
2π
λ
])
λ ∈ Rd.
We have
(6.5)∫
Rd
g20(λ)dλ =
(M
2π
)d ∫
Rd
f 2
([M
2π
λ
])
dλ =
∫
Rd
f 2([λ])dλ =
∑
x∈Zd
f 2(x) = 1.
We can also see that under this correspondence,
(6.6)
(M
2π
)d/2
f
([M
2π
λ
]
+
[M
2π
γ
])
= g0
(
γ +
2π
M
[M
2π
λ
])
λ, γ ∈ Rd.
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Therefore, we need only to show that for any fixed a > 0
lim sup
M→∞
sup
||g||2=1
∫
{|λ|≤a}
℘β,0 ∗ ℘β,0
(
2π
M
[
M
2π
λ]
)
(6.7) [ ∫
Rd
√
QM
(
γ +
2π
M
[M
2π
λ
])√
QM(γ)g
(
γ +
2π
M
[M
2π
λ
])
g(γ)dγ
]p
dλ
≤ sup
||g||2=1
∫
{|λ|≤a}
ϕd−σ(λ)
[ ∫
Rd
√
Q(λ + γ)
√
Q(γ)g(λ+ γ)g(γ)dγ
]p
dλ.
To this end, note that by the inverse Fourier transformation the function
(6.8) UM(λ) =
∫
Rd
√
QM(γ + λ)
√
QM(γ)g(γ + λ)g(γ)dγ
is the Fourier transform of the function
VM(x) =
1
(2π)d
∫
Rd
UM(λ)e
−iλ·xdλ(6.9)
=
1
(2π)d
∫
Rd
e−iλ·xdλ
∫
Rd
√
QM(γ + λ)
√
QM(γ)g(γ + λ)g(γ)dγ
=
1
(2π)d
∫ ∫
Rd×Rd
e−i(λ−γ)·x
√
QM (λ)g(λ)
√
QM(γ)g(γ)dλdγ
=
1
(2π)d
∣∣∣∣ ∫
Rd
eix·γ
√
QM(γ)g(γ)dγ
∣∣∣∣2.
Therefore∫
Rd
√
QM
(
γ +
2π
M
[M
2π
λ
])√
QM(γ)g
(
γ +
2π
M
[M
2π
λ
])
g(γ)dγ
= UM
(2π
M
[M
2π
λ
])
=
1
(2π)d
∫
Rd
exp
{
ix · 2π
M
[M
2π
λ
]}∣∣∣∣ ∫
Rd
eix·γ
√
QM(γ)g(γ)dγ
∣∣∣∣2dx
≤ 1
(2π)d
∫
Rd
∣∣∣1− exp{ix · (λ− 2π
M
[M
2π
λ
])}∣∣∣ · ∣∣∣∣ ∫
Rd
eix·γ
√
QM (γ)g(γ)dγ
∣∣∣∣2dx
+
1
(2π)d
∫
Rd
eix·λ
∣∣∣∣ ∫
Rd
eix·γ
√
QM(γ)g(γ)dγ
∣∣∣∣2dx.(6.10)
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By Parseval’s identity and by the fact QM ≤ 1,
1
(2π)d
∫
Rd
∣∣∣∣ ∫
Rd
eix·γ
√
QM(γ)g(γ)dλ
∣∣∣∣2dx(6.11)
=
∫
Rd
QM(γ)g
2(γ)dγ ≤
∫
Rd
g2(γ)dγ = 1.
Hence, the first term on the right hand side of (6.10) tends to 0 uniformly
over λ ∈ Rd and over all g ∈ L2(Rd) with ||g||2 = 1 as M →∞. The second
term on the right hand side of (6.10) is equal to
(6.12)∫
Rd
eix·λVM(x)dx = UM(λ) =
∫
Rd
√
QM(λ+ γ)
√
QM(γ)g(λ+ γ)g(γ)dγ.
Consequently, we will have (6.7) if we can prove
lim sup
M→∞
sup
||g||2=1
∫
{|λ|≤a}
℘β,0 ∗ ℘β,0(2π
M
[
M
2π
λ])(6.13)
×
[ ∫
Rd
√
QM(λ+ γ)
√
QM(γ)g(λ+ γ)g(γ)dγ
]p
dλ
≤ sup
||g||2=1
∫
{|λ|≤a}
ϕd−σ(λ)
[ ∫
Rd
√
Q(λ + γ)
√
Q(γ)g(λ+ γ)g(γ)dγ
]p
dλ
By uniform continuity of the function Q we have that QM(·) → Q(·)
uniformly on Rd. Thus, given ǫ > 0 we have
(6.14) sup
λ,γ∈Rd
∣∣∣√QM (λ+ γ)√QM(γ)−√Q(λ+ γ)√Q(γ)∣∣∣ < ǫ.
for sufficiently large M . Therefore,{∫
{|λ|≤a}
dλ
[∫
Rd
√
QM (λ+ γ)
√
QM(γ)g(λ+ γ)g(γ)dγ
]p}1/p
(6.15)
≤ ǫ
{∫
{|λ|≤a}
dλ
[ ∫
Rd
g(λ+ γ)g(γ)dγ
]p}1/p
+
{∫
{|λ|≤a}
dλ
[∫
Rd
√
Q(λ+ γ)
√
Q(γ)g(λ+ γ)g(γ)dγ
]p}1/p
.
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Also, since ‖g‖2 = 1
(6.16)
∫
{|λ|≤a}
dλ
[∫
Rd
g(λ+ γ)g(γ)dγ
]p
≤ Cdad
where Cd is the volume of a d-dimensional unit ball. (6.13) then follows using
the uniform continuity of ℘β,0 ∗ ℘β,0(λ), and finally (5.6).
7 A variational formula
The goal of this section is to prove the Theorem 1.5. We begin with the
following Lemma.
Lemma 7.1 Let pβ > d− σ > 0. Then
(7.1)
Λd−σ =: sup
g∈Fβ
{(∫
(Rd)p
∏p
j=1 g
2(xj)
|x1 + · · ·+ xp|d−σ
p∏
j=1
dxj
)1/p
− Eβ(g, g)
}
<∞.
Proof of Lemma 7.1: By (10.2)(∫
(Rd)p
∏p
j=1 g
2(xj)
|x1 + · · ·+ xp|d−σ
p∏
j=1
dxj
)1/p
(7.2)
≤ C‖g2‖pd/((p−1)d+σ) = C‖g‖22pd/((p−1)d+σ).
We then use the fact that for some c <∞
(7.3) ‖f‖2pd/((p−1)d+σ) ≤ c‖f̂‖2pd/((p+1)d−σ), f ∈ S(Rd)
and for any r > 0
‖f̂‖2pd/((p+1)d−σ)2pd/((p+1)d−σ)(7.4)
=
∫
Rd
(r + |λ|β)pd/((p+1)d−σ)
(r + |λ|β)pd/((p+1)d−σ) |f̂(λ)|
2pd/((p+1)d−σ) dλ
≤ ‖(r + |λ|β)−pd/((p+1)d−σ)‖((p+1)d−σ)/(d−σ)
‖(r + |λ|β)pd/((p+1)d−σ)|f̂(λ)|2pd/((p+1)d−σ)‖((p+1)d−σ)/pd.
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Now if ‖f‖2 = 1 then
‖(r + |λ|β)pd/((p+1)d−σ)|f̂(λ)|2pd/((p+1)d−σ)‖((p+1)d−σ)/pd(7.5)
= (r + Eβ(f, f))pd/((p+1)d−σ)
and
hp,r =: ‖(r + |λ|β)−pd/((p+1)d−σ)‖((p+1)d−σ)/(d−σ)
=
(∫
Rd
1
(r + |λ|β)pd/(d−σ) dλ
)(d−σ)/((p+1)d−σ)
.(7.6)
Since pβ > d− σ this is finite and limr→∞ hp,r = 0. Together we have shown
that
(7.7) (∫
(Rd)p
∏p
j=1 g
2(xj)
|x1 + · · ·+ xp|d−σ
p∏
j=1
dxj
)1/p
≤ ch((p+1)d−σ)/pdp,r (r + Eβ(g, g)) .
Our Lemma follows on taking r sufficiently large so that ch
((p+1)d−σ)/pd
p,r ≤ 1.
Let H be a Hilbert space with norm ‖f‖. We say that a (possibly un-
bounded) functional L on H is positively homogeneous of order k if for any
λ ∈ R1 and f ∈ H
(7.8) L(λf) = |λ|kL(f).
The following simple Lemma will be very useful.
Lemma 7.2 Let L, L˜ be positive and positively homogeneous functionals on
H of order 2. For any θ > 0 let
Λ(θ) = sup
‖f‖=1
(
θL(f)− L˜(f)
)
(7.9)
= sup
f∈H
(
θL(f)− L˜(f)
)
‖f‖2
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and assume that Λ(θ) is continuous. Let
J = sup
‖f‖2+eL(f)=1
L(f)(7.10)
= sup
f∈H
L(f)
‖f‖2 + L˜(f)
and assume that J <∞. Then
(7.11) Λ
(
1
J
)
= 1.
Proof of Lemma 7.2: Fix ǫ > 0 and choose g ∈ H wth ‖g‖2+ L˜(g) = 1
such that
(7.12) L(g) ≥ J − ǫ.
Then
Λ
(
1
(J − ǫ)
)
≥
(
(J − ǫ)−1L(g)− L˜(g)
)
‖g‖2(7.13)
≥
(
(J − ǫ)−1(J − ǫ)− L˜(g)
)
1− L˜(g)
= 1.
By the continuity of Λ(θ), on taking ǫ→ 0 we see that Λ ( 1
J
) ≥ 1.
On the other hand, by (7.10), for any f ∈ H
(7.14) L(f) ≤ J
(
‖f‖2 + L˜(f)
)
so that
Λ
(
1
J
)
= sup
‖f‖=1
(
J−1L(f)− L˜(f)
)
(7.15)
≤ sup
‖f‖=1
(
J−1J
(
‖f‖2 + L˜(f)
)
− L˜(f)
)
= 1.
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Proof of Theorem 1.5
We take H = L2(Rd, dx), L˜(f) = Eβ(f, f) = (2π)−d
∫ |f̂(λ)|2ψ(λ) dλ and
(7.16) L(f) =
(∫
Rpd
∏p
j=1 |f(xj)|2
|x1 + · · ·+ xp|σ
p∏
j=1
dxj
)1/p
.
If fǫ(x) = ǫ
d/2f(ǫx) then ‖fǫ‖2 = ‖f‖2,
(7.17) L(fǫ) =
(
ǫdp
∫
Rpd
∏p
j=1 |f(ǫxj)|2
|x1 + · · ·+ xp|σ
p∏
j=1
dxj
)1/p
= ǫσ/pL(f).
Furthermore, (̂fǫ)(λ) = ǫ
−d/2f̂(λ/ǫ) so that
(7.18) L˜(fǫ) = ǫ
−d(2π)−d
∫
|f̂(λ/ǫ)|2ψ(λ) dλ = ǫβL˜(f).
Thus
Λ(θ) = sup
‖f‖2=1
(
θL(f)− L˜(f)
)
(7.19)
= sup
‖f‖2=1
(
θL(fǫ)− L˜(fǫ)
)
= sup
‖f‖2=1
(
θǫσ/pL(f)− ǫβL˜(f)
)
.
Taking ǫ = θ1/(β−σ/p) we see that
(7.20) Λ(θ) = θβ/(β−σ/p)Λ(1)
which shows that Λ(θ) is continuous and that we can write (7.11) as
(7.21) J = (Λ(1))1−σ/pβ.
Recall that
ρ = sup
‖f‖2=1
∫
Rd
[ ∫
Rd
f(λ+ γ)f(γ)√
1 + ψ(λ+ γ)
√
1 + ψ(γ)
dγ
]p
ϕd−σ(λ)dλ.(7.22)
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Setting f = g/
√
1 + ψ and using the notation Q = (1 + ψ)−1 we have that
ρ = sup
(g,Qg)=1
∫
Rd
[ ∫
Rd
(Qg)(λ+ γ)(Qg)(γ)dγ
]p
ϕd−σ(λ)dλ(7.23)
= sup
(g,Qg)=1
∫
Rd
[
(Qg) ∗ (Q˜g)
]p
(−λ)ϕd−σ(λ)dλ
where f˜(γ) = f(−γ). Then, using F to denote the Fourier transform on Rd,
by Parseval’s identity, which can be justified as in the proof of Lemma 2.2,
ρ = sup
(g,Qg)=1
(2π)−d
∫
Rd
F
[
(Qg) ∗ (Q˜g)
]p
(x)Fϕd−σ(x)dx.(7.24)
Using the facts that F(f ∗ g) = F(f)F(g), F(fg) = (2π)−dF(f) ∗ F(g) and
(1.36), and using the notation f ∗p for the p-fold convolution product of f
with itself we see that
ρ = sup
(g,Qg)=1
(2π)−d(p+1)
∫
Rd
[
|Q̂g|2
]∗p
(x)
1
|x|σ dx(7.25)
= sup
(2π)d‖h‖22+(2π)d eL(h)=1
(2π)d(p−1)
∫
Rd
|h2|∗p(x) 1|x|σ dx
where in the last line we set h = (2π)−dQ̂g so that g˜ = Q−1ĥ and therefore
(g,Qg) = (ĥ, Q−1ĥ) = (ĥ, (1 + ψ)ĥ) = (2π)d‖h‖22 + (2π)dL˜(h). By a change
of variables we see that
(7.26) ρ = sup
‖h‖22+eL(h)=1
(2π)−d
∫
Rpd
∏p
j=1 |h(xj)|2
|x1 + · · ·+ xp|σ
p∏
j=1
dxj = (2π)
−dJp
and consequently by (7.21)
(7.27) ρ = (2π)−d(Λ(1))p−σ/β.
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8 Large deviations for ζ∗
(
[0, 1]p
)
By Theorem 1.2, the non-trivial part of Theorem 1.3 is the upper bound.
Lemma 8.1 For any (t1, · · · , tp), M < ∞ and any γ > 0 sufficiently small
so that σ′ = σ + γ satisfies (1.4), there is a c = c(M, δ) > 0 such that
(8.1) sup
x
E exp
{
c sup
y∈B(x,M)
y 6=x
(∣∣(ζy − ζx)([0, t1]× · · · × [0, tp])∣∣
|y − x|γ
)1/p}
<∞.
and
(8.2) sup
x
E exp
{
c sup
y∈B(x,M)
y 6=x
(∣∣(ζy − ζx)([0, τ1]× · · · × [0, τp])∣∣
|y − x|γ
)1/p}
<∞.
Proof of Lemma 8.1 By (2.15) there is a C0 = C0(ζ, ψ, p) > 0 such that
(8.3) sup
y 6=z
E
∣∣∣∣(ζy − ζz)
(
[0, t1]× · · · × [0, tp]
)
|y − z|γ
∣∣∣∣n ≤ (n!)pCn0 n = 0, 1, 2, · · · .
Recall that a function Ψ: R+ −→ R+ is called a Young’s function if it is
convex, increasing and satisfies Ψ(0) = 0, lim
x→∞
Ψ(x) = ∞. The Orlicz space
LΨ(Ω,A,P) is defined as the linear space of all random variables X on the
probability space (Ω,A,P) such that
(8.4) ||X||Ψ = inf
{
c > 0; EΨ(c−1|X|) ≤ 1}.
It is known that ||·||Ψ defines a norm (called the Orlicz norm) and LΨ(Ω,A,P)
becomes a Banach space under || · ||Ψ.
We now choose the Young function Ψ such that Ψ(x) ∼ exp {x1/p} as
x→∞. By (8.3) there is c = c(ζ, d, p) > 0 such that
(8.5) ||(ζy − ζz)([0, t1]× · · · × [0, tp])||Ψ ≤ c|y − z|γ, ∀y, z.
By a standard chaining argument (see, e.g., [3, Lemma 9]), for any γ′ < γ,
M <∞, uniformly in x
(8.6)
∣∣∣∣∣∣∣∣ sup
y∈B(x,M)
y 6=x
∣∣(ζy − ζx)([0, t1]× · · · × [0, tp])∣∣
|y − x|γ′
∣∣∣∣∣∣∣∣
Ψ
<∞
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which leads to (8.1), after renaming γ′ as γ. The proof of (8.2) is similar, as
one can easily see that (2.15) holds with all ti replaced by τi.
Now choosing γ so that (8.1) holds, pick λ so that (1 + γλ)/p = β/σ. By
(1.4) we have that λ > 0. It then follows from (8.1) that for some C < ∞
and all t ≥ 1
sup
x∈Rd
P
{
sup
y∈B(x,ǫt−λ)
∣∣ζx([0, 1]p)− ζy([0, 1]p)∣∣ ≥ δt}(8.7)
≤ sup
x∈Rd
P
{
sup
y∈B(x,ǫt−λ)
∣∣ζx([0, 1]p)− ζy([0, 1]p)∣∣
|x− y|γ ≥
δt
ǫγt−γλ
}
≤ Ce−( δtǫγt−γλ )
1/p
= Ce−(
δ
ǫγ )
1/p
t(1+γλ)/p = Ce−(
δ
ǫγ )
1/p
tβ/σ .
Consequently,
lim
ǫ→0+
lim sup
t→∞
t−β/σ log sup
x∈Rd
(8.8)
P
{
sup
y∈B(x,ǫt−λ)
∣∣ζx([0, 1]p)− ζy([0, 1]p)∣∣ ≥ δt} = −∞.
We first consider the case of β = 2, the case of Brownian motion. By
(8.8), for some λ > 0 we have that for any δ > 0
lim
ǫ→0+
lim sup
t→∞
t−2/σ log sup
x∈Rd
(8.9)
P
{
sup
y∈B(x,ǫt−λ)
∣∣ζx([0, 1]p)− ζy([0, 1]p)∣∣ ≥ δt} = −∞.
Since the supremum of a Gaussian process has Gaussian tails, we have
(8.10)
lim
M→∞
lim sup
t→∞
t−2/σ logP
{
sup
s1,··· ,sp≤1
|X1(s1) + · · ·+Xp(sp)| ≥Mt1/σ
}
= −∞.
When sups1,··· ,sp≤1 |X1(s1) + · · ·+Xp(sp)| ≤Mt1/σ and |x| ≥ 2Mt1/σ , the
quantity
(8.11) ζx([0, 1]p) ≤
∫ 1
0
· · ·
∫ 1
0
(
|x| − |X1(s1) + · · ·+Xp(sp)|
)−σ
ds1 · · · dsp
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is bounded (so it is less than t). Thus
P
{
sup
x∈Rd
ζx([0, 1]p) ≥ t
}
(8.12)
≤ P
{
sup
|x|≤2Mt1/σ
ζx([0, 1]p) ≥ t
}
+P
{
sup
s1,··· ,sp≤1
|X1(s1) + · · ·+Xp(sp)| ≥Mt1/σ
}
.
The cardinality of an ǫt−λ-net on the ball of radius 2Mt1/σ is of the order
O(td(λ+σ
−1)). This gives
P
{
sup
|x|≤2Mt1/σ
ζx([0, 1]p) ≥ t
}
(8.13)
≤ Ctd(λ+σ−1)
{
sup
x∈Rd
P
{
ζx([0, 1]p) ≥ (1− δ)t
}
+ sup
x∈Rd
P
{
sup
y∈B(x,ǫt−λ)
∣∣ζx([0, 1]p)− ζy([0, 1]p)∣∣ ≥ δt}} .
Summarizing what we have
lim sup
t→∞
t−2/σ logP
{
sup
x∈Rd
ζx([0, 1]p) ≥ t
}
(8.14)
≤ max
{
lim sup
t→∞
t−2/σ log sup
x∈Rd
P
{
ζx([0, 1]p) ≥ (1− δ)t
}
,
lim sup
t→∞
t−2/σ log sup
x∈Rd
P
{
sup
y∈B(x,ǫt−λ)
∣∣ζx([0, 1]p)− ζy([0, 1]p)∣∣ ≥ δt},
lim sup
t→∞
t−2/σ logP
{
sup
s1,··· ,sp≤1
|X1(s1) + · · ·+Xp(sp)| ≥Mt1/σ
}}
.
Letting M →∞ and ǫ→ 0 we have
lim sup
t→∞
t−2/σ logP
{
sup
x∈Rd
ζx([0, 1]p) ≥ t
}
(8.15)
≤ lim sup
t→∞
t−2/σ log sup
x∈Rd
P
{
ζx([0, 1]p) ≥ (1− δ)t
}
.
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Using (4.33) and (2.25)
(8.16) lim sup
n→∞
1
n
log
1
(n!)σ/β
sup
x∈Rd
E
[
ζx([0, 1]p)n
]
≤ log
( βp
βp− σ
) βp−σ
β
+log ρ.
The (easy part of the) proof of [17, Lemma 2.3] then shows that
lim sup
t→∞
t−β/σ log sup
x∈Rd
P
{
ζx([0, 1]p) ≥ t
}
≤ −σ
β
(pβ − σ
pβ
) pβ−σ
σ
ρ−β/σ.(8.17)
With β = 2 we have
lim sup
t→∞
t−2/σ log sup
x∈Rd
P
{
ζx([0, 1]p) ≥ (1− δ)t
}
(8.18)
≤ −(1− δ)2/σ σ
2
(2p− σ
2p
) 2p−σ
σ
ρ−2/σ.
Thus
lim sup
t→∞
t−2/σ logP
{
sup
x∈Rd
ζx([0, 1]p) ≥ t
}
(8.19)
≤ −(1− δ)2/σ σ
2
(2p− σ
2p
) 2p−σ
σ
ρ−2/σ.
Letting δ → 0+ gives (1.12).
We now consider β 6= 2. We will show that there exists c1 > 0 such that
(8.20) E
(
exp
(
c1
{
sup
z∈Rd
ζx
(
[0, τ1]× · · · × [0, τp]
)}1/p))
<∞.
It will follow from this that for some c2 <∞
(8.21) E
({
sup
z∈Rd
ζx
(
[0, τ1]× · · · × [0, τp]
)}n/p ) ≤ n!cn2
for all n. Hence, taking n = mp
(8.22) E
({
sup
z∈Rd
ζx
(
[0, τ1]× · · · × [0, τp]
)}m ) ≤ (mp)!cpm2 ≤ (m!)pcm3 .
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Using (2.24) and Stirling’s formula as in (2.25) we obtain
(8.23) lim sup
n→∞
1
n
log
1
(n!)σ/β
E
[
ζ∗([0, 1]p)n
]
≤ c4 <∞.
Then once again the (easy part of the) proof of [17, Lemma 2.3] will show
that for some 0 < C <∞
lim sup
t→∞
t−β/σ logP
{
ζ∗([0, 1]p) ≥ t
}
≤ −C.(8.24)
Thus it only remains to show (8.20).
Lemma 8.2 Let Xt be a d-dimensional symmetric stable process of order
β and τ an independent exponential of parameter 1. Then there exists a
constant c1 such that for D > 0,
(8.25) P (sup
s≤τ
|Xs| ≥ D) ≤ c1
Dβ
.
Proof. It is well known, [16, Proposition 2.2], that the density of Xt satisfies
p(t, x, y) ≤ ct/|x− y|d+β.
(A better estimate is possible for larger t, but this is not needed.) Integrating
over |y − x| ≥ D, we obtain
(8.26) P x(|Xt −X0| ≥ D) ≤ ct
Dβ
.
We now obtain an estimate on the exit probabilities. Let S = inf{s :
|Xs| ≥ D}. If sups≤t |Xs| ≥ D, then S ≤ t and either |Xt| ≥ D/2 or
|Xt| ≤ D/2, so that |XS −Xt| ≥ D/2. Thus
P (sup
s≤t
|Xs| ≥ D) ≤ P (|Xt| ≥ D/2)
+ P (S < t, |Xt −XS| ≥ D/2).
The first term on the right is bounded by ct/Dβ using (8.26). The second
term on the right is bounded by∫ t
0
P (|Xt −Xs| ≥ D/2)P (S ∈ ds) ≤ 2c
∫ t
0
(t− s)/DβP (S ∈ ds) ≤ 2ct/Dβ
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using (8.26) again and the Markov property of X .
Finally,
P (sup
s≤τ
|Xs| ≥ D) =
∫ ∞
0
e−tP (sup
s≤t
|Xs| ≥ D) dt ≤
∫ ∞
0
e−t
ct
Dβ
dt
≤ c/Dβ
as desired.
Lemma 8.3 Suppose for each z ∈ Rd there is a random variable Y z such
that z → Y z is continuous, a.s., and there exist δ, A and B such that
EeA|Y
z| ≤ B, z ∈ Rd,(8.27)
EeA|Y
z−Y z′ |/|z−z′|δ ≤ B, z, z′ ∈ Rd.(8.28)
Then there exist c1 and c2 such that for every M ≥ 1
(8.29) E exp
(
c1A sup
|z|≤M
|Y z|
)
≤ c2M2dB.
Proof. Let Qk = B(0,M) ∩ 2−kZd and Q = ∪kQk. Since z → Y z is
continuous, it suffices to bound
(8.30) E exp
(
c1A sup
|z|∈Q
|Y z|
)
.
If z ∈ Q, we write
z = z0 + (z1 − z0) + (z2 − z1) + · · · .
Here zi is the point of Qi closest to z, with some convention for breaking ties.
Since z ∈ Qk for some k, the above sum is actually a finite one.
If |Y z| ≥ λ, then either the event R holds: |Y z0 | ≥ λ/2 for some z0 ∈ Q0,
or for some i the event Si holds: |Y zi+1 − Y zi| ≥ λ/20i2 for some pair zi, zi+1
with zi ∈ Qi, zi+1 ∈ Qi+1, and |zi − zi+1| ≤
√
d2−i.
Since there are at mostMd points inQ0, using (8.27) we see the probability
of the event R is bounded by
cBMde−Aλ/2.
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For each i, there are at most cM2d2c
′id pairs zi, zi+1 as in the definition of
the even Si, so the probability of the event Si is bounded by
cBM2d2c
′id sup
|zi−zi+1|≤
√
d2−i
P
( |Y zi+1 − Y zi|
|zi+1 − zi|δ ≥
λA
20i2(
√
d2−i)δ
)
(8.31)
≤ cBM2d2c′id exp
(
− c′′ λA
20i2(
√
d2−i)δ
)
.(8.32)
If we sum over i the probabilities of the events Si holding and add to that
the probability of the event R holding, we obtain
P (sup
z∈Q
|Y z| ≥ λ) ≤ cBM2de−c′λA.
Our result follows from this.
We now prove (8.20). Let X it , i = 1, . . . , p, be independent d-dimensional
symmetric stable processes of order β. We write simply ζz for ζz([0, τ1] ×
· · · × [0, τp]) and Zi for sups≤τi |X is|. We will choose c1 later.
It follows from (2.6) and (2.16) that there exists c2 such that
(8.33) sup
z∈Rd
E exp
(
c2|ζz|1/p
)
<∞,
and using (8.2) and the fact that |a1/p − b1/p| ≤ |a− b|1/p, we can choose c2
such that also
(8.34) sup
z,z′∈Rd
E exp
(
c2| |ζz|1/p − |ζz′|1/p|/|z − z′|δ
)
<∞.
Write
Eec1 supz |ζ
z|1/p = E
[
ec1 supz |ζ
z|1/p; max
1≤i≤p
Z i ≤ 1
]
(8.35)
+
∞∑
k=0
E
[
ec1 supz |ζ
z|1/p ; 2k ≤ max
1≤i≤p
Zi ≤ 2k+1
]
(8.36)
:= I +
∞∑
k=0
Jk.(8.37)
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Now write
(8.38) I ≤ E
[
ec1 sup|z|≤2p |ζ
z|1/p
]
+ E
[
ec1 sup|z|>2p |ζ
z|1/p ; max
1≤i≤p
Z ≤ 1
]
= I ′ + I ′′.
Provided c1 < c2, then I
′ is finite by Lemma 8.3 with Y z = |ζz|1/p. If |z| ≥ 2p
and max1≤i≤p Zi ≤ 1, then
|Z1 + · · ·+ Zp − z| ≥ p,
and hence
I ′′ ≤ Eec1p−δ/p(τ1···τp)1/p =
∫
Rp+
e−
Pp
j=1 tjec1p
−δ/p(t1···tp)1/p dt1 · · · dtp.
Since (t1 · · · tp)1/p ≤ max1≤j≤p tj ≤
∑p
j=1 tj we see that
(8.39) Eec(τ1···τp)
1/p
<∞
if c is small enough.
Combining with the estimate for I ′ shows that I is finite, provided c1 < c2
and c2 is sufficiently small.
We turn to Jk and write
Jk ≤ E
[
ec1 sup|z|≤p2k+1 |ζ
z|1/p; 2k ≤ max
1≤i≤p
Zi ≤ 2k+1
]
+ E
[
ec1 sup|z|>p2k+1 |ζ
z|1/p; 2k ≤ max
1≤i≤p
Zi ≤ 2k+1
]
= J ′k + J
′′
k .
For J ′k we apply Ho¨lder’s inequality with
1
r
+ 1
s
and r and s to be chosen
later. Then
J ′k ≤
(
Eec1r sup|z|≤p2k+1 |ζ
z|1/p
)1/r(
P (max
1≤i≤p
Zi ≥ 2k)
)1/s
≤
(
c22dk
)1/r( c
2kβ
)1/s
by Lemma 8.3. We now choose r and s so that η := β/s − 2d/r > 0, and
hence 2kβ/s ≥ 2ηk22dk/r. This proves J ′k is summable in k.
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To handle J ′′k , if max1≤i≤p Zi ≤ 2k+1 and |z| ≥ p2k+2, then
sup
s1≤1,...,sp≤1
|X1s1 + · · ·+Xpsp − z| ≥ p2k+1,
and hence
J ′′k ≤ E
[
ec1(p2
k+1)−σ/p(τ1···τp)1/p ; max
1≤i≤p
Zi ≥ 2k
]
.
Using Cauchy-Schwarz, we obtain
J ′′k ≤ ec1(p2
k+1)−σ/p P (max
1≤i≤p
Zi ≥ 2k).
The second factor is less than or equal to c/2kβ, which is summable in k.
Finally we choose c1 small enough that c1r < c2, and the proof of (8.20)
complete.
9 Laws of the iterated logarithm
The upper bound in (1.15) and therfore the upper bound in (1.14) follows
from Theorem 1.2, the scaling property given in (1.8), and a standard pro-
cedure using the Borel-Cantelli lemma. It remains to prove that
lim sup
t→∞
t−
pβ−σ
β (log log t)−σ/βζ([0, t]p) ≥
(
σ
β
)−σ/β (pβ − σ
pβ
)σ−pβ
β
ρ(9.1)
almost surely.
We first prove that
(9.2)
lim
δ→0+
lim inf
t→∞
t−1 log P
{
inf
|y|≤δ
ζy
(
[0, t]p
) ≥ tp} ≥ −σ
β
(pβ − σ
pβ
)pβ−σ
σ
ρ−β/σ.
Using (8.2) and Chebyshev’s inequality we have that for any ǫ > 0,
(9.3)
lim sup
δ→0+
lim sup
t→∞
t−1 logP
{
sup
|y|≤δ
∣∣(ζ0− ζy)([0, τ1]× · · ·× [0, τp])∣∣ ≥ ǫtp} = −∞.
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On the other hand,
P
{
sup
|y|≤δ
∣∣(ζ0 − ζy)([0, τ1]× · · · × [0, τp])∣∣ ≥ ǫtp}(9.4)
=
∫ ∞
0
· · ·
∫ ∞
0
e−(t1+···+tp)
P
{
sup
|y|≤δ
∣∣(ζ0 − ζy)([0, t1]× · · · × [0, tp])∣∣ ≥ ǫtp}dt1 · · ·dtp
≥
∫ t
(1−ǫ)t
· · ·
∫ t
(1−ǫ)t
e−(t1+···+tp)
P
{
sup
|y|≤δ
∣∣(ζ0 − ζy)([0, t1]× · · · × [0, tp])∣∣ ≥ ǫtp}dt1 · · ·dtp
≥ (e−(1−ǫ)t − e−t)p
inf
(1−ǫ)t≤t1,··· ,tp≤t
P
{
sup
|y|≤δ
∣∣(ζ0 − ζy)([0, t1]× · · · × [0, tp])∣∣ ≥ ǫtp}.
So we have
lim sup
δ→0+
lim sup
t→∞
t−1 log inf
(1−ǫ)t≤t1,··· ,tp≤t
(9.5)
P
{
sup
|y|≤δ
∣∣(ζ0 − ζy)([0, t1]× · · · × [0, tp])∣∣ ≥ ǫtp} = −∞.
For any t and (1− ǫ)t ≤ t1, · · · , tp ≤ t,
inf
|y|≤δ
ζy
(
[0, t]p
) ≥ inf
|y|≤δ
ζy
(
[0, t1]× · · · × [0, tp]
)
(9.6)
≥ ζ0([0, t1]× · · · × [0, tp])− sup
|y|≤δ
∣∣(ζ0 − ζy)([0, t1]× · · · × [0, tp])∣∣
≥ ζ0([0, (1− ǫ)t]p)− sup
|y|≤δ
∣∣(ζ0 − ζy)([0, t1]× · · · × [0, tp])∣∣.
Hence,
P
{
inf
|x|≤δ
ζx
(
[0, t]p
) ≥ tp}(9.7)
+ inf
(1−ǫ)t≤t1,··· ,tp≤t
P
{
sup
|x|≤δ
∣∣(ζ0 − ζx)([0, t1]× · · · × [0, tp])∣∣ ≥ ǫtp}
≥ P
{
ζ0
(
[0, (1− ǫ)t]p) ≥ (1 + ǫ)tp}.
50
Consequently,
max
{
lim inf
t→∞
t−1 logP
{
inf
|y|≤δ
ζy
(
[0, t]p
) ≥ tp},(9.8)
lim sup
t→∞
t−1 log inf
(1−ǫ)t≤t1,··· ,tp≤t
P
{
sup
|y|≤δ
∣∣(ζ0 − ζy)([0, t1]× · · · × [0, tp])∣∣ ≥ ǫtp}}
≥ lim inf
t→∞
t−1 log P
{
ζ0
(
[0, (1− ǫ)t]p) ≥ (1 + ǫ)tp}.
Notice that by the scaling (1.8)
(9.9)
P
{
ζ0
(
[0, (1− ǫ)t]p) ≥ (1 + ǫ)tp} = P{ζ0([0, 1]p) ≥ (1 + ǫ)(1− ǫ)−βp−σβ tσ/β},
so that by Theorem 1.2,
lim
t→∞
t−1 log P
{
ζ0
(
[0, (1− ǫ)t]p) ≥ (1 + ǫ)tp}(9.10)
= −(1 + ǫ)β/σ(1− ǫ)− pβ−σσ σ
β
(pβ − σ
pβ
)pβ−σ
σ
ρ−β/σ.
Let δ → 0+ in (9.8). By (9.8), (9.5) and (9.10) we obtain
lim
δ→0+
lim inf
t→∞
t−1 logP
{
inf
|y|≤δ
ζy
(
[0, t]p
) ≥ tp}(9.11)
≥ −(1 + ǫ)β/σ(1− ǫ)− pβ−σσ σ
β
(pβ − σ
pβ
)pβ−σ
σ
ρ−β/σ.
Letting ǫ→ 0+ on the right hand side leads to (9.2).
We now come to the proof of (9.1). For each k ≥ 1, write tk = kk and
define
(9.12) Xj,k(t) = Xj(tk + t)−Xj(tk) t ≥ 0, j = 1, · · · , p, k = 1, 2, · · · .
Let ζxk ([a, b]
p) be the Riesz potential of the additive stable process
(9.13) Xk(s1, · · · , sp) = X1,k(s1) + · · ·+Xp,k(sp).
Then for each k, {ζxk , x ∈ Rd} d= {ζx , x ∈ Rd}. Let δ > 0 be a small number
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which will be specified later. Write Yk = X1(tk) + · · · + Xp(tk). A rough
estimate gives that with probability 1, the inequality
(9.14) |Yk| ≤ 2−1δ
( tk+1
log log tk+1
)1/β
eventually holds. Therefore
ζ
(
[tk, tk+1]
p
)
= ζYkk
(
[0, tk+1 − tk]p
)
(9.15)
≥ inf
|y|≤δ(tk+1/ log log tk+1)1/β
ζyk
(
[0, tk+1 − tk]p
)
eventually holds, almost surely. For each k, by the scaling (1.8),
inf
|y|≤δ(tk+1/ log log tk+1)1/β
ζyk
(
[0, tk+1 − tk]p
)
(9.16)
d
= inf
|y|≤δ(tk+1/ log log tk+1)1/β
ζy
(
[0, tk+1 − tk]p
)
d
=
( tk+1
log log tk+1
)βp−σ
β
inf
|y|≤δ
ζy
(
[0, t−1k+1(tk+1 − tk) log log tk+1]p
)
.
Let θ > 0 satisfy
(9.17) θ <
(β
σ
)σ
β
(
1− σ
βp
)−(p−σ
β
)
ρ.
We have
P
{
inf
|y|≤δ(tk+1/ log log tk+1)1/β
ζyk
(
[0, tk+1 − tk]p
) ≥ θtβp−σβk+1 (log log tk+1)σβ}(9.18)
= P
{
inf
|y|≤δ
ζy
(
[0, t−1k+1(tk+1 − tk) log log tk+1]p
) ≥ θ(log log tk+1)p}.
Using the scaling (1.8) once again
P
{
inf
|y|≤δ
ζy
(
[0, t−1k+1(tk+1 − tk) log log tk+1]p
) ≥ θ(log log tk+1)p}(9.19)
= P
{
inf
|y|≤δθ1/σ
ζy
(
[0, t−1k+1(tk+1 − tk)θβ/σ log log tk+1]p
) ≥ (θβ/σ log log tk+1)p}.
By (9.2), therefore, one can take δ > 0 sufficiently small so that
lim inf
k→∞
1
log log tk+1
log P
{
inf
|y|≤δ(tk+1/ log log tk+1)1/β
ζyk
(
[0, tk+1 − tk]p
)
(9.20)
≥ θt
βp−σ
β
k+1 (log log tk+1)
σ
β
}
> −1.
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Consequently,
(9.21)∑
k
P
{
inf
|y|≤δ(tk+1/ log log tk+1)1/β
ζyk
(
[0, tk+1 − tk]p
) ≥ θtβp−σβk+1 (log log tk+1)σβ} =∞.
Notice that
(9.22) inf
|y|≤δ(tk+1/ log log tk+1)1/β
ζyk
(
[0, tk+1 − tk]p
)
k = 1, 2, · · ·
is an independent sequence. By the Borel-Cantelli lemma,
(9.23)
lim sup
k→∞
t
−βp−σ
β
k+1 (log log tk+1)
−σ
β inf
|y|≤δ(tk+1/ log log tk+1)1/β
ζyk
(
[0, tk+1−tk]p
) ≥ θ a.s.
By (9.15),
(9.24) lim sup
k→∞
t
−βp−σ
β
k+1 (log log tk+1)
−σ
β ζ
(
[tk, tk+1]
p
) ≥ θ a.s.
Consequently,
(9.25) lim sup
t→∞
t−
βp−σ
β (log log t)−
σ
β ζ
(
[0, t]p
) ≥ θ a.s.
Letting
(9.26) θ ↑
(β
σ
)σ
β
(
1− σ
βp
)−(p−σ
β
)
ρ
proves (9.1).
10 Appendix: Sobolev-type inequalities
Lemma 10.1 For any q > 1 and integer p ≥ 1
(10.1) ‖f1 ∗ · · · ∗ fp‖q ≤ Cp
p∏
l=1
‖fl‖pq/((p−1)q+1)
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and for any 0 < σ < d
(10.2)
∣∣∣∣∣
∫
(Rd)p
∏p
l=1 fl(xl)
|x1 + · · ·+ xp|d−σ
p∏
j=1
dxl
∣∣∣∣∣ ≤ Cp
p∏
l=1
‖fl‖pd/((p−1)d+σ).
Furthermore, for any n and any Fl = Fl(xl,j; 1 ≤ j ≤ n), 1 ≤ l ≤ p we
have ∣∣∣∣∣
∫
(Rd)np
n∏
j=1
1
|x1,j + · · ·+ xp,j|d−σ
p∏
l=1
Fl
n∏
j=1
p∏
l=1
dxl,j
∣∣∣∣∣(10.3)
≤ Cp
p∏
l=1
‖Fl‖pd/((p−1)d+σ).
and more generally, for some C <∞ independent of z ∈ Rd∣∣∣∣∣
∫
(Rd)np
n∏
j=1
1
|x1,j + · · ·+ xp,j − z|d−σ
p∏
l=1
Fl
n∏
j=1
p∏
l=1
dxl,j
∣∣∣∣∣(10.4)
≤ Cp
p∏
l=1
‖Fl‖pd/((p−1)d+σ).
Proof: We prove (10.1) by induction on p. The case p = 1 is trivial.
Thus assume (10.1) holds for all p ≤ m− 1. Since t−1 = r−1 + s−1 − 1 when
t = q, r = mq/((m − 1)q + 1), s = mq/(m − 1 + q), it follows from Young’s
inequality, [5], p. 275, that
(10.5) ‖f1 ∗ · · · ∗ fm‖q ≤ C‖f1‖mq/((m−1)q+1)‖f2 ∗ · · · ∗ fm‖mq/(m−1+q).
By our induction hypothesis and using the fact that
(10.6)
(m− 1)mq
(m− 2)mq +m− 1 + q =
(m− 1)mq
(m− 1)2q +m− 1 =
mq
(m− 1)q + 1
we see that
(10.7) ‖f2 ∗ · · · ∗ fm‖mq/(m−1+q) ≤ Cm−1
m∏
l=2
‖fl‖mq/((m−1)q+1)
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which completes the proof of (10.1).
To prove (10.2) we write
(10.8)
∫
(Rd)p
∏p
l=1 fl(xl)
|x1 + · · ·+ xp|d−σ
p∏
l=1
dxl =
∫
(Rd)2
f1(x) (f2 ∗ · ∗ fp)(y)
|x− y|d−σ dx dy
and apply (1.25) with r = pd/((p− 1)d+ σ) so that s = pd/((p− 1)σ+ d) to
obtain ∣∣∣∣∣
∫
(Rd)p
∏p
l=1 fl(xl)
|x1 + · · ·+ xp|d−σ
p∏
l=1
dxl
∣∣∣∣∣(10.9)
≤ C‖f1‖pd/((p−1)d+σ) ‖f2 ∗ · ∗ fp‖pd/((p−1)σ+d).
Then using (10.1) and the fact that
(10.10)
(p− 1)pd
(p− 2)pd+ (p− 1)σ + d =
(p− 1)pd
(p− 1)2d+ (p− 1)σ =
pd
(p− 1)d+ σ
we obtain (10.2).
We next prove (10.3). By (10.2)∣∣∣∣∣
∫
(Rd)np
n∏
j=1
1
|x1,j + · · ·+ xp,j|d−σ
p∏
l=1
Fl
n∏
j=1
p∏
l=1
dxl,j
∣∣∣∣∣(10.11)
≤
∫
(Rd)(n−1)p
n∏
j=2
1
|x1,j + · · ·+ xp,j|d−σ∣∣∣∣∣
∫
(Rd)p
∏p
l=1 |Fl|
|x1,1 + · · ·+ xp,1|d−σ
p∏
l=1
dxl,1
∣∣∣∣∣
n∏
j=2
p∏
l=1
dxl,j
≤
∫
(Rd)(n−1)p
n∏
j=2
1
|x1,j + · · ·+ xp,j|d−σ
p∏
l=1
‖Fl‖pd/((p−1)d+σ),xl,1
n∏
j=2
p∏
l=1
dxl,j
where
‖Fl‖q, xl,1 =
(∫
Rdp
|Fl(xl,j ; 1 ≤ j ≤ n)|q dxl,1
)1/q
.
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Inequality (10.3) then follows by iterating this step. For example, the next
iteration will bound (10.11) by∫
(Rd)(n−2)p
n∏
j=3
1
|x1,j + · · ·+ xp,j|d−σ(10.12)
p∏
l=1
‖Fl‖pd/((p−1)d+σ),xl,1,xl,2
n∏
j=3
p∏
l=1
dxl,j
where now
‖Fl‖q,xl,1,xl,2(10.13)
=
(∫
Rd
‖Fl‖qq, xl,1 dxl,2
)1/q
=
(∫
R2d
|Fl(xl,j ; 1 ≤ j ≤ n)|q dxl,1 dxl,2
)1/q
.
It should be clear that this will lead to (10.3).
Now let T l,jz denote translation of xl,j by z and set T =
∏n
j=1 T
1,j
z . Then
using (10.3) and the translation invariance of Lebesgue measure∣∣∣∣∣
∫
(Rd)np
n∏
j=1
1
|x1,j + · · ·+ xp,j − z|d−σ
p∏
l=1
Fl
n∏
j=1
p∏
l=1
dxl,j
∣∣∣∣∣(10.14)
=
∣∣∣∣∣
∫
(Rd)np
n∏
j=1
1
|x1,j + · · ·+ xp,j|d−σ
p∏
l=1
T Fl
n∏
j=1
p∏
l=1
dxl,j
∣∣∣∣∣
≤ Cp
p∏
l=1
‖T Fl‖pd/((p−1)d+σ) = Cp
p∏
l=1
‖Fl‖pd/((p−1)d+σ)
which is (10.14).
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