ABSTRACT Community question answering (CQA) site is an online community to provide valuable information in wide variety of topics in question-answer form to users'. The major problem with CQA lies in identifying the authoritative users in the domain of the question so as to route the question to right experts and selecting the best answer etc. The existing work suffers from one or more limitations such as: 1) lack of automatic mechanism to distinguish between authoritative and non-authoritative users in specified topics; 2) the high dependence on its training data in supervised learning which is too time-consuming process to obtain labeled samples of data manually; and 3) some approaches rely on using some cutoff parameters to estimate an authority score. In this paper, a parameter less mixture model approach is proposed to identify topical authoritative users to overcome the above-mentioned limitations. The statistical framework based on multivariate beta mixtures is utilized on feature vector of users' which is composed of information related to user activities on CQA site. The probability density function is therefore devised and the beta mixture component that corresponds to the most authoritative user is identified. The suitability of the proposed approach is illustrated on real data of two CQA sites: StackOverflow and AskUbuntu. The result shows that the proposed model is remarkable in identifying the authoritative users in comparison with conventional classifiers and Gaussian mixture model.
I. INTRODUCTION
Community question answering (CQA) site is an online community where a group of people interacts with common interests in wide variety of topics in question-answer form over the years. It has emerged as popular and effective way of sharing their expertise and experience and turned into large repositories of valuable knowledge and viable tools for seeking information online. There has been a rapid increase in two types of CQA (i) general question-answer sitesQuora 1 & Yahoo! Answers 2 (ii) domain specific questionanswer sites -StackOverflow 3 and AskUbuntu, 4 which have catered to programming related questions and turned into repositories of software engineering knowledge. The growing size of content on this site is posing several challenges which open up new opportunities for researchers to comprehend and establish meaningful patterns. The aim of CQA site is to provide contents in response to posted query in various domain by the different user located worldwide; hence these sites are user-centric. User who posts high quality content in the form question-answer are known as topical experts or authoritative in the domain of question-answer [1] , [2] . The authoritative user can be seen as the driver of the online community as well as an important source of generating valuable information that provide key insights about domain knowledge (topical interest), activeness, expertise etc [3] - [6] . Identifying authoritative users in specific topic will help community: to route the questions being answered [7] , [8] , to select the best answer [9] , to generate the high quality content etc [10] , [11] . Identification of such prominent contributors will improve the experience of other community members and positively impact the overall value of the service provided by the community [12] .
The identification of authoritative users in an online community is mainly related to identifying experts who are influential [13] , [14] . The approaches found in the literature falls into two categories: ranking-based approach and attributebased approach. A ranking-based approach [15] - [19] aims to calculate some kind of score per user which is used to select top-K users' as authoritative. On other hand, attribute-based approach [2] , [3] aims to identify a number of feature corresponding to each user which is then used to classify users as authoritative or non-authoritative using supervised machine learning. Both approaches rely on prior knowledge about the data; for selecting the value of K in ranking-based approach and for obtaining the labeled training data in attribute-based approach.
In this paper, a multivariate beta mixture model (BMM) is used to overcome the above mentioned issues. First, we identify the feature of the users' that represents its activity in the domain of the questions associated with. Next, we model the estimated set of feature vector using statistical framework as presented in [20] , which is based on the multivariate beta mixtures. The integrated classification likelihood Bayesian information criterion (ICL-BIC) [21] is used to determine the number of components in the mixture. The component of BMM that represents the most authoritative users' in the domain of question is identified by estimating the probability density function. The model parameters of the multivariate beta mixture for maximum likelihood estimation is done through Expectation-Maximization (EM) algorithm [22] . The contribution of our work is as follows:
1. The beta mixture model is utilized for unsupervised learning to distinguish authoritative and nonauthoritative users in the domain of the question automatically. 2. The proposed approach is general to identify topical authority in various online communities. The presented model is parameter-less and does not require any prior knowledge about the data for learning. 3. We conducted extensive experiments on two real data extracted from StackOverflow and AskUbuntu CQA sites. The obtained results are remarkable in comparison to supervised learning and GMM. The rest of the paper is organized as follows. The related work is presented in Section II. Section III describes the overall methodology and algorithm using BMM to carry the presented work. The description of the dataset with experimental results and evaluation has been presented in Section IV. Finally, the conclusion of proposed methodology with possible future scope is explored in Section V.
II. RELATED WORK
With the increase in importance of CQA sites, the problem of identifying topical authoritative users has been widely investigated. As discussed earlier, most of the existing approach suffers from one or more limitations. Let's now take a brief insight into the work done in topical authoritative (expert) identification.
The ranking based approach is utilized to get ranked expert list as in [23] , they used users' knowledge and authority score to present hybrid method for computing expertise. The ExpertiseRank [24] which is a variant of PageRank [15] computes the expertise score of CQA users'. In addition to the graphical features, this algorithm also includes a metric Z -score based on (i) the number of answers given by user and (ii) the number of questions asked by that user. Their result suggests that a simple metric like Z -score outperforms over complex graph based algorithm such as PageRank. The similar work is presented in [13] for expert identification in Yahoo! Answers; however, they used the number of best answer given by the user as a metric to compute the expertise level of the user based on clustering algorithms. Due to dependency on user defined parameters in ranking based approach the ranking list varies with different value of these parameters.
Other approach is relying on building a topic modeling technique for identifying authoritative user in community question-answering sites. In [25] , the prior answer of the user is taken into account to build their profiles using statistical topic modeling for generating a list of expert user for a newly posted question. CQARank algorithm is proposed in [19] to measure users' interest and expertise score under different topics using Topic Expertise Model (TEM), which is based on a novel probabilistic generative model with Gaussian Mixture Model (GMM) hybrid. The authors of [25] learnt the latent feature space of both user and tag to build user-tag matrix and proposed tag based expert recommendation model with the help of probabilistic matrix factorization (PMF) [26] . They showed that the result as well as the computational time obtained by user-tag matrix using PMF outperform over TEM [19] in the domain of expert recommendation. The User Topical Ability Model (UTAM) is presented that exploits both users' expertise and descriptive abilities in CQA [27] . The UTAM is a probabilistic model that describes the ability of the user in a specific topic based on textual contents and voting information of Q&A. Additionally, they also explored social links within a Q&A community by integrating the results of UTAM to describe User Social Topic Ability (USTA). Next, a topic-sensitive probabilistic model [28] has been presented by extending the PageRank algorithm [15] in which the link information is combined with user information to overcome the drawback of existing link analysis techniques. In [8] , the best answerer prediction for a new question has been explored on CQA site considering both topical interest and expertise of the user relevant to the topics of the question. They used latent dirichlet allocation LDA [29] to identify topical interest from previous answers given by the user, while expertise level is computed using collaborative voting mechanism. The authors of [25] compared the statistical topic modelling techniques namely LDA [29] and Segmented Topic Model (STM) [30] with the help of traditional information retrieval approaches namely Language Model (LM) [31] and TF-IDF [32] . They found that STM outperforms over LDA, LM and TF-IDF. In [7] , an approach is developed to find the top-K users for a given question. The proposed ranking-based approaches to identify authoritative users in CQA consists of two steps: 1) The text mining technique is utilized to rank the users according to their expertise based on relevancy between query and response 2) The re-ranking model is designed to re-ranks the candidate users based on metadata features of questionanswer for e.g. i) voting information ii) number of best answer etc.
Unlike the ranking-based approach, an attribute-based approach is presented in [14] . They explored users' question selection preferences for extracting number of characteristics and presented a probabilistic model to run machine learning algorithms in order to identify experts and potential experts in CQA. The extracted characteristics are then used as features for supervised machine learning for classification of users as either authoritative or non-authoritative. Clustering and ranking algorithms have also been used in attribute-based approach to identify the authoritative users. In [2] , a number of attributes are used to identify topical authorities in Twitter. First, Gaussian mixture based clustering algorithm is utilized to cluster the users in two groups in order to get reduced set of users. Second, the target cluster is selected that contain potential authoritative users in order to get ranked list by applying ranking procedure on it. Third, the top-K users are selected as authoritative user.
Other attribute-based approach based on gamma mixture model is presented in [13] to identify authoritative users in Yahoo! Answers using only one feature i.e. the number of best answer. Their approach is restricted to one-dimensional data but in a traditional CQA sites the users' has multidimensional features. The beta mixture model (BMM) is used as unsupervised approach by Bouguessa in [33] to identify spammers in e-mail network as well as in Yahoo! Answers. Similarly, Bouguessa [34] has also explored multivariate BMM in order to cluster the outlier score vectors in several components for outlier detection. In [35] , bivariate beta mixture model is used so as to identify outliers in mixed-attribute space. The work presented in [13] further extended by utilizing BMM to identify authorities in online communities [20] . The feature vector of users', which is composed of information (multidimensional) related to their activities on such communities, is modeled through beta mixture model. The pdf is therefore estimated using Expectation-Maximization algorithm and the beta component that corresponds to the most authoritative user is identified. The work presented by Bouguessa [20] , [33] - [35] are based on BMM in unsupervised manner but the domain of the dataset, associated problem and applicability are different. The presented approach in [20] is applied on CQA site that overcome the drawbacks related to: 1) Ranking-based approach, i.e. how many users are selected as authoritative users 2) Supervised machine learning, i.e. it depends heavily on training dataset 3) Gaussian mixture model, i.e. it fails to model data that are non-Gaussian [36] 4) Gamma mixture model, i.e. it is limited to the data that has L-shaped, skewed to the right, or symmetric [13] . Now, we extend the work presented by authors of [20] in three dimensions: 1) The model evaluates the user profile automatically to discriminate authoritative and non-authoritative based on voting mechanism instead of manual labeling as in [14] . 2) Objective is to identify topical authority by extracting extensive textual and metadata features instead of identifying authoritative users' only as in [20] 3) The correctness of proposed model is validated by taking number of questionanswer threads into account instead of random or hand-coded dataset as in [14] and [20] .
III. RESEARCH METHODOLOGY
In section 2, we saw the problems related to existing approaches in CQA for authoritative user identification. Hence we devised our method in such a way that overcomes the existing problem. In a nutshell, our approach is as follows: we first extract dataset containing both textual and metadata related to users' activity with questionanswer threads. Second, pre-processing is applied on textual data comprising -tokenization, stopping, stemming and code snippet filtering i.e. removing code segment present in question-answer related to programming. Third, the number of features (textual, metadata and hybrid) is identified using statistical topic modeling (LDA) on textual data and statistical computing on metadata; to represent each user with a feature vector composed of information related to its social behavior and activity on CQA site. Next, the multivariate beta mixtures model is presented to represent estimated set of feature vectors with beta components. The probability density function of beta components is therefore estimated through maximum likelihood estimation. The beta component that has feature vector with highest values corresponds to the most topical authoritative users' in the domain of the question.
In our approach U = {U 1 , U 2 , . . . , U N } denote the set of N users (answerers) of M questions Q = Q 1 , Q 2 , . . . , Q M asked in CQA site such that M < N and each user U i is characterized by D-dimensional feature vector X i = (x i1 , x i2 , . . . , x iD ) T . Each element x id , (i = 1, 2, . . . , N; d = 1, 2, . . . , D) of the feature vector X i represents the values related to activity of the users' that would reflect the authority of a user on specific CQA site. The assumption is that higher feature value corresponds to authoritative user while lower value corresponds to nonauthoritative user w.r.t. question. The number of features is identified with their impact on authoritative users' on the question domain based on statistical computing (information gain w.r.t. class label of user) listed in Table 1 .
In our approach, the question-answer thread wise normalization is applied so as to convert the feature values in the interval [0, 1]. We then use this normalized values of the feature vector X i and assumed that it follows several probability distributions. The probability distribution is used to find the multivariate BMM component corresponds to a set of users' feature vectors that are somewhat similar. The combination of the components is referred as mixture. The aim is to find out the component from the mixture containing highest value feature vectors that correspond to the authoritative users in question domain. The workflow of the proposed methodology is depicted in Figure 1 .
A. THE MULTIVARIATE BETA MIXTURE MODEL
In this paper, we use normalized user feature vector
T from CQA site in order to formulate a mixture density of the form:
where α = {α 1 , α 2 , . . . , α C } | 
T . Several univariate beta distributions are cascaded to obtain the multivariate beta distribution. Each element of D-dimensional feature vector
T represents scalar variable and can be represenmted as univariate beta distribution [37] , [38] .
The probability density function (pdf) of the multivariate beta distribution of c th beta mixture component is defined as:
where f (x id |a cd , b cd ) represents the pdf of the univariate beta distribution of c th component that can be expressed as:
where (.) represents the gamma function defined as:
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B. MAXIMUM LIKELIHOOD ESTIMATION FOR THE MULTIVARIATE BETA MIXTURE MODEL
The parameters of the multivariate BMM can be estimated using maximum likelihood estimation. Let = {α 1 , α 2 , . . . , α C ; a 1 , a 2 , . . . , a C ; b 1 , b 2 , . . . , b C represents the set of unknown mixture parameters of the model and X = { X 1 , X 2 , . . . , X N represents the set of the normalized users' feature vectors. Therefore, the likelihood function corresponding to C components of the mixture can be expressed as:
The Expectation Maximization (EM) algorithm [22] 
T such that:
Let Z = { Z 1 , Z 2 , . . . , Z N denote the set of indication vectors for set of users' X = { X 1 , X 2 , . . . , X N . The likelihood function of the dataset is given by:
Next, take the logarithm of the likelihood function, which is given by:
Now, the estimation of is done through EM algorithm with number of iteration I = {0, 1, 2, . . . between Expectation and Maximization step so as to produce a sequence estimate ˆ (I ) until the change in the value of the log-likelihood function expressed in Equation (7) is negligible. The details of Expectation and Maximization step are discussed below.
Expectation Step: the indication vector for c th component of feature vectors is replaced by its expectation as follows:
Step: the set of unknown parameters = {α 1 , α 2 , . . . , α C ; a 1 , a 2 , . . . , a C ; b 1 , b 2 , . . . , b C of the mixture model are calculated using the estimatedẐ ic values in the Expectation step. The mixing coefficients of the model are calculated as:
Now, the estimation of other two parameters a C = (a c1 , a c2 , . . . , a cD ) T and b C = (b c1 , b c2 , . . . , b cD )
T corresponds to the estimation of pair a cd , b cd independently from all other pairs [37] . Thus, the estimation of the parameter pairs of the model is reduced and estimated over each dimension of the dataset. The gradient derivative of the expectation of the log-likelihood of the dataset w.r.t. a cd and b cd equated to zero, which is used to find the valueâ cd ,b cd that maximizes the likelihood as follows:
Where,
and
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From equations (11) and (12), equation (10) can be represented as follows:
where ψ(.) represents the digamma function defined as: ψ (λ) =´ (λ) (λ) . An exact solution to equation (13) does not exist [38] as the digamma function is defined though integration. Therefore, the Newton-Raphson (a tangent method for root finding) is used to estimate parameter pair a cd , b cd iteratively as:
Where
where ψ (.) represents the tri-gamma function. The initial values a
cd required to start the iteration process expressed in equation (14) is done through moment estimator of the beta distribution. The moment estimators of a cd are defined as:
whereμ cd is sample mean and σ 2 cd is the sample variance of the feature values corresponding to D-dimension of the feature vectors and belongs to the c th component of beta distribution. The Newton-Raphson algorithm converges when there is change in values of estimatesâ cd ,b cd is less than a small positive value ξ , with each successive iteration of equations (19) and (20) . Now, we can estimate the maximum likelihood of the parameters of beta distribution using EM algorithm. As the EM algorithm is highly dependent on initialization [39] , So Fuzzy C-Means (FCM) algorithm [40] is used to perform initialization. First, the dataset { X i } i=1,2,...,N is partitioned into C components. Next, the parameters of each component of the dataset is estimated using the method of moment estimator of the beta distribution [41] and setting them as initial parameters which is required in EM algorithm.
C. ESTIMATING THE NUMBER OF COMPONENTS IN THE MIXTURE
The various approaches have been proposed to estimate the number of components in mixture model. In this paper, we use deterministic approach based on EM algorithm to obtain a range of values for C = 1, 2, . . . , C max which is assumed to have optimal value of C [39] . The number of components is selected according to the following criteria: (21) whereˆ (C) is an estimate of the mixture parameters assuming that it has C components, and MSC ˆ (C) , C is the model selection criterion. In this paper, the ICL-BIC [21] is used as the model selection criterion defined as follows:
ic logẐ ic (22) where Ł C is the logarithm for getting the maximum likelihood solution of the beta mixture model, and p is the number of estimated parameters. The detailed procedure for estimating the optimal number of beta components in the mixture of the dataset is illustrated in Algorithm 1.
D. AUTOMATIC IDENTIFICATION OF TOPICAL AUTHORITATIVE USERS IN CQA SITES
Now, we focus on identifying the topical authoritative users' for questions by extracting question-answer threads from CQA sites. These question-answer threads are then preprocessed as specified in figure 1 so as to identify the features corresponding to the authority of the concerned users' in that thread. (14); Compute the value of ICL-BIC(C) using equation (22); else Initialize EM algorithm using FCM clustering algorithm; Alternate the following two steps to estimate the mixture parameters as: E-Step:
ic using equation (8); M-Step:
(1) Estimate the mixing coefficients using equation (9); (14); Repeat E-Step and M-Step until the change in equation (7) is negligible; Compute the value of ICL-BIC(C) using equation (22); end if-else end for SelectĈ such thatĈ = arg min C {ICL − BIC(C), C = 1, 2, . . . , C max }; end X i to the specific component based on membership values. In this way the user feature vectors are clustered into C components. The multivariate beta component that contains feature vectors with highest values is identified that represents most topical authoritative users' as per the assumption. The identification of such component is done by taking the average of estimated posterior probability of feature vectors along each dimension of the dataset. The component with larger average value represents the cluster of most topical authoritative users. Algorithm 2 illustrates the stepwise procedure to identify topical authoritative users in CQA sites.
IV. EXPERIMENTAL RESULTS AND EVALUATION
Now our aim is to test the correctness and effectiveness of proposed beta mixture model in identifying topical authoritative users in CQA sites.
A. DATASET DESCRIPTION
The two popular CQA sites: StackOverflow and AskUbuntu are investigated to test the mixture model from their publicly available dataset through Stack Exchange Data Explorer [42] . We have used the complete dataset about question posts
Algorithm 2 Topical Authoritative User Identification in CQA Sites
Input:
users' in the topics of the respective questions begin
(1) For a given CQA sites, extract the dataset containing question-answer threads; (2) Identify the features that represents topical authority of the users' for answering the question; (3) Represent each user with feature vector created between January 01, 2015 and March 31, 2015 on StackOverflow and the dataset for AskUbuntu is extracted since its inception to March 31, 2015. Additionally, we used 3,23,972 prior answers given by 10,340 answerer on StackOverflow and 1,49,579 prior answers given by 11,353 answerer on AskUbuntu of the extracted datasets to identify the topics they have answered previously. The statistics about the datasets relevant to our study has been presented in Table  2 . However, we have not included the data of question posts (i) which have less than five answers (ii) for which answer is not accepted yet, so as to identify the competitive topical authority of answerers of quality questions asked in these CQA sites.
The data collected from these CQAs are organized into the groups of answer according to the question referred as question-answer threads. The user feature vector is then created per answerer that consist the number of features that reflect the capability of user to answer the question. These feature vectors are then used as input for the mixture model. 
B. EVALUATION PARAMETERS
The various conventional evaluation parameters for the classification task are used on the labeled dataset of CQA users' based on score of prior answers given by them. The more score of the users' in the domain of question represents more topical authoritative user. The label of the answerer of a specific question is designated as topical authoritative if the normalized value of the score is greater than 0.5. The labeled values of the user are then used as ground truth to evaluate the performance of different classifiers and mixture model. The various standard evaluation parameters are based on confusion matrix of binary classifier presented in Table 3 .
1) Accuracy, which corresponds to ratio of correctly classified users and total users
where P and N are actual authoritative and non-authoritative users in the dataset.
2) Correct Detection (CD) rate, which gives the proportion of correctly identified authoritative users from total users
3) False Alarm (FA) rate, corresponds to proportion of nonauthoritative users incorrectly classified as authoritative users:
4) F-measure, corresponds to harmonic mean between precision and recall of authoritative users' class:
where,
5) Kappa, which compares an observed accuracy of authoritative users' with an expected accuracy and it is defined as:
where P 0 &P e are observed and expected accuracy respectively.
C. EXPERIMENTAL RESULTS
The extensive experiments have been performed on five equal subsets of each real dataset extracted from CQA sites namely StackOverflow and AskUbuntu. To demonstrate the correctness and effectiveness of our approach, the number of machine learning algorithms belonging to various categories of feature based learning algorithms are used for the comparison of the results. The five categories of these learning algorithms that we have used are as follows: (1 K-nearest neighbors (KNN); (5) Function-based classifier: SVM; (6) Mixture model-based approach: Gaussian Mixture Model (GMM). These categories of learning algorithms cover a wide spectrum of solution to the classification of users' in CQA sites. The first four categories of approaches used in the experiment are implemented using RWeka package in R. On other hand, the Gaussian Mixture Model (GMM) and proposed model based on Beta Mixture Model (BMM) is implemented using mixtools package in R. The results of all above approaches are evaluated using metrics explained in previous sub-section.
The accuracy of different classifier is presented in Figure 2 CD rate of different classifier is presented in Figure 3 (a) and 3(b) for StackOverflow and AskUbuntu dataset respectively. For StackOverflow, CD rate of proposed model is better for sub-dataset 3 & 5, and for rest sub-datasets the values of BMM is comparable. For e.g. RF, SVM, and BMM gives same and better value for sub-dataset 1; but for sub-dataset 2, Bagging gives highest value whereas SVM and BMM has equal and next highest value; for sub-dataset 5, SVM and BMM performs equally well. For AskUbuntu, BMM outperforms except for sub-dataset 2 & 4 where KNN gives highest value. the proposed BMM outperforms than other classification model in all the sub-datasets of both CQA site. F-measure is also taken into account to evaluate the classification model presented in Figure 5 Table 4 and Table 5 for StackOverflow and AskUbuntu dataset respectively. The statistical data is presented using different statistical measures such as min, max, and average for aggregating the results of different classifiers on sub-datasets of each CQA site. For StackOverflow dataset, the average value of accuracy, CD rate, and FA rate for BMM is 94.9%, 94.9%, and 8.3% that are better than other classifier; the average value of F-measure for BMM is 0.95 which is better and equal to Bagging, RF, and SVM; and the average value of Kappa for BMM is 0.86 which is also better and equal to RF and SVM. The minimum and maximum values reveal that the performance of Bagging, RF, and SVM are remarkable but overall BMM outperforms than others. Similarly, for AskUbumtu dataset, the average and minimum value of all the evaluation measures for BMM is greater than other classifiers whereas the maximum value is also better for BMM but equally well with SVM under CD rate and F-measure. The average value of accuracy, CD rate, FA rate, F-measure, and Kappa for BMM are 98.8%, 97.5%, 2.2%, 0.98, and 0.97 respectively. Hence, the statistical values for both CQA dataset indicating that the proposed BMM is effective in identifying the topical authoritative users' in QA pair of CQA sites. 
V. CONCLUSION AND FUTURE SCOPE
In this paper, the topical authoritative user identification for questions asked in two domain specific community question answering sites is demonstrated. First, we have briefly discussed the various existing approach with their limitation in identifying the authority users in online community sites. Basically, their approach is based on 1) Ranking, i.e. incapable of distinguishing authoritative and nonauthoritative users; 2) Classification, i.e. learning is highly dependent on labeled data; 3) User parameters, i.e. difficulties in fitting these parameters in model. Second, unlike the approach presented in [20] , the objective of our approach is to discriminate between topical authoritative users and topical non-authoritative users in CQA sites considering the above limitations. Identifying the topical authoritative user helps us to evaluate 1) the capability of users' to answer the particular question; 2) the knowledge of users' to conform the quality of answer; 3) the acceptance prediction of the answers of a particular question.
Our approach is based on BMM to identify topical authoritative users automatically. First, the number of features is identified to represent the users' (answerer) of a particular question as a user feature vector that contains topical authority information. The values of the features are calculated using statistical computing on metadata and statistical topic modeling on textual data of question-answer threads. Second, the users' feature vectors are then modeled as a mixture model using multivariate beta distributions. The ICL-BIC is used to estimate the number of components representing the mixture, while the mixture parameters are estimated through EM algorithm.
The performance and correctness of our approach is evaluated on five sub-datasets of each CQA sites: StackOverflow and AskUbuntu, extracted using Stack Exchange Data Explorer. The obtained results are then compared with the results of some supervised learning algorithms and the results of Gaussian mixture model (GMM) on these datasets. The results showed that the results of our approach are remarkable in comparison with supervised learning algorithms and GMM. The proposed approach is unsupervised and parameter-less, resulting several practical advantages over existing supervised learning algorithms in identifying the topical authoritative users in CQA sites. As gamma distribution is a special case of beta distribution, so it provides greater flexibility to fit the CQA datasets resulting improved performance of the model. Finally, in addition to approach proposed in [20] , in which the applicability is limited to identification of the authority users; our approach has several VOLUME 4, 2016 dimensions of applicability for e.g. to evaluate: answering capability of users' to a question, answer quality and answer ranking of a question etc.
The future scope is to incorporate the dynamic features and the value of existing features using time series analysis that may improve the model accuracy. The approach can also be extended to identify the different levels of topical authoritative users as and when required. The proposed method can also be applied to various online communities like Twitter, Microblogs, Linkedin, Yahoo! Answers, Quora, Bug Tracking System etc. to find the expert users in specific domain. 
