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The text-length-dependence of real word-frequency distributions can be connected to the general
properties of a random book. It is pointed out that this finding has strong implications, when
deciding between two conceptually different views on word-frequency distributions, i.e. the specific
‘Zipf’s-view’ and the non-specific ‘Randomness-view’, as is discussed. It is also noticed that the
text-length transformation of a random book does have an exact scaling property precisely for the
power-law index γ = 1, as opposed to the Zipf’s exponent γ = 2 and the implication of this exact
scaling property is discussed. However a real text has γ > 1 and as a consequence γ increases when
shortening a real text. The connections to the predictions from the RGF(Random Group Formation)
and to the infinite length-limit of a meta-book are also discussed. The difference between ‘curve-
fitting’ and ‘predicting’ word-frequency distributions is stressed. It is pointed out that the question
of randomness versus specifics for the distribution of outcomes in case of sufficiently complex systems
has a much wider relevance than just the word-frequency example analyzed in the present work.
PACS numbers: 89.75.Fb, 89.70-a
I. INTRODUCTION
The question of trying to understand what linguistic
information is hidden in the shape of the word-frequency
distribution has a long tradition. It goes back to the first
part of the twentieth century when it was discovered that
the word-frequency distribution of a text typically has a
broad “fat-tailed” shape, which often can be well approx-
imated with a power law over a large range [1–4]. This
led to the empirical concept of Zipf’s law which states
that the number of words that occur k-times in a text,
N(k), is proportional to 1/k2 [2–4]. The question is then
what special principle or property of a language causes
this power law distribution of word-frequencies and this
is still an ongoing research [5–10].
In middle of the twentieth century Simon in Ref. [11]
instead suggested that, since quite a few completely dif-
ferent systems also seemed to follow Zipf’s law in their
corresponding frequency distributions, the explanation of
the law must be more general and stochastic in nature
and hence independent of any specific information of the
language itself. Instead he proposed a random stochas-
tic growth model for a book written one word at a time
from beginning to end. This became a very influential
model and has served as a starting point for much later
works [12–17]. In the ‘Simon-view’ the shape of the word-
frequency distribution does not reflect any specific prop-
erty of a language but is shaped by a random stochastic
element. An extreme random model was proposed in the
middle of the twentieth century by Miller in Ref. [18]: the
resulting text can be described as being produced by a
monkey randomly typing away on a typewriter. However
the properties of the monkey book are quite unrealistic
∗ Petter.Minnhagen@physics.umu.se
and different from a real text [19]. This ‘Randomness-
view’ was recently developed further in a series of pa-
per in terms of concepts like Random Group Formation,
Random Book Transformation and the Meta-book [19–
23]. A crucial difference, compared to the ‘Zips-view’, is
that the ‘Randomness-view’ is based on the notion that
the shape of the word-frequency distribution is a gen-
eral consequence of randomness which carries no specific
information of the language.
In other words the Zipf-view is leaning more on the idea
that a language is a special system and that as a conse-
quence the functional form of the word-frequency distri-
bution reflects some specific property of the language,
whereas the Randomness-view maintains that very little
specific language information can be extracted from this
distribution.
The concept of randomness in a text dates back to at
least 1913 and A. Markov [24, 25]: Markov demonstrated
that even an exquisitely crafted poem like Pushkin’s Eu-
gene Onegin, when viewed as a string of letters, contained
random features like e.g. how often a randomly chosen
letter is followed by a consonant or a vowel. This was
at the beginning of what developed into the fundamental
statistical concept of Markov chains. This begs the con-
ceptual question of how something crafted with such an
amount of intention, purpose and meaning could possibly
contain something entirely random. A somewhat related
question is hidden within the decimal tail of the number
pi = 3.14159265.....: The decimal tail of pi has a defi-
nite cause since it is the ratio between the circumference
and diameter of a circle. Thus every decimal in the ex-
pansion is solidly given. However, if you pick a decimal
place randomly and read off its value and ask yourself
what the value of the next decimal might be, then it is
with equal probability any of the numbers 0,1,..,9. Thus
the poem Eugene Onegin and the number pi both display
2some randomness in spite of their perfectly deterministic
cause.
From a statistical point of view the decimal tail of pi is
pseudo-random and equivalent to a number-series created
by throwing a dice with ten fair outcomes. However, if
the only thing you know is that the decimal tail of pi is
equivalent to a pseudo-random series, throwing the dice
will not give you any information as to the ratio between
the circumference and the diameter of a circle.
Words in a text are random in an analogous fashion; A
specific word occurs k times in the text and N(k) specific
words occur the same number of times. Suppose you
randomly pick a word in the text and that this word
occurs k
′
times. What is the total number of occurrence
in the text of the following word? The randomness view
argues that this occurrence is random and given by a
probability proportional to N(k). The dice N(k) itself
can be estimated using the maximum entropy principle
[22].
The fact that frequency distributions of possible
outcomes for some sufficiently complex deterministic
systems reduce to equivalent random distributions is
not restricted to words[22, 26–30]. Deterministic sys-
tems which display random features are termed pseudo-
random. In the discussion section some more examples
are mentioned. However, in the present paper we analyze
the consequences for words in a text. The general point
is that the ideas of scale-freeness ingrained into the vari-
ous Zipf’s law approaches are superseded by the inherent
randomness, which we argue is a very basic property of
a written text.
In order to be concrete we will focus on the difference
between, on the one hand, a generalized scaling law for
word-frequency distributions proposed by Font-Clos et
al in Ref. [10] and suggesting a bona fide specific prop-
erty of a language, and, on the other hand, the general
predictions from the Randomness-view [19–23].
We will in the present paper use the following notation:
NM (k) (NM (≥ k)) is the number of distinct words which
occur k-times (k-times or more) in a text which in total
containsM words. The scaling law proposed in Ref. [10]
can be cast into the form NM (≥ k) = G(k/M).
In section II, we first demonstrate directly from raw
data that NM (≥ k) does indeed change shape with text-
length in a very systematic manner such that the pro-
posed scaling-form NM (≥ k) = G(k/M) cannot be con-
ceptually valid. This means that this scaling function
cannot be a true specific feature of the word-frequency
distribution. In section III, we then compare the system-
atic length dependence of NM (≥ k) with the predictions
from the ‘Randomness-view’ and indeed find consistent
agreement. We elucidate just how little information you
need about the language in order to predict the character-
istic features of the data for the word-frequency. This has
a crucial and more far reaching consequence: whenever
you need very little information to describe a particular
feature, then indeed very little specific information about
the system can be extracted from this characteristic fea-
ture. In section IV, we discuss and show that for a distri-
bution NM (k) ∝ 1/k the shape is indeed length-invariant
under the randomness (more precisely under the Random
Book Transformation assumption [20–23]). In Ref. [21]
it was observed that the limit of a very large text by an
author seems to approach the limit NM (k) ∝ 1/k. This
suggests that this approximate scaling should work bet-
ter the longer the text is. Some concluding remarks are
added in section V, in particular on the applicability of
the ‘Randomness view’ to a much broader spectrum of
complex systems.
II. SCALING OR NO SCALING?
The first issue is the factual situation. Does or doesn’t
the word-frequency distribution, NM (k) change shape
when shortening the text-lengths M? Note that, in the
present context, two curves have the same shape pro-
vided their log-log-plots can be slid on top of each other,
so that one is entirely on top of the other.
Figure 1(a) gives a first illustration: the number of dis-
tinct words in a text, N , increases with the total num-
ber of words in the text M . N as a function of 1/M
is determined for two novels, Moby Dick by H. Melville
and Harry Potter 1-7 by J.K. Rowling, by taking aver-
ages over fixed text-length M . The data is plotted as
N against 1/M in a log-log scale. In the limit M = 1
is N = 1 (the first word is always a distinct word), so
that the curves in Fig. 1(a) overlap at this point (which
is the right-most point in Fig. 1(a)). However as M
increases the two curves start to systematically deviate.
This demonstrates that these two curves do have different
shapes. What conclusions can be drawn from this fact?
The first conclusion is that the function N(1/M) is not a
universal function of a language. Other possibilities are
a) a property of a given language at a particular time-
period (a language evolves slowly with time[31, 32]), b)
a unique property of an author writing a text or c) just
a property of a particular text. As argued in Ref. [21],
where the complete production of three different authors
are compared, it is to good approximation a property of
the author. In Ref. [21] it was argued that this is related
to the concept of a Meta book for an author, reminiscent
of an author-fingerprint.
Next we investigate the number of distinct words,
NM (≥ k), which occur more or equal to k times in a
text of length M . First one may note that since any dis-
tinct word must occur at least one time it follows that
NM (≥ 1) = N(M). This means that if we instead change
the number of occurrences k to the relative number of
occurrences k/M , then NM (≥ k) becomes NM (≥ k/M)
and NM (≥ 1/M) = N(1/M). This latter form should,
according the scaling form NM (≥ k) = G(k/M) be scale-
invariant. To check this we again start with Moby Dick.
First one notes that NM (≥ kmax/M) = 1, because the
most common word ‘the’ is a single word. This means
that if one plots NM (≥ k/M), as a function of k, in
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FIG. 1. Direct test of the scaling-relation NM (≥ k/M) = G(k/M): (a) shows N(1/M), the number of distinct words, N , as a
function of the inverse text-length, 1/M for Moby Dick (upper curve) and Potter 1-7 (lower curve). These two curves are on
top for 1/M = 1 because any text of unit length contains precisely one word. However, for longer text-lengths they start to
deviate. As explained in the text, the shape of N(1/M) is a characteristics of the author and typically differs between authors
(in this case Melville and Rowling: Rowling uses fewer specific words). (b) G(x) = NM (≥ k/M) for fixed M and varying k is,
in case of Moby Dick, compared to G(x) = NM (≥ k/M) for varying M and fixed k = 1. According to the scaling relation these
two curves should be identical. The lower curve is G(x) for fixed M varying k and the upper curve G(x) for k = 1 varying M .
Note that in this latter case G(x) = N(1/M), which is the upper curve in Fig. 1(a). The dashes vertical line is the log of the
text length which on the average contains one the (=the most frequent word in the full text). This text length is about 15
words. This means that the two curves in Fig. 1(b) by definition agree at the left end point, but have to differ by the log(15)
at the right end point of the lower curve. So they are conceptually two distinct curves, which can never be connected by a
scaling relation; (c) illustrates the same features as Fig. 1 (b) but for Potter 1-7. In this case the average text-length which
contains on the average one the is 23 words. In Fig. A1 NM (k) and N(M) are replotted for Potter 1-7 in order to compare
with power-law concepts like Zipf’s law and Heaps’ law.
the same plot as N , as a function of 1/M , then these
two curves will coalesce at the left end points by defini-
tion. Next one takes the occurrence-randomness of the
words in a text into account, which means that the ra-
tio between the number of ‘the’ and the total number of
words M ′ is to good approximation constant (≈ 0.066
for Moby Dick (see inset in Fig. 2(a) and also Fig. 3
in Ref. [21]). This means that, on the average, approxi-
mately every 15th word in the text is a ‘the’. Or, in other
words, a text-part of length M1 = M/kmax on the aver-
age contains one ‘the’, which means that N(1/M1) ≈ 15
for Moby Dick. Since NM (≥ (k = kmax)/M) = 1 is not
equal to NM (≥ (k = 1)/(M/kmax) ≈ 15, this shows that
NM (≥ k/M) is not a scaling function in the complete
range of the variable k/M . This inequality is illustrated
in Fig. 1(b) for Moby Dick and in Fig. 1(c) for Potter
1-7. However, as explained above, the randomness view
implies that it is a valid scaling for the most frequent
word so that NM (≥ (k = kmax)/M) = 1 irrespective of
M . The randomness view implies that this is the only
point where the scaling is expected to be strictly valid
[19, 21].
In Fig. 2 we investigate this discrepancy in more detail:
the novels are divided into text-lengths of given sizes M
and the NM (≥ k/M) is obtained as the average over
such fixed text-lengths. A first observation is that NM (≥
1/M) = N(1/M), which means that the left-most point
for each text-length falls on the respective N(1/M) curve
shown in Fig. 1. Fig. 2(a) shows the result for Moby
Dick. The complete Moby Dick contains M = 212473
words and corresponds to the lowest curve in Fig. 2(a).
The texts parts correspond to M/10, M/100, M/500,
M/1000, and M/3000, respectively. One notes that all
these text parts to good approximation starts from the
same right-most point kmax/M . The reason for this is
the following: the most frequent word in an English text
is the word the. To good approximation the density of
the’s is independent of where in the novel you are. In
Moby Dick the density of the is kmax/M = 0.066 and is
to good approximation constant and independent of the
text lengths (compare inset in Fig. 2(a)) [21] .
If the scaling NM (≥ k) = G(k/M) was entirely cor-
rect, then all the data in Fig. 2(a) should fall on the
full N(1/M) (highest curve in Fig. 1(a)). This is clearly
not the case. Next you can ask if the data for the parts
of Moby Dick can be slid so that the overlap with the
data for the full Moby Dick. However this is not possible
because the curves describing the data do in fact have
different shapes. Thus the scaling NM (≥ k) = G(k/M)
is very approximate and limited to values close to kmax
(see Fig. A3(a) in Appendix A for a estimate of relative
errors). Figure 2(b) contains the same analysis as Fig.
2(a) but for the Harry Potter novels 1-7. Combined into
one text these novels contain M = 1012790 words and is
hence about five times larger than Moby Dick. However,
the conclusions are just the same as for Moby Dick. Yet,
one notes that the full Harry Potter and a twentieth-part
of Harry Potter, for larger values of k/M , overlap to good
approximation in Fig. 2(b). We will come back to the
issue of what might be implied by this particular overlap.
As pointed out in Ref. [10], the implication from the
scaling function is that, if the full text can be approxi-
mated by a power law, then all the text-parts should be
well approximated with the same power-law. In other
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FIG. 2. Test of the scaling form G(x) = NM (≥ x = k/M) by
comparing different text-lengths: (a) data for parts of Moby
Dick, where n denotes the average over an nth-part of the
novel. All these nth-part curves to good approximation starts
from the same right-most point because kmax/M is to good
approximation independent of the text length, as shown by
the inset. However all curves by definition ends on the corre-
sponding N(1/M)-curve (same curve as in Fig. 1(b)). Clearly
all these nth-part curves have different shapes and are not
connected by a scaling relation; (b) same as Fig. 2(a) for
Potter 1-7. (c) power law approximation for the nth-parts for
Moby Dick: γ systematically increases with shortening the
text-length.; (d) shows this systematic increase of γ for Moby
Dick and Potter. Note that γ diverges, as the limit text-
length corresponding to one the on the average is approached
(compare Figs. 1 (a) and (b)). The length-independent γ
predicted by invoking a scaling relation corresponds to the
horizontal lines in Fig. 2(d).
words the implication is that the power-law index γ does
not change with text-size, in direct contradiction to the
prediction from the ‘Randomness-view’ [19, 21]. Figure
2(c) shows that the full Moby Dick can indeed be approx-
imated by a straight-line (over a range, see Appendix A).
The slope of this line is γ − 1 = 0.97. However, also the
text-parts can to good approximation be approximated
by such lines, but these lines become steeper the smaller
the text part. Thus the power law index γ does systemat-
ically increase with smaller text size. Figure 2(d) shows
this systematic increase in the power-law index with de-
creasing text length. Note that as the text-length limit
M1 = M/kmax is approached γ diverges (see Figs. 1(b)
and (c)). The prediction, based on invoking the scaling
assumption[10], is that γ is constant (the horizontal line
in Fig. 2(d)) which has no support by the data.
In this section we have demonstrated that the scaling
law NM (≥ k) = G(k/M) is not borne out by data. This
conclusion was reach by carefully analyzing the conse-
quences of such a scaling law, rather than just trying
to fit it to the data over a limited range. Before dis-
cussing the possible implications, we will in the next
section widen the perspective and describe what the
‘Randomness-view’ predicts and implies.
III. RANDOMNESS-PREDICTIONS
The ‘Randomness view’ of word-frequency distribu-
tions is based on two assumptions. The first is that a text
written by an author is homogeneous (i.e. the chance of
randomly picking a word of occurance k is equal over
the text) and the second randomness assumption enters
through the maximum entropy principle. More precisely
the first means that if you enumerate the word positions,
M , in the text by i = 1, ..M then the probability to
find a word which occurs k times in the text is to good
approximation independent of the position i within the
text. For example you do not find more rare words at the
end of the text than in the beginning and the most com-
mon word ‘the’ is to good approximation evenly spread
through the text. This assumption can be expressed by a
mathematical transformation, the Random Book Trans-
formation(RBT) [20, 21], which will be described and
discussed below in the present section. However, the ba-
sic consequence of the homogeneous assumption is that
if you take an nth-part of the text the word-frequency
distribution is to good approximation the same as if you
just randomly deleted words from the text until only an
nth-part remain. This means that the homogeneous as-
sumption immediately leads to a prediction for the word-
frequency of the nth-part of the text. This prediction for
Moby Dick is given in Fig. 3(a). The point is that the
homogeneous assumption to good approximation predicts
how the word-frequency changes when you take a part of
the text. It also predicts that the power-law index γ
increases with decreasing text size. The conclusion in-
ferred from Fig. 3(a), is that the randomness implied
by the homogeneous assumption gives both a qualitative
and a quantitative agreement with the data (Fig. A3 in
Appendix A gives the relative error for the predictions
and compared to the same error obtained from the scal-
ing assumption).
The second randomness assumption enters through the
maximum entropy principle. This is the same principle
which in physics gives rise to the ideal gas law by assum-
ing that the collisions between the gas-molecules in a con-
tainer are random or the Gauss-distribution by assuming
that the deviations around some average are random. In
the present context it can be formulated as the Random
Group Formation (RGF) [22]. RGF predicts the word-
frequency distribution from the sole knowledge of the to-
tal number of words M , the number of distinct words N
and the frequency of the most common word kmax [22].
The point is that the RGF-prediction is a general predic-
tion where the randomness is incorporated into the max-
imum entropy principle: it predicts the probability P (k)
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FIG. 3. Randomness predictions for partitions of texts. (a)
shows the nth-parts of Moby Dick (full curves) and the ran-
domness prediction following from the homogeneous assump-
tion (dashed curves). The near perfect agreement suggests
that world-frequency distributions for the nth-parts follow
from simple statistics. (b) goes one step further. Here the
starting knowledge is just M , N , and kmax for the full text
of Moby Dick. The nth-parts are predicted by first using ran-
domness in the form of the maximum entropy principle and
RGF to obtain P (k) for the full text and then subsequently
using randomness in the form of RBT-transformation (Eqs
(1,2,3) to get the parts. The nth-parts predictions are again
given by the dashed curve and the agreement is nearly as good
as in (a) (see Appendix A for a plot of relative errors). This
suggests that the shapes of word-frequency distributions con-
tain basically no explicit linguistic information. (c) and (d)
give the corresponding results for the Harry Potter data.
that an object belongs to a group containing k objects
provided that you know that the total number of objects
is M , the total number of groups is N and that the num-
ber of objects in the largest group is kmax [22]. Thus the
RGF-prediction involves no linguistic information other
than the identification between objects and words and
between groups and distinct words. What is reflected in
the word-frequency distribution is some general property,
which texts share with many other completely unrelated
phenomena [22, 23, 26–28]. Thus RGF predicts the prob-
ability PM (k) = N(k)/N for the full text without any
explicit linguistic information and the homogeneity as-
sumption transforms this expectation into the text-parts
of length M/n using the Random Book Transformation
(RBT) inherit in the text homogeneity assumption [21]
PM/n(k) = B
M∑
k′=k
Akk′PM (k
′), (1)
where PM/n and PM are column matrices corresponding
to PM/n and PM . The transformation matrix Ak′k is
given by
Akk′ = (n− 1)
k′−kn−k
′
Ck
′
k , (2)
where Ck
′
k is binomial coefficient. B is given by the nor-
malization condition
B−1 =
M∑
k
M∑
k′=k
Ak′kPM (k
′). (3)
Thus, by combining the maximum entropy randomness
with the homogeneity randomness, the word-frequency
for parts of Moby Dick can be entirely predicted from
the sole knowledge of M , N and kmax for the full text.
These predictions are given by the dashed curves in Fig.
3(b). The agreement with the data (full drawn curves
in Fig. 3(c)) is striking (see Fig. A3(b) in Appendix A
for the relative errors). The fact that you to good accu-
racy can predict the features of the word-frequency from
two very general assumptions of randomness and with-
out any specific linguistic information conversely suggests
that you can extract basically no linguistic information
from the shape of the word-frequency distribution.
IV. SHAPE INVARIANCE UNDER THE
RANDOM BOOK TRANSFORMATION
The RBT-transformation given in Eqs. (1,2,3) pre-
dicts how the probability distribution PM (k) = N(k)/N
for the full text changes into PM
n
(k) for the nth part
when assuming text-homogeneity. At the same time the
RGF-function PM (k) ∝ exp(−kb)/k
γ with γ typically
in the range [1.5, 2] gives both a qualitatively and quan-
titative account of word-frequency distributions in real
texts [22]. This means that one can use the functional
form PM (k) ∝ exp(−kb)/k
γ in order to understand how
the general shape of the frequency distribution influ-
ences what happens when one takes an nth-part of the
text. This leads to two exact mathematical results which
helps clarifying the situation. The first result is that
PM (k) ∝ exp(−kb)/k under the RBT transforms as
PM
n
(k) ∝
exp(−k ln(n(eb − 1) + 1))
k
(4)
This means that the limit case b = 0 and PM (k) ∝
1/k is invariant under the transformation. However,
1/k is not normalizable, so b has to be larger than
zero. If b is small enough then Eq. (4) reduces to
PM ′=M/n(k) = A(n)exp(−knb)/k. The average < k >=∫
∞
1
PM ′=M/n(k)dk then becomes < k >= A(n)e
−bn/bn,
so that M ′/N ′ =< k >= A(n)/bn for small bn. It fol-
lows that M ′N ′PM ′(k) = M
2bexp(−bnk)/(kn). Con-
sequently, in this special case and provided n is small
enough, M ′N ′PM ′ (k/M
′) obeys the scaling proposed by
Font-Clos et al in Ref. [10]. Fig. 4(a) shows the result
for Eq. (4) for the same M and b as for Moby Dick. As
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FIG. 4. Results for partitioning of frequency probability dis-
tributions of the form PM (k) ∝ exp(−kb)/k
γ. (a) is the
exact results for the special frequency probability function
PM (k) ∝ exp(−kb)/k
1 given by Eq. (4). Here M and b are
the same as for Moby Dick. In this case the N ′M (≥ k/M
′)-
curves are almost collapsed forM ′ =M/n with n ≤ 10. How-
ever for n > 10 the deviations become significant. (b) shows
the case for PM (k) ∝ exp(−kb)/k
1.5 again with the same M
and b as for Moby Dick. In this case a book consistent with
the distribution is created and partitioned. One notes that
the deviations are significant already for n ≥ 3.
seen from the figure, in this special case of γ = 1, the ap-
proximate scaling is according to the “randomness-view”
predicted to hold to good approximation down to a tenth
of the original text-length. However, for larger n the sit-
uation shown in Figs. 4(b) and (c) is recovered, as it
must from general considerations.
The second analytical solution to Eqs. (1,2,3) is
PM (k) ∝ exp(−kb)/k(k − 1) which transforms into
PM
n
(k) ∝
exp(−(k − 1) ln(neb − n+ 1))
k(k − 1)
(5)
One notes that this form diverges at k = 1. The point is
that if you start with PM (k) ∝ exp(−kb)/k
γ and γ > 1
then you approach this divergent form with increasing
n. This tendency is illustrated in Fig. 4(b) for the case
PM (k) ∝ exp(−kb)/k
1.5 with the same M and b as for
Moby Dick. In this case the deviation from the approx-
imate scaling form is significant already for n = 3. The
point is that since a real text corresponds to 1.5 < γ < 2,
it follows that it will always change shape whenever n be-
comes large enough. It also follows that the discrepancy
between a scaling curve and the data for a given n will
depend on the starting shape. The larger γ the starting
shape has, the larger discrepancy for a given n. This
explains why the discrepancy in case of Potter 1-7 for
n = 20 is smaller than for Moby Dick (compare Figs.
2(a) and (b)). Another aspect, which is to some extent
reflected in the difference of the 20th-parts for Moby Dick
and Potter 1-7, is related to the Meta-book concept dis-
cussed in Ref. [21]. The meta-book of an author is all
novels written by an author added together to a single
text. The larger part of this text you analyze, the smaller
the power law index γ [21]. It was suggested that, in the
limit of an infinite text, γ approaches 1 and the distri-
bution PM (k) approaches the limit form 1/k [21]. This
means that the longer the text, the smaller the γ and
consequently also the smaller the difference in functional
form, when taking an nth-part. Thus the fact that Potter
1-7 is about five times longer than Moby Dick suggests
that the discrepancy between the 20th-part and the full
text should be larger for Moby Dick than for Potter 1-7,
in accordance with Figs. 2(a) and (b).
In conclusion we find that an approximate scaling form
in a special case indeed emerges from the randomness
assumption that words with a given frequency are equally
likely to appear anywhere in a text.
V. CONCLUDING REMARKS
This paper discusses both general and specific issues
in connection with analyzing word-frequency distribu-
tions. The first general issue concerns the two seem-
ingly not compatible views on word-frequencies i.e. the
‘Zipf’s view’ attributing specific properties to the dis-
tribution and the ‘Randomness view’ which emphasizes
the non-specific character of the distribution. We have
here shown that the ‘Randomness view’ predicts word-
frequency distributions both qualitatively and quanti-
tatively. The conclusion drawn from this is that the
shapes of word-frequency-distributions are general fea-
tures, which word-distribution share with a multitude of
totally unrelated phenomena and that in fact the lin-
guistic content, which can be drawn from these distri-
bution, is basically nil. This is contrary to the ‘Zipf’s
view’, which often presumes that the shapes of word-
frequency distributions carry specific linguistic informa-
tion. As a concrete example we discussed a generalized
scaling which could well have reflected such a specific
feature [10]. However carefully analysis showed that this
particular scaling is not borne out by the data and does
not suggest any specific feature beyond the randomness.
The second general issue is the conceptual difference be-
tween predicting and fitting: The ‘Randomness view’ pre-
dicts word-frequency distributions from general assump-
tions, whereas fitting to particular curve-forms is a com-
mon procedure within this field and a successful fit to
the data over a limited range is often furthermore taken
as evidence of the correctness of the assumptions under-
lying the curve-form. In the concrete example discussed
here, it was proposed that the suggested scaling function
could be approximately parameterized by a single curve-
form with two free parameters [10]. However, as shown,
such a fitting does not imply anything beyond what is
contained in the randomness-view.
More generally from the point of the present work, an
analysis based on fitting word-frequency data to power-
laws has but little information value, in spite of its long
history stemming from Zipf’s early work in 1932 [2].
The questions of how a power-law fitted to data for
N(M) (usually called Heaps’ law) relates to a power-
law fitted to word-frequency distribution P (k) (usually
called Zipf’s law) is discussed in Ref. [33]. From the
7randomness-perspective such power-law fittings carries
no additional information: N(M) and P (k) carry the
same random-information and the N(M) can be directly
obtained from P (k) [19, 33]. The relation between Heaps’
law and Zipf’s law in the present context is further illus-
trated in Appendix A. Another general point is that that
P (k) is never quite a power-law as can be seen from Fig.
1(b) and (c) and Fig. A1 in Appendix A. The P (k) in a
log-log plot bends for higher values of k in accordance
with RGF-form from the maximum entropy principle.
Sometimes this bend is, in accordance with the scale-
freeness ideas, associated with yet a second power-law as
in the case of language corpora in Ref. [32]. In Appendix
A we show that such corpora are also well described by
the randomness-view and the RGF-form (compare Fig.
A2). Thus fitting the data by two power-laws does by
itself not imply any specific language feature.
Word-frequencies are not the only example for which
outcomes for some complex deterministic systems reduce
to random distributions. Other examples are e.g. distri-
bution of species into taxa in biology [28], chemical reac-
tion networks [26], family names [22, 27], sizes of popula-
tion centers [22] and travel distance distributions [29, 30].
Thus the question of random versus specific is relevant
in a much broader context than just word-frequencies.
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FIG. A1. Power-law fitting versus randomness predictions. The data for the Potter text (same as in Fig. 1 (c)) are replotted
as P (k) versus k in (a) and in (b) as N(M) versus M . In these log-log plots a power-law corresponds to a straight line. A
straight line approximation in (a) is called a Zipf’s law approximation and in (b) a Heaps law approximation. Since the data
is curved you can get a rather good representation by fitting two straight lines. The left of these is in (a) usually referred to
as the Zipf’s law approximation and the right either as a cut-off or a second scale-free region. In (b) the right straight-line is
referred as the Heaps law approximation and the left as the asymptotic limit where each word is a new word. (c) shows that
you can predict the data to good approximation directly from the sole knowledge of M , N and kmax.
Appendix A
Zipf’s law is often expressed in terms of the probability
function P (k) = NM (k)/N where N = NM (≥ 1) is the
total number of specific words. A log-log plot of P (k) is
given Fig. A1(a). The data is the same Potter text as
in Fig. 1(a) and is represented by dots in binned form
in the figure. Zipf’s law means, in its original form, that
this data should fall on a straight line with slope -2. As
seen in the figure the left part of the data can we well
approximated with straight line of slope -1.6 (full line
in Fig. A1(a)). This is often taken as evidence that a
language can be associated with the specific property of
scale-freeness, although with a different exponent than
the -2 stipulated by Zipf’s law. However, since the data
actually follows a bent curve the right part of the data
fits better to a straight line with a steeper slope (dashed
line in the Fig. A1(a)). This means that the data can be
rather well fitted by two straight-lines of different slopes.
The fact that you need two straight-lines to fit the data
was discussed in Ref. [32] in case of large language cor-
pora. Two examples from the Google 1-grams data [34]
are shown in Fig. A2. As seen both sets can be well
represented by fitting to two straight lines in accordance
with Ref. [32]. The full drawn curve in Figs. A2 (a)
and (b) are predictions from the randomness view. The
randomness prediction maintains that if you know M ,
N ,and kmax you can regardless of language predict P (k)
very well. Furthermore the randomness predictions can
also be well fitted to two straight-lines. Thus there is lit-
tle evidence that you can extract any additional informa-
tion by fitting to two straight-lines than what is already
contained in the randomness view. Fig. A1 (c) gives the
corresponding randomness prediction of the Potter text.
Figure A1 (b) shows N(M) for the Potter text i.e. the
number of specific words as a function of the length of
the text. Also this curve can to some extent be fitted to
a power law (straight full line in Fig. A1 (b)). This is
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FIG. A2. Power-law fitting versus randomness predictions for
Google 1-grams. (a) is for English and (b) for German. In
both cases you can fit the data for Pk) versus k in a log-log
plot with two straight lines. However, the data is already
well predicted from the sole knowledge of M(N), N and kmax
using the randomness property.
in approximate agreement with Heaps law which states
that N(M) has a power-law character. However, since
the first words are specific the slope of the power-law is
≈ 1 in the left-most part and it then decreases because
the curve is apparently bent. From the random-view per-
spective, P (k) and N(M) are simply related and contain
the same information [19]. In particular the randomness
view predicts that if P (k) is a power-law then the corre-
sponding Heaps law can only be approximate [19]. Nev-
ertheless one can derive approximate relations between
the approximate power-laws [33]. In the simplest ap-
proximation it is just α = γ − 1 provided P (k) ∝ 1/kγ
and N(M) ∝Mα. This relation holds pretty well for the
full drawn lines in Fig. A1 (a) and (b). In Fig. 2 (c)
and (d) we have in, correspondence with Fig. A1 (a),
used the left part of the data to extract an approximate
power-law.
Figure A3 supplies a measure of the precision in Figs.
2(a), 3(a), and 3(b). Fig. 2 (a) compares n-parts of
Moby Dick with the full text nth = 1. The relative error
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FIG. A3. Relative error for the predictions illustrated in
Figs. 2(a), 3(a) and 3(b). The relative error is given by√
(k/kpred − 1)2 where k(kpred) is the measured (predicted)
value, respectively. (a) is the scaling prediction that the
data for the nth-part should fall on on the full text data
nth = 1. The error becomes large for towards smaller k val-
ues (upto 200-300%) and progressively worse with decreasing
text-length. (b) A blow up showing where the error becomes
larger than 50% for the various text-lengths. (c) shows the
randomness prediction which has much smaller relative errors
in the range of 10% over the complete range. (d) is the pre-
diction based on the sole knowledge of M , N , and kmax for
the complete text. The relative errors are only slightly larger
than for (c). It is the small relative errors in (c) and (d) which
are reflected in the near overlaps between prediction and data
in Fig. 3.
made is given in Figs. A3(a) and (b): Fig. A3(a) shows
that the relative error becomes very large (upto 300%)
for the smaller values. Fig. A3(b) shows the error for
larger values in a blown up scale. This should then be
compared to the relative error between the data and the
randomness prediction shown in Fig. A3(c) which corre-
sponds to Fig. 3(a). By comparing Figs. A3(a), (b) and
(c), one finds that the randomness prediction is a better
prediction than the scaling prediction. Fig. 3(c) corre-
sponds to prediction you get from the sole knowledge of
M , N and kmax for the full Moby Dick. Thus without
any knowledge of the author or what language the text
is written in. From this point of view the smallness in
the relative error is notable.
