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Abstract
We propose two novel solvers for estimating the egomo-
tion of a calibrated camera mounted to a moving vehicle
from a single affine correspondence via recovering special
homographies. For the first class of solvers, the sought
plane is expected to be perpendicular to one of the camera
axes. For the second class, the plane is orthogonal to the
ground with unknown normal, e.g., it is a building facade.
Both methods are solved via a linear system with a small
coefficient matrix, thus, being extremely efficient. Both the
minimal and over-determined cases can be solved by the
proposed methods. They are tested on synthetic data and on
publicly available real-world datasets. The novel methods
are more accurate or comparable to the traditional algo-
rithms and are faster when included in state of the art robust
estimators.
1. Introduction
The estimation of plane-to-plane correspondences (i.e.,
homographies) in an image pair is a fundamental problem
for recovering the scene geometry or the relative motion of
the camera. Many state of the art (SOTA) Structure from
Motion [29, 30, 28] (SfM) or Simultaneous Localization
and Mapping [12, 1] (SLAM) algorithms combine epipo-
lar geometry and homography estimation to be robust when
the scene is close to being planar or the camera motion is
rotation-only – those cases when the epipolar geometry is
not estimable. In this paper, we use non-traditional input
data (i.e., affine correspondence) and focus on a special case
when the camera is mounted to a moving vehicle and there
is a prior knowledge about the sought plane, for instance, it
is the ground or a building facade.
Nowadays, a number of algorithms exist for estimating
or approximating geometric models, e.g., homographies,
using affine correspondences. An affine correspondence
consists of a point pair and the related 2 × 2 local affine
transformation mapping the infinitesimally close vicinity of
the point in the first image to the second one. A technique,
proposed by Perdoch et al. [22], approximates the epipolar
geometry from one or two affine correspondences by con-
verting them to point pairs. Bentolila and Francos [8] pro-
posed a solution for estimating the fundamental matrix us-
ing three affine features. Raposo et al. [25, 24] and Barath et
al. [3] showed that two correspondences are enough for es-
timating the relative camera motion. Moreover, two feature
pairs are sufficient for solving the semi-calibrated case, i.e.,
when the objective is to find the essential matrix and a com-
mon unknown focal length [6]. Furthermore, homographies
can be estimated from two affine correspondences [14] and
in case of known epipolar geometry, from a single corre-
spondence [2]. There is a one-to-one relationship between
local affine transformations and surface normals [14, 5] for
calibrated image pairs. Pritts et al. [23] showed that the
lens distortion parameters can be retrieved as well. Affine
features encode higher-order information about the scene
geometry, thus the previously mentioned algorithms solve
geometric estimation problems from fewer features than
point-based methods.
For obtaining affine correspondence, one can apply one
of the traditional affine-covariant feature detectors, thor-
oughly surveyed in [17], such as MSER [16], Hessian-
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Figure 1: Visualization of the configuration. Cameras C
and C′ related by a rotation R around the vertical (yaw)
axis and translation t = [tx, 0, tz]T. Four different cases
are considered, i.e., when the points originate from a (1)
horizontal P1, (2) vertical frontal P2, (3) vertical side P3,
and (4) general vertical plane P4.
Affine, Harris-Affine, etc. Another way of acquiring affine
features is via view-synthesizing, e.g., as done in Affine-
SIFT [20] or MODS [18], by sampling the affine space
and affinely warping the input images. Moreover, there
are modern learning-based approaches, e.g., the Hes-Aff-
Net [19] which obtains affine regions by running CNN-
based shape regression on Hessian keypoints.
The attention recently is pointing towards autonomous
driving thus, it is becoming more and more important to
design algorithms exploiting the properties of such a move-
ment to provide results superior to general solutions. Con-
sidering that the cameras are moving on a plane, e.g., they
are mounted to a car, is a well-known approach for reducing
the degrees-of-freedom, thus, speeding up the robust esti-
mation. Note that this assumption can be made valid if the
vertical direction is known, e.g., from an IMU sensor.
Ortin and Montiel [21] proved that, in case of planar
motion, the epipolar geometry can be estimated from two
point correspondences. Since then, several solvers have
been proposed to estimate the motion from two correspon-
dences [11, 10]. Scaramuzza [27] proposed a technique us-
ing a single point pair for a special camera setting assuming
the special non-holonomic constraint to hold.
The most related work to ours is the paper of Saurer
et al. [26]. They estimate homographies from point corre-
spondences by considering that there is a prior knowledge
about the normal of the sought plane, e.g., it is orthogonal
or parallel to the plane on which the vehicle, i.e., typically
a (quad)copter, moves. In their paper, the camera rotates
around the optical axis contrary to this work, where we as-
sume planar motion.
Contribution. We propose two classes of solvers for es-
timating special homographies from a single affine corre-
spondence. Planar motion is assumed here. For the first
one, the plane is assumed to be perpendicular to one of the
camera axes. For the second one, the plane is vertical, e.g.,
it is a facade of a building, with its normal represented by a
single angle. The proposed methods are solved as a linear
system, thus, being extremely fast, i.e., 5–10 µs. The meth-
ods are tested on synthetic data and on publicly available
real-world datasets. They lead to accuracy better than the
traditional algorithms while being faster when included in
SOTA robust estimators.
2. Problem Statement
Given two calibrated cameras, with intrinsic camera ma-
trices K and K′, a planar object is observed. The world
coordinate system is fixed to the first camera. The projec-
tion matrices are P = K [I |0], P′ = K′ [R | t], where
matrix R and vector t are, respectively, the 3D rotation and
translation between the two views.
If there are corresponding points in the images, given
by homogeneous coordinates as u = [x y 1] and u′ =
[x′ y′ 1], then the relationship w.r.t. the coordinates is
linear. It is represented by a homography H as u′ ∼ Hu,
where the operator ∼ denotes equality up to an usually un-
known scale.
In the case of calibrated cameras, the 2D coordinates
can be normalized by the inverse of the intrinsic camera
matrices. For the sake of simplicity, we use the normal-
ized coordinates in the rest of this paper: u ← K−1u and
u′ ← K′−1u′.
The homography parameters can be expressed via the
relative camera pose [13], i.e., rotation and translation, as
follows:
H ∼ R− 1
d
tnT, (1)
where scalar d and vector n denote the distance of the ob-
served plane from the first image and the normal of the
plane, respectively.
2.1. Planar motion
Assume that it is given a calibrated image pair with a
common XZ plane (Y = 0), where axis Y is parallel to the
vertical direction of the image planes. A trivial example
for such constraint is the camera setting of autonomous cars
with a camera fixed to the moving vehicle and the Y axis of
the camera being perpendicular to the ground plane. Note
that this constraint can be straightforwardly made valid if
the vertical direction is known, e.g., from an IMU sensor.
To estimate the camera motion, we first describe the param-
eterization of the problem.
Assuming planar motion, the rotation and translation are
represented by three parameters: a 2D translation and the
xz
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Figure 2: Motion scheme. The camera movement is de-
scribed by the angle α of the rotation perpendicular to axis
Y and translation vector [cos(β), 0 , sin(β)]T. The length
of the translation is not considered as it cannot be recon-
structed from images.
angle of rotation. Formally,
R =
 cosα 0 − sinα0 1 0
sinα 0 cosα
 , t = ρ
 cosβ0
sinβ
 . (2)
The 2D translation is represented by angle β ∈ [0, 2pi) and
length ρ ∈ R+. Angle α ∈ [0, 2pi) is the rotation around
axis Y. The setup is shown in Fig 2.
2.2. Homography Estimation
In this paper, we exploit the relation between homogra-
phies and local affine frames. A homography H is repre-
sented by a 3 × 3 and an affinity A by a 2 × 2 matrices as
follows:
H =
h1 h2 h3h4 h5 h6
h7 h8 h9
 , A = [a1 a2
a3 a4
]
.
HomographyH represents the projective transformation be-
tween corresponding areas of planar surfaces in two images,
while affine transformations are defined as the first-order
approximations of image-to-image transformations [5], in-
cluding homographies. A homography is usually estimated
from point correspondences in the images. If the point lo-
cations are denoted by vector [x y]T and [x′ y′]T in the
first and second images, the relations between the coordi-
nates [13] in the two views are as follows:
x′ (h7x+ h8y + h9) = h1x+ h2y + h3,
y′ (h7x+ h8y + h9) = h4x+ h5y + h6.
(3)
Thus, each point correspondence (PC) adds two equations
for the homography estimation.
Recently, Barath and Hajder proved [2] that the affine
part of an affine correspondence gives four additional equa-
tions. They are as follows:
h1 − (x′ + a1x)h7 − a1yh8 − a1h9 = 0,
h2 − (x′ + a2y)h8 − a2xh7 − a2h9 = 0,
h4 − (y′ + a3x)h7 − a3yh8 − a3h9 = 0,
h5 − (y′ + a4y)h8 − a4xh7 − a4h9 = 0.
(4)
In total, an affine correspondence (AC) provides six inde-
pendent constraints. Consequently, one AC and one PC
are enough for estimating a general homography with 8
degrees-of-freedom.
3. Proposed Methods
The following three problem classes are considered:
the estimation of (i) the ground plane, (ii) special vertical
planes, (iii) general vertical planes. The main objective is
to recover the camera pose and the surface normal.
3.1. Ground Plane
The normal of the ground plane1 is n =
[
0 1 0
]T
. If
planar motion is considered, Eq. 2 and normal n are substi-
tuted into Eq. 1. The homography matrix can be written as
follows:
γH =
cosα 0 − sinα0 1 0
sinα 0 cosα
− ρ
cosβ0
sinβ
01
0
T ,
where parameter γ denotes the unknown scale. If one ex-
presses the nine elements of the homography, the following
formula is obtained:
γH =
cosα p − sinα0 1 0
sinα q cosα
 ,
H ∼
h1 h2 h30 h5 0
h7 h8 h9
 ,
(5)
where p = −ρ cosβ and q = −ρ sinβ, and the elements of
H are h1 = h9 = cosα, h2 = p, h3 = −h7 = − sinα,
h8 = q, h5 = 1. Accordingly, three degrees-of-freedom
(DoF) have to be estimated, i.e., the unknown rotation angle
α and a 2D direction represented by coordinates p and q.
The latter ones encode the movement of the second camera
w.r.t. the first one.
If the relationship of the homography, point and affine
parameters are considered (Eqs. 3 and 4), the estimation
problem can be linearized as follows:
Agd

cosα
sinα
p
q
 = [ 0 −y 0 0 0 −1 ]T , (6)
1Plane P1 of Fig. 1
where:
Agd =

x− x′ −x′x− 1 y −x′y
−y′ −y′x 0 −y′y
1− a1 −x′ − a1x 0 −a1y
−a2 −a2x 1 −x′ − a2y
−a3 −y′ − a3x 0 −a3y
−a4 −a4x 0 −y′ − a4y
 .
The point and affine parameters give six linear equations in
the form of Agdhgd = bgd. The problem can be written as
Agdx = bgd.
Optimal solver. The objective is to solve an inhomoge-
neous linear system with constraint x21 + x
2
2 = 1, where
x1 = cosα and x2 = sinα are the first two coordinates
of vector x. As it is proven in the supplementary material,
this algebraic problem can be optimally solved in the least
squares sense by computing the intersections of two conics.
Rapid solver. Although the optimality is lost, the problem
can be solved by a homogeneous linear equation if refor-
mulated as [Agd| − bgd] [ xT 1 ]T = 0. The null-vector
of matrix [Agd| − bgd] gives the suboptimal solution. Con-
straint x21 + x
2
2 = 1 is made valid by dividing the obtained
vector by its last coordinate.
The angle itself can be retrieved by α = atan2(x2, x1).
3.2. Special Vertical Planes
For urban scenes, it is quite frequent that planes of the
buildings are parallel or perpendicular to the moving direc-
tion of the vehicle.2 In these cases, normals are [1 0 0]T
or [0 0 1]T. The related homography matrices are writ-
ten as
Hs1 ∼
cosα− p 0 − sinα0 1 0
sinα− q 0 cosα
 ,
Hs2 ∼
cosα 0 − sinα− p0 1 0
sinα 0 cosα− q
 .
Although the homography matrices are not exactly the same
as in Eq. 5, the problem is linear w.r.t. the same unknown
parameters α, p and p. Therefore, the problem can be solved
straightforwardly, thus the same solver can be applied, only
the coefficient matrices have to be modified. They are as
follows:
Av1 =

x− x′ −1− x′x −x x′x
−y′ −y′x 0 y′x
1− a1 −a1x− x′ −1 a1x+ x′
−a2 −a2x 0 a2x
−a3 −a3x− y′ 0 a3x+ y′
−a4 −a4x 0 a4x
 ,
Av2 =

x− x′ −1− x′x −1 x′
−y′ −y′x 0 y′
1− a1 −a1x− x′ 0 a1
−a2 −a2x 0 a2
−a3 −a3x− y′ 0 a3
−a4 −a4x 0 a4
 .
(7)
2Planes P2 and P3 of Fig. 1
The algebraic problems can be written as
Av1 [cosα, sinα, p, q]
T
= bv1 ,
Av2 [cosα, sinα, p, q]
T
= bv2 ,
where the right sides of the inhomogeneous problems are
exactly the same as in Eq. 6, thus bv1 = bv2 = bgd.
3.3. General Vertical Planes
Assuming that the observed plane is vertical, with
unknown orientation, is also an important case for au-
tonomous driving.3 A general vertical wall has normal
n = [nx 0 nz]
T. The surface normal itself can be rep-
resented by an angle δ as n = [cos δ 0 sin δ]T. The
implied homography is as follows:
γH =
 cosα− p cos δ 0 sinα− p sin δ0 1 0
− sinα− q cos δ 0 cosα− q sin δ
 . (8)
The equation can be written as:
H =
h1 0 h30 h5 0
h7 0 h9
 ,
where h1 = (cosα − p cos δ)/γ, h3 = (sinα −
p sin δ)/γ, h5 = 1/γ, h7 = (− sinα − q cos δ)/γ, and
h9 = (cosα − q sin δ)/γ. Therefore, the problem has five
DoF, i.e., α, δ, γ, p and q.
The six linear equations from Eqs. 3 and 4 form the follow-
ing linear system:

1 0 0 −(x′ + a1x) −a1
0 0 0 −a2x −a2
0 0 0 −(y′ + a3x) −a3
0 0 1 −a4x −a4
x 1 0 −xx′ −x′
0 0 y −xy′ −y′


h1
h3
h5
h7
h9
 = 0, (9)
or Averth = 0 in short.
Solver. The elements of the homography matrix can be esti-
mated by the null-matrix of Avert, and the scale-ambiguity,
represented by variable γ, can be eliminated by scaling the
homography matrix as h5 = 1.
The remaining four parameters are retrieved from the
scaled homography matrix. The elements are written as:
h1 = cosα− p cos δ,
h3 = sinα− p sin δ,
h7 = − sinα− q cos δ,
h9 = cosα− q sin δ.
(10)
From the first and third equations parameters p and q can be
expressed as:
p = cosα−h1cos δ , q = −h7+sinαcos δ . (11)
3Plane(s) P4 of Fig. 1
These are substituted back to the second and fourth equa-
tions. After elementary modifications, the following two
equations are obtained:
h3 cosβ = h1 sin δ + sin (α− δ) ,
h9 cos δ = h7 sin δ + cos (α− δ) .
This can written by a matrix-vector product as:[
h9 −h7
h3 −h1
] [
cos δ
sin δ
]
=
[
cos (α− δ)
sin (α− δ)
]
,
that is a constrained matrix-vector equation: Bv1 = v2 s.t.
vT1v1 = v
T
2v2 = 1.
The SVD decomposition of matrix B is B =
R1diag(σ
2
1 , σ
2
2)R2, whereR1 andR2 are orthonormal ma-
trices, i.e., rotations in 2D. Then the algebraic problem is as
follows:
Bv1 = R1
[
σ21 0
0 σ22
]
R2v1 = v2.
Multiplying both sides by RT1 gives the formulas
diag(σ21 , σ
2
2)R2v1 = R
T
1v2, where v
′
1 = R2v1 and v
′
2 =
RT1v2. Finally, the formula to be solved is:[
σ21 0
0 σ22
]
v
′
1 = v
′
2. (12)
Note that v
′T
1 v
′
1 = v
′T
2 v
′
2 = 1 since a rotation does not
change the length of a vector. This is a simple geometric
problem: an origin-centered ellipse and an origin-centered
circle with unit radius are on the left and right side of the
equation, respectively. The intersections give four candidate
solutions. The solution is straightforward and described in
the supplementary material in depth.
From the candidate solutions, the good one can be se-
lected by the standard cheirality test built on the fact that
all 3D points, from which the pose is calculated, should be
located in front of both cameras.
4. Experimental Results
The proposed methods are tested on both synthetic
and real-world data. Synthetic tests were generated by
Matlab, real-world images were downloaded from Malaga
dataset [9]. More results are submitted in the supplementary
material.
4.1. Synthetic Evaluation
To evaluate the algorithm on synthetic data, we created
a similar testing setup as in Saurer et al. [26]. The scene
contains a ground plane, a wall in the front, a wall on the
side and walls with general orientation. The distance of the
planes from the first camera center was set to one unit dis-
tance (u.d.). The baseline between the two cameras was
set to 0.1 unit. The focal length of the camera was set to
1000 u.d. Each algorithm was evaluated under varying im-
age noise. All the algorithms were tested under two types
of movement, purely forward (along axis Z) and sideways
movement (along axis X).
General remarks. To evaluate the accuracy of the algo-
rithms, we compare the estimated relative pose. Experi-
ments showing the accuracy of the plane normals are in
the supplementary material. To measure the error in the
relative rotation between the two cameras, we compute the
angular difference between the ground truth and estimated
rotations. Since the translation vector is known up to an
unknown scale, the error of the translation is the angular
difference between the ground truth and estimated trans-
lations. We calculated the error in the estimated normals
only for scenes consisting of walls, since the algorithm for
ground plane detection assumes known plane normal. The
different relative pose errors are calculated as follows:
ξR = arccos((trace(RR˙
T)− 1)/2),
ξt = arccos((t
Tt˙)/(||t|| ||t˙||)),
ξn = arccos((n
Tn˙)/(||n|| ||n˙||)),
where ξR is the angular difference in R, ξt is the direc-
tion similarity in t and ξn is the plane normal similarity.
Rotation R and translation t are the ground-truth transfor-
mations and n is the plane normal, while R˙, t˙, n˙ are the
corresponding estimated parameters.
Each data point in the figures represents the average of
10, 000 measurements. In each measurement four plane
points are generated. Correspondences are calculated by
projecting the generated plane points to the camera images.
Affine transformations are calculated for each correspon-
dence from the ground truth homography matrix [2] and
noisy point correspondences. Noise is added both to the
projected points and to the corresponding affine transforma-
tions. The noise in the point correspondences is realized by
adding two dimensional vectors with lengths given in pixels
to the points projected to the second camera. To add noise
to the affine transformations they are decomposed by SVD.
The decomposition of the affine transformation yields two
rotation matrices and two singular values. Then two types
of noise are added to an affine transformation. First, the an-
gle of the rotation matrices are perturbed with a small angle.
Second, the scale of the affine transformation is changed by
slightly perturbing the singular values.
The proposed algorithms are compared to the DLT [13]
and HA [2] algorithms. DLT and HA are often referred
to as 4PC and 2AC, as they require four points and two
affine correspondences to estimate the homography param-
eters, respectively. In the synthetic evaluation, we consid-
ered three types of simulations. In the first one, the Y-axes
of the cameras are parallel (Fig. 3a-3d). In this case we in-
creased the noise in the correspondences from 0 to 1 pixel,
(a) Forward motion; ground plane. (b) Forward motion; ground plane. (c) Forward motion; frontal plane.
(d) Forward motion; frontal plane.
(e) Forward motion; general vertical
plane.
(f) Forward motion; general vertical
plane.
(g) Sideways motion; general vertical
plane.
(h) Sideways motion; general vertical
plane.
(i) Forward motion; noisy ground and
frontal planes
Figure 3: Results on synthetic data. The compared methods: camera pose from an affine correspondence on the ground (1AC
Ground); on a frontal wall or on a general vertical plane (1AC Vertical); the normalized DLT [13] algorithm (4PC); and the
2AC method [2] estimating general homographies. It is shown how the results get affected by noise if the camera undergoes
forward ((a)–(f) and (i)) or sideways ((g)-(h)) motion.
while increasing the rotation and scale error of the affine
transformations, respectively, from 0 to 5 degrees and 0 to 5
percentages. In the second simulation (Fig. 3e-3h) the ori-
entation of the vertical plane in the scene is changed while
the noises are fixed to 1 pixel, 5 degrees and 5 percentages.
In the last simulation (Fig. 3i) the sensitivity of our algo-
rithms is tested if the camera motion is not entirely planar.
For this purpose the vertical direction of the second camera
is rotated around axis X with a small degree ranging from
0 to 1 while the noises are fixed to be 1 pixel, 1 degree and
1 percentage respectively.
Ground plane. The proposed 1AC-Ground algorithm is
compared with 4PC and 2AC in Fig. 3a - 3b when the
camera undergoes purely forward motion. The proposed
method significantly outperforms the other ones even if the
data are highly contaminated by noise. The results show a
similar trend in the case of sideways movement, the corre-
sponding figures are put in the supplementary material.
Special vertical planes. For scenes where the observed
plane is in the front or on the side, the special cases of the
1AC Vertical algorithm are tested. Fig. 3c - 3d compare the
special case with plane normal [0 0 1]T. Note that the
estimation assuming normal [1 0 0]T shows similar be-
haviour and, therefore, it is in the supplementary material.
The results show that the rival algorithms are less accurate
when the noise is not too high. For high noise, the point-
based method 4PC outperforms the affine-based methods.
Remark that both affine and point noises are added to the
input data, but the affine-based algorithms (1AC and 2AC)
are more sensitive to the affine noise.
General vertical planes. Fig. 3e - 3h compares the pro-
posed 1AC Vertical algorithm with the 4PC and 2AC algo-
rithms in scenes where a rotated front wall is present. The
wall is rotated around axis Y. The angle of rotation ranges
from −80 to 80 degrees. The results of the experiments
show that the proposed method is better for relative pose es-
timation in scenes containing walls with different normals
for both sideways and forward movement. In all the cases,
the proposed methods outperform the general methods in
terms of accuracy of relative pose estimation.
Vertical direction. In Fig. 3i, the effect of perturbing the
vertical direction to slightly invalidate the planar motion as-
sumption is tested. The compared 4PC and 2AC are not af-
fected by this type of noise since they assume general mo-
tion between the images. The proposed 1AC Ground and
Vertical methods are more accurate if the vertical noise is
below approx. 1.0 degree. To the best of our knowledge,
the expected error of an IMU is about 0.5 degree.
4.2. Real-world experiments
In order to test the proposed techniques on real-world
data, we chose the Malaga4 dataset [9]. This dataset
was gathered entirely in urban scenarios with car-mounted
sensors, including one high-resolution stereo camera and
five laser scanners. We used the sequences of one high-
resolution camera and every 10th frame from each se-
quence. The proposed method was applied to every con-
secutive image pair. The ground truth paths were composed
using the GPS coordinates provided in the dataset. Each
consecutive frame-pair was processed independently, there-
fore, we did not run any optimization minimizing the error
on the whole path or detecting loop-closure. The estimated
relative poses of the consecutive frames were simply con-
catenated. In total, 9 064 image pairs were used in the eval-
uation.
To acquire affine correspondences [15] we used the
VLFeat library [32], applying the Difference-of-Gaussians
algorithm combined with the affine shape adaptation proce-
dure as proposed in [7]. In our experiments, affine shape
adaptation had only a small ∼ 10% extra time demand over
regular feature extraction. The correspondences were fil-
tered by the standard SNN ratio test [15].
As a robust estimator, we chose Graph-Cut RANSAC [4]
(GC-RANSAC) since it is SOTA and its source code is pub-
licly available5. In GC-RANSAC (and other RANSAC-like
4https://www.mrpt.org/MalagaUrbanDataset
5https://github.com/danini/graph-cut-ransac
methods), two different solvers are used: (a) one for fitting
to a minimal sample and (b) one for fitting to a non-minimal
sample when doing model polishing on all inliers or in the
local optimization step. For (a), the main objective is to
solve the problem using as few data points as possible since
the processing time depends exponentially on the number of
points required for the model estimation. The proposed and
compared solvers were included in this part of the robust
estimator. Also, we observed that the considered special
planes usually have lower inlier ratio, being localized in the
image, compared to general ones. Therefore, we, instead
of verifying the homography in the RANSAC loop, com-
posed the essential matrix immediately from the recovered
pose parameters and did not use the homography itself. For
(b), we applied the eight-point relative pose solver to esti-
mate the essential matrix from the larger-than-minimal set
of inliers.
In the comparison, we used the SOTA 2PC Ground and
3PC Vertical [26], the proposed 1AC Ground and 1AC Ver-
tical algorithms, all estimating special planes and assuming
special camera movement. We tested the proposed rapid
and optimal solvers on real scenes and found that the dif-
ference in the accuracy is balanced by the robust estimator.
We thus chose the rapid solver since it leads to no deteri-
oration in the final accuracy, but speeds up the procedure.
Note that the solvers are parameterized so that they return
the parameters of planes with particular normals. However,
when using RANSAC, this effect is balanced by RANSAC
via decomposing H to pose and validating the essential ma-
trix. Also, we tested the traditional pose solvers, i.e., the
five-point (5PC) and eight-point (8PC) algorithms.
The cumulative distribution functions of the rotation and
translation errors (in degrees) of the compared methods are
shown in the top row of Fig. 4. The error is calculated by de-
composing the estimated essential/homography matrices to
the camera pose, i.e., 3D rotation and translation. A method
being accurate is interpreted as the curve being close to the
top-left corner of the plot. It can be seen that the 1AC
Ground solver leads to similarly accurate rotation matrices
as the most accurate solvers. Also, it leads to significantly
more accurate translation vectors than the competitor algo-
rithms – the returned translation vector has< 1 degree error
on the 97% of the tested 9 064 image pairs. The 1AC Ver-
tical solver also leads to accurate translations, however, its
rotation is less accurate than that of the methods, excluding
the five-point algorithm.
The cumulative distribution functions of the processing
times and iteration numbers of the whole robust estimation
procedure are shown in the bottom row of Fig. 4. Interest-
ingly, the 1AC Ground method does not always lead to the
lowest iteration number (right plot), however, being very ef-
ficient, it is far the fastest algorithm (left). The 1AC Vertical
method is the second fastest having similar processing time
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Figure 4: The cumulative distribution functions (CDF) of the angular errors (in degrees; top row), processing times (bottom
left; in seconds) and log10 number of iterations (bottom right) on the 15 scenes (9 064 image pairs) of the Malaga dataset
are shown. Being accurate or fast is interpreted by a curve close to the top-left corner. GC-RANSAC [4] is used as a robust
estimator. The compared solvers are the proposed 1AC Ground, 1AC Vertical solvers; the eight (8PC)- [13] and five-point
general methods (5PC) [31] and the SOTA methods from [26], 2PC Ground and 3PC Vertical.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 avg.
Ti
m
e
(m
s)
1AC(G) 28 35 11 22 12 17 34 33 26 107 14 34 25 25 33 30
1AC(V) 136 144 49 86 55 82 178 149 100 417 61 159 102 97 135 130
8PC 4944 3291 1009 2228 777 3755 3480 3317 2051 3494 1437 2957 2734 2012 1940 2628
5PC 3268 2761 676 2785 592 2717 1830 1642 842 3207 970 1579 2113 1321 1362 1844
2PC(G) 168 141 63 98 40 116 139 148 107 228 78 137 135 106 117 121
3PC(V) 1099 2190 563 1356 771 638 2605 939 456 4193 437 2193 1448 761 1276 1395
A
ng
.e
rr
or
(◦
) 1AC(G) 3.01 5.38 2.14 2.41 4.13 5.32 4.90 3.80 7.58 10.42 3.15 4.27 8.05 4.40 4.03 4.87
1AC(V) 4.82 8.79 6.05 4.78 4.63 7.29 7.78 6.56 10.19 12.19 5.73 6.72 11.16 7.68 7.93 7.49
8PC 2.98 5.01 2.02 2.31 4.09 5.32 4.83 3.70 6.71 10.02 2.97 4.00 7.83 4.17 3.79 4.65
5PC 4.45 10.85 7.38 10.37 4.57 8.35 7.03 5.40 17.60 11.42 11.29 8.64 15.55 11.42 8.16 9.50
2PC(G) 3.00 5.02 2.01 2.37 4.09 5.33 4.83 3.71 6.73 10.03 3.00 4.01 8.19 4.28 3.79 4.69
3PC(V) 2.98 5.21 2.04 2.35 4.10 5.34 4.84 3.71 6.72 10.11 3.07 4.06 7.93 4.34 3.83 4.71
Table 1: The avg. run-times (in milliseconds) and rotation errors (in degrees) of relative pose estimation on the 15 scenes
(columns) of the Malaga dataset using different minimal solvers and Graph-Cut RANSAC as robust estimator [4] are reported.
The compared methods are the five-point solver of Stewenius et al. (5PC) [31], the eight point solver (8PC) [13], two points
on the ground (2PC(G)) and three points on a vertical plane (3PC(V)) solvers of Saurer et al. [26]. and the proposed two
affine-based solvers assuming points on the ground (1AC(G)) or on a vertical plane (1AC(V)). The corresponding cumulative
distribution functions are shown in Fig. 4.
as the 2PC Ground algorithm. The average rotation errors
and processing times, for each scene, are reported in Ta-
ble 1. It can be seen that the proposed 1AC Ground solver
is the fastest one on all scenes by being almost an order of
magnitude faster than the second fastest solvers, i.e., 2PC
Ground. The accuracy of methods 1AC Ground, 8PC, 2PC
Ground and 3PC Vertical is almost identical with a maxi-
mum 0.22 degrees difference between them.
In summary, the methods are proposed for homography
estimation. Thus, our primary objective in the synthetic ex-
periments was to compare them with other homography es-
timators, e.g., the 2AC and normalized 4PC methods. In
the real-world experiments, we considered it as an advan-
tage of the formulation that the relative pose is also es-
timated via the homography. We, therefore, compare the
proposed methods to SOTA relative pose solvers, where the
real benefit of the proposed approach lies. The proposed
1AC Ground method leads to the most accurate translation
vectors and comparable rotation matrices while being sig-
nificantly faster than the SOTA algorithms.
5. Conclusion
We proposed two minimal solvers for estimating the ego-
motion of a calibrated camera mounted to a moving vehicle.
It is recovered via estimating the homography from a single
affine correspondence. Each proposed solver assumes that
we have a prior knowledge about the plane to be estimated.
Both methods are solved as a linear system with a 6× 5 co-
efficient matrix, therefore, being extremely fast, i.e., 5–10
µs in C++. The methods are tested on synthetic data and on
publicly available Malaga dataset. The technique solving
for the ground plane achieves exceptionally efficient perfor-
mance with similar accuracy to the SOTA algorithms.
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