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Dipolar susceptibility of interfacial water and the corresponding interface dielectric constant were calculated
from numerical molecular dynamics simulations for neutral and charged states of buckminsterfullerene C60.
Dielectric constants in the range 10–22, depending on temperature and solute charge, were found. The
hydration water undergoes a structural crossover as a function of the solute charge. Its main signatures
include the release of dangling O-H bonds pointing toward the solute and the change in the preferential
orientations of hydration water from those characterizing hydrophobic to charged substrates. The interface
dielectric constant marks the structural transition with a spike. The computational formalism adopted here
provides direct access to interface susceptibility from configurations produced by computer simulations. The
required property is the cross-correlation between the radial projection of the dipole moment of the solvation
shell and the electrostatic potential of the solvent inside the solute.
I. INTRODUCTION
The dipolar susceptibility of a bulk material χ is mea-
sured by the dielectric experiment in terms of the elec-
trostatic free energy stored in a plane capacitor. The
susceptibility defines the bulk dielectric constant1 ǫ =
1+ 4πχ. Whether this material property can be applied
to interfaces of molecular or mesoscopic dimensions has
long been a subject of contention.2–8 It has long been
suggested that an effective dielectric constant of a mi-
croscopic interface has to be introduced, and most re-
searchers have agreed that this effective dielectric con-
stant has to be reduced from the bulk value.9–19 The
extent of reduction has mostly remained unknown. Fol-
lowing earlier indications,3,15 direct measurements have
been recently reported for the dielectric constant of wa-
ter in contact with a graphite substrate as a function
of the water film thickness.8 The dielectric constant in
the direction perpendicular to the graphite plane was
found to be as low as ∼ 2 within the layer of water
∼ 7 A˚ in thickness. Specifying the projection of the di-
electric constant is important for interfacial polarization
since the scalar dielectric constant of the bulk transforms
into a two-component tensor characterizing the dipolar
response perpendicular, ǫ⊥, and parallel, ǫ‖, to the sub-
strate plane.20–24 Ref. 8, therefore, reports ǫ⊥ ∼ 2 for
water at graphite. A somewhat higher value, ǫ⊥ ∼ 3.8,
was suggested for water in contact with the negatively
charged mica surface,15 while ǫ⊥ ∼ 2 was suggested for
the water-air interface.3
In this study, we have addressed the problem of the in-
terfacial dipolar response for a somewhat related type of
the interface formed between buckminsterfullerenes Cz60
a)Electronic mail: dmitrym@asu.edu
and SPC/E water.25 Here, z denotes the total charge
of the fullerene, which, in practical applications, can
be altered by electrochemistry.26 We apply molecular
dynamics (MD) simulations to study the effects of so-
lute’s charge (−4 ≤ z ≤ 1) and water’s temperature
(240 ≤ T ≤ 360 K) on the interface susceptibility. The
linear dipolar susceptibility of the interface is used to
define the interface dielectric constant ǫint, which is a
property characterizing the interface and distinct from
the bulk dielectric constant ǫ (ǫ ∼ 71 for SPC/E water
at 300 K27). We find that ǫint ∼ 10 − 22 is not sig-
nificantly affected by temperature, but is much stronger
affected by the solute charge. The interface susceptibility
as a function of charge z passes through a spike marking
a structural crossover of the hydration shell.
II. INTERFACE SUSCEPTIBILITY
The dielectric constant of a bulk dielectric is a ma-
terial property, independent of sample’s shape, because
of the locality of the Maxwell field E. The Maxwell
field is defined as an ensemble average of the microscopic
field Em, followed by a coarse-graining protocol averaging
out molecular-scale oscillations of the microscopic field.28
The postulated locality of the Maxwell field allows one
to relate it to the local polarization density P through
the scalar susceptibility, P = χE.
Despite this widely adopted reasoning, E itself is never
accessible experimentally and only the line integral ∆φ =∫
E · dl connects the Maxwell field to experimentally ac-
cessible voltage difference ∆φ between the end points.29
Dielectric experiments take advantage of the fact that Ez
is uniform in a plane capacitor and find the z-projection
of the Maxwell field Ez = ∆φ/d in terms of the sepa-
ration d between the plates (z-axis is perpendicular to
capacitor’s plates).
2The Maxwell field must be non-uniform in the inter-
face and, by that fact, it becomes a property not accessi-
ble to measurements. Also, locality of an inhomogeneous
Maxwell field has never been established. The fundamen-
tal difficulty of measuring local fields in non-uniformly
polarized dielectrics has long been recognized.30 The only
known resolution is to either measure the field produced
by a polarized dielectric in vacuum29 or to measure fields
inside small cavities carved within the dielectric.30,31
The second strategy is realized in experiments record-
ing solvent-induced shifts of optical lines giving access to
local cavity fields.32
The locality of polar response disappears for inter-
faces, which cannot be characterized by a well-defined
scalar susceptibility. In fact, the locality of the response
is gone even in the bulk at microscopic length-scales,
when bulk dielectric susceptibility χ is converted to a
nonlocal 2-rank tensor response function χ(r − r′). It
reduces to longitudinal and transverse dielectric projec-
tions χL,T (k) depending on the scalar wavevector k in re-
ciprocal space.33–36 For inhomogeneous polarization en-
countered in solvation and interfaces, the polar suscep-
tibility, χ(k1,k2), loses its isotropic symmetry and be-
comes a function of two wavevectors.37,38
A complete microscopic solution for the interface po-
larization is clearly complex and is only remotely related
to dielectric properties of the bulk. One still wonders
if a coarse-grained description in terms of an effective
susceptibility of the interface can be formulated. It is
clear that any such definition will not be unique and is
likely to apply to a set of problems for which the response
of the interface is well defined. Our focus is on inter-
face polarization in terms of the field it produces within
a cavity30,31 in response to a probe charge. Since the
Coulomb law applies also to microscopic fields, this goal
can be achieved by a proper reformulation of the bound-
ary value problem. The interface susceptibility giving
access to the field inside a void is not necessarily trans-
ferrable to other electrostatic problems and, specifically,
to another well-established problem where dielectric con-
stant is prominent: the screening of ions in solution.
It is easy to realize that a length-scale is involved
in dielectric screening: the potential of mean force be-
tween ions is an oscillatory function of the distance at
molecular scale,39–42 obviously not reducible to a sin-
gle screening parameter. Likewise, the average polariza-
tion density in the interface induced by a spherical ion
〈Pr〉 = 〈rˆ · P〉 (rˆ = r/r is the radial unit vector) is an
oscillatory function of the radial distance r as found in
simulations by Ballenegger and Hansen21 and in a num-
ber of follow-up simulation studies of spherical and pla-
nar interfaces.5,22,43–45 There is obviously a length-scale,
dictated by the microscopic structure, specific to the lo-
cal polarization density of the interface. A definition of
a scalar parameter of interfacial polarity based solely on
P(r) is not possible.
The polarization of the interface P(r) is not directly
accessible experimentally and is not even required if the
focus is on the measurable local field inside a solute or
cavity in the dielectric. From this perspective, the ques-
tion at hand is what is the integrated response of the in-
terface to a probe charge. Posed in this way, the problem
of an effective susceptibility of the interface can poten-
tially be formulated without a length-scale involved, if a
proper coarse-graining formalism is formulated. Cast in
this way, the problem becomes somewhat similar to the
problem of surface tension, which is clearly a microscopic
interfacial property, but without a length-scale involved.
One asks the question of what is the integrated response
of the interface to altering its surface area. Similarly, we
are asking what is the integrated polarization of the in-
terface creating a certain field inside a void. Presenting
a formalism to address this question and its application
to a realistic interface of charged buckminsterfullerenes
in water is the goal of this study.
The microscopic electric field Em = −∇φm is ex-
pressed in terms of the microscopic electrostatic poten-
tial φm in the presence of the external charge density
ρ0(r) = qδ(r) and the instantaneous density of bound
charge ρb = −∇ ·P. The fluctuating electrostatic poten-
tial satisfies the Laplace equation at each configuration
of the liquid
∇2φm = −4π [ρ0 + ρb] . (1)
The density of bound charge, a scalar field, is in turn
expressed through the divergence of the fluctuating po-
larization field P = Pd −
1
3
∇ · Q + . . . , which includes
the dipolar field Pd and spatial derivatives of densities of
higher multipoles,1 starting from the quadrupolar 2-rank
tensor Q. When a solute is immersed in a polar liquid,
ρb = 0 inside the solute and φm is determined from the
standard Laplace equation, ∇2φm = −4πρ0. A signif-
icant result here is that one can find a solution for an
ensemble-averaged potential 〈φm〉 provided the bound-
ary conditions are additionally supplied. Therefore, find-
ing the electric field inside a cavity in the dielectric is
reduced to the question of formulating proper bound-
ary conditions that preserve, in a coarse-grained man-
ner, some information about the molecular structure of
the interface.31,46
The boundary conditions account for the discontinuity
of the electric field at some dividing surface between the
solute and the liquid
E0n − 〈En〉 = 4π [σ0 + 〈Pn〉] . (2)
In this equation, E0n = −n̂ · ∇φ0 is the normal pro-
jection of the electric (vacuum) field inside the solute
and 〈En〉 = −n̂ · ∇〈φm〉 is the normal projection of the
ensemble-averaged electric field inside the solvent, both
are taken at a nonspecified dividing surface separating
the solute from the solvent. The surface normal n̂ is di-
rected outward from the solvent into the solute (Fig. 1).
Equation (2) averages over the fluctuations of the solute-
solvent system by taking ensemble averages 〈. . . 〉. Fur-
ther, σ0 in Eq. (2) is the density of free charges at the di-
3nˆ
a
R
mj
rˆj
Figure 1. Schematics of the C60-water interface. The spheri-
cal dividing surface with the radius a (solid line) has the nor-
mal unit vector n̂ pointing outward from the liquid toward the
solute. The spherical region in water with the radius R is used
to calculate the total dipole moment of the water molecules
within the R-sphere, Eq. (10). The scalar normal projection
of the dipole moment is calculated by projecting each indi-
vidual dipole moment mj (blue arrow) of the water molecule
with rj < R on the radial unit vector r̂j = −n̂j , r̂j = rj/rj
(red arrow).
viding surface. This component of the electrostatic prob-
lem is important for our simulations of charged fullerenes
Cz60 since the solute charge is distributed over the surface
atoms when z 6= 0. This charge configuration is different
from solvation of small ions for which only Pn enters the
boundary condition.45
The normal projection of the instantaneous polariza-
tion density of water Pn = n̂ · P is the main focus of
our formalism and of the simulations presented below.
Its ensemble average σb = 〈Pn〉 on the right-hand side of
Eq. (2) is the density of the bound (water) charge at the
dividing surface.28 The surface charge density is a param-
eter quantifying the preferential alignment of dipoles in
the interface. Its relation to the bulk properties of the di-
electric material is different for liquid and solid dielectrics
as can be highlighted by first looking at the results fol-
lowing from the theories of continuum (macroscopic) di-
electrics.
The result for the surface charge density is particu-
larly simple for the spherical symmetry of the dielec-
tric interface and the polarizing electric field. When a
probe charge q is placed at the center of a spherical cav-
ity with the radius a carved from a dielectric, the sur-
face charge density becomes σb = −(1 − ǫ
−1)(q/S) =
(4π)−1(1−ǫ−1)E0n, where S = 4πa
2 is the surface area.1
The electrostatic potential of the bound charge inside the
dielectric becomes
φb(r) = −
(
1− ǫ−1
)
(q/r). (3)
The surface charge is, therefore, opposite to the probe
charge and screens it. When combined with the vac-
uum potential φ0(r) = q/r, Eq. (3) yields the standard
Coulomb potential screened by the dielectric, 〈φm(r)〉 =
q/(ǫr).
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Figure 2. Density of bound charge of water ρb(r) [Eq. (4)] for
Cz60 with the solute charges indicated in the plot.
Equation (3) assumes that a bulk material property,
the dielectric constant here, can define a property of the
interface, the dipolar polarization of the interface in our
case. This assumption47 strictly applies only to solid di-
electrics, which can propagate bulk stress through the
entire material by means of a uniform strain when the
uniform stress/field is applied. One can view the polar-
ization of the interface as preferential alignment of inter-
facial dipoles uniformly propagating from the bulk. The
polarization density in the interface P is then the same
as in the bulk when the dielectric is uniformly polarized
(plane capacitor), which is the meaning of the notion of
a continuum dielectric described by the boundary condi-
tions of Maxwell’s electrostatics.
Liquids do not maintain bulk stress, and the polariza-
tion in response to an external field must form in a sur-
face layer of molecular dimension. As mentioned above,
the issues involved are similar to the distinction between
the surface tension, a macroscopic property characteriz-
ing interface only, and the cohesive energy of the bulk.
Drawing from this analogy, bulk dielectric constant does
not necessarily describe surface polarization. Two dif-
ferent susceptibilities are, therefore, required: the inter-
face susceptibility to describe polarizability of the inter-
face and bulk dielectric constant. The former describes
orientational preferences of the interfacial dipoles, which
are strongly affected by the local interfacial structure.
The latter describes the buildup of dipolar correlations
by chains of mutually induced dipoles48 producing long-
ranged, ∝ r−3, correlations ultimately responsible for di-
electric screening.49 There is no direct link between these
two susceptibilities since the alignment of dipoles in the
interface is a function of both the liquid and the sub-
strate.
In contrast to the dielectric constant of the bulk,
the dipolar susceptibility of the interface has not been
uniquely defined. The vector field of the dipole moment
densityP(r) is highly oscillatory in the interface and does
not provide a scalar susceptibility, even if a specific pro-
jection is taken.5,21,50 This is illustrated in Fig. 2 where
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Figure 3. Interface susceptibility χ0n(a) for C
z
60 with the so-
lute charges indicated in the plot. The dashed lines (nearly
indistinguishable on the scale of the plot) show coarse-grained
χ0n calculated from the slopes of χ
I in Eq. (10).
the density of bound charge of water,
ρb(r) =
N∑
i=1
∑
a=1,3
〈qi,aδ(r− ri,a)〉 (4)
in the interface of buckminsterfullerenes Cz60 is shown
(the sum here runs over all i = 1, . . . , N water molecules
with atomic charges qi,a at ri,a, where a = 1− 3 specifies
the atoms in the water molecule).
To avoid uncertainties of arbitrary definitions of the
interface susceptibility, we use the susceptibility required
for closing the boundary condition in Eq. (2) and con-
sequently solve the electrostatic problem inside the void.
A linear relation between E0n and 〈Pn〉 provides such a
closure
〈Pn〉 = χ0nE0n. (5)
This route46 is applied here to calculate χ0n from molec-
ular dynamics trajectories and to evaluate the interface
dielectric constant ǫint 6= ǫ based on the input from nu-
merical simulations.
Solutes studied here are neutral and charged fullerenes
Cz60, with the charge z varied between z = −4 and z =
1. The entire charge z of a charged fullerene is spread
over its surface with the charge density 4πσ0 = ze/a
2 =
−E0n(a
+) (Fig. 1), where E0n(a
+) is the electric field of
the solute charges at the outer surface of the fullerene.
In contrast, the electric field inside the charged fullerene
in zero, E0n(a
−) = 0, if the surface charge is assumed
to be uniformly spread. It is this field, E0n = E0n(a
−)
that enters the boundary condition on the left-hand side
in Eq. (2).
In the case of the neutral fullerene with z = 0, we as-
sume that the solute field E0n is produced by the probe
charge q placed at the center of the solute. Both cases
of charged and neutral fullerenes can be combined in Eq.
(2) to obtain a closed-form equation46 for the dipolar sus-
ceptibility χn connecting 〈Pn〉 to the ensemble-averaged
(Maxwell) field 〈En〉:
51 〈Pn〉 = χn〈En〉. The same ex-
pression for the interface dielectric constant ǫint − 1 =
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Figure 4. Correlation of the radial projection of the shell
dipole moment Mr(R) [Eq. (12)] with the electrostatic po-
tential of the solvent φs at the center of C
z
60 as a function
of the radius R of the spherical shell used to calculate the
water dipole moment [Eq. (11)]. Calculations are performed
at different values of charge z (plots at different temperatures
are collected in Figs. S5–S8 in supplementary material). The
slope of χI(R) ∝ 〈δMr(R)δφs〉 with the radius R determines
the interface susceptibility χ0n [Eq. (10)]. The dashed lines
are linear fits through the simulation points.
4πχn follows in both cases
ǫint = [1− 4πχ0n]
−1
. (6)
The perturbation theory46 gives 〈Pn〉 as the statistical
correlation of the fluctuation δPn = Pn − 〈Pn〉 with the
fluctuation of the solute-solvent Coulomb energy UC
〈Pn〉 = −β〈δPnδU
C〉, (7)
where δUC = UC − 〈UC〉. Further, UC = Qφs is given
as the product of the fluctuating electrostatic potential
φs of the solvent and the solute charge Q: Q is either q
(for z = 0) or ze (for z 6= 0). By combining Eqs. (5) and
(7), the solute charge can be eliminated from the linear
susceptibility
χ0n = βa
2〈δPnδφs〉, (8)
where a is the radius of the spherical dividing surface and
δφs = φs − 〈φs〉. Because of the spherical symmetry of
the problem, φs is taken at the center of C
z
60 for both
charged and neutral solutes.
Equation (8) is the integrated form45 of the equation
given by Ballenegger and Hansen,21 in which the two-
point correlation function between radial projections of
the polarization density Pr = rˆ ·P needs to be integrated
χ0n = 4πa
2β
∫ ∞
a
〈Pr(a)Pr(r
′)〉dr′. (9)
The susceptibilities χ0n in both equations rely on a spe-
cific value of the radius a for the dividing surface. This
definition is not computationally robust since the divid-
ing surface separating dielectrics, and, even more so, the
separation between a liquid and a molecular-scale solute,
is not well defined in dielectric theories. This problem is
5shared not only by solvation theories, where the “dielec-
tric cavity” can only be empirically established,52,53 but
also by the local polar response discussed in the compu-
tational literature.20–24,54 Specifically, χ0n(a) oscillates
as a function of the radius a of the dividing sphere onto
which both the polarization density and the external field
are projected (Fig. 3 and Fig. S5 in supplementary ma-
terial). Therefore, in order to arrive at a single robust
parameter, averaging oscillations of the polarization den-
sity out, a coarse-graining protocol was suggested in Ref.
46.
Instead of using χ0n(a) calculated at a specific a in Eq.
(8), an average χ0n over a range of dividing surface radii
a it is calculated. Coarse graining of molecular scale in-
terfacial oscillations is performed by calculating the slope
of the integrated susceptibility χI(R) vs the radius R of
the spherical region chosen around the solute (Fig. 1)
χ0n = dχ
I/dR. (10)
In turn, the integrated susceptibility
4πχI(R) = −β〈δMr(R)δφs〉 (11)
is calculated by correlating the fluctuations of the electro-
static potential produced by the solvent at the position
of the probe charge with the radial projection of the total
dipole moment of the solvent within the R-sphere (Fig.
1)
Mr(R) =
∑
rj<R
mj · r̂j . (12)
Here, mj are the dipole moments of the water molecules
within the R-sphere. They are projected on their corre-
sponding radial unit vectors r̂j = rj/rj . By constructing
the dipole moment according to Eq. (12), we have ne-
glected the contribution of the quadrupolar polarization
density to P. Molecular quadrupole contributes to the
surface potential,55 but is expected to disappear when
the integral of ∇ ·Q is taken over the closed volume be-
tween the dividing surface and the R-sphere (Fig. 1).
The application of this formalism to the calculation of
the interface dielectric constant ǫint is illustrated in Fig.
4, where φs is calculated at the geometrical center of
the solute. It shows the correlation −〈δMr(R)δφs〉 [Eq.
(11)] as a function of the radius R of the spherical region
chosen to calculate Mr(R). Oscillations at low R reflect
the molecular structure of water in the interface. The
coarse-grained susceptibility χ0n effectively averages out
the oscillations of χ0n(a) in the interface. This is indi-
cated by the horizontal dashed lines in Fig. 3 compar-
ing χ0n with χ0n(a). The interface susceptibilities follow
from the slopes of the plots in Fig. 4 according to Eq.
(10). In what follows, we discuss the results of this anal-
ysis applied to simulations of fullerenes Cz60 in SPC/E
25
water.
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Figure 5. Interface dielectric constant vs T for different
charges z of Cz60: z = +1 (black), z = 0 (blue), z = −1
(magenta), z = −2 (green), z = −3 (orange), z = −4 (red).
The electrostatic potential of water φs entering Eq. (11) is cal-
culated at the center of Cz60; the dashed lines are polynomial
fits through the points for z = 0 (blue) and z = 1 (black).
III. RESULTS
The geometries and charge distributions of Cz60 were
calculated with the density functional theory as de-
scribed in supplementary material. These charges were
combined with CHARMM22/OPLS parameters for car-
bon atoms and used as the force field for classical
MD simulations performed with NAMD 2.9 software
program.56 The nonuniform distribution of atomic charge
in charged fullerenes is caused by Jahn-Teller distor-
tions of icosahedral symmetry characteristic of the neu-
tral fullerene57 (see supplementary material for dis-
cussion). However, we found that DFT charges and
the uniform distribution of atomic charge z/60 pro-
duce indistinguishable results for the interfacial struc-
ture of hydration water (Fig. S1 in supplementary ma-
terial). Therefore, in addition to integer charges z =
+1, . . . ,−4 from DFT, uniformly distributed charges
z/60, z = −0.25,−0.5,−1.5,−1.0,−1.75,−2.5 were em-
ployed in simulations at T = 300 K. This set of simula-
tions allowed us to obtain the dependence of the inter-
facial dipolar susceptibility on the solute charge and to
connect it to the structural crossover of hydration water
occurring with increasing |z| (see below).
The Cz60 solutes were hydrated with 2413 SPC/E
water25 molecules. Initial equilibration with NPT was
followed by NVT simulations at different temperatures
(240, 260, 280, 300, 320, 340 and 360 K). A typical sim-
ulation length was 110 ns. A detailed list of simulation
times is provided in Table S1 in supplementary material,
along with other details of the simulation protocol.
The main finding of our simulations and their analy-
sis is a significant reduction of ǫint compared to the bulk
dielectric constant (ǫ ∼ 71 for SPC/E27). This result
is relevant for the electrostatic boundary value problem
for which the bulk value ǫ is often used. In contrast,
our formulation suggests that the interface dielectric con-
stant ǫint, carrying molecular properties of the interface,
should be used in place of ǫ in the boundary conditions
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Figure 6. Radial distribution function for the hydrogens of
SPC/E water at different charges z of Cz60 indicated in the
plot (T = 300 K).
(Eq. (2)) for the Laplace equation. The resulting values
of ǫint depending on temperature and solute charge are
summarized in Fig. 5 and in Table S2 in supplementary
material. There are some noticeable changes with tem-
perature, particularly for the neutral fullerene (a dashed
blue line in Fig. 5). However, a much stronger variation
of the interface dielectric constant is observed with the
solute charge z, reflecting a structural crossover in the
first hydration shell for charged solutes.
The structure of water interfacing charged fullerenes is
significantly altered compared to the bulk. Water’s den-
sity in the first hydration layer increases with increasing
charge. More importantly, interfacial water undergoes a
structural transition from preferential orientations spe-
cific to hydrophobic interfaces to an orientational struc-
ture characteristic of charged substrates.58 Signatures of
the structural transition are seen already at z = −1,−2,
and the new structure of the hydration shell is fully
formed at z = −3,−4 (Fig. 6). The transition is accom-
panied by the destruction of the hydrogen-bond network
of the hydration shell and the release of dangling O-H
bonds pointing to fullerene’s center by nearly every wa-
ter molecule out of ∼ 40 first-shell waters at z = −3,−4.
The change in preferential orientations strongly affects
the distribution of the bound charge in the interface:
the appearance of the positive and negative peaks cor-
responding to dangling O-H groups is clearly seen in the
interfacial density of bound charge shown in Fig. 2. It is
also seen in the growing peak of the solute-hydrogen pair
distribution function, which is separated from the second
peak by the O-H bond length ∼ 1 A˚ (Fig. 6). This type
of crossover from an in-plane orientation of interfacial
waters, typical for hydrophobic solvation,59,60 to a large
population of dangling O-H bonds was recorded by x-ray
absorption of water on gold substates under a negative
bias.4
The release of dangling O-H bonds4,60,61 at the point
of crossover can be characterized by the order parameter
given by the fraction nOHs of dangling O-H in the first hy-
dration shell.58 It is calculated from the relative area of
the closest peak in the solute-hydrogen pair distribution
function (Fig. 6). This order parameter is plotted in the
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Figure 7. Upper panel: Interface dielectric constant at T =
300 K vs the fullerene charge z. The dashed lines are fits to
Curie-type functions a+b/(z−z0). Lower panel: The average
number of dangling O-H bonds in the first hydration layer of
Cz60. The dashed line is a fit to a hyperbolic tangent function
often appearing in mean-field theories of phase transitions.62
lower panel of Fig. 7 vs the solute charge z (also see Table
S3). The dashed line fitting through the points is a hy-
perbolic tangent function often appearing in mean-field
theories of phase transitions.62 The structural crossover,
carrying some phenomenology of bulk phase transitions,
is accompanied by a spike in the interface dielectric con-
stant shown in the upper panel of Fig. 7. The dashed
lines fitting the points are of Curie type: a+ b/(z − z0).
This functionality appears in the Landau theory of phase
transitions62 when the quadratic term in the free energy
functional is taken in the form ∝ (z − z0) (the standard
Curie law follows from ∝ (T−T0)). One, however, should
not anticipate a Curie-type singularity found for suscep-
tibilities characterizing bulk phase transitions because of
a small number of water molecules involved. Neverthe-
less, the phenomenology of Curie’s law is approximately
retained for the interface dielectric constant approaching
the crossover point.
Our simulations employ a non-polarizable water model
accounting only for the response of the nuclear coordi-
nates. As a minimum, electronic susceptibility ǫ∞ − 1
should be added to ǫint to account for electronic po-
larizability of water molecules. Here, ǫ∞ is the high-
frequency dielectric constant63. Its precise value for wa-
ter is not known: values between squared refractive in-
dex, ǫ∞ ∼ 1.8, and ǫ∞ ∼ 4.2 have been proposed in the
literature.64 The situation is potentially more complex,
as is seen for the water-air interface. The average, mean-
field dipole of water changes in the water-air interface
from a bulk value, enhanced relative to the gas phase, to
the gas-phase dipole.65 While the interface with a solute
or with a planar substrate is obviously distinct from the
water-air interface, a nonuniform interfacial electric field
7might lead to an effective water dipole different from the
bulk.
The interface dielectric constant considered here is a
gauge of the integral ability of the interface to polarize
in response to a probe charge placed inside a void in a
polar liquid. In contrast, thermally-driven fluctuations
of the overall shell dipole M(R) can be gauged by ei-
ther its variance 〈[δM(R)]2〉66,67 or by the scalar product,
〈δM(R) ·δMs〉, with the total dipole moment of the sam-
pleMs.
20,68 By this measure, dipole fluctuations actually
increase, and not decrease, compared to the bulk for hy-
drophilic solutes.66,68 The variance of the shell dipoles
scales with the local density66,68 and, consistent with this
logic, a recent paper69 reports a drop of water’s dielectric
constant at model hydrophobic interfaces with reduced
surface density (dewetting). However, the Kirkwood for-
mula was incorrectly applied69 to the calculations of the
dielectric tensor in the interface. The Kirkwood for-
mula is derived by tracing the dipolar susceptibility over
its longitudinal and transverse components.70,71 For the
slab geometry, those correspond to linear responses per-
pendicular and parallel to the slab.72,73 The Kirkwood
equation, therefore, cannot be applied to components of
the dielectric tensor, which can carry different symme-
tries in respect to the longitudinal and transverse dipolar
susceptibilities.71
The variance of the shell dipole moment, which can be
used to characterize dipolar fluctuations in the interface,
does not directly enter the electrostatic boundary-value
problem. It is only the normal projection of the dipole
moment that defines the interface susceptibility45,46 and
is required for electrostatics. Only this susceptibility is
lower in the interface than in the bulk. This result im-
plies suppression of the interfacial response in the normal
direction. Dipoles in the interface, frustrated by the local
fields and geometric constraints,4,23,59,74 do not develop
the complete dielectric screening of the bulk material.
The deviation between ǫint and ǫ is less pronounced for
the fluid of dipolar hard spheres interfacing a repulsive
void.46 The origin of a large difference between ǫint and
ǫ for water is likely a signature of its specific interfacial
orientational structure, which is difficult to characterize
in more detail without expanding the interface suscepti-
bility in basis functions sensitive to orientational dipolar
order.75
IV. CONCLUSIONS
The computational formalism used here allows direct
access to interface susceptibility from configurations pro-
duced by computer simulations. The required property is
the cross-correlation of the radial projection of the dipole
moment of the solvation shell with the electrostatic po-
tential of the solvent inside the solute.
This computational formalism has been applied to sim-
ulations of a realistic interface chemically similar to the
water-graphite interface studied experimentally in Ref. 8,
where dielectric constant ǫ⊥ ∼ 2 was reported for thin,
∼ 7 A˚, films of water. Values of the interface dielectric
constant ǫint ∼ 10 − 22 are reported here for charged
fullerenes interfacing SPC/E water. Interface dielectric
constants in the same range, ∼ 6 − 9, were previously
calculated from simulations of model Lennard-Jones so-
lutes of different sizes in TIP3P water.45 The interface
dielectric constant ∼ 11 − 15 (T = 240− 360 K) for the
neutral fullerene is consistent with ǫint ∼ 9 calculated for
the smallest LJ solute with the first peak of the solute-
oxygen radial distribution function at ∼ 5.5 A˚ (compared
to ∼ 6.75 A˚ for C060). Since the non-polarizable force
fields for water miss the response of the electronic polar-
izability, our results likely constitute the lower bound for
the interface susceptibility. The interface dielectric con-
stant is the property of an interfacial layer of water of
molecular scale and is physically distinct from the bulk
dielectric constant reflecting dipolar correlations in the
bulk (ǫ ∼ 71 for SPC/E water27).
Increasing the charge |z| of hydrated fullerenes leads
to a structural transition of hydration water. It is char-
acterized by breaking the interfacial network of hydrogen
bonds and the release of dangling O-H bonds pointing to-
ward the solute. The interface dielectric constant marks
this structural crossover with a spike.
SUPPLEMENTARY MATERIAL
See supplementary material for the simulation proto-
cols, data analysis, and additional plots of the interface
susceptibility at different temperatures.
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