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Abstract We characterize the sufficient conditions which three weight functions u and v1, v2
satisfy ensure the boundedness of the Hardy operator with variable limits on product space.
The corresponding bound is explicitly worked out. Moreover, as application, we can obtain an
explicit scale of bound for the Po´lya-Knopp type operator with certain weights.
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1 Introduction
We study the Hardy type operator defined as
(H2f)(x1, x2) =
∫ b1(x1)
a1(x1)
∫ b2(x2)
a2(x2)
f(t1, t2)dt1dt2, (1.1)
where both functions ai and bi are strictly increasing differentiable functions on R+ = (0,∞),
and satisfy
ai(0) = bi(0) = 0,
ai(xi) < bi(xi),
ai(∞) = bi(∞) =∞,
(1.2)
for 0 < xi <∞ with i = 1, 2.
For one dimensional case, for nonnegtive measurable f ∈ Lp(R+) with 1 < p ≤ q < ∞,
Ushakova [4] obtained that(∫ ∞
0
(∫ b(x)
a(x)
f(t)dt
)q
u(x)dx
) 1
q
≤ C
(∫ ∞
0
fp(x)v(x)dx
) 1
p
(1.3)
holds if and only if
B(s) = sup

∫ x
t
u(y)
(∫ b(y)
a(y)
v1−p
′
(η)dη
) q(p−s)
p
dy


1
q (∫ b(t)
a(x)
v1−p
′
(y)dy
) s−1
p
<∞ (1.4)
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holds with s ∈ (1, p), where supremum is taken over all x and t such that (2.4) holds. Moreover,
the best constant C in (1.3) satisfies
sup
s∈(1,p)
B(s)


(
p
p−s
)p
(
p
p−s
)p
+ 1
s−1


1
p
≤ C ≤ 2 inf
s∈(1,p)
B(s)
(
p− 1
p− s
) 1
p′
. (1.5)
Specially, when s = p, Heinig and Sinnamon [1] characterized the following sufficient and neces-
sary condition:
A = lim
s→p
B(s) <∞, (1.6)
and the best constant C in (1.3) satisfies
A ≤ C ≤ 2
(
1 +
q
p′
) 1
q
(
1 +
p′
q
) 1
p′
A,
where B(s) is as in (1.4).
In this paper we wish to characterize the sufficient conditions ensure the boundedness of the
operator H2 in (1.1).
Kufner and Persson [2] studied Plo´ya-Knnop type operator with variable limits defined by
(Gf)(x) = exp
(
1
b(x)− a(x)
∫ b(x)
a(x)
ln f(t)dt
)
.
They obtained following inequality
‖(Gf)‖Lq(R+,u) ≤ C‖f‖Lp(R+,v), (1.7)
for 0 < p ≤ q <∞ with the following weight condition
APP = sup
t>0
(∫ σ−1(b(x))
σ−1(a(x))
w(x)dx
) 1
q
(b(t)− a(t))−
1
p <∞ (1.8)
holds, where
σ(t) =
a(t) + b(t)
2
,
and
w(x) = exp
(
1
b(x)− a(x)
∫ b(x)
a(x)
ln
1
v(t)
dt
) q
p
u(x). (1.9)
Ushakova [4] characterized a completely different condition rather than (1.8). That is, for any
s > 1,
D(s) = sup
(∫ x
t
w(y)(b(y) − a(y))
−qs
p dy
) 1
q
(b(t) − a(x))
s−1
p <∞,
where the supremum is taken over all x and t such that (2.4) holds and w(x) is defined by (1.9).
2
The corresponding two dimensional Plo´ya-Knnop type operator with variable limits is defined
as
(G2f)(x1, x2) = exp
(
1∏2
i=1(bi(xi)− ai(xi))
∫ b1(x1)
a1(x1)
∫ b2(x2)
a2(x2)
ln f(t1, t2)dt1dt2
)
. (1.10)
When a1(x1) = a2(x2) = 0, b1(x1) = x1, b2(x2) = x2, Wedestig [5] gave the characterization of
sufficient and necessity conditions for the boundedness of the Plo´ya-Knnop operator G2. That
is, the following weight condition holds:
Dw(s1, s2) = sup
y1,y2∈(0,∞)
y
s1−1
p
1 y
s2−1
p
2
(∫ ∞
y1
∫ ∞
y2
x
−
s1q
p
1 x
−
s2q
p
2 w(x1, x2)dx1dx2
) 1
q
<∞,
where s1, s2 > 1 and w(x1, x2) is defined as
w(x1, x2) = exp
(
1∏2
i=1(bi(xi)− ai(xi))
∫ b1(x1)
a1(x1)
∫ b2(x2)
a2(x2)
ln
1
v(t1, t2)
dt1dt2
) q
p
u(x1, x2). (1.11)
In this paper we wish to obtain sufficient and necessity conditions for the boundedness of the
Plo´ya-Knnop operator G2 with general ai(xi) and bi(xi) satisfy condition (1.2), i = 1, 2.
2 A scale of weighted characterization for Hardy operator with
viriable limits
Our main result in this section reads:
Theorem 2.1. Let 1 < p ≤ q <∞, 1 < si < p and let u be a weight function on R
2
+ := R+×R+
and vi be weight function functions on R+ with i = 1, 2. Then the inequality
‖(H2f)‖Lq(R2+,u) ≤ Cp,q‖f‖Lp(R2+,v1v2) (2.1)
holds for some finite constant Cp,q and for all measurable functions f ≥ 0 if and only if
B(s1, s2) := sup
(∫ x1
t1
∫ x2
t2
u(y1, y2)
2∏
i=1
(Vi(bi(yi))− Vi(ai(yi)))
q(p−si)
p dy1dy2
) 1
q
×
2∏
i=1
(Vi(bi(ti))− Vi(ai(xi)))
(si−1)
p <∞,
(2.2)
where
Vi(ti) =
∫ ti
0
v1−p
′
i (η)dη (2.3)
and supremum is taken over all xi and ti such that
0 < ti < xi <∞ and ai(xi) < bi(ti), i = 1, 2. (2.4)
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Furthermore, if Cp,q is the best possible constant in (2.1), then
sup
s1,s2∈(1,p)
B(s1, s2)
2∏
i=1


(
p
p−si
)p
(
p
p−si
)p
+ 1
si−1


1
p
≤ Cp,q ≤ 4 inf
s1,s2∈(1,p)
B(s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
. (2.5)
To prove Theorem 2.1, we need the following result of Wdedestig [5]:
Lemma A. Let 1 < p ≤ q < ∞, 1 < si < p and let u be a weight function on R
2
+ and vi be
weight function functions on R+ with i = 1, 2. Then for 0 ≤ ci < di ≤ ∞ the inequality
(∫ d1
c1
∫ d2
c2
(∫ x1
c1
∫ x2
c2
f(t1, t2)dt1dt2
)q
u(x1, x2)dx1dx2
)1
q
≤ C
(∫ d1
c1
∫ d2
c2
fp(x1, x2)v1(x1)v2(x2)dx1dx2
) 1
p
(2.6)
holds for some finite constant C and for all measurable functions f ≥ 0 if and only if
AW (s1, s2) = sup
c1≤t1≤d1
c2≤t2≤d2
(∫ d1
t1
∫ d2
t2
u(x1, x2)
2∏
i=1
(Vi(xi)− Vi(ci))
q(p−si)
p dx1dx2
) 1
q
×
2∏
i=1
(Vi(ti)− Vi(ci))
(si−1)
p <∞,
(2.7)
where the function Vi(xi) is defined by (2.3) with i = 1, 2. Furthermore, if C is the best possible
constant in (2.6), then
sup
s1,s2∈(1,p)
AW (s1, s2)
2∏
i=1


(
p
p−si
)p
(
p
p−si
)p
+ 1
si−1


1
p
≤ C ≤ inf
s1,s2∈(1,p)
AW (s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
. (2.8)
Lemma 2.1. Let 1 < p ≤ q < ∞, 1 < si < p and let u be a weight function on R
2
+ and vi be
weight function functions on R+ with i = 1, 2. Then for 0 ≤ ci < di ≤ ∞ the inequality
(∫ d1
c1
∫ d2
c2
(∫ x1
c1
∫ d2
x2
f(t1, t2)dt1dt2
)q
u(x1, x2)dx1dx2
) 1
q
≤ C
(∫ d1
c1
∫ d2
c2
fp(x1, x2)v1(x1)v2(x2)dx1dx2
) 1
p
(2.9)
holds for some finite constant C and for all measurable functions f ≥ 0 if and only if
4
A∗W (s1, s2) = sup
c1≤t1≤d1
c2≤t2≤d2
(V1(t1)− V1(c1))
(s1−1)
p (V2(d2)− V2(t2))
(s2−1)
p
×
(∫ d1
t1
∫ t2
c2
u(x1, x2)(V1(x1)− V1(c1))
q(p−s1)
p (V2(d2)− V2(x2))
q(p−s2)
p dx1dx2
) 1
q
<∞,
(2.10)
where the function Vi(xi) is defined by (2.3) with i = 1, 2. Furthermore, if C is the best possible
constant in (2.9), then
sup
s1,s2∈(1,p)
A∗W (s1, s2)
2∏
i=1


(
p
p−si
)p
(
p
p−si
)p
+ 1
si−1


1
p
≤ C ≤ inf
s1,s2∈(1,p)
A∗W (s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
.
(2.11)
Proof. Let
g(x1, x2) = f
p(x1, x2)v1(x1)v2(x2)
in (2.9). The inequality (2.9) is equivalent to the following inequality
(∫ d1
c1
∫ d2
c2
(∫ x1
c1
∫ d2
x2
g
1
p (t1, t2)v
− 1
p
1 (t1)v
− 1
p
2 (t2)dt1dt2
)q
u(x1, x2)dx1dx2
) 1
q
≤ C
(∫ d1
c1
∫ d2
c2
g(x1, x2)dx1dx2
) 1
p
.
(2.12)
Assume (2.10) holds.
d
dt1
V1(t1) = v
1−p′
1 = v
−
p′
p
1 (t1),
d
dt2
V2(t2) = v
1−p′
2 = v
−
p′
p
2 (t2).
It follows from Ho¨lder’s inequality and Minkowski’s inequality that
(∫ d1
c1
∫ d2
c2
(∫ x1
c1
∫ d2
x2
g
1
p (t1, t2)v
− 1
p
1 (t1)v
− 1
p
2 (t2)dt1dt2
)q
u(x1, x2)dx1dx2
) 1
q
=
(∫ d1
c1
∫ d2
c2
(∫ x1
c1
∫ d2
x2
g
1
p (t1, t2) ((V1(t1)− V1(c1))
s1−1
p (V2(d2)− V2(t2))
s2−1
p
× ((V1(t1)− V1(c1))
−
s1−1
p v
− 1
p
1 (t1) (V2(d2)− V2(t2))
s2−1
p v
− 1
p
2 (t2)dt1dt2
)q
u(x1, x2)dx1dx2
) 1
q
=
(∫ d1
c1
∫ d2
c2
(∫ x1
c1
∫ d2
x2
g(t1, t2)V
s1−1
1,c1
(t1)V
s2−1
2,d2
(t2)dt1dt2
) q
p
5
×(∫ x1
c1
V
−
(s1−1)p
′
p
1,c1
(t1)v
−
p′
p
1 (t1)dt1
) q
p′
(∫ d2
x2
V
−
(s2−1)p
′
p
2,d2
(t2)v
−
p′
p
2 (t2)dt2
) q
p′
u(x1, x2)dx1dx2


1
q
=
(
p− 1
p− s1
) 1
p′
(
p− 1
p− s2
) 1
p′
(∫ d1
c1
∫ d2
c2
(∫ x1
c1
∫ d2
x2
g(t1, t2)V
s1−1
1,c1
(t1)V
s2−1
2,d2
(t2)dt1dt2
) q
p
× V
q(p−s1)
p
1,c1
(x1)V
q(p−s2)
p
2,d2
(x2)u(x1, x2)dx1dx2
)1
q
=
(
p− 1
p− s1
) 1
p′
(
p− 1
p− s2
) 1
p′
(∫ d1
c1
∫ d2
c2
g(t1, t2)V
s1−1
1,c1
(t1)V
s2−1
2,d2
(t2)dt1dt2
×
(∫ d1
x1
∫ x2
c2
V
q(p−s1)
p
1,c1
(x1)V
q(p−s2)
p
2,d2
(x2)u(x1, x2)dx1dx2
) p
q
dt1dt2
) 1
p
≤
(
p− 1
p− s1
) 1
p′
(
p− 1
p− s2
) 1
p′
A∗W (s1, s2)
(∫ d1
c1
∫ d2
c2
g(t1, t2)dt1dt2
) 1
p
,
where V1,c1(t1) = v1(t1)− V1(c1) and V2,d2(t2) = V2(d2)− V2(t2).
Hence, (2.12) and (2.9) holds with a constant satisfying the right hand side inequality in
(2.11).
Now we assume that (2.9) and, thus, (2.12) holds. Consider the test function
g(x1, x2) =
(
p
p− s1
)p( p
p− s2
)p
× (V1(t1)− V1(c1))
−s1 v1−p
′
1 (x1) (V2(d2)− V2(t2))
−s2 v1−p
′
2 (x2)χ(c1,t1)(x1)χ(t2,d2)(x2)
+
(
p
p− s1
)p
(V1(t1)− V1(c1))
−s1 v1−p
′
1 (x1) (V2(d2)− V2(x2))
−s2 v1−p
′
2 (x2)χ(c1,t1)(x1)χ(c2,t2)(x2)
+
(
p
p− s2
)p
(V1(x1)− V1(c1))
−s1 v1−p
′
1 (x1) (V2(d2)− V2(t2))
−s2 v1−p
′
2 (x2)χ(t1,d1)(x1)χ(t2,d2)(x2)
+ (V1(x1)− V1(c1))
−s1 v1−p
′
1 (x1) (V2(d2)− V2(x2))
−s2 v1−p
′
2 (x2)χ(t1,d1)(x1)χ(c2,t2)(x2),
where t1, t2 are fix numbers and ci ≤ ti ≤ di with i = 1, 2. Then we show that the integral on
right hand side of (2.12)
(∫ d1
c1
∫ d2
c2
g(x1, x2)dx1dx2
) 1
p
=(
2∏
i=1
(
p
p− si
)p ∫ t1
c1
(V1(t1)− V1(c1))
−s1 v1−p
′
1 (x1)dx1
∫ d2
t2
(V2(d1)− V2(t2))
−s2 v1−p
′
2 (x2)dx2
+
∫ t1
c1
(
p
p− s1
)p
(V1(t1)− V1(c1))
−s1 v1−p
′
1 (x1)dx1
∫ t2
c2
(V2(d2)− V2(x2))
−s2 v1−p
′
2 (x2)dx2
6
+∫ d1
t1
(V1(d1)− V1(x1))
−s1 v1−p
′
1 (x1)dx1
∫ d2
t2
(
p
p− s2
)p
(V2(t2)− V2(c2))
−s2 v1−p
′
2 (x2)dx2
+
∫ d1
t1
(V1(d1)− V1(x1))
−s1 v1−p
′
1 (x1)dx1
∫ t2
c2
(V2(d2)− V1(x2))
−s2 v1−p
′
2 (x2)dx2
) 1
p
≤
((
p
p− s1
)p
+
1
s1 − 1
) 1
p
((
p
p− s2
)p
+
1
s2 − 1
) 1
p
(V1(t1)− V1(c1))
1−s1
p (V2(d2)− V2(t2))
1−s2
p .
Moreover, the left hand side of (2.12) is greater than
(∫ d1
t1
∫ t1
c1
[
2∏
i=1
p
p− si
∫ t1
c1
∫ d2
t2
(V1(t1)− V1(c1))
−
s1
p (V2(d2)− V2(t2))
−
s2
p v1−p
′
1 (y1)v
1−p′
2 (y2)dy1dy2
+
(∫ t1
c1
p
p− s1
(V1(t1)− V1(c1))
−
s1
p v1−p
′
1 (y1)dy1
)(∫ t2
x2
(V2(y2)− V2(t2))
−
s2
p v1−p
′
2 (y2)dy2
)
+
(∫ x1
t1
(V1(y1)− V1(c1))
−
s1
p v1−p
′
1 (y1)dy1
)(∫ d2
t2
p
p− s2
(V2(d2)− V2(t2))
−
s2
p v1−p
′
2 (y2)dy2
)
+
(∫ x1
t1
(V1(y1)− V1(c1))
−
s1
p v1−p
′
1 (y1)dy1
)(∫ t2
x2
(V2(d2)− V2(t2))
−
s2
p v1−p
′
2 (y2)dy2
)]q
× u(x1, x2)dx1dx2)
1
q
=
p
p− s1
p
p− s2
(∫ d1
t1
∫ t2
c2
u(x1, x2) (V1(x1)− V1(c1))
q(p−s1)
p (V2(d1)− V2(x2))
q(p−s2)
p dx1dx2
) 1
q
.
Hence, (2.12) implies that
p
p− s1
p
p− s2
(∫ d1
t1
∫ t2
c2
u(x1, x2) (V1(x1)− V1(c1))
q(p−s1)
p (V2(d1)− V2(x2))
q(p−s2)
p dx1dx2
) 1
q
≤ C
2∏
i=1
((
p
p− si
)p
+
1
si − 1
) 1
p
(V1(t1)− V1(c1))
1−s1
p (V2(d2)− V2(t2))
1−s2
p .
(2.13)
Above (2.13) inequality is equivalent to
(∫ d1
t1
∫ t2
c2
u(x1, x2) (V1(x1)− V1(c1))
q(p−s1)
p (V2(d1)− V2(x2))
q(p−s2)
p dx1dx2
)1
q
× (V1(t1)− V1(c1))
1−s1
p (V2(d2)− V2(t2))
1−s2
p
2∏
i=1


(
p
p−si
)p
(
p
p−si
)p
+ 1
si−1


1
p
≤ C.
We obtain that (2.10) and the left hand side of the estimate of (2.11) hold. ✷
By applying a standard duality, argument Kufner and Persson [2] we have that
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Lemma 2.2. Let 1 < p ≤ q < ∞, 1 < si < p and let u be a weight function on R
2
+ and vi be
weight function functions on R+ with i = 1, 2. Then for 0 ≤ ci < di ≤ ∞ the inequality
(∫ d1
c1
∫ d2
c2
(∫ d1
x1
∫ d2
x2
f(t1, t2)dt1dt2
)q
u(x1, x2)dx1dx2
) 1
q
≤ C
(∫ d1
c1
∫ d2
c2
fp(x1, x2)v1(x1)v2(x2)dx1dx2
) 1
p
(2.14)
holds for some finite constant C and for all measurable functions f ≥ 0 if and only if
A˜W (s1, s2) = sup
c1≤t1≤d1
c2≤t2≤d2
(∫ t1
c1
∫ t2
c2
u(x1, x2)
2∏
i=1
(Vi(di)− Vi(di))
q(p−si)
p dx1dx2
)1
q
×
2∏
i=1
(Vi(di)− Vi(ti))
(si−1)
p <∞,
(2.15)
where the function Vi(xi) is defined by in (2.3) with i = 1, 2.
Furthermore, if C is the best possible constant in (2.14), then
sup
s1,s2∈(1,p)
A˜W (s1, s2)
2∏
i=1


(
p
p−si
)p
(
p
p−si
)p
+ 1
si−1


1
p
≤ C ≤ inf
s1,s2∈(1,p)
A˜W (s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
.
(2.16)
Lemma 2.3. Let 1 < p ≤ q < ∞, 1 < si < p and let u be a weight function on R
2
+ and vi be
weight function functions on R+ with i = 1, 2. Then for 0 ≤ ci < di ≤ ∞ the inequality
(∫ d1
c1
∫ d2
c2
(∫ d1
x1
∫ x2
c2
f(t1, t2)dt1dt2
)q
u(x1, x2)dx1dx2
) 1
q
≤ C
(∫ d1
c1
∫ d2
c2
fp(x1, x2)v1(x1)v2(x2)dx1dx2
) 1
p
(2.17)
holds for some finite constant C and for all measurable functions f ≥ 0 if and only if
A˜∗W (s1, s2) = sup
c1≤t1≤d1
c2≤t2≤d2
(V1(d1)− V1(t1))
(s1−1)
p (V2(t2)− V2(c2))
(s2−1)
p
×
(∫ t1
c1
∫ d2
t2
u(x1, x2)(V1(d1)− V1(x1))
q(p−s1)
p (V2(x2)− V2(c2))
q(p−s2)
p dx1dx2
) 1
q
<∞,
(2.18)
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where the function Vi(xi) is defined by in (2.3) with i = 1, 2. Furthermore, if C is the best possible
constant in (2.17), then we have
sup
s1,s2∈(1,p)
A˜∗W (s1, s2)
2∏
i=1


(
p
p−si
)p
(
p
p−si
)p
+ 1
si−1


1
p
≤ C ≤ inf
s1,s2∈(1,p)
A˜∗W (s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
.
(2.19)
Next we begin to prove Theorem2.1. We first prove the necessity. Assume that (2.1) holds.
We choose the test function
f(y1, y2) =
2∏
i=1
p
p− si
(
Vi(bi(ti)− Vi(ai(zi))
)− si
p v1−p
′
i (yi)χ(ai(zi),bi(ti))(yi)
+
p
p− s1
(V1(b1(t1)− V1(a1(z1)))
−
s1
p v1−p
′
1 (y1) (V2(b2(y2)− V2(a2(z2)))
−
s2
p v1−p
′
2 (y2)
× χ(a1(z1),b1(t1))(y1)χ(b2(t2),b2(z2))(y2) +
p
p− s2
(V1(b1(y1)− V1(a1(z1)))
−
s1
p v1−p
′
1 (y1)
× (V2(b2(t2)− V2(a2(z2)))
−
s2
p v1−p
′
2 (y2)χ(b1(t1),b1(z1))(y1)χ(a2(z2),b2(t2))(y2)
+
2∏
i=1
(Vi(bi(yi)− Vi(ai(zi)))
−
si
p v1−p
′
i (yi)χ(bi(ti),bi(zi))(yi),
where ti and xi are fixed numbers and 0 < ti < xi <∞ such that ai(xi) < bi(ti) with i = 1, 2.
It follows that
ai(zi) ≤ ai(xi) < bi(ti) < bi(zi) ≤ bi(xi),
when ti < zi < xi for i = 1, 2. Then the right-hand side of (2.1) is equal to
2∏
i=1
∫ bi(ti)
ai(zi)
(
p
p− si
)p
(Vi(bi(ti))− Vi(ai(zi)))
−si v1−p
′
i (yi)dyi+
∫ b1(t1)
a1(z1)
(
p
p− s1
)p
(V1(b1(t1))− V1(a1(z1)))
−s1 v1−p
′
1 (y1)dy1
∫ b2(z2)
b2(t2)
(V2(b2(y2)− V2(a2(z2)))
−s2
× v1−p
′
2 (y2)dy2 +
∫ b1(z1)
b1(t1)
(V1(b1(y1))− V1(a1(z1)))
−s1 v1−p
′
1 (y1)dy1
∫ b2(t2)
a2(z2)
(
p
p− s2
)p
× (V2(b2(t2)− V2(a2(z2)))
−
s2
p v1−p
′
2 (y2)dy2 +
2∏
i=1
∫ bi(zi)
bi(ti)
(Vi(bi(yi))− Vi(ai(zi)))
−si v1−p
′
i (yi)dyi
≤
2∏
i=1
((
p
p− si
)p
+
1
si − 1
)
(Vi(bi(ti))− Vi(ai(zi)))
1−si .
Notice that ai(zi) ≤ ai(xi), i = 1, 2. We conclude that the integral on the right-hand side of (2.1)
is less than or equal to
2∏
i=1
((
p
p− si
)p
+
1
si − 1
)
(Vi(bi(ti))− Vi(ai(xi)))
1−si . (2.20)
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On the other hand, for the left-hand side of (2.1), we have that
(∫ ∞
0
∫ ∞
0
(∫ b1(z1)
a1(z1)
∫ b2(z2)
a2(z2)
f(y1, y2)dy1dy2
)q
u(z1, z2)dz1dz2
) 1
q
≥
(∫ x1
t1
∫ x2
t2
(∫ b1(z1)
a1(z1)
∫ b2(z2)
a2(z2)
f(y1, y2)dy1dy2
)q
u(z1, z2)dz1dz2
) 1
q
=
(∫ x1
t1
∫ x2
t2
(
2∏
i=1
∫ bi(ti)
ai(zi)
p
p− si
(Vi(bi(ti))− Vi(ai(zi)))
−
si
p v1−p
′
i (yi)dyi
+
∫ b1(t1)
a1(z1)
∫ b2(z2)
b2(t2)
p
p− s1
(V1(b1(t1))− V1(a1(z1)))
−
s1
p (V2(y2)− V1(a2(z2)))
−
s2
p v1−p
′
1 (y1)
× v1−p
′
2 (y2)dy1dy2
+
∫ b1(z1)
b1(t1)
∫ b2(t2)
a2(z2)
p
p− s1
(V1(y1))− V1(a1(z1)))
−
s1
p (V2(b2(t2))− V2(a2(z2)))
−
s2
p v1−p
′
1 (y1)
× v1−p
′
2 (y2)dy1dy2
+
2∏
i=1
∫ bi(zi)
bi(ti)
(Vi(yi))− Vi(ai(zi)))
−
si
p v1−p
′
i (yi)dyi
)q
u(z1, z2)dz1dz2
)1
q
=
p
p− s1
p
p− s2
(∫ x1
t1
∫ x2
t2
u(z1, z2)
2∏
i=1
(Vi(bi(zi))− Vi(ai(zi)))
q(p−si)
p dz1dz2
) 1
q
.
(2.21)
Combining (2.1), (2.20) together with (2.21) yields that
(∫ x1
t1
∫ x2
t2
(V1(b1(z1))− V1(a1(z1)))
q(p−s1)
p (V2(b2(z2))− V2(a2(z2)))
q(p−s2)
p u(z1, z2)dz1dz2
) 1
q
×
2∏
i=1
p
p−si((
p
p−si
)p
+ 1
si−1
) 1
p
(Vi(bi(ti))− Vi(ai(xi)))
si−1
p ≤ C.
Taking supermum over all xi and ti which satisfy (2.4) and applying (2.2), we have that the left
hand side inequality in (2.5) holds.
We now prove sufficiency. Assume that (2.2) holds. Here we will use some similar argument
from [1, 4], and define two functions ai and bi for i = 1, 2 be strictly increasing differentiable
functions on R+ satisfying (1.2), then we obtain the inverse functions a
−1
i and b
−1
i are also exist,
strictly increasing and differentiable. We define a sequence {mki }k∈Z, i = 1, 2, as follow: for fixed
mi > 0 write m
0
i = mi and
mk+1i = a
−1
i (bi(m
k
i )), if k ≥ 0,
mki = b
−1
i (ai(m
k+1
i )), if k ≤ 0.
(2.22)
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Thus, we have
ai(m
k+1
i ) = bi(m
k
i ), for all k ∈ Z, i = 1, 2. (2.23)
In addition, we define the weight functions ua1,a2 , ub1,b2 , ua1,b2 and ub1,a2 by
ua1,a2(y1, y2) = u(a
−1
1 (y1), a
−1
2 (y2))(a
−1
1 )
′(y1)(a
−1
2 )
′(y2),
ub1,b2(y1, y2) = u(b
−1
1 (y1), b
−1
2 (y2))(b
−1
1 )
′(y1)(b
−1
2 )
′(y2),
ua1,b2(y1, y2) = u(a
−1
1 (y1), b
−1
2 (y2))(a
−1
1 )
′(y1)(b
−1
2 )
′(y2),
ub1,a2(y1, y2) = u(b
−1
1 (y1), a
−1
2 (y2))(b
−1
1 )
′(y1)(a
−1
2 )
′(y2),
(2.24)
and
aki = ai(m
k
i ), b
k
i = bi(m
k
i ), k ∈ Z, i = 1, 2.
Taking g = fv1−p
′
1 v
1−p′
2 in the left hand side of (2.1), we obtain that it is less than or equal to

∑
k1∈Z
∑
k2∈Z
∫ bk11
a
k1
1
∫ bk22
a
k2
2
(∫ bk11
y1
∫ bk22
y2
g(t1, t2)dt1dt2
)q
ua1,a2(y1, y2)dy1dy2


1
q
+

∑
k1∈Z
∑
k2∈Z
∫ bk11
a
k1
1
∫ bk2+12
a
k2+1
2
(∫ bk11
y1
∫ y2
a
k2+1
2
g(t1, t2)dt1dt2
)q
ua1,b2(y1, y2)dy1dy2


1
q
+

∑
k1∈Z
∑
k2∈Z
∫ bk1+11
a
k1+1
1
∫ bk22
a
k2
2
(∫ y1
a
k1+1
1
∫ bk22
y2
g(t1, t2)dt1dt2
)q
ub1,a2(y1, y2)dy1dy2


1
q
+

∑
k1∈Z
∑
k2∈Z
∫ bk1+11
a
k1+1
1
∫ bk2+12
a
k2+1
2
(∫ y1
ak+11
∫ y2
ak+12
g(t1, t2)dt1dt2
)q
ub1,b2(y1, y2)dy1dy2


1
q
= II1 + II2 + II3 + II4.
(2.25)
Fix ti > 0 and let ti < zi < xi, for i = 1, 2. Write yi = ai(xi) in (2.2) and make the variable
transformation ai(zi) = ri, i = 1, 2. Then we have
B(s1, s2)/ (V1(b1(t1)− V1(y1))
s1−1
p (V2(b2(t2)− V2(y2))
s2−1
p
≥
(∫ a−11 (y1)
t1
∫ a−12 (y2)
t2
u(z1, z2)
2∏
i=1
(Vi(bi(zi))− Vi(ai(zi)))
q(p−si)
p dz1dz2
) 1
q
=
(∫ y1
a1(t1)
∫ y2
a2(t2)
2∏
i=1
(
Vi(bi(a
−1
i (ri))) − Vi(ri)
) q(p−si)
p ua1,a2(r1, r2)dr1dr2
) 1
q
≥
(∫ y1
a1(t1)
∫ y2
a2(t2)
2∏
i=1
(Vi(bi(ti)− Vi(ri))
q(p−si)
p ua1,a2(r1, r2)dr1dr2
) 1
q
,
(2.26)
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where ua1,a2 is defined by (2.24). In the last estimate of (2.26) we have used that
b1(t1) < b1(a
−1
1 (r1)), b2(t2) < b2(a
−1
2 (r2))
due to
t1 < z1 = a
−1
1 (r1), t2 < z2 = a
−1
2 (r2).
Therefore, we conclude that
(∫ y1
c1
∫ y2
c2
(V1(d1)− V1(r1))
q(p−s1)
p (V2(d2)− V2(r2))
q(p−s2)
p ua1,a2(r1, r2)dr1dr2
)1
q
× (V1(d1)− V1(y1))
s1−1
p (V2(d2)− V2(y2))
s2−1
p < B(s1, s2) <∞,
(2.27)
for all (ci, di) = (ai(ti), bi(ti)), i = 1, 2, in particular for all (ci, di) = (a
k
i , b
k
i ). Hence, the condition
(2.15) is satisfied. We can use Lemma 2.2 again, and we show that
II1 ≤

∑
k1∈Z
∑
k2∈Z
Cq
(∫ bk11
a
k1
1
∫ bk22
a
k2
2
gp(y1, y2)v1(y1)v2(y2)dy1dy2
) q
p


1
q
≤ C

∑
k1∈Z
∑
k2∈Z
∫ bk11
a
k1
1
∫ bk22
a
k2
2
fp(y1, y2)v
1−p′
1 v
1−p′
2 (y2)dy1dy2


1
p
= C
(∫ ∞
0
∫ ∞
0
fp(y1, y2)v
1−p′
1 v
1−p′
2 (y2)dy1dy2
) 1
p
.
(2.28)
According to (2.16) and (2.27), it implies that
C ≤ inf
s1,s2∈(1,p)
A˜W (s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
≤ inf
s1,s2∈(1,p)
B(s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
. (2.29)
Next, we will estimate II2. Let t1 and x2 be fixed, write y1 = a1(x1), y2 = b2(t2) in (2.2) and
make the variable transformation a1(z1) = r1, b2(z2) = r2. Similar to estimate of II1, we find
that
(∫ y1
c1
∫ d2
y2
(V1(d1)− V1(r1))
q(p−s1)
p (V2(r2)− V2(c2))
q(p−s2)
p ua1,b2(r1, r2)dr1dr2
) 1
q
× (V1(d1)− V1(y1))
s1−1
p (V2(y2)− V2(c2))
s2−1
p < B(s1, s2) <∞,
(2.30)
for all (ci, di) = (ai(ti), bi(ti)), i = 1, 2, where ua1,b2 is defined by (2.24). Then, (2.18) holds. We
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can conclude from Lemma 2.3 and the inequality (2.18) that
II2 ≤

∑
k1∈Z
∑
k2∈Z
Cq
(∫ bk11
a
k1
1
∫ bk2+12
a
k2+1
2
gp(y1, y2)v1(y1)v2(y2)dy1dy2
) q
p


1
q
≤ C

∑
k1∈Z
∑
k2∈Z
∫ bk11
a
k1
1
∫ bk2+12
a
k2+1
2
fp(y1, y2)v
1−p′
1 v
1−p′
2 (y2)dy1dy2


1
p
= C
(∫ ∞
0
∫ ∞
0
fp(y1, y2)v
1−p′
1 v
1−p′
2 (y2)dy1dy2
) 1
p
.
(2.31)
Thus it follows from (2.19) and (2.30) that
C ≤ inf
s1,s2∈(1,p)
A˜∗W (s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
≤ inf
s1,s2∈(1,p)
B(s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
. (2.32)
For III3, we first let x1, t1 be fixed, write y1 = b1(t1), y2 = a2(x2) in (2.2) and make the variable
transformation b1(z1) = r1, a2(z2) = r2. Similar to estimate for II1 we obtain that
(∫ d1
y1
∫ y2
c2
(V1(r1)− V1(c1))
q(p−s1)
p (V2(d2)− V2(r2))
q(p−s2)
p ub1,a2(r1, r2)dr1dr2
) 1
q
× (V1(d1)− V1(y1))
s1−1
p (V2(y2)− V2(c2))
s2−1
p < B(s1, s2) <∞,
(2.33)
for all (ci, di) = (ai(ti), bi(ti)), i = 1, 2, where ua1,b2 is defined by (2.24). Thus, (2.10) holds. We
can deduce from Lemma 2.1 and the inequality (2.10) that
II3 ≤

∑
k1∈Z
∑
k2∈Z
Cq
(∫ bk1+11
a
k1+1
1
∫ bk22
a
k2
2
gp(y1, y2)v1(y1)v2(y2)dy1dy2
) q
p


1
q
≤ C

∑
k1∈Z
∑
k2∈Z
∫ bk1+11
a
k1+1
1
∫ bk22
a
k2
2
fp(y1, y2)v
1−p′
1 v
1−p′
2 (y2)dy1dy2


1
p
= C
(∫ ∞
0
∫ ∞
0
fp(y1, y2)v
1−p′
1 v
1−p′
2 (y2)dy1dy2
) 1
p
.
(2.34)
Applying (2.11) and (2.33) we have
C ≤ inf
s1,s2∈(1,p)
A∗W (s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
≤ inf
s1,s2∈(1,p)
B(s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
. (2.35)
For estimate for II4, we first let xi be fixed, write yi = bi(ti) in (2.2), i = 1, 2 and make the
13
variable transformation b1(z1) = r1, b2(z2) = r2. Similar to estimate for II1 we show that(∫ d1
y1
∫ d2
y2
(V1(r1)− V1(c1))
q(p−s1)
p (V2(r2)− V2(c2))
q(p−s2)
p ub1,b2(r1, r2)dr1dr2
) 1
q
× (V1(d1)− V1(y1))
s1−1
p (V2(y2)− V2(c2))
s2−1
p < B(s1, s2) <∞,
(2.36)
for all (ci, di) = (ai(ti), bi(ti)), i = 1, 2 and where ub1,b2 is defined by (2.24). Thus, (2.7) holds.
We can conclude from Lemma A and the inequality (2.7) that
II4 ≤

∑
k1∈Z
∑
k2∈Z
Cq
(∫ bk1+11
a
k1+1
1
∫ bk2+12
a
k2+1
2
gp(y1, y2)v1(y1)v2(y2)dy1dy2
) q
p


1
q
≤ C

∑
k1∈Z
∑
k2∈Z
∫ bk1+11
a
k1+1
1
∫ bk2+12
a
k2+1
2
fp(y1, y2)v
1−p′
1 v
1−p′
2 (y2)dy1dy2


1
p
= C
(∫ ∞
0
∫ ∞
0
fp(y1, y2)v
1−p′
1 v
1−p′
2 (y2)dy1dy2
) 1
p
.
(2.37)
Combining (2.8) with (2.36) yields that
C ≤ inf
s1,s2∈(1,p)
AW (s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
≤ inf
s1,s2∈(1,p)
B(s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
. (2.38)
Combining (2.25), (2.28), (2.31), (2.34) together with (2.37), we find that the left hand side of
(2.1) can be dominated by
Cp,q
(∫ ∞
0
∫ ∞
0
fp(y1, y2)v1(y1)v2(y2)dy1dy2
) 1
p
,
where the best constant Cp,q in (2.5) can be estimated by (2.29), (2.32), (2.35) and (2.38). The
proof is complete. ✷
3 A scale of weight characterizations for the Po´lya-Knopp
operator with variable limits
Our main result in this Section reads:
Theorem 3.1. Let 0 < p ≤ q < ∞, 1 < si < p, i = 1, 2 and let u and v be weight function on
R
2
+. Then the inequality
‖(G2f)‖Lq(R2+,u) ≤ C
∗
p,q‖f‖Lp(R2+,v) (3.1)
holds for some finite constant C∗p,q and for all measurable functions f ≥ 0 if and only if
D(s1, s2) = sup
(∫ x1
t1
∫ x2
t2
w(y1, y2) (b1(y1)− a1(y1))
−
qs1
p (b2(y2)− a2(y2))
−
qs2
p dy1dy2
) 1
q
× (b1(t1)− a1(x1))
s1−1
p (b2(t2)− a2(x2))
s2−1
p <∞,
(3.2)
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where the supremum is taken over all xi and ti such that (2.4) holds and w(x1, x2) is defined by
(1.11). Furthermore, if C∗p,q is the best possible constant in (3.1), then
sup
s1,s2>1
D(s1, s2)
2∏
i=1
(
esi(si − 1)
esi(si − 1) + 1
) 1
p
≤ C∗p,q ≤ 4 inf
s1,s2∈(1,p)
D(s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
. (3.3)
Proof . Assum that (3.2) holds. If we use the definition w(x1, x2) as in Theorem 3.1 and let
g(x1, x2) = f
p(x1, x2)v(x1, x2)
in (3.1). Then the inequality (3.1) is equivalent to the following inequality
(∫ ∞
0
∫ ∞
0
(G2g)
q
p (x1, x2)w(x1, x2)dx1dx2
) 1
q
≤ C∗p,q
(∫ ∞
0
∫ ∞
0
g(x1, x2)dx1dx2
) 1
p
. (3.4)
Now replace g(x1, x2) by f
p(x1, x2), we have that (3.4) is equivalent to
(∫ ∞
0
∫ ∞
0
(G2f)
q(x1, x2)w(x1, x2)dx1dx2
) 1
q
≤ C∗p,q
(∫ ∞
0
∫ ∞
0
fp(x1, x2)dx1dx2
) 1
p
. (3.5)
Obviously (3.1) is also equivalent to (3.5).
Moreover, it implies from Jensen’s inequality that
(∫ ∞
0
∫ ∞
0
((G2f)(x1, x2))
q w(x1, x2)dx1dx2
) 1
q
≤
(∫ ∞
0
∫ ∞
0
(H2f)
q(x1, x2)w(x1, x2)dx1dx2
) 1
q
.
(3.6)
Now we merely need to consider the inequality
(∫ ∞
0
∫ ∞
0
(H2f)
q(x1, x2)w(x1, x2)dx1dx2
) 1
q
≤ C∗p,q
(∫ ∞
0
∫ ∞
0
fp(x1, x2)dx1dx2
) 1
p
. (3.7)
Comparing with (2.1) we find that (3.7) is just (2.1) as v1(x1) = v2(x2) = 1, u(x1, x2) =
w(x1, x2)(b1(x1)−a1(x1))
−q(b2(x2)−a2(x2))
−q. Hence, according to condition (2.2) in Theorem
2.1, (3.7) holds if
B(s1, s2) = sup
(∫ x1
t1
∫ x2
t2
w(y1, y2) (b1(y1)− a1(y1))
−
qs1
p (b2(y2)− a2(y2))
−
qs2
p dz1dz2
) 1
q
× (b1(t1)− a1(x1))
s1−1
p (b2(t2)− a2(x2))
s2−1
p <∞,
where the supremun is taken over all xi and ti which satisfy (2.4) for i = 1, 2. In fact, this
condition is just the assumption (3.2). Therefore, (3.7) holds and then by (3.6), (3.1) holds.
Furthermore, if C∗p,q is the best possible constant in (2.1), then we have
C∗p,q ≤ 4 inf
s1,s2∈(1,p)
B(s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
.
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Since B(s1, s2) = D(s1, s2), we immediately have
C∗p,q ≤ 4 inf
s1,s2∈(1,p)
D(s1, s2)
2∏
i=1
(
p− 1
p− si
) 1
p′
. (3.8)
Now we assume that (3.1) and (3.4) holds with some finite constant C∗p,q. Let ti and xi be
fixed numbers, such that 0 < ti < xi < ∞ and ai(xi) < bi(ti), i = 1, 2. For any zi ∈ (ti, xi) it
follows that
ai(zi) ≤ ai(xi) < bi(ti) < bi(zi) ≤ bi(xi),
for i = 1, 2. Next we now consider the following test function
g(y1, y2) =
2∏
i=1
(bi(ti)− ai(zi))
−si χ(ai(zi),bi(ti)(yi)
+ e−s2 (b1(t1)− a1(z1))
−s1 (y2 − a2(z2))
−s2 χ(a1(z1),b1(t1)(y1)χ(b2(t2),b2(z2)(y2)
+ e−s1 (y1 − a1(z1))
−s1 (b2(t2)− a2(z2))
−s2 χ(b1(t1),b1(z1)(y1)χ(a2(z2),b2(t2)(y2)
+
2∏
i=1
e−si (yi − ai(zi))
−si (bi(ti)− ai(zi))
−si χ(bi(ti),bi(zi)(yi).
Similar to (2.20), the right hand side of (3.4) is less than or equal to
2∏
i=1
(
1 + e−si
1
si − 1
)
(bi(ti)− ai(xi))
1−si . (3.9)
For the left hand side in (3.4) we have
IIL :=
(∫ ∞
0
∫ ∞
0
(G2g)
q
p (z1, z2)w(z1, z2)dz1dz2
) 1
q
≥
(∫ x1
t1
∫ x2
t2
(G2g)
q
p (z1, z2)w(z1, z2)dz1dz2
) 1
q
=
(∫ x1
t1
∫ x2
t2
(
exp
((
2∏
i=1
1
bi(zi)− ai(zi)
)[∫ b1(t1)
a1(z1)
∫ b2(t2)
a2(z2)
ln
(
2∏
i=1
(bi(ti)− ai(zi))
−si
)
dy1dy2
+
∫ b1(t1)
a1(z1)
∫ b2(z2)
b2(t2)
ln
(
e−s2(b1(t1)− a1(z1))
−s1(y2 − a2(z2))
−s2
)
dy1dy2
+
∫ b1(z1)
b1(t1)
∫ b2(t2)
a2(z2)
ln
(
e−s1(y1 − a1(z1))
−s1(b2(t2)− a2(z2))
−s2
)
dy1dy2
+
∫ b1(z1)
b1(t1)
∫ b2(z2)
b2(t2)
ln
(
2∏
i=1
e−si(yi − ai(zi))
−si
)
dy1dy2
]) q
p

w(z1, z2)dz1dz2


1
q
=:

∫ x1
t1
∫ x2
t2

exp
((
2∏
i=1
1
bi(zi)− ai(zi)
)
[II1 + II2 + II3 + II4]
) q
p

w(z1, z2)dz1dz2


1
q
,
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where
II1 = −
(
2∏
i=1
(bi(ti)− ai(zi))
)
2∑
i=1
si ln(bi(ti)− ai(zi)),
II2 = −(s1 ln(b1(t1)− a1(z1)) + s2)
∫ b1(t1)
a1(z1)
∫ b2(z2)
b2(t2)
dy1dy2
− s2
∫ b1(t1)
a1(z1)
∫ b2(z2)
b2(t2)
ln(y2 − a2(z2))dy1dy2
= −s2(b1(t1)− a1(z1))(b2(z2)− a2(z2)) ln(b2(z2)− a2(z2))
− s1(b1(t1)− a1(z1))(b2(z2)− b2(t2) ln(b1(t1)− a1(z1))
+ s2(b1(t1)− a1(z1))(b2(t2)− a2(z2)) ln(b2(t2)− a2(z2)),
II3 = −s1(b1(z1)− a1(z1))(b2(t2)− a2(z2)) ln(b1(z1)− a1(z1))
− s2(b1(z1)− b1(t1))(b2(t2)− a2(z2)) ln(b2(t2)− a2(z2))
+ s1(b1(t1)− a1(z1))(b2(t2)− a2(z2)) ln((b1(t1)− a1(z1))
and
II4 =
2∑
i=1
−si
∫ b1(z1)
b1(t1)
∫ b2(z2)
b2(t2)
dy1dy2 − si
∫ b1(z1)
b1(t1)
∫ b2(z2)
b2(t2)
ln(yi − ai(zi))dy1dy2
= −s1(b1(z1)− a1(z1))(b2(z2)− b2(t2)) ln(b1(z1)− a1(z1))
+ s1(b1(t1)− a1(z1))(b2(z2)− b2(t2)) ln(b1(t1)− a1(z1))
− s2(b1(z1)− b1(t1))(b2(z2)− z2(z2)) ln(b2(z2)− z2(z2))
+ s2(b1(z1)− b1(t1))(b2(t2)− a2(z2)) ln(b2(t2)− a2(z2)).
Summing up we obtain
II1 + II2 + II3 + II4 = −
(
2∏
i=1
(bi(zi)− ai(zi))
)
2∑
i=1
ln(bi(zi)− ai(zi))
si .
and we deduce that
IIL ≥
(∫ x1
t1
∫ x2
t2
(exp (−s1 ln(b1(z1)− a1(z1))− s2 ln(b2(z2)− a2(z2))))
q
p w(z1, z2)dz1dz2
) 1
q
=
(∫ x1
t1
∫ x2
t2
(b1(z1)− a1(z1))
−
s1q
p (b2(z2)− a2(z2))
−
s2q
p w(z1, z2)dz1dz2
) 1
q
.
(3.10)
Thus, by combining (3.9) with (3.10) we obtain that
C∗p,q ≥ D(s1, s2)
2∏
i=1
(
1 + e−si
1
si − 1
)− 1
p
= D(s1, s2)
2∏
i=1
(
esi(si − 1)
esi(si − 1) + 1
) 1
p
. (3.11)
Hence, (3.1) holds. Furthermore, by combining (3.8) with (3.11) we show that also (3.2) holds.
✷
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