Abstract. We define as a distribution the product of a function (or distribution) h in some Hardy space H p with a function b in the dual space of H p . Moreover, we prove that the product b × h may be written as the sum of an integrable function with a distribution that belongs to some Hardy-Orlicz space, or to the same Hardy space H p , depending on the values of p.
Introduction
For p and p ′ two conjugate exponents, with 1 < p < ∞, when we consider two functions f ∈ L p (R n ) and g ∈ L p ′ (R n ) = (L p (R n )) * , their product f g is integrable, which means in particular that their pointwise product gives rise to a distribution. When p = 1, the right substitute to Lebesgue spaces is, for many problems, the Hardy space H 1 (R n ), whose dual is the space BMO(R n ). So one may ask what is the right definition of the product of h ∈ H 1 (R n ) and b ∈ BMO(R n ). In this context, the pointwise product is not integrable in general. In order to get a distribution, one has to define the product in a different way. This question has been considered by the first author in a joint work with T. Iwaniec, P. Jones and M. Zinsmeister in [BIJZ] . The present paper explores the same problem in different spaces.
The duality bracket b, h may be written through the almost everywhere approximation of the factor b ∈ BMO(R n ) ,
(1)
where b k is a sequence of bounded functions, which is bounded in the space BMO(R n ) and converges to b almost everywhere. For example, we can choose
We then define the product b × h as the distribution whose action on the test function ϕ in the Schwartz class, that is ϕ ∈ S(R n ), is given by (3) b × h, ϕ := bϕ, h .
We use the fact that the multiplication by ϕ is a bounded operator on BMO(R n ). So the right hand side makes sense in view of the duality H 1 -BMO. Alternatively, the Schwartz class is contained in the space of multipliers of BMO(R n ), which have been studied and characterized, see [S] and the discussion below. It follows from (1), used with the sequence b k given in (2) , that the distribution b × h is given by the function bh whenever this last one is integrable.
A more precise description of products b × h has been given in [BIJZ] . Namely, all such distributions are sums of a function in L 1 (R n ) and a distribution in a Hardy-Orlicz space H Φ w , where w is a weight which allows a smaller decay at infinity and Φ is given below. We will consider a slightly different situation by replacing the space BMO(R n ) by the smaller space bmo(R n ), defined as the space of locally integrable functions b such that (4) sup
Here B varies among all balls of R n and |B| denotes the measure of the ball B. Also b B is the mean of b on the ball B. Recall that the BMO condition reduces to the first one, but for all balls and not only for balls B such that |B| < 1. We clearly have bmo ⊂ BMO.
We have the following, which is new compared to [BIJZ] .
Theorem 1.1. For h a function in H 1 (R n ) and b a function in bmo(R n ), the product b × h can be given a meaning in the sense of distributions. Moreover, we have the inclusion
is the Hardy-Orlicz space related to the Orlicz function
.
There is no need of weight at infinity, unlike the general situation for f ∈ BMO. The aim of this paper is to give some extensions of the previous situation. Indeed, (3) makes sense in other cases. First, the space bmo is the dual of the local Hardy space, as proved by Goldberg [G] who introduced it. So it is natural to extend the previous theorem to functions h in this space, which we do. Next, we can consider the Hardy space H p (R n ), for p < 1, and its dual the homogeneous Lipschitz spaceΛ γ (R n ), with γ := n( 1 p −1). Indeed, a function in the Schwartz class is also a multiplier of the Lipschitz spaces. Our statement is particularly simple when b belongs to the non homogeneous Lipschitz space Λ γ (R n ).
Theorem 1.2. Let p < 1 and γ := n(
, the product b × h can be given a meaning in the sense of distributions. Moreover, we have the inclusion
Again the space Λ γ (R n ) is the dual of the local version of the Hardy space H p (R n ). We will adapt the theorem to h in this space. Let us explain the presence of two terms in the two previous theorems. The product looses the cancellation properties of the Hardy space, which explains the term in L 1 . Once we have subtracted some function in L 1 , we recover a distribution of a Hardy space. For p = 1, there is a loss, due to the fact that a function in bmo is not bounded, but uniformly in the exponential class on each ball of measure 1. This explains that we do not find a function in H 1 , but in the Hardy-Orlicz space.
As we will see, the proof uses a method that is linear in b, not in h. As in the case H 1 -BMO (see [BIJZ] ), one would like to know whether the decomposition of b × h as a sum of two terms can be obtained through linear operators, but we are very far from being able to answer this question.
All this study is reminiscent of problems related to commutators with singular integrals, or Hankel operators. In particular, such products arise when developing commutators between the multiplication by b and the Hilbert transform and looking separately at each term. It is well known that the commuta-
weak (R) for b in the Lipschitz space Λ γ (R) (see [J] ), which means that there are some cancellations between terms, compared to our statement which is the best possible for each term separately. One can also consider products of holomorphic functions in the corresponding spaces when R n is replaced by the torus, considered as the boundary of the unit disc. Statements and proofs are much simpler and there are converse statements, see [BIJZ] for the case p = 1, and also to [BG] where the problem is treated in general for holomorphic functions in Hardy-Orlicz spaces in convex domains of finite type in C n . These results allow to characterize the classes of symbols for which Hankel operators are bounded from some Hardy-Orlicz space larger than H 1 into H 1 .
Another possible generalization deals with spaces of homogeneous type instead of R n . Since the seminal work of Coifman and Weiss [CW1, CW2] , it has been a paradigm in harmonic analysis that this is the right setting for developing Calderon-Zygmund Theory. The contribution of Carlos Segovia, mainly in collaboration with Roberto Macías, has been fundamental to develop a general theory of Hardy and Lipschitz spaces. We will rely on their work in the last section, when explaining how properties of products of functions in Hardy and Lipschitz or BMO spaces can generalize in this general setting. Remark that the boundary of pseudo-convex domain in C n , with the metric that is adapted to the complex geometry (see for instance [McN] ), gives a fundamental example of such a space of homogeneous type. Calderón-Zygmund theory has been developed in this context, see [KL] for instance, in relation with the properties of holomorphic functions, reproducing formulas, Bergman and Szegö projections. Many recent contributions have been done in H p theory on spaces of homogeneous type. We refer to [GLY] and the references given there. Tools developed by Macías, Segovia and their collaborators play a fundamental role, like, for instance, for the atomic decomposition of Hardy-Orlicz spaces given by Viviani (see [V] and [BG] ).
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Prerequisites on Hardy and Lipschitz spaces
We recall here the definitions and properties that we will use later on.We follow the book of Stein [St] .
Let us first recall the definition of the maximal operator used for the definition of Hardy spaces. We fix a function ϕ ∈ S(R n ) having integral 1 and support in {|x| < 1}. For f ∈ S ′ (R n ) and x in R n , we put
and define the maximal function M ϕ f by
where ϕ t (x) = t −n ϕ (t −1 x). We also define the truncated version of the maximal function, namely
For p > 0, a tempered distribution f is said to belong to the Hardy space
The localized versions of Hardy spaces are defined in the same spirit, with the truncated maximal function in place of the maximal function. Namely, a tempered distribution f is said to belong to the space
Recall that, up to equivalence of corresponding norms, the space H p (R n ) (resp. h p (R n )) does not depend on the choice of the function ϕ. So, in the sequel, we shall use the notation
ϕ f . Hardy-Orlicz spaces are defined in a similar way. Given a continuous function P : [0, ∞) → [0, ∞) increasing from zero to infinity (but not necessarily convex, P is called the Orlicz function), the Orlicz space L P consists of measurable functions f such that
We will be particularly interested by the choice of the function Φ given in (6) as the Orlicz function. It is easily seen that the function Φ is equivalent to a concave function (take t/(log(c + t)), for c large enough). So there is no norm on the space L Φ . In general, · L P is homogeneous, but is not sub-additive. Nevertheless (see [BIJZ] ),
We will restrict to p ≤ 1, since otherwise Hardy spaces are just Lebesgue spaces. We will need the atomic decompositions of the spaces H p (R n ) (resp. h p (R n )), which we recall now.
Definition 2.1. Let 0 < p ≤ 1 < q ≤ ∞, p < q, and s an integer. A (p, q, s)-atom related to the ball B is a function a ∈ L q (R n ) which satisfies the following conditions:
Here α varies among multi-indices, x α denotes the product x α 1 1 . . . x αn n and |α| := α 1 + · · · + α n . Condition (16) is called the moment condition.
The atomic decomposition of H p (R n ) is as follows. Let us fix q > p and
there exists a sequence of (p, q, s)-atoms a j and constants λ j such that
where the first sum is assumed to converge in the sense of distributions. Moreover, f is the limit of partial sums in H p (R n ), and f H p (R n ) is equivalent to the infimum, taken on all such decompositions of f , of the quantities
For the local version, we consider other kinds of atoms when the balls B are large. We have the following, where we have fixed q > p and s > n 1 p − 1 .
A tempered distribution f is in h p (R n ) if and only if there exists a sequence of functions a j , constants λ j and balls B j for which (17) holds, and such that (i) when |B j | ≤ 1, then a j is a (p, q, s)-atom related to B j ; (ii) when |B j | > 1, then a j is supported in B j and
In other words, one still has the atomic decomposition, except that for large balls one does not ask for any moment condition on atoms.
Next, let us define Lipschitz spaces. For δ ∈ R n we note
for f a continuous function (see [Gr] for instance). Then, by induction, we define
For γ > 0 and k = ⌊γ⌋ the integer part of γ, we set
, the inhomogeneous Lipschitz space of order γ, is defined as the space of continuous functions f such that f Λγ < ∞. It is well known that f ∈ Λ γ (R n )
is of class C k (R n ), with k := ⌊γ⌋. Moreover, for α a multi-index with |α| ≤ k,
Similarly, we define the homogeneous LipschitzΛ γ (R n ) with
3. Proofs of Theorem 1.1 and Theorem 1.2
Proof of Theorem 1.1. To simplify notations, we will write H p in place of H p (R n ), BMO in place of BMO(R n ), etc.. The proof is inspired by the one given in [BIJZ] for the product b × h when b is in BMO. Recall that we assume that b ∈ bmo. The function h ∈ H 1 admits an atomic decomposition with bounded atoms,
When the sequence h ℓ tends to h in H 1 , the product b × h ℓ tends to b × h as a distribution. So we can write
where the limit is taken in the distribution sense. Since the a j are bounded functions with compact support, the product b × a j is given by the ordinary product. We want to write b × h := h
(1) + h (2) , with h (1) ∈ L 1 and h (2) ∈ H Φ . Let us write, for each term a j , which is assumed to be adapted to B j ,
By the BMO property as well as the fact that |a j | ≤ |B j | −1 , we have the inequality
Here b bmo is the sum of the two finite quantities that appear in the definition of bmo given by (4). We call
which is the sum of a normally convergent series in L 1 . Since convergence in L 1 implies convergence in the distribution sense, it follows that h (2) is
which is well defined in the distribution sense. Moreover
The first term is in L 1 since Ma j ≤ |B j | −1 . In order to conclude, we have to prove that the second term is in L Φ . We first use the fact that Ma j 1 ≤ C for some uniform constant C, which is classical and may be found in [St] for instance. Then we have to prove that, for ψ ∈ L 1 , the product bψ is in L Φ . We claim that b belongs uniformly to the exponential class on each ball of measure 1. Indeed, by John-Nirenberg Inequality which is valid for b, for some constant C, which depends only on the dimension, and for each ball B such that |B| = 1,
Moreover, since b ∈ bmo, we have the inequality |b B | ≤ b bmo . To prove that bψ is in L 1 , we first consider each such ball separately. We use the following lemma, which is an adaptation of lemmas given in [BIJZ] .
Lemma 3.1. If the integral on B of exp |b| is bounded by 2, then, for some constant C,
Proof. If we cut the integral into two parts depending on the fact that |b| < 1 or not, we conclude directly for the first part, since we have a majorant by suppressing the denominator. For the second part, we can suppress b in the denominator. Then, we use the duality between the L log L class, and the Exponential class. It is sufficient to prove that the Luxembourg norm of
in the class L log L is bounded by the L 1 norm of ψ, which is elementary.
We conclude for the fact that bψ is in L Φ by covering the whole space by almost disjoint balls of measure 1. This finishes the proof of Theorem 1.1.
Since bmo is the dual of h 1 , it is natural to see what is valid for h ∈ h 1 . We can state the following.
Theorem 3.2. For h a function in h
1 (R n ) and b a function in bmo(R n ), the product b × h can be given a meaning in the sense of distributions. Moreover, we have the inclusion
Proof. Again, we start from the atomic decomposition of h. In view of (14), it is sufficient to consider only those atoms a j that are adapted to balls B such that |B| ≥ 1. Remember that they do not satisfy the moment condition (16). This one was only used to insure that Ma j 1 ≤ C for some independent constant. We now have M (1) a j 1 ≤ C since M (1) a j , which is bounded by |B j | −1 is supported in the ball of same center as B j and radius twice the radius of B j . Except for this point, the proof is identical.
Before leaving the case p = 1, let us add some remarks. Multipliers of the space BMO have been characterized by Stegenga in [S] (see also [CL] ) when R (ii) For every b ∈ bmo, the function bφ is in bmo.
Proof. We give a direct proof, which is standard, for completeness. The proof of (i)⇒(ii) is straightforward. Indeed, let us first consider balls B such that
we conclude directly for the first term, and have to prove that
Let B ′ the ball of same center as B and radius 1. It is well known that the fact that b is in BMO implies that
We conclude, using the fact that |b B ′ | ≤ C b bmo . The proof is even simpler for balls B such that |B| ≥ 1.
Conversely, assume that we have (ii). Taking b = 1, we already know that φ is in bmo. Also, by the closed graph theorem, we know that there exists some constant C such that, for every b ∈ bmo, the function
We first claim that φ is bounded. By the Lebesgue differentiation theorem, it is sufficient to prove that, for each ball B, the mean φ B is bounded. But φ B = φ, |B| −1 χ B = bφ, a , where a is some atom of h 1 and b is bounded by 1. Indeed, the characteristic function χ B may be written as the square of a function of mean zero, taking values ±1 on B. So φ B is bounded. Now, since φ is bounded, the assumption implies that, for a ball B such that |B| ≤ 1,
It is sufficient to find a function b with norm bounded independently of B and such that |b B | ≥ c log(e + 1/|B|) The function log(|x − x B | −1 ), with x B the center of B, has this property.
The previous proposition allows an interpretation of Theorem 1.1. The duals of Hardy-Orlicz spaces have been studied by S. Jansen [J] , see also the work of Viviani [V] where duality is deduced from their atomic decomposition. In particular, the dual of the space h Φ is the space lmo. It follows that the dual of the space L 1 + h Φ is the space L ∞ ∩ lmo. So the direct part of Theorem 3.3 is a consequence of Theorem 3.2. The converse implication cannot follow from duality since we are not dealing with Banach spaces. But the fact that Theorem 3.3 gives a necessary and sufficient condition proves that, in some sense, Theorem 3.2 is optimal.
Proof of Theorem 1.2. When p > n n+1
, the proof is an easy adaptation of the previous one. We start again from an atomic decomposition of h and define h
(1) and h (2) as before. To conclude for h (1) ∈ L 1 , it is sufficient to prove that, for all balls B, one has
If B has center x B and radius r, it follows at once from the inequality |b(x) − b(x B )| ≤ r γ b Λγ ≤ |B| γ/n b Λγ , and the choice γ = n(1/p − 1). Next we conclude directly for h (2) , using the fact that b is bounded, so that
For smaller values of p, we start again from an atomic decomposition of h, but choose the atoms a j to be (p, ∞, s) for s to be chosen later, that is, to satisfy the moment condition (16) up to order s. We then have to modify the choice of h (1) and h (2) in order to be able to treat the first term as above. We use the following definition. The next lemma is classical. It is the easy part of the identification of Lipschitz spaces with spaces of Morrey-Campanato, see [C] . We give its proof for completeness.
Lemma 3.5. Let γ > 0 and k ≥ γ. There exists a constant C such that, for f a function in Λ γ (R n ) and B a ball in R n , then
Proof. In fact we prove an L 2 inequality instead of an L 1 , which is better. In this case, it is sufficient to prove the same inequality with P k B f replaced by some polynomial P of degree ≤ k. This allows to conclude for γ not an even integer. Indeed, take for P the Taylor polynomial at point x B (assuming that B has center x B and radius r) and order ⌊γ⌋, using the fact that it makes sense by (20). Then, by Taylor's formula, |f −P | is bounded on B by Cr γ ≤ C|B| γ/n . For γ an integer, we conclude for (25) by interpolation.
Let us come back to the proof of Theorem 1.2. We start again from an atomic decomposition of f , We fix k ≥ γ and pose
Using the previous lemma, we conclude as before that
b)a j be, up to the multiplication by a uniform constant, a (p, ∞, s ′ )-atom with s ′ ≥ γ. The moment condition is clearly satisfied if we have s ≥ k + s ′ . We can in particular choose k = s ′ = ⌊γ⌋ and s = 2⌊γ⌋. It remains to prove that P k B j is uniformly bounded. This follows from the following lemma.
Lemma 3.6. Let k be a positive integer. There exists a constant C > 0 such that for every ball B in R n ,
, for all functions f which are bounded on the ball B.
Proof. We remark first that, by invariance by translation we can assume that B is centered at 0. Next, by invariance by dilation, we can also assume that |B| = 1. So we have to prove it for just one fixed ball. Now, since the projection is done on a finite dimensional space,
This allows to conclude for the proof of the theorem.
As for the case p = 1, we can take h in the local Hardy space.
Theorem 3.7. For h a function in h p (R n ) and b a function in bmo(R n ), the product b × h can be given a meaning in the sense of distributions. Moreover, we have the inclusion
Proof. The adaptation of the previous proof is done in the same way as we have done for Theorem 3.2 compared to Theorem 1.1. We leave it to the reader.
We did not give estimates of the norms, but it follows from the proof of Theorem 1.2 that we have the inequality
So the bilinear operator
is continuous. It is easy to see that the term in L 1 is present in general: for instance take an example in which the product is positive. The same remarks are valid for all three other cases.
with a weight w conveniently chosen. Now b is no more bounded, but can increase as |x| γ at infinity. We can take any weight (1 + |x|) −α , with α > γp.
Generalization to spaces of homogeneous type
All proofs generalize easily to spaces of homogeneous type once one has been able to define correctly the product b × h. We will not give into details of terminology and proofs when the generalization may be done without any difficulty, but will essentially concentrate on the definition of the product.
Let us first recall some definitions. We assume that we are given a locally compact Hausdorff space X, endowed with a quasi-metric d and a positive regular measure µ such that the doubling condition for all x, y, z in X.
Given x ∈ X and r > 0, we note B (x,r) = {y ∈ X : d (x, y) < r} the ball with center x and radius r.
Definition 4.1. We call space of homogeneous type (X, d, µ) such a locally compact space X, given together with the quasi-metric d and the nonnegative Borel measure µ on X that satisfies the doubling condition.
they can use distributions to define H p spaces when p > (1 + α) −1 . We recover in the Euclidean case the condition p > n/(n + 1), which is the range where atoms are assumed to satisfy only the moment condition of order zero, and where the dual is a Lipschitz space defined by a condition implying only one difference operator.
This notion of distribution is exactly what we need for the definition of products. With the conditions above and in the corresponding range of p, products may be defined in the distribution sense and the four theorems are valid.
Remark that, for X the boundary of a bounded smooth pseudo-convex domain of finite type, Lipschitz spaces can be defined for all values of γ and H p spaces can be defined for p arbitrarily small. The moment conditions of higher order rely on the use of vector fields related to the geometric structure of the boundary. We refer to [McN] for the geometrical aspects, and to [BG] for the detailed statements related to products of holomorphic functions in H p and BMO or Lipschitz spaces.
