Abstract. We consider the low temperature Ising model in a uniform magnetic field h > 0 with minus boundary conditions and conditioned on having no internal contours. This simple contour model defines a non-Gibbsian spin state. For large enough magnetic fields (h > h c ) this state is concentrated on the single spin configuration of all spins up. For smaller values (h ≤ h c ), the spin state is non-trivial. At the critical point h c = 0 the magnetization jumps discontinuously. Freezing provides also an example of a translation invariant weakly Gibbsian state which is not almost Gibbsian. Classification (1991): 60G, 82B20, 82B31, 82B26
Introduction
Contour models play an important role in the study of phase transitions for lattice systems. Since Peierls' original argument showing a phase transition in the standard Ising model, the method of contours has been generalized, leading to the modern Pirogov-Sinai theory, which enables one to draw the C.M. is onderzoeksleider at the Flemish F.W.O. with partial support from EC grant CHRX-CT93-0411.
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phase diagram of great many classical (and some quantum) equilibrium systems.
As often happens with powerful methods, contour models have gained an interest of their own. Quite independent from specific applications to statistical-mechanical lattice spin systems, contour models also appear as probability measures over geometric objects (paths, compatible contours, polymers,...). Looked upon in this way, the model we study here is conceptually rather simple. We consider Ising-like contours on the d-dimensional lattice but we only allow for external contours. The weight W (γ ) of a contour γ is then determined by its length |γ | and by the number v(γ ) of sites inside it: W (γ ) ∼ exp[−β|γ | + hv(γ )], β, h > 0. Previously, the model was used to study certain problems in a simplified setting. E.g. in [10] , it was used in the study of the Ising model in a random magnetic field. Apart from its use as simple starting point for a more complicated analysis, the model also has an independent interest as stochastic geometric model in the context of image restoration and pattern recognition where the weight of a domain (that cannot contain other domains) not only depends on its surface but also on other morphological characteristics (such as its volume), see [2] . Our main motivation is described below.
Looked upon as a lattice spin system, the state we consider is nonGibbsian and it is the simplest variant of the non-Gibbsian examples considered in [8] . Not only is our system non-Gibbsian because the measure is not nonnull (i.e. there are forbidden configurations) but more importantly, the question whether a set is closed in by an external contour may depend on behavior far away, and hence the state fails to be quasilocal. Here however we will concentrate on yet another non-Gibbsian property: the existence of a finite non-zero value of the magnetic field where a freezing transition occurs.
One of the important questions in the discussion Gibbs vs. non-Gibbs is to understand what can be saved of the Gibbs formalism in physically interesting (weakly) non-Gibbsian models, see e.g. [1] , [15] , [5] , [4] , [16] . In [8] one finds a warning and it is argued that it is perhaps too early to describe the non-Gibbsian pathologies (as in the title of [7] ) as merely zero measure events not altering significantly the Gibbsian game. We think it is indeed not clear yet what are the essential ingredients needed to call a Gibbsian restoration of non-Gibbsian states satisfactory. We need examples and our model serves that purpose.
One of the things that cannot happen in the Gibbs formalism is the occurrence of frozen spin states. In fact, as first noticed in [14] , one way to recognize non-Gibbsianness is finding such a state when turning on a finite magnetic field. In the present paper we concentrate on proving a phase transition towards a frozen state for our contour model. As we vary the parameters β, h in the weight of a contour, the system goes from a non-trivial state into a frozen state (where each spin is up). In contrast with the usual picture for phase transitions where this is excluded (see e.g. [12] ), here the free energy is linear in the external field if that field is above the critical value (which depends on the temperature). As a result, the magnetization has a flat piece (and equals one) as a function of the field. This is unheard of in ordinary (Gibbsian) phase transitions where the pressure can develop a flat piece as a function of the density but not vice versa. This phenomenon was studied before in one-dimensional models ( [9] , [11] ) and it is sometimes called an anti-phase transition. As the applied field is lowered beyond the critical value, the magnetization jumps discontinuously to a smaller value.
In the following Section we explain the model and our results in a more precise way. In particular, we explain there the non-Gibbsian features of our field. The rest of the paper is devoted to proofs with a very short introduction to the theory of contour models in Section 3.
Main results

The model
To each site x of the d-dimensional lattice Z d we assign a spin variable σ x ∈ {+1, −1}. The set of all such configurations is K = {+1, −1} 
where the sum is over nearest neighbor pairs xy , J ≥ 0 is a coupling constant and B ≥ 0 plays the role of an external field. As usual, (1) defines the finite volume Gibbs measures. The one we are interested in, ν V = ν −,β,J,B V , corresponds to minus boundary conditions, and is defined on K via
The parameter β ≥ 0 is called the inverse temperature, but since it multiplies in (2) the coupling J and the external field B, we will simply set J = 1/2 and B = h/(2β), h ≥ 0. We now treat β and h as independent parameters. The partition function Z V in (2) is then given by
The formulae (2) and (3) can be expressed in another way via the so called Ising contours. For convenience think of the square lattice Z 2 , and let us agree to draw in V horizontal lines and vertical lines of unit length between neighboring sites with opposite spin values. The collection of all these lines is a disjoint union of contours, each contour being a closed nonself-intersecting polygonal curve. Since we have specified the configuration σ to be −1 outside V , there is a one-to-one relation between specifying the Ising contours and giving the spin configuration. When the reader is actually trying this out, he or she will have to make a decision concerning the rounding of the corners of contours at places where four lines meet. But this is only a matter of convention.
The model we wish to study here is obtained by forbidding in (3) all spin configurations for which some contour γ is inside another. We denote by Int(γ ) the sites of the lattice which are inside the contour γ . A configuration θ = {γ 1 , ..., γ n } of contours will be called an allowed configuration in V , iff for all i = 1, ..., n we have Int (γ i ) ⊂ V , and also Int (γ i ) ∩ Int γ j = ∅. We denote it by θ ⊂ V . In words, the contours of θ ⊂ V should be mutually external and having +1-spins inside. Let us denote by "AE" the corresponding event (All contours are External). The measure we are interested in is then
Writing K V ⊂ K for the set of configurations σ V for which σ V ≡ −1 on V c and for which all Ising contours are external, we clearly have
where W (γ ) = exp {−β|γ | + hv(γ )} and
with notations |γ | = length of contour, v(γ ) = volume (number of sites) inside γ . By compactness, the family of probability measures µ β,h V (fixed β, h ≥ 0) on K has at least one limiting point µ β,h . We also introduce the state µ f rozen V . We obtain it by considering for the boundary condition a configuration which has a unique external contour, surrounding V . Evidently, the measures µ f rozen V are supported by a single configuration. Their thermodynamic limit is denoted by µ f rozen ; its support is the configuration σ + ≡ +1.
Our main result is summarized as follows. Added to this are more details about the nature of the measure in finite volume:
uniformly in V , with λ > 0 whenever h ≤ b, and m > 0 for h < b.
2 ) if h > b, and V is a cube with boundary ∂V , then, for all 
Non-Gibbsianness
We start by recalling the definitions of Gibbs, almost Gibbs and weakly Gibbs states. We then argue that for h ≤ b our random field µ β,h provides an example of a weakly Gibbs field, which is not a Gibbs field, nor even an almost Gibbs field. However, some probabilities vanish for the field µ β,h , which makes this example somewhat unsatisfactory. Because of that we present a family of random fields µ β,h,L , with the field µ β,h being the limit point of the family µ β,h,L as L → ∞. These fields again are weakly Gibbs fields, which are not Gibbs, nor almost Gibbs fields, provided L is big enough. The fields µ β,h,L already have all probabilities positive. These fields and a related study already appeared in [8] .
Let X be a finite set.
A , labelled by the system of all finite nonempty subsets A ⊂ Z d . We will use the following conventions: a + ∞ = +∞, e −∞ = 0. For
called a boundary condition, and any σ V ∈ X V consider the relative energy
Of course, the series in (9) might not converge for all boundary conditions σ Z d \V and configurations σ V . So, for any finite V ⊂ Z d we introduce the set X U V of all boundary conditionsσ Z d \V such that the series (9) either absolutely converges for all σ V ∈ X V , or goes to +∞.
where the partition function
The system p U = {p
V , |V | < ∞} of probability distributions is called the Gibbs specification for the potential U.
A probability measure P on the measurable space (X
(12) Here P Z d \V is the restriction of the measure P to the σ -algebra
iii) the DLR equation (12) holds (for either p orp).
A probability measure P on (X
iii) the DLR equation (12) holds.
We now define the potential U = U β for our field µ β,h . Let ⊂ Z d be a finite Ising contour. We define first the set ( ) ⊂ Z d of points adjacent to , as follows.
Then ( ) is the maximal set among the sets with ± = ∅ satisfying the property: for every Ising configuration σ having the contour among its contours and for any pair of points t + ∈ + , t − ∈ − we have σ t
For any finite V ⊂ Z d we define the setX
Checking of the DLR equation: By definition, we have
Evidently, for every finite
For our finite box W let us introduce the set of configurations X (W, n) , n ∈ N as follows:
we have |γ | < n .
Then, according to the estimate (7) we have
moreover, this convergence is uniform in V . Therefore,
since the integrand is a local function, when restricted to X (W, n). Finally,
again because of (7). Let us finally show that the conditional distributions q (·|·) of the field µ β,h are discontinuous almost everywhere. First we will write down the explicit expression for these distributions. Let σ Z d be any configuration with all contours finite and external, and which equals −1 outside its contours. The fields µ β,h,L are defined by the (−)-boundary conditions and the potential U L in the same way as the field µ β,h is defined by the potential U. The potential U L is given by the following modification of the relations (13) (14) (15) . Namely, the relation (13) is replaced by
where F (σ A ) is a translation-invariant positive function, which grows to infinity with the number of (−)-spins inside extremely fast. For example, .
The statements of the Theorems 1, 2 hold true for the measures µ β,h,L , when L is large, with obvious small modifications:
In Theorem 2 the statement (7) holds for the states µ β,h,L V , while (8) is true provided the site x can be connected by a (−)-path to the outside of the box V .
The setX
V is now the collection of all configurations such that every site x is surrounded by only finitely many contours. The checking of the DLR condition is done by repeating the argument above. That implies weak Gibbsianity.
The conditional distributions are now discontinuous everywhere onX
V , so we do not have Almost Gibbsianity for the field µ β,h,L . To see it, consider the conditional distribution q σ V |σ W \V , and let us take the case when all the contours of σ V ∪ σ W \V are external with respect to W , to make the argument simpler. Then
where the event C means that there is a +-circuit, surrounding V . (Necessarily, it has to be outside W.) Let us further restrict the situation by considering the case of σ V = (+1) V . Now, by choosing the functions F growing fast enough, and L large, one can make the probability q σ V |σ W \V , C to be arbitrarily small, so
as L → ∞. Incidentally, the probability q σ V |σ W \V , C c converges in this limit to the expression given by (16) above. However, when we modify the
Finally we note that in our situation the free energy depends on boundary conditions, and is different for the pair of states µ β,h,L , µ f rozen,L , as well as for µ β,h , µ f rozen . This is yet another feature that weakly Gibbsian fields share with Gibbs random fields on a noncompact spin space (see, e.g. [18] ).
Preliminaries about contour functionals and cluster expansions
In what follows we will use extensively the theory of contour functionals and cluster expansions. We mostly combine the set-up's of [3] , [13] and [19] .
The contours we study here are the regular Ising contours as introduced in the previous Section. Two contours are compatible if they do not share a bond and if at every common site, they do not make illegal turns. Contour functionals are translation invariant real-valued functions on the set of these contours. We will consider the Banach space B of translation invariant contour functionals φ for which the norm
Given such a contour functional φ and a finite volume V ⊂ Z d we consider the sets (called, boundaries) ∂ ⊂ V of pairwise compatible contours γ ∈ ∂ in V . The partition function Z(V |φ) is then defined as usual by
We adopt the convention that Z (∅|φ) = 1.
It is a matter of simple algebra to see that
where the sum is over boundaries ∂ ⊂ V consisting only of (their own) external contours. Most important for us are τ -functionals, which are functionals φ, satisfying the estimate
with τ large enough. The subset B τ ⊂ B of all τ -functionals from B is a closed convex subset for every τ . The machinery of the cluster expansions, applied to τ -functionals, results in the following decomposition of the logarithm of the partition function (18) in any finite box V of size |V |:
where f (φ) is the free energy of the contour model, and the function g φ (t, V ), where t ∈ ∂V , is regular:
for any x, we have g
where V 1 V 2 is the symmetric difference, and c = c(φ) > 0, c(φ) → ∞ as τ → ∞, uniformly in φ. Below we will give more explicit information on the function g φ (t, V ). We now follow [3] , where the results we need are given in a form convenient for our applications. As usual, we call two contours γ 1 , γ 2 incompatible, γ 1 ∼ γ 2 , if they either share a bond or if at a common site they make an illegal turn -i.e. one which is not compatible with the rule of rounding the corners. The relation ∼ defines the structure of a graph on any set of contours in a natural way. A gang of contours ρ = (ρ, α) in the volume V is a non-empty connected (in the graph sense) familyρ of distinct contours in V ,ρ = {γ, γ ⊂ V }, together with an integer-valued function α (·) onρ. The set of all such gangs will be denoted by G (V ). Introduce the function b (γ ) -the might of the contour -to be exp {|γ |}, and consider the weight w 0 (γ ) = exp − τ 2 |γ | . It is easy to see that for any γ the following relation holds:
provided τ is large enough. Hence we can apply Theorem 2.2 of [3] to any τ -functional φ and obtain the following decomposition:
Here the numbers r (ρ) depend only on the graph structure on the setρ. For every gang ρ the following estimate holds:
It follows from (22) that the free energy of the contour functional φ is given by the relation
where Int (ρ) = ∪ γ ∈ρ Int (γ ) . The boundary term is then equal to
The function g φ (·, ·) can be defined, for example, by
The regularity of g φ (·, ·) for τ large is standard combinatorics.
The free energy
We start by introducing (minus) the (specific) free energy
|V | ln Z (V , β, h) .
Lemma 4. The above limit exists with values in [0, h + ln 2]. The function f (β, h) , β, h ≥ 0 is convex, continuous and increasing in h.
Proof. This follows from standard subadditivity arguments.
Lemma 5. There exists a value
Proof. Because of the convexity of the function f (β, h) the uniqueness of the value b follows immediately. The only statement that requires a proof is the finiteness (≡existence) and positivity of b. That can be seen as follows. To see that b > 0, consider the limit of f (β, h) as h → 0. It is easy to see that this limit is positive. Indeed, by restricting the range of summation in the partition function (6) to the configurations which are allowed to contain only contours of unit volume surrounding the sites of the sublattice 3Z d , we obtain
which, of course, is larger than h if h > 0 is small. On the other hand, it is straightforward to see by a standard Peierls argument that for h large the probability that a given site x ∈ V is outside all contours γ decays as exp {−c (h) dist (x, ∂V )} , with c (h) → ∞ as h → ∞, uniformly in x, V and β. It implies that b is finite.
A representation via a contour model
In order to prove our Theorems we will express the partition function (6) by means of a certain contour model, corresponding to a certain contour functional. Note however that the contour models which will appear below, are for some values of h not the "usual" contour models of the Pirogov Sinai theory. Namely, for h < b the contour functionals we will obtain, are growing with the contour as its volume, rather than its boundary. For h = b we obtain the usual contour model, while for h > b we also get the usual contour model but with a positive parameter. The first half of the Theorem 2 for the case of h small together with the outline of the proof appeared in [13] . The idea of the proof in [13] (Chapter 7, Section 6) is similar to ours.
Lemma 6.
There is a uniquely defined contour functional φ = φ β,h as a solution of the system of equations, (see (18) )
and for h ≥ b we have
with τ, τ → ∞ as β → ∞.
Proof. The equation (27) clearly has a unique solution φ β,h , which can be found by induction in the volume of Int (γ ). What we need is the statement that it is a τ -functional. Suppose for a moment that φ β,h is indeed a τ -functional. Then we can write down the cluster expansion for the partition function Z Int (γ ) |φ β,h :
is a regular function, defined by the contour functional φ β,h . Inserting the last decomposition into (27), we get:
On the other hand, if (30) has a solution, which is a τ -functional, then this solution clearly satisfies (27). To show that such a solution of (30) does exist, we follow the strategy of [19] , and we will prove that the transformation φ → T (φ) , defined by
is a contraction on a convex subset B τ (see after (20)) of the corresponding Banach space of contour functionals. As before, [·]
is nonnegative, the transformation φ (·) → β |·| + T (φ) (·) preserves the set B τ as soon as τ is large enough and β > 2τ. We will show that T is a contraction on each B τ , again for τ large enough.
To do this we will use the two lemmas which follow. The first lemma estimates the difference f (φ 1 ) − f (φ 2 ) , while the second one estimates the difference g φ 1 − g φ 2 . These lemmas are the analogues of Propositions 4 and 5 in Chapter 2 of [19] .
Proof. We use the formulas (22) and (24) to write:
Each difference can be rewritten as a sum of γ ∈ρ α (γ ) terms in the following way. Let us enumerate the elements ofρ by numbers 1, ..., l in an arbitrary way, and for any k between 1 and l denote byρ <k (resp.ρ >k ) the family of contours γ inρ with indices less than k (resp. greater than k). Then the generic term will be of the form 
, and henceφ is also a τ -functional. As a result, we can bound the absolute value of the last expression by (22); the difference is that we now use different functionals φ 1 , φ 2 or φ, according to the colors of the contours. Summarizing, we have the bound, which should be compared with the representation (24):
(For reasons of clarity we note that the estimate (24) contains an overcounting: a very small portion of the set G 3 Z d should appear in this estimate.) An application of standard combinatorics completes the proof of the lemma.
Proof. Comparing the formulas (24) and (25), we see that the only difference between them is the range of summation in ρ, and the lemma would follow once we would be able to estimate the differences q φ 1 (ρ) − q φ 2 (ρ) . This, however, was done in the proof of the previous lemma.
Proposition 9. Suppose τ is large enough. Then the transformation T , defined by the formula (31), is a contraction on B τ .
Proof. We will estimate the difference between T (φ 1 ) (γ ) and T (φ 2 ) (γ ):
> From the previous Proposition it follows that there is a τ -functional φ = φ β,h so that
Hence, upon combining these identities,
where
It immediately follows that f (φ
This implies that then a(h) = 0 and that φ β,h solves (27), while (7) follows immediately from (28).
The first half of Theorem 1 (about the positivity) follows from the cluster expansion (21). Indeed, it is easily seen to be equivalent to the statement that for every finite box V the limit
But due to the regularity properties of the function g β,h , for every t ∈ ∂ (W \ V ) adjacent to V the following limit exists:
Hence the relation (21) implies that
Since it is manifestly positive, the positivity required follows.
Contour models with positive parameter
Here we will prove the second part of the theorem. We fix the cube V having side length N. If θ = {γ 1 , ..., γ n } ⊂ V is a configuration of external contours in V , we denote by Ext V θ their exterior, Ext V θ = V \ ∪ i Int (γ i ) . We must show that this external volume is typically small and has no fingers reaching deep inside the volume V . It is the proof of the present statement, where the representation of our model of external contours with the help of the usual contour model (with parameter) is especially important technically. The reason is that the proof is based on an application of a version of the Peierls transformation, used to estimate the probability of appearance of protruding fragments (≡fingers) of the random set Ext V θ. This estimate is obtained by performing a surgery on such a fragment, which cuts off the finger. However, in general such a surgery creates a configuration of contours which are not necessarily mutually external. This, happily, is not an issue for the usual contour model, to which, at this stage of the argument, we have already reduced our problem.
Proof. Since, from Lemma 5, the distribution of the contours in our model of exterior contours coincides with the distribution of exterior contours in the contour model with a parameter, from now on we will consider the latter.
We remind the reader its definition. We suppose that a contour functional φ and a parameter a > 0 are given. Then the partition function Z (V |φ, a) of the model in the box V is given by
where the summation is taken over all collections θ of exterior contours in V , including the empty one, whose contribution is 1. The corresponding probability distribution p 
In addition we have the "almost locality" of the functional φ, which we have thanks to relation (33):
Here g is a regular function, and so the value of the functional φ (γ ) can be thought of as a result of integrating along γ of a certain function on γ , which is almost local, i.e. which depends weakly on the distant fragments of γ . Our treatment of the problem follows closely the strategy of the paper [6] . The first step is very simple.
Lemma 10. Let λ be a contour in V . Consider the event
Proof. The proof is a straightforward application of the classical Peierls' argument. The required estimate is obtained by comparing the weight of a configuration κ ∈ I (λ) with that of configuration κ \ λ.
The next statement is the analogue of Lemma 1 in [6] .
Lemma 11. Let V be a finite box, such that for every contour λ in V we have
Proof. The probability in question equals
The idea of the proof of the upper bound is to replace the partition function in the denominator of the last expression by a lower bound which has the form of one of the factors of the numerator. To do this we consider the configuration σ V on Z d , which is equal to +1 inside the volume V and equals −1 outside. Let θ(V ) = { 1 , . . . , k , k = k(V )} be the collection of all its contours. Clearly, all these contours are external contours of σ V , and u V (θ(V )) = 0. Hence
.
We now claim that each of the last two factors admits an upper bound of the order of exp{C|∂V |} for some C. For the first one we use the upper bound in (29). For the last factor this follows from the expansion (21) and the fact that the complement V \ ∪ ∈ (V ) Int( ) is contained in the neighborhood of ∂V of radius 2 -hence the volume terms cancel out.
To proceed, we have to define the fingers of the configuration κ of contours. So let again V = V N be a cube of size N, θ = {γ 1 , ..., γ n } = E (κ) ⊂ V be a configuration of external contours in V , and Ext V θ be their exterior. A natural candidate to be called an l-finger seems to be any connected componentF of the intersection Ext V θ ∩ V N −l . However, such a component might have holes in it. Because of that we will call such a component an lprefinger, and by an l-finger F = F l we will call a result of filling in all these holes: is just the symmetric difference; (κ) = κ k. (What we are doing here is called in topology 'surgery' or 'attaching a handle'.) Clearly, the complement Ext V θ \B l is disconnected, and has two connected components. One isF l \B l , another is Ext V θ \F l . Let¯ =¯ (F l ) ∈ (κ) be the contour, which is the exterior boundary ofF l \B l ; in other words,¯ = ∂ (F l \B l ) ⊆ ∂ F l \B l . Note, that¯ is an interior contour of the family (κ). The exterior contour of (κ), which contains¯ in its interior, will be denoted by .
Let us estimate from above the probability p φ,a
. By making the surgery we force the configuration to have longer contours; in fact, we are making 2 |B l | new bonds -at most. For that we have to compensate; on the other hand, the volume of the exterior contours only increases after the surgery, so the volume factor changes in the right way. We claim that the resulting estimate is:
To see it we use the "almost locality" property (36) of the functional φ. It ensures that the change in the total contribution from the contour functional to the weights -i.e. the difference λ∈κ φ (λ) − λ∈ (κ) φ (λ) -which comes, of course, only from the contours affected by the surgeryis bounded from above by c (β) |B l | , with c (β) → 0 as β → ∞. The next step is now clear: we have to use the fact that the configuration (κ) will have quite a big interior contour¯ as soon as the initial configuration κ has a long finger, and the surgery is made at the level l < 1 2 δN. However, that would work only in case when the finger responsible is 'thin' at the level l; otherwise the smallness of the factor exp −φ ¯ we are counting on would be killed by the factor exp {3β |B l |} . This argument has to justify the need for the following definition: Definition 1. We will call a long finger F l to be (N s , α)-thin, for some s ≥ 1 and 0 ≤ α < 1, iff for some c > 0 ¯ > cN s , while |B l | < N sα .
(Here one should think about N large and c fixed.) As we know from the Lemma 10, the probability p 
provided N is large.
To deal with the rest of the fingers we introduce the fat fingers.
Definition 2.
We will call a long finger F l to be (N s , α)-fat, for some s ≥ 1 and 0 ≤ α < 1, iff for some c > 0
The fatness of the finger implies that in the box F l the following event happens: the number of sites outside all the exterior contours is anomalously large. In such a situation we can use the Lemma 11 for estimating its probability. (For the sake of clarity we stress here that we do not perform a surgery on a fat finger.) The number of different¯ -s which might appear in such a procedure is bounded by d (2N 
for N large. With these ingredients the proof of (8) proceeds as follows. We first take α to be close enough to 1, so that α 1 − α > d .
We then perform the following steps:
Step 1. Consider these κ, which have a long finger F l with the base B l , which is short:
Then such a finger is (N, α)-thin with c = δ, so due to the (38) we have that the probability of these configurations is bounded from above by exp − δτ 2 N .
Step 2. -thin, so the corresponding probability is bounded from above by
Step 2.2. The size of the contour¯ satisfies the opposite estimate:
