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Abstract. We present the analytic solution for the stationary quantum Hamilton-
Jacobi equation. Knowing the strong relation between the Riccati and quantum
Hamilton-Jacobi equations, we develop a simple method to obtain the exact solution.
Then, in order to prove the validity of the proposed method, we use two central
potentials: the three-dimensional harmonic oscillator and Coulomb potential, both
with bound-states. Finally, we compute the action-angle variables in a entirely
quantum version for to achieve connect with the nodes of the wave function.
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1. Introduction
The main objective of quantum mechanics is to determine the energy spectrum. In
this way, many formulations were developed along the last century to reach this aim
(see e.g., [1] and the reference there in). One of the most interesting formulation
is the Quantum Hamilton-Jacobi (QHJ), which is given by the nonlinear operator
partial differential equations [2–4]. In particular, Leacock and Padget point out the
formalism of QHJ as useful tool to directly calculate the spectrum without solving
the eigenfunctions problem [5, 6]. However, the power series method is used to seek
a solution of linear differential equations, but the flexibility of the method is strongly
reduced when to be applied to certain nonlinear differential equations. This is precisely
the case of the QHJ equation, which is essentially a Complex Non-linear Riccati (CNLR)
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differential equation, where the quadratic term induces the non-linearity. The original
proposal is to be used the Laurent’s power series method in order to solve the QHJ
equation; nevertheless these power series can not be applied directly by the following
conditions: (i) the kind of singularities are not defined, (ii) the solution is not unique,
because the superposition principle is not satisfied [7]. Further, another strategies
to resolve nonlinear equations, such as the Parker–Sochacki method involves a initial
value condition, nonetheless the quantum mechanics has fundamentally boundary value
problems [7].
Several methods have widely studied the case of non-linearity of CNLR [8–10].
Thus, the main focus of this work is to find the analytic solution for the stationary QHJ
equation for different potentials through the CNLR equation. At the same time we are
showing the equivalence between the QHJ and Schro¨dinger formalism. In particular,
we illustrate the link up between of both equations with a few examples such as the
harmonic oscillator and hydrogen atom. Usually in the literature the one-dimensional
QHJ equation is widely studied by the interesting properties related with supersymmetry
in quantum mechanics [11]; nevertheless the intent of this work is to show the richness
of the problems in three-dimensions.
Recently the community has taken interest about the topological properties of the
wave function and its relation with the nodes [12]. In fact, the debate about the nodes
of wave function and its importance in one-dimensional problems can be found in the
references [13,14]. In main strategy of this work, once we have the solution of the QHJ
equation, our aim is to show how the nodes (zeros) and anti-nodes (maxima) of the
wave function are connected via the angle-action variables. We show that the ground
state wave-function has no nodes, even in the three-dimensional problem, and we obtain
the nodes for exciting levels only analyzing the behavior of the solution obtained by the
method presented in this article. Hence, we shown an explicit form of compute the
nodes of the wave function, which correspond to roots where the momentum function
is non-analytic on the complex plane. Also we show a brief analysis of how to get the
anti-nodes of the wave function.
This article is organized as follow. In Section 2 we being by reviewing a few elements
of current theory about the QHJ and CNLR equations and we introduce some notations.
In the Sections 3 and 4 we illustrate two classical examples, and we explicitly show some
results about the momentum function and action-variable variables. Finally, conclusions
are drawn in Section 5.
2. Quantum Hamilton-Jacobi and Ricatti equations
2.1. Overview of Quantum Hamilton-Jacobi
It is clear from the classical mechanics [15] that a system with the central potential can
be separated by some suitable canonical coordinate transformation. This one reduces
the original problem to a system of differential equations in terms of cyclic coordinates.
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When the system is time-independent, we can separate explicity E as constant of
motion, therefore the energy is conserved and considered a cyclic coordinate [16]. Note
that, the formulation requires the existence of conserved quantities or generalized cyclic
coordinates. The existence of this cyclic coordinate indicates a conserved quantity and
it does not explicitly appear in the Hamiltonian. This fact guarantees the separability
of equation of motion. On the other hand, in the wavefunction formulation qˆ and
pˆ have category of conjugated operators and satisfy the commutation relation, i.e.,
[qˆi, pˆj] = i~δij [17]. From this point of view, the problem of dynamic of operators can
be avoided using the formulation of QHJ.
We consider the time-independent QHJ equation defined in [5, 6] as
− i~
2m
∇2W + 1
2m
(∇W ) · (∇W ) = E − V (q) , (1)
where m is the mass of the particle and E is the energy. We define the quantum
characteristic function,
W (q,κ) ≡W,
with q = (q1, q2, ..., qf ) are the generalized coordinates and κ = (κ1, . . . , κf−1, E) is a
set of parameters, where f represents the number of degrees of freedom. The separation
of W for a system with many degrees of freedom is typically given by a sum
W =
f∑
i=1
Wi (qi, κj)
for each coordinate qi. In this manner, κj is a separation constant for j = 1, . . . , f − 1.
The central potential V (q) with bound states is considered in this work. We recall
the QHJ equation (1) as
− i~∇ · p+ p · p = 2m (E − V (q)) . (2)
The new physical quantity p is a function implies a separability when
p =∇W, (3)
where p = (p1, p2, ..., pf) are the associated momentum functions. The associated
functions are not more operators, moreover they are totally analog to generalized
canonical variables of classical mechanics. Hence, the dynamic of the state is completely
described in terms of this set of functions.
On the other hand, we can establish the following relation:
pi = −i~ 1
ψ
∂ψ
∂qi
. (4)
The ψ is the eigenfunction of the the Schro¨dinger equation in generalized coordinates
connected with the QHJ equation through of ansatz: ψ (q) ≡ exp ( i
~
W
)
. This expression
is important because the zeros of the usual wave function ψ ≡ ψ (qi,κ) are the poles in
the momentum function pi (qi,κ).
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Note that, we can explore the classical limit using the correspondence principle
conveniently imposed, with ~→ 0, i.e.,
lim
~→0
[−i~∇ · p+ p · p] = 2m (E − V (q)) ≡ pc · pc,
where pc is so called of classical momentum.
2.2. The Riccati’s equation
The CNLR equation is given by
dpi
dq
= P (qi) +Q (qi) pi +R (qi) p
2
i , (5)
where P (qi), Q (qi), and R (qi) are complex value functions. The equation (5) always
be reduced to a second order linear ordinary differential equation using
pi = − 1
R (qi)
(
1
uqi
duqi
dqi
)
, (6)
where R (qi) is non-zero and differentiable [8, 18]. Note that, the equation (6) is
fundamentally the relation (4). In this form, we solve the following differential equation
d2uqi
dq2i
− T (qi) duqi
dqi
+ S (qi) uqi = 0, (7)
with
S (qi) = P (qi)R (qi) , T (qi) = Q (qi) +
1
R (qi)
(
dR (qi)
dqi
)
. (8)
The equation (7) is the Schro¨dinger equation, where uq are the eigenfunctions of the
Hamiltonian. In this manner, S (qi) and T (qi) connect the solution of the Schro¨dinger
equation directly with the momentum function of QHJ equation through of relation (6).
2.3. Action-angle variables
At this point, we can define the quantum action variable [5, 19–21], which is analog to
the action variable in classical mechanics [15]
Jqi =
1
2π
∮
Γ
dqi pi, (9)
where pi (qi,κ) ≡ pi is a complex value function. Note that, from the equation (6), pi
has a certain number of poles related with the nodes of the wave function. This fact
implies that J ’s are related directly with the zeros of eigenfunctions, ψ. Moreover, the
integral (9) is closed in a Γ-contour in complex plane C. Jqi is function of separation
constants κ including the energy E‡.
‡ The energy can be degenerated or non-degenerated.
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The action variable is considerably studied in the literature [16,19,20,22], exploring
deeply we can find a conjugated variable to Jqi by the Hellmann-Feynman Theorem for
expected values [23], i.e.,
wi =
∂
〈
Kˆ
〉
∂Jqi
=
∂E
∂Jqi
, (10)
where Kˆ is the new Hamiltonian in terms of J ’s, which is totally analog to classical
mechanics. wi represent the frequencies of the system in classical mechanics, where the
problem is reduced to know these frequencies in a periodic system [15]. Note that, the
J ’s and w’s are functions and do not have the constraints of an operator.
In the sections below, we illustrate the traditional examples of quantum mechanics
applying explicitly the formulation given above and show the advantages, and specially
its simplicity of the computation.
3. Harmonic oscillator
3.1. Solution of momentum function in terms of Hermite polynomials
The three-dimensional harmonic oscillator has the following potential
V (q) =
1
2
m
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
.
In this form, we obtain a set of differential equations from the equation (2) and they
are denoted by
− i~dps
ds
+ p2s +m
2ω2ss
2 = κs, (11)
where s represents each coordinate x, y, z of R3. Observe that, the separation constants
satisfy the condition κx+κy+κz = 2mE. In order to maintain the differential equation
in an adimensional form, we conveniently substitute§
ξs =
√
λss, p¯s =
ps√
λs~
, (12)
where λs = (~/mωs)
1/2 is the natural length of the harmonic oscillator. Then,
substituting (12) into (11), we get
dp¯s
dξs
= i
(
κs
λs~2
− ξ2s
)
− ip¯2s. (13)
From the equation (8), we obtain
P (ξs) = i
(
κs
λs~2
− ξ2s
)
, Q (ξs) = 0, R (ξs) = −i,
S (ξs) =
(
κs
λs~2
− ξ2s
)
, T (ξs) = 0.
§ From now on we use the notation p¯ for the adimensional momentum function
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Thus, one finds the equation (7) [24]
d2us
dξ2s
+
(
κs
λs~2
− ξ2s
)
us = 0, (14)
where the solution is
us = AHns (ξs) e
− 1
2
ξ2
s , (15)
for κs/~
2λs = 2ns+1, with ns ∈ Z+∪{0}. A is the normalization constant that depends
on ns and Hns (ξs) are the Hermite polynomials. Note that, us is asymptotically well-
behaved. Following the sequence from (6) is easy to see that the momentum function
is:
p¯s = −i
[
ξs − Hns+1 (ξs)
Hns (ξs)
]
, (16)
The equation (16) is the ratio between two consecutive Hermite polynomials. An
illustration of this momentum function is shown in Figure 1 for ns = 3.
Figure 1. (Colour on-line) Imaginary part of momentum function p¯s vs the conjugated
coordinate ξs for ns = 3 is shown in solid line with blue-orange gradient. The wave
function us is presented in black solid line in order to compare the position of nodes
and anti-nodes with p¯s.
3.2. Nodes of harmonic oscillator
The ps solution is intuitively correct, in the Figure 1 we can observe the behavior of
the momentum function, we see that can be infinite or cross the zero on the abscissa.
Comparing for the same quantum number, we can see that correspond precisely with
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the zeros and maximums of the wave function. In this way, we consider the solution
(16) and define the action variable as
Js =
1
2π
∮
ds ps =
~
2π
∮
dξs p¯s, (17)
Note that the contour integral is defined on the disk of radius R > 0, which contains
the roots of Hermite polynomials Hns [25]. From the right hand side of the equation
(17) we have
Js = − i
2π
∮
dξs ξs +
i
2π
∮
dξs
Hns+1 (ξs)
Hns (ξs)
,
and applying the residues Theorem, we then have that the first integral is null and the
second one is ∮
dξs
Hns+1 (ξs)
Hns (ξs)
= −2πins.
At last, we conclude that
Js = ns~. (18)
Observe that ns ∈ Z+ ∪ {0} are number of nodes of the Hermite polynomials Hns (ξs)
and therefore are the number of nodes of wave function multiplied by ~. Moreover, we
can obtain exactly the anti-nodes for the harmonic oscillator integrating the inverse of
ps over a closed trajectory on the complex plane C.
We can easily show that the energy is a function of variable Js, thus
E =
∑
s
ωs
(
Js +
~
2
)
. (19)
Using the Hellmann–Feynman Theorem, the expected value of connect the action-
variable with the angle variable, i.e.,
ws = ωs,
It implies that has the same form of the classical variable [15]. This fact corresponds
to another natural result of the solution, i.e., the physical meaning of ws is the natural
frequency of the system.
4. Hydrogen atom
4.1. Solution of momentum functions for Coulomb potential
The next system to be studied and not least important is the Coulomb potential, which
is a degenerate problem by definition, in both quantum and classical mechanics. We
consider the following usual potential
V (q) = −k
r
,
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where k = e1e2 with e1, e2 > 0. Following the notation given in (2) we have the set of
equations
− i~dpφ
dφ
+ p2φ = κφ, (20)
− i~
sin θ
d
dθ
(sin θpθ) + p
2
θ = κθ −
κφ
sin2 θ
, (21)
− i~
r2
d
dr
(
r2pr
)
+ p2r = 2m
(
E +
k
r
)
− κθ
r2
. (22)
where κθ, κφ and E are the separation constants.
4.1.1. Solution corresponding to φ We rewrite the equation (20) in an adimensional
form:
dp¯φ
dφ
=
iκφ
~2
− ip¯2φ, (23)
where
p¯φ =
pφ
~
(24)
Note that the function pφ has units of angular momentum. From the functions
established in (8), we have
P (φ) =
iκφ
~2
, Q (φ) = 0, R (φ) = −i
S (φ) =
κφ
~2
, T (φ) = 0.
Substituting the last expressions into (7), we obtain
d2uφ
dφ2
+
κφ
~2
uφ = 0, (25)
whose solution is well known:
uφ = Be
imφ (26)
for κ2φ/~
2 = m2, with m ∈ Z. B is a normalization constant. Therefore, the momentum
function
p¯φ = m. (27)
As expected pφ is a constant of motion; in fact, we can see that in the expression (20)
φ does not appear explicitly.
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4.1.2. Solution corresponding to θ From the equation (21) we choose a suitable
adimensional form given as
dp¯x
dx
= − i
1 − x2
(
κθ
~2
− m
2
1− x2
)
+
2x
1− x2 p¯x + ip¯
2
x, (28)
where
x = cos θ, p¯x =
pθ
~ sin θ
. (29)
We recognize that
P (x) = − i
1 − x2
(
κθ
~2
− m
2
1− x2
)
, Q (x) =
2x
1− x2 , R (x) = i.
Observe that R (x) is non-zero and differentiable for all x ∈ (−1, 1). By the equation
(8) we have the functions
S (x) =
1
1− x2
(
κθ
~2
− m
2
1− x2
)
, T (x) =
2x
1− x2 .
Then, the equation (28) becomes(
1− x2) d2ux
dx2
− 2xdux
dx
+
(
κθ
~2
− m
2
1− x2
)
ux = 0 (30)
where κθ/~
2 = ℓ (ℓ+ 1), with ℓ = |m| , |m| + 1, . . . . The solution of the differential
equation is given by
ux = CP
|m|
ℓ (x) , (31)
where C is a normalization constant depending on ℓ and |m|. The functions P |m|ℓ (x) are
the associated Legendre functions [26–28]. From the relation (6) we obtain the solution
p¯x = i
[
− ℓx
1− x2 +
(ℓ+ |m|)
1− x2
P
|m|
ℓ−1 (x)
P
|m|
ℓ (x)
]
, (32)
and using the simple recurrence relation for its derivative:
(
1− x2) dP |m|ℓ (x)
dx
= −ℓxP |m|ℓ (x) + (ℓ+ |m|)P |m|ℓ−1 (x) .
Figure 2 shows an example of the momentum function for ℓ = 3 and m = 0.
4.1.3. Solution corresponding to r Finally, taking (22) we get
dp¯ρ
dρ
= i
(
−1
4
+
λ
ρ
− κθ
~2ρ2
)
− 2
ρ
p¯ρ − ip¯2ρ, (33)
where
ρ = 2αr, p¯ρ =
pr
2α~
, (34)
with α2 = −2mE/~2 and λ = mk/α~2. Note that, the function R (ρ) is non-zero and
differentiable for all ρ ∈ (0,+∞), and κθ/~2 = ℓ (ℓ+ 1). Thus,
S (ρ) =
(
−1
4
+
λ
ρ
− ℓ (ℓ+ 1)
ρ2
)
, T (ρ) = −2
ρ
.
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Figure 2. (Colour on-line) The solid line with green-gray gradient shows the imaginary
part of momentum function p¯x vs the conjugated coordinate x for ℓ = 3 and m = 0.
The wave function ux is presented in black solid line in order to compare the position
of nodes and anti-nodes with p¯x.
Then we obtain the following differential equation
d2uρ
dρ2
+
2
ρ
duρ
dρ
+
(
−1
4
+
λ
ρ
− ℓ (ℓ+ 1)
ρ2
)
uρ = 0, (35)
and its solution is
uρ = De
−ρ/2ρℓL2ℓ+1n−ℓ−1 (ρ) , (36)
where D is a constant depending on ℓ and n, with n ∈ Z. The functions L2ℓ+1n+ℓ (ρ) are
the associated Laguerre polynomials [29]. Following the expression (6) we have
p¯ρ = i
[
1
2
− ℓ
ρ
+
L2ℓ+2n−ℓ−2 (ρ)
L2ℓ+1n−ℓ−1 (ρ)
]
. (37)
The Figure 3 illustrates p¯ρ for n = 6 and ℓ = 0. In contrast pφ and pθ, we can see that
the solution of pr has units of linear momentum.
4.2. Nodes of hydrogen atom
According on that line of thought, we propose the action variables for the Coulomb
potential. We start with the simplest form, which obviously corresponds to the constant
of motion pφ, i.e.,
Jφ =
1
2π
∮
dφ pφ =
~
2π
∮
dφ p¯φ (38)
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Figure 3. (Colour on-line) The solid line with red-yellow gradient shows imaginary
part of momentum function p¯ρ vs the conjugated coordinate ρ for n = 6 and ℓ = 0.
The wave function uρ is presented in black solid line in order to compare the position
of nodes and anti-nodes with p¯ρ.
Substituting (27) into Jφ, we get
Jφ = m~. (39)
where m besides being the magnetic quantum number also represents the number of
angular nodes around the φ-axis.
Remember that the expression (32) for action variable in θ is given by
Jθ =
1
2π
∮
dθ pθ = − ~
2π
∮
dx p¯x. (40)
So,
Jθ = − iℓ
2π
∮
dx
x
1− x2 +
i (ℓ+ |m|)
2π
∮
dx
1
1− x2
P
|m|
ℓ−1 (x)
P
|m|
ℓ (x)
.
Resolving by residues Theorem, we can show the first integral is −2πi, and another one
is ∮
dx
1
1− x2
P
|m|
ℓ−1 (x)
P
|m|
ℓ (x)
= 0.
for all ℓ and m. Therefore,
Jθ = ℓ~. (41)
ℓ is the angular momentum quantum number or number of angular nodes.
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At last, the integral for (37) is
Jr =
1
2π
∮
dr pr =
~
2π
∮
dρ p¯ρ. (42)
For this case,
Jr =
i
4π
∮
dρ− iℓ
2π
∮
dρ
ρ
+
i
2π
∮
dρ
L2ℓ+2n−ℓ−2 (ρ)
L2ℓ+1n−ℓ−1 (ρ)
.
Solving each integral, we obtain the first one is null, the second one is 2πi, and the last
one is ∮
dρ
L2ℓ+2n−ℓ−2 (ρ)
L2ℓ+1n−ℓ−1 (ρ)
= −2πi (n− ℓ− 1) ,
for all n and ℓ specified for each wave function. In this manner, we get
Jr = (n− 1) ~. (43)
This result shows the number of total nodes of wave function of Hydrogen atom, in
terms of principal quantum number. As expected the number of nodes is zero in the
ground state.
Finally, from the solution λ = n we can compute the energy as function of Jr as
E = −mk
2
2
1
(Jr + ~)
2
. (44)
The energy derived by Bohr for each orbit of the hydrogen atom. On the other hand,
we have
wr =
mk2
(Jr + ~)
3
is the angle variable. Note that, we obtain the classical limit from the last equations
doing ~→ 0 [15].
5. Conclusions
In the present article, we have shown the exact solution of QHJ equation, investigating
the most important bound state cases for 3D problem. We observe that the dynamics of
generalized canonical momentum functions in the HJ formulation are completely analog
to dynamics of the wave functions in the Schro¨dinger equation. Besides, we establish a
clear connection and equivalence between the QHJ equation and Schro¨dinger equation
using CNLR equation. Moreover, we show that the goodness of HJ not tackle the
problem of eigenvalues without solving the equations of motion, but avoid the problem
of operators using generalized functions containing embedded dynamics of the system.
In addition, the exploration the angle-action variables through the explicit solution
of the equation of motion. For a bound state problem we demonstrate that where pi
is non-analytic we have 0, 1, 2... nodes which corresponds to ground state, first excited
state, second excited state, etc. In other words, from the point of view of quantum
mechanics the J ’s are counters of nodes of the wave function. Moreover, we can obtain
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exactly the anti-nodes for integrating the inverse of momentum function over a closed
trajectory on the complex plane C. On the other hand, the method to compute the
action variable open up interesting mathematical properties such the ratio between two
consecutive polynomials.
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