Abstract. A sequel to [26] , we address again the single commutator problem [21] of Pearcy and Topping: Is every compact operator a single commutator of compact operators? by focusing on a 35 year old test question for this posed in 1976 by the last named author and others: Are there any strictly positive operators that are single commutators of compact operators? The latter we settle here affirmatively with a modest modification of Anderson's fundamental construction [1] constructing compact operators whose commutator is a rank one projection. Moreover we provide here a rich class of such strictly positive operators that are commutators of compact operators and pose a question for the rest.
Introduction
Commutators, linear operators of the form AB − BA, appear early on for instance in a mathematical formulation of Heisenberg's Uncertainty Principle [14] . A simple concrete example is the product rule in calculus applied to xf expressed in terms of operators:
where the operators act on the class of differentiable functions. The situation changes in B(H), that is, when the operators act boundedly on a Hilbert space. Wintner [28] and Wielandt [27] in 1947 and 1949, respectively, gave two elegant distinct proofs that the identity is not a commutator of two bounded linear operators on a Hilbert space. Both apply also to arbitrary complex normed algebras with unit, except Wintner's proof requires that the norm be complete. For the period preceding 1967, A Hilbert Space Problem Book [11] -Chapter 24, provides a brief history of B(H)-commutators including some proofs.
The definitive result on B(H)-commutators is due to Arlin Brown and Carl Pearcy [7] (1965) characterizing its commutators as the non-thin operators, where the thin operators are operators of the form λI + K with 0 = λ ∈ C, K ∈ K(H), the ideal of compact operators.
The precursor to this paper [26] starts with an elementary description of the subject similar to the viewpoint held by the author in the 1970's and continues with a report on the main contributions including references and some open problems spanning 1971-2003 from which our deeper understanding of the subject evolved. This subject of commutators of compact operators began with a series of questions due to Pearcy and Topping [21] and its historical impact described at length in [26] . This sequel is intended to be independent of [ibid] , but if more historical breadth should become of interest, at least its introduction should be consulted. Other notable contributions to single commutators in the context of operator ideals, operator algebras, or minimizing commutator sum representations, came from [6] , [8, Section 7] , [17] , [18] , [9] (see also their substantial bibliographies).
This paper reports also a new result: a positive solution to the 35 year old test question mentioned in the abstract exploiting the role in commutator theory of tri-block diagonal forms and their closely related staircase forms, in particular, we make a modest modification of Anderson's deep construction in this subject [1] . This leads us herein to pose our next test question: Characterize in terms of eigenvalues (including multiplicities) which, if not all, strictly positive compact operators are commutators of compact operators.
Acknowledgment. In the mid 2000's Ken Davidson communicated to the last named author that joint with Marcoux and Radjavi they had solved this test question affirmatively using Anderson's construction, but to date we have not seen this published. In our attempts to strengthen Anderson's construction to cover all strictly positive compact operators and absent that to find some, Davidson's communication played an invaluable motivation. We also wish to thank Karl-Hermann Neeb for drawing our attention to Corollary 4.17.
In the beginning
The commutator matrix constructions and their various norm formulas developed in [23] and [25] (also described in short in the survey [26 Compute the Hilbert-Schmidt norm minimum over A ∈ M 4 (C)
One has the trace norm/Hilbert-Schmidt norm inequality
from which one sees that A 2 C 2 ≥ 1, that is, the aforementioned minimum is at least 1. Indeed the same holds for the entire class diag(−d, d 1 , d 2 , . . . ) after normalizing to d = 1, which made the focus on the class diag(−1, 1/N, . . . , 1/N) essential and subsequently led to the full solution of the Pearcy-Topping trace class trace zero problem. The case diag(−1, 1/2, 1/2) nontrivally had minimum precisely 1, and so the question sat from 1973-1976. Whether or not this minimum increased to infinity as N increased to infinity at that time seemed essential to solving the whole problem. The solution showcases the birth of staircase forms, at least for the author [24] . Theorem 2.1 (Weiss, 1980) .
The minimum is attained using [23 ( Here is the proof of the " 4 3 " Theorem introducing also staircase forms.
Proof of Theorem 2.1. Assume AB − BA = diag(−1, 1/3, 1/3, 1/3) (2.1) which solutions exist since this finite matrix has trace 0 (a more general result is due to K. Shoda-1937, for reference see [8, Bibliography] ), and normalized by scalar multiplication insures A C 2 = B C 2 . It is clear that the sequence e 1 , Ae 1 , A * e 1 , e 2 , e 3 , e 4 spans
denotes the standard basis) and that the Gram-Schmidt process yields another basis for C 4 . This provides an associated unitary U that fixes e 1 and, for which U, Ad U leaves invari- Computing the diagonal entries of the commutator AB − BA in terms of A = (a ij ) and B = (b ij ) one obtains the 4 equations: 
The last inequality arises from observing that each a ij , b ij appears no more than once each in the first inequality, and some appear not at all. The last equality follows from the assumed scalar normalization to make A C 2 = B C 2 in the equation ( 
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In summary, Theorem 2.1 and Corollary 2.4 together provided the necessary tools to obtain the full solution to the Pearcy-Topping trace class trace zero problem as mentioned in Theorem 2.2.
Notable also relating staircase forms (in particular, the equivalent block upper Hessenberg diagonal perspective) to commutators and subtle trace phenomena is Larry Brown's ideal result [6] :
and the commutator [A, B] has finite rank, then
Here the assumption that the commutator has finite rank leads to block upper Hessenberg diagonal forms with blocks growing arithmetically in size, an essential feature to make his analytic estimates work. 
where 0 ≤ d n ↑ but dn n → 0. Constructing examples, particularly strictly positive ones, is easy: 
are single commutators of compact operators.
Proof. Modify via elementary means Anderson's construction [1] for the rank one projection P using his notation. We prove here the first of the two equivalent conditions of the theorem.
The standard rank one projection
where A n and X n are the n × (n + 1) matrices of norm
while B n and Y n are the (n + 1) × n matrices of norm
New idea: preserve as much as possible these equations.
Elementary modification-replace each A n , B n , X n , Y n by multiplying each by
Result:
Therefore to obtain [C, Z] > 0 it suffices to choose d n ↑ strictly but also satisfying the conditions
→ 0. Both convergence conditions are equivalent to the single condition
It is interesting to observe the diagonal entry increasing multiplicities, which obstruction we have not yet seen how to overcome.
To integrate this contextually, Corollary 2.4 originated from the well-known fact that single selfadjoint operators with a cyclic vector are tridiagonalizable. And from this corollary for finite collections of selfadjoint operators it follows that every operator (or finite collection of operators) is simultaneously finite block-tridiagonal with block sizes growing at most exponentially. Notice that Anderson's construction has block sizes growing arithmetically. So there is plenty of room for research-on the impacts of varying sizes, like Larry Brown's result mentioned earlier, which exploited arithmetic growth of finite block sizes that was a consequence of a commutator being of finite rank. There may be hope for this (even the general Pearcy-Topping problem:
Which compact operators are commutators of compact operators).
From staircase forms studied in the late 1970's:
Every B(H) operator is a tri block diagonalizable operator where the blocks are rectangles of sizes increasing no more than exponentially.
Is there a way to improve block size control?
Self-commutators in some operator Lie algebras
The main theme of this section is that whenever we have to solve an operator equation [X, Y ] = A it is natural to hope that the symmetry properties of the target operator A are shared by the solution operators X and Y . More specifically, the symmetry properties of A could be encoded by the assumption that it belongs to some operator Lie algebra g and then one could try to find X, Y ∈ g for which [X, Y ] = A, which gives a certain Lie theoretic flavor for this section of this paper.
Here we investigate solutions of the commutator equation [X, Y ] = A under the additional assumptions that g is an involutive complex Lie algebra, A = A * ∈ g, and X = Y * , hence we will try to solve the so-called self-commutator equations [X * , X] = A. The main new result is Theorem 4.12, and its proof needs only the spectral theory for compact operators. The second subsection is devoted to presenting some Lie theoretic results that actually motivated us to seek the operator theoretic facts obtained in the first subsection, namely a new observation (Proposition 4.16) on self-commutators in complex semisimple Lie algebras.
Since Subsection 4.2 deals with finite-dimensional Lie algebras, which are after all matrix Lie algebras (see Ado's theorem in [16, Appendix B.3] ), while Subsection 4.1 deals with operator Lie algebras which are infinite-dimensional Lie algebras and consist of linear transformations on infinite-dimensional Hilbert spaces, we have here an instance of the old principle that the linear algebra structure often provides motivation for operator theory. We preferred to place the motivation at the end for the only reason that this way of presenting the facts emphasizes that one can follow the proof of Theorem 4.12 without any knowledge of Lie algebras.
4.1. Self-commutators in complex classical Lie algebras of compact operators. As in Section 1, let H be a separable infinite-dimensional complex Hilbert space with the ideal of compact operators denoted by K(H). We will discuss operator equations [X * , X] = A where both the unknown operator X and the given operator A belong to one of the Lie algebras of compact operators identified below. • the complex classical Lie algebra of type (A):
• the complex classical Lie algebra of type (B):
where J : H → H is a conjugation (i.e., J is a conjugate-linear isometry satisfying J 2 = 1, where conjugate-linear means additive and J(αv) =ᾱJv for all α ∈ C and v ∈ H) • the complex classical Lie algebra of type (C):
where J : H → H is an anti-conjugation (i.e., J is a conjugate-linear isometry satisfying
Note that all of the above operator classes gl ∞ (H), o ∞ (H), and sp ∞ (H) are involutive complex Lie algebras of compact operators, in the sense that they are complex linear subspaces of K(H) and are closed under the operator commutator and the involution given by the Hilbert space adjoint. Indeed,
, and likewise for J.
Remark 4.2. Since the above definition involves conjugate-linear isometries and on the other hand the (complex-)linear isometries in Hilbert spaces are sometimes described as operators that preserve the scalar product, we recall that such a description in terms of scalar products has to be slightly changed in the case of the conjugate-linear isometries ([13, Appendix to Chapter I]). Nevertheless, both conjugate-linear isometries and (complex-) linear isometries can be described in a unified manner as norm-preserving operators. We now recall from [2] , [13, Appendix to Chapter I] and [12, Lemma 7.5.6] a few basic properties of anti-conjugations. A complex Hilbert space H admits an anti-conjugation if and only if its complex dimension is an even integer or is infinite. If H is infinitedimensional and {b n } n∈Z\{0} is an orthonormal basis, then an anti-conjugation on H can be defined if we set Jb n = −b −n and Jb −n = b n for n ≥ 1, and then extending J to a conjugate-linear isometry. A similar construction works for finite-dimensional Hilbert spaces of even dimension. Conversely, if the Hilbert space H is endowed with an anticonjugation J, then by using the properties of J (in particular, Jv, Jw = w, v for v, w ∈ H) one obtains v, Jv = − J 2 v, Jv = − v, Jv , hence v ⊥ Jv, for every v ∈ H. By using that observation along with Zorn's lemma, one can then construct an orthonormal set S ⊆ H which is maximal with the property that for every v ∈ S we also have Jv ∈ S. Maximality of S and isometricity of J can be used for proving that S ⊥ = {0}, and moreover the property J 2 = −1 shows that S is a disjoint union of 2-element sets of the form {v, Jv}. Thus S is an orthonormal basis of H which either is infinite or is finite and contains even number of elements. (See [3, Section 3] for more general constructions of orthonormal bases associated to conjugations or to anti-conjugations on Hilbert spaces.)
Any two anti-conjugations on H are unitarily equivalent to each other, and one unitary equivalence that maps them to each other also defines an isomorphism between the complex classical Lie algebras of type (C) defined by means of those two anti-conjugations. In fact, let J 1 and J 2 be anti-conjugations on H satisfying J 2 = V J 1 V * for some unitary operator V . If X ∈ B(H) has the property
, hence the unitary equivalence Ad V : B(H) → B(H), X → V XV
* , maps the complex classical Lie algebra of type (C) defined by means of J 1 into the complex classical Lie algebra of type (C) defined by means of J 2 . For this reason the anti-conjugation used for defining a complex classical Lie algebra of type (C) is not reflected in the notation of that Lie algebra in this paper.
Similar remarks can be made about conjugations and complex classical Lie algebras of type (B), except for the fact that their existence is not conditional on the evendimensionality of the Hilbert space under consideration. That is, conjugations exist on every complex Hilbert space.
In the case of complex classical Lie algebras of type (A), the characterization of selfcommutators of compact operators was obtained in [10] . For convenience we introduce the following terminology in order to state that result (Theorem 4.6). 
where for every λ ∈ R we denote λ ± := (|λ| ± λ)/2 ≥ 0. ∞ n=1 is nonnegative and converges to 0. Some motivation for introducing the terminology in Definition 4.3 is provided by Question 4.10 below, which basically asks for identifying the sequences of real numbers which can occur as eigenvalue sequences for self-commutators in the complex classical Lie algebras of type (A), (B), (C). It would be natural to call these sequences of types (A), (B), (C), respectively, but such a definition has the drawback that it is very implicit. For the sequence of type (A) we prefer a different approach in Definition 4.3, and we further clarify our reasons as follows.
The problem of identifying the eigenvalue sequences for Lie algebras of type (A) was solved in [10] (see Theorem 4.6 below). For algebras of type (C), this problem will be solved in Theorem 4.12 below. The problem for classical Lie algebras of type (B) is completely open. We do not address it in this paper and we will not propose any explicit definition for the sequences of type (B).
First we give the spectral characterization of self-commutators in classical Lie algebras of type (A), that is, the involutive Lie algebra of all compact operators, which resolved We will specialize Theorem 4.6 to operators on finite-dimensional Hilbert spaces, and will provide full details of the proof in that situation. To this end we need the following elementary observation which is a simple finite-dimensional version of the fact recorded in Remark 4.5. Proof. Assume c 1 + · · · + c j < 0 for some j ∈ {1, . . . , n}. Then min{c 1 , . . . , c j } < 0, hence by using the hypothesis we obtain 0 > c j ≥ c j+1 ≥ · · · ≥ c n . It then follows that c 1 + · · ·+ c j + c j+1 + · · ·+ c n ≤ c 1 + · · ·+ c j < 0, and this is a contradiction to the hypothesis c 1 + · · · + c n = 0. 4.4) . By using the spectral theorem we may assume that T is a diagonal matrix, say T = diag(c 1 , . . . , c r+1 ), where c 1 , . . . , c r+1 ∈ R and c 1 + · · · + c r+1 = 0. Then after a suitable permutation of the vectors in C r+1 we may assume c 1 ≥ · · · ≥ c r+1 , since unitary equivalence of T preserves the solvability of the self-commutator equation, and then by Lemma 4.7 we have a j := c 1 + · · · + c j ≥ 0 for j = 1, . . . , r + 1. If we define . In particular, for r = 3 we have Y C 2 = √ 2, which is larger than the minimum 4 3 provided by Theorem 2.1. We will give a complete answer to the above question in the case of Lie algebras of type (C). To this end we need the following auxiliary result, which is essentially known, but we give it here for completeness. 
Proof. (i) Since
Then for all λ ∈ R and v ∈ H with T v = λv we have T Jv = − JT v = −λ J v. This shows that J maps Ker (T − λ) into Ker (T + λ), and this conjugate-linear isometry is surjective, since J 2 = −1, hence J −1 = − J . For λ = 0 it follows that J| Ker T is an anti-conjugation on the complex Hilbert space Ker T , and then the assertion on the dimension of Ker T follows by what was already mentioned in the second paragraph of Remark 4.2.
(ii) It follows from Assertion (i) that if λ is a nonzero eigenvalue of T , then also −λ is a nonzero eigenvalue of T and moreover λ and −λ have equal spectral multiplicities. Therefore the sequence of eigenvalues of T repeated according to multiplicities including zero can be labeled as indicated in the statement.
We are now ready to prove the main new result of this section which provides a type (C) version of Theorem 4.6. The proof of the following theorem is self-contained except for Lemma 4.11. See also Remark 4.20 below for an explanation on the method of proof used here.
Proof. We can use Lemma 4.11(ii) for labeling the eigenvalues of T as (λ 1 , −λ 1 , λ 2 , −λ 2 , . . . ), where λ n ≥ 0 for every n ≥ 1 and lim n→∞ λ n = 0. Let us pick an orthonormal sequence {b n | n ≥ 1} such that T b n = λ n b n for every n ≥ 1. If we define b −n := − Jb n ∈ Ker (T +λ n ) for n ≥ 1 (see Lemma 4.11(i) again), then b := {b n | n ∈ Z * := Z \ {0}} is an orthonormal basis of H, and throughout the proof it will be convenient to use matrices of the operators on H with respect to that basis. For j, k ∈ Z * we introduce the rank-one operator E jk := (·, b k )b j ∈ B(H), which corresponds to the matrix that has all entries equal to 0 except for the entry 1 on the j-th row and k-th column. Hence E * jk = E kj , E jk E kℓ = E jℓ , and E jk E qℓ = 0 for all j, k, q, ℓ ∈ Z * for which k = q. We have T b ±j = ±λ j b ±j for every j ≥ 1, hence T is given by a diagonal matrix with respect to the basis b and more precisely we have
where the series is norm convergent in B(H). In order to construct a solution in sp ∞ (H) for the self-commutator equation [Y * , Y ] = T we first define
In order to see that the above formula makes sense and
is a sequence of nonnegative numbers converging to 0, according to the way the λ n 's were defined at the beginning of the proof. On the other hand, relative to the basis {b n }, the matrix representation of the operator Y is bi-infinite and anti-diagonal (see the definition of the X j 's above) whose weight sequence is convergent to 0. Thus Y is in turn a compact operator. For proving that Y ∈ sp ∞ (H), we still have to check that Y = − JY * J −1 , and to this end it suffices to check that X n = − J X * n J −1 for every n ≥ 1. In fact, since J is conjugate-linear isometry and for n ≥ 1 we have Jb ±n = ∓b ∓n , it follows that for all m, n ≥ 1 and every v ∈ H we have
∓n,±n , where the subscripts are assumed to have opposite signs, and this implies JX * n J −1 = −X n for n ≥ 1. This completes the verification of the fact that Y ∈ sp ∞ (H).
λ n H n = T and this concludes the proof.
Proof. Write T = T 1 + iT 2 with T * j = T j ∈ sp ∞ (H) for j = 1, 2, and apply Theorem 4.12.
Remark 4.14. We note that an interesting result on representation of certain compact operators (with special symmetry properties) as single commutators was recently obtained in [4, Prop. 5.4] , but the corresponding construction is completely different from the ones used above.
Single commutators in finite-dimensional complex Lie algebras.
A stronger Lie theoretic flavor can be noticed in this subsection as compared with the previous one and much more than the other sections of this paper, in the sense that the proof of its main new result (Proposition 4.16) draws on the basic structure theory of complex semisimple Lie algebras. The purpose of the whole discussion below is to record a few results on single commutators in complex semisimple (finite-dimensional) Lie algebras that may suggest the results one could aim for in infinite dimensions. We first recall the following old result:
Theorem 4.15. If g is a finite-dimensional complex classical Lie algebra, then for every
Proof. See [5] and also [15] .
If g is a classical finite-dimensional Lie algebra of type (A), that is, if g is the Lie algebra sl(n, C) of matrices in M n (C) having the trace equal to zero, then one recovers the celebrated Shoda's theorem. Besides this special case, we recall that there exist three other classical Lie algebras of types (B), (C), and (D), namely o(2n + 1, C), sp(n, C), and o(2n, C) respectively, for n = 1, 2, . . . (see [16] ) to which Theorem 4.15 also applies.
For the statement of the following result (Proposition 4.16) we recall that a finitedimensional complex Lie algebra g is semisimple if and only if the so-called Killing form
is nondegenerate, where for every X ∈ g we define ad g X : [16, Theorem 1.45 ] for a proof of that characterization of semisimple Lie algebras, but we emphasize that for the purpose of understanding the statement of Proposition 4.16 below, the above characterization could be well used as a definition since it does not involve anything beyond the mere notion of a finite-dimensional Lie algebra. If g is a complex semisimple Lie algebra, then there exists a conjugate-linear mapping g → g, X → X * , such that for all X, Y ∈ g we have (X * )
Such a mapping will be called here a Cartan involution on the complex semisimple Lie algebra g (although that name is usually reserved for the mapping X → −X * ), and it is unique up to an automorphism of g. Now we can prove the following fact, which can be regarded as a self-adjoint version of Theorem 4.15. Proof. Since A = A * , we can find a maximal abelian self-adjoint subalgebra h of g with A ∈ h. Denote the eigenspaces for the adjoint action of h on g by
and consider the corresponding set of roots
and the root space decomposition is given by
by [16, Equations (2.16 ) and (2.22)]. For every α ∈ ∆(g, h) \ {0} we have dim g α = 1 and we may choose X α ∈ g α \ {0} such that X * α = X −α (see [16, Chapter VI, §1-2]). Let {α 1 , . . . , α r } ⊂ ∆(g, h) \ {0} be a system of simple roots, where r = dim h, and denote H j := [X −α j , X α j ] = H * j ∈ h for j = 1, . . . , r. Then {H 1 , . . . , H r } is a basis in h, hence there exist a 1 , . . . , a r ∈ R such that
It follows by [16, Corollary 2.68 ] that after a suitable re-labeling of roots we may arrange that a 1 , . . . , a r ∈ [0, ∞). Then we define
Since α 1 , . . . , α r are simple roots, it follows by [16, Lemma 2.51] that for j = k we have
and this concludes the proof.
Let us note the following easy consequence, which for the finite-dimensional classical complex Lie algebras is actually weaker than the information provided by Theorem 4.15.
Corollary 4.17. If g is a finite-dimensional complex semisimple Lie algebra, then for every
Proof. Write A = A 1 + iA 2 with A * j = A j for j = 1, 2, and then use Proposition 4.16 for A 1 and A 2 .
Remark 4.18. In the proof of Proposition 4.16 we chose {α 1 , . . . , α r } to be a system of simple roots for the sake of simplicity. However, it is easily noticed that the only properties required from {α 1 , . . . , α r } are the following ones:
(1) The roots α 1 , . . . , α r are positive with respect to some ordering on the self-adjoint part of the Cartan subalgebra under consideration.
The Cartan subalgebra is spanned by the co-roots of α 1 , . . . , α r . In particular, it is not necessary for {α 1 , . . . , α r } to span the whole set of positive roots. For instance, if g = so(2n + 1, C) (the simple Lie algebra of type B n ) with the root system denoted as usual by {e i ± e j | 1 ≤ i < j ≤ n} ∪ {±e i | 1 ≤ i ≤ n} ([16, Appendix C]), then the subset {e i | 1 ≤ i ≤ n} satisfies the above conditions (1)-(3) although it fails to be system of simple roots. Similarly, if g = sp(n, C) (the simple Lie algebra of type C n ) with the root system {e i ± e j | 1 ≤ i < j ≤ n} ∪ {±2e i | 1 ≤ i ≤ n} ([16, Appendix C]), then the subset {2e i | 1 ≤ i ≤ n} also satisfies the above conditions (1)-(3) although it fails to be a system of simple roots. An infinite-dimensional version of the latter example was used in the proof of Theorem 4.12.
Example 4.19. We wish to show here that by specializing the above construction from the proof of Proposition 4.16 for g = sl(r + 1, C) := {X ∈ M r+1 (C) | Tr X = 0} one obtains precisely the matrix Y from Example 4.8. It follows by [16, Cor. 6 .22] that we may assume that the Cartan involution X → X * is defined by conjugate transpose. By using the spectral theorem we may also assume that A = A * ∈ sl(r + 1, C) is a diagonal matrix, say A = diag(c 1 , . . . , c r+1 ), where c 1 , · · · , c r+1 ∈ R and c 1 + · · · + c r+1 = 0. Then after a suitable permutation of the vectors in C n (or equivalently, of the rows and columns of A) we may assume c 1 ≥ · · · ≥ c r+1 , and then by Lemma 4.7 we have a j := c 1 +· · ·+c j ≥ 0 for j = 1, . . . , r + 1.
A maximal abelian self-adjoint subalgebra of sl(r + 1, C) containing A is given by the set h of all diagonal matrices in sl(r + 1, C). Let E jk ∈ M r+1 (C) be the matrix whose entry on the position (j, k) is equal to 1 and the other entries are equal to 0. We have ∆(g, h) = {α jk | j, k ∈ {1, . . . , n + 1}, j = k}, where α jk : h → C, α j,k (H) = Tr ((E jj − E kk )H) and the corresponding root space is g α j,k = CE jk . We will choose X α jk := E jk and then X * α jk = E kj = X α kk = X −α jk , and moreover [X α jk , X −α jk ] = E jj − E kk . A system of simple roots is {α j,j+1 | 1 ≤ j ≤ r} and then .12 is inspired by the method of proof of Proposition 4.16, which used the root space decomposition of a complex semisimple Lie algebra; particularly note the similarities between the formulas (4.1), (4.3), (4.4), and (4.2). We recall that the root system of the infinite-dimensional classical Lie algebra sp ∞ (H) can be found for instance in [13, page 41, Prop. 4C], and the above rank-two operators X j are root vectors corresponding to the simple root systems indicated in [19, Eq. (5.8) ]; see also [22] .
