Curse of dimensionality is a major problem in most classification tasks. Feature transformation and feature selection as a feature reduction method can be applied to overcome this problem. Despite of its good performance, feature transformation is not easily interpretable because the physical meaning of the original features cannot be retrieved. On the other side, feature selection with its simple computational process is able to reduce unwanted features and visualize the data to facilitate data understanding. We propose a new feature selection method using similarity based entropy to overcome the high dimensional data problem. Using 6 datasets with high dimensional feature, we have computed the similarity between feature vector and class vector. Then we find the maximum similarity that can be used for calculating the entropy values of each feature. The selected features are features that having higher entropy than mean entropy of overall features. The fuzzy k-NN classifier was implemented to evaluate the selected features. The experiment result shows that proposed method is able to deal with high dimensional data problem with average accuracy of 80.5%.
Introduction
Curse of dimensionality with regard to the presence of large number of features is widely known as a major obstacle in classification task, because it is practically impossible to adequately populate the feature space with the available data. Reduction of feature dimensionality is considerably important to overcome this high dimensional data problem. The purpose of dimensionality reduction is to improve the classification performance through the removal of redundant or irrelevant features.
Dimensionality reduction can be achieved in two different ways, which are feature transformation and feature selection. Feature transformation methods construct new features out of original variables and feature selection methods keep only useful features and discard others.
Feature transformation aims to build a new feature space of reduced dimensionality, produce a compact representation of the information that may be distributed across several of the original features. Ravi et al. [1] have developed an approach by using feature transformation method, called PCA-Ravi for deriving fuzzy rules to handle high-dimensional classification problems. Although it has shown promising results in many applications [2] , feature transformation is not easily to interpret because the physical meaning of the original features cannot be retrieved. On the other side, feature selection, as a preprocessing step to machine learning, is efective in reducing dimensionality, removing irrelevant data, increasing learning accuracy, and improving result comprehensibility [3] .
Feature selection has important role in classification because it can simplify the model and make the model more transparent and more comprehensiv. There are three types of feature selection approaches: embedded, filters, and wrappers approaches. In embedded techniques, feature selection can be considered to be a part of the learning itself. By testing the values of certain features, algorithms split the training data into subsets. Filter techniques are designed to filter out undesirable features by checking data consistency and eliminating features whose information content is represented by others. The filter approach was also usually performs some statistical analysis without employing any learning model. Zhang et al. [4] have developed Constraint Score method. This is a filter method for feature selection with pairwise constraints, which specifies whether a pair of data samples belong to the same class (must-link constraints) or different classes (cannot-link constraint). Also, Luukka [5] has proposed a filter technique based on fuzzy entropy measures and tested it together with similarity classifier to do the feature selection in high dimensional medical datasets.
On the other hand, wrapper technique involves a learning model and uses its performance as the evaluation criterion. A research in wrapper technique was conducted by Aydogan et al. [6] which proposed a hybrid heuristic approach (called hGA) based on genetic algorithm (GA) and integerprogramming formulation (IPF) to solve high dimensional classification problems in linguistic fuzzy rule-based classification systems. Tsakonas [7] has designed a genetic programming (GP)-based Fuzzy Rule Based Classification System as a learning process, called GP-PITT-Tsakonas, to generate complete fuzzy rule sets. Berlanga et al. [8] have proposed a GP-COACH method, a Genetic Programming-based method for the learning of COmpact and ACcurate fuzzy rule-based classification systems for high-dimensional problems. Although the wrapper approach is known to be more accurate compared to the filter approach [9] [10] . But, it also tends to be more computationally expensive since the classifier must be trained for each candidate subset and do not scale up well to large, highdimensional datasets.
In [5] , all the features that having the higher entropy than the mean entropy are removed, but Jaganathan and Kuppuchamy [11] have stated that features with highest entropy values were the most informative ones. In this paper, we propose a new selection feature method based on two types of filter techniques, which are similarity and entropy measure. Our idea is to use the highest similarity as membership value in entropy measure and keep the features that have higher entropy than the mean entropy. This idea is proposed to overcome the complexity of learning algorithm while still preserving the good accuracy of the overall system, especially on high dimensional data classification.
Since we propose a filter based approach, which does not need any learning algorithm, we then considered a simple lightweight classifier, the fuzzy k-NN, as the most suitable classifier for this research. The fuzzy k-NN concept has the membership assignments to classify samples which tend to possess desirable qualities [12] . Figure 1 shows the overall steps of our proposed method. 
Proposed Method

Dataset
The datasets were downloaded from UCI Machine Learning Repository [13] . All datasets were having no missing value, except for Parkinsons dataset. Besides, all datasets were having the characteristics of class imbalanced, except for Wine datasets. The fundamental properties of the datasets are shown in Table 1 . 
Data Preprocessing
All datasets have t number of different kinds of features (feature vectors) f 1 , . . . , f t and a label class (class vectors)
. We suppose that the values for the magnitude of each attribute are normalized so that they can be presented as a value between 0 to 1. In order to attain this task, we should convert class vectors into a non-zero labeled class and normalize the feature vectors. Once the class vectors v has been converted, we used similarity and entropy measure to select the most informative features.
Similarity Measure
Let sample data x = (x(f 1 ), …,x(f t )), x X, f v in feature vector v. The decision to which class an arbitrarily chosen x belongs is made by comparing it to each class vector v. The comparison can be done by using similarity in the generalized Lukasiewicz structure [14] :
Here, p is a parameter coming from the generalized Łukasiewicz structure [15] (p in (0, infinity) as default p=1) and w r is a weight parameter, which set to one. If the sample belongs to class i, we get the similarity value between the class vector and sample being S(x,v) = 1. If the sample does not belong to this class in class vector, we got 0 from the similarity value. The decision to which class the sample belongs was made according to which class vector the sample has the highest similarity value [5] .
This highest similarity was used as membership of x, µ A (x j ), for calculating its entropy.
Entropy Measure
We calculated the fuzzy entropy values for each features by using similarity values between the class vectors and feature vectors we want to classify. Entropy is a measure of the amount of uncertainty in the outcome of a random experiment, or equivalently, a measure of the information obtained when the outcome is observed.
De Luca [16] suggested the formula to measure fuzzy entropy that corresponded to concept of fuzzy sets and Shannon probabilistic entropy [17] in the following:
where H(A) is the measure of fuzzy entropy and µ A (x j ) is the maximum similarity from the previous step, similarity measure. This fuzzy entropy measure was used to calculate the relevance of the features in feature selection process.
Feature Selection
We used the maximum similarity value from similarity measure as entropy value µ A (x j ) of each feature. The highest fuzzy entropy value of the feature is regarded as the most informative one [14] . A feature f F is selected if it satisfies the following condition of Mean Selection (MS) Strategy: (4) where is the relevance value of the features, that is selected if it is greater than or equivalent to the mean of the relevant values. This strategy will be useful in examining the suitability of the fuzzy entropy relevance measure. Our proposed feature selection method is presented in Figure 2 .
In the algorithm, we have m samples, t features and l classes. We measure the similarities between feature vectors and class vectors using Equation (1), and find the entropy value of each feature using Equation (3). The mean entropy from all of entropy values is then calculated. The feature whose entropy value is lower than mean entropy value is removed from the dataset while the feature with higher entropy value is selected and used for classification. 
Fuzzy k-NN Classification
After selecting the best features t, we classify the sample dataset x using fuzzy k-NN classifier. The basic concept of this classifier is to assign membership as a function of the object's distance from its k-nearest neighbors and the memberships in the possible class l. The pseudo-code of fuzzy k-NN classifier is presented in Figure 3 . Consider W={w 1 , w 2 , ..., w m } a set of m labeled data, x is the input for classification, k is the number of closest neighbors of x and E is the set of k nearest neighbors (NN). Let µ i (x) is the membership of x in the class i, m be the number of elements that identify the classes l, and W be the set that contain the m elements. To calculate µ i (x), we use Equation (5) [12] . (5) Since we use fuzzy k-NN method, each element of x testing data is classified in more than one class with membership value µ i (x). The decision to which class the elemen of x testing data belongs is made according to which class the element of x testing data has the highest membership value µ i (x).
Experiment and Result
The experiment was conducted to prove that feature selection method using similarity and entropy, can be used to classify high dimensional data. The performances of the proposed method were evaluated using 10-fold cross validation. All datasets were split into 10 data subsets. One subset was used for testing and the other nine subsets were used as sample. This procedure was repeated 10 times for all of datasets. The sample subset was used to select feature based on similarity and entropy value, while the testing subset is applied to evaluate the feature selected that obtained by the proposed method. The result of feature selection in Table 2 shows all the selected features from six different datasets. The lowest proportion of selected feature belongs to Ionosphere dataset and the highest one belongs to Ecoli dataset. The classification results are presented as accuracy. Accuracy is a comparison between the number of correctly classified data and number of data.
% (6)
Since we use 10-fold cross-validation procedure, the predictive accuracies on the testing set of the 10 runs of each dataset is averaged and reported as the predictive accuracies. In Table 3 , classification results with predictive accuracy are reported for all of the datasets. To prove that feature with higher entropy value is the most informative features, we also performed an experiment using lower entropy value as a comparison. Table 3 shows the performance of feature selection methods for classification using fuzzy k-NN classifier. The second column shows the number of k. In this research, we determine the number of k based on the number of class of dataset. The third column is the result of feature 
Step 3 Step 5: Compute mean entropy, entropy_avg = sum(H)/t Step 6: Remove feature which have entropy lower than entropy_avg selection method by using entropy values lower than the mean entropy. The fourth column is the result of feature selection method by using entropy values higher than the mean entropy value. The highest classification result obtained from Wine dataset with 96.6% of accuracy, while the lowest is obtained by Glass dataset with 62.4% of accuracy. 
Analysis
The proposed feature selection method has reduced the number of features instead of using all the features to perform the classification. The name of dataset (X-axis) is plotted against the percentage of features selected (Y-axis) in the dataset with Mean Selection (MS) strategy in Figure 4 . Most of the datasets are getting the selected features approximately half of their features (54.3%). This is because our proposed method implements the Mean Selection strategy which selecting the features with entropy values greater than or equivalent to the mean of the relevant values. The remaining features that cannot satisfy this threshold were then ignored. Except for Ecoli dataset, we get more than half of the overall features (71%). This is because the Ecoli dataset is having the largest class compared to other datasets. Large class tends to create the smaller similarity between features. Small similarity then leads to high entropy value that causes too many features to be selected.
As can be seen in Table 3 , the features selected that coming from below the mean entropy value are having lower accuracy than the features from above the mean value. We get the 80.5% of mean classification accuracy by choosing features that having entropy above the mean entropy, while choosing lower one lead to 66.35% of mean accuracy. Figure 5 shows the comparison between these two conditions in term of accuracy. It proves that higher fuzzy entropy value of the feature is regarded as the most informative one. In this research, we have compared the fuzzy k-NN classifier and Support Vector Machine (SVM) classifier. The result in Figure  6 shows that fuzzy k-NN gives the better result than SVM. It proves that filter approach does not need any learning algorithm and more suitable with fuzzy k-NN classifier than SVM classifier [18] . We also compared our proposed method results with other previous works in feature reduction of high dimensional data [1] [7] [8] [4] . Table 4 shows the comparison of classification accuracy of our proposed method to other In our proposed method, best result is found in Wine dataset with 96.6% of classification accuracy and the lowest accuracy is shown in Glass dataset with 62.4%. This is because the Glass dataset is having a high number of classes, 6 classes, while our proposed method is better applied on data with high number of features, not classes. From this result, our proposed method manages to perform better than other previous researches using the same datasets, with its advantages in term of its simple feature selection and classification method.
Conclusion and Future Work
We have presented a method for feature selection using similarity based entropy. The experiment was conducted by using 6 high dimensional datasets taken from UCI Machine Learning Repository. Similarity measure was implemented to find the similarity value between particular features to its class. This similarity value was used as membership for calculating the entropy of each feature. Features having entropy higher than the mean entropy are then selected. Result shows that the proposed method is more accurate compared to some methods proposed in previous works. Our proposed method is also able to handle the high dimensionality problem, curse of dimensionality, in term of the number of features by reducing almost half of the features. But the proposed method is still not able to handle high class data optimally, because the feature selection process is based on similarity between each feature and class.
In the future, this method can be considered as a promising feature selection method especially if combined with other feature selection methods, to overcome the high dimensionality problem in term of high features and high classes.
