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Gysin triangles in the category of motifs with
modulus
Keiho Matsumoto
Abstract
We construct a Gysin triangle in the category of motifs with modu-
lus which specialises to Voevodosky’s Gysin triangle under the canonical
functor MDMeff → DMeff.
1 Introduction
Kahn-Saito-Yamazaki construct a triangulated category of motifs with modulus
MDMeff in [KSY18]. In this paper we construct a Gysin triangle in MDMeff
which generalises Voevodsky’s Gysin triangle in DMeff.
Theorem 1.1. Consider modulus pairs (M,M∞), (Z,Z∞) ∈ MCor such that
M,Z are smooth, Z is an integral effective Cartier divisor on M not contained
in M∞, we have Z∞ = M∞.MZ, and we suppose |M∞ + Z| is a strict normal
crossings divisor on M . Then the following triangle is distinguished in MDMeff.
M(U,U ∩M∞)→M(M,M∞)→M(Z,Z∞)⊗M→M(U,U ∩M∞)[1]
where U = M\Z and M = Cone(M(A1, ∅)→ (P1, ∅)), cf., Definition 2.2.
This triangle generalizes the Gysin triangle in DMeff.
Theorem 1.2 ([Voe00b, Proposition 3.5.4]). Let X be a smooth scheme over k
and Z be a smooth Cartier divisor in X . Then there is a canonical distinguished
triangle in DMeff of the form
M(X\Z)→M(X)→M(Z)(1)[2]→M(X\Z)[1].
Since the monoidal functor
ωeff : MDM
eff → DMeff
sends the motif of the modulus pair M(M,M∞) to the motif of the inner space
M(M\M∞) and M to the Tate motif Z(1)[2], the triangle in the main theorem
is sent to the Gysin triangle in DMeff by ωeff.
In a sequel to this paper we investigate triangles of the form
M(M,M∞+ lZ)→M(M,M∞+kZ)→M(Z,Z∞)⊗B
l
k →M(M,M∞+ lZ)[1]
and
M(U,U ∩M∞)→M(M,M∞ + nZ)→M(Z,Z∞)⊗ Bn →M(U,U ∩M∞)[1]
where Bn = Cone(M(A
1, ∅) → M(P1, n{∞})), see Definition 2.2, and Blk =
Cone(M(P1, l{∞})→ M(P1, k{∞})) with l ≥ k ≥ 0. Note that if k = 0, then
the first triangle above is also sent to Voevodsky’s Gysin triangle in DMeff.
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2 Definition and Preparation
In this paper, we work over a perfect field k. As in [KSY18, Definition 1.3.1]
we write MCor for the category of modulus pairs and left proper admissible
correspondences. Following [Sai18, Definition 1.11] we write MCorls for the full
subcategory of MCor whose objects are modulus pairs (M,M∞) such that M
is smooth over k and |M∞| is a strict normal crossings divisor on M .
The canonical inclusion
MCorls →֒ MCor
is a full embedding, and under resolution of singularities is an equivalence,
[KSY18, Corollary 1.10.5].
We write
Ztr : MCor→ PSh(MCor)
for the associated representable additive presheaf functor.
As in [KSY18, Definition 2.1.1, Definition 6.3.1], we define MDMeff to be
the Verdier quotient of D(PSh(MCor)) by the smallest localising subcategory
containing all objects of the form:
(CI) for M ∈ MCor ,
Ztr(M⊗✷)→ Ztr(M);
(MV) for M ∈MCor and an elementary Nisnevich cover (U,V) of M,
Ztr(U×M V)→ Ztr(U)⊕ Ztr(V)→ Ztr(M).
We now have a functor
ω : MCor→ Cor
with ω(M,M∞) =M
◦ := M \ M∞.
The functor ω induces a monoidal triangulated functor
ωeff : MDM
eff → DMeff,
which admits a right adjoint ωeff, cf. [KSY18, 6.10.2].
Remark 2.1. If X is proper smooth scheme, then ωeffM(X) ∼= M(X, ∅), cf.
[KSY18, Theorem 7.3.1], (however, if X is not proper, this is not true). In
particular, M(P1, ∅) ∼= ωeffM(P1) and ωeffM(P
1, ∅) ∼=M(P1) so we can sensibly
talk about the Tate motif Z(1)[2] in MDMeff.
Definition 2.2. We define
1. Bn = Cone(M(A
1, ∅)→M(P1, n{∞})), and
2. M := Cone
(
M(A1, ∅)→M(P1, ∅)
)
in MDMeff.
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3 Gysin triangles
We prove the following theorem.
Theorem 3.1. Consider modulus pairs (M,M∞), (Z,Z∞) ∈ MCorls where Z
is an integral effective Cartier divisor on M not contained in M∞, we have
Z∞ = M∞.MZ, and we suppose |M∞ + Z| is a strict normal crossings divisor
on M . Then the following triangle is distinguished in MDMeff.
M(U,U ∩M∞)→M(M,M∞)→M(Z,Z∞)⊗M→M(U,U ∩M∞)[1]
where U = M\Z.
We call this triangle the open Gysin triangle.
3.1 Construction of the closed Gysin map
We work with the notation and hypotheses of Theorem 3.1.
In this section, we construct the morphism,
M(M,M∞)→M(Z,Z∞)(1)[2]
by using the projective bundle formula and the blowup formula.
Now we take
M = (M,M∞), and
Z = (Z,Z∞).
In addition we take
X : blow-up of M × P1 with along Z × {0}.
Moreover we take
E : exceptional divisor of q,
where q : X →M × P1 is the canonical map,
X =
(
X, q∗(M∞ × P
1) + q∗(M × {∞})
)
, and
E =
(
E, p∗(Z∞ × {0})
)
,
where p is the natural map E → Z × {0}.
Since Z is smooth and Z×{0} is of pure codimension 2 in M ×P1, the map
E
q
−→ Z × {0} is isomorphic to the projective bundle P(NZM ⊕ A
1
Z
).
We need the following theorems.
Theorem 3.2 (Smooth Blow-up Triangle). The following triangle is distin-
guished.
M(E)→M(Z× {0})
⊕
M(X)→M(M⊗✷)→M(E)[1].
Moreover
M(X) ≃M(M⊗✷)⊕M(Z× {0})(1)[2].
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Proof. The general case is proved in [KS18].
Theorem 3.3 (Projective bundle formula). There is a canonical decomposition
M(E) ≃M(Z)⊕M(Z)(1)[2].
Proof. The general case is proved in [KSY18].
Consider the following diagram.
0

−→ M(E)

M(M)
||
1
−→ M(Z× {0})
⊕
M(X)
3

M(M)

2
−→ M(M⊗✷)

4
``
0 −→ M(E)[1]
where the morphism (2) is the 0-section and (1) is the closed immersion of the
strict transform of M (since Z × {0} →֒ M × {0} is of pure codimension 1 the
strict transform is itself).
By the blow-up formula, (3) has a splitting denoted by (4). (In fact, (4) is
induced by M × {1} →M × P1 and the isomorphism (2)).
Now we define a morphism
f : M(M)→M(Z× {0})
⊕
M(X)
as the difference between (1) and (4)◦(2). Composition of f with the morphism
(3) is zero because (3) ◦ (1) = (2). Thus f has a unique lifting to a morphism
f˜ : M(M)→M(E).
By the projective bundle formula, finally we get the closed Gysin map
gZM : M(M)→M(Z)(1)[2].
Now we consider
U = (U,U ∩M∞)
where U = X\Z.
Next we prove that the open Gysin map factors through a canonical map
α(M,Z) : M(M/U)→M(Z)(1)[2],
i.e. the composition of gZM with the morphism M(U) → M(M) is zero. But
this is clear, since the diagram defining gZM is compatible with pullback along
minimal e´tale morphisms M′ → M, and in the case of the minimal e´tale mor-
phism U→M, the blow-up triangle degenerates to
0→M(U⊗✷)→M(U⊗✷)→ 0[1].
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Lemma 3.4. The closed Gysin map satisfies the following properties:
0. g({∞},∅)(P
1, ∅) : (P1, ∅)→ Z(1)[2] is the canonical projection.
1. For any e´tale morphism e : M′ = (M
′
, e∗M∞)→M, set Z′ = (e−1Z, e∗Z∞).
Then the diagram
M(M′/U′)
α(M′,Z′)//

M(Z′)(1)[2]

M(M/U)
α(M,Z)
// M(Z)(1)[2]
commutes.
2. For any modulus pair Y = (Y , Y∞) ∈ MCorls, we have
α(M⊗Y,Z⊗Y) = α(M,Z) ⊗ IdM(Y).
Proof. Part 0. By Remark 2.1 the functors (ωeff, ω
eff) induce an isomorphism
homMDMeff((P
1, ∅),Z(1)[2]) ∼= homDMeff(P
1,Z(1)[2]). But applying ωeff to the
diagram defining the closed Gysin morphism produces the diagram Voevodsky
uses to define his Gysin morphism. In DMeff the Gysin morphism of {∞} → P1
is the canonical morphism M(P1)→ Z(1)[2], so it must also be in MDMeff.
Part 1. We take
X
′
: blow-up of M
′
× P1 with along e−1Z × {0},
and
X′ =
(
X
′
, q′
∗
(e∗M∞ × P
1) + q′
∗
(M
′
× {∞})
)
.
Since the morphism e is e´tale, e−1Z is also smooth. Now there is a natural map
X′ → X, and we have the following commutative diagram.
M(M′)
$$❏
❏❏
❏❏
❏
// M(Z′ × {0})
⊕
M(X′)
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐
||

M(M)
||
−→ M(Z× {0})
⊕
M(X)

M(M) −→ M(M⊗✷)
M(M′)
::✉✉✉✉✉✉
// M(M′ ⊗✷)
jj❚❚❚❚❚❚❚❚❚❚❚❚
In addition the projective bundle formula is compatible with e´tale morphisms
(see Lemma 3.5). So we get the thing we want.
Part 2. The blow-up of M × Y × P1 along Z × Y × {0} is isomorphic to
X × Y , so the proof is completed.
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For a line bundle L over M , we set
PM(L ) = (P(L [t]), p
∗M∞).
Lemma 3.5. For any e´tale morphism e : M′ →M, the diagram
PM′(e
∗
L )

//M′(1)[2]

PM(L ) //M(1)[2]
commutes.
Proof. We recall the morphism PM(L ) → M(1)[2] from [KSY18, Theorem
7.4.2]. We take
∆ : the diagonal immersion PM(L )→ PM(L )⊗ (P(L [t]), ∅)
By [Voe00a, Corollary 3.4.3], [KSY18, Theorem 6.5],
H1Zar(P(L [t]),O
∗) ≃ HomMDMeff(M(PM(L ), ∅),Z(1)[2]),
cf. Remark 2.1.
We write c1(OP(L [t])(1)) : M(PM(L ), ∅)→ Z(1)[2] for the map correspond-
ing to the line bundle OP(L [t])(1). Now we define
PM(L )→M(1)[2]
as
p⊗ c1 ◦∆.
Now we write e˜ : P(e∗L [t])→ P(L [t]) for the natural map. Then we have
e˜∗OP(L [t])(1) ≃ OP(e∗L [t])(1).
Now by [Voe00a, Corollary 3.4.3], [KSY18, Theorem 6.5], we have the following
commutative diagram
H1Zar(P(e
∗L [t]),O∗)
≃ // HomMDMeff(M(P(e
∗L [t]), ∅),Z(1)[2])
H1Zar(P(L [t]),O
∗)
e˜∗−
OO
≃ // HomMDMeff(M(P(L [t]), ∅),Z(1)[2])
−◦e˜
OO
so the result follows.
3.2 Construction of the open Gysin map
We continue working with the hypotheses of Theorem 3.1.
In this subsection we construct the morphism M(M)→M(Z)⊗M.
Lemma 3.6. There is an isomorphism M ≃ B1 ⊕ Z(1)[2] such that the com-
position M(P1)
c
→ M
p1
→ B1 of the canonical morphism with the projection is
zero.
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Proof. There is a canonical isomorphism B1 = Cone(M(A
1, ∅)→M(P1, {∞}) ∼=
Cone(M(A1, ∅) → M(k, ∅)). With the latter model of B1, the isomorphism
M(k) ⊕ Z(1)[2]
∼
→ M(P1) induces a isomorphism B1 ⊕ Z(1)[2]
∼
→ M. The pro-
jection p1 : M → B1 is realised by the canonical morphism Cone(M(A1, ∅) →
M(P1, ∅))
∼
→ Cone(M(k, ∅)→M(A1, ∅))[1]. It follows that p1 ◦ c = 0.
Let L be a line bundle over M . Now we take
✷M(L ) =
(
P(L [t]), p∗M∞ + {t = 0}
)
,
PM(L ) =
(
P(L [t]), p∗M∞
)
and
AM(L ) =
(
L , q∗M∞
)
,
where p and q are the natural maps from P(L [t]) and L to M .
We set
B1(L ) := Cone(M(AM(L ))→M(✷M(L ))), and
M(L ) := Cone(M(AM(L ))→M(PM(L ))).
Now we take
i2 : the splitting of M→ Z(1)[2].
In subsection 2.1, we constructed the morphism f˜ : M(M) → M(E) and the
closed Gysin map gZM : M(M) → M(Z)(1)[2]. Now we define the open Gysin
map
bZM : M(M)→M(Z)⊗M
as the composition of the closed Gysin map gZM with IdM(Z) ⊗ i2.
Now we consider
U = (U,U ∩M∞)
where U = X\Z.
The open Gysin map factors through the canonical map
β(M,Z) : M(M/U)→M(Z)⊗M,
where β(M,Z) = (IdM(Z) ⊗ i2) ◦ α(M,Z).
Lemma 3.7. The open Gysin map satisfies the following properties:
0. The factorised morphism β
(
(P1, ∅), ({∞}, ∅)
)
: M((P1, ∅)/(A1, ∅))→M is
the canonical isomorphism.
1. For an e´tale morphism e : M′ = (M
′
, e∗M∞)→M, set Z′ = (e−1Z, e∗Z∞).
Then the diagram
M(M′/U′)
β(M′,Z′)//

M(Z′)⊗M

M(M/U)
β(M,Z)
// M(Z)⊗M
commutes.
7
2. For any modulus pair Y = (Y , Y∞) ∈MCorls, we have
β(M⊗Y,Z⊗Y) = β(M,Z)⊗ IdM(Y).
Proof. Part 0. follows from Part 0. of Lemma 3.4 and Lemma 3.6. Part 1. and
Part 2. follow from Lemma 3.4.
3.3 Excision
Let M = (M,M∞) and Z = (Z,Z∞) be modulus pairs as in Theorem 3.1.
Now for n ∈ Z≥0 we define a Nisnevich sheaf on MCor
CMnZ = Coker
(
Ztr(U,U ∩M∞) →֒ Ztr(M,M∞ + nZ)
)
Nis
where Ztr(U,U ∩M∞)→ Ztr(M,M∞ + nZ) is induced by the open immersion
U →M .
Proposition 3.8. Let f : (N,N∞) → (M,M∞) be an e´tale morphism (i.e., f
is induced by an e´tale morphism f : N → M and is minimal). If f
−1
Z → Z is
an isomorphism, then for any n ∈ Z≥0,
CNnf−1Z ≃ C
M
nZ
Proof. For any n ∈ Z≥0, it is easy to see that
(
(U,U ∩M∞), (N,N∞ + nf
∗
Z)
)
is elementary Nisnevich cover of (M,M∞ + nZ). Now by [KSY18, Theorem
3.5.7], we have the following short exact sequence,
0→ Ztr(V , V ∩N∞)→ Ztr(N,N∞ + nf
∗
Z)⊕ Ztr(U,U ∩M∞)
→ Ztr(M,M∞ + nZ)→ 0
where V = N\ f−1Z.
Now the morphisms Ztr(V , V ∩N∞)→ Ztr(N,N∞ + nf∗Z) and Ztr(U,U ∩
M∞) → Ztr(M,M∞ + nZ) are injective maps, and the cokernels of these are
CN
nf−1Z
and CMnZ . By these fact and the short exact sequence above, we get the
isomorphism we want.
Theorem 3.9. Let f : (N,N∞) → (M,M∞) be an e´tale morphism (i.e., f is
induced by an e´tale morphism f : N →M and is minimal). If f
−1
Z → Z is an
isomorphism, then there is a diagram in ShNis(MCor),
0 // Ztr(N,N∞ + nf
∗
Z)
iN //

Ztr(N,N∞) //

Coker(iN ) //

0
0 // Ztr((M,M∞ + nZ))
iM // Ztr(M,M∞) // Coker(iM ) // 0
such that Coker(iN) ≃ Coker(iM ).
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Proof. We consider the following commutative diagram,
0

0

0

0 // Ztr(U,U ∩M∞)
= //

Ztr(U,U ∩M∞)

// 0

0 // Ztr(M,M∞ + nZ)

iM // Ztr(M,M∞)

// Coker(iM )
||

// 0
0 // CMnZ
cM //

CM0Z
//

Coker(iM ) //

0
0 0 0
where iM is the natural map and cM is the unique map determined by iM .
Now all columns and the two top rows are exact. Now by the nine lemma, we
get that the bottom row is also exact. The morphisms iM and f induce the
commutative diagram:
CN
nf−1Z

cN // CN0f−1Z

CMnZ
cM // CM0Z
By Proposition 3.8, we get the isomorphism we want.
3.4 Proof that the open Gysin triangle is distinguished
In this section we prove that the open Gysin map
β(M,Z) : M(M/U)→M(Z)⊗M,
is an isomorphism. It follows that the open Gysin triangle is a distinguished
triangle.
Lemma 3.10. The open Gysin map β(M,Z) is distinguished if there is an
open Zariski cover {V i → M}ni=1 such that for all i, the open Gysin maps
β((V , V ∩M∞), (V ∩Z, V ∩M∞∩Z)) associated to all open subschemes V ⊆ V i
are distinguished.
Proof. By induction on n it suffices to consider the n = 2 case. We take an
open covering V 1 ∪ V 2 =M . Now we set
Vi = (V i, V i ∩M∞), Ui = (V i ∩ U, V i ∩ U ∩M∞),
V 12 = V 1 ∩ V 2, V12 = (V 12, V 12 ∩M∞),
U12 = (V 12 ∩ U, V 12 ∩ U ∩M∞).
9
We have the following diagram in ShNis(MCor),
0

0

0

0 // Ztr(U12) //
i12

Ztr(U1)⊕ Ztr(U2)
i1⊕i2

// Ztr(U) //
iM

0
0 // Ztr(V12) //

Ztr(V1)⊕ Ztr(V2)

// Ztr(M) //

0
0 // Coker(i12) //

Coker(i1)⊕ Coker(i2) //

Coker(iM) //

0
0 0 0
where all columns and the two top rows are exact, and the bottom row maps
are uniquely determined by the middle row maps. Now by the nine lemma, we
get that the bottom row is also exact.
We get the following distinguish triangle in MDMeff
M(V12/U12)→M(V1/U1)⊕M(V2/U2)→M(M/U)
+
−→ .
By lemma 3.7, we know the open Gysin maps are compatible with open
immersions, so the proof is completed.
The following lemma is proved in [KS18].
Lemma 3.11. In the same situation as Theorem 3.1, up to replacingM,Z,M∞
by V , V ∩ Z, V ∩ M∞ for some open neighborhood x ∈ V , there exists an
e´tale morphism q : M → Am such that Z = q−1(Am−1 × {0}) and |M∞| =
q−1({T1...Ts = 0}) where Ti are the coordinates of Am.
Remark 3.12. By [KSY18, Proposition 1.11.1], the modulus pair (A1, d1{0})⊗
(A1, d2{0})⊗ · · · ⊗ (A
1, ∅) is equal to the fibre product
(
(A1, d1{0})⊗ (A
1, d2{0})⊗ · · · ⊗ (A
1, dm−1{0})
)
×(Speck,∅) (SpecA
1, ∅),
since (A1, ∅)→ (Spec k, ∅) is minimal and smooth.
Proof that the open Gysin triangle is distinguished. We show that the open Gysin
morphism is an isomorphism. By Lemma 3.10, and Lemma 3.11, we can as-
sume that there is an e´tale map f : M → Am such that M∞ = f
∗
E and
Z = f
∗
(Am−1 × {0}) where
E = d1{0} × A
m−1 + A1 × d2{0} × A
m−2 + · · ·+ Am−2 × dm−1{0} × A
1.
for some d1, . . . , dm−1 ≥ 0. Then (A1, d1{0}) ⊗ (A1, d2{0}) ⊗ · · · ⊗ (A1, ∅) =
(Am, E), and we write E0 = d1{0} × Am−2 × {0} + A1 × d2{0} × Am−3 ×
{0}+ · · ·+Am−2× dm−1{0}× {0}, then (A1, d1{0})⊗ (A1, d2{0})⊗ · · ·⊗ {0} =
(Am−1 × {0}, E0). Now E0 = E ·Am (Am−1 × {0}) = E ×Am (Am−1 × {0}), so
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the map (Am−1 × {0}, E0) →֒ (Am, E) is a closed sub modulus pair. Now we
have a cartesian cubic diagram
Z∞ //

}}④④
④④
④④
④④
④
Z
fZ

yysss
ss
ss
ss
ss
s
M∞

// M
f

E0
||③③
③③
③③
③③
③
// Am−1 × {0}
yysss
ss
ss
ss
s
E // Am
By the above diagram, we know fZ : (Z,Z∞)→ (Am−1×{0}, E0) is an e´tale
map. Now we consider the fibre product,
X := M×(Am,E)
(
(Z,Z∞)×(Speck,∅) (A
1, ∅)
)
(The fibre product exists because M→ (Am, E) is minimal).
X

//

(Z,Z∞)×(Speck,∅) (A
1, ∅)
fZ×(Spec k,∅)id(A1,∅)

M // (Am, E) = (Am−1, E0)×(Speck,∅) (A
1, ∅)
Now by [SV00, Theorem 4.10], we have a diagram (Ω) in Sm(k),
Z

//
∆Z/Am−1

X
′
p2
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
i

p1

(Ω)
Z ×Am−1 Z //


X
f

p //

Z × A1
f×id
A1

Z //M // // Am
where i : X
′
→ X is an open immersion, and p∗2(Z × {0}) = Z.
Set U
′
= p−11 U . By Theorem 3.9 we get
Cone(M(U,U ∩M∞)→M(M,M∞)) ≃
Cone(M(U
′
, U
′
∩ p∗1M∞)→M(X
′
, p∗1M∞)) ≃
Cone
(
M
(
(Z,Z∞)×(Speck,∅) (A
1 − {0}, ∅)
)
→M
(
(Z,Z∞)×(Speck,∅) (A
1, ∅)
))
,
and know
M
(
(Z,Z∞)×(Speck,∅) (A
1 − {0}, ∅)
)
≃ M(Z,Z∞)⊗M(A
1 − {0}, ∅), and
M
(
(Z,Z∞)×(Speck,∅) (A
1, ∅)
)
≃ M(Z,Z∞)⊗M(A
1, ∅).
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The category MDMeff is a tensor triangulated category, so we get the fol-
lowing isomorphism:
Cone(M(U,U ∩M∞)→M(M,M∞)) ≃
M(Z,Z∞)⊗ (Cone(M(A
1 − {0}, ∅)→M(A1, ∅)) ≃M(Z,Z∞)⊗M
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