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There is a well-recognised need in diverse applications for reasoning with multiple, poten-
tially inconsistent sources of information. One approach is to represent each source of
information by a set of formulae and then use a merging operator to produce a set of for-
mulae as output. A valuable range of model-based operators have been proposed that con-
form to interesting and intuitive properties. However, the implementation of such
operators has remained unaddressed, partly due to the considerable computational com-
plexity of the proposals. To address this, we propose a methodology for implementing
model-based merging operators using the notion of dilation and a type of data structure
called a binary decision diagram. We apply this method by implementing four merging
operators from the literature and experimentally evaluating their average-case perfor-
mance. The results indicate that while the complexity is indeed signiﬁcant, problems of
modest size can be treated using commodity hardware and short computation times.
 2008 Elsevier Inc. All rights reserved.1. Introduction
The increasing availability of distributed sources of information creates the potential for applications that intelligently
combine these sources. However, the sources may conﬂict, and therefore, the question arises of how we can combine them
usefully whilst avoiding the problems arising from inconsistencies in the pooled information. Logic-based knowledge merging
aims to address these issues by proposing ways of combining multiple sources of potentially conﬂicting information. For this,
a range of merging operators has been proposed. These are functions that take a number of knowledge bases each represent-
ing an information source, and merge them into a single knowledge base that is consistent and that preserves, in some sense,
as much information content as possible. Several proposals can be found in the literature [7,6,25,27,22,24,21]. These propos-
als can generally be divided into two categories: the semantic (or model-based) operators, which select models that are
somehow closest to the knowledge bases to be merged, and the syntactic (or formula-based) operators, which work by
selecting formulae from the knowledge bases to be merged.
Despite the increasing interest in knowledge merging, there is a lack of available implementations. This can partly be
attributed to the considerable computational complexity of the decision problems associated with knowledge merging, gen-
erally situated at the second level of the polynomial hierarchy or above [21]. However, many decision problems in computer
science that are generally intractable have been found to be less intractable in their ‘‘average”-case complexity with the help
of heuristics or succinct data structures (e.g., the problems encountered as part of formal veriﬁcation, as well as propositional
satisﬁability).
The aim of this paper is, therefore, to propose and experimentally evaluate algorithms that implement some of the
semantic merging operators from the literature. To this end, we employ:. All rights reserved.
. Gorogiannis), a.hunter@cs.ucl.ac.uk (A. Hunter).
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 The concept of dilation of a set of models, an application of mathematical morphology in the ﬁeld of logic [8].
 Data structures called binary decision diagrams (BDDs), that originate in the ﬁeld of formal veriﬁcation, and allow compact
representation and manipulation of propositional logic formulae [9].
BDDs have been used for implementing algorithms for several problems in AI including deduction, abduction [28], belief
revision [31,15] and as a general language for compiling knowledge bases [19,11]. This increasing usage of BDDs in AI indi-
cates that implementing knowledge merging with BDDs is a promising research direction.
The contribution of this paper is two-fold. First, we propose algorithms for implementing four important model-based
merging operators from the literature, and prove their correctness. Second, we implement and experimentally evaluate these
algorithms using randomly generated knowledge bases; we subsequently analyse the results and attempt to pinpoint the
sources of computational complexity.
The rest of the paper is organised as follows. The knowledge merging operators we implement are presented in Section
2.1. The concept of dilation and its relation to knowledge merging is reviewed in Section 2.2. BDDs and their associated algo-
rithms are introduced in Section 2.3. In Section 3, we present algorithms implementing the semantic knowledge merging
operators reviewed in Section 2.1. Experimental data from the execution of these algorithms are presented and analysed
in Section 4. Finally, we discuss the issues we encountered and suggest possibilities for further research in Section 5.
2. Background
We use a (ﬁnite) propositional languageLwith >;? as constants and the usual connectives :;^;_;!;$. The set of mod-
els of the language is denoted byM and the set of models of a formula / 2L is denoted by modð/Þ. If u 2M, then u  /
means u satisﬁes /. The number of propositional atoms is denoted by p and we use ai with 1 6 i 6 p for the corresponding
atom. A literal is an atom, possibly negated. Given a model u we will often refer to the value of ai in u, as ui. As usual, / ‘ w
means that the formula / entails the formula w.
A vector (or sequence) is a ﬁnite ordered list denoted by ha; b; . . .i, and Vi denotes the ith element of V. The algorithms
presented use one-dimensional arrays, which are essentially vectors, and two-dimensional arrays, which are essentially ta-
bles. If A is a one-dimensional array, Ai is the ith element and if A is a two-dimensional array, then Ai;j is the element at the
intersection of the ith row and jth column.
Wewill denote the cardinality of a set S as jSj. In the followingwewill often treat amodel u as a vector of the truth-values of
the atoms on u; hu1; . . . ;upi. The lexicographic ordering of vectors of numbers is denoted by 6L and is deﬁned as A<LB iff there
exists 1 6 j such that for all 1 6 i < j; Ai ¼ Bi and Aj < Bj. So, for example, h0;0;2i<Lh0;1;2i. Then, A6LB iff A<LB or A ¼ B.
A composition1 of a number n into k parts, where 0 6 n and 1 6 k is a vector ha1; . . . ; aki such that 0 6 ai and
Pk
i¼1ai ¼ n. The
set of all compositions of n into k parts is denoted by compositionsðn; kÞ. A permutation of a vector V is a vector of length jV j
which contains each (appearance of an) element of V exactly once. We denote the set of all such permutations as
permutationsðVÞ.
2.1. Knowledge merging
A proﬁle E ¼ h/1; . . . ;/ki is a sequence of k knowledge bases, represented by (consistent) formulae. A merging operator
(deﬁned below) requires a proﬁle along with a formula l expressing the integrity constraints. In the following we will always
use E to refer to the proﬁle under consideration, l for the integrity constraints, k for the number of formulae in the proﬁle and
/i with 1 6 i 6 k for the formulae of E.
A knowledge merging operator Dl is a function from proﬁles to formulae. The intuition is that, if the formulae in the pro-
ﬁle are inconsistent when taken together, then we would like to produce a new formula that is consistent with the integrity
constraints and somehow summarises or merges the knowledge contained in the formulae of the proﬁle. There is, of course,
no single way of producing this result, therefore there exists a range of merging operator deﬁnitions in the literature, each
predicated on a different set of assumptions. In a similar manner to belief revision operators [2], merging operators can be
characterised according to a set of rationality postulates [22,24,21].
A number of merging operators are deﬁned in a model-theoretic way, usually employing a notion of distance. We sum-
marise the required deﬁnitions here. A distance function is a function from a pair of models to a totally ordered set. The most
commonly used distance is the number of atoms on which the two models disagree. This is called the Hamming, or Dalal,
distance [18,10].1 Alsodðv;uÞ ¼ jfi j vi 6¼ ui and 1 6 i 6 pgj
The Hamming distance is the only distance between models we will examine. Using this distance as a basis, the distance
between a model and a formula can then be deﬁned by minimising over the models of the formula.dð/;uÞ ¼minfdðv; uÞ j v 2 modð/Þgknown as weak composition.
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merging operator Dxl is then deﬁned through a process of minimisation:Table 1
ModelsmodðDxlðEÞÞ ¼ fu 2 modðlÞ j dxðE;uÞ is minimalg
We will use the symbol d for all the types of distance functions: model-to-model, formula-to-model and proﬁle-to-model.
The arguments will make clear which one is intended. We now look at four different notions of proﬁle-to-model distances
deﬁned by Konieczny et al., namely dMax; dR; dGmax and dGmin, that give rise to four merging operators, DMaxl ;D
R
l ; D
Gmax
l and
DGminl , respectively.
To illustrate the behaviour of the operators reviewed here, we present a running example. Suppose that we want to merge
the following three formulae:/1 ¼ ða ^ :b ^ cÞ _ ða ^ b ^ :c ^ :dÞ
/2 ¼ ð:a ^ :c ^ dÞ _ ð:a ^ :b ^ c ^ :dÞ _ ða ^ c ^ :dÞ
/3 ¼ ð:b ^ :c ^ dÞ _ ð:a ^ b ^ c ^ :dÞ _ ða ^ b ^ c ^ dÞWe want to merge these formulae using the following integrity constraints:l ¼ ð:a ^ :b ^ :cÞ _ ð:a ^ c ^ :dÞ _ ða ^ :b ^ :cÞ _ ða ^ b ^ cÞ
To encode these formulae as a proﬁle E, we set p ¼ 4; k ¼ 3; a1 ¼ a; a2 ¼ b; a3 ¼ c and a4 ¼ d. Table 1 presents the models of
the language. Rows with a grey background correspond to models of l. The rest of the table is discussed in the following
sections.
2.1.1. The operator DMaxl
In [22], Konieczny and Pino Pérez deﬁne an operator originating in [29]. This operator uses the maximum distance from
each proﬁle formula as the aggregate distance.dMaxðE;uÞ ¼maxfdð/i; uÞ j1 6 i 6 kg
Then, the operator DMaxl can be deﬁned as follows.modðDMaxl ðEÞÞ ¼ fu 2modðlÞ j dMaxðE; uÞ is minimalg
Note that the original deﬁnition does not employ integrity constraints, which were introduced in [24].
The operator DMaxl is an arbitration operator, i.e., it is insensitive to whether there is a majority of formulae in the proﬁle
that are consistent. In general, DMaxl can be thought of as trying to minimise the maximum degree of compromise any formula
in the proﬁle will have to undergo before reaching agreement.
In Table 1, the columns labelled dð/1;uÞ; dð/2;uÞ and dð/3;uÞ list the distances of the model in each row to each proﬁle
formula. According to the deﬁnition of dMax, its value is the maximum of these three numbers. It is easy to see that the min-
imum value for this is 1 in the table, since there is no model at distance 0 to E. This means that all models of l whose max-
imum distance from any proﬁle formula is less or equal to 1 are the models of the merged formulae, i.e., modðDMaxl ðEÞÞ ¼
fð0;0;1;0Þ; ð1;0;0;0Þ; ð1;0;0;1Þ; ð1;1;1;0Þ; ð1;1;1;1Þg.and distances involved in the running example
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Konieczny and Pino Pérez propose another operator, DRl , deﬁned originally in [22] and extended to employ integrity con-
straints in [23]. DRl uses the sum of the formula-to-model distances as the aggregate distance.Table 2
Worst c
Decisio
DMaxl ðEÞ
DRl ðEÞ
DGmaxl ðE
DGminl ðE
These rdRðE;uÞ ¼
Xk
i¼1
dð/i;uÞUsing dR, the operator DRl can be deﬁned as follows.modðDRl ðEÞÞ ¼ fu 2 modðlÞ j dRðE;uÞ is minimalg
The operator DRl tries to minimise the sum of the degree of compromise the formulae in the proﬁle will have to undergo be-
fore reaching total agreement. In this sense, DRl is a majority operator which means that if a set of formulae in the proﬁle
agree, then DRl will attempt to compromise them less than the rest.
The distance dR for the example proﬁle is shown in the corresponding column in Table 1. It can be seen that the minimal
dR is 2 and that the models of l that have minimal dR are the models of the merge, i.e., modðDRl ðEÞÞ ¼ fð0;0;0;1Þ;
ð0;0;1;0Þ; ð1;0;0;1Þ; ð1;1;1;0Þ; ð1;1;1;1Þg.
2.1.3. The operator DGmaxl
DGmaxl is third operator proposed in [23] by Konieczny and Pino Pérez (originally in [22], without integrity constraints).
The aggregate distance used is the vector of individual model-to-formulae distances, sorted in descending order. In other
words, if the vector of distances of u to the formulae in the proﬁle is V ¼ hdð/1;uÞ; . . . ; dð/k;uÞi and Vd is the vector obtained
by sorting in descending order the elements of V, then dGmaxðE;uÞ ¼ Vd. Using the lexicographic ordering 6L for comparing
vectors, the merging operator is deﬁned as follows:modðDGmaxl ðEÞÞ ¼ fu 2 modðlÞ j dGmaxðE;uÞ is 6L-minimalg
The operator DGmaxl attempts to minimise the maximum degree of compromise on any formula in the proﬁle, and as such it is
an arbitration operator. It is also known that DGmaxl ðEÞ ‘ DMaxl ðEÞ [22].
The column with the heading dGmax of Table 1 lists distance vectors, sorted in descending order. It is easy to see that the
minimum distance vector sorted in descending order is h1;1;0i and therefore, the models of the merge are
modðDGmaxl ðEÞÞ ¼ fð0;0;1;0Þ; ð1;0;0;1Þ; ð1;1;1;0Þ; ð1;1;1;1Þg.
2.1.4. The operator DGminl
The operator DGminl is deﬁned by Everaere et al. in [13]. D
Gmin
l is closely related to D
Gmax
l in deﬁnitional terms, as the only
difference is that the order in which the distance vectors are sorted is ascending as opposed to descending. Hence, if
V ¼ hdð/1;uÞ; . . . ; dð/k;uÞi is the distance vector and Va is obtained by sorting in ascending order the elements of V, then
dGminðE;uÞ ¼ Va. The merging operator is deﬁned similarly.modðDGminl ðEÞÞ ¼ fu 2modðlÞ j dGminðE;uÞ is6L-minimalg
The operator DGminl is a majority operator: like the D
R
l operator, if a set of formulae in the proﬁle agree without needing to
compromise, then this set will be kept intact and the rest of the proﬁle is going to be compromised until consistency has
been achieved.
The distances of the models to the example proﬁle according to dGmin are listed in the corresponding column in Table 1.
Even though the sorted vectors under dGmin are just reversed versions of the vectors under dGmax, we can see that the minimal
distance vector is h0;0;2i and that, as a consequence, the merged proﬁle is different, i.e., modðDGminl ðEÞÞ ¼ fð0;0;0;1Þg.
2.1.5. Complexity of merging
It is well known that merging operators are closely related to revision operators, and therefore, we cannot hope to im-
prove on complexity results found in the belief revision literature [12]. In fact, as Table 2 illustrates, most operators are
to be found at the second level of the polynomial hierarchy [21]. Dp2 is the class of problems that can be solved in polynomial
time given access to an oracle that decides on any NP problem in constant time; the class Hp2 contains problems in D
p
2 that
require a number of calls to the NP oracle that is bounded by a logarithmic function of the input size.ase complexity results for the query answering problem with the four operators in this paper
n problem Complexity class
‘ w Hp2-complete
‘ w Hp2-complete
Þ ‘ w Dp2-complete
Þ ‘ w Dp2-complete
esults originate in [21].
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Bloch and Lang, in [8], explore how some operations from mathematical morphology translate into a logical framework.
One of the most basic operations is the dilation of a set, which translates into the dilation of a formula (or its set of models).
Let B :M! 2M be a function from a model to a set of models, called the structuring element. Then, the dilation DBð/Þ is de-
ﬁned as the function with the following property:2 WemodðDBð/ÞÞ ¼ fu jBðuÞ \modð/Þ 6¼ ;g
The most common structuring element, and the one we will exclusively use in the rest of this paper, is the unit ball using the
Hamming distance.BðuÞ ¼ fv j dðu; vÞ 6 1g
We will omit the structuring element from now on. Iterated dilations are deﬁned inductively, Dnð/Þ ¼ DðDn1ð/ÞÞ and
D0ð/Þ ¼ /. We call n the dilation degree.
Bloch and Lang proceed to explore how knowledge merging and belief revision can be expressed in terms of dilations of
formulae. They examine Dalal’s operator , [10], and show that /  w ¼ Dnð/Þ ^ w, where n is the smallest number for which
Dnð/Þ ^ w is consistent. On knowledge merging, they also conclude that DMaxl ðEÞ ¼ l ^ Ddmin ð/1Þ ^ . . . ^ Ddmin ð/kÞ where dmin is
the smallest number such that l ^ Ddmin ð/1Þ ^ . . . ^ Ddmin ð/kÞ is consistent.2
The idea to use dilations for theory change and knowledge merging is closely related to the semantics by Grove [17].
Grove provided a semantics for belief revision operators  based on a collection of sets of models S/ (a system of spheres cen-
tred on /) which is totally ordered by set-inclusion, as follows:modð/wÞ ¼ fu 2modðwÞ j 9X 2 S/;u 2 X;X \modðwÞ 6¼ ;; 9=Y 2 S/;Y  X;Y \modðwÞ 6¼ ;g
The original formulation is more complex as it is expressed in a logic-agnostic way, involving complete and consistent the-
ories instead of models, whereas here, we have restricted it to propositional logic.
2.3. Binary decision diagrams
2.3.1. Deﬁnitions
Binary decision diagrams (BDDs, also known as reduced ordered binary decision diagrams) are data structures for the rep-
resentation of boolean functions, and by implication, propositional formulae. They originate in circuit veriﬁcation and sym-
bolic model checking. For an accessible introduction see [3] and for one of the seminal papers, see [9].
We will ﬁrst look at a simpler structure, the decision tree (DT). The DT of the formula x _ y is shown in Fig. 1a. Formally, a
DT is a full binary tree of height pþ 1 consisting of internal nodes, each labelled with an atom (variable nodes) and leaf nodes,
each labelled with a logical constant (terminal nodes). Each level of internal nodes in a DT is labelled with the same atom and
no other level is labelled with that atom. Each variable node has two outgoing edges, corresponding to the evaluation path
taken according to the truth-value of the atom labelling the node; the solid edge corresponds to the path taken when the
atom is true and the dashed edge to the path taken when the atom is false. In BDD jargon, the descendant of the dashed edge
is called the low successor and the descendant of the solid edge, the high successor.
A DT encodes the truth-table of a formula and, therefore, allows checking whether a model satisﬁes a formula by starting
at the root of the DT and following the dashed edges when a variable is false and the solid edges when it is true; the path
terminates at the node labelled with > iff the model satisﬁes the formula. Thus, DTs represent the set of models satisfying a
formula; one can enumerate all paths from the root that terminate at >-nodes. A DT always has 2pþ1  1 nodes and is there-
fore too costly to use as a practical data structure.
The BDD for x _ y is shown in Fig. 1b. It can be obtained from the DT by folding together shared subtrees and removing
nodes whose successors are identical. More formally, BDDs are rooted, directed-acyclic graphs obeying the restrictions for
DTs, plus the following two rules (cf. Fig. 2).
1. Any two distinct variable nodes that are labelled with the same variable and the same corresponding low and high succes-
sors are merged (Fig. 2a). Similarly, all copies of the terminal nodes> and? are replaced with only one occurrence of each.
2. Any variable node with identical low and high successors is removed, and its parent is linked to its successor correspond-
ingly (Fig. 2b).
These rules are called reduction rules since they can be used to transform (reduce) a DT into a logically equivalent BDD.
2.3.2. Properties and algorithms
A BDD can be much more compact than its corresponding DT. Fig. 1c shows the BDD for the formula ððx ^ yÞ _wÞ ^ z
which contains 6 nodes as opposed to 31 in the DT. BDDs can still have exponential size in the worst case and theirhave modiﬁed the results by Bloch and Lang by incorporating integrity constraints which were not present in the original formulation.
Fig. 2. (a) Reduction rule 1 and (b) Reduction rule 2.
Fig. 1. (a) Decision tree for x _ y, (b) BDD for x _ y, and (c) BDD for ððx ^ yÞ _ zÞ ^w.
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interest are summarised here.
BDDs have a strong canonicity property, i.e., any two equivalent formulae are represented by isomorphic BDDs (under a
given variable ordering). Consequently, there is exactly one BDD for the constant > and similarly for ?. Therefore, it is pos-
sible to check a formula represented by a BDD for satisﬁability and validity in polynomial time (thus converting a formula to
a BDD is NP- and coNP-hard in the length of the formula). In addition, implementations of BDD library packages use hash-
tables for the storage of BDD nodes, making equivalence checking an amortised constant time operation.
Efﬁcient algorithms for performing logical operations on BDDs exist. The algorithm applyðB/;Bw; Þ takes two BDDs rep-
resenting / and w and computes a BDD representing /  w where  is any binary boolean connective. The worst case space
and time complexity is OðjB/j  jBwjÞ, where jBj denotes the number of nodes in the BDD B. Converting a formula to a BDD can
be done by consecutive applications of apply, using the BDDs for the propositional variables (these consist of one variable
node and the two terminal nodes in the obvious arrangement). By using applyðB/;B>;&Þ, the negation of a formula can be
computed in linear-time and space in the size of the input BDD. There is also a linear-time algorithm called
restrictðB/; x; cÞ that computes the BDD resulting from the substitution of a variable x by a constant c in the BDD for a
formula /, with the result denoted as /jx¼c .
BDDs can also be viewed as an if-then-else normal form (INF). INF employs the if-then-else operator, a ternary boolean
operator, x! /; w, where x is a propositional variable and / and w are formulae. Its intuitive meaning is that if x is true,
then the truth-value of the formula is that of /, and if x is false, then the truth-value of the formula is that of w. In other
words, x! /;w is equivalent to ðx ^ /jx¼>Þ _ ð:x ^ wjx¼?Þ. It can be shown that the if-then-else operator is complete (i.e.,
all usual connectives can be expressed using the if-then-else operator and the constants > and ?) and that BDDs effectively
encode the INF of a formula in a manner that avoids redundancy by merging identical sub-expressions. We will omit the
application of restriction of / and w to x whenever it is clear that x does not appear in / and w, which is the case for BDDs
due to the requirement that variable nodes are labelled in accordance to the variable ordering. Finally, we will use
iteðx;/;wÞ for the (constant time) algorithm that constructs the BDD for x! /;w.
3. Algorithms for merging
The merging operators we consider use a concept of distance between a model and the set of models of a formula. We use
the notion of dilation in order to generate the sets of models of increasing distance from a formula. These sets would be
intractable to encode explicitly and this is why we use BDDs to represent and manipulate them.
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whether the merged knowledge base entails a given formula). The motivation for this choice is that, especially when using
BDDs but also in other cases, it may be expensive to compute the merged formula but relatively inexpensive to represent it
and to subsequently reason with it. Therefore, the computed results of our algorithms are to be retained in BDD form and
used as compiled knowledge; in this way, if B is a BDD we can use it to answer questions of the form B  / either by con-
verting / into a BDD and using it accordingly,3 or by using specialised algorithms (when / is in conjunctive normal form (CNF),
B  / can be decided in running time linear in both the size of B and of /).
From now on we will sometimes abuse notation and make no distinction between a formula and its BDD, or between a
logical connective and the corresponding BDD algorithm for computing that connective. We will also use equality, =, inter-
changeably with equivalence, $, something allowed by the strong canonicity of BDDs.
3.1. A BDD algorithm for dilation
A key component to our approach in implementing the knowledge merging operators presented in Section 2.1 is an algo-
rithm that, given a BDD for a formula, computes the BDD that represents the Dalal dilation of that formula. In this section we
present such an algorithm.
We will now explain the algorithm and show its correctness. First, assume that the input formula v is represented by a
BDD, under a given variable ordering, of the form x! /;w as in Fig. 3a. Assume also that a model u is a model of the dilation
of v;u  DðvÞ. We distinguish two cases. First, it may be that u  DðvÞ in which case u is by deﬁnition a model of the dila-
tion. Second, if u 2 v it must be that there exists a propositional variable x0 such that if its value in u is inverted, we obtain
another model u0 such that u0  v.
The second case can be decomposed further into three sub-cases. First, it could be that x ¼ x0, in which case we need to
construct the BDDwhich admits the same models as v but with inverted truth-values for x. This can be achieved by swapping
places for / and w, effectively constructing the BDD for x! w;/.
The second and third sub-cases are dual and occur when x 6¼ x0. If u  x then we know that u is obtained by taking a model
u0 that sets x to >, satisﬁes / and that is at distance one from u, i.e., u  x ^ Dð/Þ. Similarly, if u  :x then it must that
u  :x ^ DðwÞ.
Putting these cases together we obtain a formulation for dilation:3 ForDðvÞ $ ðx! /;wÞ _ ðx! w;/Þ _ ðx! Dð/Þ;DðwÞÞ
By making use of the fact that x! /;w is equivalent to ðx ^ /Þ _ ð:x ^ wÞ and that for all a; a ‘ DðaÞ we obtainDðvÞ $ ðx! ðDð/Þ _ wÞ; ðDðwÞ _ /ÞÞ
This expression, along with the termination conditions Dð>Þ ¼ > and Dð?Þ ¼? gives us a recursive algorithm for computing
the BDD for the dilation of a formula. The resulting BDD is shown in Fig. 3b.
The potential compactness of BDDs rests heavily on sharing sub-graphs in the graph of the BDD. This means that the naïve
implementation of the algorithmwould re-compute the dilation of a sub-graphmultiple times, as many as the number of arcs
that lead to it. In order to avoid this and to improve efﬁciencyweuse a standard technique for BDDalgorithmswhich consists in
the use of a hashmap for the storing of already-computed dilations of sub-BDDs. Algorithm 1 uses the following sub-routines
with regards to the hashmap. The routine is-in-hashmapðaÞ returns the answer to whether the dilation of a has been com-
puted already and is in the hashmap. The routine retrieve-from-hashmapðaÞ retrieves the dilation of a assuming it has al-
ready been computed. The routine store-in-hashmapða; a0Þ associates the BDD awith its dilation a0 within the hashmap.Algorithm 1. DðvÞ
if v ¼ > or v ¼? then
return v
if is-in-hashmapðvÞ then
return retrieve-from-hashmapðvÞ
Let x;/;w be such that v ¼ x! /;w
r  iteðx;Dð/Þ _ w;DðwÞ _ /Þ
store-in-hashmapðv; rÞ
return rThe complexity of the problem of computing the BDD for the dilation of another BDD is not known. It is known that com-
puting the dilation of a formula expressed in disjunctive normal form (DNF) is polynomial [8], but the complexity of the gen-
eral problem is unclear. Another related result has to do with the complexity of DISTANCE-SAT, the problem of deciding
whether a model is at distance at most d from the models of a given formula [5]. While DISTANCE-SAT is NP-complete in
the general case, it is of polynomial complexity when the formula is represented by a BDD.example, by computing applyðB;B/;!Þ and then comparing the result with B> .
Fig. 3. (a) Left, the input BDD v and (b) right, the result of computing DðvÞ.
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Algorithm 2 for DMaxl is a straightforward implementation of the results by Bloch and Lang. We dilate each formula in the
proﬁle once, take the conjunction of the dilations with the integrity constraints and check for consistency. If the result is
consistent then that is the result of DMaxl , otherwise we repeat the process. Note that we use the variable A as a vector, or
one-dimensional array and refer to its ith value as Ai.
Lemma 1. Algorithm 2 computes DMaxl .
Proof. By deﬁnition, u 2modðDMaxl ðEÞÞ iff u 2 modðlÞ and for any v 2modðlÞ; dMaxðE;uÞ 6 dMaxðE; vÞ. Clearly, there exists a
minimum distance dmin such that for any u 2modðDMaxl ðEÞÞ; dMaxðE;uÞ ¼ dmin. Using the triangle inequality for the Hamming
distance and induction over n, it is easy to prove that modðDnð/ÞÞ contains all models whose distance from / is less or equal
to n. Therefore, we can re-write the merging as DMaxl ðEÞ ¼ l ^
Vk
i¼1D
dmin ð/iÞ. In addition, for all 0 6 n < dmin; l ^
Vk
i¼1D
nð/iÞ
must be inconsistent, otherwise this would contradict the assumption about the minimality of dmin. Therefore, by construct-
ing l ^Vki¼1Dnð/iÞ for increasing values of 0 6 n and testing the result for consistency, we will eventually compute DMaxl ðEÞ as
the ﬁrst consistent conjunction. This completes the proof. hAlgorithm 2. DMaxl ðEÞ
A h/1; . . . ;/ki
C  l ^Vki¼1Ai
while C ¼? do
for i ¼ 1; . . . ; k do
Ai  DðAiÞ
C  l ^Vki¼1Ai
return CNote that since the distance between any two models can be no greater than p, it follows that Dpð/Þ ¼ >, for any consis-
tent /. Therefore, in the worst case, the algorithm will perform Oðp  kÞ dilations and Oðp  kÞ conjunctions.
3.3. An algorithm for DRl
The notion of aggregate distance for DRl is the sum of the distances to the formulae in the proﬁle. As with D
Max
l , there
exists a minimum proﬁle-to-model distance at which all the models of the merge will be. Therefore, we enumerate the
possible aggregate distances in increasing order from 0 to p  k (the maximum distance of a model to a formula times the
number of formulae). For each such distance d, we generate all compositions in k parts.4 Each such composition
hc1; . . . ; cki represents a vector of dilations of the proﬁle formulae, hDc1 ð/1Þ; . . . ;Dck ð/kÞi. The conjunction of these dilations
will contain the models at distance less or equal to d, since
Pk
i¼1ci ¼ d by the deﬁnition of composition. We produce the
disjunction of all these conjunctions of distance d. When the compositions of d are exhausted, if we have found at least
one consistent result then we terminate, otherwise we repeat for dþ 1. Algorithm 3 presents this sequence of steps. Note
that Ai;j is a two-dimensional array, or table and A0 is the ﬁrst row. Also, note that for distances d with p < d we ignore the
compositions that include elements larger than p since these do not correspond to valid vectors of dilations (due to the fact
that Dnð/Þ ¼ > for all n such that p 6 n).4 This is a standard combinatorial problem and many algorithms exist; we use the library [4] which provides an algorithm that computes the next
composition in the enumeration in time linear to k.
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A0  h/1; . . . ;/ki
solution l ^Vki¼1A0;i
d 1
while solution ¼? do
if d 6 p then
for i ¼ 1; . . . ; k do
Ad;i  DðAd1;iÞ
for all V 2 compositionsðd; kÞ do
if maxfVij1 6 i 6 kg 6 p then
solution solution _ ðl ^Vki¼1AVi ;iÞ
d dþ 1
return solutionLemma 2. Algorithm 3 computes DRl ðEÞ.
Proof. As with DMaxl , there exists a minimum distance dmin such that for any model u 2 modðDMaxl ðEÞÞ; dðE;uÞ ¼Pk
i¼1dð/i; uÞ ¼ dmin. Therefore, we can express the result of the merging asmodðDRl ðEÞÞ ¼
[
hc1 ;...;cki2compositionsðdmin ;kÞ
modðlÞ \
\k
i¼1
modðDci ð/iÞÞIn addition, for all d such that 0 6 d < dmin, any expression of the form l ^
Vk
i¼1D
ci ð/iÞ where hc1; . . . ; cki 2 compositionsðd; kÞ,
will be inconsistent. h
In the worst case, Algorithm 3 will perform Oðp  kÞ dilations. There are nþ k 1
k 1
 
weak compositions of n into k parts
and from this it can be shown that the number of compositions checked in the worst case (when all distances up to k  p need
to be enumerated) is ðpþ 1Þ  k
k
 
, an upper bound of which is ððpþ 1Þ  eÞk ¼ OðpkÞ.
3.4. An algorithm for DGmaxl
The basic idea behind Algorithm 5 is to enumerate the (sorted in descending order) distance vectors in increasing lexi-
cographic order. For each such vector all its permutations are generated, and each permutation is translated into a conjunc-
tion of corresponding dilations (with the integrity constraints). We keep the disjunction of all such conjunctions as a BDD.
When the permutations of a vector have been exhausted, if we have a consistent disjunction we stop, otherwise we repeat
for the next vector in the enumeration.Algorithm 4. NextDistanceVector() (enumerates vectors for DGmaxl )
V  h0; . . . ;0i
i 1
repeat
if
Pp
j¼1Dj < k then
Di  Di þ 1
else
Di  0
i iþ 1
until 0 < Di
l 1
i p
while 0 < i do
if 0 < Di then
for j ¼ 1; . . . ;Di do
Vl  i
l lþ 1
i i 1
while l 6 k do
Vl  0
l lþ 1
return VEnumerating vectors in such a manner is done by Algorithm 4. Whenever NextDistanceVector() is called it returns
the next vector in the enumeration. The intuition behind this algorithm is that its state is a one-dimensional array of
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added constraint that the sum of its elements cannot exceed k. Each successive call to the algorithm will attempt to in-
crease D1, corresponding to adding more 1s in the distance vector, i.e., least elements according to the sorting order.
When that is not possible because the total number of formulae dilated would become greater than k then that element
is set to zero and D2 is incremented, and so on. Finally, the actual sorted distance vector is produced by going through
the array D and adding elements to the distance vector as required. Note that D is an array of p elements, initially
set to zero, which keeps the required state across successive runs of the algorithm, while V is a one-dimensional array
of size k.
As an example, if there are 4 atoms in the language ðp ¼ 4Þ, 3 formulae in the proﬁle ðk ¼ 3Þ and the last invocation of
NextDistanceVector returned the vector h2;1;0i, then it will be the case that D ¼ h1;1;0;0i, the next call would return
h2;1;1i after which it would be the case that D ¼ h2;1;0;0i.
Lemma 3. Algorithm 4 enumerates vectors in increasing lexicographic order, such that each vector is itself sorted in descending
order.
Proof. It is easy to see that by its construction, Vwill be always sorted in descending order. Therefore, we need to prove that
for any two vectors V1;V2 produced by successive runs of Algorithm 4, it will be the case that V1<LV2.
Let us denote as d the value of the array D in the ﬁrst run and as d0 in the next successive run. From the ﬁrst loop we can
see that d0 will have a preﬁx of zeros of length 0 6 i, followed by an element d0iþ1 such that diþ1 þ 1 ¼ d0iþ1 and, ﬁnally, a
common sufﬁx with d, i.e., dj ¼ d0j, for all iþ 1 < j 6 p.d ¼ hd1; . . . ; diþ1; diþ2; . . . ; dpi
d0 ¼ h0; . . . ;0
zﬄﬄﬄﬄ}|ﬄﬄﬄﬄ{i
; diþ1 þ 1; diþ2; . . . ; dpi
By translating d and d0 into distance vectors V and V 0 through the remainder of the algorithm it follows that V and V 0 will
share a preﬁx of length l ¼Ppj¼iþ1dj, and will differ at element lþ 1 with V 0lþ1 ¼ iþ 1 > i ¼ Vlþ1.V ¼ h p; . . . ; pzﬄﬄﬄﬄ}|ﬄﬄﬄﬄ{
dp
; p 1; . . . ; p 1
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{dp1
; . . . ; iþ 1; . . . ; iþ 1
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{diþ1
; . . . ;1; . . . ;1
zﬄﬄﬄﬄ}|ﬄﬄﬄﬄ{d1
i
V 0 ¼ hp; . . . ; pzﬄﬄﬄﬄ}|ﬄﬄﬄﬄ{
dp
; p 1; . . . ; p 1
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{dp1
; . . . ; iþ 1; . . . ; iþ 1; iþ 1
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{diþ1þ1
;0; . . . ;0i
Thus, V<LV
0. Moreover, it is easy to see that there is no valid vector in between V and V 0 that is sorted. hAlgorithm 5. DGmaxl ðEÞ
A0  h/1; . . . ;/ki
C  l ^Vki¼1A0;i
d 0
while C ¼? do
d dþ 1
for all i ¼ 1; . . . ; k do
Ad;i  DðAd1;iÞ
repeat
V  NextDistanceVector()
for all hc1; . . . ; cki 2 permutationsðVÞ do
C  C _ ðl ^Vki¼1Aci ;iÞ
until d < maxfVij1 6 i 6 kg or C 6¼?
return C
By deﬁnition, if a vector ha1; . . . ; aki is followed by a vector hb1; . . . ; bki in the enumeration then maxfaij1 6 i 6 kg 6
maxfbi j1 6 i 6 kg. This allows for an optimisation in the way we produce the consecutive dilations in Algorithm 5: at
any given point, if m ¼maxfVi j1 6 i 6 kg where V is the current sorted distance vector, we only need the dilations
Dnð/jÞ with 1 6 j 6 k and 1 6 n 6 m for checking the corresponding conjunctions. This is also why the repeat/until loop
uses d < maxfVi j1 6 i 6 kg as part of its terminating condition; if the enumeration produces a vector whose maximum
element refers to a dilation that has not yet been computed, then execution must return to the loop that dilates the pro-
ﬁle formulae.
Lemma 4. Algorithm 5 computes DGmaxl ðEÞ.
Proof. Of all the sorted distance vectors, there will be one, Vmin, such that,modðDGmaxl ðEÞÞ ¼
[
ht1 ;...;tki2permutationsðfVmin1 ;...;Vmink gÞ
modðlÞ \
\k
i¼1
modðDti ð/iÞÞ
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Vk
i¼1D
Pi ð/iÞ
will be inconsistent. Therefore, all we need to do is to enumerate sorted distance vectors in increasing lexicographic order
and examine their permutations. h
In the worst case, this algorithm performs Oðp  kÞ dilations and ðpþ 1Þk  k ¼ OðpkÞ conjunctions (the number of distinct
unsorted distance vectors times their length). An optimisation that we use in our implementation is that whenever we dilate
all the formulae we can check if the conjunction of the proﬁle formulae dilated to the largest degree permitted at that iter-
ation of the algorithm is inconsistent, i.e., if l ^Vki¼1Ddð/iÞ ¼?. If it is, then any permutation of distance vectors with dilations
up to d will be inconsistent, and therefore can be skipped. This has a beneﬁcial effect on average-case complexity (as will be
seen in Section 4) and a minor one in worst case complexity (ðpþ 1Þk1  k2 conjunctions).
3.5. An algorithm for DGminl
We will provide the motivation behind Algorithm 6 using the running example summarised in Table 1, in Section 2.1. As
already noted, DGminl is a majority operator and as such it will not dilate majority sets of agreeing formulae while increasingly
compromising the remaining formulae, until consistency is achieved.
From Table 1 we can see that l ^ /1 ‘?, that l ^ /20 ? and that l ^ /30 ?. From this it should be clear that /1 will need to
be dilated before forming a part of the merge. Since DGminl is a majority operator, we should check whether we can extend
these two consistent conjunctions as much as possible before considering dilating (i.e., compromising) the remaining formu-
lae. Indeed, we can see that l ^ /2 ^ /30 ? and that there is no other pair of formulae that has this property (i.e.,
l ^ /1 ^ /2 ‘? and l ^ /1 ^ /3 ‘?). Of course, l ^ /1 ^ /2 ^ /3 ‘?.
The conjunction l ^ /2 ^ /3 has one model, at distance 0 from both /2 and /3. As such it corresponds to a distance vector
of h0;0; xi for some 1 6 x 6 3. We can see that this vector will be strictly smaller than any other vector corresponding to a
conjunction of fewer than 2 undilated formulae, i.e., one undilated formula (h0;0; xi<Lh0; y; zi with 1 6 y 6 z).
Consequently, we generate the dilations of degree 1 and test whether any dilations of the formulae missing from
l ^ /2 ^ /3 (i.e., /1) can consistently extend this conjunction. Even though l ^ D1ð/1Þ0 ?, it is still the case that l ^ /2^
/3 ^ D1ð/1Þ ‘?. Therefore we repeat, and dilate all formulae up to degree 2. Now it is obvious that l ^ /2^ /3 ^ D2ð/1Þ0 ?
corresponding to the distance vector V ¼ h0;0;2i. It should also be clear that there is no consistent conjunction that corre-
sponds to a distance vector strictly smaller than V. Indeed, DGminl ðEÞ ¼ l ^ /2 ^ /3 ^ D2ð/1Þ0 ?. We formalise this process in
Algorithm 6.
First, we deﬁne a structure that will help us keep track of combinations of dilations of formulae. Let n be a number such
that 0 6 n 6 k and V ¼ hða1; b1Þ; . . . ; ðan; bnÞi be a vector of pairs of numbers with 1 6 ai 6 k and 0 6 bi 6 p for all i with
1 6 i 6 n. We use jV j ¼ n to denote the length of V, and use f ðViÞ ¼ ai and dðViÞ ¼ bi as shorthands for referring to the indi-
vidual elements of V. Each pair of numbers in such a vector corresponds to a proﬁle formula (f ðViÞ ¼ j represents /j) and its
dilation degree (dðViÞ). Also, we abbreviate the conjunction of the dilations represented by such a vector (with the integrity
constraints) by CðVÞ:CðVÞ ¼ l ^
j^V j
i¼1
DdðViÞð/f ðViÞÞWe will only be interested in vectors of this form that satisfy the following requirements. We will call vectors that do so,
preﬁx vectors.
 CðVÞ0 ?
 All f ðViÞ are distinct: for all i; j such that 1 6 i; j 6 jV j and i 6¼ j, it is the case that f ðViÞ 6¼ f ðVjÞ.
 The sequence dðViÞ is non-decreasing: for all i; j such that 1 6 i 6 j 6 jV j; dðViÞ 6 dðVjÞ holds.
We denote the extension of a preﬁx vector by 	:
V ¼ hða1; b1Þ; . . . ; ðan; bnÞi 	 ðanþ1; bnþ1ÞA vector V 0 will be called an extension of V if V 0 can be built by repeated application of 	 and appropriate pairs of integers. If
V ;V 0 are preﬁx vectors, we will say that V agrees with V 0 if for all i such that 1 6 i 6minfjV j; jV 0 jg, it is the case that
dðViÞ ¼ dðV 0iÞ.
Next we deﬁne over n two sets of preﬁx vectors, Wn and Xn, that will keep track of the combinations of dilations of
formulae that we generate during the execution of the algorithm. Informally, the set Xn will contain the maximal
consistent preﬁx vectors with formulae of dilation degree up to n. The set Wn will contain the longest preﬁx vectors
in Xn.
More formally, we deﬁne the two sequences of sets using joint induction as follows. The set Xn, for 0 6 n, is the largest set
of vectors generated by maximally and consistently extending all vectors inWn1 using dilations of degree n. In other words
a preﬁx vector V is in Xn if there is a preﬁx vector V
0 inWn1 such that V is an extension of V
0, every new dilation appearing in
V is of degree n and V cannot be extended with any more dilations of degree n consistently. In symbols, V 2 Xn if the follow-
ing conditions hold.
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 For all i with 1 6 i 6 k such that there is no j with f ðVjÞ ¼ i; CðVÞ ^ Dnð/iÞ ‘?.
We set W1 ¼ fhig, a set containing an empty preﬁx vector. The set Wn, for n with 0 6 n 6 p is deﬁned to be a subset of Xn
such that the length of vectors in Wn is maximal, i.e., V 2Wn if V 2 Xn and for all V 0 2 Xn; jV 0 j 6 jV j. A corollary of these def-
initions is that for any two vectors V ;V 0 2Wn; jV j ¼ jV 0j and dðViÞ ¼ dðV 0iÞ for all i.
Algorithm 6 makes use of maxconsðV ;AdÞ, a sub-routine that computes the maximal consistent extensions of Vwith dila-
tions of degree d taken from the array Ad. Formally, maxcons returns a set of preﬁx vectors that are maximal consistent
extensions of V, and the formulae used to extend V are taken from Ad;1; . . . ;Ad;k.Algorithm 6. DGminl ðEÞ
A0  h/1; . . . ;/ki
S fhig
d 0
while maxfjV jjV 2 Sg < k do
if 1 6 d then
for all i ¼ 1; . . . ; k
Ad;i  DðAd1;iÞ
S0  fhig
for all V 2 S do
for all V 0 2 maxconsðV ;AdÞ do
if maxfjV 00 jjV 00 2 S0g < jV 0 j then
S0  fV 0g
else if jV 0 j ¼maxfjV 00 jjV 00 2 S0g then
S0  S0 [ fV 0g
if S0 6¼ fhig then
S S0
d dþ 1
solution ?
for all V 2 S do
solution solution _ ðl ^Vki¼1AdðVi Þ;f ðVi ÞÞ
return solutionLemma 5. Algorithm 6 computes DGminl ðEÞ.
Proof. Let S be the set of preﬁx vectors with the following property:modðDGminl ðEÞÞ ¼
[
V2S
modðlÞ \
\k
i¼1
modðDdðViÞð/f ðViÞÞÞIt should be clear that for any two V ;V 0 2 S;V and V 0 agree with each other. We prove that for any nwith 0 6 n 6 p, if V 2Wn
and V 0 2 S then V and V 0 agree with each other, i.e., dðViÞ ¼ dðV 0iÞ for all 1 6 i 6 minfjV j; jV 0jg.
Let V 0 be some preﬁx vector in S. If W0 6¼ ; then by construction, if V 2W0 then V and V 0 agree. To see why this is true,
consider that any member of W0 can be extended to one of length k by adding all the missing formulae dilated at the
maximum degree p (ensuring consistency). In other words, V can be extended tohðf ðV1Þ;0Þ; . . . ; ðf ðV jV jÞ;0Þ; ði1; pÞ; . . . ; ðikjV j; pÞifor an appropriate sequence of numbers i1; . . . ; ikjV j. So, if V
0 has a smaller number of leading zeros as dilation degrees then
we reach a contradiction as the distance vector corresponding to V 0 cannot be lexicographically minimal. That V 0 cannot have
more leading zero dilation degrees follows from the requirement that W0 contains the largest possible consistent conjunc-
tions of proﬁle formulae. Now assume that for some n with 0 6 n 6 p, all V 2Wn agree with V 0. Then again, by construction,
any V 2Wnþ1 will agree with V 0 by the same logic used for the case of W0.
Therefore, since any V 2Wn agrees with any V 0 2 S, because of the fact that we always maximally extend preﬁx
vectors with dilations of proﬁle formulae, then for some j with 0 6 j 6 p the length of the preﬁx vectors in Wj is k and Wj is
equal to S. h
In the worst case, Algorithm 6 will perform Oðk  pÞ dilations. Computing maxconsðV ;AdÞ is potentially expensive, as it
may produce a number of vectors that is exponential in the number of proﬁle formulae missing from V. If we assume that
for each call up to Oð2kÞ vectors may be produced, and considering that Algorithm 6 will terminate after at most pþ 1 iter-
ations, we obtain a naïve upper bound for the number of conjunctions of Oð2kðpþ1ÞÞ.
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As described in Section 2.1.5, all the merging operators we examined have a query-answer decision problem whose worst
case complexity is intractable. Our algorithms use BDDs to represent formulae, and therefore, can be more efﬁcient but still
suffer from intractable worst case complexity. Given the difﬁculty of theoretically assessing the average-case complexity, we
present here an experimental evaluation.
In order to implement the algorithms presented, we used a freely available software library for the creation and manip-
ulation of BDDs called Buddy [26]. There are language bindings for several languages including Java, C++, Ruby and others.
Our implementation was written in C++ and can be downloaded from http://www.cs.ucl.ac.uk/n.gkorogiannis/source/
dilations.tgz.
The general setup of an experimental valuation of our implementation involves generating random proﬁles and merging
them, while keeping track of how much time and memory the algorithms use. Note that we do not measure the number of
nodes in the resulting BDDs because this can, in general, be smaller than the actual number of BDD nodes produced and then
freed during the running of the algorithms. Instead we record the total number of BDD nodes ever produced.
Of course, it is very important to choose the proﬁle generation procedure appropriately so that results are not skewed by
assumptions implicit in that procedure. We describe and motivate this procedure in the next section.
4.1. Test-case generation
There is, generally, no accepted method for experimentally evaluating knowledge merging algorithms, neither is there a
library of standard knowledge merging problems. As such, we need to propose a framework for empirically evaluating the
proposed algorithms. It is not easy to circumscribe in an absolute manner a class of proﬁles that are generally ‘‘interesting”.
To overcome this, we borrow intuitions and methods from the ﬁeld of research concerned with the analysis of the complex-
ity of the decision problem of propositional satisﬁability (SAT). There is a wealth of experimental results concerning SAT and
a long-standing line of experimental research around them [14,30,1]. Evaluation studies in SAT rely on a library of standard
problems, as well as on methods for generating random problem instances. Since, to the authors’ knowledge, the former does
not exist in the ﬁeld of knowledge merging, we will attempt the latter. The only other experimental assessment of algorithms
for merging operators we know of ([20]) also uses random knowledge bases as a way of evaluating performance.
In order to keep the volume of the generated data presentable, we opted for the most commonly used type of formulae in
SAT. This means that for any w 2 f/1; . . . ;/k; lg;w will be a formula in CNF, consisting of 3-literal clauses (3CNF),5 or in sym-
bols, w ¼ Vji¼1lai _ lbi _ lci , for sequences ai; bi and ci. A random number generator is used for deciding which atoms will appear in
the formula (uniformly distributed) and whether they will be negated or not (with equal probability). We only consider proﬁles
with formulae of the same length (i.e., same number of clauses), so as to simplify the empirical methodology.
One benchmarking approach is to vary the number of variables or clauses and run each merging operator, plotting a curve
of the time required against the number of clauses or variables. However, results on the complexity of SAT indicate that a
better choice for the x-axis is the ratio of clauses to variables, a measure called density, which we will denote by r. Indeed,
using this ratio as the x-axis, the timemaxima of the plotted curves for SAT appear at the same ratio regardless of the number
of variables. This choice turns out to be useful in the case of merging, as the results below show. Another consideration is the
consistency of the proﬁles and of their formulae. An obvious ﬁrst decision is to only consider proﬁles with consistent formu-
lae, i.e., for all i;/i 0 ? and l 0 ?. In addition, we restrict our attention to inconsistent proﬁles.
The choice of boundaries of the tested density range requires explanation. A well-known result from SAT indicates that
there is an almost ﬁxed density where a phase transition occurs with respect to the satisﬁability of the random formulae
produced: most formulae produced with densities under this threshold will be satisﬁable and most formulae over this
threshold will be unsatisﬁable. This threshold rSAT seems to be around 4.5, where the ratio of satisﬁable/unsatisﬁable formu-
lae is approximately 1 [30]. As the only way to produce consistent formulae is to generate them and then test for consistency,
working with densities close to or over this threshold is intractable, as a large number of generated formulae will have to be
discarded. Therefore the densities we examine are lower than that threshold, with regards to the individual proﬁle formulae.
In addition to this upper limit in the density range, there is a lower one related to the requirement that proﬁles are incon-
sistent. Since we require that l ^Vki¼1/i ‘? (and, thus, there is a point in merging the proﬁle) and this conjunction is a for-
mula in 3CNF, its total number of clauses divided by the number of variables will determine the probability of it being
inconsistent. Again, so as to avoid prohibitive proﬁle generation times, we restrict our tests to densities above the threshold;
this means that for p variables, if each formula has C clauses then we want rSAT <
ðkþ1ÞC
p , which means that r ¼ Cp > rSATkþ1. We
took this as the lower end of the density ranges we examined.
4.2. Time and space versus density
The ﬁrst set of experiments we conducted was to ﬁx the number of proﬁle formulae to 7, vary the number of atoms in the
range of 10, 15 and 20 and the density between the two thresholds. For each point, i.e., each choice of p and r, we generate5 Conversion of an arbitrary formula in CNF to 3CNF can be done in polynomial time.
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Fig. 4. Left, mean time (in seconds) for merging against density. Right, mean number of BDD nodes for merging against density.
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between 0.9 and 3.9, limits calculated according to the considerations laid out in the previous section (including a margin
of about 10%, as generating appropriate proﬁles in the vicinity of the thresholds is intractable). The results can be seen in
Fig. 4. A number of observations can be made.
The behaviour of DMaxl is interesting in that its time and space complexity exhibits a maximum at a density around
2:2 6 r 6 2:6. We believe there are two opposite factors at work here: the mean number of dilations required before a con-
sistent conjunction is formed is inversely proportional to the number of models of each proﬁle formula, which itself is in-
versely proportional to the number of clauses. Therefore, increased density means more dilations. At the same time, the
cost of computing a dilation seems to drop at densities over 3. We conjecture that this is related to the form of the BDDs
representing the proﬁle: at the limit, each formula will have a single model, and the BDD for such a formula will be linearly
arranged and with size linear to p, therefore making dilation signiﬁcantly easier. Indeed, the mean size of random proﬁles in
BDD nodes (not shown here) peaks at around density 1.4 and falls exponentially for greater densities.
The algorithm for DMaxl seems to be the fastest and least space-consuming of all four algorithms and this may have to do
with the simplicity of the merging operator. Indeed, in the worst case, at p ¼ 20;2:2 6 r 6 2:6, the mean execution time is
around 1 second and the mean number of nodes is around 6
 105 (each proﬁle consists of 7 formulae plus the integrity con-
straints, of around 52 clauses each and with 20 atoms in the language). Also, a nearly linear relation between time and space
complexity can be observed. This is mainly related to the fact that most of the time spent by DMaxl is spent in BDD manip-
ulations. BDD algorithms are known to have a space complexity which is almost linear to the time complexity, when caching
effects are relatively minor (e.g., when arguments to successive calls to apply do not repeat).
In contrast, DRl seems to be the worst algorithm in terms of both time and space complexity. We believe that this is due to
two factors. First, if we assume that the distribution of aggregated distances enumerated by Algorithm 3 peaks for some d
with p 6 d, then it follows that many runs of the algorithmwill have to generate k  p dilations before continuing to check the
distances between pþ 1 and k  p. This makes our algorithm for DRl at least as time and space consuming as DMaxl .
In addition, the nearly linear relation between time and space required is lost. As density increases, so does the mean
number of dilations as explained earlier, and similarly so does the mean maximum aggregate distance. Therefore, the num-
ber of compositions of the maximum distance increases as well ( dþ k 1
k 1
 
for distance d), explaining the exponential in-
crease in time required. At the same time, if the number of models in each formula is sufﬁciently small then most
conjunctions will be inconsistent which means that the extra space required will be relatively small (especially due to cach-
ing effects) and, therefore, the space complexity plot will no longer be similar to that of the time complexity.
The DGmaxl algorithm exhibits space complexity similar to D
Max
l . The enumeration of distance vectors has the property that
all vectors with maximum element d can be produced and checked before the ones with maximum element dþ 1. This
means that we can interleave the checking of conjunctions and the production of dilations in a better way than for DRl , as
explained in the previous paragraphs. On the other hand, the time complexity of DGmaxl lies between those of D
Max
l and D
R
l ,
and we believe this is again due to the fact that the number of vectors to be checked increases signiﬁcantly according to
the maximum element. In fact, the growth function is the same as with DRl since the number of ordered lists of size k with
maximum element d is dþ k 1
k 1
 
. Still, DGmaxl has a better time complexity than D
R
l and we feel that this is due to the opti-
misation we mentioned in Section 3, which is that if the conjunction of dilations of degree d is inconsistent then all distance
vectors with maximum element d can be skipped as they will by necessity be inconsistent.
The algorithm DGminl performs well, with time and space complexity close to those of D
Max
l . It is easy to see that the number
of dilations required for DGminl will be lower or equal to that of D
Max
l , owing to the fact that if l ^
Vk
i¼1D
nð/Þ is consistent for
some n then Algorithm 6 will need to do at most nþ 1 iterations before terminating. Indeed, the average number of proﬁle
dilations (not shown here) peaks at around 10 for this experiment, a value close to that of DMaxl .
In addition, we have reasons to believe that the actual number of conjunctions tested is exponential in k but not in the
density r. In each iteration of the algorithm, the number of vectors produced is proportional to the maximum number of vec-
tors produced in the next iteration, since each vector will need to be tested as to whether it can be consistently extended. In
addition, the algorithm for maxcons only has to examine conjunctions of dilations for formulae that do not already appear in
the vector provided as argument. These two facts combined mean that if in each iteration the maximum number of maximal
consistent subsets is produced (of length n2
 
, and of number
n
n
2
   ¼ Oð2nÞ for a set of size n) then the total maximum num-
ber of vectors created by the algorithm will be 2k  2k2  2k4  . . .  20 ¼ Oð22kÞ, and this number will also be an upper bound for
the number of conjunctions. While this bound is of exponential order, it is exponential in k and but not in r.4.3. Time versus number of atoms
As noted in the previous section, DMaxl and D
Gmin
l exhibit their worst performance for densities around 2.3. The algorithms
DRl and D
Gmax
l also present the same maximum in their space complexity. We believe that low densities represent a much
more interesting area for applications; the typical examples and uses of knowledge merging are concerned with formulae
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bers of variables we conducted a second set of experiments, comprising of a sequence of points for a ﬁxed number of knowl-
edge bases (5) and density (2.3), for increasing number of atoms (from 10 to 26 in steps of 2). At each point, 1000 random
proﬁles were generated and merged, recording the memory and processing time consumed.
The resulting graph can be seen in Fig. 5. It is easy to see that the dependence of time complexity to the number of atoms
is exponential (the space complexity graph is very similar). We conjecture that this dependence is primarily rooted on the 0.001
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Fig. 5. Mean time for merging (in seconds) against (clauses,atoms), for constant density r ¼ 2:3 and k ¼ 5.
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Fig. 6. Mean time for merging (in seconds) against number of knowledge bases for 15 atoms and 35 clauses.
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space complexity for a BDD is exponential. Moreover, there is the probabilistic result stating that the mean size of the
BDD for a random boolean function will be equal to that of the worst case up to terms of lower order (i.e., sub-exponential)
[16]. Indeed, this is a special case of a more general characteristic of compilation languages: there is commonly a trade-off
phenomenon between the representational succinctness of a language and the tractability of the algorithms for manipulat-
ing structures in that language.
4.4. Time versus number of formulae
Finally, we explored the behaviour of these algorithms while varying the number of knowledge bases. Again, we chose the
density 2.3, where our algorithms seem to exhibit their worst case space complexity, for 15 atoms and 35 clauses. For each
number from 1 to 10, we tested 1000 proﬁles of that size. The results can be seen in Fig. 6. The algorithms for DMaxl and D
Gmin
l
perform well, in that the observed behaviour does not seems to be exponential. The performance of DMaxl is due to the fact
that the increase in the number of formulae does not exponentially increase the number of conjunctions to be tested. The
clearly exponential behaviour of DRl and D
Gmax
l can be directly attributed to the exponential growth of the number of conjunc-
tions tested. The algorithm for DGminl performs well despite the fact that the number of conjunctions tested is exponential to
proﬁle size, but only because the sizes tested are relatively small. Indeed, plotting the number of conjunctions tested versus
proﬁle size for DGminl yields an exponential graph (not shown here) that does not, however, reach prohibitive values for the
range of proﬁle sizes tested.
5. Conclusions
In this paper we have presented one way of implementing semantic knowledge merging operators from the literature
using the notion of dilations and the data structure known as binary decision diagram. We have experimentally assessed
the viability of these algorithms when run on randomly generated proﬁles. Merging operators are intractable in terms of ab-
stract complexity and our algorithms show deﬁnite signs of exponential complexity in the number of propositional atoms in
the language. However, with a computer of modest speciﬁcations (Core 2 Duo, 1.8 GHz) we were able to merge random pro-
ﬁles of 5 proﬁle formulae (plus integrity constraints), 46 clauses per formula with 20 propositional atoms, while requiring no
more than 10 s and 20 MB of memory. These results therefore show that the theoretically appealing semantic merging oper-
ators by Konieczny et al. can be used for some practical AI problems.
Hue et al. [20] describe an implementation for belief fusion which covers two operators, one of which, DRl , we also exam-
ine in this paper. They cite preliminary experimental results based on a scheme of generating proﬁles which is similar to
ours. Their implementation, however, does not cover DMaxl ;D
Gmax
l or D
Gmin
l , and does not support the use of integrity con-
straints. Moreover, the numbers of clauses, variables and knowledge bases they experimentally test are very different to
those we examined in the previous section, as they reside in areas where the complexity for SAT is very low (density equal
to 0.3). Hence, our work complements existing results by studying more operators and in test-cases that are substantially
difﬁcult to compute.
There exist several avenues for further research. First, several improvements on our algorithms can be attempted and
studied. For example, the way BDDs for conjunctions are computed can be changed so that the arguments are ordered by
their number of models; this, on average will cause inconsistent conjunctions to be computed faster and therefore consume
less memory. Another possibility is to explore the effect of using BDD variable re-ordering heuristics. Although such methods
are standard in BDD packages, our preliminary attempts to use them proved unrewarding, possibly because of the random-
ness of our proﬁles; on the whole, re-ordering heuristics took a lot more time than they saved, when applied naïvely. Also,
the structure of our algorithms for DRl and D
Gmax
l can, perhaps, be improved so that generation of dilations is delayed as much
as possible, and a more intelligent strategy is employed for checking permutations or compositions. Finally, a more involved
line of research could look into query-answering algorithms using our formulations based on dilations but with Quantiﬁed
Boolean Formulae satisﬁability solvers instead of BDDs.
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