Abstract. Cutting planes for mixed integer problems (MIP) are nowadays an integral part of all general purpose software to solve MIP. The most prominent,and computationally significant, class of general cutting planes are Gomory mixed integer cuts (GMI). However finding other classes of general cuts for MIP that work well in practice has been elusive. Recent advances on the understanding of valid inequalities derived from the infinite relaxation introduced by Gomory and Johnson for mixed integer problems, has opened a new possibility of finding such an extension. In this paper, we investigate the computational impact of using a subclass of minimal valid inequalities from the infinite relaxation, using different number of tableau rows simultaneously, based on a simple separation procedure. We test these ideas on a set of MIPs, including MIPLIB 3.0 and MIPLIB 2003, and show that they can improve MIP performance even when compared against commercial software performance. 
Introduction
The most successful approach to solve general MIP today is branch and cut, where general cutting planes are a crucial factor for the overall performance. After the great success in the 90's of using general purposes cutting planes such as GMI cuts [9, 5] , a great deal of research was devoted to extend those ideas to find other families of general cuts that consistently outperform GMI cuts. However, results have been mixed, and although there are several extensions that in theory are at least as good as GMI cuts, in practice they do not seem to offer much advantage. Most of the extensions have focused on deriving inequalities from the master cyclic group problem introduced by Gomory and Johnson [11] , which look at a single constrained problem.
The theoretical importance of looking at multi-row relaxations has been proved in a number of works. For instance, Cook et al. [6] , show an example with infinite Chvátal-Gomory rank (i.e. obtaining the convex hull of the integer points by adding inequalities derived from one row relaxations is impossible). Andersen et al. [3] , prove that by looking at inequalities generated from two row relaxations, the convex hull of the Cook-Kannan-Schrijver example, can be obtained by adding a single cut. This situation is extended to higher dimensions in the work of Yanjun Li and Jean-Philippe P. Richard.
An interesting recent development has been the work of Andersen et al. [3] , Cornuéjols and Borozan [7] and Gomory [10] ; who have proposed to look at the so-called infinite relaxation problem, which was also introduced by Gomory and Johnson [11] , and where several constraint are considered at the same time. The novelty of this relaxation is that it works on a continuous relaxation, and looks at an arbitrary number of tableau rows at the same time. Cornuéjols and Borozan [7] show that any minimal valid inequality for the relaxation can be related to maximal, convex, lattice-free polyhedrons; thus identifying relevant inequalities with simple geometrical entities.
To the best of our knowledge, no computational test of the impact of using cuts derived from this relaxation have been published. The main contribution of this paper is to show that they are also very valuable in practice, not only improving the root LP integrality GAP (GAP LP ) closed at the root node, but also in speeding-up the overall branch and cut performance when compared with CPLEX [12] defaults.
The rest of the paper is organized as follows. Section 2 presents the definition and basic results related to the infinite relaxation. Section 3 presents the basic computational problems, tradeoffs, and main ideas that guided the implementation, and also some further ideas to speedup cut-generation and possible alternative choices. Section 4 explain our experiments, settings, and results.
The infinite relaxation
Consider a general mixed integer program (MIP)
where I ⊆ {1, . . . , n}, A ∈ Q m×n is of full row rank, c ∈ Q n , b ∈ Q m , and x ∈ Q n . Branch and cut algorithms start by solving
the LP relaxation of (1), and obtain an optimal basic solution of the form
where B is the set of basic variables satisfying B ⊆ {1, . . . , n}, |B| = m, N is the set of non-basic variables defined as N = {1, . . . , n} \ B, and f, r j ∈ Q m , ∀j ∈ N , f ≥ 0. The basic solution is x * = (x B , x N ) = (f, 0), and is an optimal solution to (1) if and only if x * i ∈ Z, ∀i ∈ I ′ = I ∩ B. If not, then one might try to find a valid inequality cutting off x * from the feasible region of (2) .
One possibility is to consider the following relaxation of (1):
where we drop all basic continuous variables, drop the non-negativity constraints on the basic integer variables, and where a i ∈ Z I ′ , ∀i ∈ I ∩ N , z = x I ′ − i∈I∩N a i s i , and then relax s i to be continuous. This relaxation was considered in [3, 10] for the case |I ′ | = 2.
Gomory and Johnson [11] suggested relaxing (4) to an infinite-dimensional space; following the notation in [7] ; it can be described as:
where s r is defined for every r ∈ Q q , and f inite means that |r : s r > 0| ∈ N, i.e. s has finite support. This is called the infinite relaxation and is denoted by R f ,where the feasible solutions of R f are vectors (x, s) with finite support satisfying (5) . Note that any valid inequality for (5) yields a valid inequality for (1) .
Borozan and Cornuéjols [7] studied minimal valid inequalities for (5), proving the following theorem:
Theorem 1 (Minimal Valid Inequalities for R f [7] ). If f / ∈ Z q , then any minimal valid inequality that cuts off (f, 0):
i. Is of the form f inite ψ(r)s r ≥ 1.
ii. ψ is positive, subadditive, homogeneous, convex and piecewise linear.
iii. If B ψ = {x ∈ Q p : ψ(x − f ) ≤ 1}, then B ψ is convex, with no integral point in its interior. Furthermore f ∈ B ψ . iv. If ψ is finite, then ψ is a continuous nonegative homogeneous convex piecewise linear function with at most 2 q pieces. v. If ψ is finite, then f is in the interior of B ψ and B ψ is a polyhedron of at most 2 q facets, and each of its facets contains an integral point in its relative interior.
One of the consequences of Theorem 1 is that it allow us to identify minimal valid inequalities ψ with the set B ψ , providing a simple geometrical interpretation for them. We use this interpretation to chose a sub-family of minimally valid inequalities for (5) . It is worth mentioning that the results of Theorem 1 where simultaneously conjectured (and partially proved) by Gomory in [10] .
3 Selecting a subclass of valid inequalities, and separating them
Thanks to the results in [7] , the problem of finding minimal valid inequalities for (5), can be reduced to the problem of looking at maximal lattice-free polyhedra in Q q , where the lattice is just Z q . Although the characterization of all maximal lattice-free convex sets in the plane is known [15] , such a characterization is unknown for arbitrary dimensions.
For general dimension q, we can define the following full-dimensional maximal lattice-free bounded convex sets: 1. The simplex defined by the points {0, ±ke i : i = 1, . . . , q}. 2. The set B a = 1 2 + {x : a δ x ≤ a δ δ, ∀δ ∈ ∆} where ∆ = {{− 1 2 , 1 2 } q }, 0 < a δ ∈ Q q and a δ i = 0, ∀i = 1, . . . , q, δ ∈ ∆. These two classes of sets represent the two extremes in terms of number of facets; in the first family, each set has q + 1 facets, while in the second family, each set has 2 q facets. Note also that each of their facets contains an integer point in their relative interior, thus they define minimal valid inequalities for (5) .
For the case q = 2, Cornuéjols and Margot [8] proved that all simplexrelated sets (called triangle inequalities in [3] ) are facet defining for R f , but that not all B a sets define facets of R f . However, is easy to see that there exist an arbitrarily small perturbation ε of a, such that B a+ε defines a facet of R f . This observation, and the limited numerical precision of floating point representation, justify, from a practical point of view, overlooking the fact that some B a do not define a facet of R f for q = 2. Although a similar result for arbitrary q is unknown, it seems reasonable to conjecture that related arguments should show the importance of the sets B a in general.
This gives us a wide range of possible sets B to choose from. However, if we restrict ourselves to sets that are symmetric with respect to each coordinate axis, then, the only possible choice for B is the family B a , where all a δ ≡ a for some a ∈ Q q + (we assume that 0 / ∈ Q + ). This restriction implies that the resulting cut should be invariant under multiplication of -1 to any constraint in (5) .
From this point on, we focus on this kind of lattice-free sets. We assume that f ∈ (0, 1), and define f ′ = f − 1 2 e, where e is the vector of all ones. With this, ψ a (the function related to B a ) can be defined as follows:
where
Note that the amount of work to compute ψ a (r) is exponential in q, however, one can speed up the process by using gray-code enumeration of ∆. In our code we use Knuth's loopless gray binary generation (LGBG) algorithm [13] to speed-up the computation of ψ a (r), moreover, we compute ψ a (r) for all required r at the same time. Additional speed gains can be achieved by noting that in LGBG, index i changes its value exactly 2 q−i times during the algorithm, thus sorting each row in decreasing order by number of non-zeros should decrease the amount of total work. Finally, another factor of two can be gained by maintaining a list of r : φ δ (a, r) > 0.
Another problem is to choose appropriate vectors a. One possibility is to use branching pseudo-cost values (see [1, 14] for details on pseudo-cost branching) to define the a i . Instead, we use a i = 1, ∀i = 1, . . . , q, but select the fractional variables to consider using branching pseudo-cost information.
For integer non-basic variables we select a i in (4), such that
Note, that such a choice may not be the best possible.
To improve numerical stability of the cuts, we choose from fractional variables that are away from the nearest integer by at least 2 −12 ; also, the ratio between the smallest and largest absolute value in the cut should not exceed 2 15 ; if the minimum non-zero absolute coefficient in the cut (|c| min ) is above one, we divide the resulting cut by |c| min ; we discard cuts whose violation is below 2 −10 ; finally, we add cuts only at the root node of the branch and cut run. The code is available at http://dii.uchile.cl/~daespino.
Computational Results
Our computing environment is a Linux 2.6.22 machine with 1Gb. of RAM, with a 3GHz. Intel Pentium 4 CPU with 1Mb of cache; all the code is written in C, and was compiled with GCC 4.2.0 with optimization flags -O3.
Our cutting scheme was embedded as a cut-callback in CPLEX 10.2, and is called after CPLEX has added its own cuts. In every call we add at most one cut, but the procedure may be called many times during the optimization process. Our procedure adds cuts only at the root node. We compare our results against CPLEX defaults, with pre-processing turned on; this include automatic generation of clique cuts, lifted cover cuts, implied bound cuts, lifted flow cover cuts, flow path cuts and Gomory fractional cuts.
Our test set of MIP instances contains all MIPLIB 3.0 [4] , MIPLIB 2003 [2] , and other problems from the literature. The full test set contained 173 problems, from where we discard all problems (29) where the GAP LP after solving with CPLEX 10.2 defaults was below 0.1%; then we discard all problems (34) CPLEX could solve to optimality within five seconds of CPU time; then we discarded all problems (15) where neither CPLEX nor our cutting procedure could improve the root LP bound 1 ; finally, we discarded all problems (8) where our cutting procedure could not add any cut 2 . This reduced our test-set to 87 problems.
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We tested six configurations, CPLEX defaults (C0), and the configurations T2N5, T5N5, T10N5, T10N1k and T15N1k 3 , where TxxNyy signifies the adding of up to yy cuts generated using up to xx tableau rows. The first four configurations where run with a time limit of one hour, while the last two configurations where run with a time limit of 20 minutes. Tables 3, 4 , 5 present our computational results over the reduced test-set. The first column indicates the problem name; the following six columns, give the root LP bound and the running time for the corresponding configuration; finally, the last column, has the optimal/best known solution for instance, and then the maximum of the closed GAP LP , de- Figure 1 summarizes the best speed-up factor over CPLEX defaults obtained over all instances (31) that finished to optimality on all six configurations, the geometric average speed-up was 31%. Also, looking at problems where at least one configuration had finished to optimality, CPLEX was faster by at least 5% in 10 cases, while in 16, 16, 14, 11, 9 cases configurations T2N5, T5N5, T10N5, T10N1k, T15N1k, where faster by at least 5% respectivelly. Figure 2 summarizes the best closed GAP LP over CPLEX default (1) and the best closed GAP LP over CPLEX when we limit the code to add up-to five cuts at the root node (2) . The number of cases where each configuration had the best root LP value where 18, 19, 27, 22, 43, 38, for C0, T2N5, T5N5, T10N5, T10N1k and T15N1k respectively. Figure 3 shows the number of cuts added for each configuration. Note that for the T*N1k configurations, more than 80% of the instances required less than 40 cuts. On the other hand, it seems that the more tableau rows we use to generate cuts, the less number of total cuts our procedure needs. Figure 4 shows the closed GAP LP for each configuration; where negative values (i.e. the procedure performs worse than CPLEX) are displayed in the left part of the graph. Again from this figure it seems clear that there are advantages to considering more than one tableau row at the same time; in fact, the results for two tableau rows are consistently poorer than configurations that use more tableau rows in the cutting procedure.
Final Remarks and Conclusions
We have shown that even simple subclasses of inequalities derived from the infinite relaxation can have an important impact both on overall branch and cut performance, and on the GAP LP closed at the root node. These results point towards both trying to identify important classes of inequalities for R f for higher dimensions, and to find good computational implementation choices for them.
Although the implementation is numerically conservative, still, there are some numerical issues when cuts are used within the branch and bound tree. There are also instances where the cuts generated tend to be parallel to previous ones, causing again numerical issues.
There are many possibilities to explore, like adding more than one cut in every iteration, choosing different sets of tableau to work on, choosing different ground sets B a , and testing the impact of inequalities derived form simplex-like ground sets. Table 5 . Results over reduced test set, part III
