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Introduction
L
’apprentissage automatique 1 est une discipline informatique conside´re´e
ge´ne´ralement comme l’un des champs d’e´tude de l’intelligence artificielle et
se situe a` la frontie`re de l’informatique et des mathe´matiques applique´es (sta-
tistiques et optimisation). La notion d’apprentissage englobe toute me´thode permet-
tant de construire un mode`le le plus proche possible de la re´alite´ a` partir de donne´es
observe´es. Son objectif est d’extraire et d’exploiter automatiquement l’information
pre´sente dans des jeux de donne´es, en s’inte´ressant au de´veloppement, a` l’analyse et a`
l’imple´mentation de me´thodes capables de s’ame´liorer a` l’aide des observations. De ce
fait, il se de´cline sous “un vaste champ de formes”. Nous pouvons, entre autres, citer
la classification dont une illustration est la diffe´rentiation automatique entre spams
et hams (c’est-a`-dire les e-mails de´sire´s), ou la re´gression dont un exemple est la
pre´diction de la tempe´rature du jour en fonction des informations releve´es par les
stations me´te´o. Selon les donne´es et les objectifs, de nombreuses applications existent,
notamment en multime´dia, en biologie, en traitement du signal, en traitement automa-
tique de la langue, etc.
Dans cette the`se, nous nous plac¸ons dans le cadre de l’apprentissage statistique intro-
duit par Vapnik et Chervonenkis, lie´ a` la the´orie d’e´tudes statistiques sur les proces-
sus empiriques. En particulier, nous nous inte´ressons au paradigme de la classifica-
tion supervise´e qui s’oppose a` celui de la classification non supervise´e (par exemple
le clustering) pour laquelle nous ne disposons d’aucune supervision sur la classe des
donne´es observe´es. Reprenons l’exemple classique et concret d’un syste`me de filtrage
ham/spam. Pour ce faire, nous avons a` notre disposition des observations : ce sont des
messages de´ja` e´tiquete´s, prenant la forme de couples (x, y), ou` x est la repre´sentation
d’un message, comme un vecteur de fre´quences de mots dans le texte, et ou` y est
la classe/l’e´tiquette affecte´e au message x et classiquement mode´lise´e par −1 ou +1
(−1”=” spam, +1”=” ham). Le but est alors de trouver — d’apprendre — une fonc-
tion qui attribue automatiquement une de ces deux classes a` un nouveau message,
en commettant le moins d’erreurs possible. On parle alors de classification puisque
la taˆche est clairement de pre´dire la classe d’appartenance des donne´es, et elle est
dıˆte supervise´e puisque l’apprentissage se base sur des observations de´ja` e´tiquete´es.
La classification supervise´e se formalise alors comme l’apprentissage ou la construc-
tion d’une fonction, souvent appele´e hypothe`se ou classifieur, a` partir d’un e´chantillon
d’apprentissage compose´ d’observations inde´pendantes et identiquement distribue´es
1. Machine learning en anglais. Nous invitons le lecteur a` se re´fe´rencer aux ouvrages suivants :
[Mitchell, 1997, Bishop et al., 2006, Cornue´jols et Miclet, 2010, Mohri et al., 2012].
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Figure Intro.1 – Intuition des proble´matiques lie´es a` l’apprentissage statistique : e´tant donne´e
une taˆche, par quelle me´thode et avec quelles garanties peut-on apprendre un mode`le performant ?
selon une distribution de probabilite´ fixe´e et inconnue. Un aspect important doit eˆtre
souligne´ ici : le mode`le appris doit se montrer performant sur les observations mais
aussi — et surtout — sur les nouvelles donne´es. Autrement dit, puisque la distribution
des donne´es est suppose´e inconnue, la question majeure en apprentissage statistique
concerne l’apprentissage d’une hypothe`se d’un classifieur se comportant le mieux pos-
sible sur l’ensemble de la distribution : il doit donc avoir de bonnes proprie´te´s en
ge´ne´ralisation (l’intuition est illustre´e sur la figure Intro.1).
Dans la litte´rature, de nombreux algorithmes ont e´te´ propose´s pour re´soudre ces
taˆches de classification. La plus intuitive est la me´thode des k plus proches voisins
[Cover et Hart, 1967] qui consiste simplement a` choisir la classe majoritaire parmi les
k observations les plus proches de la donne´e a` e´tiqueter.
Nous pouvons e´galement citer les me´thodes faisant appel a` des arbres de de´cision
telles que [Breiman et al., 1984, Quinlan, 1993], encore tre`s populaires puisque faci-
lement interpre´tables. Le classifieur prend, ici, la forme d’un arbre ou` une feuille
correspond a` un classe. Cette classe est obtenue en fonction des de´cisions prises a`
chaque e´tape du parcours de la branche.
Un autre type de me´thode est celui des re´seaux de neurones, dont les fondements
ont e´te´ introduits par [Lettvin et al., 1959]. Un re´seau de neurones artificiel s’inspire
des re´seaux de neurones biologiques. Il est, en ge´ne´ral, constitue´ d’une succession de
couches interconnecte´es de neurones dits “formels” dont les entre´es correspondent
aux sorties de la couche pre´ce´dente : chaque neurone est relie´ aux neurones de la
couche pre´ce´dente par des synapses calculant, classiquement, une somme ponde´re´e
des sorties de la couche pre´ce´dente. Un des algorithmes historiques les plus simples,
rentrant dans cette cate´gorie, est celui du perceptron [Rosenblatt, 1958]. Les extensions
re´centes de ces approches forment une the´matique active et importante en apprentis-
sage automatique appele´e le deep learning [Bengio, 2009].
D’autres approches se focalisent sur l’apprentissage de combinaisons de classifieurs.
On peut en particulier mentionner les algorithmes de type boosting, tre`s populaires
dans les anne´es 90, dont l’un des plus utilise´s est Adaboost [Freund et Schapire, 1996].
L’objectif du boosting est de combiner des classifieurs simples et faibles (c’est-a`-dire
faisant le´ge`rement mieux que l’ale´atoire). A` chaque e´tape un classifieur est ajoute´ et
les poids des observations sont modifie´s afin de donner une plus grande importance
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aux exemples mal classe´s.
Enfin, un des algorithmes les plus renomme´s est celui des machines a` vecteurs de sup-
port [Boser et al., 1992] dont le but est d’apprendre un classifieur line´aire e´tiquetant
correctement les observations, tout en maximisant la distance entre le classifieur
et ces observations. Ce concept, commune´ment appele´ la marge, permet de de´finir
une notion de confiance sur les donne´es. L’un des avantages de cette approche est
qu’elle permet l’apprentissage de classifieurs non line´aires en reformulant le proble`me
comme une classification line´aire dans un espace de projection de´fini a` partir de fonc-
tions noyaux. Nous de´taillerons ce principe dans le premier chapitre de cette the`se.
Motivations Dans le contexte particulier dans lequel cette the`se s’est de´roule´e, la
proble´matique e´tudie´e est l’e´tiquetage automatique de vide´os, dans une situation d’in-
dexation se´mantique, dans le but de sugge´rer de nouvelles vide´os a` l’utilisateur. De
telles donne´es multime´dia sont habituellement repre´sente´es sous plusieurs formes. Ba-
siquement, lorsque l’on parle de vide´os, nous pouvons a` la fois de´crire le son et l’image
(et ce de diffe´rentes manie`res). Les donne´es sont donc de´finies par un couple (x, y),
ou` y est la classe d’appartenance du document vide´o (par exemple, l’absence ou la
pre´sence d’un objet particulier) et ou` cette fois-ci x = (x1, . . . , xn) est de´compose´ en
n repre´sentations distinctes de plusieurs informations du document. Autrement dit, la
taˆche d’apprentissage peut eˆtre vue comme un apprentissage de n classifieurs associe´s
aux n couples (xi, y), que l’on va devoir combiner. De plus, la personnalisation des sug-
gestions soule`ve une seconde question importante. En effet, a` l’instar d’un syste`me de
filtrage de spams, des vide´os inte´ressantes pour un utilisateur donne´ ne le seront pas
ne´cessairement pour un nouvel utilisateur. Dans le meˆme esprit, l’expansion d’Internet
induit une tre`s grande quantite´ de sources de donne´es et donc de corpora diffe´rents. Il
faut donc eˆtre capable d’adapter le mode`le d’un utilisateur a` un autre ou d’un corpus
a` un autre, comme sugge´re´ par la figure Intro.2. Deux grandes questions nous inte´ressent
donc dans ce me´moire :
• La combinaison de classifieurs : Comment peut-on apprendre une combinaison
de classifieurs issus de diffe´rentes connaissances a priori prenant la forme, par
exemple, de diffe´rentes sources d’informations ou de repre´sentations, et ce avec
de bonnes garanties en ge´ne´ralisation ?
• L’adaptation de domaine : Comment peut-on apprendre a` partir de donne´es
sources — pour lesquelles on dispose d’observations e´tiquete´es — un classifieur
performant sur des donne´es cibles — pour lesquelles peu (ou pas) d’e´tiquettes
sont disponibles ? D’un point de vue statistique, le cadre de l’adaptation de do-
maine suppose que la distribution des observations sources diffe`re de celle des
nouvelles donne´es cibles.
Notre objectif principal est donc d’apprendre une combinaison performante et robuste
tout en tirant be´ne´fice des diffe´rents classifieurs avec ou sans adaptation. Dans un
premier temps, en se plac¸ant dans un cadre non adaptatif, nous nous interrogeons
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Figure Intro.2 – Exemple d’une taˆche d’adaptation : Supposons que la taˆche de classification vise a`
identifier la pre´sence d’un visage sur une image. A` gauche, ce sont les observations e´tiquete´es provenant
d’un corpus d’images de type photographie. A` droite, ce sont les nouvelles images a` classer qui sont
extraites de vide´os provenant d’un autre corpus. La question qui se pose est : comment adapter nos
connaissances du corpus de gauche au corpus de droite ?
Des travaux re´cents en traitement d’images ont montre´ que des classifieurs appris a` partir de corpus
diffe´rentes sont assujettis a` des de´gradations de performances [Torralba et Efros, 2011].
sur l’existence d’un cadre pertinent pour combiner des classifieurs. C’est ainsi que
nous nous tournons logiquement vers la the´orie PAC-Baye´sienne [McAllester, 1999].
En effet, cette the´orie offre un cadre naturel et e´le´gant pour l’apprentissage d’une
combinaison de classifieurs prenant la forme d’un vote de majorite´ ponde´re´ en
conside´rant une connaissance a priori. Nous l’exploitons donc pour proposer des
avance´es, plutoˆt the´oriques, sur l’apprentissage de votes de majorite´. Dans un se-
cond temps, nous re´pondons a` la taˆche de l’adaptation de domaine en s’inspirant
des travaux fondateurs qui sugge`rent de rapprocher les deux distributions dans
un nouvel espace tout en gardant de bonnes garanties sur les observations sources
[Ben-David et al., 2007, Mansour et al., 2009a, Ben-David et al., 2010]. En ce sens, nous
proposons d’adapter un espace de repre´sentation de´fini a` partir de similarite´s entre les
donne´es, permettant d’apprendre un vote de majorite´ sur ces similarite´s. Finalement,
pour re´pondre aux deux proble´matiques simultane´ment, nous e´tudions l’adaptation
de domaine avec un point de vue PAC-Baye´sien dans le but de construire une combi-
naison de classifieurs capable de s’adapter a` de nouvelles donne´es.
Contexte de cette the`se. Cette the`se a e´te´ re´alise´e au sein de l’e´Quipe d’AppRentis-
sage automatique et Multime´diA (Qarma) du Laboratoire d’Informatique Fondamen-
tale UMR CNRS 7279 d’Aix-Marseille Universite´ entre octobre 2010 et septembre 2013.
Les contributions pre´sente´es dans ce me´moire ont e´te´ de´veloppe´es dans le contexte
du projet ANR VideoSense (ANR-09-CORD-026, http://www.videosense.org/)
dont l’objectif est l’e´tiquetage automatique de vide´os par concepts de haut niveaux,
d’e´ve`nements et e´motions, en ciblant la recommandation vide´o et la mone´tisation de
publicite´s, et de PASCAL2 (http://pascallin2.ecs.soton.ac.uk/), un re´seau
d’excellence europe´en portant sur l’apprentissage automatique, les statistiques et l’op-
timisation.
Organisation du me´moire. Cette the`se est organise´e comme suit. La premie`re partie
pre´sente les outils ne´cessaires a` sa bonne compre´hension :
• Le chapitre 1 introduit le contexte de base : la classification supervise´e, la
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de´rivation de garanties en ge´ne´ralisation et diffe´rents algorithmes qui font
re´fe´rences pour nos travaux.
• Le chapitre 2 pre´sente un e´tat de l’art non exhaustif de la proble´matique sur
l’adaptation de domaine en apprentissage automatique, lorsque les distributions
des observations et des nouvelles donne´es diffe`rent.
• Le chapitre 3 e´nonce la the´orie PAC-Baye´sienne se focalisant sur les votes de
majorite´ ponde´re´s sur un ensemble de classifeurs ou de fonctions.
La partie II pre´sente nos contributions en the´orie PAC-Baye´sienne pour la classification
supervise´e sans adaptation :
• Dans le chapitre 4, nous nous focalisons sur l’apprentissage de votes de majorite´
ponde´re´s sur un ensemble de classifieurs binaires de´pendants des observations
en tirant avantage d’une connaissance a priori. En ce sens, nous e´tendons l’algo-
rithme MinCq [Laviolette et al., 2011a] issu de la the´orie PAC-Baye´sienne. D’une
part, nous en proposons une nouvelle formulation permettant de conside´rer une
information a priori lors du processus d’apprentissage. D’autre part, nous en
de´montrons les garanties en ge´ne´ralisation dans le cadre des sche´mas de com-
pression lorsque les classifieurs sont de´finis en fonction des observations. Apre`s
avoir e´nonce´ notre extension, nous montrons empiriquement son inte´reˆt pour
la taˆche de fusion de classifieurs en indexation se´mantique de documents mul-
time´dia, ainsi que pour la combinaison de classifieurs de type plus proches voi-
sins.
• Dans le chapitre 5, essentiellement the´orique, nous e´nonc¸ons la premie`re borne
en ge´ne´ralisation PAC-Baye´sienne dans le cadre multiclasse qui se base sur la
matrice de confusion. Concre`tement, la mesure de risque que l’on conside`re est
de´finie par la norme de la moyenne des matrices de confusion des classifieurs
a` combiner. Cette mesure, plus riche que le taux d’erreur usuel, offre un cadre
the´orique original pour s’attaquer a` des taˆches ne´cessitant une mesure plus in-
formative qu’une mesure scalaire. Nous proposons, en outre, une analyse des
relations qui unissent le moyennage sur classifieurs et le vote de majorite´ associe´.
Nos contributions dans le cadre de l’adaptation de domaine pour la classification bi-
naire sont pre´sente´es dans la partie III :
• Dans le chapitre 6, nous suivons l’intuition porte´e par les travaux fondateurs
de la the´orie de l’adaptation de domaine pour proposer une nouvelle me´thode
d’adaptation. Son principe est le suivant : nous cherchons a` rapprocher les
distributions dans un espace explicite de´fini par des fonctions de similarite´s
dites (ǫ,γ,τ) - bonnes [Balcan et al., 2008a, Balcan et al., 2008b], tout en gardant
de bonnes performances sur la distribution des observations. Dans un premier
temps, nous ne faisons appel a` aucune supervision sur les nouvelles donne´es,
puis nous e´tendons l’approche en supposant connues quelques e´tiquettes. Les
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expe´rimentations mene´es de´montrent la pertinence de l’approche pour l’adapta-
tion de domaine.
• Dans le chapitre 7, nous de´rivons la premie`re analyse PAC-Baye´sienne du
proble`me de l’adaptation de domaine dans le cadre de la classification binaire
sans information supervise´e sur les nouvelles donne´es. Notre contribution au
cadre de l’adaptation de domaine repose sur la de´finition d’une nouvelle me-
sure de divergence entre distributions pertinente pour la the´orie PAC-Baye´sienne
et donc pour les votes de majorite´s. Cette mesure nous permet de de´river une
premie`re borne PAC-Baye´sienne d’adaptation de domaine qui a l’avantage d’eˆtre
directement optimisable pour tout ensemble de classifieurs a` combiner et nous
en donnons une illustration pratique dans le cadre de classifieurs line´aires.
Enfin le lecteur pourra trouver dans les annexes la majeure partie des preuves
des diffe´rents re´sultats obtenus, ainsi que quelques outils utiles a` leur bonne
compre´hension. Notons que ces travaux ont donne´ lieu aux publications suivantes ainsi
qu’a` la participation a` la taˆche d’indexation se´mantique dans le contexte des campages
d’e´valutations TrecVid 2011 et 2012. La participation 2011 est disponible en annexe.
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Liste des notations
X ∈ Rd Espace d’entre´e de dimension d
Y Espace de sortie
Q Le nombre de classes
P Un domaine : distribution fixe et inconnue sur X×Y
D Distribution marginale de P sur X
(·)⊤ Transpose´e d’un vecteur ou d’une matrice
x = (x1, . . . , xd)
⊤ Vecteur de re´els de dimension d
S = {(xi, yi)}mi=1 E´chantillon d’apprentissage i.i.d. selon P
|S| Cardinal de l’ensemble S
(P)m Distribution de l’e´chantillon S de taille m
S ∼ (P)m S est de taille m, ses e´le´ments sont tire´s i.i.d. selon P
(x, y) ∼ P (x, y) est tire´ i.i.d. selon P
x ∼ D x est tire´ i.i.d. selon D
H Classe d’hypothe`ses
π Le prior : distribution a priori sur H
ρ Le posterior : distribution a posteriori sur H
KL(ρ‖π) Divergence de Kullback-Leibler entre les distributions ρ et π
Gρ(·) Classifieur de Gibbs
Bρ(·) Vote de majorite´ ρ-ponde´re´ sur H
I(a) Fonction indicatrice : renvoie 1 si a est vraie, 0 sinon
sign(a) Retourne le signe de a : renvoie 1 si a ≥ 0, −1 sinon
v Un vecteur arbitraire
M Une matrice arbitraire
diag(v) Matrice diagonale de coefficients v
0 Matrice nulle
〈·, ·〉 Produit scalaire entre deux vecteurs
‖ · ‖1 La norme 1
‖ · ‖2 La norme 2
‖ · ‖∞ La norme infinie
‖ · ‖op La norme operateur
Pr (·) Probabilite´ d’un e´ve´nement
E (·) Espe´rance d’une variable ale´atoire
Var (·) Variance d’une variable ale´atoire
Π Le nombre Pi
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C
e chapitre de´crit le contexte de l’apprentissage automatique dans lequel
les travaux pre´sente´s dans ce me´moire se placent. Comme introduit
pre´ce´demment, la proble´matique de l’apprentissage automatique peut se
pre´senter simplement de la manie`re suivante : l’objectif est d’apprendre une fonction
capable d’expliciter au mieux la relation entre un espace d’entre´e, par exemple un
espace de repre´sentation des e-mails, et un espace de sortie, par exemple une classe
“spam” ou “ham”. E´tant donne´s un e´chantillon de donne´es observe´es repre´sentatif de
la taˆche, appele´ e´chantillon d’apprentissage, et un espace d’hypothe`ses H, l’apprenant
doit trouver l’hypothe`se de l’espace H capable d’approximer au mieux la relation exis-
tante entre l’espace d’entre´e et l’espace de sortie pour le proble`me conside´re´. L’ide´e
est donc de chercher une hypothe`se consistante avec les donne´es d’apprentissage
et suffisamment ge´ne´rale pour se comporter correctement sur les donne´es non vues
pendant la phase d’apprentissage. Historiquement, une des premie`res formalisations
de la notion d’induction a e´te´ propose´e par Tom Mitchell en 1978 avec l’espace des ver-
sions 1. De manie`re intuitive, l’ide´e est d’organiser l’espace d’hypothe`ses sous la forme
1. Le lecteur peut se re´fe´rer a` [Mitchell, 1982] pour la the´orie et de l’algorithmie concernant l’espace
des versions.
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d’un treillis de´fini en fonction d’une relation d’ordre donne´e. L’apprentissage est alors
vu comme un processus ite´ratif visant a` parcourir efficacement l’espace de recherche
afin de trouver une hypothe`se consistante avec les donne´es d’apprentissage. Ce type
de paradigme s’ave`re tre`s inte´ressant lorsque l’espace d’hypothe`ses est fini et que les
hypothe`ses sont structure´es, comme par exemple l’apprentissage de re`gles pour des
syste`mes experts, de programmes logiques en programmation logique inductive, ou
de grammaires en infe´rence grammaticale. Cependant, il se montre moins naturel de`s
lors que les donne´es a` traiter sont nume´riques, comme c’est le cas en multime´dia ou
en traitement d’images ou` l’espace d’hypothe`ses correspond souvent a` un ensemble
d’hyperplans se´parateurs dans un espace vectoriel re´el de dimension d. Cet ensemble
est souvent infini et donc plus difficile a` parcourir de manie`re structure´e. Dans ce
contexte, on a ge´ne´ralement recours a` des approches par optimisation mathe´matique.
Dans une telle situation, se pose e´galement le proble`me de mesurer la capacite´ en
ge´ne´ralisation d’une hypothe`se. Pour re´pondre, entre autre, a` ces proble´matiques,
de nouveaux mode`les base´s sur une mode´lisation statistique de l’apprentissage ont
ensuite e´te´ propose´s et se sont peu a` peu impose´s. Ces mode`les de´finissent l’appren-
tissage statistique, dont les fondements ont e´te´ introduits par Vladimir Vapnik dans
les anne´es 70, puis par Leslie Valiant dans les anne´es 80. C’est dans ce cadre que
se positionne cette the`se. En particulier, nous nous inte´ressons a` l’apprentissage dit
supervise´ 2 que nous pre´sentons dans la suite.
Tout d’abord, dans la section 1.1, nous introduisons plus formellement la taˆche de
classification supervise´e, ainsi que quelques notations 3. Ensuite, nous e´nonc¸ons les
strate´gies classiques pour re´soudre cette taˆche en section 1.2. Nous de´taillons, dans
la section 1.3, quatre me´thodes classiques permettant de de´river des capacite´s en
ge´ne´ralisation. Enfin, nous pre´sentons trois algorithmes d’apprentissage en section 1.4.
1.1 Un peu de formalisme
Soit X l’espace d’entre´e ou de description des donne´es et Y l’espace de sortie ou l’en-
semble d’e´tiquetage. Nous conside´rons uniquement le cas ou` les donne´es sont de´crites
par des vecteurs a` valeurs re´elles de dimension finie d, c’est-a`-dire X ⊆ Rd. Il est impor-
tant de souligner que rien ne nous empeˆche de conside´rer des donne´es plus complexes
dites donne´es structure´es. L’espace Y peut lui aussi prendre diffe´rente formes :
• lorsque Y est un ensemble continu (par exemple Y = [−1,+1] ou Y = R), l’ob-
jectif est d’apprendre une quantite´, un score, un classement, . . . On parle alors
de re´gression ;
• lorsque Y est un ensemble discret, l’objectif est d’apprendre une e´tiquette, une
classe, . . . On parle alors de classification. Dans ce me´moire, nous distinguons
2. Notons qu’il existe d’autres paradigmes d’apprentissage tels que l’apprentissage non-supervise´,
l’apprentissage semi-supervise´, l’apprentissage par renforcement, l’apprentissage par transfert.
3. Un tableau re´capitulatif des principales notations est disponible page 9.
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la classification binaire (avec Y = {−1, 1}) de la classification multiclasse (avec
Y = {1, . . . ,Q} ou` Q > 2 est un nombre fini de classes).
E´tant donne´e P une distribution de probabilite´ jointe (fixe´e et inconnue) sur X×Y, que
l’on appellera un domaine, les ingre´dients de l’apprentissage supervise´ sont :
• un e´chantillon d’apprentissage S = {(xi, yi)}mi=1 de taille m constitue´ de m ob-
servations inde´pendemment et identiquement distribue´es (i.i.d) selon P. On note
(P)m la distribution de S et D la distribution marginale de X associe´e ;
• une classe d’hypothe`ses H qui est un ensemble de fonctions h : X 7→ Y appele´es
indistinctement hypothe`ses, mode`les, votants, mais aussi classifieurs ou classifi-
cateurs en classification, ou re´gresseurs en re´gression.
A` l’aide de l’information porte´e par l’e´chantillon S, l’apprenant doit choisir une hy-
pothe`se h dans H. Cette hypothe`se h doit de´crire au mieux la relation qui existe entre
les espaces X et Y. Autrement dit, h doit avoir une bonne qualite´ en ge´ne´ralisation :
e´tant donne´ un nouvel exemple (x, y) tire´ ale´atoirement selon P, la pre´diction h(x) de
l’hypothe`se doit eˆtre la plus proche de la vraie valeur y. Pour mesurer cette qualite´
on fait ge´ne´ralement appel a` une fonction de perte ℓ : Y × Y 7→ [0, 1] qui associe un
couˆt ℓ(h(x), y) a` la pre´diction de h sur un exemple (x, y). Cette notion de risque sert
a` e´valuer une mauvaise re´ponse relativement a` la fonction de perte. Nous de´finissons
maintenant la notion de risque re´el.
De´finition 1.1 (Risque re´el) E´tant donne´e une fonction de perte ℓ : Y×Y 7→ [0, 1], le risque re´el (ou
l’erreur en ge´ne´ralisation) RℓP(h) d’une hypothe`se h issue de H sur un domaine P est de´fini
comme l’espe´rance de la fonction de perte sur le domaine P :
RℓP(h) = E
(x,y)∼P
ℓ(h(x), y).
On de´finit le meilleur mode`le h∗ issu deH comme le minimiseur du risque re´el. Cepen-
dant, quelle que soit l’hypothe`se h ∈ H conside´re´e, RℓP(h) ne peut eˆtre calcule´ puisque
que la loi de probabilite´ P sur X×Y est inconnue. Les seules informations disponibles
sont, en fait, celles porte´es par l’e´chantillon d’apprentissage S. Nous de´finissons alors
le risque empirique e´value´ sur S.
De´finition 1.2 (Risque empirique) E´tant donne´s une fonction de perte ℓ : Y × Y 7→ [0, 1] et un
e´chantillon d’apprentissage S = {(xi, yi)}mi=1 i.i.d. selon un domaine P, le risque empirique
RS(h) d’une hypothe`se h issue de H e´value´ sur S est de´fini comme l’espe´rance de la perte
estime´e sur l’ensemble S :
RℓS(h) =
1
m
m
∑
i=1
ℓ(h, (xi, yi)).
Nous aurons aussi besoin de la de´finition suivante mesurant le de´saccord entre deux
hypothe`ses.
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De´finition 1.3 (De´saccord re´el et empirique) E´tant donne´e une fonction de perte ℓ : Y × Y 7→ [0, 1]
et une distribution D sur X, le de´saccord re´el RℓD(h, h
′) entre deux hypothe`ses h et h′ issues de
H sur D est de´fini par :
RℓD(h, h
′) = E
x∼D
ℓ(h(x), h′(x)). (1.1)
E´tant donne´ un e´chantillon d’exemples non e´tiquete´s Su = {xi}mi=1 i.i.d. selon D, le de´saccord
empirique RSu(h, h
′) entre deux hypothe`ses h et h′ issues de H e´value´ sur Su est de´fini par :
RℓSu(h, h
′) =
1
m
m
∑
i=1
ℓ(h(xi), h
′(xi)). (1.2)
La mesure de risque la plus naturelle revient a` comptabiliser les erreurs commises par
h sur le domaine P. Dans le cas d’un classifieur, on utilise la fonction de perte 0− 1,
ℓ0−1 : Y×Y 7→ {0, 1}, de´finie pour un exemple (x, y) par :
ℓ0−1(h(x), y) = I(h(x) 6= y)
=
{
1 si h(x) 6= y
0 sinon.
Par abus de notations, nous posons :
RS(h) = R
ℓ0−1
S (h) ; RP(h) = R
ℓ0−1
P (h)
RS(h, h
′) = Rℓ0−1S (h, h
′) ; RD(h, h′) = R
ℓ0−1
D (h, h
′).
Tout au long de ce manuscrit, RS(h) et RP(h) seront respectivement appele´s erreur
empirique et erreur re´elle. L’extension de la perte 0 − 1 a` des hypothe`ses a` valeurs
re´elles est la perte line´aire, ℓlin : R×R 7→ [0, 1], qui reste inte´ressante en classification
binaire et qui est de´finie pour un exemple (x, y) par :
ℓlin(h(x), y) =
1
2
(1− yh(x)) .
Comme nous allons le voir dans la section suivante, une strate´gie pour trouver la
meilleure hypothe`se au sens de l’erreur re´elle revient, en partie, a` minimiser l’erreur
empirique. Cependant minimiser empiriquement la valeur de la perte 0 − 1 est un
proble`me NP-difficile. Il est donc ge´ne´ralement ne´cessaire de faire appel a` une relaxa-
tion convexe de la perte 0− 1 (on parle souvent de surrogate loss). Parmi ces relaxations,
nous pouvons citer la perte hinge qui est connue pour eˆtre la meilleure approximation
de la perte 0− 1 [Ben-David et al., 2012a] et que nous utiliserons a` plusieurs reprises
dans ce manuscrit. Pour un exemple (x, y), la perte hinge est de´finie par :
ℓhinge(h(x), y) = [1− yh(x)]+
= max(0, 1− yh(x)).
Les trois fonction de pertes pre´sente´es ci-dessus sont repre´sente´es sur la figure 1.1.
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Figure 1.1 – Repre´sentation de la fonction de perte 0− 1 (en rouge, la plus claire), la fonction de perte
line´aire (en vert, l’interme´diaire) et la fonction de perte hinge (en bleu, la plus fonce´e).
1.2 Strate´gies classiques de minimisation du risque
Nous nous inte´ressons maintenant aux strate´gies classiques permettant d’apprendre
une bonne hypothe`se, c’est-a`-dire une hypothe`se amenant a` une erreur re´elle faible.
Dans le meilleur des mondes, nous disposerions d’une infinite´ d’exemples d’appren-
tissage et minimiser le risque empirique serait la strate´gie la plus pertinente. Dans la
re´alite´, la quantite´ d’exemples disponibles est limite´e et il existe souvent une hypothe`se
h (parfois complexe) d’erreur empirique nulle. Face a` de nouvelles donne´es jamais ob-
serve´es, cette hypothe`se, “parfaite” en apparence, ne montrera pas toujours de bonnes
performances et l’erreur re´elle pourra en fait s’ave`rer — beaucoup — plus e´leve´e que
l’erreur empirique : on parle alors de sur-apprentissage.
Pour e´viter ce proble`me d’apprentissage “par cœur”, une solution envisage´e est
de conside´rer le compromis biais/variance, se re´sumant principalement en un juste
e´quilibre entre l’erreur empirique et la complexite´ de la classe d’hypothe`ses : selon le
principe du rasoir d’Occam, a` performance e´gale, on pre´fe`re un mode`le simple a` un
mode`le complexe. Nous pre´sentons ci-apre`s trois strate´gies classiques permettant de
controˆler ce compromis pour apprendre une hypothe`se d’erreur re´elle faible, puis en
section 1.3 nous e´tudierons la capacite´ en ge´ne´ralisation de telles hypothe`ses.
1.2.1 Minimisation du Risque Empirique (ERM)
L’approche la plus intuitive est celle de la minimisation du risque empirique en restrei-
gnant la classe d’hypothe`ses H. Puis, e´tant donne´ un e´chantillon d’apprentissage S, on
se´lectionne dans H le minimiseur h∗S du risque empirique e´value´ sur S :
h∗S = argmin
h∈H
RℓS(h).
Si H est suffisamment restreint, alors le sur-apprentissage sera e´vite´. Cependant, sans
informations a priori sur la taˆche conside´re´e, H sera difficile a` de´finir et choisir un
mode`le performant sur les donne´es sera fastidieux.
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1.2.2 Minimisation Structurelle du Risque (SRM)
Puisque restreindre H n’est pas aise´, une solution est de faire appel a` un ensemble
d’hypothe`ses ordonne´es en fonctions de leur complexite´. Concre`tement, la minimi-
sation structurelle du risque [Vapnik, 1995] conside`re un ensemble de familles d’hy-
pothe`sesH1, H2, . . . de complexite´s croissantes telles que : ∀j ∈ {1, 2, . . .}, Hi ⊂ Hi+1.
Dans chacune des familles, on choisit l’hypothe`se qui minimise le risque empirique
e´value´ sur S. Enfin, parmi ces hypothe`ses (sous-)optimales, on se´lectionne l’hypothe`se
h∗S qui minimise la somme du risque et d’une pe´nalisation. Plus formellement :
h∗S = argmin
h∈Hj, j={1,2,...}
{
RℓS(h) + pen(Hj)
}
,
ou` pen(Hj) pe´nalise Hj en fonction de sa complexite´.
1.2.3 Minimisation Re´gularise´e du Risque (RRM)
E´tant donne´e une classe d’hypothe`ses H, une approche similaire consiste a` re´gulariser
le choix de l’hypothe`se (selon une norme donne´e ‖ · ‖). En fait, cette re´gularisation
controˆle la complexite´ de l’hypothe`se : plus sa complexite´ est e´leve´e, plus elle sera
pe´nalise´e. Autrement dit, e´tant donne´ l’e´chantillon S, h∗S correspond a` l’hypothe`se de
H minimisant le compromis risque empirique et re´gularisation :
h∗S = argmin
h∈H
{
RℓS(h) + λ‖h‖
}
,
ou` λ est l’hyperparame`tre de compromis.
1.3 Bornes en ge´ne´ralisation
La mise en œuvre des principes e´nonce´s pre´ce´demment doit s’accompagner de ga-
ranties the´oriques permettant de quantifier la pre´cision de l’estimateur du risque par
rapport a` sa valeur re´elle. La the´orie statistique de l’apprentissage de [Vapnik, 1995]
e´tudie les conditions de consistance et donc de convergence de la minimisation du
risque empirique vers la valeur re´elle. On parle alors de bornes en ge´ne´ralisation, sou-
vent mentionne´e en tant que bornes PAC (Probably Approximately Correct) [Valiant, 1984]
ayant la forme suivante :
Pr
S∼(P)m
{∣∣∣RℓP(h)− RℓS(h)∣∣∣ ≤ ǫ} ≥ 1− δ,
ou` ǫ ≥ 0 et δ ∈ (0, 1]. En d’autre termes, on veut minorer la probabilite´ que l’e´cart
entre le risque re´el et son estimation soit infe´rieur a` un certain ǫ, le plus faible possible.
Plus cet ǫ est faible, plus l’estimation est pre´cise. La question majeure consiste donc
a` savoir si minimiser RℓS(·) avec un e´chantillon de taille infinie permet de minimiser
RℓP(·). Bien entendu, cette strate´gie doit eˆtre re´alisable en pratique, c’est-a`-dire lorsque
l’e´chantillon S est fini, impliquant qu’il doit y avoir convergence de RℓS(·) vers RℓP(·).
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Plus l’e´cart entre le risque empirique et le risque re´el est faible, plus les garanties sont
e´leve´es et plus l’estimateur est pre´cis. La de´rivation de telles bornes re´side principale-
ment dans l’utilisation d’ine´galite´s de concentration 4. Par exemple, la contribution du
chapitre 5 se base sur ce principe.
Nous de´veloppons rapidement quatre approches permettant d’obtenir de telles bornes
the´oriques. Les deux premie`res prennent en compte la complexite´ de la classe d’hy-
pothe`ses (avec la dimension de Vapnik-Chervonenkis et la complexite´ de Rademacher).
Puis nous pre´senterons deux me´thodes permettant de conside´rer l’algorithme d’ap-
prentissage utilise´ en s’affranchissant de cette complexite´. De plus, dans le chapitre 3,
nous pre´senterons plus en de´tails une cinquie`me approche : la the´orie PAC-Baye´sienne.
1.3.1 Convergence uniforme
Une des mesures de base originelle est la dimension de Vapnik-Chervonenkis
[Vapnik et Chervonenkis, 1971, Vapnik, 1982] (note´e VC-dim.) qui permet de mesurer
la complexite´ d’une classe d’hypothe`ses H en classification binaire.
De´finition 1.4 La dimension de Vapnik-Chervonenkis VC(H) d’une classe d’hypothe`ses H en clas-
sification binaire est de´finie comme e´tant le cardinal maximal d’un sous-ensemble X′ ⊂ X tel
qu’on puisse toujours trouver une fonction h dans H qui classe parfaitement tous les e´le´ment
de X′, quelle que soit leur e´tiquette. Plus formellement :
VC(H) = max
{∣∣X′∣∣ : ∀yi ∈ {−1,+1}|X′|, ∃h ∈ H, telle que ∀xi ∈ X′, h(xi) = yi} .
La VC-dim. correspond a` la quantite´ maximale de donne´es telle qu’il existe une hy-
pothe`se dans H qui soit consistante avec n’importe quel e´tiquetage. Cette de´finition
permet alors de majorer l’e´cart maximal entre RℓP(·) et RℓS(·) relativement a` la fonc-
tion de perte ℓ(·, ·) conside´re´e, de la taille m de l’e´chantillon d’apprentissage et de la
complexite´ de la classe d’hypothe`ses H mesure´e par la VC-dim.
The´ore`me 1.1 Soit X un espace d’entre´e, soit Y = {−1,+1} l’ensemble de classes et soit P un
domaine sur X×Y. Soit S un e´chantillon de m exemples tire´s i.i.d. selon P, soitH un ensemble
continu d’hypothe`ses de X vers Y avec une VC-dim. VC(H). Alors, pour tout δ ∈ (0, 1], avec
une probabilite´ d’au moins 1− δ sur le choix de S ∼ (P)m, on a :
sup
h∈H
∣∣∣RℓP(h)− RℓS(h)∣∣∣ ≤
√√√√VC(H) (ln 2mVC(H) + 1)+ ln ( 4δ)
m
.
L’utilisation du supremum sur H rend ce the´ore`me difficile a` manipuler. Cependant,
nous pouvons directement en de´river une borne non-asymptotique plus simple a` uti-
liser et valable pour toute hypothe`se de H et en particulier pour l’hypothe`se qui mini-
mise le risque empirique.
4. Voir [Boucheron et al., 2004] pour plus d’informations concernant les ine´galite´s de concentration.
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Corollaire 1.1 Sous les meˆmes hypothe`ses que le the´ore`me 1.1 pre´ce´dent, avec une probabilite´ d’au
moins 1− δ sur le choix de l’e´chantillon ale´atoire S ∼ (P)m, on a :
∀h ∈ H, RℓP(h) ≤ RℓS(h) +
√√√√VC(H) (ln 2mVC(H) + 1)+ ln ( 4δ)
m
.
Notons que lorsque la VC-dim. de H est connue, alors la partie droite de la borne est
calculable. Cette borne indique qu’avec une confiance de 1 − δ, le risque empirique
d’une hypothe`se tend vers sa valeur re´elle lorsque la taille m de l’e´chantillon d’appren-
tissage augmente, et ce, d’autant plus “vite” que la VC-dim. de H est faible. Quand la
VC-dim. de H est finie, si h∗S est l’hypothe`se qui minimise le risque empirique, alors
la loi des grands nombres et la convergence uniforme impliquent que son risque re´el
et son risque empirique convergent tous les deux en probabilite´ vers le minimum du
risque sur H. Lorsqu’un algorithme d’apprentissage permet de ve´rifier cette proprie´te´,
on dit qu’il est consistant.
En pratique, les arguments porte´es par cette the´orie peuvent poser des inconve´nients
majeurs. Tout d’abord, l’obtention d’une nouvelle borne base´e sur la VC-dim. est en
ge´ne´ral fastidieux. D’une part, la VC-dim. est parfois complexe a` calculer, d’autre part,
il existe des classes d’hypothe`ses de VC-dim. infinie (c’est le cas des k plus proches
voisins pre´sente´s en section 1.4). De plus, c’est une borne peu pre´cise et qui montre
en pratique peu d’utilite´ : il est ge´ne´ralement ne´cessaire de disposer d’une quantite´
conside´rable de donne´es pour obtenir des re´sultats significatifs, pre´cis et pertinents.
En effet, il n’est pas rare d’avoir une borne supe´rieure a` 1 meˆme lorsque l’on dispose
de milliers d’exemples. Enfin, cette analyse ne prend ni en compte l’algorithme utilise´,
ni la distribution des donne´es. Elle peut eˆtre vue en ce sens comme une analyse “dans
le pire cas”.
La complexite´ de Rademacher, pre´sente´e dans la section suivante, permet, en partie,
de contourner cette difficulte´. En effet, alors que la VC-dim. se focalise sur le pire
e´tiquetage pour H, la complexite´ de Rademacher se calcule en moyenne sur tous les
e´tiquetages possibles et permet d’introduire de l’information sur la distribution des
donne´es.
1.3.2 Complexite´ de Rademacher
Intuitivement, la complexite´ de Rademacher 5 mesure la capacite´ d’une classe d’hy-
pothe`ses a` re´sister au bruit et peut amener a` des bornes plus pre´cises que celles base´es
sur la VC-dim. [Koltchinskii et Panchenko, 1999]. Elle tire son nom de l’utilisation de
variables de Rademacher de´finies ci-dessous.
De´finition 1.5 (Variable de Rademacher) Une variable de Rademacher κ est une variable ale´atoire
5. Il existe une mesure comparable appele´e la complexite´ de Gauss [Bartlett et Mendelson, 2002] fai-
sant appel a` des variables gaussiennes.
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telle que :
κ =
{
+1 avec une probabilite´ 12
−1 sinon.
Une variable de Rademacher mode´lise donc un e´tiquetage binaire ale´atoire. Ainsi, la
complexite´ de Rademacher empirique, calcule´e sur un e´chantillon (non-e´tiquete´) de
taille m, se de´finit par :
De´finition 1.6 (Complexite´ empirique et re´elle de Rademacher) Soit S = {xi}mi=1 un e´chantillon
(non-e´tiquete´). Soit H une classe d’hypothe`ses. La complexite´ empirique de Rademacher e´value´e
sur S de H est :
ℜS(H) = E
κ
[
sup
h∈H
∣∣∣∣∣ 2m m∑
i=1
κih(xi)
∣∣∣∣∣
]
, (1.3)
ou` κ = (κ1, . . . , κm)
⊤ est un vecteur de m variables de Rademacher inde´pendantes.
La complexite´ de Rademacher d’une classe d’hypothe`ses H est alors de´finie par l’espe´rance de
ℜS(H) sur tous les e´chantillons S de taille m :
ℜm(H) = E
S∼(P)m
ℜS(H). (1.4)
L’e´quation (1.3), ℜS(H), se focalise sur un e´chantillon S, alors que l’e´quation (1.4),
ℜm(H), est l’espe´rance de ℜS(H) sur tous les e´chantillons de taille m possibles et
mode´lise une information plus riche. Ces deux de´finitions viennent en opposition au
terme VC(H) qui conside`re l’e´tiquetage le plus difficile pour H, puisque la complexite´
de Rademacher calcule une espe´rance sur tous les e´tiquetages possibles. Le the´ore`me
suivant e´nonce deux bornes en ge´ne´ralisation base´e sur la complexite´ de Rademacher
propose´es par [Koltchinskii et Panchenko, 1999, Bartlett et Mendelson, 2002].
The´ore`me 1.2 Soit H une classe d’hypothe`ses et S = {(xi, yi)}mi=1 un e´chantillon fini d’exemples
tire´s i.i.d selon un domaine P. Alors, pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins
1− δ sur le choix de S ∼ (P)m, on a :
∀h ∈ H, RℓP(h) ≤ RℓS(h) +ℜm(H) +
√
log 1δ
2m
, (1.5)
RℓP(h) ≤ RℓS(h) +ℜS(H) + 3
√
log 2δ
2m
. (1.6)
La seconde borne (1.6) de´pend de la complexite´ de Rademacher empirique ℜS(H) qui
peut facilement eˆtre calcule´e a` partir de l’e´chantillon S et permet, de plus, d’introduire
une information sur la distribution des donne´es. Lorsque ℜS(H) est calculable, la borne
peut eˆtre informative et plus pre´cise que les bornes de type VC-dim. Cependant, ce
calcul est parfois complexe, voir impossible, ce qui rend difficile sa manipulation.
Pour contourner ce proble`me, nous allons voir maintenant comment la prise en compte
de l’exploration de la classe d’hypothe`ses par l’algorithme permet de s’affranchir du
terme de complexite´ lie´ a` la classe d’hypothe`ses.
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1.3.3 Stabilite´ uniforme
La manie`re dont l’espace d’hypothe`ses est explore´ de´pend de l’algorithme (comme
par exemple les approches re´gularise´es du type RRM, section 1.2.3). Il s’ave`re donc
important de relier les capacite´s en ge´ne´ralisation aux spe´cificite´s de l’algorithme. Les
re´sultats principaux de [Bousquet et Elisseeff, 2002] ont pour objectif de tirer partie
de ces spe´cificite´s via la notion suivante de stabilite´ algorithmique uniforme, pouvant
amener a` des bornes pre´cises. Intuitivement, un algorithme est stable s’il est robuste
a` de faibles modifications de l’e´chantillon d’apprentissage conside´re´ en entre´e de l’al-
gorithme. Autrement dit, sa sortie ne change pas significativement en fonction de ces
modifications.
De´finition 1.7 (Stabilite´ uniforme [Bousquet et Elisseeff, 2002]) Un algorithme A admet une stabilite´
uniforme β au regard de la fonction de perte ℓ(·, ·) utilise´e par A s’il ve´rifie :
∀S ∈ (X×Y)m, ∀i ∈ {1, . . . ,m}, sup
(x,y)∈S
∣∣∣ℓ (hS(x), y)− ℓ (hS\i(x), y) ∣∣∣ ≤ β,
ou` hS est le mode`le appris par A depuis S et hS\i celui appris par A depuis S prive´ de l’exemple
(xi, yi).
Le terme β est relie´ a` la fonction de perte et a` la re´gularisation utilise´e par l’algo-
rithme. Lorsqu’il est vu comme une fonction de m et qu’il de´croıˆt en 1m , on parle
d’algorithme stable uniforme´ment. [Bousquet et Elisseeff, 2002] ont de´montre´ que de
nombreux algorithmes de type RRM ve´rifient cette de´finition. Lorsqu’elle est satisfaite,
ils ont prouve´ la borne en ge´ne´ralisation suivante qui offre une borne de consistance
pre´cise lorsque β est de l’ordre de 1m .
The´ore`me 1.3 ([Bousquet et Elisseeff, 2002]) Soit A un algorithme de stabilite´ uniforme β au regard
de la fonction de perte ℓ(·, ·) utilise´e par A telle que 0 ≤ ℓ (hS(x), y) ≤ ℓUP pour tout (x, y) ∈
X × Y et tout ensemble S. Alors, pour tout m ≥ 1 et pour tout δ ∈ (0, 1], avec une probabilite´
d’au moins 1− δ sur le choix de S ∼ (P)m, on a :
RℓP (hS) ≤ RℓS (hS) + 2β+
(
4mβ+ ℓUP
)√ ln 1δ
2m
,
ou` hS est le mode`le appris par A depuis S.
Contrairement a` la notion de convergence uniforme, la stabilite´ uniforme permet, d’une
part, de prendre en compte la re´gularisation et, d’autre part, de s’affranchir du terme
explicite lie´ a` la complexite´ de la classe d’hypothe`ses. Notons que β prend implicite-
ment en compte cette complexite´. Des bornes consistantes peuvent donc eˆtre de´rive´es
lorsque la complexite´ est difficile a` analyser ou vaut l’infini.
Cependant, [Xu et Mannor, 2010, Xu et Mannor, 2012, Xu et al., 2012] ont de´montre´ que
les algorithmes construisant des mode`les parcimonieux (par exemple a` l’aide d’une
re´gularisation de type ‖ · ‖1) ne sont pas stables face a` une faible modification de
l’e´chantillon. Il s’agit de cas ou` la parcimonie peut eˆtre vue comme une capacite´ a`
1.3. Bornes en ge´ne´ralisation 23
identifier des attributs redondants. Pour contrer ce proble`me, ils ont propose´ la notion
suivante de robustesse algorithmique, dont on tirera be´ne´fice dans le chapitre 6.
1.3.4 Robustesse algorithmique
Intuitivement, un algorithme est dit robuste [Xu et Mannor, 2010, Xu et Mannor, 2012]
au sens d’une modification de l’e´chantillon d’apprentissage S, s’il renvoie des perfor-
mances similaires sur S et sur un e´chantillon test T “proche” de S : “if a testing sample is
similar to a training sample then the testing error is close to the training error”. Cette notion
de similarite´ est capture´e a` l’aide d’un partitionnement de l’espace X × Y construit de
telle sorte que deux exemples proches et de meˆme classe appartiennent a` la meˆme par-
tition. La de´finition de cette partition repose sur la notion de nombre de couvertures
[Kolmogorov et Tikhomirov, 1959] :
De´finition 1.8 (Nombre de couvertures) Soit un espace me´trique (Z, ̺) ou` ̺(·) est une me´trique sur
Z, soit Z′ ⊂ Z. On dit que Ẑ′ ⊂ Z′ est une γ-courverture de Z′ si pour tout e´le´ment t de Z′,
il existe un e´le´ment t̂ dans Ẑ′ tel que : ̺(t, t̂) ≤ γ. Le nombre de γ-couvertures de Z′ est alors :
N (γ,Z′, ̺) = min{|Ẑ′| : Ẑ′ est une γ-couverture de Z′} .
En particulier, si X est un espace compact, son nombre de γ-couvertures N (γ,X, ̺) est
fini. Dans ce cas, le nombre de γ-couvertures de X × Y est fini et vaut 6 |Y|N (γ,X, ̺).
En effet, ces γ-couvertures sont de´finies de telle sorte que si deux exemples (x, y) et
(x′, y′) appartiennent au meˆme sous-ensemble, alors ils sont de meˆme classes (y = y′)
et sont proches selon la me´trique ̺(·, ·) (̺(x, x′) ≤ γ). Ainsi, cette formule de partition-
nement permet de de´finir un algorithme robuste de la manie`re suivante.
De´finition 1.9 (Algorithme robuste [Xu et Mannor, 2010, Xu et Mannor, 2012]) Soit un e´chantillon
d’apprentissage S constitue´ de m exemples tire´s i.i.d. selon un domaine P sur X × Y. Un
algorithme A est (M, ǫ(S)) robuste sur P au regard de sa fonction de perte ℓ(·, ·), avec M ∈ N
et ǫ : (X×Y)m 7→ R, si X×Y peut eˆtre partitionne´ en M ensembles disjoints, note´s {Zj}Mj=1,
tels que pour tout exemple (x, y) appartenant a` S, pour tout (x′, y′) tire´ selon le domaine P et
pour tout j ∈ {1, . . . ,M}, on a :(
(x, y), (x′, y′)
) ∈ Z2j =⇒ ∣∣ℓ(hS(x), y)− ℓ(hS(x′), y′)∣∣ ≤ ǫ(S),
ou` hS est le mode`le appris par A depuis S.
E´tant donne´ un e´chantillon d’apprentissage S, la robustesse d’un algorithme, mesure´e
par les valeurs de M et ǫ(S), de´pend donc de S. Lorsque cette de´finition n’est pas
ve´rifie´e pour tous les exemples de S, les auteurs ont propose´ une relaxation pour
laquelle la condition peut uniquement eˆtre ve´rifie´e sur un sous-ensemble de S (on
parle alors de pseudo-robustesse 7).
6. On calcule la γ-couverture sur X pour chaque classe de Y.
7. La de´finition de la pseudo-robustesse est donne´e dans [Xu et Mannor, 2010, Xu et Mannor, 2012].
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Un algorithme ve´rifiant la de´finition 1.9 montre les garanties en ge´ne´ralisation sui-
vantes.
The´ore`me 1.4 ([Xu et Mannor, 2010, Xu et Mannor, 2012]) Si un ensemble d’apprentissage
S = {(xi, yi)}mi=1 est constitue´ de m exemples tire´s i.i.d. selon un domaine P sur X × Y et si
l’algorithme A est (M, ǫ(S)) robuste sur P au regard de la fonction de perte ℓ(·, ·), telle que
0 ≤ ℓ (hS(x), y) ≤ ℓUP, alors pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur
le choix ale´atoire de S ∼ (P)m, on a :
RℓP(hS) ≤ RℓS(hS) + ǫ(S) + ℓUP
√
2M ln 2+ 2 ln 1δ
m
,
ou` hS est le mode`le appris par A depuis S.
Puisque ǫ(S) de´pend de la γ-couverture de X × Y et donc de sa taille M, il existe
un compromis entre M et ǫ(S). Similairement a` la capacite´ en ge´ne´ralisation d’un
algorithme stable, le terme de complexite´ de la classe d’hypothe`ses n’intervient pas
et permet d’obtenir des garanties de consistance meˆme lorsque la complexite´ ne peut
eˆtre calcule´e. Alors que la stabilite´ e´tudie la variation du couˆt renvoye´ par la fonction
de perte pour de faibles changements de l’e´chantillon d’apprentissage et sugge`re que
l’hypothe`se apprise ne varie que tre`s peu, la robustesse se focalise sur la divergence
entre les couˆts associe´es a` deux exemples proches et implique que l’hypothe`se apprise
doit eˆtre localement consistante.
Cette notion d’algorithme robuste permet, entre autres, de conside´rer des contextes
d’apprentissage non standard, tels que les chaıˆnes de Markov [Xu et Mannor, 2010,
Xu et Mannor, 2012], ou le proble`me de l’adaptation de domaine que nous
pre´senterons dans le chapitre 2. Ceci nous permettra de de´river une borne en
ge´ne´ralisation pour l’algorithme d’adaptation de domaine que nous pre´senterons
dans le chapitre 6.
Nous e´nonc¸ons, par la suite, trois me´thodes d’apprentissage supervise´ auxquelles nous
ferons appel dans ce manuscrit.
1.4 Quelques me´thodes de classification supervise´e
Nous pre´sentons dans cette section trois me´thodes d’apprentissage supervise´. Nous
commenc¸ons par la plus intuitive en section 1.4.1 : les k Plus Proches Voisins (k-PPV ou
k-NN). Un classifieur de type k-PPV e´tiquette un exemple en renvoyant la classe majo-
ritaire dans son k-voisinage. La contribution du chapitre 4 s’inte´resse a` ame´liorer cette
approche. Nous rappelons ensuite un des algorithmes les plus populaires en apprentis-
sage automatique : les Machines a` Vecteurs de Support (SVM) que nous conside´rerons
comme mode`le de re´fe´rence tout au long de ce me´moire. Enfin, nous e´nonc¸ons la
the´orie propose´e par [Balcan et al., 2008a, Balcan et al., 2008b] pour apprendre un clas-
sifieur line´aire dans un espace de projection de´fini par une fonction de similarite´
dite (ǫ,γ,τ)-bonne. Cette the´orie servira de base au chapitre 6 pour de´velopper une
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Figure 1.2 – Exemple de classification avec un classifieur 3-PPV d’un objet (en noir). Ici, la classe
majoritaire dans le 3-voisinage est +1.
me´thode d’adaptation d’un classifieur d’un domaine vers un autre.
Signalons que la pre´sentation des k-PPV et celle des SVM s’inspirent de celles pro-
pose´es dans [Cornue´jols et Miclet, 2010].
1.4.1 Le plus intuitif : les k plus proches voisins
Le principe des plus proches voisins est tre`s simple et intuitif [Cover et Hart, 1967,
Duda et al., 2001] (comme illustre´ par la figure 1.2) : la classe d’un nouvel exemple cor-
respond a` la classe majoritaire des k e´le´ments lui ressemblant le plus dans l’e´chantillon
d’apprentissage. Pour ce faire, nous disposons d’un ensemble d’apprentissage S, d’une
fonction de distance 8 d : X × X 7→ R permettant de comparer deux exemples, d’un
nombre de voisins k et d’une fonction de choix de la classe 9 parmi les k voisins les
plus proches selon d(·, ·). Autrement dit, e´tant donne´ un exemple a` e´tiqueter, on se
concentre uniquement sur l’hypersphe`re contenant les k voisins. L’algorithme des k-
PPV est de´crit dans l’algorithme 1 et contrairement a` de nombreuses me´thodes d’ap-
prentissage automatique, il ne requiert pas de phase d’apprentissage a` proprement dit,
au sens qu’il n’y a pas de phase d’optimisation mathe´matique.
Algorithme 1 Algorithme des k plus proches voisins
entre´e un e´chantillon d’apprentissage S, un entier k, une fonction de distance d(·, ·),
une fonction de choix de classe c(·), l’objet a` classer x
sortie la classe affecte´e a` x
Voisins(x)← De´terminer les k plus proches voisins (dans S) de x selon d(·, ·)
y← c (Voisins(x)) (combinaison des classes des k exemples)
retourner y
Sous l’hypothe`se que les probabilite´s conditionnelles par classe P(x|y) sont locale-
ment constantes, et correctement estime´es par l’e´chantillon d’apprentissage, la re`gle de
de´cision des k-PPV est cohe´rente. En effet, dans une telle situation, la classification par
k-PPV revient a` choisir la classe la plus probable dans le k-voisinage. Concre`tement,
soit S un e´chantillon d’apprentissage de taille m. E´tant donne´ un nouvel exemple x,
8. Classiquement, La fonction d(·, ·) est la distance euclidienne.
9. Classiquement, la fonction de choix de classes est un vote de majorite´ sur k plus proches voisins.
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la fonction d(·, ·) associe´e a` la valeur de k permet de de´finir une certaine re´gion de
volume V qui contient les k voisins de x dans S (en pratique cette re´gion est une hyper-
sphe`re comme sur la figure 1.2). Pour toute classe y de Y, on note alors my le nombre
d’exemples de S de classe y et ky le nombre de k-voisins de x d’e´tiquette y. On estime
donc la probabilite´ conditionnelle sur S par :
P̂S(x|y) =
ky/my
V
.
Il est facilement de´montrable que lorque la quantite´ d’exemples d’apprentissage m
augmente, alors la valeur empirique P̂S(x|y) converge vers sa valeur re´elle. De plus, si
my
m = P̂S(y) est conside´re´ comme un estimateur de la probabilite´ a priori de la classe y
on obtient :
ky = mVP̂S(x|y)P̂S(y).
Ainsi, la classe majoritaire, c’est-a`-dire celle associe´e au ky le plus e´leve´, est celle qui
maximise P̂S(x|y)P̂S(y) = P̂S(y|x)P̂S(x) (par application du the´ore`me de Bayes). Cela
revient a` choisir la classe qui correspond a` la re`gle de de´cision du maximum a poste-
riori : maxy∈Y P̂S(y|x).
Concernant les garanties de cette me´thode, la the´orie classique des k-PPV stipule que
pour tout k, plus la quantite´ m d’exemples augmente, plus l’erreur des k-PPV tend vers
le risque baye´sien optimal de´fini par :
Rbayes = Ex∼D
(
1−max
y∈Y
P(y|x)
)
P(x).
Dans le cas binaire avec le nombre de classe |Y| = 2, on a :
Rbayes ≤ Rk-PPV ≤ R(k−1)-PPV ≤ · · · ≤ R1-PPV ≤ 2Rbayes,
ou` Rk-PPV est l’erreur du k-PPV avec :
Rk-PPV ≤ Rbayes + R1-PPV
√
2
Π k
,
ou` Π ≃ 3.141 . . . est le nombre Pi.
Quel que soit le nombre de classes |Y| = Q, on a :
R1-PPV ≤ Rbayes +
(
2− Q
Q− 1Rbayes
)
.
Ces re´sultats [Ripley, 2007] confirment, d’une part, que plus k est e´leve´, plus l’esti-
mation est pre´cise et, d’autre part, que la re`gle des 1-PPV est asymptotiquement effi-
cace (la moitie´ de l’information pour classer un nouveau point est porte´e par son plus
proche voisin). Cependant, ces proprie´te´s ne sont vraies qu’asymptotiquement (quand
m→+∞).
Deux principales strate´gies pour s’attaquer a` ces contraintes ont e´te´ propose´es dans la
litte´rature. La premie`re repose sur le fait que les probabilite´s conditionnelles par classe
sont suppose´es localement re´gulie`res. Or, plus la dimension de l’espace augmente,
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moins cette hypothe`se est satisfaite. En conse´quence, une solution est d’adapter loca-
lement les voisinages. Citons en illustration, les travaux de [Hastie et Tibshirani, 1996]
qui font appel a` une analyse discriminante line´aire locale pour modifier les voisinages,
et ceux de [Nock et al., 2003] qui ont propose´ SNN, un k-PPV syme´trique : la classe d’un
exemple est de´termine´e par la classe majoritaire parmi les k-voisins ainsi que ceux in-
cluant l’exemple dans leur propre k-voisinage. D’autre part, la performance des PPV
e´tant de´pendante de la distance intervenant dans le calcul des voisinages, une seconde
strate´gie fait appel a` l’apprentissage de me´triques 10. Par exemple, LMNN (Large Mar-
gin Nearest Neighbor) apprend une distance de Mahalanobis qui minimise l’erreur empi-
rique d’apprentissage d’un k-PPV avec une marge minimale [Weinberger et Saul, 2009].
Quelle que soit la strate´gie, la re`gle de de´cision se base sur ces voisinages locaux pou-
vant aboutir a` des phe´nome`nes de sur-apprentissage (notamment en grande dimen-
sion). En outre, en pratique, m est limite´ et k doit eˆtre choisi avec pre´caution. En effet,
deux principes s’opposent. D’une part, plus k est grand, plus l’estimation de la densite´
est pertinente. D’autre part, seuls les voisinages les plus proches (correspondant a` un
petit k) ame`nent a` une re`gle de classification plus fiable. Dans la litte´rature, diffe´rentes
e´tudes the´oriques et empiriques ont e´te´ mene´es pour analyser ce compromis entre
grande et petite valeur de k, on trouve souvent la valeur k =
√
m
Q .
Pour contrer ces inconve´nients, nous proposerons dans le chapitre 4, une approche
originale de la classification par k-PPV dont le but est de construire un vote de majorite´
ponde´re´ sur un ensemble de classifieurs k-PPV.
1.4.2 Un des mode`les de re´fe´rence : les machines a` vecteurs de support
Les Machines a` Vecteurs de Support 11 (ou Se´parateurs a` Vaste Marge, SVM)
[Boser et al., 1992, Cortes et Vapnik, 1995] sont probablement les classifieurs les plus
re´pandus en apprentissage supervise´, commune´ment pre´sente´s dans le cadre de la
classification binaire avec Y = {−1,+1}. Signalons, qu’ils peuvent eˆtre e´tendus
a` diffe´rentes taˆches d’apprentissage 12 comme la classification multiclasse 13 ou la
re´gression. Tout au long de ce me´moire, les SVM seront utilise´s comme mode`le de
re´fe´rence lors des expe´rimentations mene´es.
Ils trouvent leur source dans la the´orie de Vapnik-Chervonenkis et reposent sur deux
notions cle´s : celle de marge maximale et celle de fonction noyau. Intuitivement, l’ob-
jectif est de trouver un se´parateur line´aire dont la distance minimale — la marge —
aux exemples d’apprentissage est maximale. Cependant, les donne´es sont rarement
line´airement se´parables dans l’espace originel de description X ∈ Rd. La solution est
alors recourir a` des noyaux de Mercer qui permettent de de´finir un espace de projec-
tion (implicite et potentiellement de dimension infinie) dans lequel les donne´es seront
line´airement se´parables ou “presque”. Avant de pre´senter cet espace, nous e´nonc¸ons le
principe des SVM dans l’espace X d’origine.
10. Voir [Yang et Jin, 2006, Bellet et al., 2013b] pour un e´tat de l’art.
11. Support Vector Machine en anglais.
12. Voir par exemple l’ouvrage [Scho¨lkopf et Smola, 2002] pour plus de de´tails.
13. Le lecteur peut se re´fe´rer a` [Guermeur, 2007] pour un e´tat de l’art sur les SVM multiclasse.
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Figure 1.3 – L’hyperplan optimal w se´parant un e´chantillon avec une marge e´gale a` 1. Les exemples
encercle´s sont les vecteurs de support de l’hyperplan w.
Dans l’espace de description X, la distance d’un exemple x′ a` l’hyperplan d’e´quation
h(x) = w⊤x+ b = 0 de´pend donc de 〈w, x′〉, car w est le vecteur directeur de l’hyper-
plan (il est donc orthogonal a` h(x)). L’hyperplan optimal est en fait celui qui maximise
la marge 〈w,x
′〉+b
‖w‖ (normalise´e pour que tous les hyperplans soient comparables). La
figure 1.3 illustre ce principe. Plus formellement, e´tant donne´ un e´chantillon d’appren-
tissage S = (xi, yi)
m
i=1 la recherche du classifieur line´aire ide´al s’exprime a` l’aide du
proble`me d’optimisation suivant en utilisant la forme canonique de l’hyperplan 14 : minw,b
1
2
‖w‖2,
s.c. ∀i ∈ {1, . . . ,m}, yi (〈w, xi〉+ b) ≥ 1,
(1.7)
ou` w est le vecteur directeur de l’hyperplan et b est un terme de biais. La fonction de
classification est alors :
sign (〈w, x〉+ b) .
La minimisation du proble`me (1.7) revient a` trouver l’hyperplan de norme minimale —
donc de plus grande marge — classant correctement la totalite´ des exemples d’appren-
tissage. Il existe donc une solution uniquement lorsque les donne´es d’apprentissage
sont line´airement se´parables.
Lorsque les donne´es ne sont pas line´airement se´parables, la contrainte de non violation
de la marge peut eˆtre relaxe´e et mode´lise´e avec la fonction de perte hinge. Le proble`me
d’optimisation prend la forme RRM (section 1.2.3) et devient : minw,b C
m
∑
i=1
ℓhinge(h, (xi, yi)) +
1
2
‖w‖2,
avec ∀i ∈ {1, . . . ,m}, ℓhinge(h, (xi, yi)) = [1− yi (〈w, x〉+ b)]+ ,
(1.8)
ou` C > 0 est le parame`tre qui controˆle le compromis entre l’e´paisseur de la marge
et le nombre de violations de marge que l’on s’autorise. D’un point de vue pratique,
la re´solution des deux proble`mes pre´ce´dents est parfois inenvisageable car les calculs
14. La forme canonique d’un hyperplan revient a` normaliser w et b de telle sorte que la marge soit
e´gale a` 1, c’est a` dire : ∀i ∈ {1, . . . ,m}, yi (〈w, xi〉+ b) ≥ 1.
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sont de complexite´ O(d3), avec d la dimension de X. Pour simplifier la re´solution, la
the´orie de l’optimisation stipule qu’un proble`me admet une forme duale e´quivalente
lorsque la fonction objectif et les contraintes sont strictement convexes. Puisque c’est le
cas ici, en de´rivant le Lagrangien associe´ au proble`me (1.8), on obtient la forme duale
suivante : 
max
α
m
∑
i=1
αi − 1
2
m
∑
i=1
m
∑
j=1
αiαjyiyj〈xi, xj〉,
s.c. ∀i ∈ {1, . . . ,m}, 0 ≤ αi ≤ C,
m
∑
i=1
yiαi = 0.
(1.9)
Les multiplicateurs αi sont appele´s multiplicateurs de Lagrange. Lorsqu’ils sont non
nuls, cela signifie qu’ils ont une influence dans la de´cision prise par le classifieur et,
finalement, ce sont les exemples xi associe´s qui sont appele´s les vecteurs de support.
Jusqu’ici, nous avons suppose´ que les exemples d’apprentissage e´taient line´airement
se´parables ou “presque” dans l’espace de description X. Cependant, cette situation
idyllique n’arrive que tre`s rarement. Un point important a` souligner est que l’hyper-
plan solution et le proble`me d’optimisation font uniquement intervenir des produits
scalaires 〈xi, xj〉 entre des vecteurs de X. Cela permet d’utiliser l’astuce offerte par les
me´thodes a` noyaux appele´e l’astuce du noyau 15. En particulier, nous conside´rons les
noyaux de Mercer :
De´finition 1.10 (Noyau de Mercer) Un fonction de similarite´ K : X × X 7→ R est un noyau de
Mercer si elle est syme´trique et semi-de´finie positive (SDP). Autrement dit, si elle ve´rifie :
(i) ∀(xi, xj) ∈ X2, K(xi, xj) = K(xj, xi),
(ii) pour tout entier positif fini N ∈ R+, pour tout α1 ∈ R, . . . , αN ∈ R et pour tout
x1 ∈ X, . . . xN ∈ X :
N
∑
i=1
N
∑
j=1
αiαjK(xi, xj) ≥ 0.
En fait, ce sont les hypothe`ses de syme´trie et de semi-de´finie positivite´ des noyaux de
Mercer qui vont permettre l’application de l’astuce du noyau. En effet, la semi-de´finie
positivite´ implique l’existence d’un espace de Hilbert implicite de dimension poten-
tiellement infinie et auquel nous n’avons pas ne´cessairement acce`s. L’ide´e est donc de
projeter les donne´es dans cet espace pour qu’elles y soient line´airement se´parables
ou “presque”. Cette projection s’effectue a` l’aide d’une fonction non line´aire 16. Plus
formellement :
The´ore`me 1.5 (The´ore`me de Mercer) Soit X ⊆ Rd un espace d’entre´e. Un noyau de Mercer
K : X × X 7→ R syme´trique est semi-de´fini positif si et seulement s’il existe une fonction
15. Kernel trick en anglais
16. Notons que la the´orie des RKHS, que nous ne de´veloppons pas ici, permet, elle aussi, de “construi-
re” cette fonction de plongement. Elle a, en outre, e´te´ e´tendue aux noyaux a` valeurs ope´rateurs
[Senkene et Tempel’man, 1973, Micchelli et Pontil, 2005]
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de projection φ : X 7→ Hφ (ou` Hφ est un espace de Hilbert) telle que K(·, ·) puisse s’exprimer
comme un produit scalaire :
K(x, x′) =
〈
φ(x), φ(x′)
〉
.
Notons que la fonction φ(·) est ge´ne´ralement inconnue et sous-jacente.
Concre`tement, calculer le produit scalaire entre deux exemples x et x′ dans l’espace de
caracte´ristiques de´fini par Hφ revient simplement a` e´valuer K(x, x′) la valeur du noyau
sur ces exemples. Cela e´vite le calcul explicite du plongement, et, finalement, e´tant
donne´s l’ensemble d’apprentissage S = {(xi, yi)}mi=1 et un noyau de Mercer K(·, ·), le
proble`me d’optimisation des SVM devient :
max
α
m
∑
i=1
αi − 1
2
m
∑
i=1
m
∑
j=1
αiαjyiyjK(xi, xj),
s.c. ∀i ∈ {1, . . . ,m}, 0 ≤ αi ≤ C,
m
∑
i=1
yiαi = 0.
(1.10)
Dans cette situation, la re`gle de de´cision finale prend la forme :
sign
(
m
∑
i=1
αi〈φ(x), φ(xi)〉+ b
)
= sign
(
m
∑
i=1
αiK(x, xi) + b
)
.
Par la suite, un classifieur appris avec l’algorithme des SVM est appele´ un classifieur-
SVM.
Dans la litte´rature, il existe diffe´rents noyaux de Mercer classiques dont :
• Le noyau line´aire qui est la fonction noyau la plus simple. Il correspond au pro-
duit scalaire additionne´ a` une constante c :
K(xi, xj) = xi
⊤xj + c. (1.11)
• Le noyau polynomial de degre´ p ∈ N+ utile lorsque les donne´es sont norma-
lise´es :
K(xi, xj) =
(
axi
⊤xj + c
)p
,
Les parame`tres a, c et p sont re´glables.
• Le noyau gaussien est une fonction a` base radiale d’e´paisseur re´glable σ, dont
l’espace de projection est de dimension infinie :
K(xi, xj) = exp
(
−‖xi − xj‖
2
2σ2
)
. (1.12)
Cependant, l’utilisation, le choix ou la construction/le re´glage des noyaux de Mer-
cer sont parfois complexes. D’une part, l’espace de projection est implicite, ce qui
empeˆche d’y travailler directement. D’autre part, le choix du noyau de´pend de la
taˆche conside´re´e. Nous devons eˆtre capable de le re´gler correctement, voir meˆme de le
construire en amont, ce qui s’ave`re parfois difficile duˆ aux contraintes de syme´trie et de
semi-de´finie positivite´. Dans la litte´rature, diffe´rentes approches existent pour contour-
ner ces contraintes. Nous pre´sentons dans la section suivante un de ces travaux.
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1.4.3 Apprendre avec des fonctions de similarite´ (ǫ,γ,τ)-bonnes
Nous pre´sentons maintenant le cadre the´orique propose´ par [Balcan et al., 2008a,
Balcan et al., 2008b] permettant de contourner les contraintes lie´es a` la syme´trie et
la semi-de´finie positivite´ des noyaux classiques dans le contexte de la classification
binaire avec Y = {−1,+1}. Ce cadre introduit la notion de fonctions de similarite´
(ǫ,γ,τ)-bonnes suivante plus intuitive, plus flexible et plus facilement interpre´table.
De´finition 1.11 ([Balcan et al., 2008a]) Une fonction de similarite´ sur X ∈ Rd est une fonction
K : X × X → [−1,+1]. K(·, ·) est dite (ǫ,γ,τ)-bonne sur un domaine P sur X × Y, si
il existe une fonction indicatrice ale´atoire R(·) de´finissant un ensemble de points raisonnables
tels que :
(i) un taux de 1− ǫ des exemples (x, y) ve´rifient :
E
(x′,y′)∼P
[
yy′K(x, x′)|R(x′) = 1] ≥ γ,
(ii) Pr
x′∼D
[R(x′) = 1] ≥ τ.
En d’autres termes :
(i) avec une marge γ, la majorite´ des exemples sont plus similaires aux points rai-
sonnables de meˆme classe qu’a` ceux de classe oppose´e ;
(ii) au moins une proportion τ des points sont raisonnables.
Cette de´finition inclut donc aussi bien les noyaux de Mercer que des similarite´s ni
semi-de´finies positives ni syme´triques : les fonctions de similarite´ (ǫ,γ,τ)-bonnes sont
donc plus ge´ne´rales que les noyaux de Mercer.
En pratique, les points raisonnables sont inconnus, il faut donc pouvoir les estimer a`
partir d’un ensemble ale´atoire de r points dits landmarks note´ R = {x′j}rj=1. Si K(·, ·)
est (ǫ,γ,τ)-bonne sur un domaine P, alors (i) et (ii) sont des conditions suffisantes
pour apprendre avec une grande probabilite´ un classifieur line´aire performant dans un
espace appele´ φR-espace et de´fini par la fonction de projection φR(·) qui projette un
point dans l’espace explicite de ses similarite´s a` chacun des landmarks :
φR :
{
X → Rr
x 7→ (K(x, x′1), . . . ,K(x, x′r))⊤.
(1.13)
L’existence dans le φR-espace d’un tel classifieur line´aire est justifie´e par le the´ore`me
suivant.
The´ore`me 1.6 ([Balcan et al., 2008a]) Soit K(·, ·) une fonction de similarite´ (ǫ,γ,τ)-bonne sur un
domaine P sur X × Y. Soit R = {x′j}rj=1 un e´chantillon de landmarks tire´s i.i.d. selon D la
distribution marginale de X tel que r = 2τ
(
log( 2δ ) + 8
log(
2
δ )
γ2
)
. Conside´rons la fonction de
projection φR(·) de´finie par l’e´quation (1.13). Alors, pour tout δ ∈ (0, 1], avec une probabilite´
d’au moins 1− δ sur le choix ale´atoire de R ∼ (D)r, il existe un classifieur line´aire au plus
ǫ+ δ au regard d’une marge d’au moins γ2 dans l’espace induit par φ
R(·).
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Figure 1.4 – Exemple d’un ensemble de points positifs et ne´gatifs. A gauche dans l’espace d’origine, a`
droite dans le φR-espace avec R = {A, B, E}, en gris l’hyperplan se´parateur.
A B C D E F G H
K(·, A) 1 0.90 0.50 0.46 0.49 0.39 0.37 0.29
K(·, B) 0.90 1 0.49 0.49 0.50 0.40 0.39 0.30
K(·, E) 0.68 0.70 0.90 0.90 1 0.90 0.86 0.80
Qualite´
(
(x, y)
)
=
0.410 0.400 0.030 0.017 0.003 0.037 0.033 0.070
ER(x′)=1yy
′K(x, x′)
Table 1.1 – Exemple des garanties d’une fonction de similarite´ : la distance a` chaque point raisonnable
et une e´valuation des (ǫ,γ,τ)-garanties.
Ainsi, e´tant donne´s une fonction de similarite´ (ǫ,γ,τ)-bonne pour un proble`me de
classification supervise´e et — suffisamment — de landmarks, il existe avec une grande
probabilite´ un classifieur line´aire d’erreur faible dans le φR-espace explicite.
Nous illustrons la notion de fonction de similarite´ (ǫ,γ,τ)-bonne a` l’aide du petit
exemple jouet suivant. Conside´rons un proble`me avec huit exemples e´tiquete´s dans
[0, 1]× [0, 1] soit unrepre´sente´s sur la figure 1.4 :
• quatre positifs : A= ((0.05, 0.35),+1), B= ((0.1, 0.35),+1), C= ((0.05, 0.1),+1),
D=
(
(0.15, 0.1),+1
)
,
• quatre ne´gatifs : E= ((0.1, 0.1),−1), F = ((0.1, 0.05),−1), G = ((0.15, 0.05),−1),
H=
(
(0.1, 0),−1).
On peut remarquer que la position du point E empeˆche l’existence d’un classifieur
line´aire d’erreur nulle. Soit la fonction de similarite´ :
K(x, x′) = 1−2‖x− x′‖2,
ou` ‖x− x′‖2 est la distance euclidienne classique. Nous supposons que le domaine P
est uniforme sur les huits exemples, alors en admettant que trois des huit exemples
sont raisonnables (nous verrons par la suite comment estimer les points raisonnables),
A, B et E, τ correspond a` 38 . Les (ǫ,γ,τ)-garanties de K peuvent alors eˆtre e´value´es a`
l’aide de la de´finition 1.11. Les valeurs obtenues sont reporte´es dans la table 1.1.
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• Si la marge γ e´gale 0.002, nous remarquons que la marge associe´e a` chacun des
exemples est supe´rieure a` γ ce qui rend la similarite´ (0, 0.002, 3/8)-bonne.
• Cependant, si l’on pose γ = 0.02, la similarite´ est alors (0.25, 0.02, 3/8)-puisque
deux exemples n’atteignent pas une marge supe´rieure a` 0.02.
Finalement dans l’espace de projection de´fini par les similarite´s aux trois points
raisonnables, φR(·) = (K(·, A),K(·, B),K(·, E))⊤ il existe un classifieur parfait :
sign [K(·, A) + K(·, B)− K(·,C)]. Ce classifieur n’est probablement pas le meilleur, le
but ici est de proposer une illustration simple des proprie´te´s de la de´finition 1.11.
Le crite`re donne´ par la de´finition 1.11 requiert la minimisation du nombre de violations
de la marge dont l’approximation est en pratique NP-difficile. De manie`re similaire aux
SVM, les auteurs ont propose´ de conside´rer une relaxation de la de´finition 1.11 base´e
sur la fonction de perte hinge.
De´finition 1.12 ([Balcan et al., 2008a]) Une fonction de similarite´ K(·, ·) est (ǫ,γ,τ)-bonne au sens
de la fonction de perte hinge sur un domaine P sur X × Y, s’il existe une fonction indicatrice
(ale´atoire) R(·) de´finissant un ensemble de points raisonnables tels que :
(i) on a :
E
(x,y)∼P
ℓhinge(h(x), y) ≤ ǫ,
ou` h(x) =
1
γ
E
(x′,y′)∼P
[
y′K(x, x′)|R(x′) = 1] et ℓhinge(·, ·) est la fonction de perte hinge,
(ii) Pr
x′∼D
[R(x′)] ≥ τ.
Toujours en utilisant le φR-espace explicite de´fini dans l’e´quation (1.13), les auteurs ont
prouve´ :
The´ore`me 1.7 ([Balcan et al., 2008a]) Soit K(·, ·) une (ǫ,γ,τ)-bonne fonction de similarite´ au sens de
la perte hinge sur un domaine P sur X×Y. Pour tout ǫ1 > 0 et 0 < δ < γǫ14 , soit R = {x′j}rj=1
un e´chantillon de r = 2τ
(
log(2/δ) + 16 log(2/δ)
(γǫ1)2
)
landmarks tire´s i.i.d. selon D. En conside´rant
la projection φR(·) de´finie par l’e´quation (1.13), avec une probabilite´ d’au moins 1− δ sur le
choix ale´atoire de R ∼ (D)r, il existe un classifieur line´aire de risque au plus ǫ+ ǫ1 au sens de
la fonction de perte hinge, avec une marge de γ dans l’espace induit par φR(·).
Finalement, e´tant donne´s S un e´chantillon de m points e´tiquete´s tire´s i.i.d. selon le do-
maine P, et r landmarks, un se´parateur line´aire α ∈ Rr peut eˆtre trouve´ efficacement en
re´solvant un programme line´aire ou` la fonction objectif cherche a` minimiser la quan-
tite´ de violation de la marge relache´e par la fonction de perte hinge. Nous en donnons
ici une formulation de type RRM (section 1.2.3) e´quivalente 17 a` celle propose´e dans
17. Le proble`me d’optimisation originel donne´ dans [Balcan et al., 2008a] s’exprime avec une contrainte
en norme 1. Pour simplifier sa re´solution, nous utilisons ici une version e´quivalente exprime´e a` l’aide
d’une re´gularisation en norme 1.
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[Balcan et al., 2008a].
min
α
1
m
m
∑
i=1
ℓhinge(h(xi), yi)) + λ‖α‖1,
avec ℓhinge(h(xi), yi) =
[
1− yi
r
∑
j=1
αjK(xi, x
′
j)
]
+
,
(1.14)
ou` λ est le parame`tre de compromis. Par la suite, un classifieur line´aire appris en
re´solvant le proble`me 1.14 est appele´ un classifieur-SF 18. Soulignons que ce proble`me
est tre`s proche du proble`me d’optimisation pour les SVM, a` trois diffe´rences pre`s.
• La fonction K(·, ·) n’a ni besoin d’eˆtre syme´trique, ni SDP.
• L’hyperplan se´parateur vit dans un plongement explicite construit a` partir des
similarite´s K(·, x′), contrairement aux SVM pour lesquels l’espace de plongement
est un espace de Hilbert, en pratique implicite, induit par un noyau de Mercer.
• La re´gularisation du proble`me est de type ‖ · ‖1 sur α, qui est une contrainte
de parcimonie sur le mode`le infe´re´. Elle permet d’approximer les points raison-
nables a` partir des landmarks (ceux choisis sont associe´s a` un poids αj 6= 0).
Dans le chapitre 6, ce sont ces trois proprie´te´s qui vont nous permettre de de´finir un
algorithme pour construire un espace explicite ou` l’objectif sera de “rapprocher” deux
domaines diffe´rents tout en gardant de bonnes garanties en ge´ne´ralisation.
1.5 Synthe`se
Dans ce chapitre, nous avons introduit les concepts de l’apprentissage supervise´, le
vocabulaire et les notations que nous utiliserons dans la suite de ce manuscrit. De
plus, nous avons de´crit trois algorithmes : les k-PPV, les SVM et l’apprentissage de
classifieurs-SF. Dans ce cadre classique d’apprentissage supervise´, les donne´es d’ap-
prentissage sont suppose´es repre´sentatives des donne´es a` e´tiqueter. Cependant, cette
hypothe`se est parfois difficile a` ve´rifier. Dans le chapitre suivant, nous e´nonc¸ons le
cadre de l’adaptation de domaine, qui nous inte´ressera tout particulie`rement dans la
partie III, pour lequel la distribution des exemples d’apprentissage n’est pas la meˆme
que la distribution des nouvelles donne´es de test sur lesquelles doit s’appliquer le
mode`le.
18. SF pour Similarity Function.
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ans le chapitre pre´ce´dent, nous nous sommes place´s dans l’un des cadres
the´oriques les plus communs en apprentissage automatique : l’apprentis-
sage s’effectue a` partir d’un e´chantillon repre´sentatif des donne´es que l’on
de´sire classer. Bien que cette hypothe`se soit parfois une bonne approximation de la
re´alite´, elle reste difficile a` ve´rifier en pratique. Reprenons l’exemple du syste`me de
filtrage de spams e´voque´ en introduction : un syste`me performant pour un utilisa-
teur donne´ ne le sera pas ne´cessairement pour un utilisateur recevant des e-mails de
natures diffe´rentes. Il faut alors eˆtre capable d’adapter le syste`me d’un utilisateur a`
un autre. On peut mode´liser ce proble`me d’un point de vue statistique : l’e´chantillon
d’apprentissage n’est alors plus issu de la meˆme distribution de probabilite´ que les
donne´es que l’on de´sire traiter, on parle d’adaptation de domaine 1. L’objectif est alors
de proposer des me´thodes pour adapter un mode`le d’un ou de plusieurs domaine(s)
source vers un domaine cible diffe´rent. De nos jours, cette proble´matique s’ave`re
1. Domain adaptation en anglais, voir [Jiang, 2008, Margolis, 2011] pour un e´tat de l’art.
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tre`s active en apprentissage automatique, mais aussi dans de nombreuses commu-
naute´s scientifiques telles qu’en multime´dia (ex : [Duan et al., 2009, Roy et al., 2012]),
en traitement d’images (ex : [Saenko et al., 2010]), en traitement automatique de la
langue (ex : [Daume´ III, 2007, Daume´ III et al., 2010, McClosky et al., 2006]), en bio-
informatique (ex : [Liu et al., 2008]). En effet, entre la grande diversite´ des donne´es
accessibles par Internet et le fait que la personnalisation soit au cœur de beaucoup de
proble´matiques, toutes ces communaute´s s’inte´ressent a` tirer au mieux parti de toutes
les informations disponibles afin d’adapter ou de transfe´rer les connaissances dont on
dispose sur de nouveaux types de donne´es.
L’abondance des travaux en adaptation de domaine implique qu’il est difficile d’en
faire un e´tat de l’art de´taille´ et complet 2. Dans ce chapitre, nous n’avons donc pas la
pre´tention de proposer un e´tat de l’art exhaustif de l’adaptation de domaine. Nous
faisons le choix de nous focaliser sur les travaux qui en repre´sentent pour nous les
contributions majeures. Nous pre´sentons les grands principes en section 2.1, les tra-
vaux the´oriques fondateurs, sur lesquels nos contributions de la partie III se basent,
en section 2.2, puis deux algorithmes, en section 2.3, que nous utiliserons dans nos
comparaisons expe´rimentales.
2.1 Qu’est ce que l’adaptation de domaine ?
2.1.1 Un des champs d’e´tude de l’apprentissage par transfert
La proble´matique porte´e par l’adaptation de domaine fait partie d’une the´matique bien
plus vaste appele´e l’apprentissage par transfert 3. L’apprentissage par transfert peut
eˆtre vu comme la capacite´ d’un syste`me a` reconnaıˆtre et appliquer des connaissances
et des compe´tences, apprises a` partir de taˆches ante´rieures, sur de nouvelles taˆches ou
domaines partageant des similitudes. La question qui se pose est : comment identifier
les similitudes entre la ou les taˆche(s) cible(s) et la ou les taˆche(s) source(s), puis com-
ment transfe´rer la connaissance de la ou des taˆche(s) source(s) vers la taˆche(s) cible(s) ?
En fonction des hypothe`ses suppose´es sur les taˆches et les domaines, on distingue
diffe´rents types d’apprentissage par transfert re´sume´s sur la figure 2.1 et e´nonce´s ci-
dessous.
• Lorsque les domaines sont identiques mais que les taˆches sont diffe´rentes, c’est-a`-
dire lorsque les ensembles d’e´tiquetages sont diffe´rents, on parle d’apprentissage
par transfert inductif.
• Lorsque les domaines et les taˆches sont diffe´rents, on parle d’apprentissage par
transfert non supervise´.
2. Le lecteur peut se re´fe´rer a` diffe´rents tutoriaux propose´s dans diffe´rents domaines,
tels que par exemple : http://adaptationtutorial.blitzer.com/ (ICML 2010), http://
vc.sce.ntu.edu.sg/transferlearning.html (CVPR 2012), http://interspeech2012.org/
DomainAdaptation.html (InterSpeech 2012).
3. Transfer learning en anglais. Le lecteur peut se re´fe´rer a` [Pan et Yang, 2010] pour un e´tat de l’art sur
l’apprentissage par transfert.
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Figure 2.1 – Distinction entre l’apprentissage classique et l’apprentissage par transfert, et positionne-
ment de l’adaptation de domaine.
• Lorsque les domaines sont diffe´rents mais que les taˆches sont identiques, on parle
d’apprentissage par transfert transductif. C’est ici que se place l’adaptation de
domaine.
Dans ce manuscrit, nous nous focalisons sur l’adaptation de domaine ou` l’objectif est
d’effectuer une taˆche d’adaptation d’un domaine source vers un domaine cible. Notons
que lorsque plusieurs domaines sources sont disponibles, on parle d’adaptation de
domaine multi-source [Crammer et al., 2008].
Dans ce qui suit, nous pre´sentons plus en de´tail l’adaptation de domaine.
2.1.2 Un peu de formalisme
Nous allons distinguer deux contextes de l’adaptation de domaine qui diffe`rent par
l’information dont on dispose sur le domaine cible.
• Adaptation de domaine non supervise´e : l’ensemble d’apprentissage est constitue´
d’un ensemble de donne´es e´tiquete´es sources, d’un ensemble de donne´es sources
non e´tiquete´es et d’un ensemble de donne´es cibles non e´tiquete´es. Signalons,
en pratique, que l’ensemble de donne´es non e´tiquete´es sources peut simplement
correspondre a` l’ensemble e´tiquete´ prive´ de ses e´tiquettes.
• Adaptation de domaine semi-supervise´e : en comple´ment des informations ac-
cessibles en adaptation de domaine non supervise´e, on dispose d’un ensemble
— de petite taille — de donne´es e´tiquete´es cibles 4. Permettre l’utilisation d’un
4. Signalons que certains auteurs, comme [Daume´ III, 2007], parlent e´galement d’adaptation de do-
maine supervise´e lorsque toutes les donne´es cibles disponibles sont e´tiquete´es, mais ce contexte relative-
ment peu fre´quent, est assez peu e´tudie´ dans la litte´rature.
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Figure 2.2 – Distinction entre l’apprentissage supervise´ et l’adaptation de domaine.
tel ensemble va faciliter l’adaptation, puisque l’on prend en compte une connais-
sance informative sur le domaine cible. Cette taˆche n’a e´videmment de sens que
si l’ensemble e´tiquete´ cible est trop peu informatif pour pouvoir infe´rer, a` lui seul,
une hypothe`se performante.
Plus formellement, la principale diffe´rence entre l’apprentissage supervise´ classique
et l’adaptation de domaine, illustre´e par la figure 2.2, re´side dans l’e´tude de deux
domaines PS et PT diffe´rents (fixes et inconnus) sur X × Y. DS et DT sont les distri-
butions marginales sur X respectives. La taˆche d’adaptation consiste alors a` transfe´rer
nos connaissances du domaine source PS vers le domaine cible PT.
• Pour ce faire, en adaptation de domaine non supervise´e, nous conside´rons
un e´chantillon d’apprentissage source S = {(xsi , ysi )}m
s
i=1 de m
s exemples tire´s
i.i.d. selon PS. En outre, nous disposons d’un e´chantillon source non-e´tiquete´
Su = {xsi}m
s
u
i=1 de m
s
u exemples tire´s i.i.d. selon DS, et d’un e´chantillon cible
non e´tiquete´ Tu = {xti}m
t
u
i=1 de m
t
u exemples tire´s i.i.d. selon DT. En pratique, Su
peut correspondre a` S prive´ de ses e´tiquettes : Su =
{
xsi |(xsi , ysi ) ∈ S
}
; et les
e´chantillons peuvent eˆtre de taille e´gale : mtu = m
s
u = mu.
• En adaptation de domaine semi supervise´e, nous permettons l’utilisation d’un
e´chantillon e´tiquete´ cible T = {(xti , yti)}m
t
i=1 consistue´ de m
t exemples cibles tire´s
i.i.d. selon PT et tel que : m
t ≪ ms.
E´tant donne´ un ensemble d’hypothe`ses H de X vers Y, l’objectif de l’adaptation de
domaine est de trouver l’hypothe`se issue de H qui minimise le risque re´el sur le do-
maine cible RPT (·), ou au moins d’en trouver une bonne approximation. La question
majeure souleve´e par ce proble`me est la suivante : si un mode`le a e´te´ appris sur un
domaine source, quelle sera sa capacite´ en ge´ne´ralisation sur le domaine cible ? Avant
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de pre´senter les garanties classiques en adaptation de domaine en section 2.2, nous
e´nonc¸ons les trois grands principes algorithmiques qui se distinguent, puis quelques
situations d’adaptation particulie`res.
2.1.3 Les grands types d’algorithmes
Les algorithmes de reponde´ration
L’approche la plus intuitive est celle de la reponde´ration en fonction des donne´es,
dont le but est, commune´ment, de reponde´rer l’e´chantillon e´tiquete´ source de tel
sorte qu’il “ressemble” le plus possible a` l’e´chantillon cible au sens de la fonc-
tion de perte conside´re´e [Huang et al., 2007, Jiang et Zhai, 2007, Mansour et al., 2009b].
Concre`tement, la reponde´ration repose sur l’affectation de poids a` la fonction de perte,
relativement aux exemples, avec pour objectif la minimisation du risque re´el sur le do-
maine cible. Selon le principe ERM en apprentissage supervise´ classique, e´nonce´ dans
la section 1.2.1 du chapitre pre´ce´dent, une solution pour de´finir une reponde´ration
ade´quate a` l’adaptation de domaine est la suivante. E´tant donne´s une fonction de perte
ℓ(·, ·) et un espace d’hypothe`sesH, l’objectif est de trouver le minimiseur du risque sur
le domaine cible. En supposant que supp(PT) ⊆ supp(PS), ou` supp(P) est le support
de P, alors pour toutes les hypothe`ses h issues de H, le risque re´el RℓPT (h) se re´-e´crit :
RℓPT (h) = E(x,y)∼PT
ℓ (h(x), y)
= E
(x,y)∼PT
PS(x, y)
PS(x, y)
ℓ (h(x), y)
= ∑
(x,y)∈(X×Y)
PT(x, y)
PS(x, y)
PS(x, y)
ℓ (h(x), y)
= E
(x,y)∼PS
PT(x, y)
PS(x, y)
ℓ (h(x), y) . (2.1)
Le poids, a` affecter a` la fonction de perte applique´e sur un (x, y), est donc de´fini
comme le ratio
PT(x,y)
PS(x,y)
. Il implique ainsi une solution naturelle a` l’adaptation de do-
maine. Ne´anmoins, il est impossible de calculer la valeur exacte de ce ratio pour un
exemple (x, y), en particulier lorsque la quantite´ d’e´tiquettes cibles n’est pas suffisante.
Dans de nombreux travaux, comme dans [Lin et al., 2002, Kubat et al., 1997], il est alors
souvent suppose´ que les domaines partagent la meˆme distribution conditionnelle se-
lon Y, c’est-a`-dire que : PS(x|y) = PT(x|y). De la meˆme manie`re, il est possible de
supposer que ce sont les distributions des classes qui sont les meˆmes, c’est-a`-dire
que : PS(y|x) = PT(y|x). Cette dernie`re situation, qui a fait l’objet de nombreux tra-
vaux, est connue sous le nom de covariate-shift ou de biais de se´lection d’e´chantillon 5
[Shimodaira, 2000, Zadrozny, 2004, Huang et al., 2007]. Nous de´taillons ce cadre parti-
culier en section 2.1.4.
5. sample selection biais en anglais.
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Les algorithmes d’auto-e´tiquetage
Un second principe algorithmique pour l’adaptation de domaine est l’auto-e´tiquetage
ite´ratif des donne´es cibles. Le principe est simple :
• un mode`le h est appris uniquement a` l’aide des donne´es e´tiquete´es disponibles ;
• h est utilise´ pour e´tiqueter les donne´es cibles xt par h(xt), ceci correspond a`
l’auto-e´tiquetage ;
• un nouveau mode`le est appris a` partir de ces donne´es auto-e´tiquete´es. En ge´ne´ral,
on n’en traite qu’un sous-ensemble et le processus est re´-ite´re´ jusqu’a` ce que
l’auto-e´tiquetage apparaisse le plus juste possible.
Nous pouvons, par exemple, citer l’algorithme DASVM [Bruzzone et Marconcini, 2010]
que nous pre´senterons en de´tail en section 2.3.1. A` chaque ite´ration, e´tant donne´ le
classifieur-SVM appris a` l’ite´ration pre´ce´dente, DASVM modifie l’ensemble e´tiquete´ :
on inse`re des donne´es cibles auto-e´tiquete´es et on supprime les donne´es sources les
plus e´loigne´es de l’hyperplan. Un nouveau classifieur-SVM est appris a` partir de cet
e´chantillon modifie´.
Notons que dans la litte´rature, il existe des me´thodes ite´ratives ne ne´cessitant
pas d’auto-e´tiquetage. Elles sont, par exemple, base´es sur le principe du boos-
ting, mais requie`rent ge´ne´ralement des donne´es cibles e´tiquete´es [Dai et al., 2007,
Yao et Doretto, 2010, Habrard et al., 2013].
Les algorithmes de recherche d’un espace de repre´sentation commun
La dernie`re approche que nous pre´sentons est celle qui se rapproche le plus de
nos contributions de la partie III : la recherche ou la construction d’un espace de
repre´sentation commun aux deux domaines. Elle trouve principalement sa justifica-
tion the´orique dans les bornes en ge´ne´ralisation d’adaptation de domaine que nous
de´taillons dans la section 2.2. L’objectif est d’infe´rer un espace de repre´sentation dans
lequel les domaines seront similaires tout en gardant de bonnes performances sur le
domaine source.
Un des premiers algorithmes suivant ce principe est l’algorithme SCL (Structural Cor-
respondance Learning [Blitzer et al., 2006]) qui cherche une repre´sentation de rang faible
en tirant parti des donne´es non e´tiquete´es issues des deux domaines. Pour ce faire, on
identifie dans cet espace des attributs fre´quents dans les deux domaines et montrant
un comportement similaire. Ils sont alors appele´s les attributs pivots et vont permettent
de mettre en correspondance les domaines. Finalement, l’hypothe`se est apprise dans
l’espace originel augmente´ de la repre´sentation de´finie par ces correspondances.
En gardant la meˆme intuition, [Blitzer et al., 2011] ont propose´ l’algorithme Coupled
Subspace. Alors que SCL cherche un simple espace de projection en faisant correspondre
des attributs communs aux domaines, Coupled Subspace apprend deux projections, une
pour chaque domaine, afin de coupler les attributs partage´s avec ceux spe´cifiques aux
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domaines. Deux hypothe`ses sont alors apprises, une sur le sous-espace spe´cifique au
domaine source et une sur celui spe´cifique au domaine cible, puis elles sont fusionne´es
pour former l’hypothe`se finale.
Une autre solution vise a` la se´lection d’un sous-ensemble des attributs partage´s par les
domaines. C’est ce que re´alise l’algorithme CODA (CO-training dor Domain Adaptation)
[Chen et al., 2011a] que nous de´crivons en section 2.3.2.
D’autres approches se basent sur une augmentation de l’espace de description. C’est le
cas de l’algorithme EasyAdapt++ [Daume´ III, 2007, Daume´ III et al., 2010] apprenant si-
multane´ment une hypothe`se ge´ne´rale, une hypothe`se source et une hypothe`se cible
dans un espace augmente´. Cet espace est de´fini par l’ensemble des attributs de
l’espace d’origine et est obtenu en concate´nant une repre´sentation commune, une
repre´sentation source et une repre´sentation cible. Plus formellement, les donne´es
e´tiquete´es sources et cibles sont respectivement plonge´es par les fonctions :
φS(x) = (x, x, 0)
⊤, φT(x) = (x, 0, x)⊤.
Si l’on dispose de donne´es non e´tiquete´es, on fait appel a` la fonction :
φU(x) = (0, x,−x)⊤
Finalement, un classifieur line´aire est appris dans cet espace augmente´.
2.1.4 Quelques situations particulie`res
Quelle que soit l’approche choisie, l’adaptation de domaine reste un proble`me
difficile. Elle est connue pour eˆtre une taˆche assez complexe a` re´soudre lors-
qu’aucune hypothe`se n’est suppose´e sur la taˆche conside´re´e [Ben-David et al., 2010,
Ben-David et Urner, 2012]. Cependant, nous pouvons distinguer des contextes pouvant
— parfois — faciliter l’adaptation.
covariate shift
L’hypothe`se du covariate shift [Shimodaira, 2000] est une des hypothe`ses les plus
fre´quemment utilise´es en adaptation de domaine 6. Concre`tement, nous rappelons
qu’elle est ve´rifie´e lorsque les deux domaines partagent la meˆme fonction d’e´tiquetage.
Autrement dit, e´tant donne´e une observation x, les distributions conditionnelles source
et cible de Y selon X sont les meˆmes, mais les distributions marginales sur X peuvent
eˆtre diffe´rentes. Plus formellement, on suppose :
∀x ∈ X, PS(y|x) = PT(y|x),
mais : DS(x) 6= DT(x).
Alors que cette hypothe`se semble tre`s forte, elle fait sens pour de nombreuses taˆches
d’adaptation. Conside´rons, par exemple, une taˆche d’e´tiquetage morpho-syntaxique 7
6. Le covariate shift est parfois conside´re´ comme une proble´matique a` part entie`re diffe´rente de l’adap-
tation de domaine.
7. Part of speech tagging en anglais.
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en traitement automatique de la langue. Si on applique un mode`le, appris a` partir
d’un domaine (par exemple des articles scientifiques), sur un nouveau domaine (par
exemple des articles de journaux), il est raisonnable de supposer que la diffe´rence entre
les deux taˆches re´side uniquement dans les distributions marginales sur les mots de la
langue franc¸aise plutoˆt que sur l’e´tiquetage de chaque mot.
Sous l’hypothe`se du covariate shift, l’adaptation de domaine apparaıˆt donc simple a`
re´soudre. En effet, il facilite le proble`me de la reponde´ration pre´sente´ en section 2.1.3.
Lorsque PT(y|x) = PS(y|x), le ratio PT(x,y)PS(x,y) , obtenu dans l’e´quation (2.1), peut eˆtre re´-
e´crit de la manie`re suivante :
PT(x, y)
PS(x, y)
=
DT(x)PT(y|x)
DS(x)PS(y|x)
=
DT(x)
DS(x)
.
Dans ce cas, il suffit donc de ponde´rer la fonction de perte associe´e a` un exemple par
le ratio DT(x)
DS(x)
.
Cependant, meˆme sous cette hypothe`se, le proble`me d’adaptation peut rester difficile a`
re´soudre, en particulier lorsque la fonction d’e´tiquetage commune aux deux domaines
est en dehors de la porte´e de l’e´chantillon e´tiquete´ source [Ben-David et al., 2010]. Nous
en verrons une illustration en section 2.2.5.
Ratio entre distributions marginales
Comme sugge´re´ ci-dessus, lorsque les domaines source et cible vivent dans des
re´gions totalement disjointes, l’adaptation peut rapidement devenir difficile. Afin de
se pre´venir d’un tel sce´nario, on peut supposer qu’il existe une minoration non nulle
sur le ratio de la densite´ en chaque point 8. Cependant, cette hypothe`se est difficile a`
ve´rifier dans la re´alite´, en particulier lorsque des donne´es sont spe´cifiques a` un do-
maine et n’apparaissent jamais dans l’autre. En pratique on relaˆche cette hypothe`se et
on suppose ve´rifie´e la de´finition suivante :
De´finition 2.1 ([Ben-David et al., 2012b]) Soit B ⊆ 2X une collection de sous-ensembles de l’espace
X. Soit ǫ > 0, on de´finit le ǫ-ratio entre les distributions marginales sur X source et cible par
rapport a` B par :
WB,ǫ(DS,DT) = inf
b∈B
DT(b)≥ǫ
DS(b)
DT(b)
.
De plus, on de´finit le ratio entre la marginale source et la marginale cible par rapport a` B par :
WB(DS,DT) = inf
b∈B
DT(b) 6=0
DS(b)
DT(b)
.
Cette mesure devient pertinente pour l’adaptation de domaine lorsque le ratio peut
eˆtre minore´ loin de 0.
8. Pointwise density ratio en anglais.
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On peut remarquer que ce ratio peut eˆtre obtenu en posant : B = {{x} : x ∈ X}. Pour
tout B ⊆ 2X, on a : W{{x}:x∈X}(DS,DT) ≤WB(DS,DT), ainsi minorer le ratio en chaque
point, loin de 0, est la plus forte des restrictions.
Probabilite´ lipschitzienne
Un autre contexte permet de relaˆcher les deux hypothe`ses pre´ce´dentes : celui de la
probabilite´ lipschitzienne. La probabilite´ lipschitzienne ge´ne´ralise la notion standard
des fonctions λ-lipschitziennes de´finies pour des fonctions a` valeurs re´elles f (·) par :
∀(x, x′) ∈ R2, | f (x)− f (x′)| ≤ λ ‖x− x′‖ , pour une constante λ. Cette condition
peut aise´ment eˆtre applique´e a` un e´tiquetage probabiliste. Cependant, si la fonction
d’e´tiquetage est de´terministe, cela implique que deux points d’e´tiquettes diffe´rentes
doivent eˆtre a` une distance d’au moins 1λ . Cette restriction assez forte peut eˆtre re-
lache´e graˆce a` la de´finition suivante.
De´finition 2.2 (Probabilite´ lipschitzienne [Urner et al., 2011, Ben-David et al., 2012b]) Soit une fonc-
tion croissante ψ : R+ 7→ [0, 1]. On dit que f : X 7→ {−1,+1} est ψ-Lipschitzienne par
rapport a` une distribution D sur X si pour tout λ > 0, on a :
Pr
x∼D
(∃x′ : f (x) 6= f (x′) ∧ ∥∥x− x′∥∥ ≤ λ) ≤ ψ(λ).
Notons que si une fonction est λ-Lipschitizienne alors elle est ψ-Lipschitzienne par
rapport a` toute distribution en posant :
ψ(x) =
{
0 si x ≤ λ
1 si x > λ.
Si f (·) correspond a` la vraie fonction d’e´tiquetage du domaine P, alors cette de´finition
peut, en quelque sorte, formaliser l’hypothe`se selon laquelle la frontie`re de de´cision
vit dans une re´gion de densite´ faible 9, tre`s commune en apprentissage semi-supervise´.
Autrement dit, les donne´es sont se´parables en diffe´rents clusters e´tiquete´s de manie`re
homoge`ne.
Sous ces deux dernie`res hypothe`ses (probabilite´ lipschitzienne et ratio entre distribu-
tions marginales), il est possible de de´river une borne en ge´ne´ralisation sur l’erreur du
1-PPV [Urner et al., 2011, Ben-David et al., 2012b].
λ-shift
[Mansour et Schain, 2012] ont re´cemment propose´ la notion de λ-shift qui utilise
les proprie´te´s des algorithmes robustes [Xu et Mannor, 2010, Xu et Mannor, 2012]
pre´sente´es en section 1.3.4 du chapitre 1. Pour rappel, la notion de robustesse algo-
rithmique en apprentissage supervise´ offre des garanties de convergence lorsque dans
chaque re´gion Xi × Yj la fonction de perte de l’algorithme renvoie des valeurs simi-
laires a` un ǫ > 0 pre`s. Dans le cas de l’adaptation de domaine, l’ide´e est de conside´rer
9. cluster assumption en anglais.
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les distributions conditionnelles selon l’e´tiquetage dans une re´gion Xi. On va, encore
une fois, supposer que des points proches sont de meˆme e´tiquette, et ce avec un certain
biais. Le λ-shift est formellement de´fini par :
De´finition 2.3 (λ-shift [Mansour et Schain, 2012]) Soit PS et PT les domaines source et cible sur X×Y.
On dit que PT(y|x) et PS(y|x) sont lie´es par l’hypothe`se du λ-shift, note´ PT(y|x) ∈ λ (PS(y|x))
si pour tout y ∈ Y, on a :
PT(y|x) ≤ PS(y|x) + λ (1− PS(y|x)) ,
et PT(y|x) ≥ PS(y|x)(1− λ).
Le λ-shift restreint donc le changement de la probabilite´ cible d’une e´tiquette : ce chan-
gement est d’au plus une proportion λ de la probabilite´ source des autres e´tiquettes ou
une proportion 1− λ de la probabilite´ source de l’e´tiquette. En ce sens, cette de´finition
peut eˆtre vue comme une ge´ne´ralisation du covariate-shift, pour lequel on suppose
l’e´galite´ entre les distributions conditionnelles.
Sous cette hypothe`se, [Mansour et Schain, 2012] ont de´rive´ une borne en ge´ne´ralisation
pour l’adaptation de domaine et en ont de´duit des variantes adaptatives des SVM en
classification binaire et en re´gression.
Dans la partie III de cette the`se, nous nous attaquons au proble`me de l’adaptation de
domaine dans toute sa ge´ne´ralite´, sans supposer de telles hypothe`ses. Nous pre´sentons
donc dans la section suivante, les re´sultats the´oriques permettant de de´river des bornes
en ge´ne´ralisation pour l’adaptation de domaine.
2.2 Garanties en ge´ne´ralisation pour l’adaptation de domaine
Nous exposons maintenant les travaux fondateurs de la the´orie de l’adaptation de
domaine en apprentissage automatique.
2.2.1 Ne´cessite´ d’une mesure de divergence entre les domaines
Nous rappelons que le but de l’adaptation de domaine est de trouver une hy-
pothe`se admettant une erreur cible faible meˆme lorsqu’aucune information sur les
e´tiquettes cibles n’est disponible. Comme nous le verrons dans la section 2.2.5, ce
proble`me peut clairement se re´ve´ler difficile a` re´soudre meˆme sous des hypothe`ses
fortes [Ben-David et Urner, 2012, Ben-David et al., 2010]. Pour de´river des bornes en
ge´ne´ralisation pour l’adaptation de domaine, il est essentiel de capturer la diffe´rence
entre les domaines souce et cible : plus les domaines sont similaires, plus l’adaptation
est aise´e (voir figure 2.3).
Concre`tement, les deux domaines PS et PT diffe`rent si leurs marginales DS et DT sur
X sont diffe´rentes, ou si la fonction d’e´tiquetage source diffe`re de la fonction cible,
ou si les deux cas pre´ce´dents se produisent. Ceci sugge`re de prendre en compte deux
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divergences : une entre les marginales DS et DT et l’autre entre les e´tiquetages. En
adaptation de domaine semi-supervise´e, lorsque des e´tiquettes cibles sont disponibles,
les deux mesures peuvent eˆtre combine´es (comme dans [C. Zhang, 2012]). Dans le cas
contraire, il est pre´fe´rable de les diffe´rencier puisque dans une telle situation il sera im-
possible d’estimer le meilleur e´tiquetage cible. Habituellement, comme sugge´re´ dans la
section pre´ce´dente, on admet qu’il existe un lien entre l’e´tiquetage source et l’e´tiquetage
cible. Une solution consiste alors a` chercher une repre´sentation pour laquelle DS et DT
sont proches tout en gardant de bonnes garanties sur le domaine source. Autrement
dit, en supposant qu’il existe aussi un lien entre les marginales, nous allons chercher a`
le reconstruire.
Dans la litte´rature, diffe´rentes mesures existent pour estimer a` quel point deux dis-
tributions diffe`rent. Nous pouvons citer, la A-divergence [Kifer et al., 2004] propose´e a`
l’origine pour mesurer des changements dans des flux de donne´es, la perturbed varia-
tion [Harel et Mannor, 2012] qui permet de donner une information sur la similarite´ de
deux distributions en calculant une mesure de perturbation, ou encore la divergence de
Kullback-Leibler [Kullback et Leibler, 1951] qui est un cas particulier des divergences
de Bregman [Bregman, 1967] et qui sont des mesures de distorsions inde´xe´es par fonc-
tions strictement convexes. Notons que la divergence de Kullback-Leibler est au centre
de la the´orie PAC-Baye´sienne de´taille´e dans le chapitre suivant.
De plus, dans le cadre spe´cifique de l’adaptation de domaine, ou` l’on veut calculer la
distance entre deux domaines diffe´rents, nous pouvons citer en exemple les travaux
suivants. Signalons que ces mesures peuvent toutes eˆtre utilise´es lorsque l’on dispose
de plusieurs domaines sources.
• La H-divergence propose´e dans [Ben-David et al., 2007, Ben-David et al., 2010]
s’inspire de la A-divergence et constitue le fondement de la the´orie de l’adap-
tation de domaine en classification binaire avec la fonction de perte 0− 1. Cette
divergence a e´te´ ge´ne´ralise´e a` la re´gression et a` des fonctions de pertes plus
ge´ne´rales par [Mansour et al., 2009a]. Nous la pre´sentons plus en de´tail dans la
section suivante.
• Lorsque plusieurs domaines sources sont accessibles, nous pouvons
spe´cifiquement faire appel a` la divergence de Re´nyi [Mansour et al., 2009b].
• [C. Zhang, 2012] ont propose´ une mesure de divergence uniquement valable en
adaptation de domaine semi-supervise´e.
• La divergence prior Baye´sienne [Li et Bilmes, 2007] qui, dans un contexte Baye´sien,
se focalise sur les hypothe`ses proches de l’hypothe`se source optimale.
• Dans le cas particulier du covariate-shift, on peut faire appel aux travaux lie´s au
two-sample test comme par exemple dans [Huang et al., 2007].
Notons que dans le chapitre 7, nous proposerons une mesure de divergence approprie´e
a` l’apprentissage de votes de majorite´.
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(a) Les domaines sont tre`s diffe´rents : un classifieur
appris sur le domaine source ne sera pas performant
sur le domaine cible.
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(b) Les domaines sont similaires : le classifieur appris
depuis le domaine source est performant sur les deux
domaines.
Figure 2.3 – Illustration de la ne´cessite´ de mesurer la similarite´ entre domaines. Le domaine source est
en vert fonce´ (pos. +, neg. −), le domaine cible en orange clair.
Nous e´nonc¸ons maintenant les deux premiers travaux fondateurs de la the´orie de
l’adaptation de domaine en apprentissage automatique qui se basent sur une diver-
gence entre marginales et qui constituent la base de nos contributions de´veloppe´es
dans la partie III.
2.2.2 Une divergence entre les distributions marginales pour la classification bi-
naire
Tout d’abord, [Ben-David et al., 2007, Ben-David et al., 2010] ont propose´, dans le cadre
de la classification binaire en conside´rant la fonction de perte 0− 1, une mesure de
divergence appele´e la H-divergence et base´e sur la de´finition de la A-divergence
[Kifer et al., 2004]. [Mansour et al., 2009a] ont ensuite e´tendu cette de´finition a` la discre-
pancy permettant de conside´rer des fonctions de pertes plus ge´ne´rales. Ces deux diver-
gences, e´quivalentes lorsque l’on parle de la fonction de perte 0− 1, calculent la valeur
maximale, pour deux classifieurs issus de H, de la diffe´rence entre les de´saccords (se-
lon la fonction de perte) source et cible (voir la de´finition 1.3). Nous en e´nonc¸ons les
deux de´finitions.
De´finition 2.4 (la H-divergence [Ben-David et al., 2007, Ben-David et al., 2010] (version simplifie´e))
E´tant donne´e une classe d’hypothe`ses H. Soit DS et DT deux distributions sur X, alors la
H-divergence entre DS et DT est de´finie par :
1
2dH(DS,DT) = sup
(h,h′)∈H2
∣∣RDT (h, h′)− RDS(h, h′)∣∣ ,
ou` RD(h, h
′) = E
x∼D
I (h(x) 6= h′(x)) est le de´saccord entre h et h′ sur la distribution D.
Dans sa forme originelle, cette de´finition est uniquement valable pour la fonction
de perte 0 − 1. Cependant, en l’e´nonc¸ant comme ci-dessus, il apparaıˆt simple de la
ge´ne´raliser a` d’autres fonctions de perte :
De´finition 2.5 (la discrepancy [Mansour et al., 2009a]) E´tant donne´e une classe d’hypothe`ses H. Soit
ℓ : Y × Y 7→ R+ une fonction de perte. Soit DS et DT deux distributions sur X, alors la
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discrepancy entre DS et DT est de´finie par :
discℓ(DS,DT) = sup
(h,h′)∈H2
∣∣∣RℓDT (h, h′)− RℓDS(h, h′)∣∣∣ ,
ou` RℓD(h, h
′) = E
x∼D
ℓ(h(x), h′(x)) est le de´saccord entre h et h′ relativement a` la fonction de
perte ℓ(·, ·).
Ces deux de´finitions sont donc clairement e´quivalentes lorsque la fonction de perte est
la fonction de perte 0− 1 :
discℓ0−1(DS,DT) =
1
2dH(DS,DT).
Ne´anmoins, les analyses de l’adaptation de domaine qui en re´sultent sont diffe´rentes.
Lorsque l’on parle de la H-divergence, [Ben-David et al., 2007, Ben-David et al., 2010]
ont e´tudie´ la consistance du processus de minimisation empirique de la divergence
en se basant sur la VC-dim. (section 1.3.1, chapitre 1), alors que pour la discrepancy,
[Mansour et al., 2009a] se sont base´s sur la complexite´ de Rademacher (section 1.3.2,
chapitre 1). Les deux analyses correspondent respectivement aux the´ore`mes suivants.
The´ore`me 2.1 ([Ben-David et al., 2007, Ben-David et al., 2010]) Soit H un espace d’hypothe`ses de VC-
dim. VC(H) finie. Si Su et Tu sont des e´chantillons de taille mtu = msu = mu dont les e´le´ments
sont respectivement tire´s i.i.d selon les distribution DS et DT sur X et si
1
2dH(Su, Tu) est la
H-divergence empirique mesure´e sur les e´chantillons Su et Tu, alors pour tout δ ∈ (0, 1], avec
une probabilite´ d’au moins 1− δ sur le choix de Su ∼ (DS)mu et Tu ∼ (DT)mu , on a :
1
2dH(DS,DT) ≤ 12dH(Su, Tu) + 4
√
2VC(H) log(2mu) + log 2δ
mu
.
L’analyse en complexite´ de Rademacher aboutit, quant a` elle, au re´sultat suivant.
The´ore`me 2.2 ([Mansour et al., 2009a]) Soit H un espace d’hypothe`se. Si Su et Tu sont des
e´chantillons de taille mtu = m
s
u = mu dont les e´le´ments sont respectivement tire´s i.i.d selon
les distribution DS et DT et si discℓ0−1(Su, Tu) est la discrepancy empirique associe´e a` la fonc-
tion de perte 0− 1 et mesure´e sur les e´chantillons Su et Tu, alors pour tout δ ∈ (0, 1], avec une
probabilite´ d’au moins 1− δ sur le choix de Su ∼ (DS)mu et Tu ∼ (DT)mu , on a :
discℓ0−1(DS,DT) ≤ discℓ0−1(Su, Tu) + 4 (ℜS(H) +ℜT(H)) + 6
√
log 4δ
2mu
,
ou` ℜS(H), respectivement ℜT(H), est la complexite´ empirique de Rademacher sur S, respecti-
vement sur T.
Ces re´sultats montrent que la discrepancy empirique associe´e a` la fonction de perte
0 − 1, c’est-a`-dire la H-divergence empirique, converge uniforme´ment vers sa vraie
valeur. Notons qu’un re´sultat similaire existe dans le cas de fonctions de perte as-
socie´es au proble`me de re´gression 10. Les deux the´ore`mes pre´ce´dents justifient donc de
la consistance du processus de minimisation empirique de la divergence.
10. Nous invitons le lecteur a` se reporter a` [Mansour et al., 2009a, Cortes et Mohri, 2011] pour plus de
de´tails.
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Notons qu’en pratique, laH-divergence empirique peut s’estimer en cherchant un clas-
sifieur qui vise a` se´parer la marginale source de la marginale cible. Pour ce faire, on
e´tiquette les exemples sources en −1 et les exemples cibles en +1, puis on cherche a`
apprendre un classifieur discriminant les instances sources des cibles. La H-divergence
empirique se calcule alors directement a` partir de l’erreur de ce classifieur.
Lemme 2.1 ([Ben-David et al., 2007, Ben-David et al., 2010]) Pour tout espace d’hypothe`ses H de X
vers Y et deux e´chantillons non e´tiquete´s Su et Tu de taille m
t
u = m
s
u = mu, on a :
1
2
dH(Su, Tu) = 1−min
h∈H
[
1
mu
∑
x:h(x)=−1
I [x ∈ Su] + 1
mu
∑
x:h(x)=+1
I [x ∈ Tu]
]
.
L’inconve´nient, ici, est que l’e´valuation se re´alise a` partir du classifieur minimisant
cette erreur, ce qui est en ge´ne´ral NP-dur. Dans la litte´rature, les auteurs approximent
ge´ne´ralement cette distance via l’apprentissage d’un classifieur line´aire avec une perte
le´ge`rement modife´e ou par un classifieur-SVM.
2.2.3 Bornes en ge´ne´ralisation pour l’adaptation de domaine
Les re´sultats pre´ce´dents permettent d’obtenir des garanties en ge´ne´ralisation lorsque
l’on cherche a` apprendre un mode`le a` partir du domaine source. C’est, par exemple,
le cas de l’approche basique ERM, pre´sente´e en section 1.2.1, sous condition que H ait
une complexite´ finie (soit en terme de VC-dim., soit de complexite´ de Rademacher).
Nous pre´sentons maintenant ces garanties.
Tout d’abord, [Ben-David et al., 2007, Ben-David et al., 2010] ont prouve´ la borne
d’adaptation suivante qui s’ave`re pre´cise lorsqu’il existe un classifieur dans H a` la
fois performant sur le domaine source et le domaine cible.
The´ore`me 2.3 ([Ben-David et al., 2007, Ben-David et al., 2010]) Soit PS et PT deux domaines sur
X × Y dont DS et DT sont les distributions marginales respectives sur X. Soit H une classe
d’hypothe`ses, alors on a :
∀h ∈ H, RPT (h) ≤ RPS(h) +
1
2
dH(DS,DT) + ν, (2.2)
ou` ν = RPS(h
∗) + RPT (h∗) l’erreur jointe optimale, avec h∗ = argmin
h∈H
(RPS(h) + RPT (h))
l’hypothe`se jointe optimale.
Cette borne de´pend de trois termes. RPS(h) est l’erreur classique, en apprentissage
supervise´, mesure´e sur le domaine souce. La divergence 12dH(DS,DT) de´pend de la
classe d’hypothe`ses H et correspond a` l’e´cart maximal entre les de´saccords source
et cible entre deux hypothe`ses de H. Autrement dit, elle quantifie a` quel point les
hypothe`ses de H peuvent “de´tecter” les diffe´rences entre les marginales DS et DT,
sans information sur l’e´tiquetage. Le dernier terme ν est relie´ a` la meilleure hypothe`se
h∗ sur les deux domaines en meˆme temps et mesure la qualite´ de H en fonction de
l’e´tiquetage. Si h∗ est mauvaise, il sera complexe trouver une hypothe`se performante
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sur le domaine cible. Enfin, l’e´quation (2.2) combine´e avec la the´orie VC exprime un
compromis entre la performance source d’une hypothe`se h deH, la complexite´ deH et
“l’incapacite´” des hypothe`ses de H a` de´tecter les diffe´rences entre les domaines. Plus
formellement, on a le the´ore`me suivant.
The´ore`me 2.4 ([Ben-David et al., 2007, Ben-David et al., 2010]) Soit PS et PT deux domaines sur
X × Y dont DS et DT sont les marginales respectives sur X. Soit H un espace d’hypothe`ses
de VC-dim. finie VC(H). Soit Su et Tu des e´chantillons de taille mu dont les e´le´ments sont
respectivement tire´s i.i.d. selon les distributions DS et DT. Soit S un e´chantillon e´tiquete´ source
compose´ de ms exemples sources tire´s i.i.d selon PS. Alors, pour tout δ ∈ (0, 1], avec une pro-
babilite´ d’au moins 1− δ sur le choix des e´chantillons ale´atoires S ∼ (PS)ms , Su ∼ (DS)mu et
Tu ∼ (DT)mu , on a :
∀h ∈ H, RPT (h) ≤ RS(h) +
√√√√VC(H) (ln 2msVC(H) + 1)+ ln ( 4δ )
ms
+ 12dH(Su, Tu) + 4
√
2VC(H) ln(2mu) + ln
(
2
δ
)
mu
+ ν.
Similairement, [Mansour et al., 2009a] ont propose´ la borne d’adaptation de domaine
suivante base´e sur la discrepancy pour toute fonction de perte ℓ(·, ·) syme´trique et
ve´rifiant l’ine´galite´ triangulaire. Nous ne pre´sentons ici que la formulation pour la
fonction de perte 0− 1.
The´ore`me 2.5 (Corollaire du the´ore`me 8 de [Mansour et al., 2009a]) Soit PS et PT deux domaines sur
X × Y dont DS et DT sont les marginales respectives sur X. Soit H une classe d’hypothe`ses,
alors on a :
∀h ∈ H, RPT (h) ≤ RDS(h∗S, h) + discℓ0−1(DS,DT) + υ, (2.3)
ou` υ = RPT (h
∗
T) + RDS(h
∗
S, h
∗
T) et h
∗
T = argmin
h∈H
RPT (h) et h
∗
S = argmin
h∈H
RPS(h) sont
respectivement les hypothe`ses optimales sur le domaine cible et le domaine source.
Dans ce contexte, la borne (2.3) majore directement 11 l’e´cart entre l’erreur cible d’un
classifieur RPT (h) et celle de l’hypothe`se cible optimale RPT (h
∗
T). Combine´e avec
une analyse en terme de complexite´ de Rademacher, cette borne s’exprime, dans
le the´ore`me suivant, comme un compromis entre le de´saccord entre l’hypothe`se h
conside´re´e et la meilleure hypothe`se source h∗S, la complexite´ de Rademacher deH et —
encore une fois — la divergence entre les deux domaines mesure´e par discℓ0−1(DS,DT).
The´ore`me 2.6 ([Mansour et al., 2009a]) Soit PS et PT deux domaines sur X × Y dont DS et DT sont
les distributions marginales respectives sur X. Soit H un espace d’hypothe`ses. Soit Su et Tu des
e´chantillons de taille mu dont les e´le´ments sont respectivement tire´s i.i.d. selon les distributions
DS et DT. Soit S un e´chantillon e´tiquete´ source compose´ de m
s exemples sources tire´s i.i.d
selon PS. Alors, pour tout δ ∈ [0, 1), avec une probabilite´ d’au moins 1− δ sur le choix des
11. Il suffit de passer le terme RPT (h
∗
T) de l’autre coˆte´ de l’ine´galite´.
50 Chapitre 2. Adaptation de domaine
e´chantillons ale´atoires S ∼ (PS)ms , Su ∼ (DS)mu et Tu ∼ (DT)mu , on a :
∀h ∈ H, RPT (h) ≤ RS(h∗S, h) + discℓ0−1(Su, Tu) + υ
+ 4 (ℜSu(H) +ℜTu(H)) + 6
√
log 8δ
2mu
+ℜS(H) + 3
√
log 8δ
2ms
. (2.4)
Pour conclure, les deux approches e´noncent deux bornes en ge´ne´ralisation pour l’adap-
tation de domaine, difficilement comparables, mais impliquant la meˆme intuition :
un algorithme d’adaptation de domaine doit eˆtre capable d’infe´rer un espace de
repre´sentation dans lequel les deux domaines tendent a` eˆtre indiscernables tout en
gardant de bonnes performances sur le domaine source. En pratique, chercher un tel
espace en minimisant la divergence et l’erreur source en meˆme temps est difficile. Nous
nous attaquerons a` cet inconve´nient, dans le chapitre 7, en proposant une analyse ori-
ginale de l’adaptation de domaine pour minimiser conjointement la divergence entre
les domaines et l’erreur sur le domaine source dans le cadre des votes de majorite´ qui
est au cœur de ce me´moire.
Nous pre´sentons maintenant un moyen de prendre en conside´ration quelques
e´tiquettes cibles lors de la phase d’apprentissage.
2.2.4 Extension a` l’adaptation de domaine semi-supervise´e
Il arrive parfois que des e´tiquettes cibles soient disponibles. Afin de tirer be´ne´fice de
cette information plus que pertinente, [Ben-David et al., 2010] ont e´tendu leur ana-
lyse pour les conside´rer. Nous rappelons que l’e´chantillon e´tiquete´ (S, T) est alors
de´compose´ en deux sous-ensembles : S = {(xsi , ysi )}m
s
i=1 est l’e´chantillon source constitue´
de ms exemples e´tiquete´s i.i.d. selon PS et T = {(xti , yti)}m
t
i=1 est l’e´chantillon cible
constitue´ de mt exemples e´tiquete´s i.i.d. selon PT. Soit θ ∈ [0, 1] tel que mt = θm et
ms = (1− θ)m impliquant que (S, T) soit compose´ de m = ms +mt exemples e´tiquete´s
tels que mt ≪ ms. La minimisation de l’erreur empirique cible RT(·) n’est alors pas la
meilleure solution car T n’est pas repre´sentatif du domaine cible PT. Une solution en-
visager est alors de minimiser la combinaison convexe des erreurs empiriques source
et cible de´finie par :
Rκ(S,T)(h) = κ RT(h) + (1− κ) RS(h), (2.5)
ou` κ ∈ [0, 1] controˆle le compromis erreur empirique cible et erreur empirique source.
L’erreur re´elle ponde´re´e associe´e est : κ RPT (h) + (1− κ)RPS(h).
Le the´ore`me suivant e´nonce les garanties en ge´ne´ralisation dans une telle situation.
The´ore`me 2.7 ([Ben-David et al., 2010]) Soit PS et PT deux domaines sur X × Y dont DS et DT
sont les distributions marginales respectives sur X. Soit H un espace d’hypothe`ses de VC-dim.
VC(H) finie. Soit Su et Tu des e´chantillons de taille mu dont les e´le´ments sont respectivement
tire´s i.i.d selon les distribution DS et DT. Soit (S, T) un e´chantillon e´tiquete´ de taille m ge´ne´re´
en tirant ale´atoirement θm exemples depuis PT et (1− θ)m depuis PS. Si hS est le minimi-
seur empirique de Rκ(S,T)(h) sur (S, T) et h
∗
T = minh∈H RPT (h) l’erreur cible optimale, alors
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Figure 2.4 – Repre´sentation des domaines source et cible PS et PT dans une situation de covariate shift
inade´quate pour l’adaptation de domaine. Pour un b ∈ (0, 1) fixe´, le domaine source PS est la distribution
uniforme sur {2kb : k ∈ N, 2kb ≤ 1} × {+1} et la distribution cible PT est la distribution uniforme
sur {(2k+ 1)b : k ∈ N, (2k+ 1)b ≤ 1} × {−1}.
alors pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix des e´chantillons
ale´atoires, on a :
RPT (hS) ≤ RPT (h∗T) + 4
√
κ2
θ
+
(1− κ)2
1− θ
√
2VC(H) log (2(m+ 1)) + 2 log 8δ
m
+ 2(1− θ)
 1
2dH(Su, Tu) + 4
√
2VC(H) log(2mu) + log 8δ
mu
+ ν
 .
Remarquons que si κ = 0, on ignore les donne´es cibles, et on retombe sur le the´ore`me
2.3 avec une estimation empirique pour l’erreur sur le domaine source. Si κ = 1, alors
ce sont les donne´es sources que l’on ignore, la borne devient une borne de classification
supervise´e usuelle sur le domaine cible. Lorsque κ vaut sa valeur optimale, la borne est
toujours au moins plus pre´cise que l’une de ces deux situations. Finalement, on peut
remarquer qu’en faisant varier κ, la borne permet de controˆler le compromis entre
erreur source et erreur cible.
Ce cadre the´orique permet donc de conside´rer des e´tiquettes cibles lors de la phase
d’apprentissage. Nous en tirerons be´ne´fice en chapitre 6 pour e´tendre notre contribu-
tion a` l’adaptation de domaine semi-supervise´e.
2.2.5 Illustration de la difficulte´ de l’adaptation de domaine
Quelle que soit l’analyse, les bornes d’adaptation peuvent parfois eˆtre tre`s
impre´cises et rien ne nous assure d’adapter correctement. Prenons l’exemple issu
de [Ben-David et al., 2010] en illustration (voir la figure 2.4). Soit b ∈ (0, 1), le domaine
source PT est la distribution uniforme sur {2kb : k ∈ N, 2kb ≤ 1} × {+1} et la distri-
bution cible PT est la distribution uniforme sur {(2k+ 1)b : k ∈ N, (2k+ 1)b ≤ 1} ×
{−1}. On pose H comme l’espace d’hypothe`ses de fonctions de seuil. On de´finit pout
tout t ∈ [0, 1] une fonction de seuil ht par :
∀x ∈ R, ht(x) =
{
+1 si x < t,
−1 sinon.
Ainsi : H = {ht : t ∈ [0, 1]}. Dans une telle situtation, on a donc :
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(a) Premie`re ite´ration. Les donne´es choisies de
chaque cote´ de la marge sont encercle´es (τ=3).
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(b) Deuxie`me ite´ration.
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(c) Dernie`re ite´ration.
Figure 2.5 – L’hyperplan se´parateur (ligne noire) et la marge (en pointille´s noirs) a` diffe´rentes ite´rations
de DASVM sur un exemple jouet. Les donne´es sources sont en vert fonce´ (+ pos., − neg.). Les donne´es
cibles sont en orange clair : les auto-e´tiquettes sont repre´sente´es par + et − et les donne´es non e´tiquete´es
par un rond. Les lignes grises sur (b) et (c) rappellent l’hyperplan appris a` la premie`re ite´ration.
• l’hypothe`se de covariate shift est ve´rifiable pour PS et PT ;
• la divergence vaut 12dH(PS, PT) = |9b− 8b| = b (b peut eˆtre arbitrairement faible) ;
• la meilleure hypothe`se h∗S sur le domaine source est d’erreur nulle, la meilleure h∗T
sur le domaine cible est aussi d’erreur nulle. Sur la figure 2.4, on a par exemple :
h∗S =
{
+1 si x ≥ 0
−1 sinon, et h
∗
T =
{
−1 si x < 9b
+1 sinon ;
• pour la borne (2.2), on a : ν = 1− b ;
pour la borne (2.3), on a : υ = 1.
Les deux derniers points rendent les bornes d’adaptation impre´cises : elles sont
supe´rieures a` 1. Ainsi, l’hypothe`se de covariate shift ne garantit pas ne´cessairement
une adaptation correcte. Au final, h∗S, dont l’erreur sur le domaine cible vaut 1, est
l’hypothe`se qui minimise la borne.
2.3 Exemples d’algorithmes
Il existe de nombreux algorithmes d’adaptation de domaine. Dans cette section, nous
pre´sentons ceux auxquels nous ferons appel lors des expe´rimentations mene´es dans
les chapitres 6 et 7, puis nous e´nonc¸ons une me´thode de validation des parame`tres.
2.3.1 DASVM : un algorithme d’adaptation ite´ratif
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Algorithme 2 DASVM
entre´e un e´chantillon e´tiquete´ source S, un e´chantillon non-e´tiquete´ cible Tu, hyperpa-
rame`tres τ et β
sortie Un classifieur hDASVM
S1 ← S ; T1u ← Tu ; it ← 0
repe´ter
it ← it + 1
h it ← apprentissage d’un classifieur-SVM a` partir de S it
T it+1u ←
{
(xti , h
it(xti)
}|T itu |
i=1
f it ← fonction score associe´e a` h it
H itup ←
{
(xti , h
it(xti)) ∈ T it+1u : 1 ≥ f it(xti) ≥ 0
}
(par ordre de´croissant selon la marge)
H itlow ←
{
(xti , h
it(xti)) ∈ T it+1u : −1 ≤ f it(xti) < 0
}
(par ordre de´croissant selon la marge)
S it+1 ← S it ⋃ τ premiers e´le´ments de H itup ⋃ τ premiers e´le´ments de H itlow
L←
{
(xt, h it(xti)) ∈ S it
⋂
T1u : h
it(xti) 6= h it−1(xti)
}
T it+1u ← T it+1u
⋃
L
S it+1 ← S it+1⋃ S it\L
Q itup ← {( xs, ys) ∈ S it
⋂
S1 : f it(x
s) ≥ 0} (par ordre de´croissant selon la marge)
Q itlow ← {( xs, ys) ∈ S it
⋂
S1 : f it(x
s) < 0} (par ordre de´croissant selon la marge)
S it+1 ← S it+1\k premiers e´le´ments de Q itup, tel que k corresponde au nombre
d’exemples de H itup ajoute´s a` S
it+1 (s’il vaut 0 alors k = τ)
S it+1 ← S it+1\k premiers e´le´ments de Q itlow, tel que k corresponde au nombre
d’exemples de H itlow ajoute´s a` S
it+1 (s’il vaut 0 alors k = τ)
jusqu’a` |Q itup
⋃
Q itlow| = 0 OU |L| < βms OU |H itup
⋃
H itlow| ≤ βms
retourner h it
Nous pre´sentons l’algorithme d’adaptation de domaine appele´ DASVM
[Bruzzone et Marconcini, 2010]. Cet algorithme adapte ite´rativement le classifieur-
SVM appris a` l’aide de donne´es cibles auto-e´tiquete´es. Concre`tement, a` chaque
ite´ration it, DASVM apprend un classifieur-SVM a` partir des exemples e´tiquete´s S it. Il
e´tiquette ensuite les exemples de l’ensemble cible T itu et en rajoute un certain nombre
dans l’e´chantillon e´tiquete´ S it. Ces donne´es cibles auto-e´tiquete´s correspondent a` celles
dont la confiance du classifieur est proche et infe´rieure a` la marge. En outre, il retire
de l’e´chantillon e´tiquete´ S it les exemples dont la confiance est la plus importante.
Le processus est re´ite´re´ avec le nouvel ensemble e´tiquete´ S it+1 obtenu et se termine
lorsque tous les exemples cibles Tu ont e´te´ ajoute´s a` l’e´chantillon e´tiquete´. DASVM est
illustre´ sur la figure 2.5 et de´crit dans l’algorithme 2.
Il est important de remarquer que cet algorithme ne se base pas sur la the´orie pre´sente´e
pre´ce´demment. Il existe peu de garanties the´oriques pour cet approche, hormis les
travaux de [Habrard et al., 2011] qui donnent des garanties minimalistes. Cependant,
en pratique, DASVM montre de bons re´sultats, c’est pourquoi nous ferons appel a` lui
en tant que me´thode de re´fe´rence.
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2.3.2 CODA : un algorithme d’adaptation par co-apprentissage
CODA [Chen et al., 2011a] est un algorithme dit de co-apprentissage pour l’adapta-
tion de domaine et est une variante de l’algorithme PMC (Pseudo-Multiview Co-training
[Chen et al., 2011b]). Il essaie de re´duire la divergence entre les domaines en ajou-
tant ite´rativement, a` l’ensemble d’apprentissage, des attributs cibles et des exemples
pour lesquels l’algorithme est le plus confiant : a` chaque ite´ration, CODA re´soud un
proble`me d’optimisation simple en apprenant simultane´ment une hypothe`se cible, une
division de l’espace en deux descriptions/vues diffe´rentes et un sous-ensemble d’at-
tributs sources et cibles a` inclure dans l’hypothe`se. Concre`tement, le co-apprentissage
requiert les points suivants.
• Deux classifieurs qui, ici, sont des classifieurs line´aires note´ hu et hv identifie´s par
les vecteurs de poids u = (u1, . . . , ud)
⊤ et v = (v1, . . . , vd)
⊤. La performance de
chaque classifieur est mesure´e via la fonction de perte logistique ℓlog(·, ·) de´finie
pour tout classifieur line´aire hw identifie´ par le vecteur w ∈ Rd par :
∀x ∈ Rd, ℓ(hw(x), y) = log (1+ exp (−y〈w, x〉)) .
Afin de s’assurer que les deux classifieurs hu et hv ont tous les deux un risque
faible sur l’e´chantillon d’apprentissage e´tiquete´ S, ils sont appris conjointement
en minimisant le soft-maximum des deux risques empiriques :
log
[
exp
(
RℓS(hu)
)
+ exp
(
RℓS(hv)
)]
.
• Les deux classifieurs doivent eˆtre appris sur deux vues diffe´rentes. Elles sont
cre´e´es en divisant la repre´sentation originelle en deux sous-espace exclusifs. Plus
pre´cise´ment, pour chaque attribut identifie´ par l’indice i, au moins un des deux
classifieur doit admettre un poids nul pour la iie`me dimension. Pour ce faire, il
suffit de contraindre la re´solution du proble`me d’optimisation de sorte que :
d
∑
i=1
u2i v
2
i = 0.
• Dans la formulation d’origine du co-apprentissage, les deux vues doivent eˆtre
inde´pendantes sachant la classe. Pour relaˆcher cette restriction, CODA ve´rifie
la condition de ǫ-expandability [Balcan et al., 2004]. Intuitivement, deux classi-
fieurs capables d’apprendre l’un de l’autre doivent eˆtre confiants sur deux sous-
ensembles diffe´rents de donne´es non e´tiquete´es. Plus formellement, on note la
confiance d’un classifieur line´aire w pour un exemple x par :
cw(x) =
{
1 si la confiance de´passe un certain seuil,
0 sinon.
E´tant donne´s ǫ > 0, un e´chantillon non e´tiquete´ U, la condition de ǫ-expandability
est alors de´finie par :
∑
x∈U
[cu(x)c¯v(x) + c¯u(x)cv(x)] ≥ ǫmin
{
∑
x∈U
c¯u c¯v(x)
}
,
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ou` c¯w = 1− cw(x).
Le classifieur line´aire final appris est celui associe´ au vecteur de poids : w = u + v.
De plus, pour re´soudre le proble`me les auteurs ont ajoute´ une re´gularisation, note´e
reg(S,U,w) et base´e sur la norme 1, pour induire une parcimonie sur les attributs dont
les corre´lations sont oppose´es ou faibles sur les domaines. Le proble`me d’optimisation
a` re´soudre est alors le suivant :
min
w,u,v
log
(
exp
(
RℓS(u)
)
+ exp
(
RℓS(v)
))
+ reg(S,U,w),
s.c.
d
∑
i=1
u2i v
2
i = 0,
∑
x∈U
[cu(x)c¯v(x) + c¯u(x)cv(x)] ≥ ǫmin
{
∑
x∈U
c¯u c¯v(x)
}
,
w = u+ v.
Ce proble`me d’optimisation n’est pas convexe, cependant, il n’est pas sensible a` son
initialisation [Chen et al., 2011a]. Ainsi, il suffit de fixer ale´atoirement u et v puis de
l’optimiser avec une descente de gradient conjugue´ standard.
2.3.3 Validation des hyperparame`tres
Quelle que soit l’approche que l’on choisit de suivre, une proble´matique encore ou-
verte en adaptation de domaine est la se´lection ou la validation des diffe´rents hy-
perparame`tres des algorithmes. En effet, puisque nous supposons que le domaine
source et le domaine cible sont diffe´rents et, qu’en plus, nous avons peu ou pas
d’e´tiquette(s) cible(s), les processus de validation usuels, tels que la validation croise´e,
ne peuvent eˆtre applique´s. Notons que les re´cents travaux de [Geras et Sutton, 2013]
proposent une proce´dure de validation lorsque plusieurs domaines sources sont dis-
ponibles. Dans cette the`se, nous allons faire appel a` une validation dite circulaire
[Bruzzone et Marconcini, 2010] ou inverse [Zhong et al., 2010]. E´tant donne´s k sous-
ensembles 12 de l’e´chantillon e´tiquete´ source S et un algorithme d’adaptation de do-
maine, nous en utilisons k− 1 en tant qu’exemples d’apprentissage pour apprendre un
classifieur h avec cet algorithme. On e´tiquette ensuite l’e´chantillon cible non e´tiquete´ Tu
a` l’aide de h et on obtient un e´chantillon auto-e´tiquete´ T̂u = {(xti , h(xti))}m
t
u
i=1. Puis, on
re´-applique l’algorithme d’adaptation avec Su un e´chantillon source non e´tiquete´, T̂u
et l’e´chantillon cible e´tiquete´ T, lorsqu’il est disponible, pour apprendre le classifieur
inverse hr. En fait, on inverse le roˆle du domaine source et du domaine cible. Le classi-
fieur inverse hr est alors e´value´ sur le dernier ke`me sous-ensemble issu de l’e´chantillon
source S avec l’intuition que si l’adaptation est possible, alors on doit pouvoir “facile-
ment” passer d’un domaine a` l’autre graˆce a` l’adaptation. Nous illustrons ce principe
sur la figure 2.6.
12. On parle de k-folds en anglais.
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Figure 2.6 – Le processus de validation inverse. E´tape 1 : Apprendre avec adaptation le classifieur h.
E´tape 2 : Auto-e´tiqueter l’e´chantillon cible non e´tiquete´ avec h. E´tape 3 : Apprendre avec le meˆme algo-
rithme d’adaptation le classifieur inverse hr a` partir de l’e´chantillon source non e´tiquete´, de l’e´chantillon
cible auto-e´tiquete´ et de l’e´chantillon cible e´tiquete´ disponible. E´tape 4 : E´valuer hr sur l’e´chantillon
source e´tiquete´.
2.4 Synthe`se
L’adaptation de domaine est une taˆche complexe. En effet, si aucune information sur les
e´tiquettes cibles n’est disponible, il est ne´cessaire de supposer qu’il existe une relation
entre les domaines. Pour s’attaquer a` ce proble`me, une solution est alors de conside´rer
l’hypothe`se qu’il existe une relation forte entre les domaines. Un cas particulier est le
covariate shift pour lequel on suppose que la probabilite´ d’e´tiqueter un exemple par une
classe sachant l’exemple est la meˆme. Cependant, ce cas reste idylique et de nombreux
algorithmes s’inspirent de l’analyse classique qui se base sur une notion de divergence
entre les domaines, pour estimer dans quelle mesure nous sommes capables d’adapter.
Le principe ge´ne´ral d’un algorithme d’adaptation est alors d’apprendre un classifieur
performant tout en rapprochant les marginales selon cette divergence (par exemple en
projetant les donne´es dans un espace commun). Nous proposerons dans le chapitre
6 un algorithme base´ sur cette the´orie en cherchant a` rapprocher les domaines dans
l’espace de projection explicite de´fini par une fonction de similarite´ (ǫ,γ,τ)-bonne (dont
le principe en apprentissage supervise´ a e´te´ e´nonce´ en section 1.4.3). Ne´anmoins, le
cadre classique pre´sente´ en section 2.2 montre des inconve´nients puisque la divergence
conside´re´e peut eˆtre vue comme une analyse dans le pire cas : il est difficile d’optimiser
en meˆme temps la divergence et l’erreur source. Nous verrons en chapitre 7 comment
faire appel a` la the´orie PAC-Baye´sienne pour contourner les inconve´nients porte´s par
l’analyse classique.
La proble´matique ge´ne´rale de cette the`se repose sur l’apprentissage de vote de ma-
jorite´. Nous pre´sentons donc, dans le chapitre suivant, la the´orie PAC-Baye´sienne en
classification supervise´e qui, au contraire des approches pre´ce´demment pre´sente´es, se
focalise sur l’apprentissage de votes de majorite´ ponde´re´s sur un ensemble de votants
tels que des classifieurs ou des fonctions plus ge´ne´rales.
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D
ans ce chapitre, nous nous replac¸ons dans le cadre de l’apprentissage
supervise´ sans adaptation et nous nous focalisons sur la the´orie PAC-
Baye´sienne 1, introduite par [McAllester, 1999]. Cette the´orie, qui fournit un
champ de recherche important en the´orie de l’apprentissage, a pour but premier d’of-
frir des bornes en ge´ne´ralisation sur l’erreur de votes de majorite´ ponde´re´s sur une fa-
mille d’hypothe`ses H. Plus pre´cise´ment, les ingre´dients d’une borne PAC-Baye´sienne
sont :
• un e´chantillon d’apprentissage S dont les e´le´ments sont i.i.d. selon un domaine P
sur X×Y ;
• une distribution a priori π sur H qui mode´lise une certaine connaissance a priori,
c’est-a`-dire avant l’observation de S, sur la performance des hypothe`ses de H :
celles suppose´es les plus performantes, pour une certaine taˆche, verront leur pro-
babilite´ selon π plus e´leve´e ;
1. Le lecteur peut se re´fe´rer au tutoriel ICML 2012 : “PAC-Bayesian Analysis in Supervised, Unsupervised,
and Reinforcement” (people.kyb.tuebingen.mpg.de/seldin/ICML_Tutorial_PAC_Bayes.htm)
de Yevgeny Seldin, Franc¸ois Laviolette et John Shawe-Taylor.
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• une distribution a posteriori ρ sur H qui est apprise ou ajuste´e a` la lumie`re de l’in-
formation apporte´e par l’e´chantillon d’apprentissage S. Cette distribution permet
de de´finir le vote de majorite´ ponde´re´ : le poids d’un votant correspond a` sa pro-
babilite´ d’apparaıˆtre selon ρ.
En fait, la the´orie PAC-Baye´sienne tire son inspiration de la philosophie de l’infe´rence
baye´sienne mixe´e a` des techniques d’apprentissage statistique. En effet, l’infe´rence
baye´sienne 2 suppose une distribution a priori sur H, puis fait appel a` la re`gle de
Bayes pour infe´rer la distribution a posteriori en se basant sur la vraissemblance
des donne´es pour chaque hypothe`se. Les capacite´s en ge´ne´ralisation en infe´rence
baye´sienne pre´sument de la correcte de´finition de la distribution a priori, tandis qu’une
borne en ge´ne´ralisation PAC-Baye´sienne est vraie pour n’importe quel choix de dis-
tribution a priori. Concre`tement, l’analyse PAC-Baye´sienne e´tudie l’espe´rance, selon la
distribution ρ, des erreurs des votants. En ge´ne´ral, elle e´tudie l’erreur du classifieur
stochastique de Gibbs : il pre´dit l’e´tiquette d’un exemple x en tirant ale´atoirement se-
lon ρ une hypothe`se h dans l’ensemble H, puis en retournant h(x). La complexite´ de
la classe d’hypothe`ses est ici implicitement capture´e par la divergence de Kullback-
Leibler (note´e KL-divergence) entre les distributions a posteriori et a priori : elle permet
de cconside´rer une information sur la complexite´ de chaque hypothe`se contrairement
aux approches classiques. Finalement, si la distribution apprise ρ affecte une probabilite´
e´leve´e aux hypothe`ses de H suffisamment performantes et si ρ et π sont relativement
proches au sens de la KL-divergence, alors la borne sur l’erreur du classifieur de Gibbs
peut se montrer informative et pre´cise pour le vote de majorite´ sur H ponde´re´ par ρ.
De plus, en la spe´cialisant a` des espaces H approprie´s, a` des familles de distri-
butions a priori et a posteriori ade´quates ou a` des fonctions de perte spe´cifiques,
l’approche PAC-Baye´sienne permet de caracte´riser les capacite´s en ge´ne´ralisation
de me´thodes existantes. Nous pouvons citer en exemple, la borne PAC-Baye´sienne
prouve´e pour les SVM par [Langford et Shawe-Taylor, 2002] lorsque les distribu-
tions a priori et a posteriori suivent toutes deux une distribution normale (de
moyenne et variance diffe´rentes). En outre, l’e´tude empirique de [Langford, 2005]
a re´ve´le´ que cette borne est un estimateur pre´cis du risque des SVM que l’on
peut encore ame´liorer en prenant en compte une distribution a priori informative 3
[Ambroladze et al., 2006, Parrado-Herna´ndez et al., 2012]. Une telle analyse permet
d’obtenir de meilleures garanties que les analyses classiques. Signalons que les tra-
vaux de [Blanchard et Fleuret, 2007], avec le Occam’s Hammer, proposent une alterna-
tive inte´ressante a` la the´orie PAC-Baye´sienne, mais n’entrent pas dans le champ d’e´tude
de ce manuscrit.
Dans ce chapitre, nous introduisons tout d’abord, en section 3.1, les notions de vote
de majorite´ et de classifieur de Gibbs, ainsi que les liens qui les unissent. Puis nous
e´nonc¸ons en section 3.2 les bornes PAC-Baye´siennes classiques. Nous pre´sentons,
ensuite, deux algorithmes base´s sur la the´orie PAC-Baye´sienne. Le premier, PBGD
2. Pour plus d’information sur l’infe´rence baye´sienne, qui tire son nom du the´ore`me de Bayes, le
lecteur peut se re´fe´rer a` [Gelman et al., 2004].
3. Une distribution non-informative correspond, par exemple, a` la distribution uniforme.
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[Germain et al., 2009a] en section 3.3, optimise l’erreur du classifieur de Gibbs sur un
ensemble de classifieurs line´aires en minimisant une des bornes PAC-Baye´siennes. Le
second, MinCq [Laviolette et al., 2011a] en section 3.4, optimise directement l’erreur du
vote majorite´ en minimisant une borne qui relie e´troitement le classifieur de Gibbs et
le vote de majorite´.
3.1 Vote de majorite´ et classifieur stochastique de Gibbs
Nous nous plac¸ons dans le cadre classique de la the´orie PAC-Baye´sienne en classifica-
tion supervise´e binaire avec Y = {−1,+1}. Traditionnellement, on conside`re les votes
de majorite´ ponde´re´s construits a` partir d’un ensemble d’hypothe`ses H que l’on ap-
pelle les votants. E´tant donne´s une distribution a priori π sur H (que nous appelons
la distribution prior ou le prior) et un e´chantillon d’apprentissage S dont les e´le´ments
sont tire´s i.i.d. selon P, l’apprenant doit trouver la distribution a posteriori ρ sur H (que
nous appelons la distribution posterior ou le posterior) amenant au vote de majorite´
ρ-ponde´re´ Bρ(·) offrant les meilleures garanties en ge´ne´ralisation.
De´finition 3.1 (Vote de majorite´ ρ-ponde´re´) Soit H = {h1, . . . , hn} un ensemble de n votants de X
vers Y. Soit ρ une distribution sur H. Le vote de majorite´ ρ-ponde´re´ (parfois appele´ classifieur
de Bayes dans la litterature) Bρ(·) associe´ a` ρ est de´fini par :
∀x ∈ X, Bρ(x) = sign
[
E
h∼ρ
h(x)
]
= sign
[
∑
h∈H
ρ(h)h(x)
]
. (3.1)
Son erreur re´elle RP(Bρ) sur un domaine P sur X×Y est :
RP(Bρ) = E
(x,y)∼P
ℓ0−1
(
Bρ(x), y
)
= E
(x,y)∼P
I
(
Bρ(x) 6= y
)
.
L’erreur empirique estime´e sur un e´chantillon S dont les e´le´ments sont tire´s i.i.d. selon P est :
RS(Bρ) =
1
m ∑
(x,y)∈S
ℓ0−1
(
Bρ(x), y
)
.
L’objectif est donc de trouver la distribution posterior ρ telle que l’erreur re´elle RP(Bρ)
soit la plus faible possible. Cependant, la minimisation de cette erreur est connue pour
eˆtre NP-dure. Habituellement, RP(Bρ) est alors “remplace´e” par l’espe´rance selon ρ des
erreurs des votants de H : Eh∼ρ RP(h). Ce moyennage des erreurs correspond, en fait,
a` l’erreur du classifieur stochastique de Gibbs Gρ(·) associe´ a` la distribution posterior
ρ. Pour pre´dire l’e´tiquette d’un exemple x, Gρ(x) tire ale´atoirement un votant h dans
H selon ρ, puis renvoie h(x). L’erreur du classifieur de Gibbs est donc de´finie par :
RP(Gρ) = E
h∼ρ
RP(h).
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D’apre`s cette de´finition, il existe une relation triviale entre Bρ(·) et Gρ(·). En effet, si
Bρ(·) se trompe pour un exemple x, alors au moins la moitie´ des classifieurs selon ρ
commettent une erreur sur x. De ce fait, les erreurs RP(Bρ) et RP(Gρ) sont lie´es par la
relation suivante.
Proposition 3.1 Pour tout domaine P sur X×Y et pour toute distribution ρ sur H, on a :
RP(Bρ) ≤ 2RP(Gρ).
D’apre`s cette relation, une borne en ge´ne´ralisation sur l’erreur du classifieur de Gibbs
implique une majoration de l’erreur du vote de majorite´ a` un facteur 2 pre`s. Nous
verrons dans le chapitre 5 que ce facteur correspond, en fait, au nombre de classes
conside´re´es. Dans certaines situations, ce type de borne s’ave`re pre´cise : par exemple,
lorsque le classifieur de Gibbs admet une erreur faible, autrement dit que les erreurs in-
dividuelles sont, en moyenne, faibles. Cependant, ce facteur peut amener a` une borne
supe´rieure a` 1 : lorsque les erreurs sont en moyenne supe´rieures a` 0.5. Dans le cas
de classifieurs ayant une grande marge de se´paration, ce facteur peut ne´anmoins eˆtre
re´duit a` (1+ ǫ) (pour un petit ǫ positif) [Langford et Shawe-Taylor, 2002], mais cette
relation souffre des meˆme proble`mes que la pre´ce´dente : la situation RP(Bρ)≪ RP(Gρ)
reste fre´quente.
Toutefois, une relation — bien plus pre´cise — existe entre RP(Gρ) et RP(Bρ) : la C-borne
[Lacasse et al., 2007]. Elle lie l’erreur du vote de majorite´ a` la moyenne et la variance
de l’erreur du classifieur de Gibbs qui correspondent respectivement a` l’espe´rance des
erreurs et le de´saccord/la diversite´ des votants selon ρ. En ce sens, la borne est plus in-
formative mais plus complexe a` manipuler que la relation triviale de la proposition 3.1.
The´ore`me 3.1 (La C-borne de [Lacasse et al., 2007]) Pour toute distribution ρ sur un ensemble de
votants H, et pour tout domaine P sur X×Y, si RP(Gρ) ≤ 12 , alors on a :
RP(Bρ) ≤ C ρP ,
avec :
C
ρ
P = 1−
(
1− 2RP(Gρ)
)2
1− 2RD(Gρ,Gρ) ,
ou` RD(Gρ,Gρ) correspond aux de´saccords des votants selon ρ que l’on de´finit par :
RD(Gρ,Gρ) = E
h,h′∼ρ2
RD(h, h
′)
= E
h,h′∼ρ2
E
x∼D
I
(
h(x) 6= h′(x)) .
De´monstration. Voir en annexe B.3.
Nous reprendrons ce re´sultat en section 3.4, puis nous pre´senterons l’algorithme
MinCq [Laviolette et al., 2011a] qui en de´coule et qui permet d’apprendre un vote de
majorite´ ρ-ponde´re´ performant sur un ensemble de votants a` valeurs re´elles.
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Sachant que le vote de majorite´ et le classifieur de Gibbs sont e´troitement lie´s, borner
l’espe´rance des erreurs Eh∼ρ RP(h) = RP(Gρ) apparaıˆt pertinent. Ainsi, les bornes PAC-
Baye´siennes s’expriment en fonction de deux quantite´s principales : l’erreur empirique
du classifieur de Gibbs RS(Gρ) estime´e sur l’e´chantillon d’apprentissage S ∼ (P)m et
la KL-divergence entre la distribution posterior apprise ρ et la distribution prior π qui
est de´finie par :
KL(ρ‖π) = E
h∼ρ
ln
ρ(h)
π(h)
. (3.2)
Nous pouvons maintenant introduire la formulation ge´ne´rique du the´ore`me PAC-
Bayes dans sa version la plus simple, c’est-a`-dire celle s’appliquant a` l’erreur standard
mesure´e par la fonction de perte 0 − 1. Notons qu’en suivant le meˆme principe de
preuve, ce re´sultat peut-eˆtre e´tendu a` des mesures de risque plus complexes.
3.2 Le the´ore`me PAC-Bayes
3.2.1 Un the´ore`me qui englobe les autres
Dans la litte´rature, le the´ore`me PAC-Bayes se de´cline sous diffe´rentes versions en fonc-
tion de la mesure conside´re´e pour comparer l’erreur re´elle et son estimation empi-
rique. Les principales sont dues a` [McAllester, 1999, McAllester, 2003, Seeger, 2002,
Langford, 2005, Catoni, 2007]. Cependant, [Germain et al., 2009a] ont propose´ la for-
mulation ge´ne´rale suivante permettant de retrouver simplement ces versions de´ja`
connues, mais aussi de de´river de nouvelles bornes.
The´ore`me 3.2 (The´ore`me PAC-Bayes [Germain et al., 2009a]) Soit P un domaine sur X × Y, soit H
un ensemble de votants, soit S un e´chantillon dont les e´le´ments sont tire´s i.i.d. selon P. Alors
pour toute distribution prior π sur H, pour toute fonction convexe D : [0, 1]× [0, 1] 7→ R et
pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de l’e´chantillon ale´atoire
S ∼ (P)m, pour toute distribution posterior ρ sur H, on a :
D (RS(Gρ),RP(Gρ)) ≤ 1
m
[
KL(ρ‖π) + ln
(
1
δ
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h))
)]
.
De´monstration. Voir en annexe B.1.
Ce the´ore`me est valide pour toutes les distributions posterior ρ et, en particulier,
pour celle associe´e au meilleur vote de majorite´ ρ-ponde´re´. Il exprime les garanties
en ge´ne´ralisation en majorant l’e´cart entre la valeur re´elle RP(Gρ) et son estimateur
RS(Gρ). Cet e´cart se mesure via une fonction de comparaison D(·, ·). En outre, cette
borne de´pend de la KL-divergence entre le posterior et le prior, du nombre d’exemples
d’apprentissage m ainsi que de l’espe´rance pour tous les votants selon π et pour tous
les e´chantillons ale´atoires de taille m : E
S∼(P)m
E
h∼π
emD(RS(h),RP(h)). Ainsi, pour de´river une
borne en ge´ne´ralisation, il suffit de de´finir une fonction convexe D : [0, 1]× [0, 1] 7→ R,
puis de calculer ou de majorer (avec par exemple une ine´galite´ de concentration) :
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E
S∼(P)m
E
h∼π
emD(RS(h),RP(h)). C’est en suivant ce principe simple que l’on retrouve les
bonnes classiques e´nonce´es dans la section 3.2.3 en conside´rant des fonctions D(·, ·)
diffe´rentes.
Enfin, soulignons que le the´ore`me 3.2 a e´te´ e´tendu a` des fonctions de pertes plus
ge´ne´rales [Germain et al., 2009b] (autre qu’une fonction de perte line´aire en ρ). Nous
en verrons une illustration en section 3.4, ou` la perte conside´re´e est lie´e a` la notion de
marge du vote de majorite´.
3.2.2 Quelques mots sur la philosophie de la the´orie PAC-Baye´sienne
A` l’instar des bornes en ge´ne´ralisation pre´sente´es en section 1.3, l’approche PAC-
Baye´sienne exprime des garanties ve´rifiables avec une grande probabilite´ et qui
de´pendent de la fonction de perte conside´re´e. A` la diffe´rence des analyses VC et de
Rademacher (sections 1.3.1 et 1.3.2), la complexite´ est ici de´finie pour chaque votant
en fonction de leur probabilite´ a priori π(h) plutoˆt qu’une complexite´ globale sur l’en-
semble des votants. En ce sens, la borne conside`re les votants tire´s ale´atoirement se-
lon la distribution posterior ρ (on parle parfois de borne “en moyenne”) et de´pend
donc de la divergence entre les “complexite´s” individuelles ρ(h) et π(h) capture´es
par KL(ρ‖π). Au contraire des approches classiques, mais a` l’image de l’infe´rence
baye´sienne, cette divergence permet d’incorporer explicitement une connaissance a
priori sur chacun des votants : plus le posterior est proche du prior, plus la borne
sera pre´cise. De´finir une “bonne” distribution prior est donc un proble`me perti-
nent et important en the´orie PAC-Baye´sienne. Dans la litte´rature, diffe´rentes ap-
proches existent pour apprendre le prior a` partir d’un sous-e´chantillon des donne´es
afin d’obtenir des bornes plus pre´cises 4 [Ambroladze et al., 2006, Germain et al., 2009a,
Parrado-Herna´ndez et al., 2012]. Par ailleurs, bien que le domaine P soit inconnu, il
est possible, dans certaine situation, d’estimer la valeur de KL(ρ‖π) [Catoni, 2003,
Langford, 2005, Lever et al., 2010, Lever et al., 2013]. Nous en verrons une illustration
en section 3.3. De plus, lorsque le prior reste complexe a` calculer, une astuce e´le´gante
[Laviolette et al., 2011a], pre´sente´e en section 3.4, permet de s’affranchir de la mesure
de complexite´, simplifiant alors la de´rivation d’algorithmes. Enfin, nous verrons dans
le chapitre 4 que cette astuce peut eˆtre combine´e a` un a priori informatif a` des fins al-
gorithmiques. Ces approches permettent d’obtenir des bornes parfois tre`s pre´cises en
limitant ou supprimant l’importance du terme de complexite´.
Signalons que les re´sultats classiques sont valides, d’une part, lorsque les
donne´es sont inde´pendemment et identiquement distribue´es selon P et, d’autre
part, lorsque les votants sont inde´pendants des donne´es d’apprentissage. Si
les donne´es ne sont pas i.i.d. selon P, nous pouvons nous re´fe´rer aux tra-
vaux de [Ralaivola et al., 2010, Lever et al., 2010, Lever et al., 2013]. Si les votants
de´pendent des donne´es, une solution est de faire appel aux re´sultats propose´s
par [Graepel et al., 2005, Laviolette et Marchand, 2007, Germain et al., 2011] qui
4. Puisque minimiser KL(ρ‖π) revient a` rapprocher le posterior du prior au sens de la KL-divergence.
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ge´ne´ralisent la the´orie PAC-Baye´sienne aux sche´mas de compression (voir le cha-
pitre 4 pour un exemple de borne PAC-Baye´sienne dans une telle situation). Fina-
lement, la the´orie PAC-Baye´sienne de´montre aussi son inte´reˆt dans de nombreux
proble`mes d’apprentissage automatique, tels que la classification a` sortie structure´e
[Gigue`re et al., 2013], le clustering [Seldin et Tishby, 2010, Higgs et Shawe-Taylor, 2010]
ou l’apprentissage par renforcement [Seldin et al., 2012].
3.2.3 Les bornes PAC-Baye´siennes classiques
Nous de´taillons maintenant comment retrouver les trois versions classiques du
the´ore`me PAC-Bayes a` partir du the´ore`me ge´ne´ral 3.2. Concre`tement, il suffit d’ap-
pliquer ce the´ore`me a` des fonctions de comparaison D(·, ·) diffe´rentes.
Tout d’abord, si l’on conside`re la KL-divergence entre des distributions de Bernoulli
avec une probabilite´ de succe`s a et d’e´chec b, on obtient une borne un peu plus pre´cise
et similaire a` celle propose´e par [Seeger, 2002, Langford, 2005]. Ainsi, en appliquant le
the´ore`me 3.2 avec D(a, b) = kl(a‖b) = a ln ab + (1− a) ln 1−a1−b , on a :
Corollaire 3.1 ([Seeger, 2002, Langford, 2005]) Soit P un domaine sur X × Y, soit H un ensemble
de votants, soit S un e´chantillon de m e´le´ments tire´s i.i.d. selon P. Alors pour toute distribution
prior π sur H et pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de
l’e´chantillon ale´atoire S ∼ (P)m, pour toute distribution posterior ρ sur H, on a :
kl
(
RS(Gρ),RP(Gρ)
) ≤ 1
m
[
KL(ρ‖π) + ln ξ(m)
δ
]
,
ou` ξ(m) =
m
∑
k=0
(
m
k
)(
k
m
)k (
1− k
m
)m−k
≤ m+ 1.
La version de [Seeger, 2002, Langford, 2005] est obtenue en remplac¸ant ξ(m) par sa
majoration m+ 1.
De´monstration du corollaire 3.1. 5 On applique le the´ore`me 3.2 avec D (a, b) = kl (a, b),
puis on majore E
S∼(P)m
E
h∼π
emD(RS(h),RP(h)) :
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h)) = E
h∼π
E
S∼(P)m
(
RS(h)
RP(h)
)mRS(h) (1− RS(h)
1− RP(h)
)m(1−RS(h))
= E
h∼π
m
∑
k=0
Pr
S∼(P)m
(
RS(h) =
k
m
)(
k/m
RP(h)
)k ( 1− k/m
1− RP(h)
)m−k
=
m
∑
k=0
(
m
k
)(
k
m
)k (
1− k
m
)m−k
= ξ(m)
≤ m+ 1.
La dernie`re ligne est obtenue car :
ξ(m) ≤ E
h∼π
m
∑
i=0
1 = E
h∼π
(m+ 1) = m+ 1.
5. Une preuve similaire a e´te´ propose´e par [Banerjee, 2006].
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Cette version du the´ore`me PAC-Bayes offre une borne pre´cise, en particulier pour
des erreurs empiriques faibles, mais ne´anmoins difficile a` interpre´ter a` cause du
terme : kl
(
RS(Gρ),RP(Gρ)
)
. En effet, contrairement aux bornes en ge´ne´ralisation
pre´sente´es dans la section 1.3, RP(Gρ) n’est pas explicitement borne´e par l’erreur
empirique RS(Gρ). Son optimisation a` des fins algorithmiques n’apparaıˆt donc pas
aise´e en ge´ne´ral. En ce sens, la version “historique” de [McAllester, 1999], obtenue en
conside´rant la relation line´aire : D(a, b) = 2(a − b)2, s’interpre`te plus facilement car
elle borne explicitement l’e´cart entre les erreurs re´elle et empirique, mais s’ave`re moins
pre´cise.
Corollaire 3.2 Soit P un domaine sur X × Y, soit H un ensemble de votants, soit S un e´chantillon
de m e´le´ments tire´s i.i.d. selon P.. Alors pour toute distribution prior π sur H et pour tout δ ∈
(0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de l’e´chantillon ale´atoire S ∼ (P)m,
pour toute distribution posterior ρ sur H, on a :(
RS(Gρ)− RP(Gρ)
)2 ≤ 1
2m
[
KL(ρ‖π) + ln ξ(m)
δ
]
,
ou` ξ(m) =
m
∑
k=0
(
m
k
)(
k
m
)k (
1− k
m
)m−k
≤ m+ 1.
De´monstration. La borne est de´rive´e du corollaire 3.1 graˆce a` l’ine´galite´ de Pinkser :
2(a− b)2 ≤ kl(a‖b).
Notons qu’il existe e´galement une preuve “alternative”, en trois e´tapes, de cette borne
qui se base sur l’ine´galite´ de Hoeffding 6 [McAllester, 2003] et que nous utiliserons dans
le chapitre 5.
Que ce soit le corollaire 3.1 ou le corollaire 3.2, le compromis entre la KL-divergence
et le risque empirique ne peut eˆtre controˆle´ explicitement. L’approche propose´e par
[Catoni, 2007] est hyperparame´tre´e et permet ce controˆle. Soit la fonction convexe
F (b) = ln 1
1−b[1−exp(−C)] , cette borne se de´rive en posant D(a, b) = F (b) − Ca, avec
C > 0 un parame`tre de re´gularisation.
Corollaire 3.3 ([Catoni, 2007]) Soit P un domaine sur X×Y, soit H un ensemble de votants, soit S
un e´chantillon de m e´le´ments tire´s i.i.d. selon P. Alors pour toute distribution prior π sur H,
pour tout re´el C > 0 et pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix
de l’e´chantillon ale´atoire S ∼ (P)m, pour toute distribution posterior ρ sur H, on a :
RP(Gρ) ≤ 1
1− e−C
{
1− exp
(
−
[
CRS(Gρ) +
1
m
(
KL(ρ‖π) + ln 1
δ
)])}
. (3.3)
De´monstration. Voir en annexe B.2.
Si C = 1√
m
, cette borne devient consistante : lorsque m tend vers +∞, la borne tend
vers 1× [RS(Gρ) + 0].
6. L’ine´galite´ de Hoeffding est e´nonce´e dans le the´ore`me A.1 en annexe A.
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Similairement a` la borne de McAllester du corollaire 3.2, la borne sur l’erreur re´elle
RP(Gρ) est explicitement lie´e a` la somme de son estimateur RS(Gρ) et de KL(ρ‖π).
D’un point de vue pratique, l’hyperparame`tre C a l’avantage de ponde´rer l’importance
de l’estimateur RS(Gρ) face a` la complexite´ KL(ρ‖π). En effet, e´tant donne´ C > 0,
optimiser la borne (3.3) revient a` trouver la distribution ρ qui minimise : CmRS(Gρ) +
KL(ρ‖π). Notons que les bornes Langford-Seeger du corollaire 3.1 et de Catoni du
corollaire 3.3 coı¨ncident en une valeur de C qui correspond a` :
Proposition 3.2 ([Lacasse, 2010]) Pour tout 0 ≤ RS(Gρ) ≤ RP(Gρ) < 1, on a :
max
C≥0
{− ln (1− RS(Gρ) [1− exp (−C)])− CRP(Gρ)} = kl(RS(Gρ),RP(Gρ)).
Enfin, comme nous allons le voir dans la section 3.3, si ρ est une gaussienne isotrope
sur l’espace des classifieurs line´aires, cette minimisation (sans information a priori)
est e´troitement lie´e a` celle du proble`me associe´ aux SVM. L’algorithme PBGD qui en
de´coule a e´te´ propose´ par [Germain et al., 2009a] et exploite ces re´sultats.
3.3 PBGD : Un algorithme de minimisation du the´ore`me PAC-
Bayes spe´cialise´ aux classifieurs line´aires
Supposons maintenant que H est un ensemble de classifieurs line´aires
h(x) = sign (〈v, x〉) avec v ∈ Rd un vecteur de poids. En restreignant les distri-
butions prior et posterior base´es sur des gaussiennes, [Langford et Shawe-Taylor, 2002,
Ambroladze et al., 2006, Parrado-Herna´ndez et al., 2012] ont spe´cialise´ la the´orie PAC-
Baye´sienne pour borner l’erreur re´elle de tout classifieur line´aire identifie´ par un
vecteur de poids w. Plus pre´cise´ment, on conside`re un prior π0 et un posterior ρw
de´finis comme une gaussienne sphe´rique de matrice de covariance e´gale a` l’iden-
tite´ centre´e respectivement sur les vecteurs 0 et w. Plus formellement, pour tout
h = sign (〈v, x〉) issu de H, on a :
π0(h) =
(
1√
2Π
)d
exp
(
−1
2
‖v‖2
)
,
ρw(h) =
(
1√
2Π
)d
exp
(
−1
2
‖v−w‖2
)
.
L’erreur re´elle du classifieur de Gibbs Gρw(·) sur un domaine P est alors donne´e par :
RP(Gρw) = E
(x,y)∼P
E
h∼ρw
I(h 6= y)
= E
(x,y)∼P
ℓErf
(
Gρw(x), y
)
,
ou` :
ℓErf
(
Gρw(x), y
)
=
1
2
[
1− Erf
(
1√
2
y〈w, x〉
‖x‖
)]
,
et Erf(a) = 2√
Π
∫ a
0 exp
(−t2) dt est la fonction d’erreur de Gauss. Dans cette situation,
la KL-divergence entre ρw et π0 devient simplement :
KL(ρw‖π0) = 1
2
‖w‖2,
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et le corollaire 3.1 se spe´cialise a` :
Corollaire 3.4 ([Langford, 2005]) Soit P un domaine sur X × Y, soit H un ensemble de classifieurs
line´aires, soit S un e´chantillon de m e´le´ments tire´s i.i.d. selon P. Alors pour toute distribution
prior π sur H et pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de
l’e´chantillon ale´atoire S ∼ (P)m, pour tout vecteur posterior w ∈ Rd, on a :
kl
(
RS(Gρw)‖RP(Gρw)
)
≤ 1
m
[
1
2
‖w‖2 + ln m+ 1
δ
]
. (3.4)
Notons, que [Jin et Wang, 2012] ont e´tendu ce re´sultat en prenant en compte la dimen-
sion d de l’espace de description X ∈ Rd. La borne obtenue est :
kl
(
RS(Gρw)‖RP(Gρw)
)
≤ 1
m
[
d
2
ln
(
1+
‖w‖2
d
)
+ ln
m+ 1
δ
]
. (3.5)
Cette borne est monotone croissante en fonction de d. De plus, la borne (3.5) est
plus pre´cise que (3.4) lorsque d est fini. Notons que les deux bornes tendent a eˆtre
e´quivalentes lorsque d tend vers +∞.
A` la manie`re du corollaire 3.4, la borne de Catoni du corollaire 3.3 se re´e´crit :
Corollaire 3.5 Soit P un domaine sur X×Y, soit H un ensemble de classifieurs line´aires, soit S un
e´chantillon de m e´le´ments tire´s i.i.d. selon P. Alors pour toute distribution prior π sur H, pour
tout re´el C > 0 et pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de
l’e´chantillon ale´atoire S ∼ (P)m, pour tout vecteur posterior w ∈ Rd, on a :
RP(Gρw) ≤
1
1− e−C
[
CRS(Gρw) +
1
2‖w‖2 + ln 1δ
m
]
. (3.6)
En se basant sur cette spe´cialisation, [Germain et al., 2009a] ont propose´ d’optimiser les
bornes (3.4) et (3.6) pour apprendre une distribution ρw performante. Nous pre´sentons
uniquement 7 l’approche visant a` minimiser la borne (3.6) (a` la “Catoni”) permettant
de controˆler le compromis erreur empirique/complexite´.
E´tant donne´s un e´chantillon d’apprentissage S = {(xi, yi)}mi=1 dont les e´le´ments sont
i.i.d selon P et un hyperparame`tre C > 0, la recherche du classifieur line´aire ide´al
s’exprime par le proble`me d’optimisation suivant :
min
w
CmRS(Gρw) +KL(ρw‖π0) ⇐⇒ minw C
m
∑
i=1
ℓErf
(
Gρw(xi), yi
)
+
1
2
‖w‖2. (3.7)
Concre`tement, re´soudre ce proble`me est e´quivalent a` rechercher le meilleur compromis
entre le risque empirique, mesure´ via la fonction de perte ℓErf(·, ·), et la complexite´ du
classifieur line´aire appris, exprime´e par le re´gularisateur ‖w‖2. L’algorithme, nomme´
PBGD3, re´alise une descente de gradient pour trouver le vecteur de poids optimal.
Notons que l’astuce du noyau pre´sente´e en section 1.4.2 peut aise´ment eˆtre applique´e
a` PBGD3. Finalement, a` la fonction de perte pre`s, le proble`me (3.7) est tre`s proche du
proble`me d’optimisation des SVM (voir l’e´quation (1.7) pour rappel).
7. PBGD1 et PBGD2 ont e´te´ de´veloppe´s pour minimiser la borne du corollaire 3.4, c’est-a`-dire sans
parame`tre de compromis. Pour plus de de´tails le lecteur peut se re´fe´rer a` l’article [Germain et al., 2009a].
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Figure 3.1 – Comportement des fonctions ℓErf(·) et ℓErfcvx(·).
En pratique, la fonction objectif de PBGD3 n’est pas convexe. L’imple´mentation de la
descente de gradient requiert donc de nombreux rede´marrages. Cependant, dans ce
manuscrit, nous remplacerons la fonction de perte ℓErf(·, ·) par sa relaxation convexe
(illustre´e sur la figure 3.1) :
ℓErfcvx
(
Gρw(x), y
)
=

1
2
− 1√
2Π
y〈w, xi〉
‖xi‖ si
y〈w,xi〉
‖xi‖ ≤ 0,
ℓErf
(
Gρw(x), y
)
sinon.
En effet, il est empiriquement constate´ que cette relaxation implique des performances
similaires tout en e´tant plus rapide.
Malgre´ ses bons re´sultats empiriques, PBGD3 montre deux inconve´nients. D’une part,
il est spe´cifique aux classifieurs line´aires : la KL-divergence peut eˆtre difficile a` calculer
si les distributions ρ et π ne sont pas des Gaussiennes. D’autre part, il se focalise sur la
minimisation de l’erreur du classifieur stochastique de Gibbs alors qu’en ge´ne´ral nous
nous inte´ressons au vote de majorite´. Cependant, ces spe´cificite´s vont nous permettre
de proposer, dans le chapitre 7, le premier algorithme PAC-Baye´sien pour le proble`me
de l’adaptation de domaine lorsque les donne´es de test sont tire´es i.i.d selon un do-
maine diffe´rent des donne´es d’apprentissage.
Nous allons maintenant e´tudier un algorithme qui, quant a` lui, optimise directement
l’erreur du vote de majorite´ via la C-borne du the´ore`me 3.1 sur un ensemble de votants
quelconques (a` valeurs re´elles).
3.4 MinCq : Un algorithme de minimisation de l’erreur du vote
de majorite´
La the´orie PAC-Baye´sienne et, par la meˆme occasion, PBGD3 se concentrent sur l’er-
reur du classifieur de Gibbs. Or, en pratique, notre objectif est plutoˆt d’apprendre un
vote de majorite´ performant. C’est pourquoi, [Laviolette et al., 2011a] se sont focalise´s
directement sur la minimisation de l’erreur du vote de majorite´ ρ-ponde´re´. Sachant
que la C-borne de [Lacasse et al., 2007], pre´sente´e dans le the´ore`me 3.1, est un bon es-
timateur de cette erreur, l’optimiser apparaıˆt eˆtre une bonne strate´gie. Pour ce faire,
les auteurs l’ont, tout d’abord, ge´ne´ralise´e a` un ensemble de votants a` valeurs re´elles,
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puis ont de´montre´ que sa minimisation empirique revient a` re´soudre un programme
quadratique simple, justifie´e par une borne PAC-Baye´sienne sans terme de complexite´
KL(ρ‖π).
3.4.1 La C-borne : une majoration de l’erreur du vote de majorite´ sur un ensemble
de votants re´els
Nous supposons maintenant que H = {h1, . . . , h2n} est un ensemble de 2n votants a`
valeurs re´elles : ∀j ∈ {1, . . . , 2n}, hj : X 7→ R. Puisque nous sommes en classifica-
tion binaire avec Y = {−1,+1}, la de´finition du vote de majorite´ Bρ(·) reste identique
et celle du classifieur de Gibbs est le´ge`rement modifie´e : on ne renvoie plus directe-
ment h(x), mais sign (h(x)). La ge´ne´ralisation de la C-borne a` des votants re´els repose
simplement sur le lien qu’il existe entre l’erreur RP(Bρ) et la confiance de Bρ(·) en
son e´tiquetage, mode´lise´e par la notion suivante de ρ-marge. Cette relation permet
de de´finir la C-borne en fonction des premier et second moments statistiques de la
ρ-marge [Laviolette et al., 2011a].
De´finition 3.2 (ρ-marge) La ρ-marge de Bρ(·) mesure´e sur un exemple (x, y) est :
Mρ(x, y) = y E
h∼ρ
h(x).
Soit P un domaine sur X×Y. Le premier momentMρP de la ρ-marge sur P est :
MρP = E
(x,y)∼P
Mρ(x, y)
= E
h∼ρ
E
(x,y)∼P
yh(x),
alors que le second momentMρ2P de la ρ-marge sur P est de´fini ainsi :
Mρ2P = E
(x,y)∼P
(Mρ(x, y))2
= E
(h,h′)∼ρ2
E
(x,y)∼P
h(x)h′(x).
Les premier et second moments empiriques MρS et Mρ
2
S estime´s sur un e´chantillon S ∼ (P)m
sont :
MρS =
1
m
m
∑
i=1
Mρ(xi, yi), et Mρ
2
S =
1
m
m
∑
i=1
(Mρ(xi, yi))2 .
D’apre`s cette de´finition, Bρ(·) classe correctement un exemple (x, y) lorsque sa ρ-marge
est strictement positive :
RP(Bρ) = Pr
(x,y)∼P
(Mρ(x, y) ≤ 0) . (3.8)
Cette e´galite´ permet de de´river simplement la version suivante de la C-borne en ap-
pliquant l’ine´galite´ de Cantelli-Chebitchev 8 sur la variable ale´atoire Mρ(x, y). Notons
que dans le chapitre 5, nous ge´ne´raliserons ce re´sultat au cadre multiclasse.
8. L’ine´galite´ de Cantelli-Chebitchev est e´nonce´e dans le the´ore`me A.2 en annexe A.
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The´ore`me 3.3 (C-borne de [Laviolette et al., 2011a]) Pour toute distribution ρ sur un ensemble de
votants a` valeurs re´elles H et pour tout domaine P sur X × Y, si le premier moment est
strictement positif,MρP > 0, alors on a :
RP(Bρ) ≤ C ρP ,
avec :
C
ρ
P =
Var(x,y)∼PMρ(x, y)
E(x,y)∼P (Mρ(x, y))2
.
= 1−
(MρP)2
Mρ2P
.
Nous notons C
ρ
S = 1− (
MρS)
2
Mρ2S
son estimation sur l’e´chantillon S ∼ (P)m.
De´monstration. Voir en annexe B.3.
Cette version ge´ne´ralise bien le premier re´sultat du the´ore`me 3.1, puisque trivialement
si les votants sont binaires, c’est-a`-dire si pour tout h issu de H, h : X 7→ {−1,+1}, on
a :
MρP = 1− 2RP(Gρ) , et Mρ
2
P = 1− 2RP(Gρ,Gρ).
La C-borne est en fait connue pour eˆtre un estimateur pre´cis de l’erreur du vote ma-
jorite´ [Lacasse et al., 2007], sa minimisation est donc une solution naturelle pour ap-
prendre une distribution ρ menant a` un vote de majorite´ ρ-ponde´re´ Bρ(·) d’erreur
re´elle faible. Pour justifier cette strate´gie, [Laviolette et al., 2011a] ont de´rive´ une borne
en ge´ne´ralisation PAC-Baye´sienne sur C
ρ
P sans terme de complexite´ KL(ρ‖π), portant
sur la notion de marge (et non plus celle d’erreur).
3.4.2 De la C-borne a` l’algorithme MinCq
Pour s’affranchir du terme KL(ρ‖π), on se focalise sur des distributions ρ quasi-
uniformes de´finies sur un ensemble auto-comple´mente´ de 2n votants H =
{h1, . . . , h2n}. Plus formellement, pour tout j ∈ {1, . . . , n}, on suppose :
hj+1 = −hj (auto-comple´mentation), (3.9)
ρ(hj) + ρ(hj+n) =
1
n
(quasi-uniformite´). (3.10)
Ces hypothe`ses permettent de caracte´riser les situations pour lesquelles on suppose
le meˆme a priori sur chaque couple de votants (hj, hj+n) (le prior π est non informatif
puisqu’il affecte la meˆme importance a` chaque couple) et n’impliquent donc pas une
trop forte restriction. De plus, les distributions quasi-uniformes sur un ensemble auto-
comple´mente´ re´ve`lent deux avantages.
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• D’une part, nous verrons que ces hypothe`ses nous permettrons de s’affranchir
de la KL-divergence (ce terme, parfois difficile a` optimiser, peut amener a` une
mauvaise re´gularisation).
• D’autre part, cette contrainte peut eˆtre vue comme une re´gularisation donnant
le meˆme a priori a` chaque couple de votants et fournit une solution concre`te et
naturelle au sur-apprentissage.
D’apre`s le the´ore`me 3.3, la borne en ge´ne´ralisation est obtenue en prenant la minora-
tion (respectivement la majoration) deMρP et la majoration (respectivement la minora-
tion) deMρ2P du the´ore`me suivant.
The´ore`me 3.4 ([Laviolette et al., 2011a]) Soit P un domaine sur X × Y, soit H un ensemble auto-
comple´mente´ de votants re´els tel que : ∀h ∈ H, |hj(x) ≤ B.Soit m ≥ 8, soit S un e´chantillon
de m e´le´ments i.i.d. selon P. Alors pour toute distribution prior π surH et pour tout δ ∈ (0, 1],
avec une probabilite´ d’au moins 1− δ sur le choix de l’e´chantillon ale´atoire S ∼ (P)m, pour
toute distribution posterior ρ sur H, on a :
∣∣MρP −MρS∣∣ ≤ 2B
√
ln 2
√
m
δ√
2m
, et
∣∣∣Mρ2P −Mρ2S ∣∣∣ ≤ 2B2
√
ln 2
√
m
δ√
2m
.
Principe de la de´monstration (la preuve comple`te est disponible dans [Laviolette et al., 2011b]). On suit
le meˆme princique que la preuve du corollaire 3.2 en posant : D(a, b) = 1
2B2
(a − b)2.
Les principales diffe´rences sont :
• On conside`re a =MρS et b =MρP au lieu de RS(Gρ) et RP(Gρ).
• H est un ensemble auto-comple´mente´ de votants re´els tel que ∀h ∈ H, |h(x)| ≤ B.
Une distribution sur H est quasi-uniforme si pour tout h issu de H, on a :
ρ(h) + ρ(−h) = π(h) + π(−h)
=
1
n
. (3.11)
De plus, en posant :
MhP = E
(x,y)∼P
yh(x), et MhS =
1
m ∑
(x,y)∈S
yh(x),
cela implique :
M−hP = −MhP.
Ainsi : (
M−hS −M−hP
)2
=
(
−MhS −
(
−MhP
))2
=
(
MhS −MhP
)2
.
Finalement, pour passer de la distribution π a` ρ, on regroupe les termes par
couples (h,−h), puis il suffit de remplacer π(h) + π(−h) par ρ(h) + ρ(−h) en
utilisant l’e´quation 3.11. Cette e´quation implique alors KL(ρ‖π) = 0.
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• On applique le lemme de Maurer, e´nonce´ dans le lemme A.1 en annexe A, pour
majorer la partie droite de la borne par 2
√
m, pour m ≥ 8.
Les hypothe`ses de quasi-uniformite´ et d’auto-comple´mentation n’impliquent pas
de perte d’expressivite´. Ceci fournit a` cette approche des proprie´te´s extreˆmement
e´le´gantes. Cet aspect est formalise´ par la proposition suivante.
Proposition 3.3 ([Laviolette et al., 2011a]) Pour tout µ ∈ (0, 1] et pour toute distribution ρ sur H
associe´e a` une ρ-marge empiriqueMρS ≥ µ, il existe une distribution quasi-uniforme ρ′ sur H
de ρ′-marge empirique e´gale a` µ, telle que ρ et ρ′ induisent le meˆme vote de majorite´ ponde´re´ et
la meˆme valeur empirique de la C-borne, c’est-a`-dire :
Mρ′S = µ, Bρ′ = Bρ, CρS = CρS, et Cρ
′
P = C
ρ
P.
En se basant sur les the´ore`mes 3.3, 3.4 et sur la proposition 3.3, ainsi que pour e´viter
les instabilite´s nume´riques dues a` la forme inde´termine´e “00”, [Laviolette et al., 2011a]
proposent de minimiser la C-borne empirique sous la contrainte MρS = µ, ou autre-
ment dit en fixant la valeur de la marge a` atteindre.
Soit un e´chantillon d’apprentissage S constitue´ de m e´le´ments tire´s i.i.d. selon P, soit H
un ensemble auto-comple´mente´, soit µ > 0. Graˆce a` la quasi-uniformite´, trouver la dis-
tribution posterior ρ sur H minimisant la C-borne est e´quivalent a` trouver le vecteur
de poids ρ = (ρ1, . . . , ρn)
⊤ (ou` ρi = ρ(hi)) qui minimise le programme quadratique
simple suivant en ne mettant uniquement en jeu que les n premiers votants de H.
min
ρ
ρ⊤MSρ−AS⊤ρ,
s.c. mS
⊤ρ =
µ
2
+
1
2nm
n
∑
j=1
m
∑
i=1
yihj(xi),
∀j ∈ {1, . . . , n}, 0 ≤ ρj ≤ 1
n
,
(3.12)
ou` MS est la matrice n× n dont les e´le´ments d’indices (j, j′) sont de´finis par :
1
m
m
∑
i=1
hj(xi)hj′(xi),
et :
mS =
(
1
m
m
∑
i=1
yih1(xi), . . . ,
1
m
m
∑
i=1
yihn(xi)
)⊤
,
AS =
(
1
nm
m
∑
i=1
n
∑
j=1
h1(xi)hj(xi), . . . ,
1
nm
m
∑
i=1
n
∑
j=1
hn(xi)hj(xi)
)⊤
.
Re´soudre ce proble`me revient a` minimiser le de´nominateurMρ2S , c’est-a`-dire le second
moment de la ρ-marge (fonction objectif) — sous les contraintes MρS = µ (premie`re
contrainte), c’est-a`-dire le premier moment est fixe´, et ρ est quasi-uniforme (seconde
contrainte). Finalement le vote de majorite´ ρ-ponde´re´ appris est :
Bρ(x) = sign
[
n
∑
j=1
(
2ρj − 1
n
)
hj(x)
]
.
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Version 2D (RS(Gρ),RP(Gρ)) E
S∼(P)m
E
h∼π
emD(RS(h),RP(h)) spe´cificite´s
McAllester
(
RS(Gρ)− RP(Gρ))
)2 ≤ m+ 1 relation line´aire
Seeger kl
(
RS(Gρ),RP(Gρ)
) ≤ m+ 1 plus pre´cise que
celle de McAllester
Catoni ln
1
1−RP(Gρ) [1−exp(−C)]−CRS(Gρ) = 1 parame´tre´e, C > 0
Table 3.1 – Re´sume´ des spe´cificite´s des trois versions classiques du the´ore`me PAC-Bayes.
Cet algorithme a montre´ de bons re´sultats sur des votes de stumps et de noyaux gaus-
siens avec un prior non informatif. Cependant, la borne PAC-Baye´sienne du the´ore`me
3.4 n’est pas valide dans ce cas, car les votants sont de´finis a` partir des exemples d’ap-
prentissage (on parle alors de sche´ma de compression [Floyd et Warmuth, 1995]).
En ayant pour objectif de combiner diffe´rents classifieurs (ou re´gresseurs), nous allons
proposer une ame´lioration de MinCq de deux manie`res dans le chapitre 4. Tout d’abord
nous ge´ne´raliserons la contrainte de quasi-uniformite´ a` une contrainte nous permettant
de mode´liser la connaissance a priori sur la pertinence des votants. Puis nous e´tendrons
le the´ore`me 3.4 aux sche´mas de compression PAC-Baye´siens [Graepel et al., 2005]
(lorsque les votants de´pendent des donne´es d’apprentissage). Pour ce faire, nous sui-
vrons l’intuition donne´e dans [Laviolette et al., 2011a] en faisant appel aux techniques
de [Laviolette et Marchand, 2007].
3.5 Synthe`se
Nous avons introduit les bases de la the´orie PAC-Baye´sienne qui offre des garanties en
ge´ne´ralisation pour des votes de majorite´ sur un ensemble d’hypothe`ses H. Contrai-
rement aux approches classiques pre´sente´es en section 1.3, cette the´orie a` l’avantage
de directement conside´rer un moyennage sur H selon une distribution ρ plutoˆt que
de se focaliser sur chacune des hypothe`ses. Comme illustre´ dans la table 3.1, l’aspect
ge´ne´rique du the´ore`me PAC-Bayes permet de conside´rer diffe´rentes mesures de com-
paraison entre valeur re´elle et estimation du risque, en fonction du proble`me qui nous
inte´resse. Finalement, nous pensons que cette the´orie PAC-Baye´sienne offre un cadre
the´orique naturel et e´le´gant pour le proble`me de l’apprentissage de vote de majorite´
sur des classifieurs qui est au cœur de ce me´moire. Tout d’abord, dans le chapitre 4
suivant, nous e´tendons MinCq, d’une part, pour qu’il conside`re un a priori informa-
tif, d’autre part, a` des votants de´pendants des donne´es. Nous en montrons aussi son
inte´reˆt pour combiner diffe´rents types de fonctions. Ensuite, dans le chapitre 5 nous
nous concentrerons sur la classification multiclasse. Nous de´montrerons la premie`re
borne PAC-Baye´sienne sur la matrice de confusion, puis nous ge´ne´raliserons la C-
borne au multiclasse. Enfin, dans le chapitre 7, nous proposerons la premie`re analyse
PAC-Baye´sienne pour le proble`me de l’adaptation de domaine que nous avons pre´sente´
dans le chapitre pre´ce´dent.
Deuxie`me partie
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A
pre`s avoir introduit dans la premie`re partie du me´moire les notions qui nous
seront utiles tout au long de cette the`se, nous pre´sentons dans ce quatrie`me
chapitre, notre premie`re contribution : une ge´ne´ralisation de l’algorithme
MinCq [Laviolette et al., 2011a] pour contrer les limitations e´nonce´es en section 3.4.
Nous rappelons que cet algorithme e´le´gant trouve sa source dans la the´orie PAC-
Baye´sienne du chapitre pre´ce´dent et est, en ce sens, un algorithme d’apprentissage
de vote de majorite´ ponde´re´. L’objectif est alors de construire un vote final plus per-
formant et plus robuste que les votants individuels. Alors que le choix des poids perti-
nents sur l’ensemble des votants H est parfois une taˆche complexe, MinCq les optimise
en minimisant la C-borne du the´ore`me 3.3 — sur l’erreur du vote de majorite´ — met-
tant en jeu les deux premiers moments statistiques de la marge du vote. La sortie de
l’algorithme MinCq est une distribution posterior ρ sur H ponde´rant les votants sur
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un ensemble auto-comple´mente´ 1.
Notre ge´ne´ralisation de MinCq est pre´sente´e en section 4.1. Tout d’abord, alors que
MinCq utilise un prior non informatif en affectant la meˆme importance a` toutes
les paires votants/oppose´s (hypothe`se de quasi-uniformite´), nous reformulons le
proble`me pour contraindre la distribution posterior a` eˆtre π-aligne´e, ou` π est un
vecteur adapte´ a` MinCq et qui mode´lise un a priori sur l’importance de chaque
paire. π permet ainsi d’incorporer la connaissance dont on peut disposer en amont
sur la performance de chaque votant. Nous montrons que toute distribution sur H
peut eˆtre exprime´e comme une distribution π-aligne´e et que ce nouveau proble`me,
appele´ P-MinCq, se formule lui aussi comme un programme quadratique. Ensuite,
nous e´tendons la borne en ge´ne´ralisation PAC-Baye´sienne de MinCq e´nonce´e dans le
the´ore`me 3.4 du chapitre pre´ce´dent aux sche´mas de compression, c’est-a`-dire lorsque
les votants sont de´finis a` partir des donne´es d’apprentissage. Puis, dans la section 4.2
nous nous attaquons aux inconve´nients de la classification par k-PPV en proposant
une instanciation de P-MinCq visant a` combiner plusieurs classifieurs k-PPV. Enfin, en
section 4.3 nous spe´cialisons l’approche a` la taˆche de fusion de classifieurs 2 dans un
contexte de recherche d’information multime´dia, lorsque les votants a` combiner sont
appris a` partir de diffe´rentes descriptions des donne´es.
Les travaux pre´sente´s dans ce chapitre ont donne´ lieu a` une publication a` la confe´rence
CAp 2013 [Bellet et al., 2013a] et ont e´te´ soumis dans un journal.
4.1 Extension de MinCq a` P-MinCq
L’extension de MinCq que nous proposons se pre´sente selon deux axes. Premie`rement,
dans la section 4.1.1 nous e´tendons la contrainte de quasi-uniformite´ (non informa-
tive, voir e´quation (3.10)) a` une contrainte plus ge´ne´rale sur les distributions prior π
et posterior ρ sur H : e´tant donne´e une contrainte π de´finie en amont de la phase
d’apprentissage, nous nous concentrons sur des distributions π-aligne´es. En prenant
en compte dans l’algorithme la connaissance a priori porte´e par π, nous obtenons le
proble`me quadratique P-MinCq. Deuxie`mement, dans la section 4.1.3, nous justifions
de l’utilisation MinCq (et P-MinCq) lorsque les votants de´pendent des donne´es d’ap-
prentissage.
4.1.1 D’une contrainte de quasi-uniformite´ a` une contrainte de π-alignement
Similairement a` MinCq, nous de´finissons H = {h1, . . . , h2n} comme e´tant un en-
semble de votants auto-comple´mente´s (c’est-a`-dire : ∀j ∈ {1, . . . , n}, hj+n = −hj).
Plutoˆt que de contraindre la distribution ρ sur H a` eˆtre quasi-uniforme (c’est-a`-dire :
∀j ∈ {1, . . . , n}, ρ(hj) + ρ(hj+n) = 1n ), nous ge´ne´ralisons cette approche a` toutes les
distributions π-aligne´es. Autrement dit, e´tant donne´ un vecteur π = (π1, . . . ,πn)
⊤ tel
1. Nous rappelons qu’un ensemble H est auto-comple´mente´ lorsque pour tout votant h issu de H, son
oppose´ −h est aussi un e´le´ment de H.
2. En apprentissage automatique, on parle aussi d’apprentissage multimodal ou multivue.
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que ∑nj=1 πj = 1, on veut :
∀j ∈ {1, . . . , n}, ρ(hj) + ρ(hj+n) = π(hj) + π(hj+n)
= πj.
C’est donc π qui va jouer le roˆle d’une connaissance sur les votants. Remarquons que
la contrainte de quasi-uniformite´ est un cas particulier du π-alignement pour laquelle
on a : ∀j ∈ {1, . . . , n}, πj = 1n . Par la suite, nous montrons qu’une contrainte de
π-alignement ne restreint pas l’ensemble des votes de majorite´ possibles. Puis, nous
introduisons notre extension de MinCq, appele´e P-MinCq, optimisant la C-borne du
the´ore`me 3.3 dans ce contexte.
Expressivite´ des distributions π-aligne´es
Nous rappelons que dans [Laviolette et al., 2011a], les auteurs ont montre´ que la
contrainte de quasi-uniformite´ ne restreignait pas l’ensemble des votes de majorite´
possibles (voir section 3.4.2). Nous ge´ne´ralisons cette preuve a` toutes les distributions
π-aligne´es sur un ensemble de votants auto-comple´mente´ H et de´montrons qu’une
telle contrainte ne restreint pas les re´sultats que peut renvoyer un algorithme de mini-
misation de la C-borne.
Proposition 4.1 Pour toute distribution ρ sur l’ensemble H, il existe une distribution π-aligne´e ρ′
sur l’ensemble H auto-comple´mente´ pour laquelle le vote de majorite´ Bρ′ est identique a` Bρ et
posse´dant la meˆme C-borne (empirique et re´elle) que ρ′.
De´monstration. En annexe C.1.
Puisque le π-alignement est une ge´ne´ralisation de la quasi-uniformite´, le principe de la
proposition 3.3 du chapitre 3 s’applique trivialement : sous la contrainteMρS = µ > 0,
la C-borne peut eˆtre optimise´e en minimisant le second moment Mρ2S de la ρ-marge.
En effet, si ρ est une distribution π-aligne´e sur H telle queMρS ≥ µ et que l’on de´finit
ρ′ par :
∀j ∈ {1 . . . , n}, ρ′(hj) = µMρS
ρ(hj) +
(
1− µMρS
)
πj
2
,
alors on a :
E
h∼ρ′
h(x) =
2n
∑
j=1
ρ′(hj)hj(x)
=
n
∑
j=1
[
ρ′(hj)− ρ′(hj+n)
]
hj(x)
=
n
∑
=1
µ
MρS
[
ρ(hj)− ρ(hj+n)
]
hj(x)
=
µ
MρS
E
h∼ρ
h(x).
Le programme quadratique P-MinCq pre´sente´ dans la section suivante permet cette
minimisation.
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4.1.2 P-MinCq : un programme quadratique de minimisation de la C-borne
La de´monstration des bornes en ge´ne´ralisation du the´ore`me 3.4 reste valide dans
le cas de distribution π-aligne´es sur un ensemble de votants inde´pendants des
donne´es d’apprentissage. En effet, la preuve utilise uniquement le fait que pour tout
j ∈ {1, . . . , n}, on a : ρ(hj) + ρ(−hj) = π(hj) + π(−hj) (voir l’e´quation (3.11) dans le
chapitre 3). Ceci correspond en fait a` l’hypothe`se de π-alignement lorsque l’on pose
πj = π(hj) + π(−hj). Nous pouvons donc ge´ne´raliser l’algorithme MinCq a` P-MinCq,
de´crit dans le proble`me (4.1). Soit un e´chantillon d’apprentissage S = {(xi, yi)}mi=1
constitue´ de m e´le´ments tire´s i.i.d. selon (P), H un ensemble auto-comple´mente´ de
votants, une marge µ > 0 et un vecteur a priori π = (π1, . . . ,πn)
⊤. Similairement
a` MinCq, graˆce a` la contrainte de π-alignement, seuls les n premiers votants de H
interviennent dans la re´solution du programme quadratique. Trouver la distribution
posterior ρ sur H minimisant la C-borne est alors e´quivalent a` trouver le vecteur de
poids ρ = (ρ1, . . . , ρn)
⊤ (ou` ρj = ρ(hj)) qui minimise le programme quadratique simple
suivant : 
min
ρ
(ρ−π)⊤MSρ,
s.c. mS
⊤(2ρ−π) = µ,
∀j ∈ {1, . . . , n}, 0 ≤ ρj ≤ πj,
(4.1)
ou` MS est la matrice n× n dont les e´le´ments d’indices (j, j′) ∈ {1, . . . , n}2 sont de´finis
par :
1
m
m
∑
i=1
hj(xi)hj′(xi)
et :
mS =
(
1
m
m
∑
i=1
yih1(xi), . . . ,
1
m
m
∑
i=1
yihn(xi)
)⊤
.
Preuve du proble`me (4.1).
La fonction objectif. Nous montrons comment obtenir la fonction objectif a` partir de
la de´finition du second momentMρ2S de la ρ-marge mesure´e sur l’e´chantillon S.
Mρ2S =
1
m
E
(h,h′)∼ρ2
m
∑
i=1
h(xi)h
′(xi)
=
1
m
2n
∑
j=1
2n
∑
j′=1
m
∑
i=1
ρjρj′hj(xi)hj′(xi)
=
1
m
n
∑
j=1
n
∑
j′=1
m
∑
i=1
[
ρjρj′hj(xi)hj′(xi) + ρj+nρj′hj+n(xi)hj′(xi)
+ ρjρj′+nhj(xi)hj′+n(xi) + ρj+nρj′+nhj+n(xi)hj′+n(xi)
]
=
1
m
n
∑
j=1
n
∑
j′=1
m
∑
i=1
[
ρjρj′hj(xi)hj′(xi)− ρj+nρj′hj(xi)hj′(xi)
− ρjρj′+nhj(xi)hj′(xi) + ρj+nρj′+nhj(xi)hj′(xi)
]
(car hj+n = −hj)
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Mρ2S =
1
m
n
∑
j=1
n
∑
j′=1
m
∑
i=1
hj(xi)hj′(xi)[ρjρj′ − (πj − ρj)ρj′ − ρj(πj′ − ρj′) + (πj − ρj)(πj′ − ρj′)]
=
1
m
n
∑
j=1
n
∑
j′=1
m
∑
i=1
hj(xi)hj′(xi)[4ρjρj′ − 2πjρj′ − 2πj′ρj + πjπj′ ]
=
4
m
n
∑
j=1
n
∑
j′=1
m
∑
i=1
ρjhj(xi)hj′(xi)ρj′ − 4m
n
∑
j=1
n
∑
j′=1
m
∑
i=1
πjhj(xi)hj′(xi)ρj′
+
1
m
n
∑
j=1
n
∑
j′=1
m
∑
i=1
πjπj′hj(xi)hj′(xi)
= 4[(ρ−π)⊤MSρ] + c1,
ou` c1 =
1
m
n
∑
j=1
n
∑
j′=1
m
∑
i=1
πjπj′hj(xi)hj′(xi) et la valeur multiplicative 4 sont conside´re´s
comme des constantes quelle que soit la distribution ρ conside´re´e. On obtient ainsi
la fonction objectif cherche´e.
La contrainte sur la marge. Nous montrons maintenant comment obtenir la premie`re
contrainte a` partir du premier momentMρS estime´ sur S.
MρS =
1
m
E
h∼ρ
m
∑
i=1
yih(xi)
=
1
m
2n
∑
j=1
m
∑
i=1
ρjyihj(xi)
=
1
m
n
∑
j=1
m
∑
i=1
(ρj − ρj+n)yihj(xi)
=
1
m
n
∑
j=1
m
∑
i=1
(2ρj − πj)yihj(xi)
= mS
⊤(2ρ−π),
ou` mS
⊤ =
(
1
m
m
∑
i=1
yih1(xi), . . . ,
1
m
m
∑
i=1
yihn(xi)
)⊤
.
En remplac¸antMρS par µ, on retrouve la premie`re contrainte.
La fonction objectif minimise le second moment de la ρ-marge alors que la premie`re
contrainte force la marge a` eˆtre e´gale a` µ. On peut noter que la partie gauche de cette
contrainte est une moyenne ponde´re´e (dont les poids sont e´gaux a` 2ρj − πj) des ρ-
marges des votants pris individuellement. E´tant donne´e π, la dernie`re contrainte per-
met de ne conside´rer que des distributions π-aligne´es. Finalement, le vote de majorite´
ρ-ponde´re´ appris par P-MinCq est :
Bρ(x) = sign
[
n
∑
i=1
(
2ρj − πj
)
hj(x)
]
.
Concernant les capacite´s en ge´ne´ralisation de P-MinCq, le the´ore`me 3.4 du cha-
pitre 3 n’est pas valide lorsque les votants de´pendent des donne´es d’apprentis-
sage, autrement dit lorsque l’on conside`re le cadre des sche´mas de compression.
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Cependant, les auteurs de [Laviolette et al., 2011a] ont argumente´ que l’on pouvait
e´tendre les re´sultats a` ce contexte particulier en utilisant des techniques issues de
[Laviolette et Marchand, 2007]. Nous proposons donc dans la section suivante de
suivre cette intuition pour ge´ne´raliser le the´ore`me 3.4 aux sche´mas de compression.
4.1.3 Borne en ge´ne´ralisation pour les sche´mas de compression
Nous de´rivons maintenant une preuve de consistance pour MinCq et son extension
π-aligne´e P-MinCq lorsque les votants sont de´finis a` partir d’exemples de l’e´chantillon
d’apprentissage, ce qui correspond a` l’appellation “sche´ma de compression”.
Cadre ge´ne´ral d’un sche´ma de compression
Un sche´ma de compression [Floyd et Warmuth, 1995] est un algorithme d’apprentis-
sage A travaillant sur un ensemble de classifieurs de´pendant des donne´es. Un classi-
fieur est alors repre´sente´ par deux e´le´ments :
(i) une se´quence d’exemples, appele´e la se´quence de compression ;
(ii) un message repre´sentant l’information supple´mentaire utilise´e permettant d’ob-
tenir le classifieur a` partir de la se´quence de compression.
On de´finit ensuite une fonction de reconstruction capable de renvoyer un classifieur a`
partir d’une se´quence de compression et d’un message.
Plus formellement, un algorithme A est un sche´ma de compression s’il ve´rifie la
de´finition suivante.
De´finition 4.1 Soit S ∈ (X × Y)m un e´chantillon d’apprentissage de taille m. On de´finit Im l’en-
semble de tous les vecteurs d’indices possibles :
Im =
m⋃
i=1
{
(j1, . . . , ji) ∈ {1, . . . ,m}i
}
.
E´tant donne´s une famille d’hypothe`se HS de X vers Y et un vecteur d’indices i ∈ Im, on de´finit
la se´quence de compression Si comme e´tant la sous-se´quence indice´e par i :
Si =
(
(xj1 , yj1), . . . , (xji , yji)
)
.
Un algorithme A : (X×Y)(∞) 7→ HS est un sche´ma de compression si et seulement s’il existe
un triplet (C,R,ω) tel que pour tout e´chantillon d’apprentissage S, on ait :
A(S) = R
(
SC(S),ω
)
,
ou` C : (X×Y)(∞) 7→ ⋃∞m=1 Im est la fonction de compression,R : (X×Y)(∞)×ΩSC(S) 7→ HS
est la fonction de reconstruction et ω est un message choisi dans l’ensemble ΩSC(S) (de´fini a
priori) de tous les messages qui peuvent eˆtre fournis avec la se´quence de compression SC(S) pour
permettre la reconstruction du classifieur.
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En d’autres termes, un sche´ma de compression est une fonction de reconstruction
R(·, ·) associant une se´quence de compression SC(S) = Si a` un ensemble HS de fonc-
tions hωSi telles que A(S) = R (Si,ω) = hωSi .
Par exemple, les classifieurs de type plus proches voisins sont des classifieurs re-
constructibles uniquement a` partir d’une se´quence de compression encodant les
PPV (voir [Floyd et Warmuth, 1995, Graepel et al., 2005]) : un k-PPV est directement
de´fini a` partir de tous les exemples de l’e´chantillon d’apprentissage sans informa-
tion supple´mentaire. Alors que d’autres classifieurs, comme les decision list machines
[Marchand et Sokolova, 2005], requie`rent une se´quence de compression ainsi qu’un
message. Nous donnons dans la suite une borne en ge´ne´ralisation valide pour tout
sche´ma de compression.
Bornes en ge´ne´ralisation dans le cas de votants de´pendants des donne´es
Soit Si une se´quence de compression compose´e de |i| exemples issus de l’ensemble
d’apprentissage S. Dans le contexte d’un sche´ma de compression PAC-Baye´sien, les er-
reurs RP(·) et RS(·) peuvent eˆtre biaise´es par ces e´le´ments : il est donc pre´fe´rable de cal-
culer l’erreur empirique RS(·) a` partir de S\Si [Laviolette et Marchand, 2007]. Cepen-
dant, pour de´river une borne sur l’erreur dans une telle situation, [Germain et al., 2011]
ont propose´ une strate´gie diffe´rente pour prendre en compte le biais. En suivant cette
strate´gie et e´tant donne´ un e´chantillon d’apprentissage S, nous conside´rons HS l’en-
semble de tous les classifieurs possibles hωSi = R(Si,ω) tel que ω ∈ ΩSi . Nous notons
ρIm(i) la probabilite´ qu’une se´quence de compression Si soit choisie par ρ, et ρSi(ω) la
probabilite´ de choisir un message ω sachant Si. Alors :
ρIm(i) =
∫
ω∈ΩSi
ρ(hωSi)dω, et ρSi(ω) = ρ(h
ω
Si
|Si).
Dans la the´orie PAC-Baye´sienne, les bornes sur l’erreur en ge´ne´ralisation de´pendent
de la distribution prior π sur l’ensemble HS. Ce prior est suppose´ connu avant l’ob-
servation de l’e´chantillon d’apprentissage S, impliquant que π doit eˆtre inde´pendant
de S. Or, les votants de HS de´pendent de S et empeˆchent une telle connaissance a
priori. Ce proble`me peut eˆtre contre´, selon le principe de [Laviolette et Marchand, 2007,
Germain et al., 2011] en conside´rant une distribution prior de´finie par le couple :
(πIm , (πSi)i∈Im) ,
ou` πIm est une distribution de probabilite´ sur l’ensemble d’indices Im et πSi est une
distribution de probabilite´ sur l’ensemble des messages ΩSi , pour toutes les se´quences
Si possibles. Ainsi la distribution prior π inde´pendante des donne´es de S correspond
a` la distribution sur HS associe´e au prior (πIm , (πSi)i∈Im) et est de´finie par :
∀i ∈ Im, ∀ω ∈ ΩSi , π(hωSi) = πImπSi(ω).
Dans cette situation, la ρ-marge du vote de majorite´ ρ-ponde´re´ est de´finie par :
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De´finition 4.2 Dans le cas d’un sche´ma de compression, la ρ-marge de Bρ(·) mesure´e sur un exemple
(x, y) :
Mρ(x, y) = y E
hωSi
∼ρ
hωSi(x).
Soit P un domaine sur X × Y. Soit un e´chantillon S ∼ (P)m. Les premiers moments re´elMρP
et empiriqueMρS et les seconds moments re´elMρ
2
P et emiriqueMρ
2
S de la ρ-marge sont de´finis
comme pre´ce´demment par :
MρP = E
(x,y)∼P
Mρ(x, y), et MρS =
1
m
m
∑
i=1
Mρ(xi, yi),
Mρ2P = E
(x,y)∼P
(Mρ(x, y))2 , et Mρ2S =
1
m
m
∑
i=1
(Mρ(xi, yi))2 .
Rappelons que nous conside´rons une famille auto-comple´mente´e de votants HS et
uniquement des distributions de probabilite´ π-aligne´es sur HS. Pour tout votant hωS
dans l’ensemble HS, son oppose´ est note´ −hωS . Ainsi, e´tant donne´ un e´chantillon S,
l’ensemble des messages associe´ est de´fini par ΩS × {+,−} et : ∀σ ∈ ΩS, h(σ,+)S =
−h(σ,−)S . Le re´sultat principal de cette section est donne´ dans le the´ore`me suivant.
The´ore`me 4.1 Soit P un domaine sur X × Y, soit m ≥ 8, soit S un e´chantillon de m e´le´ments i.i.d.
selon P. Alors pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1 − δ sur le choix de
S ∼ (P)m (de taille m), pour tout ensemble HS auto-comple´mente´ de votants borne´s par B et
de taille de se´quence de compression au plus |imax| < m2 et pour toute distribution π-aligne´e ρ
sur l’ensemble HS, on a :
∣∣MρP −MρS∣∣ ≤ 2B√2(m− |imax|)
√
|imax|
Bδ
+ ln
(
2
√
m
δ
)
, (4.2)
et : ∣∣∣Mρ2P −Mρ2S ∣∣∣ ≤ 2B2√2(m− 2|imax|)
√
2|imax|
B2δ
+ ln
(
2
√
m
δ
)
. (4.3)
De´monstration. En annexe C.2 (inspire´e de la preuve du the´ore`me 3.4, chapitre 3).
Cette borne est a` la fois valide pour MinCq et pour sa version π-aligne´e.
Notons que dans le cas de classifieurs inde´pendants des donne´es d’apprentissage,
c’est-a`-dire lorsque |imax| = 0, on retrouve le the´ore`me 3.4. Comme attendu, plus les
se´quences de compression sont grandes, i.e. plus |imax| est e´leve´, moins la borne est
pre´cise. Ainsi, pour pre´server la consistance du processus d’apprentissage, cette taille
ne doit pas eˆtre trop importante.
Nous allons maintenant e´tudier deux instanciations concre`tes de l’approche MinCq/P-
MinCq. La premie`re, en section 4.2, propose une approche originale pour combiner des
k-PPV avec diffe´rentes valeurs de k. Nous proposons un a priori naturel a` chaque votant
qui nous permettra de souligner l’inte´reˆt du π-alignement. La seconde, en section 4.3,
se focalise sur un vote de majorite´ base´ sur des votants appris a` partir de diffe´rentes
descriptions des donne´es. Plus pre´cise´ment, dans le contexte d’une proble´matique de
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fusion de classifieurs en multime´dia, nous pre´sentons une re´gularisation spe´cifique
a` la taˆche d’indexation de donne´es avec une perspective de recherche d’information.
Cette spe´cialisation met en e´vidence l’inte´reˆt de l’approche MinCq/P-MinCq dans un
tel contexte, mais pour lequel il est complexe de de´finir un π-alignement pertinent.
4.2 Application a` des classifieurs de type k-PPV
4.2.1 Motivation
Nous rappelons qu’il existe deux types de strate´gies pour ame´liorer les k-PPV (voir sec-
tion 1.4.1 pour plus de de´tails). La premie`re strate´gie adapte localement les voisinages
[Hastie et Tibshirani, 1996, Nock et al., 2003]. La seconde se focalise sur l’apprentissage
de me´triques pour optimiser les distances entre les points de meˆme classe. Quelle que
soit la strate´gie, le nombre de voisins k doit convenablement eˆtre se´lectionne´ et la re`gle
de de´cision, se basant sur les voisinages locaux, ne pre´vient pas du sur-apprentissage.
Au contraire, l’approche MinCq/P-MinCq peut eˆtre utilise´ pour optimiser un vote de
majorite´ ponde´re´ de classifieurs k-PPV, pour lequel l’ensemble des votants H serait
constitue´ de classifieurs k-PPV (pour k = {1, 2, . . .}). Comme nous le verrons dans une
se´rie d’expe´riences pre´liminaires, MinCq s’ave`re moins performant qu’un simple k-
PPV. La raison de ce comportement vient du fait que la contrainte de quasi-uniformite´
ne´cessaire a` MinCq suppose que les votants ont a priori la meˆme importance, ce qui
n’est clairement pas le cas des k-PPV, notamment dans un contexte d’e´chantillon d’ap-
prentissage de taille finie. Il est donc pre´fe´rable de faire appel a` une contrainte de
π-alignement telle que plus k est faible (respectivement e´leve´), plus l’importance a
priori du classifieur est e´leve´e (respectivement faible), refle´tant de la pre´cision accrue
des voisinages locaux.
4.2.2 Limitations de la contrainte de quasi-uniformite´ pour les k-PPV
Au premier abord, MinCq semble eˆtre une solution inte´ressante pour contrer les limi-
tations lie´es a` l’utilisation des k-PPV.
• La the´orie stipule que plus k est e´leve´, meilleure est la convergence vers le risque
baye´sien optimal. Cependant, ceci n’est vrai qu’asymptotiquement et, en pra-
tique, le choix de k requiert une attention particulie`re 3. Optimiser un vote de
majorite´ de classifieurs k-PPV 4 (k = {1, 2, . . .}) permettrait donc de s’affranchir
du re´glage de k.
• Les classifieurs k-PPV sont des classifieurs qui de´pendent des donne´es d’appren-
tissage et peuvent eˆtre uniquement reconstruits a` partir d’une se´quence de com-
pression encodant les PPV. Ainsi, la minimisation empirique de la C-borne du
3. Voir section 1.4.1 pour plus de de´tails concernant le choix de k.
4. D’autres ensembles de votants pourraient eˆtre conside´re´s. Par exemple, ne`me voisin pourrait cor-
respondre au nie`me votant.
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Figure 4.1 – Comparaison de MinCq versus PPV. Un point correspond au taux d’erreur test des deux
algorithmes sur un jeu de donne´es. Un jeu de donne´e au-dessus de la bissectrice est en faveur de MinCq.
the´ore`me 3.3 justifie´e par les bornes PAC-Baye´sienne de notre the´ore`me 4.1, offre
des garanties en ge´ne´ralisation qui ne peuvent eˆtre obtenues avec un algorithme
de k-PPV standard dans le cas d’e´chantillons finis.
En suivant le protocole de la section 4.2.4, nous avons re´alise´ une e´tude expe´rimentale
pre´liminaire afin de comparer un classifieur k-PPV classique (pour lequel, k a e´te´ choisi
par validation croise´e) avec MinCq cherchant un vote de majorite´ sur l’ensemble des k-
PPV. Sur un ensemble de 20 jeux de donne´es issus du UCI Machine Learning Repository 5.
MinCq atteint une erreur moyenne de 18.18% contre 17.88% pour le k-PPV (voir la
table 4.2 pour plus de de´tails). Un test de Student ne distingue pas les deux approches.
Ceci se confirme e´galement par un test de signe avec un re´sultat win/loss/tie e´gal a`
7/6/7 menant a` une p-valeur d’environ 0.5. La figure 4.1 illustre ce comportement :
aucune des deux approches n’est significativement meilleure que l’autre. Cette se´rie
d’expe´riences montre clairement que MinCq n’est pas meilleur qu’un k-PPV avec un k
correctement choisi.
Ce re´sultat a priori surprenant peut en fait eˆtre explique´ par l’hypothe`se non informa-
tive de quasi-uniformite´ faite sur ρ : cette hypothe`se ne s’ave`re pas pertinente lorsque
les votants n’ont pas la meˆme importance. En effet, pour des raisons e´videntes, un
voisinage proche offre naturellement une meilleure information discriminante qu’une
re`gle de de´cision des k-PPV avec un k tre`s grand (dans le cas d’e´chantillon finis). Nous
proposons donc par la suite d’instancier P-MinCq pour re´pondre a` cette contrainte.
4.2.3 Instanciation de P-MinCq pour les k-PPV
Quelques mots sur la borne en ge´ne´ralisation
Rappelons que les classifieurs de type k-PPV sont de´pendants des donne´es d’appren-
tissage. Les garanties en ge´ne´ralisation sont donc donne´es 6 par notre the´ore`me 4.1.
5. http://archive.ics.uci.edu/ml/
6. Dans ce contexte les votants sont majore´s par B = 1.
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Cependant, quelle que soit la valeur de k, pour un e´chantillon d’apprentissage de taille
m, la taille de la se´quence de compression vaut m rendant invalide les bornes puisque
les bornes sont valides lorsque |imax| ≤ m2 . Pour e´viter cette forme inde´termine´e, |imax|
peut conside´rablement eˆtre re´duit par des techniques de se´lection de prototypes ou de
re´duction de bases [Duda et al., 2001]. Ces techniques permettent de supprimer de la
se´quence de compression les exemples ne modifiant pas la de´cision sur les donne´es de
test. Dans ce cas, chaque classifieur k-PPV utilise sa propre se´quence de compression :
un sous-ensemble de l’e´chantillon d’apprentissage de faible taille.
Une contrainte π statistiquement fonde´e
P-MinCq offre un contexte original pour les k-PPV, en combinant diffe´rents k-PPV. Au
lieu de re´gler k, nous de´finissons une contrainte a priori de π-alignement sur les votants.
Comme mentionne´ par [Devroye et al., 1996] ce sont les voisinages les plus proches
qui apportent le plus d’information dans une combinaison de k-PPV. En suivant cette
recommandation, nous proposons la contrainte π = (π1, . . . ,πn)
⊤ suivante, qui a` une
normalisation pre`s correspond a` une densite´ :
∀k ≥ 1, πk = 1k . (4.4)
π concentre ses poids sur les votants de´finis a` partir d’une faible fraction d’exemples 7,
mais prend aussi en compte, dans une moindre mesure, l’information porte´e par l’en-
semble des voisinages. Dans ce qui suit, nous justifions ce choix en e´tablissant une
relation entre l’e´quation (4.4) et sa me´diane M (le rang k accumulant la moitie´ de la
densite´).
Alors que dans le cas d’une distribution continue le calcul de M est aise´, le cas discret
(qui nous inte´resse) requiert une approximation.
Soit :
HM =
M
∑
x=1
1
x
et Hm =
m
∑
x=1
1
x
,
la somme des termes de se´ries harmoniques. Si HM et Hm n’admettent aucune solution
analytique, des sommes partielles de se´ries nous permettent, cependant, de contourner
le proble`me :
∀n, Hn =
n
∑
x=1
1
x
= ln(n) + γ+ ǫn,
ou` γ ≃ 0.5772156 est la constante d’Euler-Mascheroni 8 et ǫn ≃ 12n .
7. Apre`s application d’une technique de se´lection de prototypes.
8. La constante d’Euler-Mascheroni est de´finie comme e´tant la limite de la diffe´rence entre la se´rie
harmonique et le logarithme naturel.
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Figure 4.2 – Comparaison de la me´diane des se´ries harmoniques ∑mx=1
1
x et
√
m/2.
Par conse´quent :
HM =
1
2
Hm ⇐⇒
M
∑
x=1
1
x
=
1
2
m
∑
x=1
1
x
⇐⇒ ln(M) + γ+ 1
2M
=
1
2
(ln(m) + γ) +
1
4m
⇐⇒ ln(M) = ln(√m)− 1
2
γ+
1
4m
− 1
2M
⇐⇒ ln(M) ≤ ln(√m)− 1
2
γ− 1
4m
⇐⇒ M ≤
√
m× exp(−γ)× exp
(
− 1
4m
)
≃
√
m
2
. (4.5)
Dans le cas discret, l’e´quation (4.5) indique donc que l’approximation de la me´diane
de π est tre`s proche de
√
m/2, la valeur de k sugge´re´e pour la re`gle des k-PPV en
classification binaire. La figure 4.2 l’illustre graphiquement. Nous avons donc e´tabli
une relation e´troite entre la se´lection classique de k et notre contrainte π. La section
suivante pre´sente une e´tude expe´rimentale permettant de valider ce choix de π.
4.2.4 Expe´rimentations
Dans cette section, nous re´alisons une e´tude de P-MinCq pour combiner l’ensemble
de k-PPVpour k allant de 1 a`
√
m comme de´crit dans la section 4.2.3. Notons que
pour chaque k-PPV nous avons applique´ au pre´alable une technique de se´lection de
prototypes. Nous nous comparons a` quatre me´thodes.
• L’algorithme standard des k-PPV, pre´sente´ dans la section 1.4.1 du chapitre 1,
joue le roˆle de re´fe´rence (PPV).
• L’algorithme de k-PPV syme´triques (SNN : Symmetric Nearest Neighbor
[Nock et al., 2003]), une variante de PPV ou` la classe d’un exemple x est
de´termine´e par la classe majoritaire parmi les e´chantillons d’apprentissage
appartenant au k-voisinage de x (comme pour k-PPV) ainsi que ceux incluant x
dans leur propre k-voisinage.
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Nom Nombre d’attributs Taille de S Taille en test
australian 14 345 345
blood 4 374 374
breast 9 349 350
colon 2000 31 31
german 24 500 500
glass 9 107 107
haberman 3 153 153
heart 13 135 135
ionosphere 34 175 176
letterAB 16 297 1192
letterDO 16 297 1193
letterOQ 16 291 1166
liver 6 172 173
musk1 166 238 238
parkinsons 22 97 98
pima 8 384 384
sonar 60 104 104
voting 16 217 218
wdbc 30 284 285
wpbc 33 99 99
Table 4.1 – Proprie´te´s des 20 jeux de donne´es conside´re´s.
• L’algorithme de Large Margin Nearest Neighbor (LMNN) [Weinberger et Saul, 2009]
qui apprend essentiellement une distance de Mahalanobis en optimisant l’erreur
du k-PPV sur l’ensemble d’apprentissage avec une marge de se´curite´. Puis, un
k-PPV est applique´ avec la distance apprise.
• L’algorithme MinCq [Laviolette et al., 2011a] qui conside`re une distribution
quasi-uniforme.
Nous e´valuons tout d’abord ces approches sur 20 jeux de donne´es de re´fe´rence. Puis,
nous nous attaquons a` une taˆche de reconnaissance d’objets dans des images.
Jeux de donne´es de re´fe´rence
Protocole Les 20 jeux de donne´es varie´s sont issus du UCI Machine Learning Reposi-
tory 9 (voir la table 4.1 pour leurs caracte´ristiques). La distance euclidienne est utilise´e
pour calculer les voisinages. Les donne´es sont de´coupe´es en 50% d’apprentissage et
50% de test, sauf letterAB, letterDO et letterOQ que nous divisons en 20%/80%. Les
parame`tres suivants sont se´lectionne´s par validation croise´e sur 10 sous-ensembles de
l’e´chantillon d’apprentissage : la marge µ de MinCq et P-MinCq (parmi 14 valeurs dans
[10−4, 0.5]) et le k des k-PPV et LMNN (parmi {1, . . . , 10}). Le parame`tre de compromis
de LMNN est fixe´ a` 0.5 comme dans [Weinberger et Saul, 2009].
9. http://archive.ics.uci.edu/ml/
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Jeu de donne´es PPV SNN LMNN MinCq P-MinCq
australian 0.3121 0.3324 0.2746 0.3064 0.2919
blood 0.2647 0.2487 0.2674 0.2540 0.2567
breast 0.0514 0.0200 0.0400 0.0314 0.0257
colon 0.1613 0.1290 0.2258 0.1613 0.1290
german 0.2940 0.3040 0.2760 0.2780 0.2720
glass 0.0370 0.0648 0.0648 0.0370 0.0370
haberman 0.2597 0.2532 0.2922 0.2597 0.2727
heart 0.3481 0.3926 0.2148 0.3926 0.3556
ionosphere 0.1420 0.1591 0.1193 0.1420 0.0795
letter :AB 0.0176 0.0143 0.0151 0.0176 0.0176
letter :DO 0.0268 0.0293 0.0126 0.0268 0.0260
letter :OQ 0.0961 0.0961 0.0334 0.0995 0.0892
liver 0.3584 0.3468 0.3584 0.3410 0.3584
musk1 0.1339 0.1464 0.2092 0.1715 0.1297
parkinsons 0.2041 0.2143 0.1531 0.2041 0.2347
pima 0.2526 0.2474 0.2604 0.2422 0.2370
sonar 0.2762 0.2952 0.0762 0.2952 0.2000
voting 0.0596 0.0596 0.0413 0.0688 0.0688
wdbc 0.0596 0.0842 0.0491 0.0561 0.0456
wpbc 0.2200 0.2500 0.2300 0.2500 0.2500
Erreur moyenne 0.1788 0.1844 0.1607 0.1818 0.1689
Rang moyen 2.9 3.1 2.65 2.9 2.25
Table 4.2 – Taux d’erreur de PPV, SNN, LMNN, MinCq et P-MinCq sur les 20 jeux de donne´es.
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(a) P-MinCq versus PPV
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(c) P-MinCq versus MinCq
Figure 4.3 – Comparaison de P-MinCq, PPV, SNN et MinCq. Un point correspond au taux d’erreur
des deux algorithmes compare´s. Un jeu de donne´es en dessous de la bissectrice est en faveur de P-MinCq.
Re´sultats Les re´sultats obtenus sur les ensembles de test sont reporte´s dans la
table 4.2. P-MinCq se montre plus performant qu’un PPV classique. En moyenne, P-
MinCq atteint un taux d’erreur de 16.89% contre 17.88% pour PPV. Avec un test de
Student apparie´, cette diffe´rence est statistiquement significative avec une p-valeur de
0.06. Ce re´sultat est conforte´ par un test de signe renvoyant un re´sultat win/loss/tie e´gal a`
12/5/3 avec une p-valeur de 0.07 (figure 4.3(a)). De plus, la figure 4.3(b) montre que P-
MinCq est meilleur que SNN (qui est plus performant sur quelques jeux de donne´es) :
une p-valeur de 0.01 en faveur de P-MinCq avec un test de Student et de 0.24 avec
un test de signe. En outre, P-MinCq ame´liore MinCq : un test de Student me`ne a` une
p-valeur de 0.02, un test de signe a` une p-valeur ≃ 0.03 avec un win/loss/tie de 12/4/4
(voir la figure 4.3(c)). Cette e´tude montre, d’une part, l’inte´reˆt de la ge´ne´ralisation
de MinCq aux distributions π-aligne´es et, d’autre part, la pertinence de la contrainte
πk =
1
k (normalise´e) pour les PPV. Meˆme s’il n’est pas un algorithme d’apprentissage
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Jeu de donne´es LMNN LMNN+P-MinCq
australian 0.2746 0.2832
blood 0.2674 0.2701
breast 0.0400 0.0257
colon 0.2258 0.2258
german 0.2760 0.2820
glass 0.0648 0.0370
haberman 0.2922 0.2727
heart 0.2148 0.1926
ionosphere 0.1193 0.0795
letter :AB 0.0151 0.0151
letter :DO 0.0126 0.0084
letter :OQ 0.0334 0.0386
liver 0.3584 0.3584
musk1 0.2092 0.1297
parkinsons 0.1531 0.1020
pima 0.2604 0.2370
sonar 0.0762 0.0952
voting 0.0413 0.0367
wdbc 0.0491 0.0456
wpbc 0.2300 0.2800
Erreur moyenne 0.1607 0.1508
Table 4.3 – Taux d’erreur de LMNN et LMNN+P-MinCq sur les 20 jeux de donne´es.
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(b) P-MinCq+LMNN versus LMNN
Figure 4.4 – Comparaison de P-MinCq et LMNN et de P-MinCq+LMNN et LMNN.
de me´trique, P-MinCq s’ave`re compe´titif avec LMNN (0.1689 contre 0.1607 d’erreur
moyenne avec une p-valeur d’environ 0.10 pour un test de Student). Un test de signe
ame`ne a` une p-valeur de 0.5, indiquant qu’aucune des me´thodes n’est meilleure que
l’autre. La figure 4.4(a) montre que P-MinCq et LMNN sont plutoˆt comple´mentaires.
LMNN apprend une me´trique qui ajuste les voisinages (parfois avec un grand succe`s,
par exemple heart, parkinsons, sonar), mais est parfois moins performant que PPV car
une dimensionnalite´ e´leve´e implique un fort risque de sur-apprentissage (par exemple :
colon,musk1) commementionne´ dans [Bellet et al., 2012]. P-MinCq, quant a` lui, combine
diffe´rentes re`gles de PPV et n’intervient donc pas sur les voisinages : cette combinai-
son de votants apparaıˆt plus stable (voir la table 4.2 avec le meilleur rang moyen)
et plus robuste au sur-apprentissage. Afin de mesurer cette comple´mentarite´, nous
re´alisons une se´rie d’expe´riences comple´mentaire dont le but est de combiner LMNN
et P-MinCq (lorsque cela paraıˆt pertinent). Concre`tement, si LMNN est plus pertinent
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Figure 4.5 – Quelques exemples de bikes (colonne de gauche), persons (milieu) et d’arrie`re plans (droite)
issus de Graz-01. Uniquement des parties des objets peuvent eˆtre visible, la classe d’arrie`re plan est
difficile a` identifier, par exemple : il est difficile de distinguer un ve´lo d’une moto.
que P-MinCq sur l’ensemble de validation, la distance apprise par LMNN est pri-
vile´gie´e par P-MinCq (sinon la distance euclidienne est conserve´e). Nous reportons les
re´sultats dans la table 4.3. La combinaison LMNN+P-MinCq bat clairement toutes les
autres me´thodes, y compris LMNN seul (un test de Student avec une p-valeur de 0.05
et un test de signe a` 0.17), comme illustre´ par la figure 4.4(b). Notons que sur les jeux
de donne´es sur lesquels LMNN e´tait le plus performant (par exemple heart, parkinson,
voting), LMNN+P-MinCq est capable d’ame´liorer encore plus ces re´sultats.
Reconnaissance d’objets
Protocole Nous re´alisons une expe´rience sur Graz-01 [Opelt et al., 2004], un jeu de
donne´es ou` deux classes d’objets sont a` identifier (bike, person), ainsi qu’une classe
d’arrie`re plan. Graz-01 est connu pour sa grande variation intra-classes et ses arrie`res
plans tre`s parasite´s (voir la figure 4.5). Les taˆches de classification sont : bike/non-
bike et person/non-person. Nous suivons le protocole de [Opelt et al., 2004] : pour
chaque objet, 100 images positives et 100 ne´gatives sont choisies ale´atoirement (50
issues de l’autre objet et 50 de l’arrie`re plan). Les images sont de´crites par un his-
togramme de fre´quences de 200 mots visuels construits a` partir des points d’inte´reˆts
SIFT [Lowe, 1999]. Les voisinages sont calcule´s via deux distances d’histogrammes 10
la distance χ2 et la distance d’intersection.
Re´sultats Nous reportons dans la table 4.4 les re´sultats moyenne´s sur 10 tirages
ale´atoires. P-MinCq est encore une fois le plus stable et le meilleur en moyenne. Il
est plus performant que PPV et MinCq (une p-valeur infe´rieure a` 0.01 avec un test
de Student) et que SSN dans une moindre mesure (une p-valeur de 0.13). Notons
que SNN ame´liore significativement PPV sur ces donne´es : la variation intra-classe
semble rendre payante l’extension du voisinage. Cependant, alors que l’heuristique de
10. Si H1 et H2 sont deux histogrammes de meˆme taille n, la distance χ
2 est de´finie par :
∑
n
i=1
(H1(i)−H2(i))2
H1(i)−H2(i) , et la distance d’intersection par : ∑
n
i=1min {H1(i),H2(i)}.
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Distance Taˆche PPV SNN MinCq P-MinCq
χ2 bike 0.2310 0.2090 0.2160 0.2095
χ2 person 0.2385 0.2305 0.2730 0.2250
Intersection bike 0.2260 0.2185 0.2130 0.2055
Intersection person 0.2350 0.2370 0.3180 0.2255
Erreur moyenne 0.2326 0.2238 0.2550 0.2164
Table 4.4 – Taux d’erreur moyenne´s sur 10 tirages de PPV, SNN, MinCq et P-MinCq sur Graz-01.
syme´trie de SNN n’est pas toujours pertinente (comme pour les jeux de donne´es de
re´fe´rence), P-MinCq propose une alternative robuste et fonde´e the´oriquement.
4.2.5 Conclusion
Nous avons propose´ une nouvelle vision de la classification par k-PPV : l’objectif est
d’apprendre un vote de majorite´ sur un ensemble de classifieurs k-PPV pour e´viter,
en partie, le re´glage de k. Dans ce contexte, P-MinCq nous a permis de prendre en
conside´ration un a priori sur l’importance des diffe´rents k-PPV a` combiner. Le π-
alignement spe´cifique aux k-PPV mode´lise la plus grande influence des voisinages lo-
caux. Les expe´riences mene´es dans cette section ont donc permis de mettre en e´vidence
l’inte´reˆt de la contrainte de π-alignement, lorsqu’il est possible d’en de´finir une. Ce-
pendant, comme nous allons le voir dans la section suivante, ou` nous spe´cialisons
P-MinCq a` la taˆche de fusion de classifieurs, il est parfois difficile de de´finir un π-
alignement pertinent.
4.3 Spe´cialisation a` la fusion tardive de classifieurs
4.3.1 Motivation
P-MinCq est conside´re´ comme un algorithme d’apprentissage d’un vote de majorite´
sur ensemble de votants qui peuvent eˆtre vus comme des fonctions de score 11 ou des
re´gresseurs. Dans cet esprit, nous proposons d’e´tudier l’inte´reˆt d’une approche de type
MinCq pour combiner des classifieurs appris a` partir de modalite´s diffe´rentes. Faire
appel a` plusieurs modalite´s permet de conside´rer des informations comple´mentaires
issues de sources varie´es permettant d’ame´liorer la qualite´ d’un classifieur et cor-
respondent ge´ne´ralement a` un ensemble de descripteurs pertinents pouvant eˆtre re-
groupe´es en diffe´rentes vues ou modalite´s. Si n est le nombre de modalite´s, l’espace
d’entre´e est alors de´fini par : X = X1× · · · × Xn. Dans cette section, nous nous concen-
trons sur une proble´matique d’indexation de donne´es multime´dia 12 ou` l’on parle alors
11. La fonction de score associe´e a` un mode`le est la fonction renvoyant la valeur re´elle avant d’en
prendre le signe.
12. Pour un e´tat de l’art voir [Atrey et al., 2010].
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Figure 4.6 – Principe de la fusion tardive de classifieurs appris a` partir de n descriptions diffe´rentes.
de fusion de classifieurs. Dans ce contexte particulier, deux approches sont principale-
ment conside´re´es [Snoek et al., 2005] : la fusion pre´coce et la fusion tardive. Concernant
la fusion pre´coce, les descriptions sont fusionne´es en un seul vecteur avant la phase
d’apprentissage. Ceci peut eˆtre vu comme une classification unimodale. Cependant,
ce genre d’approche est parfois difficile a` appre´hender car les donne´es/attributs sont
souvent nombreux et tre`s he´te´roge`nes. La fusion tardive (voir la figure 4.6) vise, quant
a` elle, a` combiner les scores de pre´dictions lors de la prise de de´cision. Ce principe
est ge´ne´ralement appele´ classification multimodale ou fusion de classifieurs. Cette ap-
proche ne montre pas ne´cessairement de meilleurs re´sultats qu’une classification uni-
modale, en particulier, lorsqu’une modalite´ permet d’apprendre un classifieur signifi-
cativement plus performant que ceux appris a` partir des autres modalite´s. Ne´anmoins,
la fusion tardive tend a` eˆtre plus performante dans des situations d’apprentissage
de concepts se´mantiques dans des vide´os multimodales [Snoek et al., 2005]. De nom-
breuses me´thodes sont base´es sur une re`gle de de´cision fixe telle que le score maxi-
mal ou minimal, le produit ou la somme des scores,. . . [Kittler et al., 1998]. D’autres
approches, appele´es stacking, requie`rent une phase d’apprentissage supple´mentaire
[Wolpert, 1992, Atrey et al., 2010, Kuncheva, 2004, Dietterich, 2000].
Nous conside´rons ici le proble`me de la fusion tardive des fonctions de score de clas-
sifieurs appris sur diffe´rentes modalite´s. On note hj : Xj 7→ R la fonction de score
associe´e a` la jie`me modalite´ Xj. Une me´thode classique consiste a` apprendre une com-
binaison line´aire des diffe´rents scores, pouvant eˆtre vue comme un vote de majorite´
ponde´re´ :
B
reg
ρ (x) =
n
∑
j=1
ρjhj(x),
ou` ρj repre´sente le poids associe´ a` hj (pour rester cohe´rent avec la the´orie PAC-
Baye´sienne, on suppose 0 ≤ ρj ≤ 1 et ∑nj=1 ρ = 1) et Bregρ (·) la fonction score as-
socie´e au vote de majorite´ classique Bρ (c’est-a`-dire sans la fonction sign(·)). Lorsque
l’on apprend une telle combinaison, il est important de conside´rer un ensemble de
votants suffisamment diverses [Dietterich, 2000]. Par exemple, l’algorithme AdaBoost
[Freund et Schapire, 1996], tre`s souvent utilise´ comme me´thode de fusion multimo-
dale, ponde`re les votants selon diffe´rentes distributions sur les donne´es d’appren-
tissage en introduisant une certaine diversite´. Cependant, il requiert l’utilisation de
classifieurs dits faibles (c’est-a`-dire capables de discriminer deux classes le´ge`rement
mieux que le hasard) pour eˆtre performant : les auteurs de [Wickramaratna et al., 2001]
ont montre´ que la performance d’AdaBoost diminue si l’on combine des classi-
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fieur forts comme, par exemple, des classifieurs-SVM. Une autre approche re´cente
[Wang et Kankanhalli, 2010] se base sur la the´orie du portefeuille en proposant une
proce´dure de fusion minimisant les risques sur diffe´rentes modalite´s a` l’aide d’une me-
sure de corre´lation. Alors que cette approche est fonde´e the´oriquement, elle ne´cessite
la de´finition de fonctions approprie´es et n’est pas comple`tement adapte´e au proble`me
puisqu’elle ne tient pas directement compte de la diversite´ des votants.
En gardant a` l’esprit que MinCq/P-MinCq minimise la C-borne qui tient compte a` la
fois de l’erreur et du de´saccord entre paires de votants, ou autrement dit, de la diver-
site´ (voir la section suivante), et offre de fortes garanties the´oriques, il nous semble
approprie´ de l’utiliser comme un algorithme de fusion de classifieurs multimodaux.
MinCq/P-MinCq est ainsi capable d’infe´rer des combinaisons line´aires plus perfor-
mantes que les combinaisons basiques, mais permet aussi l’utilisation d’une “couche
supple´mentaire” de noyaux en cherchant a` apprendre un vote de majorite´ sur l’en-
semble de ces noyaux. De plus, puisqu’en indexation se´mantique de donne´es mul-
time´dias, la mesure de performance est tre`s souvent relie´e au classement des exemples
positifs, nous proposons d’e´tendre P-MinCq en optimisant la mesure Mean Average
Precision (MAP). Cette extension fait appel a` une perte additionnelle pre´servant l’ordre
pour ve´rifier des contraintes de rang par paires.
4.3.2 P-MinCq vu comme un algorithme de fusion de classifieurs
Justification de l’utilisation de l’approche P-MinCq
Nous justifions, tout d’abord, de l’utilisation de l’approche P-MinCq dans ce contexte.
Pour que les bornes en ge´ne´ralisation du the´ore`me 4.1 soient valides, nous allons suivre
le protocole suivant. E´tant donne´ un e´chantillon d’apprentissage de taille 2m, nous
le de´coupons ale´atoirement en deux sous-ensembles S′ et S de meˆme taille m. Nous
supposons que nos donne´es sont de´crites selon n modalite´s/descriptions diffe´rentes.
Pour chaque modalite´ j, nous apprenons un re´gresseur hj depuis S
′. On conside`re
alors H = {h1, . . . , h2n} l’ensemble auto-comple´mente´ de ces fonctions de score et les
oppose´es : hj+n = −hj. Si l’on suppose une connaissance a priori sur la pertinence des
modalite´s, nous pouvons la mode´liser par une contrainte π = (π1, . . . ,πn)
⊤. Dans
le cas contraire, nous ferons appel a` la contrainte de quasi-uniformite´. A` ce stade, la
fusion est donc re´alise´e par P-MinCq : le vote de majorite´ ρ-ponde´re´ est appris depuis
l’ensemble S = {(xi, yi)}mj=1.
Un autre point important concerne la notion de diversite´ qui est un e´le´ment
cle´ pour combiner avec succe`s des fonctions [Dietterich, 2000, Kuncheva, 2004,
Atrey et al., 2010]. Du point de vue de l’indexation multime´dia, la fusion de vo-
tants diverses est ne´cessaire pour espe´rer de bonnes performances. Il est inte´ressant de
souligner que P-MinCq favorise les votes de majorite´s pour lesquels les votants sont
les plus de´corre´le´s. Nous expliquons un peu plus en de´tail ce comportement.
Dans la litte´rature, il n’existe pas de de´finition ge´ne´rale de la diversite´. Cependant,
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plusieurs me´triques de diversite´ classiques se basent sur une comparaison de toutes
les paires de classifieurs individuels, telles que les Q-statistiques, le coefficient de
corre´lation, la mesure de de´saccord, . . . [Kuncheva, 2004]. Ici, nous conside´rons la
mesure de corre´lation calculant le de´saccord entre les pre´dictions de votants d’une
meˆme paire selon un domaine P :
divP(hj, hj′) = E
(x,y)∼P
hj(x)hj′(x).
Nous pouvons re´e´crire le second moment de la ρ-marge (voir la de´finition 3.2) :
Mρ2D =
2n
∑
j=1
2n
∑
j′=1
ρjρj′ divP(hj, hj′)
=
n
∑
j=1
n
∑
j′=1
(
2ρj − πj
) (
2ρj′ − πj′
)
divP(hj, hj′). (4.6)
La seconde ligne est obtenue graˆce a` l’auto-comple´mentation de H et au π-
alignement. L’approche P-MinCq minimise ce second moment Mρ2D et optimise donc
l’e´quation (4.6). Ceci implique une maximisation directe de la diversite´ entre votants
d’une meˆme paire : MinCq/P-MinCq favorise les votants les plus de´corre´le´s et semble
eˆtre une solution naturelle au proble`me de la fusion tardive de classifieurs appris
se´pare´ment depuis des modalite´s diffe´rentes et varie´es.
Ajouter une contrainte d’ordonnancement
Dans de nombreuses applications, telles qu’en indexation de documents, l’objectif n’est
pas d’e´tiqueter les donne´es mais plutoˆt de les classer par ordre de pertinence (on parle
souvent de ranking). Dans ce cas, les mesures d’e´valuation traditionnellement utilise´es
sont relie´es a` la pre´cision et au rappel. Un bon classifieur n’est pas ne´cessairement
une bonne fonction d’ordonnancement. Nous proposons donc dans cette section une
adaptation de P-MinCq pour aider a` optimiser une des mesures les plus populaires
en indexation et appele´e MAP (Mean Average Precision). La mesure MAP calcule´e sur
un e´chantillon S pour une fonction a` valeur re´elle h se de´finit comme suit. Soit S+ =
{(xi, yi) : (xi, yi) ∈ S ∧ yi = 1} = {(xi+ , 1)}m+i+=1 l’ensemble des exemples positifs issus
de S et S− = {(xi, yi) : (xi, yi) ∈ S ∧ yi = −1} = {(xi− ,−1)}m−i−=1 l’ensemble des
exemples ne´gatifs (m++m− = m). Pour e´valuer le MAP, on trie les exemples par ordre
de´croissant de scores. Le MAP de h e´value´ sur S est de´fini par :
MAPS(h) =
1
|m+| ∑
i:yi=+1
Prec@i,
ou` Prec@i est la proportion de positifs parmi les i premiers exemples. Ainsi, le score des
exemples positifs doit eˆtre plus e´leve´ que le score des exemples ne´gatifs. Pour impo-
ser un tel classement, nous proposons un apprentissage avec comparaisons par paires
d’exemples positifs/ne´gatifs 13 [Fu¨rnkranz et Hu¨llermeier (eds), 2010, Zhang, 2004].
13. Pairwise preference en anglais.
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En fait, les me´thodes par paires offrent un compromis entre bonne classification et
mesure de performance plus complexe telle que le MAP. Nous nous inspirons ici de
la strate´gie propose´e par [Yue et al., 2007] pour apprendre un classifieur- SVM en se
basant sur une relaxation de la mesure de MAP. Dans la situation particulie`re de P-
MinCq vu comme une me´thode de fusion de classifieurs, nous avons de´veloppe´ une
fonction de perte par couple pre´servant l’ordre. Concre`tement, pour chaque couple
(xi+ , xi−) ∈ S+ × S−, nous voulons ve´rifier :
B
reg
ρ (xi+) > B
reg
ρ (xi−) ⇐⇒ Bregρ (xi−)− Bregρ (xi+) < 0. (4.7)
Pour aider a` la ve´rification de l’e´quation (4.7), nous proposons la relaxation suivante :
1
m+m−
m+
∑
i+=1
m−
∑
i−=1
[
B
reg
ρ (xi−)− Bregρ (xi+)
]
+
, (4.8)
ou` nous rappelons que
[
a
]
+
= max(0, a).
Dans le cadre ge´ne´ral de P-MinCq, lorsque H est auto-comple´mente´ et que la distribu-
tion ρ est π-aligne´e, l’e´quation (4.8), se re´duit a` :
1
m+m−
m+
∑
i+=1
m−
∑
i−=1
[
n
∑
j=1
(
2ρj − πj
) (
hj(xi−)− hj(xi+)
)]
+
. (4.9)
D’un point de vue algorithmique, pour minimiser la perte hinge de (4.9), nous faisons
appel a` m+ × m− variables additionnelles ξS+×S− = (ξi+i−)1≤i+≤m+,1≤i−≤m− ponde´re´es
par un parame`tre β > 0. Puisque ξS+×S− est un terme line´aire, par abus de notations
et par souci de simplification, nous ajoutons l’e´quation (4.9) en tant que re´gularisateur
a` la fonction objectif du proble`me (4.1). Soit un e´chantillon d’apprentissage S constitue´
de m e´le´ments tire´s i.i.d. selon P, soit H un ensemble de votants auto-comple´mente´,
soit µ > 0, soit un vecteur a priori π = (π1, . . . ,πn)
⊤. Trouver la distribution posterior
ρ sur H minimisant a` la fois la C-borne et l’e´quation (4.9) est alors e´quivalent a` trou-
ver le vecteur de poids ρ = (ρ1, . . . , ρn)
⊤, ou` ρj = ρ(hj) qui minimise le programme
quadratique simple suivant :
min
ρ
(ρ−π)⊤MSρ+ β Id⊤ξS+×S− ,
s.c. mS
⊤(2ρ−π) = µ,
∀i+ ∈ {1, . . . ,m+}, ∀i− ∈ {1, . . . ,m−}, ξi+i− ≥ 0,
ξi+i− ≥ 1m+m−
n
∑
j=1
(
2ρj − πj
) (
hj(xi−)− hj(xi+)
)
,
∀j ∈ {1, . . . , n}, 0 ≤ ρj ≤ πj,
(4.10)
ou` Id = (1, . . . , 1)⊤ de taille (m+ × m−), MS est la matrice n × n dont les e´le´ments
d’indices (j, j′) ∈ {1, . . . , n}2 sont de´finis par :
1
m
m
∑
i=1
hj(xi)hj′(xi)
et :
mS =
(
1
m
m
∑
i=1
yih1(xi), . . . ,
1
m
m
∑
i=1
yihn(xi)
)⊤
.
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En pratique, en incorporant une quantite´ quadratique de variables supple´mentaires,
le proble`me devient difficile a` re´soudre en grande dimension. Pour simplifier l’op-
timisation, nous relaxons les contraintes en les moyennant. En fait, puisque nous
sommes inte´resse´s a` classer correctement et avec un grand score les exemples positifs,
nous espe´rons que le score des exemples positifs soit plus e´leve´ que la moyenne des
pre´dictions pour les exemples ne´gatifs. Le programme quadratique obtenu ne contient
plus que m+ variables additionnelles et est de´crit dans le proble`me suivant (avec les
meˆme hypothe`ses et notations) :
min
ρ
(ρ−π)⊤MSρ++β Id⊤ξS+ ,
s.c. mS
⊤(2ρ−π) = µ,
∀i+ ∈ {1, . . . ,m+}, ξi+ ≥ 0,
ξi+ ≥ 1m+m−
m−
∑
i−=1
n
∑
j=1
(
2ρj − πj
) (
hj(xi−)− hj(xi+)
)
,
∀j ∈ {1, . . . , n}, 0 ≤ ρj ≤ πj,
(4.11)
ou` Id = (1, . . . , 1)⊤ de taille m+, Les deux proble`mes pre´ce´dents contiennent un terme
de re´gularisation supple´mentaire : on va chercher le meilleur compromis entre une
grande diversite´ et un bon classement.
4.3.3 Expe´rimentations sur PascalVOC’07
Protocole
Dans cette section, nous e´valuons empiriquement l’inte´reˆt de P-MinCq en tant qu’al-
gorithme de fusion de classifieurs. Nous expe´rimentons les diffe´rentes approches sur
la base de donne´es PascalVOC’07 [Everingham et al., 2007]. L’objectif est d’identifier
20 objets (concepts) diffe´rents. Le corpus est constitue´ de 10 000 images (50% en ap-
prentissage et 50% en test). Pour la plupart des concepts, le ratio +/− entre exemples
positifs et ne´gatifs est infe´rieur a` 10% (les classes sont tre`s de´se´quilibre´es). Pour simpli-
fier le proble`me, nous avons ge´ne´re´ un ensemble d’apprentissage constitue´ de tous les
exemples positifs et d’exemples ne´gatifs inde´pendemment tire´s tels que le ratio +/−
soit de 1/3. Nous gardons l’ensemble de test original. En fait, notre objectif n’est pas
de fournir les meilleurs re´sultats sur ce jeu de donne´es, mais d’e´valuer l’inte´reˆt de P-
MinCq lors de la phase de fusion tardive dans un contexte d’indexation multime´dia.
Nous conside´rons neuf descriptions des donne´es diffe´rentes : SIFT, LBP, Percepts, 2
HOG, 2 LCH et 2 CM :
• Les SIFT que nous conside´rons sont calcule´s a` partir d’une grille dense, puis sont
associe´s a` un dictionnaire de 1 000 mots visuels ge´ne´re´s avec l’algorithme des
k-means.
• Les Percepts sont similaires aux SIFT, les mots visuels sont relie´s aux classes
se´mantiques a` un niveau local (voir la figure 6.8 dans le chapitre 6 pour plus de
de´tails).
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• Les LPB sont des motifs binaires locaux calcule´s sur une grille de 2×2 blocs (la
dimension est de 1 024). L’ope´rateur LPB e´tiquette (avec un nombre de´cimal) les
pixels d’une image en moyennant les (3×3)-voisinages de chaque pixel. Les LBP
sont connus pour eˆtre invariants a` tout changement monotone du niveau de gris.
• Les HOG sont des histogrammes de gradients calcule´s sur une grille de 4×3
blocs. Chaque case est de´finie comme la somme des gradients de magnitudes
sur 50 orientations (la dimension est de 600). Les HOG sont connus pour eˆtre
invariants a` la translation et au changement d’e´chelle.
• Les LCH sont des histogrammes de couleurs locaux repre´sente´s par un histo-
gramme 3D 3×3×3 sur une grille de 8×6 ou 4×3 blocs.
• Les CM sont les deux premiers moments des couleurs dans l’espace RGB
repre´sente´s sur une grille de 8×6 ou 4×3 blocs.
Nous apprenons un classifieur-SVM depuis chacune des descriptions a` l’aide de la
librairie LibSVM [Chang et Lin, 2001]. Le noyau conside´re´ est le noyau gaussien clas-
sique de´fini dans l’e´quation (1.12). L’ensemble des votants a` fusionner H est alors
constitue´ des neuf fonctions de score re´elles associe´es a` ces classifieurs-SVM (P-
MinCq conside`re implicitement leurs oppose´s). Nous ne disposons d’aucun a priori
sur les diffe´rents votants et conside´rons donc uniquement des distributions quasi-
uniforme sur H. En effet, la de´finition d’une contrainte π-aligne´e dans ce cas est une
proble´matique 14 en soit.
Dans une premie`re se´rie d’expe´rimentations, nous comparons les 3 algorithmes P-
MinCq (proble`mes (4.1), (4.10) et (4.11) note´s respectivement P-MinCq, P-MinCqPW et
P-MinCqPWav) aux 4 me´thodes basiques suivantes :
• La meilleure hypothe`se de H : hbest = argmax
hj∈H
MAPS(hj).
• La fonction de pre´diction avec la plus grande confiance :
best(x) = argmax
hj∈H:j∈{1,...,n}
∣∣hj(x)∣∣.
• La somme des scores (non-ponde´re´s) : Σ(x) =
n
∑
j=1
hj(x).
• Le vote de majorite´ ponde´re´ par la valeur des MAP individuels :
ΣMAP(x) =
n
∑
j=1
MAPS(hj)
∑
n
j′=1 MAPS(hj′)
hj(x).
Dans une seconde se´rie d’expe´riences, nous introduisons une information non line´aire
en introduisant une couche de noyaux gaussiens. Autrement dit, nous augmentons arti-
ficiellement la taille de l’ensembleH. Les exemples sont alors repre´sente´s par le vecteur
14. Nous avons essaye´ diffe´rentes strate´gies qui se sont toutes re´ve´le´es moins performante que la dis-
tribution quasi-uniforme.
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concept P-MinCqPWav P-MinCqPW P-MinCq Σ ΣMAP best hbest
aeroplane 0.487 0.486 0.526 0.460 0.241 0.287 0.382
bicycle 0.195 0.204 0.221 0.077 0.086 0.051 0.121
bird 0.169 0.137 0.204 0.110 0.093 0.113 0.123
boat 0.159 0.154 0.159 0.206 0.132 0.079 0.258
bottle 0.112 0.126 0.118 0.023 0.025 0.017 0.066
bus 0.167 0.166 0.168 0.161 0.098 0.089 0.116
car 0.521 0.465 0.495 0.227 0.161 0.208 0.214
cat 0.230 0.219 0.220 0.074 0.075 0.065 0.116
chair 0.257 0.193 0.230 0.242 0.129 0.178 0.227
cow 0.102 0.101 0.118 0.078 0.068 0.06 0.101
diningtable 0.118 0.131 0.149 0.153 0.091 0.093 0.124
dog 0.260 0.259 0.253 0.004 0.064 0.028 0.126
horse 0.301 0.259 0.303 0.364 0.195 0.141 0.221
motorbike 0.141 0.113 0.162 0.193 0.115 0.076 0.130
person 0.624 0.617 0.604 0.001 0.053 0.037 0.246
pottedplant 0.067 0.061 0.061 0.057 0.04 0.046 0.073
sheep 0.067 0.096 0.069 0.128 0.062 0.064 0.083
sofa 0.204 0.208 0.201 0.137 0.087 0.108 0.147
train 0.331 0.332 0.335 0.314 0.164 0.197 0.248
tvmonitor 0.281 0.281 0.256 0.015 0.102 0.069 0.171
Moyenne 0.240 0.231 0.243 0.151 0.104 0.100 0.165
Table 4.5 – Re´sultats en MAP obtenus sur l’e´chantillon test de PascalVOC’07.
des scores de tous les votants, puis H devient l’ensemble des valeurs des noyaux sur
l’e´chantillon S : chaque exemple x de l’e´chantillon S est alors vu comme un votant
K
(·, h(x)). Dans cette situation nous nous comparons a` un classifieur-SVM avec un
noyau gaussien. On indice avec rb f les me´thodes faisant appel a` cette couche.
Les diffe´rents hyperparame`tres sont se´lectionne´s par validation croise´e sur cinq sous-
ensembles. Les performances sont e´value´es en MAP sur l’ensemble de test et sont
reporte´es dans la table 4.5 pour la premie`re se´rie et dans la table 4.6 pour la seconde.
Re´sultats
Notons tout d’abord que la performance de ΣMAP est plus faible que Σ, sugge´rant
que la performance des classifieurs individuels n’est pas lie´e a` leur importance lors de
l’e´tape de fusion. Cette observation s’est confirme´e expe´rimentalement : en conside´rant
cette performance MAP a priori comme une contrainte de π-alignement, nous n’avons
obtenu qu’une perte de performance.
Pour la premie`re expe´rimentation, la table 4.5 indique clairement que les approches
P-MinCq sont en moyennes meilleures que les me´thodes basiques. Elles renvoient la
valeur du MAP la plus e´leve´e pour 16 concepts sur 20. Ce re´sultat est confirme´ sta-
tistiquement a` l’aide d’un test de Student menant a` une p-valeur proche de 0 au
regard de ΣMAP, best et hbest. En comparaison de Σ, les p-valeurs associe´es respec-
tivement a` P-MinCqPWav, P-MinCqPW et P-MinCq sont 0.0139, 0.0232 et 0.0088. On
peut remarquer que P-MinCqPW est moins performant que sa relaxation P-MinCqPWav.
Un test de Student me`ne a` un p-valeur de 0.223, sans eˆtre significatif. Ainsi, lorsque
notre objectif est de classer les exemples positifs avant les exemples ne´gatifs, les
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concept P-MinCq
rb f
PWav P-MinCq
rb f SVMrb f
aeroplane 0.513 0.513 0.497
bicycle 0.273 0.219 0.232
bird 0.266 0.264 0.196
boat 0.267 0.242 0.240
bottle 0.103 0.099 0.042
bus 0.261 0.261 0.212
car 0.530 0.530 0.399
cat 0.253 0.245 0.160
chair 0.397 0.397 0.312
cow 0.158 0.177 0.117
diningtable 0.263 0.227 0.245
dog 0.261 0.179 0.152
horse 0.495 0.450 0.437
motorbike 0.295 0.284 0.207
person 0.630 0.614 0.237
pottedplant 0.102 0.116 0.065
sheep 0.184 0.175 0.144
sofa 0.246 0.211 0.162
train 0.399 0.385 0.397
tvmonitor 0.272 0.257 0.230
Moyenne 0.301 0.292 0.234
Table 4.6 – Resultats en MAP obtenus sur l’e´chantillon test de PascalVOC’07 avec une couche de
noyau gaussien.
contraintes moyenne´es semblent pertinentes. Cependant, la contrainte de classement
n’aide pas lors du processus d’apprentissage : la version classique de P-MinCq montre
les meilleurs re´sultats et est statistiquement comparable a` P-MinCqPWav (une p-valeur
de 0.2574 avec un test de Student). En fait, le compromis entre diversite´ et classement
est ici difficile a` mettre en œuvre puisque les neuf votants ne sont probablement pas
assez expressifs. D’une part, les contraintes d’ordre se retrouvent plus difficiles a` satis-
faire et, d’autre part, la diversite´ des votants varie peu.
L’ajout d’une couche de noyaux permet alors d’augmenter cette expressivite´. En effet,
la table 4.6, montrant que les me´thodes base´es sur P-MinCq produisent les meilleurs
re´sultats par rapport au classifieur-SVM, confirme que la diversite´ des votants est cor-
rectement mode´lise´e par P-MinCq. De plus, P-MinCq
rb f
PWav est cette fois-ci significati-
vement le meilleur : un test de Student renvoie une p-valeur de 0.0003 lorsque l’on
compare P-MinCq
rb f
PWav et le classifieur-SVM ; la p-valeur est de 0.0038 lorsqu’on le
compare avec P-MinCqrb f . Ainsi, la contrainte moyenne´e est un bon compromis entre
obtenir un bon MAP et garder un temps de re´solution raisonnable. Notons que nous
n’avons pas reporte´ les re´sultats obtenus avec P-MinCq
rb f
PW puisque dans ce contexte,
le temps d’exe´cution est beaucoup plus e´leve´ avec une performance faible. En fait, la
me´thode par paires implique un trop grand nombre de variables, pe´nalisant alors la
re´solution de P-MinCq
rb f
PW .
Finalement, il s’ave`re qu’au moins une me´thode de type P-MinCq est la meilleure pour
chaque concept. De plus, un test de Student renvoie une p-valeur proche de 0 lorsque
l’on compare P-MinCq
rb f
PWav avec les me´thodes n’utilisant pas la couche supple´mentaire
de noyaux. Ce re´sultat justifie que cette approche est significativement meilleure.
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4.3.4 Conclusion
Les expe´riences mene´es dans cette section ont de´montre´ que P-MinCq offre une al-
ternative the´oriquement fonde´e pour le proble`me de la fusion de classifieurs en pre-
nant en conside´ration la diversite´ des votants. Dans le cadre particulier de l’indexa-
tion se´mantique de documents multime´dia, la diversite´ des votants est induite par
la variabilite´ des descripteurs ou par la variabilite´ de la premie`re couche de classi-
fieurs. De plus, une contrainte d’ordre permet d’ame´liorer les performances en terme
de MAP. Contrairement a` la section 4.2, nous n’avons pas pu de´finir de contrainte de
π-alignement ade´quate a` ce proble`me d’apprentissage multimodal. Une de nos pers-
pectives est ainsi de de´finir une telle contrainte en e´tudiant les travaux de´ja` re´alise´s
sur la notion d’apprentissage de prior en the´orie PAC-Baye´sienne. Nous pourrions,
par exemple, apprendre un contrainte a priori a` partir d’une fraction de l’e´chantillon
d’apprentissage a` l’image de [Ambroladze et al., 2006, Parrado-Herna´ndez et al., 2012].
4.4 Synthe`se
Dans ce chapitre, nous avons re´pondu aux limitations de l’algorithme MinCq. Nous
en avons propose´ une ge´ne´ralisation, nomme´e P-MinCq, permettant l’introduction
d’une connaissance a priori lors du processus d’apprentissage. Tandis que la contrainte
de quasi-uniformite´ impose´e par MinCq est non informative, la connaissance prise
en compte par P-MinCq prend la forme d’une distribution π-aligne´e. D’une part,
notre approche n’implique aucune perte d’expressivite´ et, d’autre part, nous en avons
de´montre´ des garanties en ge´ne´ralisation lorsque les votants de´pendent des donne´es.
Nous avons re´alise´ deux instanciations de P-MinCq. Une premie`re pour combiner des
classifieurs de type k-PPV, mettant en e´vidence l’inte´reˆt du π-alignement lors du pro-
cessus d’apprentissage. Une seconde dans la situation particulie`re de la fusion de clas-
sifieurs en multime´dia, montrant l’inte´reˆt d’une telle approche pour apprendre un vote
de majorite´ ponde´re´ tout en prenant en compte la diversite´ des classifieurs.
Ces re´sultats prometteurs ouvrent des perspectives concernant la de´finition de π-
alignements pour diffe´rents types de classifieurs, mais aussi pour mettre au point
des me´thodes visant a` estimer π pour une taˆche particulie`re. En outre, dans le cadre
spe´cifique des k-PPV, il serait inte´ressant de combiner P-MinCq avec la me´thode d’ap-
prentissage de distance χ2 propose´e tre`s re´cemment [Kedem et al., 2012].
Dans ce chapitre, nous nous sommes focalise´s sur la classification binaire, ce qui est
une limitation importante de cette contribution. Dans le chapitre suivant, nous abor-
dons la proble´matique de la classification multiclasse. L’extension de ces travaux a`
une telle situation n’est pas aise´e. Ainsi, dans un premier temps, nous proposons une
analyse PAC-Baye´sienne sur le classifieur de Gibbs, puis, dans un second temps nous
ge´ne´ralisons la C-borne au multiclasse.
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A
lors que les contributions du chapitre pre´ce´dent se placent dans le cadre de
la classification binaire, nous pre´sentons dans ce chapitre deux travaux en
the´orie PAC-Baye´sienne pour la classification multiclasse lorsque le nombre
de classes Q est fini et supe´rieur a` 2.
Dans un premier temps en section 5.2 nous de´montrons une borne PAC-Baye´sienne
sur le risque du classifieur de Gibbs, qui, nous le rappelons, correspond a` la moyenne
selon une distribution ρ des risques des classifieurs d’un ensemble H. L’originalite´ et
l’inte´reˆt de ce re´sultat est de conside´rer une mesure de risque base´e sur la matrice de
confusion des classifieurs. En effet, en classification multiclasse, la matrice de confusion
offre un outil plus approprie´ et plus riche que le simple taux d’erreur mesure´ par la
fonction de perte 0− 1. En fait, elle permet l’e´tude explicite des diffe´rentes probabilite´s
d’erreur, autrement dit, les probabilite´s qu’un exemple de classe y soit classe´ en une
classe diffe´rente y′ 6= y. Cette notion est effectivement cruciale dans de nombreuses
applications. Dans le cas de la classification binaire, il est souvent inte´ressant de dis-
tinguer les faux-positifs (test positif a` tort) des faux-ne´gatifs (test ne´gatif a` tort). Par
exemple, en me´decine, il est important de diffe´rencier “faux-malade” et “faux-sain” : il
vaut mieux traiter a` tort un sujet en re´alite´ sain que de ne pas traiter un sujet malade.
Concre`tement, nous faisons appel a` un re´sultat re´cent sur les ine´galite´s de concentra-
tions valables sur des sommes de matrices ale´atoires [Tropp, 2011] pour de´river deux
bornes montrant que la norme ope´rateur de la matrice de confusion re´elle du classi-
fieur de Gibbs est borne´e par : (i) la norme ope´rateur de son estimation empirique,
101
102 Chapitre 5. The´orie PAC-Baye´sienne et classification multiclasse
(ii) un terme de´pendant de la quantite´ d’exemples dans chacune des classes et (iii) la
KL-divergence entre les distributions prior et posterior. A` notre connaissance, il s’agit
de la premie`re borne PAC-Baye´sienne pour la matrice de confusion. Notons que des
garanties en ge´ne´ralisation sur la norme ope´rateur de la matrice de confusion ont e´te´
re´cemment de´montre´es dans d’autres cadres tels que celui de la stabilite´ uniforme
[Machart, 2012] ou de l’apprentissage en ligne [Ralaivola, 2012].
Dans un second temps, en section 5.3, nous e´tudions les relations qui existent entre
l’erreur du classifieur de Gibbs et l’erreur du vote de majorite´. Tout d’abord, nous
montrons que la relation directe repose sur un facteur e´gal au nombre de classes.
Puis, nous ge´ne´ralisons la C-borne du the´ore`me 3.3 du chapitre 3. Nous en donnons
plusieurs formulations reposant sur des notions toutes e´quivalentes en classification
binaire. Nous rappelons que la C-borne est au cœur des algorithmes MinCq (section
3.4, chapitre 3) et P-MinCq du chapitre pre´ce´dent. Cependant, a` ce jour, il s’ave`re plus
complexe de de´river un algorithme performant. Nous discutons de cet aspect a` la fin
de ce chapitre.
Les travaux sur la matrice de confusion on e´te´ publie´s a` ICML 2012
[Morvant et al., 2012c]. La ge´ne´ralisation de la C-borne a donne´ lieu a` une com-
munication scientifique non publie´e dans le workshop WiML 1 2012.
5.1 Le cadre multiclasse conside´re´ et quelques notations
Nous e´tudions, ici, des taˆches de classification multiclasse ou` X ⊆ Rd, de dimension
finie d, est l’espace d’entre´e et Y = {1, . . . ,Q} est l’espace de sortie avec Q > 2 le
nombre de classes fini. L’ensemble d’apprentissage S = {(xi, yi)}mi=1 est constitue´ de m
exemples tire´s i.i.d. selon un domaine P de´fini sur X × Y, tel que m ≥ Q et my ≥ 1
pour toutes les classes y de Y, ou` my est le nombre d’exemples de vraie classe y. H est
une famille de classifieurs multiclasse de X vers Y. Nous rappelons qu’e´tant donne´s
une distribution prior π sur H et un e´chantillon S, le processus d’apprentissage PAC-
Baye´sien vise a` trouver la distribution posterior ρ amenant a` minimiser l’erreur re´elle
du classifieur stochastique de Gibbs Gρ(·) ou celle du vote de majorite´ ρ-ponde´re´ Bρ(·).
Pour rappel, le classifieur de Gibbs Gρ(·) e´tiquette un exemple x en tirant ale´atoirement
selon ρ un votant h dans H, puis en renvoyant la valeur de h(x). Le vote de majorite´
ρ-ponde´re´ Bρ(·) est, quant a` lui, de´fini en classification multiclasse par :
Bρ(x) = argmax
c∈Y
[
E
h∼ρ
I(h(x) = c)
]
. (5.1)
Cependant, dans de nombreuses situations — par exemple lors d’un de´se´quilibre entre
les classes — mesurer la qualite´ d’un classifieur uniquement en comptabilisant ses
erreurs n’est pas judicieux. En effet, supposons qu’une classe p soit majoritairement
pre´sente, c’est-a`-dire que sa probabilite´ d’apparition soit de 1− ǫ avec ǫ > 0 petit, alors
le classifieur hmaj(·), qui renvoie la classe p pour tous les exemples x, montrera un
taux d’erreur d’au plus ǫ, alors qu’il commet toujours une erreur pour les exemples de
1. Women in Machine Learning, http://wimlworkshop.org/.
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classes q 6= p.
Pour contourner ce proble`me, nous faisons appel a` la matrice de confusion du classi-
fieur en guise de mesure du risque plus fine. En particulier, nous e´tudions la matrice de
confusion construite a` partir de sa de´finition classique qui se base sur les probabilite´s
conditionnelles : il est, en effet, important de s’affranchir des effets de la diversite´ des
classes repre´sente´es. Concre`tement, pour un classifieur h issu de H et un e´chantillon
d’apprentissage S, la matrice de confusion empirique DhS = (dˆpq)1≤p,q≤Q associe´e a` h
est de´finie par :
∀(p, q) ∈ Y2, dˆpq =
m
∑
i=1
1
myi
I(h(xi) = q)I(yi = p).
La matrice de confusion re´elle DhP = (dpq)1≤p,q≤Q associe´e a` h est :
∀(p, q) ∈ Y2, dpq = E
x|y=p
I
(
h(x) = q
)
= Pr
(x,y)∼P
(h(x) = q|y = p).
Si le classifieur h ne commet aucune erreur sur l’e´chantillon S, alors tous les e´le´ments
de la matrice de confusion sont nuls, a` l’exception des e´le´ments diagonaux tous e´gaux
a` 1 puisqu’ils correspondent aux exemples correctement classe´s. Ainsi, plus il y a
d’e´le´ments non nuls en dehors de la diagonale, plus le classifieur est enclin a` com-
mettre des erreurs. Minimiser le nombre d’erreurs revient donc a` trouver un classifieur
dont la matrice de confusion montre le plus possible d’e´le´ments faibles en dehors de
la diagonale.
Puisque la diagonale porte l’information des probabilite´s conditionnelles des
pre´dictions “correctes”, nous proposons d’annuler tous ces e´le´ments. Les e´le´ments
non nuls de cette nouvelle matrice de confusion correspondent alors, uniquement, aux
exemples mal classe´s par h. Nous la de´finissons comme suit.
De´finition 5.1 (Matrice de confusion empirique et re´elle) Soit Y = {1, . . . ,Q} l’ensemble des classes
possibles. Soit P un domaine sur X × Y. Soit S ∼ (P)m un e´chantillon d’apprentissage de
m exemples. Soit H un ensemble de classifieurs multiclasse de X vers Y. Alors, pour tout
classifieur h issu de H, nous de´finissons les matrices de confusion empirique et re´elle de h
respectivement par ChS = (cˆpq)1≤p,q≤Q et C
h
P = (cpq)1≤p,q≤Q telles que :
∀(p, q) ∈ Y2, cˆpq =
{
0 si q = p
dˆpq sinon,
∀(p, q) ∈ Y2, cpq =
 0 si q = pdpq = Pr
(x,y)∼P
(h(x) = q|p = y) sinon.
Par abus de langage, c’est cette de´finition que nous nommons “matrice de confusion”.
Notons qu’elle n’implique aucune perte d’expressivite´ car l’information porte´e par la
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diagonale de la matrice de confusion classique est redondante :
∀p ∈ Y, ∑
q∈Y
dpq = 1
⇔ ∀p ∈ Y, dpp = 1− ∑
q∈Y, q 6=p
dpq
⇔ ∀p ∈ Y, dpp = 1− ∑
q∈Y
cpq.
De plus, il est facile de montrer que si DY =
(
Pr (y = 1), . . . ,Pr (y = Q)
)⊤
est le
vecteur des probabilite´s a priori des classes, alors le taux d’erreur est e´gal a` :
RP(h) =
∥∥∥DY⊤ChP∥∥∥
1
.
Ainsi, a` la lumie`re de l’information supple´mentaire apporte´e par un e´chantillon
repre´sentatif, le taux d’erreur peut eˆtre retrouve´ a` partir de la matrice de confusion
(l’inverse e´tant impossible).
Si h classe correctement tous les exemples issus de S, alors sa matrice de confusion
empirique ChS correspond simplement a` la matrice nulle 0. De meˆme, si h est un classi-
fieur parfait sur le domaine P, alors sa matrice de confusion re´elle vaut 0. Controˆler la
matrice de confusion d’un classifieur apparaıˆt donc eˆtre une strate´gie ade´quate pour
controˆler l’erreur du classifieur de Gibbs. Plus pre´cise´ment, une solution consiste a`
chercher la matrice de confusion la plus “petite” possible, ou` “petite” signifie la plus
proche possible de 0. Ici, nous choisissons comme mesure de distance a` 0 la norme
ope´rateur, aussi appele´e norme spectrale. Cette norme retourne la plus grande valeur
singulie`re de son argument et est de´finie par :
‖C‖op = max{λmax(C),−λmin(C)}
= max
v 6=0
‖Cv‖2
‖v‖2 , (5.2)
ou` λmax(C) et λmin(C) sont respectivement les valeurs singulie`res maximale et mini-
male de la matrice C. Le choix de la norme ope´rateur n’est pas anodin. D’une part, nos
travaux tirent parti d’un des re´sultats de [Tropp, 2011] portant sur la norme ope´rateur
de matrices ale´atoires. D’autre part, on peut prouver la relation suivante :
RP(h) =
∥∥∥DY⊤ChP∥∥∥
1
= DY
⊤ChP Id ou` Id est le vecteur identite´,
≤
√
Q
∥∥∥DY⊤ChP∥∥∥
2
d’apre`s l’ine´galite´ de Cauchy-Swartz,
=
√
Q
∥∥∥ChP⊤DY∥∥∥
2
≤
√
Q
∥∥∥ChP⊤∥∥∥
op
‖DY‖2 d’apre`s la de´finition de ‖ · ‖op de l’e´quation (5.2),
≤
√
Q
∥∥∥ChP⊤∥∥∥
op
puisque ‖DY‖2 ≤ 1,
=
√
Q
∥∥∥ChP∥∥∥
op
.
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Ainsi, la minimisation de la norme ope´rateur
∥∥ChP∥∥op permet de minimiser l’erreur.
Finalement, nous pre´cisons quelques proprie´te´s de la norme ope´rateur. Tout d’abord,
‖ · ‖op est une norme re´gulie`re, pour toute matrice C, on a donc :
∀a ∈ R, ‖aC‖op = |a| ‖C‖op . (5.3)
De plus, e´tant donne´es les matrices de meˆme dimensions A et B compose´es d’e´le´ments
positifs ou nuls et telles que 0 ≤ A ≤ B (e´le´ments par e´le´ments), on a :
0 ≤ A ≤ B =⇒ ‖A‖op ≤ ‖B‖op . (5.4)
A` partir de ces e´le´ments, nous de´montrons tout d’abord une borne PAC-Baye´sienne
pour la matrice de confusion du classifieur de Gibbs. Nous e´tudions ensuite le lien
entre le classifieur de Gibbs et le vote de majorite´ ρ-ponde´re´ en section 5.3.
5.2 Borne PAC-Baye´sienne sur la confusion du classifieur de
Gibbs
5.2.1 La borne en ge´ne´ralisation
Le re´sultat principal de cette section est une borne PAC-Baye´sienne en ge´ne´ralisation
sur la matrice de confusion associe´e au classifieur stochastique de Gibbs Gρ(·) dans le
contexte de la pre´diction multiclasse de´crit pre´ce´demment. Dans ce cas, les matrices de
confusion re´elle et empirique associe´es a` Gρ(·) correspondent a` une espe´rance selon la
distribution posterior ρ et sont respectivement note´es :
C
Gρ
P = E
h∼ρ
E
S∼(P)m
ChS et C
Gρ
S = E
h∼ρ
ChS.
E´tant donne´s un votant h tire´ ale´atoirement selon le posterior ρ et un e´chantillon S =
{(xi, yi)}mi=1 ∼ (P)m, notre objectif est de majorer l’e´cart entre C
Gρ
P et C
Gρ
S qui sont vues
comme les mesures des risques re´el et empirique du classifieur de Gibbs. Notre re´sultat
principal est e´nonce´ dans le the´ore`me suivant.
The´ore`me 5.1 Soit X ⊆ Rd l’espace d’entre´e, soit Y = {1, . . . ,Q} l’ensemble de classes. Soit P
un domaine sur X × Y et soit H une famille de classifieurs multiclasse de X vers Y. Soit
S un e´chantillon d’apprentissage constitue´ de m exemples tire´s i.i.d. selon P et tel que pour
toute classe y de Y, on ait my > 8Q. Alors pour toute distribution prior π sur H et pour
tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de l’e´chantillon ale´atoire
S ∼ (P)m et pour toute distribution ρ sur H, on a :
∥∥∥CGρS − CGρP ∥∥∥op ≤
√
8Q
m− − 8Q
[
KL(ρ||π) + ln
(m−
4δ
)]
,
ou` m− = min
y∈Y
my est le nombre minimal d’exemples de S de meˆme classe.
De´monstration. Reporte´e en section 5.2.2.
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Notons que pour toute classe y de l’ensemble Y, il est ne´cessaire de ve´rifier : my > 8Q.
Cette restriction n’est pas trop forte puisqu’elle est line´aire en le nombre de classes Q.
Finalement, on peut re´e´crire le the´ore`me 5.1 de la manie`re suivante :
Corollaire 5.1 Sous les hypothe`ses du the´ore`me 5.1, on a :
∥∥∥CGρP ∥∥∥op ≤ ∥∥∥CGρS ∥∥∥op +
√
8Q
m− − 8Q
[
KL(ρ||π) + ln
(m−
4δ
)]
.
De´monstration. On applique l’ine´galite´ triangulaire |‖A‖ − ‖B‖| ≤ ‖A − B‖ au
the´ore`me 5.1.
En se fixant une distribution prior π sur H, le the´ore`me 5.1 et le corollaire 5.1 donnent
une borne PAC-Baye´sienne sur l’estimation, via la norme ope´rateur, de la matrice de
confusion re´elle du classifieur de Gibbs pour toutes les distributions prior et posterior
possibles. Pour une taˆche donne´e, le nombre de classes est constant, le risque re´el est
donc majore´ par le risque empirique du classifieur de Gibbs, la KL-divergence entre
ρ et π et un terme relie´ aux nombres d’exemples d’apprentissage. Ce dernier de´pend
en fait de m−, la quantite´ minimale d’exemples qui appartiennent a` la meˆme classe :
plus m− est e´leve´, plus la borne sera pre´cise. Cependant, si une classe est tre`s minori-
tairement pre´sente, la borne sera impre´cise. Notons finalement que ce re´sultat varie en
O(1/
√
m−) qui est un taux de convergence typique pour une borne ne contenant pas
d’information du second ordre.
5.2.2 De´monstration du re´sultat
Cette section e´nonce la preuve du the´ore`me 5.1. Tout d’abord, nous introduisons une
ine´galite´ de concentration ge´ne´ralisant l’ine´galite´ de Hoeffding a` la somme de ma-
trices carre´es ale´atoires. Nous en de´duisons ensuite notre borne en ge´ne´ralisation
PAC-Baye´sienne en suivant le principe de preuve “en trois e´tapes”, qui se base
sur l’ine´galite´ de Hoeffding, du the´ore`me PAC-Bayes binaire de Langford-Seeger
[Seeger, 2002, McAllester, 2003, Langford, 2005] (le corollaire 3.1 vu en chapitre 3).
Ine´galite´ de concentration pour la matrice de confusion
Le re´sultat principal de ce chapitre se de´rive a` l’aide de l’ine´galite´ de concentration
suivante sur la somme de matrices auto-adjointes de´montre´e par [Tropp, 2011]. Cette
ine´galite´ ge´ne´ralise l’ine´galite´ de Hoeffding aux matrices ale´atoires auto-adjointes 2 (ou
hermitienne).
The´ore`me 5.2 ([Tropp, 2011]) Conside´rons une se´quence finie {Mi} de matrices auto-adjointes,
ale´atoires et inde´pendantes de dimension Q. Soit {Ai} une se´quence de matrices auto-adjointes.
2. Une matrice auto-adjointe (ou hermitienne) est une matrice carre´e qui est e´gale a` la matrice tans-
pose´e de la matrice conjugue´e.
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Supposons que chaque matrice carre´e ale´atoire ve´rifie presque suˆrement :
E Mi = 0 et M
2
i 4 A
2
i .
Alors pour tout ǫ ≥ 0, on a :
Pr
{
λmax
(
∑
i
Mi
)
≥ ǫ
}
≤ Q exp
(−ǫ2
8σ2
)
,
ou` σ2 =
∥∥∑i A2i ∥∥ et 4 est l’ordre semi-de´fini sur les matrices auto-adjointes.
Sachant qu’une matrice a` valeurs re´elles est auto-adjointe si et seulement si elle est
syme´trique, la matrice de confusion qui, elle, l’est rarement n’est donc en ge´ne´ral pas
auto-adjointe. Pour adapter ce re´sultat a` notre situation particulie`re, nous faisons appel
a` la me´thode de dilatation de matrices [Paulsen, 2002] pour “transformer” une matrice
carre´e en une matrice auto-adjointe, tout en gardant l’information spectrale importante
pour la norme ope´rateur.
De´finition 5.2 (Dilatation [Paulsen, 2002]) La dilatation D(M) d’une matrice M carre´e re´elle de
dimension Q est la matrice de dilatation carre´e auto-adjointe D(M) de dimension 2Q de´finie
par :
D(M) =
(
0 M
M⊤ 0
)
. (5.5)
De plus, la dilatation pre´serve l’information spectrale :
λmax (D(M)) = ‖D(M)‖op
= ‖M‖op . (5.6)
A` l’aide de cette de´finition, nous prouvons l’ine´galite´ de concentration suivante.
Corollaire 5.2 Conside´rons une se´quence finie {Mi} de matrices carre´es ale´atoires et inde´pendantes
de dimension Q. Soit {ai} une se´quence de re´els fixe´s. Supposons que chaque matrice ale´atoire
ve´rifie presque suˆrement :
E Mi = 0 et ‖Mi‖op ≤ ai.
Alors, pour tout ǫ ≥ 0, on a :
Pr

∥∥∥∥∥∑
i
Mi
∥∥∥∥∥
op
≥ ǫ
 ≤ 2Q exp
(−ǫ2
8σ2
)
, (5.7)
ou` σ2 = ∑
i
a2i .
De´monstration. Pour prouver ce corollaire, il faut partir de la de´finition 5.2 pour ve´rifier
les hypothe`ses du the´ore`me 5.2 afin de l’appliquer.
Soit {Mi} une se´quence de matrices carre´es, ale´atoires et inde´pendantes de dimension
Q telles que : EMi = 0. Soit {ai} une se´quence de re´els fixe´s tels que : ‖Mi‖op ≤ ai.
Nous conside´rons les matrices de dilatation {D(Mi)} de dimension 2Q associe´es
108 Chapitre 5. The´orie PAC-Baye´sienne et classification multiclasse
aux matrices {Mi}. Par de´finition, la dilatation est un ope´rateur line´aire et donc :
E D(Mi) = 0. En outre, d’apre`s l’e´quation 5.6, on a :∥∥∥∥∥∑
i
Mi
∥∥∥∥∥
op
= λmax
(
D
(
∑
i
Mi
))
= λmax
(
∑
i
D(Mi)
)
.
De plus :
‖Mi‖op = ‖D(Mi)‖
= λmax (D(Mi))
≤ ai.
Il ne reste plus qu’a` ve´rifier l’hypothe`se : D(Mi)2 4 A2i . Pour ce faire, nous devons
de´finir et fixer une se´quence de matrices auto-adjointes {Ai} de dimension 2Q. Il suf-
fit de construire la matrice diagonale dont tous les e´le´ments de la diagonale valent
λmax
(D(Mi)) :
λmax
(D(Mi))Id2Q.
Ceci assure :
D(Mi)2 4
(
λmax (D(Mi)) Id2Q
)2
.
Plus pre´cise´ment, pour tout i on a :
λmax
(D(Mi)) ≤ ai.
Nous fixons Ai la matrice diagonale de coefficients tous e´gaux a` ai telle que :
Ai = aiId2Q,
avec : ∥∥∥∥∥∑
i
A2i
∥∥∥∥∥
op
= ∑
i
a2i
= σ2.
Finalement, on applique le the´ore`me 5.2 pour obtenir l’ine´galite´ de concentration (5.7).
Pour appliquer directement ce corollaire a` la matrice de confusion, nous devons la
re´e´crire comme la somme des matrices de confusion mesure´es inde´pendamment sur
chaque exemple. E´tant donne´ un exemple (xi, yi) de l’e´chantillon S, nous de´finissons
sa matrice de confusion Chi = (cˆpq(i))1≤p,q≤Q par :
∀(p, q) ∈ Y2, cˆpq(i) =
 0 si q = p1
myi
I(h(xi) = q)I(yi = p) sinon,
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ou` myi est le nombre d’exemples de S de classe yi. E´tant donne´ un exemple (xi, yi), la
matrice de confusion de´finie sur (xi, yi) contient au plus un e´le´ment non nul lorsque
h(xi) ne renvoie pas yi. De la meˆme manie`re, lorsque h(xi) renvoie yi alors la matrice
de confusion de´finie sur l’exemple est e´gale a` 0. Ainsi, pour tout e´chantillon S =
{(xi, yi)}mi=1 compose´ de m e´le´ments i.i.d. selon P et pour tout classifieur h issu de H,
la matrice de confusion est e´quivalente a` :
ChS =
m
∑
i=1
Chi .
En outre, on conside`re les matrices carre´es ale´atoires C′hi = (cˆ′pq(i))1≤p,q≤Q de´finies
par :
∀(p, q) ∈ Y2,
cˆ′pq(i) =

0 si cˆpq(i) = 0
1
myi
I(h(xi) = q)I(yi = p)− E
S={(xj ,yj)}mj=1
∼(P)m
1
myj
I(h(xj) = q)I(yj = p)
 sinon.
(5.8)
Le terme ES∼(P)m 1myj I(h(xj) = q)I(yj = p), lorsque cˆpq(i) 6= 0, est e´quivalent a`
3
l’espe´rance sur S ∼ (P)m des e´le´ments cˆpq, tels que p = yi et q = h(xi), issus des
matrices empiriques ChS. L’e´quation (5.8) se re´e´crit alors :
∀(p, q) ∈ Y2, cˆ′pq(i) =
 0 si cˆpq(i) = 0cˆpq(i)− 1
myi
E
S∼(P)m
cˆpq sinon.
(5.9)
Par souci de lisibilite´, e´tant donne´ un exemple (xi, yi) et pour tout e´chantillon S ∼ (P)m,
nous notons Ch
S|i la matrice contenant au plus un e´le´ment non nul de coordonne´es (p, q)
qui vaut cˆpq avec p = yi et q = h(xi). On obtient alors la formulation de C
′h
i suivante :
C′hi = Chi −
1
myi
E
S∼(P)m
ChS|i ,
Trivialement, cette de´finition nous permet de ve´rifier : E C′hi = 0.
Il ne reste plus qu’a` de´finir une valeur ade´quate pour le re´el ai associe´ a` chaque matrice
C′hi . Soit λmaxi(C′
h
i ) la valeur singulie`re maximale de la matrice C
′h
i . Il est facile de
ve´rifier que λmaxi(C
′h
i ) ≤ 1myi . Ainsi, nous posons :
∀i ∈ {1, . . . ,m}, ai = 1
myi
. (5.10)
Finalement, les notations, pre´ce´demment introduites, nous permettent d’appliquer le
corollaire 5.2 pour obtenir l’ine´galite´ de concentration suivante :
Pr

∥∥∥∥∥ m∑
i=1
C′hi
∥∥∥∥∥
op
≥ ǫ
 ≤ 2Q exp
(−ǫ2
8σ2
)
. (5.11)
3. L’ide´e est la suivante : on conside`re uniquement les e´le´ments dont les coordonne´es sont associe´es a`
l’e´le´ment non nul de Chi .
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Cette ine´galite´ de concentration (5.11) nous permet de de´montrer notre the´ore`me 5.1
en suivant le principe de preuve “en trois e´tapes” [Seeger, 2002, McAllester, 2003,
Langford, 2005].
La preuve “en trois e´tapes”
E´tant donne´e notre ine´galite´ de concentration (5.11), nous allons appliquer la me´thode
de preuve propose´e par [Seeger, 2002, McAllester, 2003, Langford, 2005].
E´tape 1 Nous de´montrons tout d’abord le lemme suivant :
Lemme 5.1 Soit Q la dimension de ChS et C
′h
i = C
h
i − 1myi ES∼(P)m C
h
S|i de´finies dans l’e´quation (5.9).
Alors pour tout δ ∈ (0, 1], on a :
Pr
S∼(P)m
 Eh∼π
exp
1− 8σ2
8σ2
∥∥∥∥∥ m∑
i=1
C′hi
∥∥∥∥∥
2
op
 ≤ 2Q
8σ2δ
 ≥ 1− δ
De´monstration. Par souci de lisibilite´, nous posons :
C′hS =
m
∑
i=1
C′hi .
Si Z est une variable ale´atoire re´elle telle que :
Pr (Z ≥ z) ≤ k exp [− ng(z)],
avec g(z) ni ne´gative, ni de´croissante et k une constante positive, alors :
Pr
(
exp
[
(n− 1)g(Z)] ≥ ν) ≤ min(1, kν−n/(n−1)).
Applique´ a` notre ine´galite´ de concentration (5.11), en posant g(z) = z2 (non ne´gative),
z = ǫ, n = 1
8σ2
et k = 2Q, on obtient :
Pr
{
exp
(
1− 8σ2
8σ2
∥∥∥C′hS∥∥∥
op
)
≥ ν
}
≤ min (1, 2Qν−1/(1−8σ2)).
Comme le terme exp
(
1−8σ2
8σ2
‖C′hS‖
)
est toujours strictement positif, on calcule son
espe´rance :
E
[
exp
(
1− 8σ2
8σ2
∥∥∥C′hS∥∥∥
op
)]
=
∫ ∞
0
Pr
{
exp
(
1− 8σ2
(8σ2)
∥∥∥C′hS∥∥∥
op
)
≥ ν
}
dν
≤ 2Q+
∫ ∞
1
2Qν−1/(1−8σ
2)dν
= 2Q− 2Q1− 8σ
2
8σ2
[
ν−8σ
2/(1−8σ2)
]∞
1
= 2Q+ 2Q
1− 8σ2
8σ2
=
2Q
8σ2
.
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Donc, e´tant donne´ un classifieur h issu de H, on a :
E
S∼(P)m
[
exp
(
1− 8σ2
8σ2
∥∥∥C′hS∥∥∥
op
)]
≤ 2Q
8σ2
.
Alors si π est une distribution de probabilite´ sur l’ensemble H, l’ine´galite´ pre´ce´dente
implique :
E
S∼(P)m
[
E
h∼π
exp
(
1− 8σ2
8σ2
∥∥∥C′hS∥∥∥
op
)]
≤ 2Q
8σ2
.
On obtient le re´sultat du lemme en appliquant l’ine´galite´ de Markov 4.
E´tape 2 Cette e´tape de la preuve fait appel au lemme suivant.
Lemme 5.2 (Ine´galite´ de Donsker-Varadhan [Donsker et Varadhan, 1975]) E´tant donne´es la KL-
divergence KL(ρ‖π) entre deux distributions ρ et π, et g(·) une fonction non ne´gative, on
a :
E
a∼ρ [g(b)] ≤ KL(ρ‖π) + ln Eb∼π [exp(g(b))] .
De´monstration. Voir [McAllester, 2003].
Rappelons que :
C′hS =
m
∑
i=1
C′hi .
En posant g(b) = 1−8σ2
8σ2
b2 et b =
∥∥∥C′hS∥∥∥
op
, le lemme 5.2 implique :
E
h∼ρ
[
1− 8σ2
8σ2
∥∥∥C′hS∥∥∥2
op
]
≤ KL(ρ‖π) + ln E
h∼π
[
exp
(
1− 8σ2
8σ2
∥∥∥C′hS∥∥∥2
op
)]
. (5.12)
E´tape 3 La dernie`re e´tape consiste a` appliquer a` l’ine´galite´ (5.12) au re´sultat du lemme
5.1. On a donc :
E
h∼ρ
[
1− 8σ2
8σ2
‖C′hS‖2op
]
≤ KL(ρ‖π) + ln 2Q
8σ2δ
.
Nous appliquons l’ine´galite´ de Jensen 5 a` la fonction convexe g(·). Alors avec une pro-
babilite´ d’au moins 1− δ sur le choix de S ∼ (P)m et pour toute distribution ρ sur H,
on a : (
E
h∼ρ
∥∥∥C′hS∥∥∥
op
)2
≤ 8σ
2
1− 8σ2
(
KL(ρ‖π) + ln 2Q
8σ2δ
)
. (5.13)
Puisque C′hS = ∑
m
i=1
[
Chi − 1myi ES∼(P)m C
h
S|i
]
, la borne (5.13) est similaire a` celle e´nonce´e
dans le the´ore`me 5.1. Nous pre´sentons maintenant les simplifications menant a`
l’e´nonce´ exact de notre borne en ge´ne´ralisation PAC-Baye´sienne.
4. L’e´nonce´ de l’ine´galite´ de Markov est donne´ dans le the´ore`me A.4 en annexe A.
5. L’e´nonce´ de l’ine´galite´ de Jensen est donne´ dans le the´ore`me A.5 en annexe A.
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Simplifications de la borne
Tout d’abord, nous calculons le parame`tre de variance :
σ2 =
m
∑
i=1
a2i .
Rappelons que nous avions pose´ dans l’e´quation (5.10) :
∀i ∈ {1, . . . ,m}, ai = 1
myi
,
ou` yi est la classe du i
e`me exemple et myi est le nombre d’exemples appartenant a` la
classe yi. Ainsi :
σ2 =
m
∑
i=1
1
m2yi
=
Q
∑
y=1
∑
i:yi=y
1
m2y
=
Q
∑
y=1
1
my
.
Remarquons que le terme ∑
Q
y=1
1
my
est croissant en fonction de Q, nous pouvons donc
majorer σ2 par :
σ2 =
Q
∑
y=1
1
my
≤ Q
min
y∈Y
my
.
Soit m− = min
y∈Y
my, alors la borne (5.13) devient :
(
E
h∼ρ
[∥∥∥C′hS∥∥∥
op
])2
≤ 8Q
m− − 8Q
(
KL(ρ‖π) + ln m−
4δ
)
.
Donc :
E
h∼ρ
[∥∥∥C′hS∥∥∥
op
]
≤
√
8Q
m− − 8Q
(
KL(ρ‖π) + ln m−
4δ
)
. (5.14)
Il ne reste plus qu’a` reformuler :
C′hS =
m
∑
i=1
[
Chi −
1
myi
E
S∼(P)m
ChS|i
]
.
Rappelons que :
CGρ = E
h∼ρ
E
S∼(P)m
ChS et C
Gρ
S = E
h∼ρ
ChS.
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On obtient :
E
h∼ρ
[∥∥∥C′hS∥∥∥
op
]
= E
h∼ρ
∥∥∥∥∥ m∑
i=1
[
Chi −
1
myi
E
S∼(P)m
ChS|i
]∥∥∥∥∥
op

= E
h∼ρ
∥∥∥∥∥ m∑
i=1
[
Chi
]
−
m
∑
i=1
[
1
myi
E
S∼(P)m
ChS|i
]∥∥∥∥∥
op

= E
h∼ρ
[∥∥∥∥ChS − E
S∼(P)m
ChS
∥∥∥∥
op
]
≥
∥∥∥∥ Eh∼ρ
[
ChS − E
S∼(P)m
ChS
]∥∥∥∥
op
=
∥∥∥∥ Eh∼ρ ChS − Eh∼ρ ES∼(P)m ChS
∥∥∥∥
op
=
∥∥∥CGρS − CGρ∥∥∥op . (5.15)
En substituant la partie gauche de l’ine´galite´ (5.14) par le terme (5.15), nous obtenons
la borne du the´ore`me 5.1.
Ceci termine la preuve du the´ore`me 5.1 : notre borne en ge´ne´ralisation pour le classi-
fieur de Gibbs. Nous analysons maintenant les relations qui existent entre le classifieur
de Gibbs et le vote de majorite´ ρ-ponde´re´. Tout d’abord, nous e´tudions une relation
directe et line´aire, puis nous e´tendons la C-borne a` la classification multiclasse.
5.3 Bornes sur le risque du vote de majorite´ ρ-ponde´re´
Dans la section pre´ce´dente, nous nous sommes focalise´s sur le risque du classifieur
de Gibbs Gρ(·). Comme pre´cise´ dans le chapitre 3, ce qui nous inte´resse ge´ne´ralement
est le risque du vote de majorite´ Bρ(·), qui renvoie la classe majoritaire sous la me-
sure ρ. Nous allons donc maintenant e´tudier les relations qui existent entre ces deux
classifieurs dans le cadre multiclasse.
5.3.1 Relation line´aire entre le classifieur de Gibbs et le vote de majorite´
Notre borne multiclasse pre´sente´e dans le the´ore`me 5.1 apporte des garanties
the´oriques pour le classifieur de Gibbs. Elle permet de fournir une borne supe´rieure
pour la matrice de confusion du vote de majorite´ graˆce a` la proposition 5.1 qui suit.
Mais de´finissons, tout d’abord, le risque de Gibbs conditionnel RP(Gρ, p, q) et le risque
du vote de majorite´ conditionnel RP(Bρ, p, q) :
RP(Gρ, p, q) = E
x∼P|y=p
E
h∼ρ
I(h(x) = q), (5.16)
RP(Bρ, p, q) = E
x∼P|y=p
I
[
argmax
c∈Y
{
E
h∼ρ
I(h(x) = c)
}
= q
]
, (5.17)
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ou` P|y=p est la probabilite´ conditionnelle d’un exemple x sachant la classe y. Si p 6= q,
l’e´quation (5.16) correspond a` l’e´le´ment d’indice (p, q) dans la matrice de confusion du
classifieur de Gibbs C
Gρ
P et l’e´quation (5.17) a` l’e´le´ment (p, q) de la matrice de confusion
du vote de majorite´ C
Bρ
P . Nous pouvons maintenant prouver les deux re´sultats suivants.
Proposition 5.1 Soit P un domaine sur X×Y tel que Y = {1, . . . ,Q}. SoitH un ensemble de classi-
fieurs multiclasse de X vers Y. Pour toute distribution ρ surH, la valeur re´elle du risque condi-
tionnel du vote de majorite´ ρ-ponde´re´ et celui du classifieur de Gibbs sont lie´s par l’ine´galite´
suivant :
∀(q, p) ∈ Y2, RP(Bρ, p, q) ≤ QRP(Gρ, p, q). (5.18)
De´monstration. Voir annexe D.1.1.
Cette proposition implique le re´sultat suivant portant directement sur la norme
ope´rateur.
Corollaire 5.3 Soit P un domaine sur X × Y tel que Y = {1, . . . ,Q}. Soit H un ensemble de
classifieurs multiclasse de X vers Y. Pour toute distribution ρ sur H, la matrice de confusion
re´elle du vote de majorite´ ρ-ponde´re´ C
Bρ
P et celle du classifieur de Gibbs C
Gρ
P sont relie´es par
l’ine´galite´ suivante : ∥∥∥CBρP ∥∥∥op ≤ Q ∥∥∥CGρP ∥∥∥op . (5.19)
De´monstration. Voir annexe D.1.2
Ces deux relations sont a` mettre en paralle`le avec le re´sultat obtenu dans le cas binaire
(proposition 3.1 du chapitre 3). En fait, selon ces relations, une borne en ge´ne´ralisation
pour le classifieur de Gibbs implique une majoration du risque du vote de majorite´
ρ-ponde´re´ a` un facteur Q pre`s. Lorsque le nombre de classe Q tend vers l’infini, cette
relation rend le re´sultat impre´cis en particulier lorsque les erreurs des votants indivi-
duels sont en moyenne supe´rieures a` 1Q . Ne´anmoins, nous allons voir par la suite qu’il
est possible de ge´ne´raliser la C-borne du the´ore`me 3.3 du chapitre 3 au cadre de la
classification multiclasse.
5.3.2 La C-borne en classification multiclasse
La C-borne, en mettant en jeu les premier et second moments de la marge, permet
d’avoir une majoration de l’erreur du vote de majorite´ bien plus pre´cise et plus infor-
mative. C’est pourquoi, nous proposons dans cette section de la ge´ne´raliser au cadre
multiclasse en revenant a` la mesure d’erreur usuelle avec la fonction de perte 0− 1.
Notions de “marge” en multiclasse
E´tant donne´e une distribution ρ sur un ensembleH de votants multiclasse, nous rappe-
lons que l’erreur du vote de majorite´ ρ-ponde´re´ RP(Bρ) est de´finie comme la probabilite´
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qu’il commette une erreur sur un exemple tire´ selon le domaine P :
RP(Bρ) = E
(x,y)∼P
I
(
Bρ(x) 6= y
)
.
Une notion importante lie´e au vote de majorite´ est la notion de marge re´alise´e sur un
exemple (x, y). Il existe diffe´rentes fac¸ons d’exprimer une telle notion en multiclasse.
Nous en pre´sentons trois versions toutes e´quivalentes en classification binaire.
Tout d’abord, nous faisons appel a` la notion de marge multiclasse propose´e
par [Breiman, 2001] pour les foreˆts ale´atoires.
De´finition 5.3 (ρ-marge) Soit P un domaine sur X × Y, soit H un ensemble de votants multiclasse.
E´tant donne´e une distribution ρ sur H, la ρ-marge du vote de majorite´ Bρ(·) re´alise´e sur un
exemple (x, y) tire´ selon P est :
Mρ(x, y) = E
h∼ρ
I(h(x) = y)− max
c∈Y,c 6=y
(
E
h∼ρ
I(h(x) = c)
)
.
Similairement au cadre de la classification binaire pre´sente´ dans le chapitre 3, le vote de
majorite´ Bρ(·) classe correctement un exemple si sa ρ-marge est strictement positive :
RP(Bρ) = Pr
(x,y)∼P
(Mρ(x, y) ≤ 0) . (5.20)
Notons que lorsque Y = {−1,+1}, nous retrouvons la de´finition usuelle de la marge :
Mρ(x, y) = E
h∼ρ
I(h(x) = y)− max
c∈Y,c 6=y
(
E
h∼ρ
I(h(x) = c)
)
= E
h∼ρ
I(h(x) = y)− E
h∼ρ
I(h(x) 6= y)
= E
h∼ρ
[I(h(x) = y)− I(h(x) 6= y)]
= E
h∼ρ
yh(x)
= y E
h∼ρ
h(x) .
Le fait que la de´finition de la ρ-marge contienne un terme lie´ a` un maximum,
la rend parfois difficile a` manipuler. Nous allons donc conside´rer la relaxation de
[Breiman, 2001] qui se base sur la notion de force d’une classe pour un exemple (x, y)
donne´. Cette notion est relie´e a` l’e´cart entre la classification correcte et les mauvaises
classifications inde´pendamment.
De´finition 5.4 (ρ-force) Soit P un domaine sur X×Y, soit H un ensemble de classifieurs multiclasse
de X vers Y. E´tant donne´e une distribution ρ surH, la ρ-force du vote de majorite´ Bρ(·) re´alise´e
sur un exemple (x, y) tire´ selon P pour une classe c ∈ Y est :
Sρ(c, (x, y)) = E
h∼ρ
I(h(x) = y)− E
h∼ρ
I(h(x) = c).
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D’apre`s cette de´finition et l’e´quation (5.20) on a :
RP(Bρ) = Pr
(x,y)∼P
(Mρ(x, y) ≤ 0)
= Pr
(x,y)∼P
(
∃c ∈ Y, c 6= y : E
h∼ρ
I(h(x) = y) ≤ E
h∼ρ
I(h(x) = c)
)
= Pr
(x,y)∼P
 Q∨
c=1, c 6=y
E
h∼ρ
I(h(x) = y) ≤ E
h∼ρ
I(h(x) = c)

= Pr
(x,y)∼P
(
Q∨
c=1
[
E
h∼ρ
I(h(x) = y) ≤ E
h∼ρ
I(h(x) = c) ∧ c 6= y
])
≤
Q
∑
c=1
Pr
(x,y)∼P
(
E
h∼ρ
I(h(x) = y) ≤ E
h∼ρ
I(h(x) = c) ∧ c 6= y
)
≤
Q
∑
c=1
Pr
(x,y)∼P
(
E
h∼ρ
I(h(x) = y) ≤ E
h∼ρ
I(h(x) = c)
)
=
Q
∑
c=1
Pr
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)− E
h∼ρ
I(h(x) = c) ≤ 0
)
=
Q
∑
c=1
Pr
(x,y)∼P
(Sρ(c, (x, y)) ≤ 0) . (5.21)
Lorsque Y = {−1,+1}, on peut trivialement prouver l’e´galite´ entre RP(Bρ) et
∑
Q
c=1 Pr
(x,y)∼P
(Sρ(c, (x, y)) ≤ 0).
Enfin, pour relaˆcher la ρ-marge nous pouvons, en outre, conside´rer la perte suivante.
De´finition 5.5 (la ω-perte) Soit P un domaine sur X × Y, soit H un ensemble de classifieurs multi-
classe de X vers Y et soit ω ∈ [0, 1] une constante. Pour toute distribution ρ sur H, on appelle
la ω-perte associe´e a` ρ sur un exemple (x, y) tire´ selon P, la fonction de perte ℓ ρ(ω, (x, y))
de´finie par :
ℓ ρ(ω, (x, y)) = I
[
E
h∼ρ
I(h(x) = y) ≤ ω
]
. (5.22)
La valeur re´elle de la ω-perte de ρ sur P est :
ℓ
ρ
P(ω) = E
(x,y)∼P
ℓ ρ(ω, (x, y))
= E
(x,y)∼P
I
[
E
h∼ρ
I(h(x) = y) ≤ ω
]
. (5.23)
Son estimation empirique calcule´e sur un e´chantillon S tire´ i.i.d. selon P est :
ℓ
ρ
S (ω) =
1
m ∑
(x,y)∈S
ℓ ρ(ω, (x, y))
=
1
m ∑
(x,y)∈S
I
[
E
h∼ρ
I(h(x) = y) ≤ ω
]
. (5.24)
Cette perte peut eˆtre vue comme une relaxation line´aire de la ρ-marge et pour toute
distribution ρ sur H, on peut relier l’erreur de Bρ(·) et la ω-perte associe´e a` ρ graˆce au
the´ore`me suivant.
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The´ore`me 5.3 Soit Q ≥ 2 le nombre de classes. Pour tout domaine P sur X × Y, pour tout exemple
(x, y) tire´ i.i.d. selon P et pour toute distribution ρ sur un ensemble de votants multiclasse H,
on a :
ℓ
ρ
P(
1
Q ) ≤ RP(Bρ) ≤ ℓ ρP( 12 ). (5.25)
De´monstration. Voir annexe D.4.
Il existe donc une zone d’inde´cision lorsque ω ∈
[
1
Q ,
1
2
]
(voir la figure 5.1), et ω doit
eˆtre choisi avec pre´caution.
Notons que lorsque Y = {−1,+1}, RP(Bρ) et ℓ ρP( 12 ) sont trivialement e´gaux. Les trois
mesures de marges pre´sente´es sont donc toutes e´quivalentes lorsque l’on se place dans
le cadre de la classification binaire. Cependant, elles diffe`rent par l’information qu’elles
prennent en conside´ration.
• La ρ-marge est associe´e a` la vraie zone de de´cision en classification multiclasse et
est inde´pendante de la vraie classe de l’exemple.
• La ρ-force de´pend de la vraie classe y de l’exemple et correspond a` une combi-
naison des marges binaires (une classe contre une autre classe) pour les classes
y′ 6= y.
• La ω-perte de´pend elle aussi de la vraie classe y, mais ne conside`re pas les autres
classes. C’est une mesure line´aire en fonction de y, plus simple a` manipuler mais
qui implique, en ce sens, une grande zone d’inde´cision (voir the´ore`me 5.3).
Ces proprie´te´s sont illustre´es sur la figure 5.1 et me`nent aux trois ge´ne´ralisations de la
C-borne que nous e´nonc¸ons maintenant.
Ge´ne´ralisations multiclasse de la C-borne
La borne suivante se base sur la de´finition 5.3 classique de la ρ-marge en multiclasse.
The´ore`me 5.4 (La C-borne multiclasse) Pour toute distribution ρ sur une classe de fonctions H et
pour tout domaine P sur X×Y, tel queMρP > 0, on a :
R(Bρ) = Pr
(x,y)∼P
(Mρ(x, y) ≤ 0) ≤ C ρP , (5.26)
ou` C
ρ
P est e´gale a` :
C
ρ
P =
Var(x,y)∼PMρ(x, y)
E(x,y)∼P (Mρ(x, y))2
= 1−
(MρP)2
Mρ2P
,
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(a) Les trois mesures de marges sont
e´quivalentes lorsque Y = {−1,+1}. Le
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(b) Les trois mesures de marges lorsque Y = {1, 2, 3} et
que la vraie classe de x est 2. Le codage de la classe 1 est
(1, 0, 0), celui de la classe 2 est (0, 1, 0), celui de la classe
3 est (0, 0, 1).
Figure 5.1 – E´tant donne´ un exemple (x, y), on peut repre´senter le vote Bρ(x) par la combinaison
convexe en coordonne´es barycentriques ou` chaque angle correspond a` une classe de Y = {1, . . . ,Q}. Les
coordonne´es de Bρ(x) correspondent alors a` (Eh∼ρ I(h(x) = 1), . . . ,Eh∼ρ I(h(x) = Q)).
ou` MρP et Mρ
2
P sont respectivement les premier et second moments de la ρ-marge Mρ(x, y)
de´finis par :
MρP = E
(x,y)∼D′
Mρ(x, y)
= E
(x,y)∼P
[
E
h∼ρ
I(h(x) = y)− max
c∈Y,c 6=y
(
E
h∼ρ
I(h(x) = c)
)]
= E
(x,y)∼P
E
h∼ρ
I(h(x) = y)− E
(x,y)∼P
max
c∈Y,c 6=y
(
E
h∼ρ
I(h(x) = c)
)
,
Mρ2P = E
(x,y)∼P
(Mρ(x, y))2
= E
(x,y)∼P
[
E
h∼ρ
I(h(x) = y)− max
c∈Y,c 6=y
(
E
h∼ρ
I(h(x) = c)
)]2
.
De´monstration. Le re´sultat se prouve selon le meˆme principe que la C-borne binaire,
voir annexe D.2.
Cette borne offre une relation pre´cise entre l’erreur du vote de majorite´ et celle du
classifieur de Gibbs en ne mettant pas en jeu le nombre de classes Q. Cependant, a`
des fins algorithmiques, la de´rivation d’un algorithme de type MinCq (section 3.4 du
chapitre 3) ou P-MinCq (chapitre 4) n’est pas aussi simple qu’en classification binaire.
En effet, en pratique, la mise en œuvre des astuces de MinCq est rendue difficile, voir
impossible, a` cause des termes maxc∈Y,c 6=y E
h∼ρ
I(h(x) = c). Nous e´nonc¸ons dans la suite
les approches lie´es aux relaxations pre´sente´es pre´ce´demment.
Ainsi, a` l’aide la de´finition 5.4 de la ρ-force et selon le meˆme principe que la
de´monstration de la C-borne on obtient la relation suivante :
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The´ore`me 5.5 Pour toute distribution ρ sur une classe de fonctions H et pour toute distribution P
sur X×Y, tel que ∀c ∈ Y,SρP(c) > 0 on a :
R(Bρ) ≤
Q
∑
c=1
Pr
(x,y)∼P
(Sρ(c, (x, y)) ≤ 0) ≤ F ρP ,
ou` :
F
ρ
P =
Q
∑
c=1
Var(x,y)∼P (Sρ(c, (x, y)))
Var(x,y)∼D′ (Sρ(x, y, c))− E(x,y)∼P (Sρ(c, (x, y)))2
=
Q
∑
c=1
(
1−
(SρP(c))2
Sρ2P (c)
)
,
ou` SρP(c) et Sρ
2
P (c) sont respectivement les premier et second moments de la ρ-force de la classe
c et sont de´finis par :
SρP(c) = E
(x,y)∼P
Sρ(c, (x, y))
= E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)− E
h∼ρ
I(h(x) = c)
)
= E
(x,y)∼P
E
h∼ρ
I(h(x) = y)− E
(x,y)∼D′
E
h∼ρ
I(h(x) = c)
Sρ2P (c) = E
(x,y)∼P
(Sρ(x, y, c))2
= E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)− E
h∼ρ
I(h(x) = c)
)2
De´monstration. Provient de l’ine´galite´ 5.21.
Cette relation ne contient plus de terme lie´ au calcul d’un maximum, mais de´pend ex-
plicitement du nombre de classes Q. Elle peut eˆtre vue comme une somme de C-borne
pour chaque classe. Ainsi, un inconve´nient pratique est qu’il faut re´soudre conjoin-
tement Q proble`mes de minimisation de type MinCq et rend complexe la de´rivation
d’un algorithme simple.
Finalement, la borne lie´e a` la ω-perte est :
The´ore`me 5.6 Pour toute distribution ρ sur la classe de fonctions H et tout domaine P sur X × Y,
si E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)
> 0, alors :
ℓ
ρ
P(ω) ≤ Ω ρP ,
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ou` Ω
ρ
P est e´gal a` :
Ω
ρ
P =
Var(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)
E(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)2
= 1−
[
E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)]2
E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)2 . (5.27)
De´monstration. Voir annexe D.3.
Puisque le terme E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)
est line´aire, la de´rivation d’un algo-
rithme de type MinCq est plus aise´e : on peut facilement fixer le nume´rateur et minimi-
ser le de´nominateur de la borne (5.27). Cependant, les expe´rimentations pre´liminaires
que nous avons mene´es (en faisant varier la valeur de ω) ne nous permettent pas en-
core d’eˆtre plus performant qu’un SVM multiclasse. D’une part, le terme line´aire ne
capture pas suffisamment bien l’information ne´cessaire a` une classification correcte.
D’autre part, les garanties de consistance de MinCq font appel a` un ensemble auto-
comple´mente´ de votants permettant de s’affranchir du terme de complexite´ KL(ρ‖π).
En classification multiclasse, nous n’avons pas encore re´ussi a` de´finir la notion d’auto-
comple´mentation.
5.4 Synthe`se
Dans ce chapitre, nous avons propose´ une analyse PAC-Baye´sienne originale pour le
proble`me de la classification multiclasse.
La premie`re contribution repose sur la matrice de confusion utilise´e comme une me-
sure de risque. Mixe´e avec la norme ope´rateur sur les matrices, nous avons e´te´ capable
de prouver, dans le the´ore`me 5.1, une borne en ge´ne´ralisation PAC-Baye´sienne sur
la “taille” de la matrice de confusion du classifieur de Gibbs. L’ide´e est que plus la
norme est faible, plus le mode`le appris sera pertinent pour la taˆche conside´re´e. La
de´rivation de notre re´sultat tire be´ne´fice d’une ine´galite´ de concentration propose´e
par [Tropp, 2011] sur la somme de matrices ale´atoires auto-adjointes, que nous avons
adapte´e a` des matrices carre´es non auto-adjointes. Un point inte´ressant est que la
borne de´pend de la valeur minimale m− d’exemples d’apprentissage appartenant a`
une meˆme classe, pour un nombre de classes fixe´. Si cette valeur augmente, autrement
dit, si le nombre d’exemple d’apprentissage augmente, alors la matrice de confusion
du classifieur de Gibbs tend a` se rapprocher de sa valeur re´elle. Si m− est petit, alors on
voit apparaıˆtre le de´faut de ce re´sultat : si une classe est tre`s minoritairement pre´sente,
la borne va se de´ge´ne´rer. De plus, la borne de´pend du nombre de classes, cependant,
notons que de re´cents re´sultats sur les matrices ale´atoires proposent des ine´galite´s de
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concentration inde´pendantes de la dimension des matrices (c’est-a`-dire du nombre de
classes lorsque l’on parle de la matrice de confusion). Nous devrions pouvoir ame´liorer
notre borne en appliquant le re´sultat de [Hsu et al., 2012].
Alors que la premie`re contribution se focalise sur le classifieur de Gibbs, la seconde
explicite diffe´rents liens qui existent entre classifieur de Gibbs et vote de majorite´ ρ-
ponde´re´ dans le cadre multiclasse. Nous avons, d’une part, prouve´ que la relation
triviale repose sur un facteur multiplicateur e´gal au nombre de classes et, d’autre part,
ge´ne´ralise´ la C-borne. Cependant, a` ce stade, nous n’avons pu de´river d’algorithme
a` l’image de MinCq qui minimise la C-borne en classification binaire. Nous aime-
rions donc ge´ne´raliser la notion d’auto-comple´mentation de l’ensemble d’hypothe`ses
au multiclasse, mais aussi proposer une mesure de marge/confiance a` la fois simple
a` manipuler et riche en expressivite´. Une strate´gie envisage´e serait de s’orienter vers
l’utilisation des codes correcteurs d’erreurs 6 [Peterson et Jr., 1972].
Dans cette partie, nous nous sommes focalise´s sur l’apprentissage de votes de majorite´
ponde´re´s sur un ensemble de votants avec l’approche PAC-Baye´sienne dans le cadre
classique de la classification supervise´e binaire, puis multiclasse. Les contributions de
la partie suivante se placent, quant a` elles, dans le contexte de l’adaptation de do-
maine pre´sente´ dans le chapitre 2 pour lequel on suppose que les distributions des
donne´es de test et d’apprentissage sont diffe´rentes. Pour ce faire, nous allons mettre
de coˆte´, le temps d’un chapitre, l’analyse PAC-Baye´sienne pour e´tudier le proble`me
de l’adaptation de domaine lorsque l’on veut apprendre un vote de majorite´ sur un
ensemble de similarite´s (ǫ,γ,τ)-bonnes (pre´sente´es en section 1.4.3, en chapitre 1). En-
fin, nous retournerons a` la the´orie PAC-Baye´sienne en de´rivant la premie`re analyse
PAC-Baye´sienne pour proble`me de l’adaptation de domaine.
6. ECOC : Error-Correcting Output Codes en anglais.
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L
a partie pre´ce´dente se positionnait dans le cadre usuel de la classification su-
pervise´e ou` les donne´es d’apprentissage sont repre´sentatives des donne´es a`
traiter. Cependant, dans de nombreuses applications, cette hypothe`se ide´ale
ne peut eˆtre ve´rifie´e. Dans de telles situations, une des strate´gies vise a` adapter un
classifieur d’un domaine source vers un domaine cible diffe´rent, comme pre´sente´ dans
le chapitre 2. Dans ce chapitre, nous e´nonc¸ons notre premie`re contribution en adap-
tation de domaine. Elle s’inscrit dans la cate´gorie des methodes de recherche d’un
espace de repre´sentation commun et pertinent pour les deux domaines. L’ide´e est
d’utiliser le cadre offert par les fonctions de similarite´ (ǫ,γ,τ)-bonnes propose´ par
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[Balcan et al., 2008a, Balcan et al., 2008b] et pre´sente´ en section 1.4.3 du chapitre 1. Plus
pre´cise´ment, nous travaillons sur le φR-espace de projection, de´fini par les similarite´s
K(·, x′j) aux points raisonnables d’un ensemble R = {(x′j)}rj=1. Pour rappel cet espace
est de´fini par :
φR :
{
X → Rr
x 7→ (K(x, x′1), . . . ,K(x, x′r))⊤.
En utilisant la flexibilite´ de ce cadre, notre me´thode construit un espace ou` les
domaines source et cible sont proches tout en gardant de bonnes garanties en
ge´ne´ralisation sur le domaine source. Ceci est re´alise´ a` l’aide d’une reponde´ration des
similarite´s, controˆle´e par un terme de re´gularisation, pour rapprocher les exemples
sources des exemples cibles. Notre premie`re contribution, de´crite en section 6.1, s’ins-
crit dans le contexte de l’adaptation de domaine non supervise´e, c’est-a`-dire sans
e´tiquette cible, et requiert des couples d’exemples source-cible non e´tiquete´s a` rap-
procher. Lorsque ces couples ne sont pas connus, cette approche souffre de la difficulte´
de leur choix et requiert une e´tape de parame´trisation base´e sur le principe de la valida-
tion inverse pre´sente´e en section 2.3.3 du chapitre 2. Cette me´thode e´tant tre`s couˆteuse,
nous proposons une approche ite´rative, en section 6.2, afin de diminuer le couˆt de la
recherche des couples. Dans un second temps, en section 6.3, nous e´tendons cette ap-
proche au cadre de l’adaptation de domaine semi-supervise´e en autorisant l’utilisation
de quelques e´tiquettes cibles. Enfin nous expe´rimentons les deux approches en section
6.4. Au dela` de ces aspects purement techniques, l’inte´reˆt de cette contribution est de
proposer une approche permettant de rapprocher les distributions marginales tout en
optimisant l’erreur sur le domaine source ce qui, en ge´ne´ral, se re´alise en deux e´tapes
distinctes.
Les travaux de ce chapitre ont e´te´ publie´s dans le journal KAIS [Morvant et al., 2012b],
dans les confe´rences ICDM 2011 [Morvant et al., 2011c], CAp 2011 [Morvant et al., 2011a]
et CAp 2012 [Morvant et al., 2012a], ainsi que dans le workhop SIMBAD 1 2011
[Morvant et al., 2011b]. Il a de plus donne´ lieu a` une communication scientifique
au workshop de NIPS 2011 Domain Adaptation Workshop 2.
6.1 DASF : un algorithme d’adaptation de domaine non super-
vise´e
Pour commencer, nous rappelons quelques notations.
6.1.1 Rappel du cadre de l’adapation de domaine non supervise´e
Soit X ∈ Rd l’espace de description des donne´es et Y = {−1;+1} l’ensemble
d’e´tiquettes. En adaptation de domaine non supervise´e, on note PS le domaine source
1. Similarity-Based Pattern Analysis and Recognition, http://www.dais.unive.it/˜simbad/2011/.
2. https://sites.google.com/site/nips2011domainadap/home.
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et PT le domaine cible sur X × Y (DS et DT e´tant les distributions marginales sur X
respectives). On pose S = {(xsi , ysi )}m
s
i=1 l’e´chantillon d’apprentissage e´tiquete´ source
constitue´ de ms exemples tire´s i.i.d. selon PS, Su = {xsi}m
s
u
i=1 l’e´chantillon d’apprentis-
sage non e´tiquete´ source constitue´ de msu exemples tire´s i.i.d. selon DS et Tu = {xti}m
t
u
i=1
l’e´chantillon d’apprentissage non e´tiquete´ cible constitue´ de mtu exemples tire´s i.i.d.
selon DT. E´tant donne´e une classe d’hypothe`ses H de X vers Y, l’objectif est de trou-
ver l’hypothe`se minimisant l’erreur sur le domaine cible RPT (·), sachant que les seules
informations d’e´tiquetage accessibles sont issues du domaine source.
Pour re´pondre a` cette taˆche, les bornes d’adaptation de domaine e´nonce´es dans les
the´ore`mes 3 2.3 et 2.5 du chapitre 2 indique que l’erreur re´elle sur le domaine cible
est borne´e par la somme de trois termes : (a) l’erreur re´elle sur le domaine source, (b)
la divergence entre les distributions marginales et (c) un terme explicitement lie´ aux
e´tiquettes sources et cibles. Nous rappelons que l’intuition porte´e par ces bornes est la
suivante : en supposant que (c) soit faible ou ne´gligeable, c’est-a`-dire qu’il existe un lien
e´troit entre les deux domaines, nous voulons trouver un espace commun dans lequel
la H-divergence entre les distributions marginales est faible (b), c’est-a`-dire qu’elles
tendent a` eˆtre indiscernables, tout en montrant de bonnes performances sur le do-
maine source (a). Nous nous focalisons sur la borne (2.2) du the´ore`me 2.3 et suivons
cette intuition en exploitant les spe´cificite´s et la flexibilite´ de l’espace de projection
explicite de la the´orie de [Balcan et al., 2008a, Balcan et al., 2008b] pour combiner des
fonctions de similarite´ (ǫ,γ,τ)-bonnes (section 1.4.3, chapitre 1). Concre`tement, nous
co-re´gularisons l’apprentissage du classifieur-SF a` la lumie`re de l’information porte´e
par l’e´chantillon cible Tu afin de minimiser (a) et (b). Nous rappelons que re´soudre
le proble`me 4 (1.14) d’apprentissage d’un classifieur-SF a` partir de fonctions de simi-
larite´ (ǫ,γ,τ)-bonnes sur le domaine source permet d’apprendre un classifieur line´aire
performant sur le domaine source. Ce classifieur est appris dans le φR-espace de pro-
jection de´fini explicitement par les similarite´s a` l’ensemble des points raisonnables
R. Ce processus implique alors une minimisation naturelle de (a). Pour minimiser la
H-divergence (b) entre les marginales DS et DT, nous cherchons une fonction de pro-
jection φR(·) pour rapprocher DS et DT tout en gardant de bonnes performances sur le
domaine source, c’est-a`-dire une valeur de (a) raisonnable. C’est ici qu’apparaıˆt la co-
re´gularisation : elle va aider a` la se´lection de points raisonnables pertinents pour notre
objectif. Nous reponde´rons alors la fonction de similarite´, en se basant sur le classifieur
3. Nous rappelons la forme des bornes d’adaptation pour la classification binaire, pour tout h ∈ H :
RPT (h) ≤ RPS (h) + 12dH(DS,DT) + ν. (eq. (2.2), the´ore`me 2.3)
RPT (h) ≤ RDS (h∗S, h) + dH(DS,DT) + υ. (eq. (2.3), the´ore`me 2.5)
4. Nous rappelons la formulation du proble`me (1.14) e´nonce´ en section 1.4.3, chapitre 1 :
min
α
1
m
m
∑
i=1
ℓhinge(h(xi), yi)) + λ‖α‖1,
avec ℓhinge(h(xi), yi)) =
[
1− yi
r
∑
j=1
αjK(xi, x
′
j)
]
+
.
(1.14)
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line´aire α ∈ R|R| appris, pour induire un nouvel espace. Dans cette section, puisque
nous supposons l’information sur les e´tiquettes cibles non disponible, le dernier terme
(c) reste difficile a` diminuer. Cependant, nous allons proposer une me´thode heuristique
tirant partie d’un processus de validation inverse pour essayer de le controˆler.
6.1.2 Le proble`me d’optimisation
Re´soudre le proble`me (1.14) pour apprendre un classifieur-SF revient a` minimiser em-
piriquement l’erreur source et permet de de´finir un espace de projection approprie´
pour le domaine source. En effet, les points raisonnables non pertinents ne seront
pas conside´re´s : un poids nul leur est affecte´ dans la solution α. A` partir de la no-
tion de H-divergence de la de´finition 2.4 du chapitre 2, nous proposons un terme de
re´gularisation additionel pour forcer le mode`le a` renvoyer des sorties similaires pour
des couples de points source-cible. Ceci tend a` diminuer la H-divergence entre les dis-
tributions marginales DS et DT. Cette ide´e n’est pas sans rappeler l’intuition porte´e par
la notion d’algorithme robuste [Xu et Mannor, 2010, Xu et Mannor, 2012] pre´sente´ en
section 1.3.4, chapitre 1 : “if a testing sample is similar to a training sample then the testing
error is close to the training error”. Nous rappelons qu’en apprentissage supervise´, pour
de´river des garanties en ge´ne´ralisation selon la robustesse, il suffit de s’assurer que
pour un point de test proche d’un point d’apprentissage de meˆme e´tiquette, alors la
diffe´rence entre les fonctions de perte associe´es a` chacun des points est faible. Intuiti-
vement, nous conside´rons les points sources comme les points d’apprentissage et les
points cibles comme les points de test. Ainsi, l’ide´e est de co-re´gulariser l’apprentissage
afin de rapprocher des couples de points source-cible et de rendre indiscernables les
e´chantillons source Su et cible Tu.
En conside´rant la fonction de perte hinge utilise´e par le proble`me (1.14), pour tout
mode`le h appris et tout couple (xs, xt) de points source et cible a` rapprocher et suppose´s
de meˆme classe y, nous construisons le terme de co-re´gularisation de sorte qu’il majore
l’e´cart entre les pertes :
∣∣ℓhinge(h, (xs, y)))− ℓhinge(h, (xt, y))∣∣ =
∣∣∣∣∣∣
[
1− y
r
∑
j=1
αjK(x
s, x′j)
]
+
−
[
1− y
r
∑
j=1
αjK(x
t, x′j)
]
+
∣∣∣∣∣∣ .
Puisque la perte hinge est 1-lipschitzienne (|[X]+ − [Y]+| ≤ |X−Y|), alors :∣∣ℓhinge(h, (xs, y)))− ℓhinge(h, (xt, y))∣∣ ≤
∣∣∣∣∣ r∑
j=1
αj
(
K(xs, x′j)− K(xt, x′j)
)∣∣∣∣∣
≤
r
∑
j=1
∣∣∣αj (K(xs, x′j)− K(xt, x′j))∣∣∣
=
∥∥∥(φR(xs)⊤ − φR(xt)⊤)diag(α)∥∥∥
1
. (6.1)
ou` diag(α) est la matrice diagonale de diagonale α. La minimisation du terme de la
ligne (6.1) va amener a` la se´lection de points raisonnables permettant de rapprocher xs
et xt dans le φR-espace de projection, par conse´quent tendant a` diminuer la divergence
entre les distributions marginales.
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A` ce stade, nous supposons que les couples de points (xs, xt) a` rapprocher sont connus.
Nous expliquerons en section 6.2.1 comment les choisir lorsqu’ils sont inconnus. On
pose CST ⊆ Su × Tu l’ensemble de ces couples de points non e´tiquete´s. Le nouveau
terme de re´gularisation, ponde´re´ par un parame`tre β est alors inte´gre´ au proble`me
(1.14) pour tous les couples de CST. Soit R = {x′j}rj=1 un ensemble de r landmarks
et S = {(xsi , ysi )}m
s
i=1 l’e´chantillon d’apprentissage de m
s exemples sources e´tiquete´s,
notre proble`me d’optimisation d’adaptation de domaine non supervise´ correspond au
programme line´aire suivant :
min
α
F(α)=
1
ms
ms
∑
i=1
ℓhinge(h(x
s
i ), y
s
i )+λ‖α‖1+β ∑
(xs,xt)∈CST
∥∥∥(φR(xs)⊤− φR(xt)⊤)diag(α)∥∥∥
1
,
avec ℓhinge(h(x
s
i ), y
s
i ) =
[
1− ysi
r
∑
j=1
αjK(x
s
i , x
′
j)
]
+
.
(6.2)
Ce programme line´aire convexe peut eˆtre re´solu a` l’aide de ms variables de relache-
ments 5 pour exprimer la perte hinge. Dans ce cas la`, le programme aura O(ms + r)
variables et O(ms × r) contraintes.
6.1.3 E´tude the´orique de l’algorithme
Nous proposons dans cette section une e´tude de la parcimonie et de la capacite´ en
ge´ne´ralisation du proble`me (6.2).
Pour espe´rer une bonne adaptation de domaine, comme notre terme de co-
re´gularisation est de´fini par l’ensemble de couples CST et qu’il contribue a` trouver
un espace de projection approprie´, CST doit porter de l’information. C’est pourquoi,
nous devons supposer la proprie´te´ suivante sur les coordonne´es des points de CST
dans le φR-espace :
∀x′j ∈ R, max
(xs,xt)∈CST
∣∣∣K(xs, x′j)− K(xt, x′j)∣∣∣ > 0. (6.3)
En d’autres termes, pour chaque coordonne´es x′j dans le φ
R-espace, il existe au moins
une coordonne´e informative, c’est-a`-dire un couple de points dont les similarite´s
K(·, x′j) diffe`rent. En adaptation de domaine, les domaines e´tant a priori diffe´rents, cette
hypothe`se est tout a` fait raisonnable.
Analyse de la parcimonie
Le terme de re´gularisation ‖α‖1 de norme 1 issu du proble`me (1.14) implique une
parcimonie naturelle [Mairal, 2010] du classifieur-SF appris. Notre proble`me (6.2) com-
porte un terme supple´mentaire a` prendre en compte pour l’analyse. Le lemme suivant
permet de conside´rer l’influence de ces deux termes.
5. Slack variable en anglais.
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Lemme 6.1 Pour tous les hyperparame`tres λ > 0 et β > 0, et pour tout ensemble de couples CST, on
pose :
BR = min
x′j∈R
{
max
(xs,xt)∈CST
∣∣∣K(xs, x′j)− K(xt, x′j)∣∣∣} .
Si α∗ est la solution optimale du proble`me (6.2), alors on a :
‖α∗‖1 ≤ 1
βBR + λ
.
De´monstration. Voir annexe E.1.
Ce lemme montre que la parcimonie du classifieur appris de´pend des hyperparame`tres
λ, β et de la quantite´ BR, quantite´ lie´e a` la distance entre les points des couples de
CST dans le φR-espace (BR est le minimum des de´viations maximales des coordonne´es
des points d’une meˆme couple). Nous pouvons l’interpre´ter de la manie`re suivante :
plus les distributions marginales DS et DT sont e´loigne´es, plus la taˆche est dure et
plus BR tend a` croıˆtre, impliquant alors une plus forte parcimonie. En effet, plus le
classifieur est parcimonieux, plus l’espace de projection de´fini est petit, c’est-a`-dire avec
moins de coordonne´es K(·, x′) : on tend a` rapprocher les instances sources et cibles plus
facilement et avec moins de contraintes. Notons que cette caracte´ristique peut sembler
en contradiction avec l’intuition qui consiste a` essayer de trouver un espace le plus
expressif possible permettant d’effectuer la taˆche d’adaptation. En fait, l’ide´e est de
conside´rer un φR-espace de projection suffisamment informatif de´fini a` partir de points
raisonnables diversifie´s, puis de rapprocher les distributions en re´duisant cet espace.
Bornes en ge´ne´ralisation
Nous rappelons que dans le contexte usuel de l’apprentissage supervise´, la robustesse
d’algorithme [Xu et Mannor, 2010, Xu et Mannor, 2012] (section 1.3.4, chapitre 1) re´ve`le
deux avantages : la prise en conside´ration des termes de re´gularisation dans la borne
et l’e´tude de contextes non standard tels que l’adaptation de domaine. En gardant
a` l’esprit que la robustesse d’algorithmes dans le cadre de l’adaptation de domaine
est pertinente, nous proposons de de´river une borne de robustesse sur le risque cible
de notre algorithme en conside´rant la H-divergence de la borne d’adaptation de do-
maine du the´ore`me 2.3 plus adapte´e a` notre cadre. Tout d’abord, nous prouvons que
notre proble`me d’optimisation (6.2) est robuste sur le domaine source, puis nous en
de´duisons une borne en ge´ne´ralisation pour le domaine cible.
The´ore`me 6.1 Soit (X, ̺) un espace me´trique compact, K(·, ·) est une fonction de similarite´ (ǫ,γ,τ)-
bonne continue en son premier argument et H la classe des classifieurs-SF. Soit les hy-
perparame`tres β > 0, λ > 0, l’ensemble des landmarks R et un ensemble de couples
CST tel que BR > 0. Si l’e´chantillon d’apprentissage source S est un ensemble de ms
exemples i.i.d. selon le domaine source PS, alors notre proble`me (6.2) est
(
2Mη ,
Nη
βBR+λ
)
ro-
buste sur le domaine source PS, ou` η > 0, Mη est le nombre de η-couvertures de X et
Nη = max
(xsa,x
s
b)∼(DS)2
̺(xsa,x
s
b)≤η
∥∥∥φR(xsa)⊤ − φR(xsb)⊤∥∥∥
∞
.
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De´monstration. Voir annexe E.2.
Dans notre cas, la fonction de perte hinge ℓhinge(·, ·) est majore´e par une constante note´e
ℓUP. Par souci de lisibilite´, nous supposerons que ℓUP = 1 (ce qui n’est pas ve´rifie´ en
ge´ne´ral, mais qui peut facilement eˆtre obtenu via une e´tape de normalisation lorsque
K(·, ·) et les αj sont borne´s). On de´rive alors du the´ore`me 1.4 la borne en ge´ne´ralisation
suivante sur l’erreur source re´elle.
The´ore`me 6.2 Avec les meˆmes notations que celles du the´ore`me 6.1, si h ∈ H est le classifieur appris
a` partir de S en re´solvant le proble`me (6.2), alors pour tout δ ∈ (0, 1], avec une probabilite´ d’au
moins 1− δ sur le choix de l’e´chantillon ale´atoire S ∼ (P)m, on a :
RPS(h) ≤ R
ℓhinge
PS
(h)
≤ RℓhingeS (h) +
Nη
βBR + λ
+
√
4Mη ln 2+ 2 ln
1
δ
ms
.
De´monstration. D’apre`s le the´ore`me 6.1, le proble`me (6.2) est
(
2Mη ,
Nη
βBR+λ
)
robuste
sur le domaine source PS, le re´sultat est alors obtenu directement en appliquant le
the´ore`me 1.4.
Ce re´sultat nous permet de prouver la borne en ge´ne´ralisation pour notre approche
d’adaptation de domaine non supervise´e
The´ore`me 6.3 Si S= {(xsi , ysi )}m
s
i=1 est un e´chantillon d’exemples i.i.d. selon le domaine source PS,
si H est l’espace des classifieurs-SF, et si h ∈ H est le classifieur-SF appris a` partir de S en
re´solvant le proble`me (6.2), alors pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ
sur le choix de l’e´chantillon ale´atoire S ∼ (P)m, on a :
RPT (h) ≤ R
ℓhinge
PT
(h)
≤ RℓhingeS (h) +
Nη
βBR + λ
+
√
4Mη ln 2+ 2 ln
1
δ
ms
+ 12dH(DS,DT) + ν,
ou` ν est l’erreur jointe optimale sur les domaines, 12dH(DS,DT) est la H-divergence entre les
distributions marginales.
De´monstration. La preuve est directe depuis les the´ore`mes 2.3 et 6.2 : la borne est obte-
nue en combinant les re´sultats de robustesse et d’adaptation de domaine.
Rappelons que les the´ore`mes 2.1 et 2.2 du chapitre 2 offrent des garanties en
ge´ne´ralisation sur l’estimation de 12dH(DS,DT) par sa version empirique
1
2dH(Su, Tu) a`
l’aide respectivement de la VC-dim. et de la complexite´ de Rademacher. Dans la borne
du the´ore`me pre´ce´dent 12dH(DS,DT) et ν mesurent la divergence entre les domaines
ainsi que la capacite´ d’adaptation de H. RℓhingeS (h) correspond au risque empirique me-
sure´ sur S l’e´chantillon d’apprentissage source. La constante
Nη
βBR+λ
de´pend clairement
des termes de re´gularisations et de Nη . Ce dernier peut eˆtre aussi petit que de´sire´
6,
6. En choisissant η faible et par continuite´ de la fonction K(·, ·) sur son premier argument.
132 Chapitre 6. Adaptation de domaine par ponde´ration de fonctions de similarite´ (ǫ,γ,τ)-bonnes
il impliquera alors une croissance de Mη . La borne posse`de un taux de convergence
classique en O(1/
√
m). Une valeur e´leve´e de β, λ ou BR, signifie que les domaines sont
e´loigne´s. Dans notre approche, les termes 12dH(Su, Tu) et R
ℓhinge
S (h) sont minimise´s par la
re´solution du proble`me (6.2). Nous pre´sentons dans la section suivante, notre me´thode
de se´lection des hyperparame`tres permettant de garder ces deux termes faibles puis
nous introduisons une heuristique nous permettant de faire de´croıˆtre une estimation
du terme ν.
6.1.4 Classifieur inverse et validation des hyperparame`tres
Un point crucial pour tout algorithme est le choix des diffe´rents hyperparame`tres.
Pour notre approche, ces hyperparame`tres sont λ, β et CST. Pour les se´lectionner nous
nous inspirons de la me´thode de validation inverse propose´e par [Zhong et al., 2010,
Bruzzone et Marconcini, 2010] et pre´sente´e en section 2.3.3 du chapitre 2. L’ide´e est
que le classifieur, dit inverse, appris a` partir de donne´es cibles auto-e´tiquete´es par
le classifieur courant doit montrer de bonnes performances sur les donne´es sources
lorsque les domaines sont proches. Nous adaptons cette validation inverse en deux
points et nous l’illustrons par la figure 6.1. D’une part, elle doit convenir aux fonc-
tions de similarite´ (ǫ,γ,τ)-bonnes : la validation inverse est explicitement re´alise´e dans
le φR-espace de projection. D’autre part, aucune information sur les e´tiquettes cibles
n’est disponible : le classifieur inverse est uniquement appris a` partir de l’ensemble
cible auto-e´tiquete´. En effet, si les domaines sont suffisamment proches et relie´s, alors
un tel classifieur doit eˆtre efficace sur la taˆche source [Bruzzone et Marconcini, 2010].
En d’autres termes, il doit eˆtre possible de passer d’un domaine a` un autre dans l’es-
pace de projection. Concre`tement, notre classifieur inverse hr correspond au meilleur
classifieur-SF appris avec le proble`me 1.14 — dans le φR-espace de projection courant
— depuis l’e´chantillon cible T̂u = {(xt, h(xt))}xt∈Tu auto-e´tiquete´ par le classifieur h ap-
pris en re´solvant notre proble`me (6.2) (notons que si l’on dispose de vraies e´tiquettes
cibles, nous pouvons les prendre en compte).
Plus pre´cise´ment, e´tant donne´s k sous-ensembles de l’e´chantillon source e´tiquete´
(S = ∪ki=1Si), un classifieur h est appris depuis les k − 1 sous-ensembles e´tiquete´s et
l’e´chantillon cible non e´tiquete´ en re´solvant le proble`me (6.2), puis le classifieur inverse
associe´ hr est e´value´ sur le dernier ke`me sous-ensemble. Son erreur source empirique
correspond a` la moyenne des erreurs sur les k sous-ensembles :
RS(h
r) =
1
k
k
∑
i=1
RSi(h
r).
Nous ajoutons a` cette approche un e´le´ment supple´mentaire pour essayer de controˆler
le dernier terme de la borne d’adaptation de domaine du the´ore`me 2.3 du cha-
pitre 2, pre´sent dans notre borne en ge´ne´ralisation du the´ore`me 6.3. Nous rappe-
lons que le terme ν, l’erreur jointe de´finie par ν = RPS(h
∗) + RPT (h∗) avec h∗ =
argminh∈H (RPS(h) + RPT (h)), peut eˆtre associe´e a` la capacite´ d’adaptation de notre
classe d’hypothe`ses H dans le φR-espace de projection. Controˆler ce terme pour
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Figure 6.1 – Le processus de validation inverse dans le φR-espace de projection. E´tape 1 : Apprendre le
classifieur h en re´solvant le proble`me (6.2). E´tape 2 : Auto-e´tiqueter l’e´chantillon cible avec h. E´tape 3 :
Apprendre le classifieur inverse hr avec le proble`me (1.14) a` partir de l’e´chantillon cible auto-e´tiquete´.
E´tape 4 : E´valuer hr sur l’e´chantillon source.
se´lectionner les hyperparame`tres pertinents nous semble judicieux. Cependant, aucune
information sur le domaine cible n’est disponible, nous ne pouvons donc pas le calcu-
ler. Puisque h∗ est clairement relie´ a` la capacite´ de passer d’un domaine a` un autre, nous
estimons ν a` l’aide du classifieur inverse hr. Concre`tement, a` chaque e´tape de validation
inverse, nous divisons en deux l’e´chantillon cible auto-e´tiquete´ T̂u = {(xti , h(xti))}m
t
u
i=1 :
hr est appris depuis la premie`re puis teste´ sur la seconde, cette e´valuation nous donnant
une estimation de l’erreur cible de hr. En rappelant que l’erreur source de hr est estime´e
sur le sous-ensemble courant, l’erreur RS(h
r), respectivement RT̂u(h
r), correspond a` la
moyenne sur les k sous-ensembles de l’estimation de l’erreur source, respectivement
de l’erreur cible, de hr. L’estimation de ν que nous conside´rons est :
νˆ = RS(h
r) + RT̂u(h
r), (6.4)
ou` RT̂u(h
r) est e´value´ sur l’e´chantillon cible auto-e´tiquete´ T̂u. Motive´s par la minimi-
sation de la borne d’adaptation de domaine, les hyperparame`tres se´lectionne´s corres-
pondent a` ceux associe´s au νˆ minimal.
6.2 Simplification de la recherche de l’espace de projection par
une ponde´ration ite´rative
L’un des termes les plus couˆteux a` estimer par la me´thode pre´ce´dente est l’ensemble
des couples CST. En effet, il de´pend ge´ne´ralement de la taˆche conside´re´e. Lorsqu’il est
inconnu, nous devons le calculer. Ne´anmoins, aucune e´tiquette cible n’e´tant disponible,
le couplage de points sources a` des points cibles de meˆme classe est donc difficile a
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priori. Une solution est alors de tester tous les couplages possibles a` l’aide de la vali-
dation inverse. Les expe´riences mene´es dans un tel contexte n’ont cependant produit
aucun re´sultat en un temps raisonnable. Pour contourner cette difficulte´, nous propo-
sons une approche ite´rative base´e a` la fois sur la se´lection d’une quantite´ limite´e de
couples et sur une ponde´ration des similarite´s telle que la distance entre les domaines
reste faible. Le crite`re d’arreˆt de notre approche utilise l’estimation de l’erreur jointe
optimale νˆ pre´ce´demment introduit.
6.2.1 Se´lectionner les couples CST
A` une ite´ration donne´e it, nous se´lectionnons deux sous-ensemblesUS ⊆ Su etUT ⊆ Tu
de meˆme tailles a` l’aide du classifieur inverse hr
it−1 issu de l’ite´ration pre´ce´dente et
associe´ au classifieur h it−1 appris. Ils correspondent aux exemples pour lesquels hrit−1
est le plus confiant : pour lesquels la marge est grande. Soit N ∈ N et soit δHS , δHT , δLS ,
δLT un ensemble de parame`tres positifs, US et UT tels que |US| = |UT| ≤ N sont de´finis
par :
US =
{
xs ∈ Su :
∣∣∣hr
it−1(x
s)
∣∣∣ > δHS OU ∣∣∣hrit−1(xs)∣∣∣ < δLS},
et UT =
{
xt ∈ Tu :
∣∣∣hr
it−1(x
t)
∣∣∣ > δHT OU ∣∣∣hrit−1(xt)∣∣∣ < δLT}.
US et UT sont alors utilise´s pour construire un couplage biparti CST ⊂ US×UT minimi-
sant la distance euclidienne dans le nouvel φR
it
-espace de projection trouve´ a` l’ite´ration
it du processus ite´ratif (de´crit dans la section 6.2.2 suivante). Ce proble`me de couplage
biparti particulier peut-eˆtre re´solu en temps polynomial par le programme quadratique
suivant. 
min
χst
1≤s≤|US|
1≤t≤|UT |
∑
(xs,xt)∈US×UT
χst
∥∥∥φR
it
(xs)− φR
it
(xt)
∥∥∥2
2
s.c. : ∀(xs, xt) ∈ US ×UT, χst ∈ [0, 1],
∀xs ∈ US, ∑
xt∈UT
χst = 1,
∀xt ∈ UT, ∑
xs∈US
χst ≤ 1.
(6.5)
CST correspond alors aux couples de US ×UT tels que χst = 1.
Ce proble`me e´tant re´solu a` chaque ite´ration lors de l’e´tape de validation inverse, nous
limitons N pour que le calcul soit rapide et efficace 7. Dans cette situation, les valeurs
de δHS , δ
H
T , δ
L
S , δ
L
T correspondent a` celles permettant de se´lectionner les N premiers
e´le´ments de chaque type.
6.2.2 Un nouvel espace de projection par ponde´ration ite´rative
Les landmarks se´lectionne´s 8 en re´solvant le proble`me (6.2) de´finissent un espace de
projection dans lequel les domaines tendent a` eˆtre proches. Nous proposons de re´-
7. Dans les expe´rimentations mene´es en section 6.4, nous avons abitrairement pose´ N ≤ 30.
8. Les landmarks se´lectionne´s sont ceux associe´s un αj non nul.
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utiliser les poids αj pour forcer le nouvel espace de projection a` rapprocher les distri-
butions : nous ponde´rons la fonction de similarite´ selon α. Supposons qu’a` l’ite´ration
it, avec la fonction de similarite´ Kit(·, ·) nous trouvons les nouveaux poids α it. La fonc-
tion Kit+1(·, ·) est alors de´finie en ponde´rant Kit(·, ·) vis-a`-vis de chacun des landmarks
x′j ∈ R tel que :
∀x′j ∈ R, Kit+1(x, x′j) = α itj Kit(x, x′j).
Notons que nous appliquons une normalisation sur Kit+1(·, ·) pour assurer :
Kit+1(·, ·) ∈ [−1, 1]. Ceci peut donc eˆtre vu comme une contraction de l’espace afin de
garder une H-divergence empirique faible entre les distributions marginales. En effet,
par construction, notre terme de co-re´gularisation applique´ a` l’ite´ration it correspond
exactement a` la minimisation de la distance ‖ · ‖1 dans le nouvel φRit+1-espace associe´
a` Kit+1(·, ·) :
∀(xs, xt) ∈ CST,
∥∥∥φR
it+1(x
s)
⊤ − φR
it+1(x
t)
⊤∥∥∥
1
=
∥∥∥(φR
it
(xs)
⊤ − φR
it
(xt)
⊤)
diag(αl)
∥∥∥
1
.
Ainsi, dans ce nouvel φR
it+1
-espace , les points de chacun des couples de CST restent
naturellement proches. La figure 6.2 illustre cette proce´dure, que nous ite´rons a` l’e´tape
it + 1 dans le φR
it+1
-espace.
Notons que les ponde´rations possibles de´pendent des diffe´rents hyperparame`tres δH/LS/T
(lie´s a` CST) et λ, β du proble`me (6.2). Une bonne fonction de similarite´ n’a besoin d’eˆtre
ni syme´trique, ni semi-de´finie positive. La ponde´ration reste valide si et seulement
si la nouvelle similarite´ est encore suffisamment bonne sur le domaine source. Cette
qualite´ peut eˆtre estime´e en e´valuant ǫ, γ et τ de la de´finition 1.11 sur S = {(xsi , ysi )}mi=1
(respectivement note´s ǫˆ, γˆ et τˆ). En pratique, τˆ correspond au nombre de landmarks
se´lectionne´s par l’algorithme. En conse´quence, la (ǫˆ,γˆ, τˆ)-qualite´ empirique est e´value´e
par :
γˆ =
 γmax si argmaxγmax>0
{
∀(xsi , ysi ) ∈ S, y
s
i
r ∑
r
j=1 K(x
s
i , x
′
j) ≥ γmax
}
existe,
0 sinon.
ǫˆ =

0 si γˆ > 0,∣∣∣∣∣{(xsi , ysi ) ∈ S : ysir r∑
j=1
K(xsi , x
′
j) < 0
}∣∣∣∣∣
m
sinon.
Nous nous concentrons donc sur ceux offrant les meilleures (ǫˆ,γˆ, τˆ)-garanties.
Concre`tement, plus γˆ est grand et plus ǫˆ petit, plus les garanties sont e´leve´es. Notons
qu’une une mauvaise similarite´ impliquera une hausse importante de l’erreur source
espe´re´e et ne sera donc pas se´lectionne´e par la validation inverse.
6.2.3 Crite`re d’arreˆt
Nous rappelons que l’erreur jointe ν est associe´e a` la capacite´ d’adaptation dans l’es-
pace courant. Le controˆle de sa valeur au cours des ite´rations apparaıˆt donc comme une
solution naturelle a` l’arreˆt de l’algorithme. D’apre`s la section 6.1.4, pour une ite´ration
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(b) Le couplage biparti associe´
CST : une ligne repre´sente un
couple (xs, xt).
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(c) Les points dans le nouvel
φR
it+1
-espace apre`s la proce´dure de
reponde´ration.
Figure 6.2 – Une ite´ration it de DASF. Les points sources sont en vert (fonce´) (pos. +, neg. −), les
points cibles (non e´tiquete´s) sont les ronds orange (clair)
it donne´e, νit est e´value´ par νˆit = RS(h
r
it
) + RT̂u(h
r
it
), ou` hr
it
est le classifieur inverse as-
socie´ a` h it appris a` l’ite´ration it. Si νˆit augmente entre deux ite´rations, le nouvel espace
construit n’est plus approprie´ et l’espace pre´ce´dent est pre´fe´re´.
Le processus s’arreˆte donc a` l’ite´ration it si le νˆit+1 suivant a atteint un point de conver-
gence ou a augmente´ significativement. Ce crite`re assure l’arreˆt de l’algorithme puisque
l’erreur jointe est positive et borne´e par 0. L’algorithme 3 de´crit l’algorithme de notre
me´thode d’adaptation de domaine non supervise´e (DASF).
Algorithme 3 DASF : Domain Adaptation with Similarity Function
entre´e fonction de similarite´ K(·, ·), ensemble de landmarks R, e´chantillon source
e´tiquete´ S, e´chantillon source non e´tiquete´ Su, e´chantillon cible non e´tiquete´ Tu
sortie classifieur hDASF
h0(·)← sign
[
1
|R|
|R|
∑
j=1
K(·, x′j)
]
K1 ← K
it ← 1
tant que Le crite`re d’arreˆt n’est pas ve´rifie´ faire
Se´lectionner US ⊆ Su, UT ⊆ Tu avec hrit−1
CST ← Re´soudre le proble`me (6.5)
α it ← Re´soudre le proble`me (6.2) avec Kit et CST
Kit+1 ← Mise a` jour de Kit en fonction de α it
Mise a` jour de R (en retirant les landmarks associe´s a` un poids αj nul)
it ++
fin tant que
retourner hDASF(·) = sign
 ∑
x′j∈R
αljKit(·, x′j)

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6.3 SSDASF : extension de DASF a` l’adaptation de domaine semi-
supervise´e
Jusque la`, aucune e´tiquette cible n’e´tait accessible. Dans certaines situations, il est ce-
pendant raisonnable de supposer qu’une petite quantite´ d’e´tiquettes cibles sont dispo-
nibles. Dans ce contexte particulier d’adaptation de domaine semi-supervise´e, l’infor-
mation porte´e par ces e´tiquettes cibles peut aider a` la recherche du classifieur, ce qui
sera confirme´ empiriquement dans la section 6.4.
D’apre`s le cadre d’adaptation de domaine semi-supervise´e propose´ par
[Ben-David et al., 2010] et pre´sente´ dans la section 2.2.4 du chapitre 2, nous e´tendons
notre approche pour conside´rer une combinaison line´aire des risques empiriques
source et cible. Dans ce cas, l’e´chantillon d’apprentisssage e´tiquete´ est compose´ d’un
e´chantillon S = {(xsi , ysi )}m
s
i=1 de m
s exemples sources e´tiquete´s i.i.d. selon PS et un
e´chantillon T = {(xti , yti)}m
t
i=1 de m
t exemples cibles e´tiquete´s i.i.d. selon PT. Soit
θ ∈ [0, 1] tel que mt = θm et ms = (1− θ)m impliquant que (S, T) soit constitue´ de
m = mt + ms exemples e´tiquete´s tels que mt ≪ ms. Minimiser uniquement l’erreur
empirique cible RT(·) n’est pas la meilleure solution car T n’est pas repre´sentatif de
PT.
En suivant l’ide´e de [Ben-David et al., 2010] pre´sente´e en section 2.2.4, nous minimisons
la combinaison convexe des risques empiriques source et cible pre´sente´e en adaptant
l’e´quation (2.5) a` la fonction de perte hinge :
κ R
ℓhinge
T (h) + (1− κ) R
ℓhinge
S (h), (6.6)
ou` κ ∈ [0, 1] controˆle le compromis risque cible et risque source. Le risque re´el ponde´re´
associe´ est : κ R
ℓhinge
PT
(h) + (1− κ)RℓhingePS (h).
Nous reformulons alors notre proble`me d’optimisation pre´ce´dent (6.2) pour prendre
en compte quelques e´tiquettes cibles. E´tant donne´ (S, T) un e´chantillon de m exemples,
CST ⊂ Su × Tu un ensemble de couple et κ ∈ [0, 1], nous de´finissons le proble`me (6.7)
de minimisation suivant. L’algorithme ite´ratif global (SSDASF) est de´crit dans l’algo-
rithme 4.
min
α
(1− κ) 1
ms
ms
∑
i=1
ℓhinge(h(x
s
i ), y
s
i ) + κ
1
mt
mt
∑
i=1
ℓhinge
(
h, (xti , y
t
i)
)
+ λ‖α‖1
+ (1− κ) β ∑
(xs,xt)∈CST
∥∥∥(φR(xs)⊤ − φR(xt)⊤)diag(α)∥∥∥
1
,
avec ℓhinge(h(xi), yi) =
[
1− yi
r
∑
j=1
αjK(xi, x
′
j)
]
+
.
(6.7)
Alors que le proble`me non supervise´ (6.2) se focalise uniquement sur la minimisa-
tion du risque empirique source, le proble`me (6.7) minimise la combinaison convexe
des risques empiriques source et cible (e´quation (6.6)) et peut eˆtre vu comme une
ge´ne´ralisation du proble`me (6.2). En effet, un lien existe entre les deux proble`mes :
• si κ = 0, aucune e´tiquette cible n’est utilise´e, nous revenons au proble`me (6.2)
d’adaptation de domaine non supervise´e ;
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Algorithme 4 SSDASF : Semi-Supervised Domain Adaptation with Similarity Function
entre´e fonction de similarite´ K(·, ·), ensemble de landmarks R, e´chantillon e´tiquete´
source S, e´chantillon e´tiquete´ cible T, e´chantillon source non e´tiquete´ Su, e´chantillon
cible non e´tiquete´ Tu
sortie classifieur hSSDASF
h0(·)← sign
[
1
|R|
|R|
∑
j=1
K(·, x′j)
]
K1 ← K
it ← 1
tant que le crite`re d’arreˆt n’est pas ve´rifie´ faire
Se´lectionner US ⊆ Su, UT ⊆ Tu avec hrit−1
CST ← Re´soudre le proble`me (6.5)
α it ← Re´soudre le proble`me (6.7) avec Kit et CST
Kit+1 ← Mise a` jour Kit selon α it
Mise a` jour de R
it ++
fin tant que
retourner hSSDASF(·) = sign
 ∑
x′j∈R
α itj Kit(·, x′j)

• dans le cas contraire, si κ = 1, nous tombons dans un cadre d’apprentissage
supervise´ usuel pour lequel l’e´chantillon d’apprentissage est tire´ selon PT. Dans
ce cas la`, le the´ore`me 1.4 de [Xu et Mannor, 2010] peut eˆtre prouve´e sur PT.
Nous adaptons l’e´tude de la parcimonie a` notre contexte d’adaptation de domaine
semi-supervise´e.
Lemme 6.2 Pour tous les hyperparame`tres λ > 0, β > 0, κ ∈ [0, 1] et pour tout ensemble de couples
CST, on pose :
BR = min
x′j∈R
{
max
(xs,xt)∈CST
∣∣∣K(xs, x′j)− K(xt, x′j)∣∣∣} .
Si α∗ est la solution optimale du proble`me (6.7), alors on a :
‖α∗‖1 ≤ 1(1− κ)βBR + λ .
De´monstration. Meˆme processus de preuve que pour le lemme 6.1.
Ce lemme montre qu’avec des e´tiquettes cibles additionnelles, c’est-a`-dire (1− κ) <
1, la parcimonie du mode`le induit tendra a` eˆtre moins forte que sans utilisation
d’e´tiquettes cibles.
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6.4 Expe´rimentations
Dans cette section, nous e´valuons notre approche DASF, et son extension semi-
supervise´e SSDASF, sur un proble`me synthe´tique et une taˆche re´elle d’annotation
d’images. Premie`rement, nous pre´senterons en section 6.4.1 la fonction de simila-
rite´ utilise´e. Plus pre´cise´ment, nous proposons une heuristique pour modifier en
amont l’espace de projection afin d’obtenir une fonction de similarite´ (ǫ,γ,τ)-bonne,
ni syme´trique, ni semi-de´finie positive, pertinente pour une taˆche d’adaptation de do-
maine. Puis en section 6.4.2, nous introduisons le protocole ge´ne´ral de nos expe´riences.
Les re´sultats sur le jeu de donne´es synthe´tiques sont pre´sente´s en section 6.4.3, ceux
pour la taˆche de classification d’images en section 6.4.4.
6.4.1 De´finir une fonction de similarite´ (ǫ,γ,τ)-bonne
Nous proposons ici d’introduire un pre´-traitement simple pour de´finir une fonc-
tion de similarite´ non syme´trique et non SDP. D’apre`s le re´sultat the´orique de
[Ben-David et al., 2010] (the´ore`me 2.3) le classifieur appris doit eˆtre performant sur le
domaine cible mais aussi sur le domaine source. Ainsi, afin d’aider a` l’adaptation sur le
domaine cible nous proposons de lier les domaines en conside´rant l’information porte´e
par l’ensemble des e´chantillons. Concre`tement, nous conside´rons une fonction de simi-
larite´ KST(·, ·) construite en normalisant une fonction de similarite´ donne´e K(·, ·) sur
l’e´chantillon non e´tiquete´ ST = (Su, Tu) . Ce choix est clairement heuristique et notre
but est simplement d’e´valuer l’inte´reˆt de la normalisation d’une fonction de similarite´
pour les proble`mes d’adaptation de domaine. Rappelons que la de´finition 1.11 indique
qu’une fonction de similarite´ doit eˆtre (ǫ,γ,τ)-bonne relativement a` un ensemble de
points raisonnables R. L’ide´e est donc de la normaliser de sorte que chaque similarite´
vis-a`-vis d’un landmark x′j de R ait une une moyenne de 0 et une variance unitaire sur
ST. E´tant donne´e une fonction de similarite´ K(·, ·) ve´rifiant la de´finition 1.11, notre
fonction de similarite´ normalise´e KST est de´finie par :
∀x′j ∈ R, KST(., x′j)=

K(., x′j)− µx′j
σx′j
si −1 ≤
K(., x′j)− µˆx′j
σˆx′j
≤ 1 ,
−1 si
K(., x′j)− µˆx′j
σˆx′j
≤ −1 ,
1 si 1 ≤
K(., x′j)− µˆx′j
σˆx′j
,
(6.8)
ou` µˆx′j est la moyenne empirique des similarite´s a` x
′
j sur ST :
∀x′j ∈ R, µˆx′j =
1
|ST| ∑
x∈ST
K(x, x′j),
et σˆx′j est l’estimateur non biaise´ empirique de la variance associe´e a` µˆx
′
j
:
∀x′j ∈ R, σˆx′j =
√
1
|ST| − 1 ∑
x∈ST
(
K(x, x′j)− µˆx′j
)2
.
140 Chapitre 6. Adaptation de domaine par ponde´ration de fonctions de similarite´ (ǫ,γ,τ)-bonnes
Par construction la similarite´ KST(·, ·) n’est alors ni syme´trique, ni semi-de´finie positive.
Dans toutes nos expe´riences, la fonction de similarite´ K(·, ·) conside´re´e est un noyau
gaussien de´fini dans l’e´quation (1.12) en chapitre 1. Cependant, en fonction des
e´chantillons, la similarite´ KST(·, ·) n’offre pas toujours de meilleures (ǫ,γ,τ)-garanties
par rapport au noyau gaussien. Par la suite, les re´sultats reporte´s correspondent a` la
fonction produisant les meilleurs re´sultats. Ceux obtenus avec KST(·, ·) sont indique´s
par ∗. Comme nous le verrons ils correspondent ge´ne´ralement aux taˆches d’adaptation
de domaine les plus difficiles.
6.4.2 Protocole expe´rimental
Nous comparons notre algorithme DASF a` diffe´rentes me´thodes : un SVM classique
(section 1.4.2), appris uniquement sur le domaine source, l’algorithme transductif de
SVM de´veloppe´ pour d’apprentissage semi-supervise´ (lorsque des donne´es d’appren-
tissage ne sont pas e´tiquete´es) [Vapnik, 1998] (TSVM) et la me´thode d’adaptation
de domaine DASVM [Bruzzone et Marconcini, 2010] (section 2.3.1). Nous conside´rons
un noyau gaussien (1.12) pour ces trois me´thodes afin de faciliter la comparaison.
Nous avons utilise´ la bibliothe`que SVM-light [Joachims, 1999] pour SVM et TSVM
(les parame`tres sont choisis par validation croise´e sur les donne´es sources). DASVM
est imple´mente´ avec la bibliothe`que LibSVM [Chang et Lin, 2001]. Les parame`tres de
DASVM et DASF sont se´lectionne´s selon une grille de recherche par validation in-
verse. De plus, nous nous comparons a` un classifieur-SF appris uniquement sur le
domaine source. Pour DASF et SF, les landmarks sont issus de l’e´chantillon e´tiquete´
source. D’apre`s le lemme 2.1, nous estimons la H-divergence entre les deux distribu-
tions marginales en apprenant un classifieur-SF (qui est un classifieur line´aire dans
l’espace de repre´sentation) visant a` se´parer la taˆche source de la taˆche cible. Nous no-
tons cette estimation 12 dˆH. Une valeur proche de 0 indique des distributions proches,
tandis qu’une valeur proche de 1 indique une taˆche d’adaptation difficile. Nous obser-
vons aussi l’influence des diffe´rents hyperparame`tres de notre me´thode : λ (β fixe´) et
β (λ fixe´). Les valeurs teste´es pour ces parame`tres sont 0, 0.01, 0.1, 0.25, 0.5, 0.75 et 1.
Dans un second temps, nous e´tudions le comportement de notre algorithme SSDASF
a` apprendre un classifieur performant si une partie de l’e´chantillon e´tiquete´ est issue
du domaine cible. Dans ce but, chacune des taˆches d’adaptation est re´pe´te´e 9 fois en
utilisant l’extension semi-supervise´e SSDASF avec 9 e´chantillons ale´atoires de 2, 4, 8,
10, 12, 14, 16, 18 et 20 exemples cibles e´tiquete´s dans l’e´chantillon d’apprentissage.
De plus, nous e´tudions l’impact du parame`tre de controˆle du compromis entre risque
source et risque cible, κ du proble`me (6.7). Dans ce cas, nous fixons λ, β et la quantite´
d’e´tiquettes cibles a` 10. Les valeurs de κ teste´es sont 0, 0.01, 0.1, 0.25, 0.5, 0.75, 0.80,
0.85, 0.90, 0.95, 0.99 et 1. Dans ce cas, nous ajoutons des landmarks cibles a` R, alors que
pour DASF, R ne contient uniquement des exemples sources 9. Enfin, dans cette e´tude
nous n’avons pas reporte´ les re´sultats pour λ et β du proble`me (6.7), car SSDASF a
montre´ un comportement similaire a` DASF.
9. Ce point est discute´ en conclusion du chapitre
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Figure 6.3 – Proble`me jouet. A` gauche : un e´chantillon source. A` droite : un e´chantillon cible avec
50◦ de rotation.
Paralle`lement, nous calculons les couˆts en temps moyen de chaque algorithme lorsque
les parame`tres sont fixe´s. La dure´e de l’apprentissage du classifieur-SF est le temps
de base. Nous reportons donc le temps d’exe´cution des autres me´thodes comme le
rapport en fonction ce temps de base 10. Nous conside´rons aussi le temps d’exe´cution
de la premie`re ite´ration de nos approches (note´ it1). Nous rappelons que conside´rer
tous les couples possibles est insoluble : l’approche ite´rative permet de contourner le
proble`me et nous verrons qu’elle reste raisonnablement compe´titive en terme de temps
d’exe´cution.
6.4.3 Proble`me jouet synthe´tique
Protocole
Ici, le domaine source correspond a` une taˆche de classification binaire classique appele´e
les lunes jumelles (une classe par lune, voir la figure 6.3). Nous conside´rons 8 domaines
cibles diffe´rents, chacun produit par une rotation anti-horaire, selon 8 angles, du do-
maine source. Plus l’angle est grand, plus le proble`me devient difficile. Pour chaque
domaine, nous ge´ne´rons 300 instances (150 de chaque classe). Les algorithmes sont
e´value´s sur un e´chantillon de test compose´ de 1 500 exemples tire´s selon le domaine
cible (et non utilise´ par les algorithmes, on dispose aussi d’un e´chantillon de test source
de 1 500 exemples). Chacun des proble`mes d’adaptation de domaine est re´pe´te´ 10 fois.
Se´lection de la “meilleure” fonction de similarite´
Avant de de´tailler les re´sultats, nous e´valuons si KST(·, ·) est meilleure que K(·, ·) sur
le domaine cible. D’apre`s la de´finition 1.11 d’une fonction de similarite´ (ǫ,γ,τ)-bonne,
nous proposons une e´tude empirique des (ǫ,γ)-garanties sur le domaine cible. Dans
ce but, e´tant donne´ R = {x′j}rj=1, le parame`tre ǫ est estime´, sur un e´chantillon cible
e´tiquete´ {(xti , yti)}m
t
i=1, comme une fonction de γ. En fait, pour chaque valeur de γ, ǫ
10. Par exemple, un couˆt de 0.5 signifie que l’algorithme a mis la moitie´ moins de temps que le
classifieur-SF et un couˆt de 2 signifie qu’il lui a fallu deux fois plus de temps.
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(a) Une taˆche de 20◦. (b) Une taˆche de 30◦. (c) Une taˆche de 40◦. (d) Une taˆche de 50◦.
(e) Une taˆche de 60◦. (f) Une taˆche de 70◦. (g) Une taˆche de 80◦. (h) Une taˆche de 90◦.
Figure 6.4 – Proble`me jouet. Qualite´ des fonctions de similarite´s : ǫ (Epsilon) est une fonction de γ
(Gamma).
correspond a` la proportion des exemples xt verifiant :
r
∑
j=1
yjy
t
iK(x
t
i , x
′
j)
r
< γ.
Pour chacune des similarite´s, ǫ est calcule´ pour 20 valeurs de γ entre 0 et 1, puis
repre´sente´e par une courbe. Pour chaque angle de rotation, nous obtenons deux
courbes et la meilleure fonction de similarite´ correspond a` celle avec la plus faible
aire sous la courbe, impliquant une erreur plus faible en moyenne. La qualite´ des fonc-
tions de similarite´ pour chacune des taˆches est reporte´e sur la figure 6.4. Pour les taˆches
les plus difficiles (≥ 50◦), KST(·, ·) montre une meilleure qualite´ que K(·, ·). Pour les
taˆches plus simples, l’ame´lioration n’est pas significative, justifiant que K(·, ·) peut eˆtre
meilleure. Notre normalisation apparaıˆt pertinente lorsque le proble`me d’adaptation
est difficile.
Notons que le taux de ǫ est relativement e´leve´ s’explique par l’utilisation de landmarks
issus uniquement du domaine source (permettant d’e´tudier les capacite´s d’adaptation).
Nous pre´sentons maintenant les re´sultats obtenus sur les lunes jumelles.
Re´sultats
Le taux moyen d’erreur de chaque me´thode est reporte´ dans la table 6.1. De plus, nous
indiquons le nombre moyen de vecteurs de support (SV) obtenus par SVM, TSVM et
DASVM, le nombre de landmarks (Land.) se´lectionne´s par SF et DASF et une estimation
de la H-divergence entre les domaines dans le φR0 -espace de repre´sentation inital et
dans le φRf inal-espace final. Nous faisons les remarques suivantes.
• DASF est en moyenne plus performant. Il est significativement meilleur pour
tous les proble`mes d’angle supe´rieur a` 20◦. De`s 60◦, la difficulte´ augmente et
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Angle de rotation 20◦ 30◦ 40◦ 50◦ 60◦∗ 70◦∗ 80◦∗ 90◦∗
SVM 0.1032 0.2401 0.3116 0.4000 0.5282 0.7388 0.8078 0.8280
SV 18
SF 0.0760 0.1819 0.2745 0.4215 0.5607 0.6080 0.6407 0.6327
Land. 24 22 20 20 20
TSVM 0 0.2102 0.2534 0.2909 0.3528 0.7872 0.8108 0.8251
SV 28 37 37 37 38 35 37 36
DASVM 0 0.2159 0.2837 0.3341 0.3843 0.7466 7893 0.8194
SV 20 20 26 28 29 34 38 23
DASF 0.0020 0.0045 0.0897 0.1873 0.3477 0.3805 0.3909 0.4025
Land. 10 10 9 8 4 4 4 3
dˆH in φR0 0.29 0.58 0.65 0.67 0.67 0.65 0.66 0.65
dˆH in φRf inal 0.16 0.33 0.41 0.42 0.19 0.20 0.24 0.22
Table 6.1 – Proble`me jouet. Taux d’erreur pour les 8 proble`mes.
les performances de TSVM et DASVM chutent, alors que DASF reste compe´titif.
Comme nous l’avons vu sur la figure 6.4, nous avons la confirmation que dans
une telle situation, la fonction normalise´e (∗) est pre´fe´re´e.
• Les landmarks (Land.) sont significativement moins nombreux que les vecteurs de
support (SV). C’est la confirmation que DASF produit des mode`les tre`s parcimo-
nieux avec de bonnes performances. Cette quantite´ est 3 a` 12 fois plus faible. De
plus, les classifieurs appris par DASF sont plus parcimonieux que les classifieurs-
SF qui font aussi appels a` une re´gularisation de type ‖ · ‖1. Finalement, comme
le sugge`re le lemme 6.1, ils tendent a` eˆtre plus parcimonieux lorsque le proble`me
est difficile.
• A` la dernie`re ite´ration (entre 1 et 9), la divergence entre les domaines est plus
basse. Notre me´thode rapproche donc bien les distributions. Cependant, l’algo-
rithme tend a` construire un “petit” espace pour les taˆches les plus dures. Ceci est
probablement duˆ a` la ne´cessite´ d’avoir des distributions suffisamment proches,
et peut induire une perte de performance et/ou d’expressivite´.
La figure 6.5 montre une exe´cution de DASF sur deux taˆches d’adaptation de domaine.
Dans les deux cas, laH-divergence empirique de´croıˆt significativement en comparaison
de la premie`re ite´ration.
L’algorithme s’arreˆte au moment ou` l’erreur jointe atteint un minimum, apre`s une
de´croissance continue. Notons, d’une part, que l’espace de projection final n’est pas
ne´cessairement celui associe´ a` la plus faible divergence et, d’autre part, que l’erreur
sur l’e´chantillon de test source augmente : notre proble`me d’optimisation cherche le
meilleur compromis entre la minimisation de la divergence et celle de l’erreur source,
afin d’eˆtre le meilleur possible sur le domaine cible. Pour l’exemple de rotation de
30◦, DASF construit un classifieur d’erreur nulle sur l’e´chantillon de test cible. Pour le
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Figure 6.5 – Proble`me jouet. Deux exe´cutions de DASF. A` gauche pour un angle de 30◦, a` droite
de 50◦. Le taux d’erreur est reporte´ en ordonne´ a` gauche, la mesure de divergence en ordonne´e a` droite.
A` chaque ite´ration it (en abscisse), on mesure les taux d’erreurs de hit sur les e´chantillons de test
sources et cibles, la divergence dˆH, l’erreur du classifieur joint, l’erreur sur l’e´chantillon de test cible
d’un classifieur-SF appris sans adaptation.
proble`me de 50◦, la difficulte´ est plus grande et DASF infe`re un classifieur performant,
meilleur que le classifieur-SF appris seulement sur les donne´es sources.
DASF : Influence des hyperparame`tres λ et β
Nous observons l’e´volution du taux d’erreur en fonction des diffe´rents hyperpa-
rame`tres de notre proble`me d’optimisation (6.2) pour DASF.
Dans un premier temps, les figures 6.6(a) et 6.6(b) reportent le taux moyen de bonne
classification pour chaque angle de rotation en fonction respectivement de de λ ∈ [0, 1]
(selon le meilleur β) et de β ∈ [0, 1] (selon le meilleur λ). Nous observons un gain selon
β plus siginificatif que celui de λ. En effet, une bonne valeur de β me`ne a` un gain
de 0.05 a` 0.35, alors que le gain associe´ a` un λ approprie´ ne de´passe jamais 0.2. Les
valeurs de λ et β menant aux mode`les les plus performants appartiennent respective-
ment a` [0.1, 0.25] et [0.5, 1]. Pre´cisons que les taˆches difficiles sont plus sensibles aux
parame`tres (pour les plus simples, le gain avec λ est quasiment nul). Dans un second
temps, les tables 6.1(a) et 6.1(b) montrent la quantite´ moyenne de landmarks associe´e
aux mode`les pre´ce´demment conside´re´s. Ici, c’est la combinaison de λ et de β qui infe`re
des mode`les plus parcimonieux. De plus comme le sugge`re le lemme 6.1, la parcimo-
nie augmente avec la valeur de β associe´e au classifieur le plus performant et avec la
difficulte´ de la taˆche (voir la table 6.1(b)).
SSDASF : Influence de donne´es e´tiquete´es cibles
Nous e´tudions maintenant le comportement de SSDASF, l’extension semi-supervise´e
de DASF combinant des e´tiquettes sources et cibles.
Tout d’abord, le taux moyen de bonne classification en fonction de la quantite´ de
donne´es e´tiquete´es cibles mt est indique´e sur la figure 6.7(a). On y observe le com-
portement attendu de l’augmentation de la performance avec mt. Plus la taˆche est
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(a) Le taux moyen en fonction de λ avec β=0.75.
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(b) Le taux moyen en fonction de β avec λ=0.15.
Figure 6.6 – Proble`me jouet. Taux de bonne classification en fonction de λ et β avec DASF.
(a) La parcimonie en fonction λ avec β = 0.75.
Angle 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦ 90◦
λ = 0 16 12 13 8 12 6 7 8
λ = 0.01 15 10 9 6 5 5 8 11
λ = 0.1 10 9 8 6 3 3 2 6
λ = 0.25 15 11 12 5 4 5 6 3
λ = 0.5 18 17 14 10 6 6 9 4
λ = 0.75 13 15 13 10 8 9 8 8
λ = 1 15 21 16 9 12 12 8 7
(b) La parcimonie en fonction β avec λ = 0.15.
Angle 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦ 90◦
β = 0 24 24 24 24 22 20 20 20
β = 0.01 22 18 20 20 4 6 6 11
β = 0.1 16 17 17 19 3 4 5 9
β = 0.25 13 11 13 12 3 3 5 7
β = 0.5 11 10 8 11 3 3 3 7
β = 0.75 12 16 11 11 3 4 3 6
β = 1 14 11 8 6 3 5 4 5
Table 6.2 – Proble`me jouet. Quantite´ moyenne de landmarks illustrant la parcimonie. En gras, les
valeurs associe´es au mode`le le plus performant.
dure, plus cette augmentation est significative. Cependant, pour les proble`mes les plus
difficiles (≥ 70◦) nous sommes incapables d’infe´rer un classifieur plus efficace que le
classifieur-SF appris uniquement depuis les e´tiquettes cibles. Ce re´sultat reste cohe´rent
avec l’intuition selon laquelle les taˆches difficiles, pour lesquelles les domaines sont
e´loigne´s, requie`rent un plus grand nombre d’e´tiquettes cibles, et parfois se focaliser
uniquement sur ces donne´es cibles sera plus judicieux. En second lieu, la figure 6.7(b)
reporte le comportement en fonction de κ (selon les meilleurs λ et β et avec mt = 10).
Comme attendu, un κ e´leve´, entre 0.9 et 0.99, est pre´fe´re´ : le gain est entre 0.1 et 0.5.
Encore une fois, l’impact est plus significatif pour les taˆches complexes. Pour les plus
faciles, la table 6.3 montre que l’influence de κ sur la parcimonie est directe mais amoin-
drie lorsque BR tend a` eˆtre e´leve´. Enfin, comme espe´re´ par le lemme 6.2, prendre en
compte des e´tiquettes cibles implique des mode`les moins parcimonieux.
Temps de calcul
Les temps de calculs moyens a` parame`tres fixe´s sont reporte´s sur la table 6.4. L’ap-
prentissage d’un classifieur-SF correspond au temps de re´fe´rence (le plus rapide avec
SVM). On observe que les dure´es d’exe´cution de DASFit1 et celle de SF sont identiques.
Le couˆt additionnel qu’implique les ite´rations de DASF reste raisonnale puisque pour
au plus 10 ite´rations, il demande entre 4 et 8 fois plus de temps que DASFit1 . De plus,
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(a) Les taux moyens pour chaque angle de rotation en
fonction de la quantite´ d’e´tiquettes cibles conside´re´es.
Le re´sultat obtenu sans adaptation (i.e. sans e´tiquette
source) est indique´ en gros pointille´s noir.
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(b) Les taux moyens en fonction de κ avec mt = 10,
λ=0.15 et β=0.75.
Figure 6.7 – Proble`me jouet. Les taux moyens de bonne classification obtenus en combinant des
e´tiquettes sources et cibles avec SSDASF.
Angle 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦ 90◦
κ = 0 24 22 16 18 11 8 17 8
κ = 0.01 18 19 11 17 15 7 15 6
κ = 0.1 22 18 13 10 11 9 4 11
κ = 0.25 21 19 14 17 10 17 6 11
κ = 0.5 19 18 19 11 12 8 13 10
κ = 0.75 19 17 16 20 9 14 8 14
κ = 0.8 22 20 10 16 12 14 9 16
κ = 0.85 24 18 24 18 7 14 13 11
κ = 0.9 24 21 18 23 14 12 9 10
κ = 0.95 21 23 20 14 11 12 16 14
κ = 0.99 7 7 7 7 12 9 11 7
Table 6.3 – Proble`me jouet. Quantite´ moyenne de landmarks illustrant la parcimonie en fonction de
κ avec λ = 0.15 et β = 0.75. En gras, les valeurs associe´es au mode`le le plus performant.
notre me´thode DASF est trois fois plus rapide que DASVM, mais est cependant plus
longue que TSVM (probablement duˆ a` la recherche des couples CST). Finalement, parmi
les trois me´thodes adaptatives — TSVM, DASVM et DASF — les plus faibles couˆt
d’exe´cutions sont obtenus pour les proble`mes de 40◦ a` 70◦ de rotation. Nous n’avons
pas reporte´ les couˆts de SSDASF, car SSDASF et DASF ont un temps d’exe´cution du
meˆme ordre.
6.4.4 Classification d’images
Protocole
Dans cette section, nous expe´rimentons notre approche sur les corpora PascalVOC 2007
[Everingham et al., 2007] et TrecVid 2007 [Smeaton et al., 2009]. L’objectif est l’identi-
fication d’objets (concepts) visuels classiques dans des images. Le corpus TrecVid
est constitue´ d’images extraites de vide´os et peut aussi eˆtre vu comme un corpus
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Angle 20◦ 30◦ 40◦ 50◦ 60◦∗ 70◦∗ 80◦∗ 90◦∗ Average
SVM 1 1 1 1 1 1 1 1 1
SF 1 1 1 1 1 1 1 1 1
TSVM 3 3 1 1 1 1 2 3 1.8
DASVM 29 14 13 8 8 19 26 28 18.1
DASFit1 1 1 1 1 1 1 1 1 1
DASF 8 7 6 6 4 6 7 6 6.2
Table 6.4 – Proble`me jouet. Le temps de calcul moyen pour chaque me´thode (SF est la mesure de
base).
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Figure 6.8 – Classification d’images. Principe du descripteur visuel utilise´.
d’image. Dans nos expe´riences, nous prenons, comme repre´sentation des images un
descripteur visuel de´fini par les scores de pre´dictions sur 15 concepts “interme´diaires”
pre´ce´demment utilise´s avec succe`s dans de pre´ce´dentes e´valuations TrecVid : (Animal,
Building, Car, Cartoon, Explosion-Fire, Flag-US, Greenery, Maps, Road, Sea, Skin face,
Sky, Snow, Sports, Studio setting). En utilisant le protocole de [Ayache et al., 2007]
illustre´ sur la figure 6.8, chacun d’entre eux est de´tecte´ par un classifieur-SVM a` partir
de moments de couleurs et d’histogrammes d’orientations sur 260 blocs de 32 × 32
pixels (la dimension est de 3900).
Adaptation lorsque le ratio d’e´tiquettes positives/ne´gatives diffe`re entre les
e´chantillons source et cible
Protocole Le corpus PascalVOC’07 est constitue´ d’un ensemble de 5 000 images d’ap-
prentissage et de 5 000 de test. L’objectif est d’identifier 20 concepts. Les e´chantillons
d’apprentissage et de test sont en fait relativement proches car ils sont issus du meˆme
domaine (dˆH ≃ 0.05). L’adaptation de domaine n’est donc pas ne´cessaire. Cependant,
nous voulons e´valuer la capacite´ d’adaptation de notre algorithme lorsque le ratio
d’images positives (+/−) entre les e´chantillons d’apprentissage (source) et de test
(cible) diffe`re, de´finissant ainsi une taˆche d’adaptation plus difficile. Notre but n’est
pas de proposer une solution a` une telle situation (des me´thodes spe´cifiques existent
comme [Seah et al., 2010]), mais plutoˆt d’e´valuer si notre me´thode peut ame´liorer
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Figure 6.9 – Classification d’images. Les 6 landmarks se´lectionne´s pour le concept person (Pascal-
VOC), les trois premie`res sont positives et les trois dernie`res ne´gatives.
les performances sur l’ensemble de test en e´vitant de faire du transfert ne´gatif 11.
Puisque les deux domaines sont proches, nous observons uniquement les re´sultats
de la me´thode non supervise´e DASF 12. Dans ce jeu de donne´es, le ratio +/− est
infe´rieur a` 10%. Nous ge´ne´rons un e´chantillon source par concept, constitue´ de tous
les exemples d’apprentissage positifs et d’exemples ne´gatifs inde´pendemment tire´s tel
que le ratio +/− soit 13/ 23 . L’e´chantillon cible est l’e´chantillon test originel. Pour les
cinq algorithmes de´crits pre´ce´demment, nous apprenons un classifieur binaire associe´
a` chaque concept. Comme le ratio +/− est faible sur l’e´chantillon de test, nous choi-
sissons d’e´valuer les performances au sens de la F-mesure de´finie par :
2× Precision× Rappel
Precision+ Rappel
.
Re´sultats Les re´sultats sont reporte´s dans la table 6.5. Remarquons que TSVM et
DASVM sont les moins performants, probablement a` cause de l’absence suppose´e
d’information sur le domaine cible et donc a` l’impossibilite´ d’estimer le ratio +/−.
Correctement parame´tre´, SVM obtient meˆme de meilleures performances sur de nom-
breuses taˆches (car les donne´es d’apprentissage et de test sont issues du meˆme do-
maine). DASF est, quant a` lui, plus performant en moyenne et est le meilleur pour 18
concepts. Il ame´liore toujours le re´sultats d’un classifieur-SF et e´vite donc le transfert
ne´gatif. De plus, il construit toujours des mode`les significativement plus parcimonieux.
En illustration, la figure 6.9 est l’ensemble des landmarks se´lectionne´s pour le concept
person.
Temps de calcul
Le temps moyen d’exe´cution de chaque algorithme (a` parame`tres fixe´s) est reporte´
dans la table 6.6. Nous rappelons que la dure´e de base est celle de l’apprentissage
d’un classifieur-SF. Pour ce corpus re´el, DASVM est significativement plus couˆteux.
Contrairement au proble`me jouet, SVM est en moyenne plus long que SF et DASF est
plus rapide que TSVM. En fait, les landmarks sont moins nombreux que les vecteurs
de support. Encore une fois, une ite´ration de notre algorithme s’e´xe´cute dans le meˆme
temps que l’apprentissage d’un classifieur-SF. De plus, le couˆt additionel impose´ par
11. Le transfert ne´gatif signifie une perte de performance sur l’ensemble de test par rapport a` un algo-
rithme non adaptatif.
12. Dans le cas ou` les deux domaines sont identiques, conside´rer des e´tiquettes cibles revient a` rajouter
des e´tiquettes sources.
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Conc. bird boat bottle∗ bus car cat chair cycle cow diningtable
SVM 0.18 0.29 0.01 0.16 0.28 0.23 0.24 0.10 0.15 0.15
SV 867 351 587 476 1096 882 1195 392 681 534
SF 0.18 0.27 0.11 0.12 0.34 0.20 0.21 0.10 0.11 0.10
Land. 237 203 233 212 185 178 241 139 239 253
TSVM 0.14 0.14 0.11 0.16 0.37 0.14 0.22 0.13 0.12 0.13
SV 814 704 718 445 631 779 864 390 888 515
DASVM 0.16 0.22 0.11 0.14 0.37 0.20 0.23 0.14 0.11 0.15
SV 922 223 295 421 866 1011 1418 706 335 536
DASF 0.20 0.32 0.12 0.17 0.38 0.23 0.26 0.16 0.16 0.16
Land. 50 184 78 94 51 378 229 192 203 372
Conc. dog∗ horse monitor motorbike person∗ plane plant sheep sofa train Moy.
SVM 0.24 0.31 0.16 0.17 0.56 0.34 0.12 0.16 0.16 0.36 0.22
SV 436 761 698 670 951 428 428 261 631 510 642
SF 0.18 0.24 0.12 0.17 0.46 0.34 0.13 0.12 0.13 0.20 0.19
Land. 200 247 203 243 226 178 236 128 224 202 210
TSVM 0.22 0.17 0.12 0.12 0.44 0.18 0.10 0.12 0.15 0.19 0.17
SV 704 828 861 861 1111 585 406 474 866 652 705
DASVM 0.22 0.23 0.12 0.14 0.55 0.30 0.12 0.13 0.17 0.28 0.20
SV 180 802 668 841 303 356 1434 246 486 407 622
DASF 0.25 0.32 0.16 0.18 0.58 0.35 0.15 0.20 0.18 0.42 0.25
Land. 391 384 287 239 6 181 293 153 167 75 200
Table 6.5 – Classification d’images. Les re´sultats (F-mesure) pour chaque concept (Conc.) sur
l’e´chantillon cible/test de PascalVOC. Moy. correspond aux re´sultats en moyenne sur les 20 concepts.
les ite´ration de DASF reste raisonnable : il est en moyenne 5.4 fois plus lent que le
temps d’une ite´ration et est significativement plus rapide que DASVM et TSVM.
Adaptation de PascalVOC 2007 vers TrecVid 2007
Protocole Nous ne gardons plus que les six concepts communs a` TrecVid’07 et Pascal-
VOC’07. Pour chacun d’entre eux, nous conside´rons le meˆme ensemble d’apprentissage
issu de PascalVOC’07 et nous ge´ne´rons un e´chantillon cible/test constitue´ d’exemples
issu de TrecVid avec le meˆme ratio +/−. Dans cette situation, dˆH est de l’ordre de
1.4, les deux corpora sont tre`s diffe´rents et la taˆche d’adaptation de domaine est donc
potentiellement complexe.
Re´sultats Les re´sultats e´value´s en terme de F-mesure sont reporte´s dans la table 6.7.
DASF obtient en moyenne le meilleur re´sultat. Nous notons encore une fois que les
mode`les construits sont parcimonieux et performants. Enfin, pour ces taˆches difficiles
la similarite´ normalise´e est toujours pre´fe´re´e (∗). DASF est donc capable de s’ame´liorer
a` l’aide de similarite´s ni syme´triques, ni semi-de´finies positives, telles que KST(·, ·) qui
permet d’incorporer une information cible qui apparaıˆt utile pour les taˆches d’adapta-
tion complexes.
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Conc. bird boat bottle∗ bus car cat chair cycle cow diningtable
SVM 5.5 0.8 2.1 2 1.3 9 3.4 8.8 0.3 1.9
SF 1 1 1 1 1 1 1 1 1 1
TSVM 18.2 4.1 8 6 3.3 11.4 8.7 28.6 2.8 5.7
DASVM 4254 1440 3870 4860 1470 3428 2674 2828 900 1300
DASFit1 1 1 1 1 1 1 1 1 1 1
DASF 4.9 6 6 9 7.3 5 3.8 6.8 2.7 2.1
Conc. dog∗ horse monitor motorbike person∗ plane plant sheep sofa train Moy.
SVM 1.4 3.7 4.2 5 2.1 2.9 0.5 1.4 2 1.4 2.2
SF 1 1 1 1 1 1 1 1 1 1 1
TSVM 1.9 7.4 12.2 5.9 4.5 10 0.7 4.4 15.9 10.1 8.49
DASVM 340 3553 4230 3060 675 1710 3900 1836 1912 1550 2489
DASFit1 1 1 1 1 1 1 1 1 1 1 1
DASF 6.1 5.8 8.8 5.5 5.6 5 3.7 3.6 5.7 5.5 5.4
Table 6.6 – Classification d’images. Le temps moyen de calcul estime´ comme un ratio du temps
d’exe´cution de SF pour chaque me´thode.
Concept boat∗ bus∗ car∗ monitor∗ person∗ plane∗ Moyenne
SVM 0.56 0.25 0.43 0.19 0.52 0.32 0.38
SV 351 476 1096 698 951 428 667
SF 0.49 0.46 0.50 0.34 0.45 0.54 0.46
Land. 214 224 176 246 226 178 211
TSVM 0.56 0.48 0.52 0.37 0.46 0.61 0.50
SV 498 535 631 741 1024 259 615
DASVM 0.52 0.46 0.55 0.30 0.54 0.52 0.48
SV 202 222 627 523 274 450 383
DASF 0.57 0.49 0.55 0.42 0.57 0.66 0.54
Land. 120 130 254 151 19 7 113
Table 6.7 – Classification d’images. Les re´sultats (F-mesure) obtenus sur l’e´chantillon cible/test de
TrecVid pour chaque concept.
DASF : influence des hyperparame`tres λ et β Dans ces expe´rimentations, nous
de´taillons sur la figure 6.10 l’impact de λ (selon le meilleur β) et de β (selon le
meilleur λ). La figure 6.10(a) montre une influence relative de λ, excepte´ pour Car
ou` la meilleure F-mesure est proche de 0.25 avec un gain d’au moins 0.15. Pour les
autres concepts, le gain est infe´rieur a` 0.1 et le λ le plus approprie´, strictement positif,
de´pend de la taˆche. A` l’instar du proble`me jouet, la figure 6.10(b) indique clairement
une influence de β majoritairement plus importante : pour Boat, Car et Plane le gain
varie de 0.1 a` 0.15 (pour Person, le gain est quasiment nul). Ainsi, en se focalisant plus
finement sur β, la recherche des parame`tres peut eˆtre alle´ge´e. La valeur de β, stricte-
ment positive, menant au meilleur classifieur appartient a` [0.01, 0.25], sauf pour Plane
qui pre´fe`re une valeur supe´rieure a` 0.5.
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(a) F-mesure en fonction de λ (β fixe´).
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(b) F-mesure en fonction de β (λ fixe´).
Figure 6.10 – Classificatin d’images. Les re´sultats pour chaque concept en fonction de λ et β du
proble`me (6.2), avec DASF.
Concept boat∗ bus∗ car∗ monitor∗ person∗ plane∗ Moyenne
SVM 0.8 2 1.3 4.2 2.1 2.9 2.2
SF 1 1 1 1 1 1 1
TSVM 5 7 3.6 13.2 5.5 11 7.5
DASVM 3870 720 2370 2790 300 540 1765
DASFit1 1 1 1 1 1 1 1
DASF 9.5 10 8 23 3.4 10.5 10.7
SSDASFit1 4.4 2 0.4 1 0.6 1.5 1.6
SSDASF 29.8 14.4 6.6 29 3.4 13 16
Table 6.8 – Classification d’images. Le temps d’exe´cution moyen de chaque me´thode mesure´ comme
un ratio du temps d’exe´cution de SF.
SSDASF : Influence de donne´es e´tiquete´es cibles Tout d’abord, sur la figure 6.11(a)
nous de´taillons les re´sultats moyens obtenus pour chaque concept. Ils ame´liorent ceux
sans e´tiquette cible (avec κ = 0). De plus, lorsque le nombre d’e´tiquettes cibles est
strictement infe´rieur a` 8, les mode`les infe´re´s sont toujours plus performants que le
classifieur-SF appris uniquement a` partir des e´tiquettes cibles. Plus de 20 exemples sont
parfois ne´cessaires pour atteindre les performances de SSDASF, montrant l’utilite´ des
e´tiquettes cibles. Ensuite, nous avons teste´ diffe´rentes valeurs de κ (selon les meilleurs
λ et β et avec mt = 10) et reporte´ les re´sultats sur la figure 6.11(b). Les valeurs de κ
les plus pertinentes se situent entre 0.9 et 0.99. Pour ce jeu de donne´es plus complexe
a` traiter, les donne´es cibles apportent donc une information importante. Finalement, le
descripteur utilise´ ne semble pas eˆtre assez expressif, expliquant la difficulte´ a` obtenir
de meilleurs re´sultats. En effet, en traitement d’images ou en multime´dia, a` l’image de
la section 4.3 du chapitre 4, les donne´es sont souvent repre´sente´es en fonction de plu-
sieurs modalite´s pour permettre une plus grande expressivite´, une perspective serait
alors d’adapter SSDASF a` la multi-modalite´.
Temps de calcul La table 6.8 correspond aux temps de calcul moyens (a` parame`tres
fixe´s) de´finis comme un ratio du temps d’exe´cution de l’apprentissage d’un classifieur-
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(a) F-mesure en fonction de la quantite´ de la quantite´ d’e´tiquettes cibles conside´re´es. Le re´sultat
obtenu sans adaptation (c’est-a`-dire sans e´tiquette source) est indique´ en gros pointille´s noirs.





    	

(b) F-mesure en fonction de κ avec mt = 10,
λ = 0 et β fixe´s
Figure 6.11 – Classification d’images. F-mesure obtenue pour chaque concept en combinant des
e´tiquettes sources et cibles dans le proble`me (6.7), avec SSDASF.
SF. L’unique diffe´rence avec la pre´ce´dente taˆche (voir la section 6.4.4) est que TSVM
est plus rapide que DASF, probablement duˆ a` la difficulte´ de la taˆche. En fait, dans la
section 6.4.4 la divergence entre les distributions marginales e´tait tre`s faible, alors qu’ici
la divergence est e´leve´e. La diffe´rence e´leve´e entre les deux domaine implique une
recherche des couples plus complexe : lorsque deux points sont loin, la minimisation
de la fonction objectif du proble`me (6.5) ne´cessite plus de temps.
Enfin, SSDASF (et sa premie`re ite´ration) s’exe´cute 1.5 plus lentement que la version
non supervise´e DASF. En fait, la de´finition du proble`me (6.7) se fait en ajoutant des
contraintes a` (6.2), impliquant une exe´cution plus longue. Que ce soit pour DASF ou
pour SSDASF, le couˆt supple´mentaire duˆ aux ite´rations est relativement raisonnable
avec un facteur de 10 en moyenne. L’approche ite´rative reste donc compe´titive en terme
de temps de calcul.
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6.5 Synthe`se
Dans ce chapitre nous avons propose´ un nouvel algorithme d’adaptation de domaine
utilisant les outils offerts par la the´orie de [Balcan et al., 2008a, Balcan et al., 2008b].
Cette the´orie permet d’apprendre un classifieur line´aire dans un espace de projec-
tion explicite de´fini a` partir d’une fonction de similarite´ (ǫ,γ,τ)-bonne, potentiellement
non syme´trique et non semi-de´finie positive. Avec une perspective d’adaptation de
domaine, notre me´thode re´gularise cet apprentissage de sorte que l’espace de projec-
tion induit permette un rapprochement des deux domaines tout en gardant de bonnes
performances sur le domaine source. Cette minimisation jointe est un clair avantage a`
notre me´thode. D’un point de vue pratique, le processus ite´ratif permet d’alle´ger la re-
cherche de l’espace de projection en ponde´rant les similarite´s, mais, couple´ au re´glage
des hyperparame`tres. Il rend la proce´dure assez lourde a` mettre en œuvre. De plus,
le contexte des fonctions de similarite´ (ǫ,γ,τ)-bonnes implique une pre´-se´lection de
landmarks assez repre´sentatif des donne´es a` traiter et reste une proble´matique ouverte.
Nous pourrions exploiter les re´cents travaux de [Gong et al., 2013] pour proposer une
se´lection judicieuse de ces points dans notre contexte. D’un point de vue the´orique,
nous avons analyse´ la capacite´ en ge´ne´ralisation de l’algorithme mettant en avant l’im-
portance de la re´gularisation en de´montrant sa robustesse. Une telle analyse reste ce-
pendant assez complexe et nous aimerions e´tudier plus finement notre approche en
s’inpirant, par exemple, du λ-shift propose´ apre`s le de´veloppement de notre approche
(pre´sente´ en section 2.1.4 du chapitre 2). En outre, nous avons e´tendu notre me´thode
a` l’utilisation de quelques e´tiquettes cibles. Les approches ont de´montre´ empirique-
ment de bonnes capacite´s d’adaptation sur des taˆches varie´es. Cependant, cet algo-
rithme re´ve`le d’autres inconve´nients. En effet, notre me´thode se base sur la the´orie
classique de l’adaptation de domaine qui peut eˆtre vue comme une analyse en pire cas
puisque la divergence 12dH(DS,DT) entre les domaines correspond au de´saccord maxi-
mal entre deux classifieurs. De plus, le processus de minimisation de la divergence
que nous avons suivi se base sur une heuristique puisque minimiser 12dH(Su, Tu) et
l’erreur source coinjointement est complexe (voir le chapitre 2). Il n’y a donc aucune
justification the´orique de sa minimisation conjointe avec le risque source. Enfin, cet
algorithme est spe´cifique a` la combinaison de fonctions de similarite´ (ǫ,γ,τ)-bonnes.
Pour contrer ces inconve´nients nous apportons dans le chapitre suivant une nouvelle
vision de l’adaptation de domaine en faisant appel a` la the´orie PAC-Baye´sienne per-
mettant de s’attaquer aux de´fauts lie´s a` (SS)DASF. Cette vision originale implique une
analyse en moyenne plus fine, mais aussi une jutification the´orique a` la minimisation
directe de la divergence et de l’erreur source.
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C
omme souligne´ dans la synthe`se du chapitre pre´ce´dent, l’analyse classique
du proble`me de l’adaptation de domaine souffre d’un inconve´nient majeur :
la minimisation de la H-divergence, qui est une mesure dans le pire cas,
rend difficile une optimisation conjointe de la divergence et de l’erreur sur le domaine
source. Pour contrer ce proble`me, nous e´tudions l’adaptation de domaine avec un
point de vue PAC-Baye´sien. D’une part, nous savons que la the´orie PAC-Baye´sienne
permet de proposer des analyses en moyenne du processus d’apprentissage et induit,
en ce sens, des bornes en ge´ne´ralisation plus pre´cises. D’autre part, nous rappelons
qu’elle se focalise sur l’apprentissage de votes de majorite´ qui est au cœur de ce ma-
nuscrit. Nous proposons donc, dans ce chapitre, la premie`re analyse PAC-Baye´sienne
du proble`me de l’adaptation de domaine. Notre contribution repose sur trois points
principaux. Premie`rement, nous de´finissons en section 7.1.2 une divergence entre les
domaines approprie´e a` l’analyse PAC-Baye´sienne, bien plus simple a` estimer et a` mi-
nimiser, et dont le processus de minimisation empirique est consistant. A` partir de
155
156 Chapitre 7. Analyse PAC-Baye´sienne de l’adaptation de domaine
cette mesure, nous de´montrons en section 7.1.5 une borne d’adaptation de domaine
que nous analysons selon les trois types de bornes PAC-Baye´siennes classiques pour
le classifieur de Gibbs associe´ au vote de majorite´ ρ-ponde´re´. Nous en de´rivons, dans
la section 7.2, un premier algorithme PAC-Baye´sien pour l’adaptation de domaine en
spe´cialisant ce re´sultat aux classifieurs line´aires. Cet algorithme montre, en section 7.3,
des comportements empiriques tre`s prometteurs sur un jeu de donne´es synthe´tique et
une taˆche d’analyse d’avis.
Ce chapitre a e´te´ publie´ dans les confe´rences ICML 2013 [Germain et al., 2013a] et CAp
2013 [Germain et al., 2013b]. Il a de plus donne´ lieu a` une communication scientifique
non publie´e au workshop de NIPS 2012 Multi-Trade-offs in Machine Learning 1.
7.1 Bornes d’adaptation de domaine pour le classifieur de Gibbs
7.1.1 Notations
Dans ce chapitre, nous nous plac¸ons uniquement dans le cadre de l’adaptation de
domaine non supervise´e (sans e´tiquette cible) d’un domaine source PS vers un domaine
cible PT. Nous ne conside´rons que des proble`mes de classification binaire ou` X ∈ Rd
est l’espace de description et Y = {−1;+1} est l’ensemble des e´tiquettes possibles.
Nous gardons les notations du chapitre pre´ce´dent, a` l’exception pre`s que H est un
ensemble de classifieurs de X vers Y. Notons que les re´sultats the´oriques pre´sente´s
dans ce chapitre sont valides pour des votants a` valeurs re´elles et des fonctions de
pertes ve´rifiant l’ine´galite´ triangulaire.
Nous reprenons l’approche PAC-Baye´sienne afin d’e´tudier les capacite´s d’adaptation
de votes de majorite´ ρ-ponde´re´ Bρ(·) sur l’ensemble des votants issus de H :
∀x ∈ X, Bρ(x) = sign
[
E
h∼ρ
h(x)
]
.
Nous rappelons qu’e´tant donne´e une distribution prior π sur H, le but de l’apprenant
PAC-Baye´sien est de trouver une distribution posterior ρ sur H amenant a` de bonnes
garanties en ge´ne´ralisation pour Bρ(·). Dans le chapitre 3, nous avons vu que ces ga-
ranties se concentrent sur l’erreur du classifieur stochastique de Gibbs Gρ(·) associe´ a`
ρ, qui e´tiquette un exemple x en tirant ale´atoirement un votant dans H selon ρ puis
en retournant h(x) (ou sign [h(x)] si les votants sont a` valeurs re´elles). E´tant donne´ un
domaine P sur X×Y, l’erreur du classifieur de Gibbs est alors vue comme l’espe´rance
des erreurs des votants de H selon ρ :
RP(Gρ) = E
h∼ρ
RP(h).
Afin d’analyser le proble`me de l’adaptation de domaine sous l’angle de la the´orie PAC-
Baye´sienne, nous devons donc e´tudier le comportement du moyennage des erreurs
1. https://sites.google.com/site/multitradeoffs2012/
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selon ρ. En outre, la de´rivation d’une borne en adaptation de domaine non super-
vise´e requiert l’utilisation cruciale d’une mesure de divergence entre les distributions
marginales selon X associe´es aux domaines (voir section 2.2.1, chapitre 2). Ainsi, nous
de´finissons dans la section suivante une divergence entre distributions facilement es-
timable a` partir des e´chantillons non e´tiquete´s Su et Tu et s’exprimant comme une
espe´rance sur H selon la distribution ρ.
7.1.2 Le ρ-de´saccord : une divergence approprie´e a` l’analyse PAC-Baye´sienne
Notre divergence se de´finit comme une pseudo-me´trique 2 mesurant l’e´cart entre les
de´saccords mesure´s sur les domaines. Elle quantifie la diffe´rence structurelle entre les
marginales DS et DT en terme de posterior ρ sur l’ensembleH. Puisqu’en analyse PAC-
Baye´sienne, le but est d’apprendre un vote de majorite´ ρ-ponde´re´ dont l’erreur RP(Bρ)
est la plus faible possible, nous proposons de suivre l’ide´e porte´e par la C-borne du
the´ore`me 3.1 dont nous rappelons la forme :
RP(Bρ) ≤ 1−
(
1− 2RP(Gρ)
)2
1− 2RD(Gρ,Gρ) ,
ou` RD(Gρ,Gρ) = E
(h,h′)∼ρ2
E
x∼D
I (h(x) 6= h′(x)) = E
(h,h′)∼ρ2
RD(h, h
′) est l’espe´rance selon ρ
des de´saccords entre les classifieurs de H.
Concre`tement, e´tant donne´s les domaines PS et PT sur X × Y et une distribution
ρ sur H, si RPS(Gρ) et RPT (Gρ) sont similaires, alors RPS(Bρ) et RPT (Bρ) sont si-
milaires lorsque E(h,h′)∼ρ2 RDS(h, h′) et E(h,h′)∼ρ2 RDT (h, h′) sont proches. Ainsi, les
deux domaines PS et PT sont proches selon ρ si l’e´cart entre E(h,h′)∼ρ2 RDS(h, h′) et
E(h,h′)∼ρ2 RDT (h, h′) tend a` eˆtre faible. Nous nommons notre divergence le ρ-de´saccord
et nous la de´finissons en fonction de ces deux de´saccords comme suit :
De´finition 7.1 Soit H un ensemble de classifieurs de X vers Y. Pour toutes distributions margi-
nales DS et DT sur X, et pour toute distribution ρ sur H, le ρ-de´saccord entre les domaines
disρ(DS,DT) entre DS et DT est de´fini par :
disρ(DS,DT) =
∣∣∣∣ E
(h,h′)∼ρ2
[
RDT (h, h
′)− RDS(h, h′)
]∣∣∣∣ .
E´tant donne´s deux e´chantillons non e´tiquete´s Su et Tu dont les e´le´ments sont respectivement
tire´s selon DS et DT, le ρ-de´saccord empirique disρ(Su, Tu) calcule´ sur Su et Tu est de´fini par :
disρ(Su, Tu) =
∣∣∣∣ E
(h,h′)∼ρ2
[
RTu(h, h
′)− RSu(h, h′)
]∣∣∣∣ .
Notons qu’il est trivial de de´montrer que le ρ-de´saccord disρ(·, ·) est syme´trique et
ve´rifie l’ine´galite´ triangulaire. Les re´sultats de la section suivante justifient de la consis-
tance du processus de minimisation empirique du ρ-de´saccord. En effet, la valeur
2. Contrairement a` une me´trique, deux points ne sont pas ne´cessairement discernables par la pseudo-
me´trique : il est possible d’avoir d(x, x′) = 0 pour des valeurs distinctes x 6= x′.
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re´elle disρ(DS,DT) peut eˆtre borne´e par les quantite´s classiques de la the´orie PAC-
Baye´sienne : le ρ-de´saccord empirique disρ(Su, Tu) estime´ a` partir des e´chantillons
source Su et cible Tu (non e´tiquete´s) et la KL-divergence entre les distributions prior et
posterior sur H.
7.1.3 Consistance de la minimisation empirique du ρ-de´saccord
Nous pre´sentons, ci-dessous, les bornes en ge´ne´ralisation PAC-Baye´siennes pour notre
ρ-de´saccord entre distributions sous les trois formes “classiques” pre´sente´es en sec-
tion 3.2.3 du chapitre 3. Pour rappel, ces trois formes ont leur propre avantage. La ver-
sion de McAllester du corollaire 3.2 est la plus simple a interpre´ter, celle de Langford-
Seeger du corollaire 3.1 plus pre´cise que celle de McAllester et celle de Catoni du
corollaire 3.3 qui est la plus inte´ressante d’un point de vue algorithmique car elle jus-
tifie du controˆle du compris entre la complexite´ et l’erreur empirique. Le lecteur peut
prendre a` sa guise la borne avec laquelle il est le plus a` l’aise.
Tout d’abord, le the´ore`me suivant e´nonce la version de la borne “a` la McAllester” plus
simple a` interpre´ter.
The´ore`me 7.1 Pour toutes distributions marginales DS et DT sur X, pour tout ensemble de classi-
fieurs H, pour toute distribution prior π sur H et pour tout δ ∈ (0, 1], avec une probabilite´
d’au moins 1− δ sur le choix ale´atoire des e´chantillons Su ∼ (DS)mu et Tu ∼ (DT)mu , pour
toute distribution ρ sur H, on a :
∣∣disρ(DS,DT)− disρ(Su, Tu)∣∣ ≤ 2
√
2
mu
[
2KL(ρ‖π) + ln 4
√
mu
δ
]
. (7.1)
De´monstration. En annexe F.1.
Ce re´sultat confirme de la consistance de la minimisation empirique du ρ-de´saccord.
Notons que ce re´sultat reste valide lorsque la taille des e´chantillons Su et Tu diffe`rent.
Si msu est la taille de Su et m
t
u celle de Tu, la borne devient :
∣∣disρ(DS,DT)− disρ(Su, Tu)∣∣ ≤
√
2
msu
[
2KL(ρ‖π) + ln 4
√
msu
δ
]
+
√√√√ 2
mtu
[
2KL(ρ‖π) + ln 4
√
mtu
δ
]
.
Il est plus simple de donner du sens a` ce type de borne, puisqu’elle majore directement
l’e´cart entre la valeur re´elle du ρ-de´saccord et son estimation empirique. Cependant,
nous rappelons que cette approche n’offre pas les meilleures garanties. L’approche “a`
la Langford-Seeger”, comparant les valeurs re´elle et empirique a` l’aide de la fonc-
tion kl(·, ·), permet d’obtenir un re´sultat plus pre´cis. Par souci de comple´tude, nous
e´nonc¸ons ce re´sultat.
The´ore`me 7.2 Pour toutes distributions marginales DS et DT sur X, pour tout ensemble de classi-
fieurs H de X vers Y, pour toute distribution prior π sur H et pour tout δ ∈ (0, 1], avec une
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probabilite´ d’au moins 1− δ sur le choix de Su × Tu ∼ (DS × DT)mu , pour toute distribution
ρ sur H, on a :
kl
(
disρ(Su, Tu) + 1
2
∥∥∥∥∥disρ(DS,DT) + 12
)
≤ 1
mu
[
2KL(ρ‖π) + ln 2
√
mu
δ
]
.
De´monstration. En annexe F.2.
On voit clairement que cette borne, dont le taux de convergence est de O
(
1
mu
)
, est plus
pre´cise que celle du the´ore`me 7.1 qui varie en O
(√
2
mu
)
, mais est plus difficilement
interpre´table a` cause du terme lie´ a` la fonction kl(·, ·).
Finalement, puisque nous avons l’objectif de proposer un premier algorithme PAC-
Baye´sien pour l’adaptation de domaine, nous montrons la consistance de la minimisa-
tion empirique du ρ-de´saccord a` l’aide de l’approche “a` la Catoni”. Nous rappelons,
en effet, que son approche permet de controˆler, via un parame`tre, le compromis esti-
mateur et KL-divergence.
The´ore`me 7.3 Pour toutes distributions marginales DS et DT sur X, pour tout ensemble de classifieur
H de X vers Y, pour toute distribution prior π sur H, pour tout re´el A > 0 et pour tout
δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de Su× Tu ∼ (DS×DT)mu , pour
toute distribution ρ sur H, on a :
disρ(DS,DT) ≤ 2A
1− e−2A
[
disρ(Su, Tu) +
2KL(ρ‖π) + ln 2δ
Amu
+ 1
]
− 1.
De´monstration. En annexe F.3.
De manie`re similaire au corollaire 3.3, la borne est consistante lorsque A = 1
2
√
mu
. Elle
tend vers 1× [disρ(Su, Tu) + 0+ 1]− 1 lorsque mu tend vers +∞.
Avant de de´river, en section 7.1.5, une nouvelle borne d’adaptation de domaine
spe´cifique au classifieur de Gibbs, et donc a` la the´orie PAC-Baye´sienne, nous
comparons notre mesure de ρ-de´saccord entre distributions avec la H-divergence
[Ben-David et al., 2010, Ben-David et al., 2007] de´finie dans la de´finition 2.4 de la sec-
tion 2.2.2.
7.1.4 Comparaison de la H-divergence et du ρ-de´saccord
Rappelons avant tout, la formulation de la H-divergence 12dH(·, ·) e´quivalente a` la
discrepancy discℓ0−1(·, ·) de [Mansour et al., 2009a] associe´e a` la fonction de perte 0− 1 :
1
2dH(DS,DT) = discℓ0−1(DS,DT)
= sup
(h,h′)∈H2
∣∣RDT (h, h′)− RDS(h, h′)∣∣ .
D’une part, la minimisation de la H-divergence entre deux distributions n’est pas une
taˆche facile lorsque l’on veut simultane´ment minimiser l’erreur source. D’autre part,
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elle revient a` trouver la paire de classifieurs dans H maximisant le de´saccord. Elle
correspond donc a` une divergence dans le pire cas qui admet la meˆme valeur quel
que soit le classifieur de H conside´re´ : cette divergence ne permet pas d’e´tudier le
classifieur sur lequel on veut apporter des garanties the´oriques.
En s’exprimant comme une espe´rance des de´saccords, notre mesure de ρ-de´saccord
offre deux avantages. Le premier est qu’elle s’ave`re beaucoup plus simple a` estimer et
a` minimiser puisqu’il suffit de calculer une moyenne en fonction de ρ : son optimisation
peut directement se re´aliser en minimisant son estimation empirique disρ(Su, Tu) et la
KL-divergence. Le second est que sa de´finition de´pend de la distribution ρ conside´re´e :
elle se montre adapte´e au classifieur que l’on apprend. En outre, il est facile de montrer
que pour toutes distributions DS et DT, disρ(DS,DT), qui calcule une espe´rance, est
plus faible que 12dH(DS,DT), qui renvoie la valeur maximale. Ceci rend nos re´sultats
plus pre´cis. En fait, pour tout ensemble de classifieurs H de X vers Y, pour toutes
distributions DS et DT sur X et ρ sur H, on a :
1
2dH(DS,DT) = sup
(h,h′)∈H2
∣∣RDT (h, h′)− RDS(h, h′)∣∣
≥ E
(h,h′)∼ρ2
∣∣RDT (h, h′)− RDS(h, h′)∣∣
≥
∣∣∣∣ E
(h,h′)∼ρ2
[
RDT (h, h
′)− RDS(h, h′)
]∣∣∣∣
= disρ(DS,DT).
Nous voyons maintenant comment cette nouvelle divergence nous permet de de´river
des garanties PAC-Baye´sienne pour l’adaptation de domaine.
7.1.5 L’analyse PAC-Baye´sienne de l’adaptation de domaine
Le the´ore`me suivant e´nonce la borne d’adaptation de domaine approprie´e a` l’analyse
PAC-Baye´sienne et qui est le re´sultat principal de ce chapitre.
The´ore`me 7.4 Soit PS et PT deux domaines sur X×Y dont DS et DT sont les marginales respectives
sur X. Soit H un ensemble de classifieurs de X vers Y, alors pour toute distribution ρ sur H,
on a :
RPT (Gρ) ≤ RPS(Gρ) + disρ(DS,DT) + υρ, (7.2)
ou` υρ = RPT (Gρ∗T ) + RDT (Gρ,Gρ∗T ) + RDS(Gρ,Gρ∗T ),
avec ρ∗T = argminρ RPT (Gρ) la distribution posterior optimale sur le domaine cible PT.
De´monstration. Soit H un ensemble de classifieurs de X vers Y. Soit ρ une distribution
sur H. Soit ρ∗T = argminρ RPT (Gρ) la distribution posterior optimale sur PT. L’ine´galite´
triangulaire et le fait que pour tout h issu de H et pour toute marginale D on ait :
RD(Gρ, h) = E
x∼D
E
h′∼ρ
I[h′(x) 6= h(x)],
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nous permettent d’e´crire :
RPT (Gρ) ≤ E
h∼ρ
(
RPT (Gρ∗T ) + RDT (Gρ∗T ,Gρ) + RDT (Gρ, h)
)
≤ RPT (Gρ∗T ) + RDT (Gρ∗T ,Gρ) + Eh∼ρ
(
RDT (Gρ, h)− RDS(Gρ, h) + RDS(Gρ, h)
)
≤ RPT (Gρ∗T ) + RDT (Gρ,Gρ∗T ) + Eh∼ρ RDS(Gρ, h)
+
∣∣∣∣ E
(h,h′)∼ρ2
[
RDT (h, h
′)− RDS(h, h′)
]∣∣∣∣
≤ RPT (Gρ∗T ) + RDT (Gρ,Gρ∗T ) + RDS(Gρ,Gρ∗T ) + Eh∼ρ RPS(h)
+
∣∣∣∣ E
(h,h′)∼ρ2
[
RDT (h, h
′)− RDS(h, h′)
]∣∣∣∣ (7.3)
= RPS(Gρ) + disρ(DS,DT) + RPT (Gρ∗T ) + RDT (Gρ,Gρ∗T ) + RDS(Gρ,Gρ∗T ).
L’ine´galite´ (7.3) provient des ine´galite´s :
E
h∼ρ
RDS(Gρ, h) ≤ RPS(Gρ) + RPS(Gρ)
et : E
h∼ρ
RDS(Gρ, h) ≤ RDS(Gρ,Gρ∗T ) + RDS(Gρ∗T ,Gρ).
Ainsi, on borne :
E
h∼ρ
RDS(Gρ, h) =
1
2
E
h∼ρ
RDS(Gρ, h) +
1
2
E
h∼ρ
RDS(Gρ, h)
RDS(Gρ,Gρ∗T ) + Eh∼ρ
RPS(h).
Finalement, on obtient la borne (7.2) en posant :
υρ = RPT (Gρ∗T ) + RDT (Gρ,Gρ∗T ) + RDS(Gρ,Gρ∗T ).
En ge´ne´ral, cette borne ne peut-eˆtre compare´e aux analyses classiques de
[Ben-David et al., 2010] ou de [Mansour et al., 2009a] pre´sente´es en section 2.2.3 du
chapitre 2. Nous pouvons ne´anmoins souligner les deux points suivants, lie´s au fait
que notre borne s’exprime comme un compromis entre diffe´rentes quantite´s.
• RPS(Gρ) et disρ(DS,DT) sont semblables aux deux premiers termes de la borne
d’adaptation de domaine 3 du the´ore`me 2.3 [Ben-David et al., 2010] : RPS(Gρ)
est l’erreur source du classifieur de Gibbs associe´ a` la distribution ρ e´tudie´e et
disρ(DT,DS) mesure la divergence entre DS et DT mais de´pend du classifieur
final conside´re´.
• Similairement au dernier terme 4 de la borne d’adaptation de domaine du
the´ore`me 2.5 [Mansour et al., 2009a], le terme υρ = RPT (Gρ∗T ) + RDT (Gρ,Gρ∗T ) +
3. Nous rappelons la forme de la borne d’adaptation de [Ben-David et al., 2010], pour tout h ∈ H, on
a : RPT (h) ≤ RPS (h) + 12dH(DS,DT) + ν.
4. Nous rappelons la forme du dernier terme de la borne d’adaptation de [Mansour et al., 2009a] :
υ = RPT (h
∗
T) + RDS (h
∗
S, h
∗
T), ou` h
∗
T , respectivement h
∗
S, est le meilleur classifieur cible, respectivement
source, dans H.
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RDS(Gρ,Gρ∗T ) de´pend directement du classifieur optimal, c’est-a`-dire de la dis-
tribution posterior ρ∗T, que l’on peut obtenir sur le domaine cible. Notons,
cependant, qu’il ne de´pend pas de la solution optimale source, rendant le
re´sultat plus pertinent, mais, d’un point de vue nume´rique, implique un terme
supple´mentaire. Plus pre´cise´ment, le terme RPT (Gρ∗T ) correspond a` la plus faible
erreur que l’on peut espe´rer obtenir sur le domaine cible. Les deux autres termes
RDT (Gρ,Gρ∗T ) et RDS(Gρ,Gρ∗T ) de´pendent de ρ et quantifient a` quel point la distri-
bution ρ est proche (en terme de de´saccords) du classifieur de Gibbs optimal, a`
la fois sur le domaine cible et le domaine source.
D’apre`s le re´sultat du the´ore`me 7.4, l’adaptation est donc possible si la distribution
optimale ρ∗T admet un erreur faible sur le domaine cible (c’est une hypothe`se classique).
De plus, la quantite´ RDT (Gρ,Gρ∗T )+RDS(Gρ,Gρ∗T ), qui peut eˆtre vue comme une mesure
de la capacite´ d’adaptation en terme d’e´tiquetage, doit eˆtre faible : Gρ doit eˆtre en
accord — sur les deux domaines — avec la solution optimale Gρ∗T , autrement dit les
deux domaines doivent eˆtre relie´s 5.
Finalement, le the´ore`me 7.4 conduit aux trois bornes PAC-Baye´siennes suivantes por-
tant a` la fois sur l’erreur source empirique du classifieur de Gibbs et la pseudo-
me´trique de ρ-de´saccord estime´e sur des e´chantillons source et cible. Tout d’abord,
nous e´nonc¸ons la version “a` la McAllester”.
The´ore`me 7.5 Pour tous domaines PS et PT (de marginales respectives DS et DT) sur X × Y, pour
tout espace d’hypothe`ses H, pour toute distribution prior π sur H, pour tout δ ∈ (0, 1], avec
une probabilite´ de 1− δ sur le choix des e´chantillons ale´atoires S ∼ (PS)ms , Su ∼ (DS)mu , et
Tu ∼ (DT)mu , pour toute distribution ρ sur H, on a :
RPT (Gρ) ≤ RS(Gρ) + disρ(Su, Tu) +
√√√√ 2
ms
[
KL(ρ‖π) + ln 4
√
ms
δ
]
+2
√
2
mu
[
KL(ρ‖π) + ln 8
√
mu
δ
]
+ υρ. (7.4)
De´monstration. Le re´sultat est directement obtenu en combinant le corollaire 3.2 avec
les the´ore`mes 7.1 et 7.5.
Notons que si tous les e´chantillons sont de meˆme taille, c’est-a`-dire si mu = ms = m, la
borne (7.4) devient :
RPT (Gρ) ≤ RS(Gρ) + disρ(Su, Tu) +
√
18
m
[
KL(ρ‖π) + 4 ln 11
√
m
δ
]
+ υρ.
Supposons les hypothe`ses suivantes :
5. Pour faciliter l’interpre´tation, en posant ρ∗S comme la distribution optimale source, on peut borner :
RDT (Gρ,Gρ∗T ) + RDS (Gρ,Gρ∗T ) ≤ RDT (Gρ,Gρ∗T ) + RDS (Gρ,Gρ∗S ) + RDS (Gρ∗S ,Gρ∗T ).
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(i) il existe une distribution posterior amenant a` une erreur cible faible (l’hypothe`se
classique) ;
(ii) il existe un lien entre les domaines en termes d’accord d’e´tiquetage pour toute
distribution ρ, autrement dit qu’un ρ-de´saccord disρ(DS,DT) faible implique un
υρ ne´gligeable.
Alors, puisque notre mesure de ρ-de´saccord est facilement minimisable et de´pend di-
rectement de la distribution ρ, une solution naturelle pour de´finir un algorithme PAC-
Baye´sien d’adaptation de domaine non supervise´e est l’optimisation de la borne du
the´ore`me 7.5 en ne´gligeant 6 le terme υρ. Puisque le ρ-de´saccord est simple a` minimi-
ser, un avantage majeur de ce re´sultat est qu’il justifie the´oriquement de l’optimisation
simultane´e de l’erreur source et de la divergence entre les distributions marginales.
Cette proprie´te´ n’e´tait pas aussi directe dans le cas des cadres classiques pre´sente´s
dans le chapitre 2 et utilise´s dans le chapitre pre´ce´dent.
Avant de pre´senter le the´ore`me dans sa version “a` la Catoni” qui va nous permettre de
de´river facilement un algorithme, nous e´nonc¸ons la version “a` la Langford-Seeger”.
The´ore`me 7.6 Pour tous domaines PS et PT sur X × Y (de marginales respectives DS et DT), pour
tout ensemble de classifieurs H de X vers Y, pour toute distribution prior π sur H et pour tout
δ ∈ (0, 1], avec une probabilite´ de 1− δ sur le choix ale´atoire d’e´chantillons de meˆme tailles
S ∼ (PS)m, Su ∼ (DS)m et Tu ∼ (DT)m, pour toute distribution ρ sur H, on a :
RPT (Gρ) ≤ supRρ + supDρ + υρ ,
ou` Rρ et Dρ sont des ensembles de´finis par :
Rρ =
{
r : kl
(
RS(Gρ)
∥∥r) ≤ 1
m
[
KL(ρ‖π) + ln 4
√
m
δ
]}
,
Dρ =
{
d : kl
(
disρ(S, T) + 1
2
∥∥∥∥∥d+ 12
)
≤ 1
m
[
2KL(ρ‖π) + ln 4
√
m
δ
]}
.
De´monstration. Le re´sultat est obtenu en inse´rant le corollaire 3.1 et le the´ore`me 7.2
dans le the´ore`me 7.4 avec δ = δ2 .
Notons que cette borne reste difficile a` manipuler en pratique, puisqu’il faut calculer
un maximum sur Rρ et un sur Dρ.
Toutefois, a` des fins algorithmiques, nous allons plutoˆt chercher a` minimiser la borne
suivante “a` la Catoni”, nous permettant de jouer sur le compromis erreur source, ρ-
de´saccord et KL-divergence.
The´ore`me 7.7 Pour tous domaines PS et PT sur X × Y (de marginales selon X respectives DS et
DT), pour tout ensemble de classifieurs H de X vers Y, pour toute distribution π sur H, pour
6. Avec quelques e´tiquettes cibles, nous pourrions imaginer estimer υρ, mais rendrait la borne plus
complexe a` minimiser. Un autres aspect serait de jouer sur la distribution prior π comme nous le discute-
rons dans la synthe`se.
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tous re´els A > 0, C > 0 et pour tout δ ∈ (0, 1], avec une probabilite´ de 1− δ sur le choix
ale´atoire d’e´chantillons de meˆme tailles S ∼ (PS)m, Su ∼ (DS)m et Tu ∼ (DT)m, pour toute
distribution ρ sur H, on a :
RPT (Gρ) ≤ A′ − 1+ C′RS(Gρ) + A′ disρ(Su, Tu) +
(
C′
C
+
2 A′
A
)
KL(ρ‖π) + ln 3δ
m
+ υρ,
ou` C′ =
C
1− e−C , et A
′ =
2A
1− e−2A .
De´monstration. Dans le the´ore`me 7.3, on remplace RS(Gρ) et disρ(Su, Tu) par leur ma-
joration, obtenue dans le corollaire 3.3 et le the´ore`me 7.4, avec δ choisi respectivement
comme δ3 et
2δ
3 (dans le dernier cas, on utilise ln
2
2δ/3 = ln
3
δ < 2 ln
3
δ ).
Nous voyons apparaıˆtre deux parame`tres de controˆle de compromis. La section sui-
vante pre´sente un premier algorithme base´ sur ce dernier re´sultat.
7.2 PBDA : adaptation de domaine PAC-Baye´sienne spe´cialise´e
aux classifieurs line´aires
7.2.1 Formulation ge´ne´rale de l’algorithme
De´finissons maintenant H comme e´tant un ensemble de classifieurs line´aires de la
forme h(x) = sign 〈v, x〉 tel que v ∈ Rd est un vecteur de poids.
Nous suivons un processus similaire a` la section 3.3 du chapitre 3 dans la-
quelle nous avons pre´sente´ les travaux de [Langford et Shawe-Taylor, 2002,
Ambroladze et al., 2006] qui ont spe´cialise´ la the´orie PAC-Baye´sienne dans le but
de borner l’erreur re´elle de tout classifieur line´aire identifie´ par un vecteur de poids
w. Nous rappelons que π0 et ρw sont respectivement le prior et le posterior de´finis
comme une gaussienne sphe´rique de matrice de covariance e´gale a` l’identite´ centre´e
respectivement sur les vecteurs 0 et w. D’une manie`re plus formelle, pour tout h ∈ H
on a :
π0(h) =
(
1√
2Π
)d
exp
(
−1
2
‖v‖2
)
,
ρw(h) =
(
1√
2Π
)d
exp
(
−1
2
‖v−w‖2
)
.
L’erreur re´elle du classifieur de Gibbs Gρw sur un domaine P est alors donne´e par :
RPS(Gρw) = E
(x,y)∼P
E
h∼ρw
I [h(x) 6= y]
= E
(x,y)∼P
ℓErf
(
y
〈w, x〉
‖x‖
)
,
ou` :
ℓErf
(
Gρw(x), y
)
=
1
2
[
1− Erf
(
1√
2
y〈w, x〉
‖x‖
)]
,
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et Erf(a) = 2√
Π
∫ a
0 exp
(−t2) dt est la fonction d’erreur de Gauss. Pour rappel, cette
situation permet de calculer facilement la KL-divergence entre ρw et π0 :
KL(ρw‖π0) = 1
2
‖w‖2.
En ne´gligeant la quantite´ non estimable υρw du the´ore`me 7.7, nous de´finissons un
algorithme PAC-Baye´sien pour l’adaptation de domaine inspire´ de l’algorithme d’ap-
prentissage de classifieur line´aire PBGD3 [Germain et al., 2009a] pre´sente´ en section
3.3 du chapitre 3. Ainsi, e´tant donne´s un e´chantillon source e´tiquete´ S = {(xsi , ysi )}mi=1
constitue´ de m exemples i.i.d. selon PS et un e´chantillon cible non e´tiquete´ T = {(xti)}mi=1
compose´ de m exemples i.i.d. selon DT, en posant Su = {xsi}mi=1 l’e´chantillon S prive´ de
ses e´tiquettes, on veut minimiser :
min
w
c mRS(Gρw) + a m disρα′ (Su, Tu) +KL(ρw‖π0), (7.5)
ou` disρα′ (Su, Tu) =
∣∣∣∣∣ E(h,h′)∼ρ
w2
RSu(h, h
′)− E
(h,h′)∼ρ
w2
RTu(h, h
′)
∣∣∣∣∣ est le de´saccord empi-
rique entre Su et Tu spe´cialise´ a` une distribution ρw sur l’espace H des classifieurs
line´aires conside´re´. Les re´els a > 0 et c > 0 sont des hyperparame`tres de l’algorithme.
Notons que les constantes A et C du the´ore`me 7.7 peuvent eˆtre retrouve´es a` partir de
n’importe quelle valeur de a et c. E´tant donne´e la fonction ℓdis(x) = 2 ℓErf(x) ℓErf(−x)
(illustre´e sur la figure 7.1) , pour toute distribution D sur X, on a :
E
(h,h′)∼ρ
w2
RD(h, h
′) = E
x∼D
E
(h,h′)∼ρ
w2
I
[
h(x) 6= h′(x)]
= 2 E
x∼D
E
(h,h′)∼ρ
w2
I [h(x) = 1] I
[
h′(x) = −1]
= 2 E
x∼D
E
h∼ρw
I [h(x) = 1] E
h′∼ρw
I
[
h′(x) = −1]
= 2 E
x∼D
ℓErf
( 〈w, x〉
‖x‖
)
ℓErf
(
−〈w, x〉‖x‖
)
= E
x∼D
ℓdis
( 〈w, x〉
‖x‖
)
.
Ainsi, trouver la solution optimale de l’e´quation (7.5) revient a` chercher le vecteur w
qui minimise :
c
m
∑
i=1
ℓErf
(
ysi
〈
w, xsi
〉
‖xsi‖
)
+ a
∣∣∣∣∣ m∑
i=1
[
ℓdis
(〈
w, xsi
〉
‖xsi‖
)
− ℓdis
(〈
w, xti
〉
‖xti‖
)]∣∣∣∣∣+ ‖w‖22 . (7.6)
L’e´quation pre´ce´dente est fortement non convexe. Afin de rendre sa re´solution plus
facilement controˆlable, nous remplac¸ons la fonction ℓErf(·) par sa relaxation convexe
ℓErfcvx(·) (comme pour PBGD3 et illustre´e sur la figure 7.1). L’optimisation se re´alise
ensuite par une descente de gradient. Le gradient de l’e´quation 7.6 e´tant :
w+ c
m
∑
i=1
ℓ′Erfcvx
(〈
ysiw, x
s
i
〉
‖xsi‖
)
ysi x
s
i
‖xsi‖
+ s a
(
m
∑
i=1
[
ℓ′dis
(〈
w, xti
〉
‖xti‖
)
xti
‖xti‖
− ℓ′dis
(〈
w, xsi
〉
‖xsi‖
)
xsi
‖xsi‖
])
,
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Figure 7.1 – Comportement des fonctions ℓErf(·), ℓErfcvx(·) et ℓdis(·).
ou` ℓ′Erfcvx(x), respectivement ℓ
′
dis(x), est la valeur de la fonction de´rive´e de ℓErfcvx(·),
respectivement ℓdis(·), e´value´e au point x, et :
s = sign
(
m
∑
i=1
[
ℓdis
(〈
w, xsi
〉
‖xsi‖
)
− ℓdis
(〈
w, xti
〉
‖xti‖
)])
.
Cette taˆche d’optimisation reste non convexe, puisque la fonction ℓdis(·) est quasi-
concave, cependant, notre e´tude empirique montre qu’il n’est pas ne´cessaire de
proce´der a` plusieurs rede´marrages pour trouver une solution correcte. Nous appelons
cet algorithme d’adaptation de domaine PBDA (pour PAC-Bayesian Domain Adaptation).
7.2.2 Utilisation de l’astuce du noyau
L’astuce du noyau pre´sente´e en section 1.4.2 du chapitre 1, peut eˆtre applique´e a` cet
algorithme. Cette astuce nous permet de travailler avec le vecteur dual α ∈ R2m, qui
est un classifieur line´aire dans un espace augmente´. E´tant donne´ une fonction noyau
K : Rd ×Rd 7→ R, on a :
hw(x) =
m
∑
i=1
αiK(x
s
i , x) +
m
∑
i=1
αi+mK(x
t
i , x) .
On note K la matrice noyau de dimension 2m× 2m telle que :
∀(i, j) ∈ {1, . . . , 2m}2,Kij = K(xi, xj)
ou` :
x# =
xs# si # ≤ mxt#−m sinon.
Dans cette situation, la fonction objectif de l’e´quation (7.6) peut se re´e´crire en fonction
du vecteur α = (α1, α2, . . . , α2m)
⊤ comme :
1
2
2m
∑
i=1
2m
∑
j=1
αiαjKij + c
m
∑
i=1
ℓErfcvx
(
ysi
∑
2m
j=1 αjKij√
Kii
)
+ a
∣∣∣∣∣ m∑
i=1
ℓdis
(
∑
2m
j=1 αjKij√
Kii
)
− ℓdis
(
∑
2m
j=1 αjKi+m,j√
Ki+m,i+m
)∣∣∣∣∣ .
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Le gradient de l’e´quation pre´ce´dente est donne´e par le vecteur α′ = (α′1, α
′
2, . . . α
′
2m)
⊤,
avec α′# e´gal a` :
2m
∑
j=1
αiKi,# + c
m
∑
i=1
ℓ′Erfcvx
(
ysi
∑
2m
j=1 αjKij√
Kii
)
ysi Ki#√
Kii
+ s a
[
m
∑
i=1
ℓ′dis
(
∑
2m
j=1 αjKij√
Kii
)
Ki#√
Kii
− ℓ′dis
(
∑
2m
j=1 αjK(i+m)j√
K(i+m)(i+m)
)
K(i+m)#√
K(i+m)(i+m)
]
,
ou` :
s = sign
[
m
∑
i=1
ℓdis
(
∑
2m
j=1 αjKij√
Kii
)
− ℓdis
(
∑
2m
j=1 αjK(i+m)j√
K(i+m)(i+m)
)]
.
7.3 Expe´rimentations
7.3.1 Protocole expe´rimental
Nous avons e´value´ PBDA sur le jeu de donne´es synthe´tique des lunes jumelles utilise´
dans le chapitre pre´ce´dent, ainsi que sur un jeu de donne´es d’analyse d’avis populaire
en adaptation de domaine. Il a e´te´ compare´ avec des me´thodes non adaptatives : la
version de PBGD3 pre´sente´e en section 3.3 [Germain et al., 2009a] et un SVM (section
1.4.2, chapitre 1) ; et des me´thodes adaptatives : notre DASF du chapitre pre´ce´dent,
DASVM pre´sente´ en section 2.3.1[Bruzzone et Marconcini, 2010] , la me´thode de co-
apprentissage pour l’adaptation de domaine CODA pre´sente´e en section 2.3.2. Signa-
lons que dans [Chen et al., 2011a], CODA a montre´ les meilleurs re´sultats sur le jeu
de donne´es d’analyse d’avis. La fonction objectif de PBDA est minimise´e avec une
me´thode BFGS 7 imple´mente´e dans la librairie python scipy 8. Nous avons fait appel a`
la bibliothe`que SVM-light [Joachims, 1999] pour SVM, DASVM est imple´mente´ avec
la bibliothe`que LibSVM [Chang et Lin, 2001] et nous avons utilise´ l’imple´mentation 9
propose´e par [Chen et al., 2011a] pour CODA. Les parame`tres sont se´lectionne´s a` par-
tir d’une grille de recherche via une validation croise´e avec 5 sous-ensembles sur
l’e´chantillon source pour PBGD3 et SVM, et via une validation inverse (voir section
2.3.3 du chapitre 2) avec 5 sous-ensembles sur l’e´chantillon cible (non e´tiquete´) pour
DASF, DASVM, CODA et PBDA.
7.3.2 Proble`me jouet synthe´tique
Nous faisons appel au meˆme protocole que dans le chapitre pre´ce´dent : nous
conside´rons un domaine source et 8 domaines cibles diffe´rents en fonction de 8 ro-
tations. Pour chaque domaine, nous ge´ne´rons 300 instances (150 de chaque classe).
La capacite´ en ge´ne´ralisation des algorithmes est e´value´e sur un e´chantillon de test
compose´ de 1 500 exemples cibles. Chacun des proble`mes d’adaptation de domaine
7. BFGS est la me´thode de Broyden-Fletcher-Goldfarb-Shanno.
8. scipy est disponible ici : http://www.scipy.org/
9. L’imple´mentation de CODA est disponible ici : http://www1.cse.wustl.edu/˜mchen/code/
coda.tar.
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Angle de rotation 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦ 90◦
PBGD3 0.088 0.210 0.273 0.399 0.568 0.776 0.804 0.824
SVM 0.104 0.24 0.312 0.4 0.565 0.764 0.808 0.828
DASVM 0 0.259 0.284 0.334 0.375 0.747 0.790 0.820
DASF 0.002 0.004 0.090 0.187 0.348 0.380 0.391 0.402
PBDA 0.094 0.103 0.225 0.412 0.576 0.626 0.604 0.687
Table 7.1 – Proble`me jouet. Taux d’erreur moyens pour les 8 angles de rotations
Figure 7.2 – Proble`me jouet. Le compromis erreur source versus erreur cible a` parame`tres fixe´s
(a = c = 1). En abscisse on observe l’angle de rotation et en ordonne´e les taux d’erreur.
est re´pe´te´ 10 fois et nous reportons les re´sultats moyens dans la table 7.1. Notons que
puisque la dimension des donne´es est de 2, CODA, qui de´compose les attributs afin
d’appliquer un co-apprentissage, ne s’ave`re pas approprie´ dans cette expe´rience. Le
noyau utilise´ est un noyau Gaussien comme de´fini dans l’e´quation (1.12) du chapitre 1.
Dans la table 7.1, DASF montre les meilleurs re´sultats sur ce jeu de donne´es. Cepen-
dant, comme nous le verrons dans la section 7.3.3, ses performances se de´gradent sur
la taˆche d’analyse d’avis. En laissant de coˆte´ les re´sultats de DASF, PBDA montre
les meilleures performances a` l’exception des angles de 20◦, 50◦ et 60◦. PBDA est
donc un algorithme pertinent pour s’attaquer a` une taˆche d’adaptation de domaine.
Il montre une bonne capacite´ d’adaptation, en particulier pour les taˆches les plus diffi-
ciles, probablement car notre divergence de ρ-de´saccord entre les distributions margi-
nales disρ(DS,DT) est plus pre´cise et apparaıˆt comme une bonne co-re´gularisation dans
une situation d’adaptation de domaine. Ceci est confirme´ par la figures 7.2 et 7.3 : la
premie`re met en e´vidence l’adaptabilite´ face a` la minimisation du risque sugge´re´e par
le the´ore`me 7.7, la seconde met en e´vidence l’e´volution de la frontie`re de de´cision de
l’algorithme pour chacun des angles. En effet, le graphique illustre que PBDA accepte
de perdre en performance sur le domaine source pour maintenir sa performance sur le
domaine cible (au moins lorsque que les deux domaines ne sont pas trop diffe´rents).
7.3.3 Analyse d’avis
Nous conside´rons le jeu de donne´es appele´ Amazon reviews [Blitzer et al., 2006] com-
pose´ d’avis sur quatre types de produits de Amazon.com c© (books, DVDs, electronics,
kitchen appliances). A` l’origine, les avis s’expriment a` l’aide d’e´toiles (de 1 a` 5) et la
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(a) 20◦ (b) 30◦ (c) 40◦
(d) 50◦ (e) 60◦ (f) 70◦
(g) 80◦ (h) 90◦
Figure 7.3 – Proble`me jouet. Illustration de la frontie`re de de´cision de PBDA en fixant les hyperpa-
rame`tres (a = c = 1). Le vert et le rose correspondent a` l’e´chantillon source, le gris a` l’e´chantillon cible.
dimension de la description des donne´es (des uni-grammes et des bi-grammes) est en
moyenne de 100 000. Pour simplifier la taˆche de classification, nous pre´fe´rons suivre un
protocole similaire a` celui propose´ par [Chen et al., 2011a]. Les deux classes possibles
sont alors : +1 pour les produits ayant au moins 4 e´toiles, −1 pour ceux ayant au plus
3 e´toiles. Un domaine correspond a` un type de produit, ce qui implique 12 proble`mes
d’adaptation de domaine. Par exemple, “books→DVDs” correspond a` la taˆche pour
laquelle, books est le domaine source et DVDs le domaine cible. La dimension des
donne´es est re´duite de la manie`re suivante : e´tant donne´e une taˆche d’adaptation de
domaine, [Chen et al., 2011a] ont uniquement garde´ les attributs qui apparaissent au
moins 10 fois dans les deux domaines (il reste environ 40 000 attributs), puis ont ap-
plique´ une ponde´ration de type tf-idf. Les algorithmes font appel a` un noyau line´aire
(voir e´quation (1.11) du chapitre 1) et conside`rent 2 000 exemples sources e´tiquete´s et
2 000 cibles non e´tiquete´s. Nous les e´valuons sur les ensembles cibles de test propose´s
par [Chen et al., 2011a] (entre 3 000 et 6 000 exemples), puis nous reportons les re´sultats
sur la table 7.2. Nous faisons les remarques suivantes. Tout d’abord, remarquons que
DASF, qui a montre´ les meilleurs re´sultats sur le proble`me jouet, fournit les plus mau-
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B→D B→E B→K D→B D→E D→K
PBGD3 0.174 0.275 0.236 0.192 0.256 0.211
SVM 0.179 0.290 0.251 0.203 0.269 0.232
DASVM 0.193 0.226 0.179 0.202 0.186 0.183
CODA 0.181 0.232 0.215 0.217 0.214 0.181
DASF 0.245 0.305 0.230 0.300 0.305 0.247
PBDA 0.183 0.263 0.229 0.197 0.241 0.186
E→B E→D E→K K→B K→D K→E Moy
PBGD3 0.268 0.245 0.127 0.255 0.244 0.235 0.226
SVM 0.287 0.267 0.129 0.267 0.253 0.149 0.231
DASVM 0.305 0.214 0.149 0.259 0.198 0.157 0.204
CODA 0.275 0.239 0.134 0.247 0.238 0.153 0.210
DASF 0.330 0.327 0.160 0.340 0.301 0.200 0.275
PBDA 0.232 0.221 0.141 0.247 0.233 0.129 0.208
Table 7.2 – Analyse d’avis. Taux d’erreur obtenus sur le domaine cible. B, D, E, K correspondent
respectivement au domaine books, DVDs, electronics, kitchen.
vais re´sultats : les me´thodes non adaptatives sont plus performantes. Ceci s’explique
probablement du fait que l’espace de projection induit n’est pas assez expressif au re-
gard de la taˆche. Ne´anmoins, comme espe´re´, les autres approches adaptatives renvoient
les meilleurs re´sultats en moyennes. Ensuite, PBDA est en moyenne plus performant
que CODA, mais moins performant que DASVM. Cependant, PBDA reste compe´titif :
les re´sultats ne sont pas significativement diffe´rents de ceux obtenus pour CODA et
DASVM. De plus, nous avons observe´ que PBDA est significativement plus rapide que
CODA et DASVM : ces deux algorithmes sont base´s sur une me´thode ite´rative tre`s
couˆteuse augmentant le temps d’exe´cution d’au moins d’un facteur 5 (par rapport a`
PBDA). En fait, un avantage certain de PBDA est qu’il permet d’optimiser conjointe-
ment les termes de notre borne en une seule e´tape. L’approche PAC-Baye´sienne semble
donc eˆtre pertinente dans le contexte de l’adaptation de domaine, on peut donc ima-
giner ame´liorer PBDA en utilisant tous les outils offerts par la the´orie PAC-Baye´sienne
comme discute´ ci-dessous.
7.4 Synthe`se
Dans ce chapitre, nous avons de´fini une nouvelle mesure de divergence entre distribu-
tions base´e sur l’espe´rance des de´saccords sur l’ensemble des votants H. Nous avons
de´montre´ des bornes en ge´ne´ralisation justifiant de son estimation empirique simple.
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Cette mesure nous a permis de de´river la premie`re analyse PAC-Baye´sienne de l’adap-
tation de domaine. De plus, nous avons propose´ un premier algorithme compe´titif,
plus rapide et fonde´ the´oriquement qui optimise simultane´ment les termes lie´s a` la
divergence et a` l’erreur source dans le cas de classifieurs line´aires. Nous sommes per-
suade´s que cette analyse ouvre la porte a` de nouvelles me´thodes d’adaptation faisant
appel aux possibilite´s offertes par la the´orie PAC-Baye´sienne, ce qui donne lieu a` de
nombreuses questions inte´ressantes.
Comme nous l’avons effectivement vu dans les chapitres 3 et 4, un des inte´reˆts de
l’approche PAC-Baye´sienne est de pouvoir conside´rer une connaissance a priori sur la
performance des classifieurs. Or, ici, nous avons opte´ pour un prior non informatif
(une gaussienne centre´e a` l’origine de l’espace des classifieurs line´aires). La de´finition
d’un prior pertinent pour l’adaptation de domaine est a` e´tudier, par exemple lorsque
quelques e´tiquettes cibles sont accessibles, ou lorsque diffe´rents domaines sources sont
disponibles. En effet, un prior de´pendant des donne´es e´tiquete´es pourrait nous per-
mettrent de de´river de nouvelles garanties. Une autre direction prometteuse concerne
la se´lection des hyperparame`tres. En effet, l’adaptabilite´ de notre me´thode pourrait eˆtre
ame´liore´e via une proce´dure de validation spe´cifique au cadre PAC-Baye´sien. Une ide´e
serait alors de conside´rer une technique de validation inverse tirant be´ne´fice des distri-
bution prior et posterior. Enfin une dernie`re question, serait de mettre en paralle`le nos
re´sultats avec ceux de la the´orie de Occam’s Hammer [Blanchard et Fleuret, 2007] qui
peut eˆtre vue comme une extension de la the´orie PAC-Baye´sienne a` diffe´rents types
d’objets, et pourrait donc nous permettre de proposer une analyse plus ge´ne´rale.

Conclusion et perspectives
D
ans cette the`se, nous avons e´tudie´ l’apprentissage de votes de majorite´
de classifieurs ou de similarite´s pour des taˆches de classification. Nous
sommes, dans un premier temps, reste´s dans le cadre usuel ou` les donne´es
d’apprentissage suivent la meˆme distribution de probabilite´ que les donne´es de test
a` classer. Nous avons, ensuite, aborde´ la situation de l’adaptation de domaine pour
laquelle ces deux distributions sont diffe´rentes. Nous re´sumons, ici, un peu plus en
de´tail nos contributions, puis nous nous focalisons sur les perspectives ouvertes par
ces travaux.
Notre premie`re contribution a e´tudie´ et e´tendu un algorithme re´cent qui tire sa source
de la the´orie PAC-Baye´sienne : MinCq. Cet algorithme e´le´gant apprend un vote de
majorite´ ponde´re´, sur un ensemble de votants a` valeurs re´elles, en minimisant la C-
borne qui majore l’erreur de ce vote 1. Cette optimisation se re´alise a` l’aide d’un pro-
gramme quadratique simple. D’un point de vue the´orique, MinCq souffrait, d’une part,
de l’impossibilite´ de conside´rer un a priori sur la distribution des votants et, d’autre
part, de l’absence de borne en ge´ne´ralisation valable lorsque les votants de´pendent
des donne´es d’apprentissage. Nous avons comble´ ces lacunes en permettant la prise
en conside´ration, durant la phase d’apprentissage, d’une connaissance a priori sur la
pertinence des votants. De plus, nous avons propose´ une preuve de consistance PAC-
Baye´sienne pour les sche´mas de compression, c’est-a`-dire pour des votants de´pendants
des donne´es. Nous avons de´montre´ empiriquement l’utilite´ de notre extension, appele´e
P-MinCq, pour deux taˆches distinctes.
Puisque MinCq est un algorithme limite´ a` la classification binaire, nous avons entre-
pris, dans notre deuxie`me contribution, d’e´tudier la classification multiclasse sous un
angle PAC-Baye´sien. Nous avons, dans un premier temps, de´montre´ la premie`re borne
en ge´ne´ralisation PAC-Baye´sienne portant sur le moyennage des matrices de confusion
des classifieurs a` combiner. Dans un second temps, avec l’objectif de proposer une ap-
proche de type P-MinCq/MinCq pour apprendre un vote de majorite´ multiclasse, nous
avons ge´ne´ralise´ la C-borne a` ce contexte. Cette premie`re se´rie de re´sultats the´oriques
n’a pas permis de concevoir un algorithme capable d’obtenir des performances simi-
laires a` l’e´tat de l’art. Ne´anmoins, nous pensons que ces travaux ouvrent des pistes
inte´ressantes pour la classification multiclasse.
1. Nous rappelons que la C-borne met en jeu le premier et le second moment de la marge du vote de
majorite´.
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Pour notre troisie`me contribution, nous nous sommes penche´s sur la proble´matique
de l’adaptation de domaine pour la classification binaire. Cette contribution tire a` la
fois be´ne´fice de la the´orie de l’apprentissage avec une fonction de similarite´ (ǫ,γ,τ)-
bonne et de la the´orie classique de l’adaptation de domaine. (SS)DASF, l’algorithme
que nous avons propose´, apprend un vote de majorite´ sur un ensemble de similarite´s
en reponde´rant ite´rativement les similarite´s. Ce sche´ma de reponde´ration est formule´
comme une co-re´gularisation du proble`me d’optimisation a` re´soudre, dont le but est
de rapprocher les domaines tout en gardant de bonnes garanties sur les donne´es d’ap-
prentissage. Le vote final prend alors la forme d’un classifieur line´aire dans un espace
de projection explicitement de´fini par les similarite´s. Notre approche permet de s’at-
taquer aux situations pour lesquelles aucune information supervise´e sur les e´tiquettes
cibles n’est disponible, mais aussi celles ou` quelques e´tiquettes cibles sont accessibles.
Cet algorithme a, empiriquement, de´montre´ de bonnes capacite´s d’adaptation.
Enfin, pour re´pondre aux deux proble´matiques principales souleve´es dans ce me´moire,
nous avons analyse´ — pour la premie`re fois — l’adaptation de domaine avec une
approche PAC-Baye´sienne. Concre`tement, alors que la the´orie classique calcule la di-
vergence entre les domaines dans le pire des cas 2, notre dernie`re contribution se fonde
sur une nouvelle mesure, plus pre´cise et plus simple a` estimer. Elle s’ave`re totalement
adapte´e a` la the´orie PAC-Baye´sienne et, donc, a` l’apprentissage de vote de majorite´.
En effet, elle nous a permis de de´river des bornes en ge´ne´ralisation PAC-Baye´sienne
pour l’adaptation de domaine. Une de ces bornes a l’avantage de pouvoir eˆtre opti-
mise´e directement pour un ensemble de classifieurs et sugge`re une nouvelle approche
d’adaptation : on peut combiner des classifieurs — ou d’autres fonctions — en mi-
nimisant simplement un compromis entre la complexite´ du vote de majorite´ mesure´
par la KL-divergence, son risque empirique et sa capacite´ a` discerner les domaines.
Nous l’avons spe´cialise´e aux cas des classifieurs line´aires pour proposer un premier
algorithme d’adaptation PAC-Baye´sien qui s’est montre´ des plus prometteurs.
En restant dans le champ d’e´tude du sujet de cette the`se, l’apprentissage d’un vote
de majorite´ ponde´re´ performant et profitant de la diversite´ des fonctions a` combiner
doit tre`s probablement tirer be´ne´fice de la C-borne. C’est pourquoi, une des premie`res
perspectives qui s’offre a` nous est la ge´ne´ralisation de la C-borne et de l’algorithme
P-MinCq/MinCq a` la classification multiclasse mais aussi a` l’adaptation de domaine.
En effet, pour cette dernie`re, la C-borne, qui conside`re les deux premiers moments de
la marge du vote, pourrait nous aider a` utiliser a` la fois une information sur la marge
sur les donne´es non e´tiquete´es, mais aussi sur le de´saccord entre classifieurs : ce sont
deux e´le´ments qui semblent eˆtre d’une importance cruciale en adaptation de domaine.
En outre, nous avons uniquement e´tudie´ des proble`mes pour lesquels on ne conside`re
qu’un seul domaine source. S’inte´resser a` l’adaptation de domaine multi-source
[Crammer et al., 2008] est une perspective importante. D’une part, avec encore une
2. Nous rappelons que la H-divergence s’exprime avec un supremum et est difficile a` optimiser simul-
tane´ment avec l’erreur source.
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fois l’intuition selon laquelle l’information du second ordre et, donc, le de´saccord
entre classifieurs est ne´cessaire a` un bon processus d’adaptation, l’approche P-
MinCq/MinCq se doit d’eˆtre e´tudie´e dans une telle situation. D’autre part, nous pour-
rions e´tendre directement nos travaux a` l’adaptation multi-source. Une premie`re so-
lution serait de partir de l’e´tude the´orique base´e sur la H-divergence et propose´e par
[Blitzer et al., 2007, Ben-David et al., 2010]. Une autre direction serait d’e´tudier plus en
de´tail les divergences utilise´es par [Mansour et al., 2009b, C. Zhang, 2012] et explici-
tement de´veloppe´es dans un contexte multi-source. De plus, nous pensons qu’il est
possible d’e´tendre aise´ment notre mesure de ρ-de´saccord a` plusieurs domaines. Une
telle extension permettrait d’obtenir des bornes en ge´ne´ralisation proches des re´sultats
obtenus dans le dernier chapitre.
De surcroıˆt, il est possible que le domaine cible change ou e´volue au cours du temps.
Ce proble`me, connu sous le nom de distribution drift ou de concept drift [Zˇliobaite˙, 2010],
est donc a` e´tudier. Comme l’ont propose´ [Mohri et Medina, 2012] pour la discre-
pancy, une premie`re strate´gie serait d’exploiter notre ρ-de´saccord pour en de´finir une
ge´ne´ralisation a` cette situation. Une seconde piste serait de tirer avantage de la the´orie
PAC-Baye´sienne et, en particulier, de la possibilite´ de prendre en conside´ration un a
priori sur la distribution des votants. En effet, nous pourrions apprendre le nouveau
posterior en conside´rant, comme prior, le posterior de l’e´tape pre´ce´dente.
De plus, cette notion de prior dans l’analyse PAC-Baye´sienne re´ve`le un avantage
certain. En effet, nous savons que plus cet a priori est pertinent, plus la complexite´
mesure´e par la KL-divergence entre le prior et le posterior sera faible et plus les bornes
en ge´ne´ralisation seront pre´cises. Citons, par exemple, les bornes obtenues pour les
SVM par [Langford et Shawe-Taylor, 2002, Lever et al., 2010, Lever et al., 2013]. De´finir
un a priori spe´cifique a` une taˆche donne´e est donc une des perspectives sous-jacentes
a` nos contributions. Par exemple, nous pensons que la combinaison de classifieurs
appris a` partir de diffe´rentes descriptions doit pouvoir eˆtre ame´liore´e en ayant de´fini,
en amont de la phase d’apprentissage, un a priori pertinent. De la meˆme manie`re,
nous pouvons imaginer que les bornes PAC-Baye´sienne pour l’adaptation de do-
maine peuvent eˆtre ame´liore´es a` l’aide d’un prior ade´quat, mais aussi en adaptant la
de´finition du ρ-de´saccord pour tenir compte de cette information a priori. Un autre
point concerne la validation des hyperparame`tres en adaptation de domaine. En effet,
nous nous demandons s’il ne serait pas possible de de´velopper une proce´dure s’aidant
de la distribution prior.
Dans les expe´rimentations mene´es dans le chapitre 6 pour e´valuer (SS)DASF, nous
avons vu que l’utilisation de fonctions de similarite´s ni semi-de´finies positives, ni
syme´triques pouvait aider a` la re´solution d’un proble`me d’adaptation de domaine.
Dans la section 6.4.1, nous avons uniquement fait appel a` une simple heuristique
pour “adapter” une telle similarite´. Cependant, ces re´sultats prometteurs ouvrent la
perspective de l’apprentissage d’une fonction de similarite´ (ǫ,γ,τ)-bonne e´tant donne´e
une taˆche d’adaptation. Une des directions possibles est l’investigation d’approches
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d’apprentissage de me´trique. A` ce jour, peu de me´thodes existent avec une perspec-
tive d’adaptation de domaine [Zhang et Yeung, 2010, Geng et al., 2011, Cao et al., 2011,
Kulis et al., 2011]. Elles se focalisent, de surcroıˆt, quasiment toutes sur des fonctions
semi-de´finies positives. Une premie`re solution serait de s’aider des travaux existants
en apprentissage de fonctions de similarite´s non syme´triques [Bellet et al., 2011]. En
outre, l’approche PAC-Baye´sienne pourrait elle aussi apporter un inte´reˆt certain, a` la
fois pratique et the´orique. D’une part, l’apprentissage d’un prior peut eˆtre conside´re´
comme l’apprentissage d’une ponde´ration a priori des objets a` combiner. Dans ce cas,
la me´trique est de´finie comme une combinaison ponde´re´e. D’autre part, elle pourrait
nous permettre de proposer des garanties PAC-Baye´siennes pour l’apprentissage d’une
telle me´trique.
Nous avons vu, dans ce me´moire, que les approches d’adaptation de domaine sont
toutes base´es sur des hypothe`ses particulie`res lie´es aux relations qu’entretiennent
les domaines. Ces hypothe`ses peuvent s’exprimer par exemple soit explicitement
par le covariate-shift, soit implicitement notamment lorsque les termes associe´s aux
e´tiquetages dans les bornes en ge´ne´ralisation sont suppose´s faibles. Une proble´matique
difficile, mais inte´ressante, serait donc de concevoir d’un cadre adaptatif ge´ne´rique pa-
rame´trable en fonction de la taˆche. Puisqu’il est crucial de faire appel a` une divergence
informative et pertinente entre les domaines, l’obtention d’un tel re´sultat passe tre`s
probablement par la de´finition d’une divergence ge´ne´rale. L’aboutissement en serait la
preuve d’une borne en ge´ne´ralisation ve´rifiable dans la grande majorite´ des situations
et aidant au de´veloppement de nouvelles proce´dures d’adaptation.
D’un point de vue plus ge´ne´ral, que ce soit la question de la combinaison de classi-
fieurs dans un but de cre´er un mode`le plus robuste et plus performant, ou celle de la
capacite´ d’adaptation d’un classifieur, elles soule`vent toutes les deux la proble´matique
suivante. Lorsque l’on de´sire concevoir un syste`me efficace, robuste et capable de
s’adapter aux donne´es et au cours du temps, nous devons nous interroger sur le
meilleur moyen pour tirer be´ne´fice de diffe´rentes taˆches et/ou d’anciennes taˆches. Le
terme long-life learning est parfois utilise´ dans ce contexte. Son principe est illustre´ sur
la figure Ccl.1. De notre point de vue, il faut donc eˆtre capable d’apprendre des mode`les
a` la fois adaptatifs et multi-taˆches. Comme l’est l’adaptation de domaine, l’apprentis-
sage multi-taˆche [Evgeniou et al., 2006] est une sous-proble´matique de l’apprentissage
par transfert. L’objectif est d’apprendre en meˆme temps, souvent a` l’aide d’une co-
re´gularisation, plusieurs taˆches relie´es entre elles en faisant appel a` une repre´sentation
commune. Ceci permet en ge´ne´ral de produire des mode`les plus performants. L’ana-
lyse PAC-Baye´sienne de l’adaptation de domaine pourrait nous aider a` de´finir un
nouveau cadre the´orique pour cette proble´matique de long-life learning. De plus,
l’e´volution au cours du temps d’un mode`le sugge`re naturellement de se poser la ques-
tion de l’apprentissage en ligne [Cesa-Bianchi et al., 2004], ou de l’apprentissage actif
[Settles, 2010]. Dans les deux cas, nous devons facilement pouvoir adapter des bornes
en ge´ne´ralisation PAC-Baye´siennes existantes (voir par exemple [Seldin et al., 2011]).
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Figure Ccl.1 – Principe du long-life learning.
Une autre piste serait d’exploiter la the´orie des noyaux a` valeurs ope´rateurs (ou noyaux
multi-taˆche) [Senkene et Tempel’man, 1973, Micchelli et Pontil, 2005] qui permettent
de travailler avec des donne´es fonctionnelles et donc avec des repre´sentations ou des
sorties plus complexes. Par exemple, nous pourrions traiter la matrice de confusion
PAC-Baye´sienne via cette the´orie. Enfin, quelle que soit la piste envisage´e ou l’algo-
rithme utilise´, la question de la validation des parame`tres est importante. Une premie`re
direction a` e´tudier pour y re´pondre serait d’expe´rimenter les travaux propose´s par
[Bardenet et al., 2013], qui permettent d’incorporer une connaissance a priori de taˆches
pre´ce´demment re´alise´es mais similaires.
Finalement, les travaux pre´sente´s dans ce me´moire permettent e´galement de faire
le lien avec des proble´matiques actuelles importantes en apprentissage. Un premier
aspect concerne la pre´diction structure´e lorsque l’on veut pre´dire des sorties mul-
tiples au meˆme moment. Nous pensons que cette proble´matique peut facilement eˆtre
relie´e au multiclasse, au multi-taˆche, voire a` la multimodalite´. Comme nous l’avons
sugge´re´ dans la synthe`se du chapitre 5, l’existence d’ine´galite´s de concentration sur
les matrices ale´atoires qui ne prennent pas en compte la dimension [Hsu et al., 2012],
mais aussi de bornes PAC-Baye´siennes spe´cifiques a` ce contexte [Gigue`re et al., 2013],
peuvent aider a` ge´ne´raliser nos re´sultats multiclasses a` la pre´diction structure´e. Un
deuxie`me aspect est le deep learning dont l’un des travaux de re´fe´rence en adapta-
tion de domaine est [Glorot et al., 2011]. En fait, les me´thodes de deep learning sont
base´es sur l’apprentissage de repre´sentation. Or, comme nous l’avons vu, une donne´e
peut eˆtre de´crite selon diffe´rentes repre´sentations et certaines descriptions sont plus
pertinentes pour certaines taˆches et/ou certaines donne´es. Il faut donc eˆtre capable
de de´finir de bonnes repre´sentations ou de les “apprendre” correctement. Ainsi, tirer
avantage de ce cadre pour de´finir de nouvelles me´thodes d’adaptation, de combinai-
son de votants, ou meˆme de long-life learning est une perspective des plus promet-
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teuses. Un dernier aspect serait de se focaliser sur l’apprentissage par renforcement
[Kaelbling et al., 1996, Sutton et Barto, 1998] dont le contexte est diffe´rent. En effet,
e´tant donne´e une taˆche, son objectif est de trouver des actions pertinentes dans le but de
maximiser une re´compense. Ce domaine e´tudie le compromis entre exploration et ex-
ploitation. Au lieu de conside´rer des observations, l’apprenant rec¸oit une re´compense
en fonction de son action. Toujours dans une perspective de long-life learning, une piste
inte´ressante serait alors de faire appel aux travaux PAC-Baye´siens [Seldin et al., 2011]
dans ce domaine pour de´river de nouveaux re´sultats en adaptation de domaine, mais
aussi en multi-taˆche et multi-source.
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AQuelques outils
The´ore`me A.1 (Ine´galite´ de Hoeffding) Soit une se´quence finie {Zi}1≤i≤n de variables ale´atoires
re´elles inde´pendantes telles que pour deux se´quences {ai}1≤i≤n et {bi}1≤i≤n de nombres re´els
avec ai < bi, on a :
∀i ∈ {1, . . . , n}, Pr (ai ≤ Zi ≤ bi) = 1.
On pose Sn = Z1 + · · ·+ Zn. Alors pour tout ǫ > 0, on a :
Pr
(∣∣∣Sn − E [Sn]∣∣∣ ≥ ǫ) ≤ 2 exp (− 2ǫ2
∑
n
i=1 (bi − ai)2
)
.
The´ore`me A.2 (Ine´galite´ de Cantelli-Chebitchev) Soit Z une variable ale´atoire.
∀a ≥ 0, Pr
(
Z ≤ E [Z]− a
)
≤
Var Z
Var Z+ a2
.
The´ore`me A.3 (Ine´galite´ de Ho¨lder) Soient u et v deux vecteurs de re´els, alors :
‖uv‖1 ≤ ‖u‖p‖v‖q,
avec 1 ≤ p, q ≤ ∞ et 1/p+ 1/q = 1.
The´ore`me A.4 (Ine´galite´ de Markov) Soit Z une variable ale´atoire et ǫ ≥ 0, alors :
Pr (|Z| ≥ ǫ) ≤
E (|Z|)
ǫ
.
The´ore`me A.5 (Ine´galite´ de Jensen) Soit Z une variable ale´atoire re´elle et inte´grable et g(·) une
fonction convexe, alors :
g(E [Z]) ≤ E [g(Z)].
Lemme A.1 (Issue des ine´galite´s (1) et (2) de [Maurer, 2004]) Soit m ≥ 8 et Z = (Z1, . . . ,Zn) un
vecteur de variables ale´atoires i.i.d. telles que 0 ≤ Zi ≤ 1, alors :
√
n ≤ E exp
[
n kl
(
1
n
n
∑
i=1
Zi
∥∥∥∥∥E [Zi]
)]
≤ 2√n,
ou` kl(a‖b) = a ln ab + (1− a) ln 1−a1−b .
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BAnnexe du chapitre 3
B.1 Preuve du the´ore`me PAC-Bayes 3.2
Conside´rons la variable ale´atoire non-ne´gative : E
h∼π
emD(RS(h),RP(h)). On applique alors
l’ine´galite´ de Markov (the´ore`me A.4, annexe A), pour tout δ ∈ (0, 1], avec une probabi-
lite´ d’au moins 1− δ sur le choix de S ∼ (P)m, on a :
E
h∼π
emD(RS(h),RP(h)) ≤ 1
δ
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h)).
En appliquant la fonction logarithme de chaque coˆte´ de cette ine´galite´, pour tout δ ∈
(0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de S ∼ (P)m et pour toute
distribution posterior ρ sur H, on a :
ln
[
E
h∼ρ
π(h)
ρ(h)
emD(RS(h),RP(h))
]
≤ ln
[
1
δ
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h))
]
.
Puisque la fonction ln(·) est une fonction concave, nous pouvons appliquer l’ine´galite´
de Jensen (the´ore`me A.5, annexe A). Ainsi, pour tout δ ∈ (0, 1], avec une probabilite´
d’au moins 1− δ sur le choix de S ∼ (P)m et pour toute distribution posterior ρ sur H,
on a :
E
h∼ρ
ln
[
π(h)
ρ(h)
emD(RS(h),RP(h))
]
≤ ln
[
1
δ
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h))
]
.
D’apre`s la de´finition de la KL-divergence (e´quation 3.2), on a :
E
h∼ρ
ln
[
π(h)
ρ(h)
]
= −KL(ρ‖π).
Pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de S ∼ (P)m et
pour toute distribution posterior ρ sur H, on a donc :
−KL(ρ‖π) + E
h∼ρ
mD(RS(h),RP(h)) ≤ ln
[
1
δ
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h))
]
.
Puisque D(·, ·) est une fonction convexe, l’ine´galite´ de Jensen implique :
E
h∼ρ
mD (RS(h),RP(h)) ≥ mD
(
E
h∼ρ
RS(h), E
h∼ρ
RP(h)
)
.
D’apre`s la de´finition de l’erreur du classifieur de Gibbs, on a :
mD
(
E
h∼ρ
RS(h), E
h∼ρ
RP(h)
)
= mD (RS(Gρ),RP(Gρ)) .
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Finalement, pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix
de S ∼ (P)m et pour toute distribution posterior ρ sur H, on obtient le re´sultat du
the´ore`me :
D (RS(Gρ),RP(Gρ)) ≤ 1
m
[
KL(ρ‖π) + ln
(
1
δ
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h))
)]
.
B.2 Preuve du corollaire 3.3
Soit F (·) une fonction convexe. Conside´rons D(a, b) = F (b)− Ca. On a :
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h)) = E
h∼π
E
S∼(P)m
emF (RP(h))−CmRS(h)
= E
h∼π
emF (RP(h))
m
∑
k=0
Pr
S∼(P)m
(
RS(h) =
k
m
)
e−Ck
= E
h∼π
emF (RP(h))
m
∑
k=0
RP(h)
k (1− RP(h))m−k e−Ck
= E
h∼π
emF (RP(h))
(
RP(h)e
−C + (1− RP(h))
)m
.
Avec F (b) = ln 1
1− b [1− exp (−C)] , on obtient le re´sultat du corollaire :
E
S∼(P)m
E
h∼π
emD(RS(h),RP(h)) = 1.
B.3 Preuve de la C-borne, the´ore`mes 3.1 et 3.3
Le re´sultat s’obtient en appliquant l’ine´galite´ de Cantelli-Chebitchev (the´ore`me A.2,
annexe A). On remplace Z par la variable ale´atoire Mρ(x, y) et a par MρP. D’apre`s la
de´finition 3.2, on a :
Var(x,y)∼PMρ(x, y) =Mρ
2
P −
(MρP)2 .
Alors :
RP(Bρ) = Pr
(x,y)∼P
(Mρ(x, y) ≤ 0)
≤ Var(x,y)∼PM
ρ(x, y)
Var(x,y)∼PMρ(x, y) +
(MρP)2
=
Var(x,y)∼PMρ(x, y)
E(x,y)∼P (Mρ(x, y))2
= 1−
(MρP)2
Mρ2P
.
CAnnexe du chapitre 4
C.1 Preuve de la proposition 4.1
Soit ρ une distribution sur H. Soit M tel que :
M = max
j′∈{1,...,n}
1
πj′
∣∣ρ(hj′+n)− ρ(hj′)∣∣ .
Soit la distribution ρ′ de´finie par :
ρ′(hj) =
πj
2
+
ρ(hj)− ρ(hj+n)
2M
,
ou` par convention :
(j+ n) + n = j , et π(hj+n) = π(hj) =
πj
2
.
Montrons tout d’abord que ρ′ est en fait une distribution π-aligne´e sur H auto-
comple´mente´, telle que :
∀j ∈ {1, . . . , n}, ρ′(hj) ≤ πj et ρ′(hj) + ρ′(hj+n) = πj.
On a :
ρ′(hj) ≤ πj ⇐⇒
π(hj)
2
+
ρ(hj)− ρ(hj+n)
2M
≤ πj
⇐⇒ πj
2
+
ρ(hj)− ρ(hj+n)
2M
≤ πj
⇐⇒ ρ(hj)− ρ(hj+n)
M
≤ πj
⇐⇒ 1
πj
[
ρ(hj)− ρ(hj+n)
] ≤ max
j′∈{1,...,n}
1
πj′
∣∣ρ(hj′+n)− ρ(hj′)∣∣ ,
De plus :
ρ′(hj) + ρ′(hj+n) =
π(hj)
2
+
ρ(hj)− ρ(hj+n)
2M
+
π(hj+n)
2
+
ρ(hj+n)− ρ(hj)
2M
πj
2
+
ρ(hj)− ρ(hj+n)
2M
+
πj
2
+
ρ(hj+n)− ρ(hj)
2M
= πj +
ρ(hj)− ρ(hj+n) + ρ(hj+n)− ρ(hj)
2M
= πj.
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Montrons maintenant que ρ′ ne restreint pas l’ensemble des votes de majorite´ pos-
sibles :
E
h∼ρ′
h(x) =
2n
∑
j=1
ρ′(hj)hj(x)
=
n
∑
j=1
[
ρ′(hj)− ρ′(hj+n)
]
hj(x)
=
1
M
n
∑
j=1
[
ρ(hj)− ρ(hj+n)
]
hj(x)
=
1
M
2n
∑
j=1
ρ(hj)hj(x)
=
1
M
E
h∼ρ
h(x).
Ainsi, nous avons : ∀x ∈ X, Bρ′(x) = Bρ(x). Puisque la constante 1M est pre´sente dans
le premier et le second moment Mρ′P et Mρ
′
P , elle disparaıˆt dans la C-borne. Donc,
CPρ′ = C
P
ρ quelque soit la distribution P sur X×Y.
C.2 Preuve du the´ore`me 4.1
Preuve de l’e´quation (4.2).
Soit S un ensemble d’apprentissage de taille m. Posons HS une famille de votants
auto-comple´mente´e. Rappelons que π et ρ sont deux distribution sur HS. Une distri-
bution de probabilite´ est π-aligne´e sur HS si pour tout (i, σ) ∈ Im ×ΩSi on a :
ρ
(
h
(σ,+)
S
)
+ ρ
(
−h(σ,+)S
)
= ρ
(
h
(σ,+)
S
)
+ ρ
(
h
(σ,−)
S
)
= π
(
h
(σ,+)
S
)
+ π
(
h
(σ,−)
S
)
= π
(
h
(σ,+)
S
)
+ π
(
−h(σ,+)S
)
.
En posant :
Mh
(σ,+)
S
P = E
(x,y)∼P
y h
(σ,+)
S (x), et M
h
(σ,+)
S
S =
1
m
m
∑
i=1
yi h
(σ,+)
S (xi),
on a :
Mh
(σ,+)
S
P = −M
h
(σ,−)
S
P ,
et : (
Mh
(σ,+)
Si
S −M
h
(σ,+)
Si
P
)2
=
(
−Mh
(σ,−)
Si
S −
(
−Mh
(σ,−)
Si
P
))2
=
(
Mh
(σ,−)
Si
S −M
h
(σ,−)
Si
P
)2
.
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Similairement a` [McAllester, 2003, Laviolette et al., 2011b], nous conside´rons la trans-
forme´e de Laplace suivante :
Xπ = E
hωSi
∼π
exp
[
m− |i|
2B2
(
Mh
ω
Si
S −M
hωSi
P
)2]
,
ou` B borne la valeur des votants. Notons que f (a, b) = 1
2B2
(a − b)2 est une fonction
convexe car sa matrice hessienne est semi-de´finie postive. Afin de simplifier la lecture
de la preuve nous posons :
mi =
m− |i|
2B2
.
Pour toute distribution π-aligne´e ρ sur HS, on a :
2Xπ = E
hωSi
∼π
exp
[
mi
(
Mh
ω
Si
S −M
hωSi
P
)2]
=
∫
h
(σ,+)
Si
∈HS
π
(
h
(σ,+)
Si
)
exp
mi
(
Mh
(σ,+)
Si
S −M
h
(σ,+)
Si
P
)2 dh(σ,+)Si
+
∫
h
(σ,−)
Si
∈HS
π
(
h
(σ,−)
Si
)
exp
mi
(
Mh
(σ,−)
Si
S −M
h
(σ,−)
Si
P
)2 dh(σ,−)Si
=
∫
h
(σ,+)
Si
∈HS
[
π
(
h
(σ,+)
Si
)
+ π
(
−h(σ,+)Si
)]
exp
mi
(
Mh
(σ,+)
Si
S −M
h
(σ,+)
Si
P
)2 dh(σ,+)Si
=
∫
h
(σ,+)
Si
∈HS
[
ρ
(
h
(σ,+)
Si
)
+ ρ
(
−h(σ,+)Si
)]
exp
mi
(
Mh
(σ,+)
Si
S −M
h
(σ,+)
Si
P
)2 dh(σ,+)Si
=
∫
h
(σ,+)
Si
∈HS
ρ
(
h
(σ,+)
Si
)
exp
mi
(
Mh
(σ,+)
Si
S −M
h
(σ,+)
Si
P
)2 dh(σ,+)Si
+
∫
h
(σ,−)
Si
∈HS
ρ
(
h
(σ,−)
Si
)
exp
mi
(
Mh
(σ,−)
Si
S −M
h
(σ,−)
Si
P
)2 dh(σ,−)Si
=2 E
hωSi
∼ρ
exp
[
mi
(
Mh
ω
Si
S −M
hωSi
P
)2]
=2Xρ.
En appliquant l’ine´galite´ de Markov (the´ore`me A.4, annexe A), pour tout δ ∈ (0, 1] on
obtient :
Pr
S∼(P)m
(
Xπ ≤ 1
δ
E
S∼(P)m
Xπ
)
≥ 1− δ.
On applique le logarithme aux deux coˆte´s de l’ine´galite´. Pour tout δ ∈ (0, 1], avec une
probabilite´ d’au moins 1− δ sur le choix de S ∼ (P)m, pour toute distribution π-aligne´e
sur HS, on a :
ln
(
E
hωSi
∼ρ
exp
[
mi
(
Mh
ω
Si
S −M
hωSi
P
)2])
≤ ln
(
1
δ
E
S∼(P)m
Xπ
)
.
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La fonction ln(·) est une fonction concave, on peut donc appliquer l’ine´galite´ de Jensen
(the´ore`me A.5, annexe A) sur le terme de gauche de l’ine´galite´ pre´ce´dente :
ln
(
E
hωSi
∼ρ
exp
[
mi
(
Mh
ω
Si
S −M
hωSi
P
)2])
≥ E
hωSi
∼ρ
mi
(
Mh
ω
Si
S −M
hωSi
P
)2
︸ ︷︷ ︸
(g)
.
Rappelons que |imax| est la taille maximale de la se´quence de compression. Alors, en
appliquant l’ine´galite´ de Jensen sur (g) avec la fonction convexe (m− |imax|) f (a, b) =
m−|imax|
2B2
(a− b)2 ≤ mi(a− b)2, on obtient :
(g) = E
hωSi
∼ρ
mi
(
Mh
ω
Si
S −M
hωSi
P
)2
=
m
2B2
[
E
hωSi
∼ρ
− |i|
(
Mh
ω
Si
S −M
hωSi
P
)2]
≥ m− |imax|
2B2
[
E
hωSi
∼ρ
(
Mh
ω
Si
S −M
hωSi
P
)2]
≥ m− |imax|
2B2
(MρS −MρP)2 .
Alors :
Pr
S∼(P)m
[
m− |imax|
2B2
(MρS −MρP)2 ≤ ln(1δ ES∼(P)m Xπ
)]
≥ 1− δ.
Il ne reste plus qu’a` borner le terme : E
S∼(P)m
Xπ. Comme explique´ dans la section
4.1.3, Mh
ω
Si
S peut contenir un certain biais. Nous conside´rons alors MωS\Si la marge
empirique de´finie sur les exemples de l’e´chantillon d’apprentissage S n’appartenant
pas a` la se´quence de compression Si. MωS\Si est en fait une moyenne arithme´tique de
(m− |i|) variables ale´atoires i.i.d. et de valeur proche deMh
ω
Si
S . Concre`tement, on a :
0 ≤ mMh
ω
Si
S − (m− |i|)MωS\Si ≤ B|i|,
alors :
−B|i| ≤ −|i|MωS\Si ≤ mM
hωSi
S −mMωS\Si ≤ |i| − |i|MωS\Si ≤ B|i|.
Ainsi, on a : ∣∣∣∣MhωSiS −MωS\Si
∣∣∣∣ ≤ B|i|m . (C.1)
E´tant donne´e une se´quence de compression Si, on note i le vecteur des indices n’ap-
partenant pas a` i. Alors :
E
S∼(P)m
Xπ = E
S∼(P)m
E
hωSi
∼π
exp
[
mi
(
Mh
ω
Si
S −M
hωSi
P
)2]
= E
i∼π
E
Si∼(P)|i|
E
ω∼πSi
E
Si∼(P)m−|i|
exp
[
mi
(
Mh
ω
Si
S −M
hωSi
P
)2]
.
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Pour tout i ∈ Im, Si ∈ (X×Y)|i|, ω ∈ Ω′Si × {+,−}, on a :
E
S∼(P)m
Xπ = E
Si∼(P)m−|i|
exp
[
mi
(
Mh
ω
Si
S −M
hωSi
P
)2]
= E
Si∼(P)m−|i|
exp
[
mi
(
Mh
ω
Si
S −M
hωSi
Si
+Mh
ω
Si
Si
−Mh
ω
Si
P
)2]
≤ E
Si∼(P)m−|i|
exp
[
mi
([
Mh
ω
Si
S −M
hωSi
Si
]2
+ 2
∣∣∣∣MhωSiS −MhωSiSi
∣∣∣∣ ∣∣∣∣MhωSiSi −MhωSiP
∣∣∣∣
+
[
Mh
ω
Si
Si
−Mh
ω
Si
P
]2)]
.
D’apre`s l’e´quation (C.1) et puisque exp(·) est une fonction croissante, on obtient :
E
S∼(P)m
Xπ ≤ E
Si∼(P)m−|i|
exp
[
mi
([
B|i|
m
]2
+ 2
B|i|
m
+
[
Mh
ω
Si
Si
−Mh
ω
Si
P
]2)]
.
Par de´finition de imax, pour tout vecteur i on a : |i| ≤ |imax| ≤ m. Ainsi :
m− |i|
2B
([ |i|
m
]2
+ 2
|i|
m
)
≤ |imax|
(
m− |i|
2B
[ |i|
m2
+
2
m
])
≤ |imax|
B
.
Alors :
E
S∼(P)m
Xπ ≤ E
Si∼(P)m−|i|
exp
[
|imax|
B
+mi
(
Mh
ω
Si
Si
−Mh
ω
Si
P
)2]
≤ exp
[ |imax|
B
]
+ E
Si∼(P)m−|i|
exp
[
mi
(
Mh
ω
Si
Si
−Mh
ω
Si
P
)2]
≤ exp
[ |imax|
B
]
+ E
Si∼(P)m−|i|
exp
2(m− |i|)

1
2
−
Mh
ω
Si
Si
2B
−
1
2
− M
hωSi
P
2B


2 .
Par de´finition, pour tout (a, b) ∈ [0, 1]2 tels que a = 0 impliques b = 0 et a = 1 implique
b = 1, on a :
2(a− b)2 ≤ kl(a‖b)
= a ln
a
b
+ (1− a) ln 1− a
1− b .
Puisque les fonctions de HS sont borne´es par B et puisque Si est tire´ i.i.d. selon (P)m,
on a :
Mh
ω
Si
P = −B =⇒M
hωSi
Si
= −B, et Mh
ω
Si
P = B =⇒M
hωSi
Si
= B.
Alors :
1
2
− M
hωSi
P
2B
= 0 =⇒ 1
2
−
Mh
ω
Si
Si
2B
= 0, et
1
2
− M
hωSi
P
2B
= 1 =⇒ 1
2
−
Mh
ω
Si
Si
2B
= 1.
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De plus, on a :
0 ≤ 1
2
−
Mh
ω
Si
Si
2B
≤ 1, et 0 ≤ 1
2
− M
hωSi
P
2B
≤ 1,
D’ou` :
E
S∼(P)m
Xπ ≤ exp
( |imax|
B
)
+ E
Si∼(P)m−|i|
exp
(m− |i|) kl
1
2
−
Mh
ω
Si
Si
2B
∥∥∥∥∥12 − M
hωSi
P
2B

 .
On applique maintenant le lemme de Maurer (lemme A.1, annexe A) :
E
S∼(P)m
Xπ ≤ exp
( |imax|
B
)
+ E
Si∼(P)m−|i|
2
√
(m− |i|)
≤ exp
( |imax|
B
)
+ 2
√
(m− |i|)
≤ exp
( |imax|
B
)
+ 2
√
m.
Finalement :
Pr
S∼(P)m

Pour toute distribution π-aligne´e ρ sur HS,
∣∣MρP −MρS∣∣ ≤
2B
√
|imax|
Bδ
+ ln
(
2
√
m
δ
)
√
2(m− |imax|)
 ≥ 1− δ

Preuve de l’e´quation (4.3).
En utilisant des arguments similaires a` la preuve pre´ce´dente. On pose :
Mh
(σ,+)
Si
,h
(σ,+)
S
i′
P = E
(x,y)∼P
h
(σ,+)
Si
(x)h
(σ,+)
Si′
(x),
Mh
(σ,+)
Si
,h
(σ,+)
S
i′
S =
1
m
m
∑
i=1
h
(σ,+)
Si
(xi)h
(σ,+)
Si′
(xi).
On a : (
Mh
(σ,+)
Si
,h
(σ,+)
S
i′
S −M
h
(σ,+)
Si
,h
(σ,+)
S
i′
P
)2
=
(
Mh
(σ,−)
Si
,h
(σ,+)
S
i′
S −M
h
(σ,−)
Si
,h
(σ,+)
S
i′
P
)2
=
(
Mh
(σ,+)
Si
,h
(σ,−)
S
i′
S −M
h
(σ,+)
Si
,h
(σ,−)
S
i′
P
)2
=
(
Mh
(σ,−)
S
i′
,h
(σ,−)
Si
S −M
h
(σ,−)
S
i′
,h
(σ,−)
Si
P
)2
.
Similairement a` [McAllester, 2003], nous conside´rons la transforme´e de Laplace sui-
vante :
Xπ = E(
hωSi
,hω
S′
i
)
∼π2
exp
m− |i ∪ i′|
2B4
(
Mh
ω
Si
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2 .
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Afin de simplifier la lecture de la preuve nous posons :
mi∪i′ =
m− |i ∪ i′|
2B4
.
La fonction f (a, b) = 1
2B4
(a− b)2 est convexe (car sa matrice hessienne est semi-de´finie
positive). Pour toute distribution π-aligne´e ρ sur HS, on a :
4Xπ= E(
hωSi
,hω
S′
i
)
∼π2
exp
mi∪i′
(
Mh
ω
Si
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2
=
∫(
h
(σ,+)
Si
,h
(σ,+)
S′
i
)
∈(HS)2
π
(
h
(σ,+)
Si
)
π
(
h
(σ,+)
Si′
)
exp
mi∪i′
(
Mh
(σ,+)
Si
,h
(σ,+)
S
i′
S −M
h
(σ,+)
Si
,h
(σ,+)
S
i′
P
)2 d (h(σ,+)Si h(σ,+)Si′ )
+
∫(
h
(σ,−)
Si
,h
(σ,−)
S′
i
)
∈(HS)2
π
(
h
(σ,−)
Si
)
π
(
h
(σ,−)
Si′
)
exp
mi∪i′
(
Mh
(σ,−)
Si
,h
(σ,−)
S
i′
S −M
h
(σ,−)
Si
,h
(σ,−)
S
i′
P
)2 d (h(σ,−)Si h(σ,−)Si′ )
+
∫(
h
(σ,−)
Si
,h
(σ,+)
S′
i
)
∈(HS)2
π
(
h
(σ,−)
Si
)
π
(
h
(σ,+)
Si′
)
exp
mi∪i′
(
Mh
(σ,−)
Si
,h
(σ,+)
S
i′
S −M
h
(σ,−)
Si
,h
(σ,+)
S
i′
P
)2 d (h(σ,−)Si h(σ,+)Si′ )
+
∫(
h
(σ,+)
Si
,h
(σ,−)
S′
i
)
∈(HS)2
π
(
h
(σ,+)
Si
)
π
(
h
(σ,−)
Si′
)
exp
mi∪i′
(
Mh
(σ,+)
Si
,h
(σ,−)
S
i′
S −M
h
(σ,+)
Si
,h
(σ,−)
S
i′
P
)2 d (h(σ,+)Si h(σ,−)Si′ )
=
∫(
h
(σ,+)
Si
,h
(σ,+)
S′
i
)
∈(HS)2
[
π
(
h
(σ,+)
Si
)
+ π
(
−h(σ,+)Si
)] [
π
(
h
(σ,+)
Si′
)
+ π
(
−h(σ,+)Si′
)]
× exp
mi∪i′
(
Mh
(σ,+)
Si
,h
(σ,+)
S
i′
S −M
h
(σ,+)
Si
,h
(σ,+)
S
i′
P
)2 d (h(σ,+)Si h(σ,+)Si′ )
=
∫(
h
(σ,+)
Si
,h
(σ,+)
S′
i
)
∈(HS)2
[
ρ
(
h
(σ,+)
Si
)
+ ρ
(
−h(σ,+)Si
)] [
ρ
(
h
(σ,+)
Si′
)
+ ρ
(
−h(σ,+)Si′
)]
× exp
mi∪i′
(
Mh
(σ,+)
Si
,h
(σ,+)
S
i′
S −M
h
(σ,+)
Si
,h
(σ,+)
S
i′
P
)2 d (h(σ,+)Si h(σ,+)Si′ )
=
∫(
h
(σ,+)
Si
,h
(σ,+)
S′
i
)
∈(HS)2
ρ
(
h
(σ,+)
Si
)
ρ
(
h
(σ,+)
Si′
)
exp
mi∪i′
(
Mh
(σ,+)
Si
,h
(σ,+)
S
i′
S −M
h
(σ,+)
Si
,h
(σ,+)
S
i′
P
)2 d (h(σ,+)Si h(σ,+)Si′ )
+
∫(
h
(σ,−)
Si
,h
(σ,−)
S′
i
)
∈(HS)2
ρ
(
h
(σ,−)
Si
)
ρ
(
h
(σ,−)
Si′
)
exp
mi∪i′
(
Mh
(σ,−)
Si
,h
(σ,−)
S
i′
S −M
h
(σ,−)
Si
,h
(σ,−)
S
i′
P
)2 d (h(σ,−)Si h(σ,−)Si′ )
+
∫(
h
(σ,−)
Si
,h
(σ,+)
S′
i
)
∈(HS)2
ρ
(
h
(σ,−)
Si
)
ρ
(
h
(σ,+)
Si′
)
exp
mi∪i′
(
Mh
(σ,−)
Si
,h
(σ,+)
S
i′
S −M
h
(σ,−)
Si
,h
(σ,+)
S
i′
P
)2 d (h(σ,−)Si h(σ,+)Si′ )
+
∫(
h
(σ,+)
Si
,h
(σ,−)
S′
i
)
∈(HS)2
ρ
(
h
(σ,+)
Si
)
ρ
(
h
(σ,−)
Si′
)
exp
mi∪i′
(
Mh
(σ,+)
Si
,h
(σ,−)
S
i′
S −M
h
(σ,+)
Si
,hS
i′
P
)2 d (h(σ,+)Si h(σ,−)Si′ )
= 4 E(
hωSi
,hω
S′
i
)
∼ρ2
exp
mi∪i′
(
Mh
ω
Si
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2
= 4Xρ.
En appliquant l’ine´galite´ de Markov (the´ore`me A.4, annexe A), pour tout δ ∈ (0, 1] on
obtient :
Pr
S∼(P)m
(
Xπ ≤ 1
δ
E
S∼(P)m
Xπ
)
≥ 1− δ.
On applique le logarithme aux deux coˆte´s de l’ine´galite´ pre´ce´dente. Pour tout δ ∈ (0, 1],
avec une probabilite´ d’au moins 1− δ sur le choix de S ∼ (P)m, pour toute distribution
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π-aligne´e ρ sur HS, on a :
ln
 E(
hωSi
,hω
′
S
i′
)
∼ρ2
exp
mi∪i′
(
Mh
ω
Si
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2 ≤ ln(1
δ
E
S∼(P)m
Xπ
)
.
L’ine´galite´ de Jensen (the´ore`me A.5, annexe A) a` la fonction ln(·) :
ln
 E(
hωSi
,hω
′
S
i′
)
∼ρ2
exp
mi∪i′
(
M
hωSi
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2
≥ E(
hωSi
,hω
′
S
i′
)
∼ρ2
mi∪i′
(
M
hωSi
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2
︸ ︷︷ ︸
(g′)
.
Rappelons que |imax| < m2 est la taille maximale de la se´quence de compres-
sion. Alors en appliquant l’ine´galite´ de Jensen sur (g′) avec la fonction convexe
(m− |imax|) f (a, b) = m−|imax|2B4 (a− b)2 ≤ mi∪i′(a− b)2, on obtient :
E(
hωSi
,hω
′
S
i′
)
∼ρ2
mi∪i′
(
Mh
ω
Si
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2
=
m
2B4
 E(
hωSi
,hω
′
S
i′
)
∼ρ2
(−|i ∪ i′|)
(
Mh
ω
Si
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2
≥ m− 2|imax|
2B4
 E(
hωSi
,hω
′
S
i′
)
∼ρ2
(
Mh
ω
Si
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2
≥ m− 2|imax|
2B4
(
Mρ2S −Mρ
2
P
)2
.
Alors :
Pr
S∼(P)m
[
m− 2|imax|
2B4
(
Mρ2S −Mρ
2
P
)2 ≤ ln(1
δ
E
S∼(P)m
Xπ
)]
≥ 1− δ.
Il ne reste plus qu’a` borner le terme : E
S∼(P)m
Xπ. Nous conside´ronsM
hωSi
,hω
′
S
i′
S\(Si∪Si′ ) le second
moment de la marge empirique de´fini sur les exemples de l’e´chantillon d’apprentis-
sage S n’appartenant pas a` la se´quence de compression Si. M
hωSi
,hω
′
S
i′
S\(Si∪Si′ ) est en fait une
moyenne arithme´tique de (m− |i ∪ i′|) variables ale´atoires i.i.d. et de valeur proche de
Mh
ω
Si
,hω
′
S
i′
S . Concre`tement, on a :
0 ≤ mMh
ω
Si
,hω
′
S
i′
S − (m− |i ∪ i′|)M
hωSi
,hω
′
S
i′
S\(Si∪Si′ ) ≤ B
2|i ∪ i′|,
alors :
−B2|i ∪ i′| ≤ −|i ∪ i′|Mh
ω
Si
,hω
′
S
i′
S\(Si∪Si′ )
≤ mMh
ω
Si
,hω
′
S
i′
S −mM
hωSi
,hω
′
S
i′
S\(Si∪Si′ )
≤ |i ∪ i′| − |i ∪ i′|Mh
ω
Si
,hω
′
S
i′
S\(Si∪Si′ )
≤ B2|i ∪ i′|.
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Donc : ∣∣∣∣∣MhωSi ,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
S\(Si∪Si′ )
∣∣∣∣∣ ≤ B2|i ∪ i′|m . (C.2)
E´tant donne´es deux se´quences de compression Si et Si′ , on pose i le vecteur des indices
n’appartenant pas a` i ∪ i′. Alors :
E
S∼(P)m
Xπ = E
S∼(P)m
E(
hωSi
,hω
′
S
i′
)
∼π2
exp
mi∪i′
(
Mh
ω
Si
,hωS
i′
S −M
hωSi
,hω
′
S
i′
P
)2
= E
i,i′∼π2
E
Si,Si′∼(P)|i|×(P)|i′ |
E
(ω,ω′)∼πSi×πSi′
E
Si∼(P)m−|i∪i′ |
exp
mi∪i′
(
Mh
ω
Si
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
P
)2 .
On a :
∀(i, i′) ∈ (Im)2, ∀ (Si, Si′) ∈ (X×Y)|i| × (X×Y)|i
′ |, ∀(ω,ω′) ∈ (Ω′Si×{+,−})× (Ω′Si′×{+,−}),
E
Si∼(P)m−|i∪i′ |
exp
mi∪i′
(
M
hωSi
,hωS
i′
S −M
hωSi
,hω
′
S
i′
P
)2
= E
Si∼(P)m−|i∪i′ |
exp
mi∪i′
(
M
hωSi
,hωS
i′
S −M
hωSi
,hω
′
S
i′
Si
+M
hωSi
,hω
′
S
i′
Si
−M
hωSi
,hω
′
S
i′
P
)2
≤ E
Si∼(P)m−|i∪i′ |
exp
[
mi∪i′
([
M
hωSi
,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
Si
]2
+2
∣∣∣∣∣MhωSi ,hω
′
S
i′
S −M
hωSi
,hω
′
S
i′
Si
∣∣∣∣∣
∣∣∣∣∣MhωSi ,hω
′
S
i′
Si
−M
hωSi
,hω
′
S
i′
P
∣∣∣∣∣
+
[
M
hωSi
,hω
′
S
i′
Si
−M
hωSi
,hω
′
S
i′
P
]2)]
.
D’apre`s l’e´quation (C.2) et puisque exp(·) est une fonction croissante, on a :
E
S∼(P)m
Xπ ≤ E
Si∼(P)m−|i∪i′ |
exp
mi∪i′
[B2|i ∪ i′|
m
]2
+2
B2|i ∪ i′|
m
+
[
Mh
ω
Si
,hω
′
S
i′
Si
−Mh
ω
Si
,hω
′
S
i′
P
]2 .
Pour tout i, on suppose que |i| ≤ |imax| ≤ m2 . Donc :
mi∪i′
([ |i ∪ i′|
m
]2
+ 2
|i ∪ i′|
m
)
≤ 2|imax|
[
mi∪i′
( |i ∪ i′|
m2
+
2
m
)]
≤ 2|imax|
B2
.
Alors :
E
S∼(P)m
Xπ≤ E
Si∼(P)m−|i∪i′ |
exp
2|imax|
B2
+mi∪i′
(
Mh
ω
Si
,hω
′
S
i′
Si
−Mh
ω
Si
,hω
′
S
i′
P
)2
≤ exp
[
2|imax|
B2
]
+ E
Si∼(P)m−|i∪i′ |
exp
mi∪i′
(
Mh
ω
Si
,hω
′
S
i′
Si
−Mh
ω
Si
,hω
′
S
i′
P
)2
≤ exp
[
2|imax|
B2
]
E
Si∼(P)m−|i∪i′ |
exp
2(m−|i ∪ i′|)

12−M
hωSi
,hω
′
S
i′
Si
2B
−
1
2
−M
hωSi
,hω
′
S
i′
P
2B


2.
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Rappelons que 2(a− b)2 ≤ kl(a‖b) est vrai pour tout (a, b) ∈ [0, 1]2 tels que si a = 0
alors b = 0 et si a = 1 alors b = 1. Puisque les fonctions de HS sont borne´es par B et Si
est i.i.d. selon D, on a :
Mh
ω
Si
,hω
′
S
i′
P = −B2 ⇒M
hωSi
,hω
′
S
i′
Si
= −B2, et Mh
ω
Si
,hω
′
S
i′
P = B
2 ⇒Mh
ω
Si
,hω
′
S
i′
Si
= B2.
Alors :
1
2
− M
hωSi
,hω
′
S
i′
P
2B2
= 0⇒ 1
2
−
Mh
ω
Si
,hω
′
S
i′
Si
2B2
= 0, et
1
2
− M
hωSi
,hω
′
S
i′
P
2B2
= 1⇒ 1
2
−
Mh
ω
Si
,hω
′
S
i′
Si
2B2
= 1.
Comme :
0 ≤ 1
2
−
Mh
ω
Si
,hω
′
S
i′
Si
2B2
≤ 1, et 0 ≤ 1
2
− M
hωSi
,hω
′
S
i′
P
2B2
≤ 1,
on a :
E
S∼(P)m
Xπ ≤ exp
[
2|imax|
B2
]
+ E
Si∼(P)m−|i∪i′ |
exp
(m− |i ∪ i′|) kl
12 − M
hωSi
,hω
′
S
i′
Si
2B2
∥∥∥∥∥12 − M
hωSi
,hω
′
S
i′
P
2B2

 .
En appliquant le lemme de Maurer (lemme A.1, annexe A), on obtient :
E
S∼(P)m
Xπ ≤ exp
(
2|imax|
B2
)
+ E
Si∼(P)m−|i∪i′ |
2
√
(m− |i ∪ i′|)
≤ exp
(
2|imax|
B2
)
+ 2
√
(m− |i ∪ i′|)
≤ exp
(
2|imax|
B2
)
+ 2
√
m.
Finalement :
Pr
S∼(P)m

pour toute distribution π-aligne´e ρ sur HS,
∣∣∣Mρ2P −Mρ2S∣∣∣ ≤
2B2
√
2|imax|
B2δ
+ ln
(
2
√
m
δ
)
√
2(m− 2|imax|)
 ≥ 1− δ.
DAnnexe du chapitre 5
D.1 Preuves de la proposition 5.1 et de son corollaire 5.3
D.1.1 Preuve de la proposition 5.1
Soit un exemple e´tiquete´ (x, y). Pour toute classe c ∈ Y, on de´finit γc(x) tel que :
γc(x) = E
h∼ρ
I(h(x) = c) = ∑
h∈H:h(x)=c
ρ(h).
Bien entendu, on a :
∑
c∈Y
γc(x) = 1.
Rappelons que les risques conditionnels de Gibbs R(Gρ, p, q) et du vote de majorite´
R(Bρ, p, q) sont de´finis par :
R(Gρ, p, q) = E
x∼P|y=p
E
h∼ρ
I (h(x) = q) = E
x∼D|y=p
γq(x), (5.16)
R(Bρ, p, q) = E
x∼P|y=p
I
(
argmax
c∈Y
γc(x) = q
)
, (5.17)
ou` P|y=p est la probabilite´ conditionnelle d’un exemple x sachant la classe y. L’e´quation
(5.16) correspond a` l’e´le´ment d’indice (p, q) dans la matrice C
Gρ
P (si p 6= q) et
l’e´quation (5.17) a` l’e´le´ment (p, q) de C
Bρ
P .
Pour qu’une classe q 6= y soit pre´dite par le vote de majorite´ Bρ(·), il est ne´cessaire et
suffisant que :
∀c ∈ Y, c 6= q, γq(x) ≥ γc(x).
Ce qui est e´quivalent a` :
I
(
argmax
c∈Y
γc(x) = q
)
= I
 ∧
c∈Y:c 6=q
γq(x) ≥ γc(x)
 . (D.1)
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Notons que l’espe´rance selon P|y=p du coˆte´ gauche de l’e´galite´ correspond a` R(Bρ, p, q)
— voir l’e´quation (5.17). On peut maintenant remarquer :
I
 ∧
c∈Y:c 6=q
γq(x) ≥ γc(x)
 = 1⇔ ∀c ∈ Y, c 6= q, γq(x)− γc(x) ≥ 0
⇒ ∑
c∈Y:c 6=q
(γq(x)− γc(x)) ≥ 0
⇔ ∑
c∈Y:c 6=q
γq(x)− ∑
c∈Y:c 6=q
γc(x) ≥ 0
⇔ (Q− 1)γq(x)− (1− γq(x)) ≥ 0
⇔ γq(x) ≥ 1
Q
.
Les deux dernie`res lignes sont duˆes a` ∑c∈Y γc(x) = 1. Ce re´sultat signifie que :
I
 ∧
c∈Y:c 6=q
γq(x) ≥ γc(x)
 = 1⇒ I(γq(x) ≥ 1
Q
)
= 1,
impliquant :
I
 ∧
c∈Y:c 6=q
γq(x) ≥ γc(x)
 ≤ I(γq(x) ≥ 1
Q
)
,
ainsi, graˆce a` (D.1) :
I
(
argmax
c∈Y
γc(x) = q
)
≤ I
(
γq(x) ≥ 1
Q
)
. (D.2)
Nous utilisons ensuite : ∀γ ∈ [0, 1], θ ∈ [0, 1], γ ≥ θI
(
γ ≥ 1Q
)
(illustre´ sur la fi-
gure D.1), pour obtenir :
1
Q
I
(
γq(x) ≥ 1
Q
)
≤ γq(x)⇔ I
(
γq(x) ≥ 1
Q
)
≤ Qγq(x).
En combinant ce re´sultat avec l’ine´galite´ (D.2), on a :
I
(
argmax
c∈Y
γc(x) = q
)
≤ Qγq(x).
En prenant l’espe´rance D|y=p des deux coˆte´s de l’ine´galite´, on obtient :
R(Bρ, p, q) ≤ QR(Gρ, p, q).
D.1.2 Preuve du corollaire 5.3
D’apre`s les de´finitions de R(Gρ, p, q) de l’e´quation (5.16) et R(Bρ, p, q) de
l’e´quation (5.17), la proposition 5.1, implique directement :
CBρ ≤ QCGρ , (D.3)
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Figure D.1 – Graphe de γ 7→ θI (γ ≥ θ) , pour θ = 0.25 (rouge) et θ = 0.5 (vert). On observe que :
∀θ ∈ [0, 1], γ ≥ θI (γ ≥ θ).
ou` nous rappelons que ≤ est la relation d’ordre sur les matrices e´le´ment par e´le´ment.
En conside`rant les matrices de dilatation de CBρ et QCGρ , l’e´quation (D.3) s’e´crit :
D(CBρ) ≤ D(QCGρ).
Puisque tous les e´le´ments d’une matrice de confusion sont positifs, on a :
0 ≤ D(CBρ) ≤ D(QCGρ).
En appliquant l’e´quation (5.4), on obtient :
λmax(D(CBρ)) ≤ λmax(D(QCGρ)). (D.4)
Alors, l’e´quation (5.6) applique´e a` l’e´quation (D.4) donne :∥∥∥CBρ∥∥∥ ≤ ∥∥∥QCGρ∥∥∥ .
Finalement, l’e´quation (5.3) implique :∥∥∥CBρ∥∥∥ ≤ Q ∥∥∥CGρ∥∥∥ .
D.2 Preuve du the´ore`me 5.4
Selon le meˆme principe que la preuve de la C-borne en annexe B.3, on fait appel a`
l’ine´galite´ de Cantelli-Chebychev (the´ore`me A.2) en remplac¸ant la variable Z par la
variable ale´atoireMρ(x, y) et a parMρP. Rappelons que d’apre`s notre de´finition, on a :
Var(x,y)∼PMρ(x, y) =Mρ
2
P − (MρP)2 . Ainsi :
Pr
(x,y)∼P
(Mρ(x, y) ≤ 0) ≤ 1−
(MρP)2
Mρ2P
= C
ρ
P .
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D.3 Preuve du the´ore`me 5.6
D’apre`s la de´finition 5.5 de ℓ
ρ
P(ω), on a :
ℓ
ρ
P(ω) = Pr
(x,y)∼P
[
E
h∼ρ
I(h(x) = y) ≤ ω
]
= Pr
(x,y)∼P
[
E
h∼ρ
I(h(x) = y)−ω ≤ 0
]
. (D.5)
On applique l’ine´galite´ de Cantelli-Chebitchev sur la ligne (D.5), en remplac¸ant Z par
la variable ale´atoire E
h∼ρ
I(h(x) = y) et a par E
(x,y)∼P
[
E
h∼ρ
I(h(x) = y)−ω
]
. On obtient :
ℓ
ρ
P(ω) ≤
Var(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)
E(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)2 .
Finalement, puisque :
Var(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)
= E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)2
−
[
E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)]2
,
on a :
ℓ
ρ
P(ω) ≤ 1−
[
E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)]2
E
(x,y)∼P
(
E
h∼ρ
I(h(x) = y)−ω
)2 .
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D.4 Preuve du the´ore`me 5.3
Tout d’abord, nous prouvons la partie gauche de l’ine´galite´ (5.25) :
ℓ
ρ
P(
1
Q ) ≤ RP(Bρ).
En fait, on a :
RP(Bρ) = Pr
(x,y)∼P
[Mρ(x, y) ≤ 0]
= Pr
(x,y)∼P
[
∃c ∈ Y, c 6= y : E
h∼ρ
I(h(x) = y) ≤ E
h∼ρ
I(h(x) = c)
]
= Pr
(x,y)∼P
[
E
h∼ρ
I(h(x) = y) ≤ max
c∈Y,c 6=y
E
h∼ρ
I(h(x) = c)
]
≥ Pr
(x,y)∼P
 E
h∼ρ
I(h(x) = y) ≤
1− E
h∼ρ
I(h(x) = y)
Q− 1
 (D.6)
= Pr
(x,y)∼P
[
E
h∼ρ
I(h(x) = y) ≤ 1
Q
]
= E
(x,y)∼P
I
[
E
h∼ρ
I(h(x) = y) ≤ 1
Q
]
= ℓ
ρ
P(
1
Q ).
La ligne (D.6) provient de :
1− E
h∼ρ
I(h(x) = y)
Q− 1 ≤ maxc∈Y,c 6=y Eh∼ρ I(h(x) = c).
Ensuite, nous prouvons la partie droite de l’ine´galite´ (5.25) : RP(Bρ) ≤ ℓ ρP(ω) 12 . L’asser-
tion pre´ce´dente est ve´rifie´e si :
R(Bρ) = Pr
(x,y)∼P
[Mρ(x, y) ≤ 0]
= Pr
(x,y)∼P
[
E
h∼ρ
I(h(x) = y) ≤ max
c∈Y,c 6=y
E
h∼ρ
I(h(x) = c)
]
≤ Pr
(x,y)∼P
[
E
h∼ρ
I(h(x) = y) ≤ 1
2
]
= ℓ
ρ
P(
1
2 ).
Ce qui est e´quivalent a` ve´rifier que :
∀(x, y) ∼ P, max
c∈Y,c 6=y
E
h∼ρ
I(h(x) = c) ≤ 1
2
.
(i) Selon la de´finition de Bρ(·), si pour un exemple (x, y) tire´ selon P on a :
E
h∼ρ
I(h(x) = y) ≤ 1/2, alorsMρ(x, y) ≤ 0.
(ii) De plus, d’apre`s la de´finition de la ω-perte, pour ω = 12 , on a :
RP(Bρ) = Pr
(x,y)∼P
[
E
h∼ρ
I(h(x) = y) ≤ max
c∈Y,c 6=y
E
h∼ρ
I(h(x) = c)
]
≤ Pr
(x,y)∼P
[
E
h∼ρ
I(h(x) = y) ≤ 1
2
]
.
Le re´sultat vient de (i) et (ii).

EAnnexe du chapitre 6
E.1 Preuve du lemme 6.1
Rappelons que F(·) fait re´fe´rence au proble`me (6.2) de DASF. Pour toute solution α, on
a :
∑
(xs,xt)∈CST
∥∥∥(φR(xs)⊤ − φR(xt)⊤)diag(α)∥∥∥
1
= ∑
(xs,xt)∈CST
r
∑
j=1
∣∣∣αj (K(xs, x′j)− K(xt, x′j))∣∣∣
=
r
∑
j=1
[
|αj|
(
∑
(xs,xt)∈CST
∣∣∣K(xs, x′j)− K(xt, x′j)∣∣∣
)]
≥
r
∑
j=1
[
|αj| max
(xs,xt)∈CST
∣∣∣K(xs, x′j)− K(xt, x′j)∣∣∣] .
D’apre`s l’hypothe`se (6.3) et d’apre`s la de´finition de BR on a :
BR = min
x′j∈R
{
max
(xs,xt)∈CST
∣∣∣K(xs, x′j)− K(xt, x′j)∣∣∣} > 0.
Donc :
∑
(xs,xt)∈CST
∥∥∥(φR(xs)⊤ − φR(xt)⊤)diag(α)∥∥∥
1
≥ ‖α‖1BR.
Alors :
‖α∗‖1(λ+ βBR) + 1
ms
ms
∑
i=1
[
1− ysi
r
∑
j=1
α∗j K(x
s
i , x
′
j)
]
+
≤ F(α∗),
ou` α∗ est la solution optimale de F(·). Ainsi, on a :
F(α∗) ≤ F(0) = 1,
ou` 0 est le vecteur nul. Il en de´coule :
‖α∗‖1 ≤ 1
βBR + λ
.
E.2 Preuve du the´ore`me 6.1
Soit (X, ̺) un espace me´trique compact. Soit η > 0, puisque X est compact, d’apre`s
la de´finition du nombre de couvertures, on partitionne X en Mη sous-ensemble (Mη
201
202 E. Annexe du chapitre 6
fini), tels que pour x1 et x2 appartenant au meˆme sous-ensemble, on ait : ̺(x1, x2) ≤ η.
On divise Y en 2 sous-ensembles
{{−1}, {+1}}. En suivant le principe de preuve
de [Xu et Mannor, 2010], on partitionne X × Y en 2Mη sous-ensembles tels que les
points appartenant a` un meˆme sous-ensemble soient de meˆme classe. E´tant donne´
une fonction de similarite´ K(·, ·) continue sur son premier argument, un e´chantillon
d’apprentissage S = {(xi, yi)}msi=1 i.i.d. selon PS, un ensemble de landmarks R = {x′j}rj=1,
les hyperparame`tres λ > 0, β > 0 et un ensemble de couples CST, on note α∗ la solution
optimale du proble`me (6.2). Pour tout s1 = (x1, y1) ∈ S, et pour tout s2 = (x2, y2) tels
que s1 et s2 appartiennent au meˆme sous-ensemble, on a : y1 = y2 = y et ̺(x1, x2) ≤ η.
Alors :
∣∣ℓhinge(h, (x1, y))− ℓhinge(h, (x2, y))∣∣ =
∣∣∣∣∣∣
[
1− y
r
∑
j=1
α∗j K(x1, x
′
j)
]
+
−
[
1− y
r
∑
j=1
α∗j K(x2, x
′
j)
]
+
∣∣∣∣∣∣ .
D’apre`s la 1-lipschitznesse de la perte hinge et par l’application de l’ine´galite´ de Ho¨lder
(the´ore`me A.3, annexe A), on obtient :∣∣ℓhinge(h, (x1, y))− ℓhinge(h, (x2, y))∣∣ ≤ ‖α∗‖1 ∥∥∥φR(x1)⊤ − φR(x2)⊤∥∥∥
∞
≤ ‖α∗‖1 max
(xa,xb)∼(DS)2
̺(xa,xb)≤η
{∥∥∥φR(xa)⊤ − φR(xb)⊤∥∥∥
∞
}
≤ Nη
βBR + λ
,
avec :
Nη = max
(xa,xb)∼(DS)2
̺(xa,xb)≤η
{∥∥∥φR(xa)⊤ − φR(xb)⊤∥∥∥
∞
}
,
fini par continuite´ de K(·, ·) sur son premier argument et par la de´finition du nombre
de couverture. Alors l’algorithme associe´ au proble`me de minimisation (6.2) est(
2Mη ,
Nη
βBR+λ
)
robuste sur PS.
FAnnexe du chapitre 7
F.1 Preuve du the´ore`me 7.1
Conside´rons la variable ale´atoire non ne´gative :
E
(h,h′)∼π2
e2mu(RDS (h,h
′)−RSu (h,h′))2 .
En appliquant l’ine´galite´ de Markov (the´ore`me A.4, annexe A). Pour tout δ ∈ (0, 1],
avec une probabilite´ d’au moins 1− δ sur le choix de Su ∼ (DS)mu , on a :
E
(h,h′)∼π2
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)
≤ 1
δ
E
Su∼(DS)mu
E
(h,h′)∼π2
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)
.
En prenant le logarithme de chaque coˆte´ de l’ine´galite´ pre´ce´dente et en passant de
l’espe´rance selon π2 a` l’espe´rance selon ρ2, on obtient, pour tout δ ∈ (0, 1], avec une
probabilite´ d’au moins 1− δ sur le choix de Su ∼ (DS)mu , et pour toute distribution
posterior ρ :
ln
[
E
(h,h′)∼ρ2
π(h)π(h′)
ρ(h)ρ(h′)
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)]
≤ ln
[
1
δ
E
S∼(DS)mu
E
(h,h′)∼π2
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)]
.
Puisque ln(·) est une fonction concave, on peut appliquer l’ine´galite´ de Jensen
(the´ore`me A.5, annexe A). Alors, on a :
E
(h,h′)∼ρ2
ln
[
π(h)π(h′)
ρ(h)ρ(h′)
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)]
≤ ln
[
1
δ
E
Su
∼ (DS)mu E
(h,h′)∼π2
exp
(
(2mu(RDS(h, h
′)− RSu(h, h′))2
)]
.
Notons que :
E
(h,h′)∼ρ2
ln
ρ(h)ρ(h′)
π(h)π(h′)
= E
h∼ρ
ln
ρ(h)
π(h)
+ E
h′∼ρ
ln
ρ(h′)
π(h′)
= 2 E
h∼ρ
ln
ρ(h)
π(h)
= 2KL(ρ‖π) . (F.1)
203
204 F. Annexe du chapitre 7
Et donc :
E
(h,h′)∼ρ2
ln
π(h)π(h′)
ρ(h)ρ(h′)
= −2KL(ρ‖π).
Pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de Su ∼ (DS)mu ,
et pour toute distribution posterior ρ, on a :
− 2KL(ρ‖π) + E
(h,h′)∼ρ2
mu 2(RDS(h, h
′)− RSu(h, h′))2
≤ ln
[
1
δ
E
Su∼(DS)mu
E
(h,h′)∼π2
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)]
.
Puisque D(a, b) = 2(a− b)2 est une fonction convexe, l’ine´galite´ de Jensen implique :(
E
(h,h′)∼ρ2
(
RDS(h, h
′)− RSu(h, h′)
))2
≤ E
(h,h′)∼ρ2
(RDS(h, h
′)− RSu(h, h′))2.
Ainsi, pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de Su ∼
(DS)
mu et pour toute distribution posterior ρ, on a :
2mu
(
E
(h,h′)∼ρ2
RDS(h, h
′)− E
h,h′∼ρ2
RSu(h, h
′)
)2
≤ 2KL(ρ‖π)
+ ln
[
1
δ
E
S∼(DS)mu
E
(h,h′)∼π2
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)]
.
Bornons maintenant :
ln
[
1
δ
E
S∼(DS)mu
E
(h,h′)∼π2
exp
(
2m(RDS(h, h
′)− RSu(h, h′))2
)]
.
Pour ce faire, on a :
E
Su∼(DS)mu
E
(h,h′)∼π2
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)
= E
(h,h′)∼π2
E
Su∼(DS)mu
exp
(
2mu(RDS(h, h
′)− RSu(h, h′))2
)
(F.2)
≤ E
(h,h′)∼π2
E
Su∼(DS)mu
exp
(
kl(RSu(h, h
′)‖RDS(h, h′))
)
(F.3)
≤ 2√mu. (F.4)
La ligne (F.2) provient de l’inde´pendance entre DS et π
2. L’ine´galite´ de Pinsker
2(q− p)2 ≤ kl(q‖p) pour tout (p, q) ∈ [0, 1]2,
implique la ligne (F.3). La dernie`re ligne (F.4) provient du lemme de Maurer
(lemme A.1, annexe A). Donc pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins
1− δ sur le choix de Su ∼ (DS)mu et pour toute distribution posterior ρ, on a :
2m
(
E
(h,h′)∼ρ2
RDS(h, h
′)− E
(h,h′)∼ρ2
RSu(h, h
′)
)2
≤ 2KL(ρ‖π) + ln 2
√
mu
δ
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⇔
(
E
(h,h′)∼ρ2
RDS(h, h
′)− E
(h,h′)∼ρ2
RSu(h, h
′)
)2
≤ 1
2mu
[
2KL(ρ‖π) + ln 2
√
mu
δ
]
⇔
∣∣∣∣ E
(h,h′)∼ρ2
RDS(h, h
′)− E
(h,h′)∼ρ2
RSu(h, h
′)
∣∣∣∣
≤
√
1
2mu
[
2KL(ρ‖π) + ln 2
√
mu
δ
]
. (F.5)
De la meˆme manie`re, on borne :∣∣∣∣ E
(h,h′)∼ρ2
RDT (h, h
′)− E
(h,h′)∼ρ2
RTu(h, h
′)
∣∣∣∣ .
Pour tout δ ∈ (0, 1], avec une probabilite´ d’au moins 1− δ sur le choix de Tu ∼ (DT)mu
et pour toute distribution posterior ρ, on obtient :∣∣∣∣ E
(h,h′)∼ρ2
RDT (h, h
′)− E
(h,h′)∼ρ2
RTu(h, h
′)
∣∣∣∣
≤
√
1
2mu
[
2KL(ρ‖π) + ln 2
√
mu
δ
]
. (F.6)
Finalement en remplac¸ant δ par δ2 dans les ine´galite´s (F.5) et (F.6). La borne de l’union
implique le re´sultat du the´ore`me, puisque :∣∣∣∣ E
(h,h′)∼ρ2
[
RDT (h, h
′)− RDS(h, h′)
]∣∣∣∣ = disρ(DS,DT),∣∣∣∣ E
(h,h′)∼ρ2
[
RTu(h, h
′)− RSu(h, h′)
]∣∣∣∣ = disρ(Su, Tu),
et puisque si |a1 − b1| ≤ c1 et |a2 − b2| ≤ c2, alors |(a1 − a2)− (b1 − b2)| ≤ c1 + c2.
F.2 Preuve du the´ore`me 7.2
Nous proposons de borner :
d(1) = E
(h,h′)∼ρ2
[
RDS(h, h
′)− RDT (h, h′)
]
,
par son estimation empirique :
d
(1)
Su × Tu = E
(h,h′)∼ρ2
[
RSu(h, h
′)− RTu(h, h′)
]
,
et le terme lie´ a` la KL-divergence entre le posterior et le prior.
Pour ce faire, nous conside´rons le classifieur “abstrait” ĥ = (h, h′) ∈ H2 choisi
ale´atoirement selon la distribution ρ̂, ou` ρ̂(ĥ) = ρ(h)ρ(h′). Signalons qu’avec π̂(ĥ) =
π(h)π(h′), on obtient avec l’e´quation (F.1) : KL(ρ̂‖π̂) = 2KL(ρ‖π). Nous de´finissons la
fonction de perte “abstraite” pour ĥ et pour une paire d’exemples (xs, xt) ∼ (DS ×DT)
par :
ℓd(1)(ĥ(x
s), ĥ(xt)) =
1+ ℓ0−1(h(xs), h′(xs))− ℓ0−1(h(xt), h′(xt))
2
.
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ℓd(1)(·, ·) renvoie des valeurs dans [0, 1]. Ainsi, le risque “abstrait” de ĥ sur la distribu-
tion jointe de´fini par :
R
(1)
DS×DT (ĥ) = Exs∼DS
E
xt∼DT
ℓd(1)(ĥ(x
s), ĥ(xt)) ,
et le risque du classifieur de Gibbs associe´ est :
R
(1)
DS×DT (Gρ̂) = E
ĥ∼ρ̂
R
(1)
DS×DT (ĥ) .
Les valeurs empiriques de ces deux quantite´s sont :
R
(1)
Su×Tu(ĥ) = E(xs,xt)∼Su×Tu
ℓd(1)(ĥ(x
s), ĥ(xt))
et,
R
(1)
Su×Tu(Gρ̂) = E
ĥ∼ρ̂
R
(1)
Su×Tu(ĥ) .
Conside´rons la variable ale´atoire non ne´gative :
E
ĥ∼π̂
exp
(
mu kl
(
R
(1)
Su×Tu(ĥ)
∥∥R(1)DS×DT (ĥ))) .
On applique l’ine´galite´ de Markov (the´ore`me A.4, annexe A). Pour tout δ ∈ (0, 1], avec
une probabilite´ d’au moins 1− δ sur le choix Su × Tu ∼ (DS × DT)mu , on a :
E
ĥ∼π̂
exp
(
mu kl
(
R
(1)
Su×Tu(ĥ)
∥∥R(1)DS×DT (ĥ)))
≤ 1
δ
E
Su×Tu∼(DS×DT)mu
E
ĥ∼π̂
exp
(
mu kl
(
R
(1)
Su×Tu(ĥ)
∥∥R(1)DS×DT (ĥ))) .
En prenant le logarithme de chaque coˆte´ de l’ine´galite´ pre´ce´dente, et en passant de
l’espe´rance selon π̂ a` l’espe´rance selon ρ̂, on obtient :
ln
[
E
ĥ∼ρ̂
π̂(ĥ)
ρ̂(ĥ)
exp
(
mu kl
(
R
(1)
Su×Tu(ĥ)
∥∥R(1)DS×DT (ĥ)))
]
(F.7)
≤ ln
[
1
δ
E
Su×Tu∼(DS×DT)mu
E
ĥ∼π̂
exp
(
mu kl
(
R
(1)
Su×Tu(ĥ)
∥∥R(1)DS×DT (ĥ)))
]
≤ ln 2
√
mu
δ
.
La dernie`re ine´galite´ provient du lemme de Maurer (lemme A.1, annexe A).
Nous de´rivons une minoration en faisant appel deux fois a` l’ine´galite´ de Jensen
(the´ore`me A.5, annexe A) avec la fonction logarithme, puis avec la fonction convexe
kl(·‖·) :
ln
[
E
ĥ∼ρ̂
π̂(ĥ)
ρ̂(ĥ)
exp
(
mu kl
(
R
(1)
Su×Tu(ĥ)
∥∥R(1)DS×DT (ĥ)))
]
= ln
[
E
ĥ∼ρ̂
exp
(
mu kl
(
R
(1)
Su×Tu(ĥ)
∥∥R(1)DS×DT (ĥ)))
]
− 2KL(ρ‖π)
≥ E
ĥ∼ρ̂
mu kl
(
R
(1)
Su×Tu(ĥ)
∥∥ R(1)DS×DT (ĥ))− 2KL(ρ‖π)
≥ mu kl
(
E
ĥ∼ρ̂
R
(1)
Su×Tu(ĥ)
∥∥ E
ĥ∼ρ̂
R
(1)
DS×DT (ĥ)
)
− 2KL(ρ‖π)
≥ mu kl
(
R
(1)
Su×Tu(Gρ̂)
∥∥ R(1)DS×DT (Gρ̂))− 2KL(ρ‖π) .
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Ce qui implique que :
kl
(
R
(1)
Su×Tu(Gρ̂)
∥∥R(1)DS×DT (Gρ̂)) ≤ 1mu
[
2KL(ρ ‖π) + ln 2
√
mu
δ
]
.
Puisque que pour d(1), on a : d(1) = 2R
(1)
DS×DT (Gρ̂)− 1 et d
(1)
Su × Tu = 2R
(1)
Su×Tu(Gρ̂)− 1, la
ligne pre´ce´dente implique directement une borne pour d(1). Ainsi, avec une probabilite´
d’au moins 1− δ sur le choix de Su × Tu ∼ (DS × DT)mu , on a :
kl
(
d
(1)
Su × Tu+1
2
∥∥∥ d(1)+12 ) ≤ 1mu
[
2KL(ρ ‖π) + ln 2
√
mu
δ
]
. (F.8)
De plus, on a :
kl
(
|d(1)Su × Tu|+1
2
∥∥∥ |d(1)|+12 )≤ 1m
[
2KL(ρ ‖π) + ln 2
√
mu
δ
]
, (F.9)
puisque :
|d(1)| = disρ(DS,DT) et |d(1)Su × Tu | = disρ(Su, Tu) .
Pour finaliser la preuve, prouvons l’e´quation (F.9). Quatre cas sont a` conside´rer.
1 : d
(1)
Su × Tu ≥ 0 et d(1) ≥ 0.
Rien n’est a` prouver dans cette situation, les e´quations (F.8) et (F.9) coı¨ncident.
2 : d
(1)
Su × Tu ≤ 0 et d(1) ≤ 0.
Ce cas se re´duit au premier cas graˆce a` la proprie´te´ suivante de kl(·‖·) :
kl
(
a+1
2
∥∥∥ b+12 ) = kl (−a+12 ∥∥∥−b+12 ) . (F.10)
3 : d
(1)
Su × Tu ≤ 0 et d(1) ≥ 0.
Dans cette situation, on a :
kl
(
|d(1)Su × Tu |+1
2
∥∥∥ |d(1)|+12 )− kl( d(1)Su × Tu+12 ∥∥∥ d(1)+12 )
= kl
(
−d(1)Su × Tu+1
2
∥∥∥ d(1)+12 )− kl( d(1)Su × Tu+12 ∥∥∥ d(1)+12 )
=
(
−d(1)Su × Tu+1
2 −
d
(1)
Su × Tu+1
2
)
ln
(
1
d(1)+1
2
)
+
((
1− −d
(1)
Su × Tu+1
2
)
−
(
1− d
(1)
Su × Tu+1
2
))
ln
(
1
1− d(1)+12
)
=
(
−d(1)Su × Tu
)
ln
(
1
d(1)+1
2
)
+
(
d
(1)
Su × Tu
)
ln
(
1
1− d(1)+12
)
=
(
−d(1)Su × Tu
)
ln
(
1
d(1)+1
2
)
+
(
d
(1)
Su × Tu
)
ln
(
1
−d(1)+1
2
)
= d
(1)
Su × Tu ln
(
d(1)+1
−d(1)+1
)
≤ 0 . (F.11)
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La dernie`re ine´galite´ provient du fait que d
(1)
Su × Tu ≤ 0 et d(1) ≥ 0.
Ainsi, des e´quations (F.11) et (F.8), on a :
kl
(
|d(1)Su × Tu |+1
2
∥∥∥ |d(1)|+12 ) ≤ kl( d(1)Su × Tu+12 ∥∥∥ d(1)+12 )
≤ 1
m
[
2KL(ρ ‖π) + ln 2
√
mu
δ
]
,
comme de´sire´.
4 : d
(1)
Su × Tu ≥ 0 et d(1) ≤ 0.
L’e´quation (F.10) se re´duit simplement au troisie`me cas.
F.3 Preuve du the´ore`me 7.3
Nous proposons tout d’abord de majorer :
d(1) = E
(h,h′)∼ρ2
[
RDS(h, h
′)− RDT (h, h′)
]
,
par son estimation empirique :
d
(1)
S× T = E
(h,h′)∼ρ2
[
RSu(h, h
′)− RTu(h, h′)
]
,
ainsi qu’un terme lie´ a` la KL-divergence entre le posterior et le prior.
Pour ce faire, nous conside´rons le classifieur “abstrait” ĥ = (h, h′) ∈ H2 choisi
ale´atoirementselon la distribution ρ̂, ou` ρ̂(ĥ) = ρ(h)ρ(h′). Signalons qu’avec π̂(ĥ) =
π(h)π(h′), on obtient avec l’e´quation (F.1) : KL(ρ̂‖π̂) = 2KL(ρ‖π).
Nous de´finissons la fonction de perte “abstraite” pour ĥ pour une paire d’exemples
(xs, xt) ∼ (DS × DT) par :
ℓd(1)(ĥ(x
s), ĥ(xt)) =
1+ ℓ0−1(h(xs), h′(xs))− ℓ0−1(h(xt), h′(xt))
2
.
Ainsi, le risque “abstrait” de ĥ sur la distribution jointe de´fini par :
R
(1)
DS×DT (ĥ) = Exs∼DS
E
xt∼DT
ℓd(1)(ĥ(x
s), ĥ(xt)) ,
et le risque du classifieur de Gibbs associe´ est :
R
(1)
DS×DT (Gρ̂) = E
ĥ∼ρ̂
R
(1)
DS×DT (ĥ) .
Les valeurs empiriques de ces deux quantite´s sont :
R
(1)
Su×Tu(ĥ) = E(xs,xt)∼Su×Tu
ℓd(1)(ĥ(x
s), ĥ(xt))
et,
R
(1)
Su×Tu(Gρ̂) = E
ĥ∼ρ̂
R
(1)
Su×Tu(ĥ) .
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Il est facile de montrer que :
d(1) = 2R
(1)
DS×DT (Gρ̂)− 1, (F.12)
d
(1)
Su × Tu = 2R
(1)
Su×Tu(Gρ̂)− 1. (F.13)
Puisque ℓd(1)(·, ·) renvoie des valeurs dans [0, 1], on peut borner R(1)DS×DT (Gρ̂) suivant
la preuve du corollaire 3.3 (avec C = 2A). Pour ce faire, nous de´finissons la fonction
convexe :
F (b) = − ln[1− (1− e−2A)b] , (F.14)
et nous conside´rons la variable ale´atoire non ne´gative :
E
ĥ∼π̂
exp
(
mu
(
F (R(1)DS×DT (ĥ))− 2AR
(1)
Su×Tu(ĥ)
))
.
On applique l’ine´galite´ de Markov (the´ore`me A.4, annexe A). Pour tout δ ∈ (0, 1], avec
une probabilite´ d’au moins 1− δ sur le choix ale´atoire de Su × Tu ∼ (DS × DT)mu , on
a :
E
ĥ∼π̂
exp
(
mu
(
F (R(1)DS×DT (ĥ))− 2AR
(1)
Su×Tu(ĥ)
))
≤ 1
δ
E
Su×Tu∼(DS×DT)mu
E
ĥ∼π̂
exp
(
mu
(
F (R(1)DS×DT (ĥ))− 2AR
(1)
Su×Tu(ĥ)
))
.
En prenant le logarithme de chaque coˆte´ de l’ine´quation pre´ce´dente et en transformant
de l’espe´rance sur π̂ en espe´rance selon ρ̂, on obtient :
ln
[
E
ĥ∼ρ̂
π̂(ĥ)
ρ̂(ĥ)
exp
(
mu
(
F (R(1)DS×DT (ĥ))− 2AR
(1)
Su×Tu(ĥ)
))]
≤ ln
[
1
δ
E
Su×Tu∼(DS×DT)mu
E
ĥ∼π̂
exp
(
mu
(
F (R(1)DS×DT (ĥ))− 2AR
(1)
Su×Tu(ĥ)
))]
= ln
[
1
δ
E
ĥ∼π̂
exp
(
muF (R(1)DS×DT (ĥ))
)
E
Su×Tu∼(DS×DT)mu
exp
(
−2muAR(1)Su×Tu(ĥ)
)]
.
(F.15)
E´tant donne´ un classifieur ĥ, nous de´finissons la variable ale´atoire Z
ĥ
qui suit une
loi binomiale de mu e´preuves avec une probabilite´ de succe`s R
(1)
DS×DT (ĥ) et note´
B
(
mu,R
(1)
DS×DT (ĥ)
)
. Le lemme de Maurer (lemme A.1) implique :
E
Su×Tu∼(DS×DT)mu
exp
(
−2muAR(1)Su×Tu(ĥ)
)
≤ E
Z
ĥ
∼B
(
mu,R
(1)
DS×DT (ĥ)
) exp (−2AZĥ)
=
mu
∑
k=0
Pr
Z
ĥ
∼B
(
mu,R
(1)
DS×DT (ĥ)
) (Zĥ = k) e−2Ak
=
mu
∑
k=0
(muk )
(
R
(1)
Su×Tu(ĥ)
)k (
1− R(1)Su×Tu(ĥ)
)mu−ke−2Ak
=
mu
∑
k=0
(muk )
(
R
(1)
Su×Tu(ĥ)e
−2A
)k (
1− R(1)Su×Tu(ĥ)
)mu−k
=
[
R
(1)
Su×Tu(ĥ)e
−2A +
(
1− R(1)Su×Tu(ĥ)
)]mu
.
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Le choix de F (·) implique :
E
ĥ∼π̂
exp
(
muF (R(1)DS×DT (ĥ))
)
E
Su×Tu∼(DS×DT)mu
exp
(
−2muAR(1)Su×Tu(ĥ)
)
≤ E
ĥ∼π̂
e
muF (R(1)DS×DT (ĥ))
[
R
(1)
Su×Tu(ĥ)e
−2A +
(
1− R(1)Su×Tu(ĥ)
)]mu
= E
ĥ∼π̂
1
= 1 .
On majore maintenant l’e´quation (F.15) :
ln
[
E
ĥ∼ρ̂
π̂(ĥ)
ρ̂(ĥ)
exp
(
mu
(
F (R(1)DS×DT (ĥ))− 2AR
(1)
Su×Tu(ĥ)
))]
≤ ln 1
δ
.
On inse`re le terme KL(ρ‖π) dans la partie gauche de l’ine´galite´ pre´ce´dente en appli-
quant deux fois l’inge´alite´ de Jensen (the´ore`me A.5, annexe A), une fois sur la fonction
logarithme, puis sur la fonction convexe F (·) :
ln
[
E
ĥ∼ρ̂
π̂(ĥ)
ρ̂(ĥ)
exp
(
mu
(
F
(
R
(1)
DS×DT (ĥ)
)
− 2AR(1)Su×Tu(ĥ)
))]
= ln
[
E
ĥ∼ρ̂
exp
(
mu
(
F
(
R
(1)
DS×DT (ĥ)
)
− 2AR(1)Su×Tu(ĥ)
))]
− 2KL(ρ‖π)
≥ E
ĥ∼ρ̂
m
(
F
(
R
(1)
DS×DT (ĥ)
)
− 2AR(1)Su×Tu(ĥ)
)
− 2KL(ρ‖π)
≥ muF
(
E
ĥ∼ρ̂
R
(1)
DS×DT (ĥ)
)
− 2muA E
ĥ∼ρ̂
R
(1)
Su×Tu(ĥ)− 2KL(ρ‖π)
= muF
(
R
(1)
DS×DT (Gρ̂)
)
− 2muAR(1)Su×Tu(Gρ̂)− 2KL(ρ‖π) .
On a donc :
muF
(
E
ĥ∼ρ̂
R
(1)
DS×DT (ĥ)
)
− 2muA E
ĥ∼ρ̂
R
(1)
Su×Tu(ĥ)− 2KL(ρ‖π) ≤ ln
1
δ
.
Ce qui implique :
F (R(1)DS×DT (Gρ̂)) ≤ 2AR
(1)
Su×Tu(Gρ̂) +
2KL(ρ‖π) + ln 1δ
mu
.
Maintenant en isolant le terme R
(1)
DS×DT (Gρ̂), on obtient :
R
(1)
DS×DT (Gρ̂) ≤
1
1− e−2A
1− e−(2AR(1)Su×Tu (Gρ̂)+ 2KL(ρ‖π)+ln 1δmu )
 ,
l’ine´galite´ 1− e−x ≤ x implique :
R
(1)
DS×DT (Gρ̂) ≤
1
1− e−2A
[
2AR
(1)
Su×Tu(Gρ̂) +
2KL(ρ‖π) + ln 1δ
mu
]
.
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D’apre`s les e´quations (F.12) et (F.13), avec une probabilite´ d’au moins 1− δ2 sur le choix
de S× T ∼ (DS × DT)mu , on a :
d(1) + 1
2
≤ 2A
1− e−2A
[
d
(1)
Su × Tu + 1
2
+
2KL(ρ‖π) + ln 1δ
m× 2A
]
,
De la meˆme manie`re, on borne d(2) = E
(h,h′)∼ρ2
[RDT (h, h
′)− RDS(h, h′)]. On obtient, avec
une probabilite´ d’au moins 1− δ2 sur le choix S× T ∼ (DS × DT)mu :
d(2) + 1
2
≤ 2A
1− e−2A
[
d
(2)
Su × Tu + 1
2
+
2KL(ρ‖π) + ln 1δ
m× 2A
]
.
Pour finaliser la preuve, par de´finition, on a que d(1) = −d(2), donc :
|d(1)| = |d(2)| = disρ(DS,DT),
et :
|d(1)Su × Tu | = |d(2)Su × Tu | = disρ(S, T).
Alors, la borne pour disρ(DS,DT) est obtenue en prenant le maximum de la borne sur
d(1) et de la borne sur d(2). Finalement, en appliquant la borne de l’union, avec une
probabilite´ d’au moins 1− δ sur le choix de S× T ∼ (DS × DT)mu , on a :
|d(1)|+ 1
2
≤ A
1− e−2A
[
|d(1)Su × Tu |+ 1+
2KL(ρ‖π) + ln 2δ
muA
]
,
ou` de manie`re e´quivalente :
disρ(DS,DT) ≤
2A
[
disρ(Su, Tu) +
2KL(ρ‖π)+ln 2δ
muA
+ 1
]
− 1
1− e−2A .

GParticipations a` la campagne
d’e´valuation TrecVid
Au nom du projet VideoSense nous avons participe´ a` la taˆche d’indexation
se´mantique dans le contexte des campages d’e´valutations TrecVid 1 2011 et 2012
[Smeaton et al., 2006]. Vous trouvez dans les pages qui suivent le re´sume´ de notre
participation de l’anne´e 2011.
1. http://trecvid.nist.gov/
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Abstract
This paper describes our participation to the TRECVID 2011 challenge [1]. This year, we focused
on a stacking fusion with Domain Adaptation algorithm. In machine learning, Domain Adaptation
deals with learning tasks where the train and the test distributions are supposed related but different.
We have implemented a classical approach for concept detection using individual features (low-level
and intermediate features) and supervised classifiers. Then we combine the various classifiers with a
second layer of classifier (stacking) which was specifically designed for Domain Adaptation. We show
that, empirically, Domain Adaptation can improve concept detection by considering test information
during the learning process.
1 Introduction
The High-Level semantic retrieval task concerns features or concepts such as “Indoor/Outdoor”, “Peo-
ple”, “Speech” etc., that occur in video databases. The TRECVID SIN task [1] contributes to work on
a benchmark for evaluating the effectiveness of detection methods for semantic concepts. The task is
as follows: given the feature test collection composed of hundred of hours of videos, the common shot
boundary reference for the feature extraction test collection, and the list of feature definitions, partici-
pants return for each feature the list of at most 2000 shots from the test collection, ranked according to
the highest possibility of detecting the presence of the feature. Each feature is assumed to be binary,
i.e., it is either present or absent in the given reference shot.
The VideoSense1 project aims at automatic video tagging by high level concepts, including static con-
cepts (e.g. object, scene, people, etc.), events, and emotions, while targeting two applications, namely
video recommendation and ads monetization. The innovations targeted by the project include video
content description by low-level features, emotional video content recognition, cross-concept detection
and multimodal fusion, and the use of a pivot language for dealing with multilingual textual resources
associated with video data.
1The french project VideoSense ANR-09-CORD-026 of the ANR and the IST Programme of the European Community.
The first participation of the project to the TRECVID’11 SIN task is based on a stacking fusion
with Domain Adaptation. Domain adaptation is a machine learning task consisting in adapting a clas-
sifier on new data that come from a distribution different but related to the distribution of the train
examples. Since the TRECVID’11 corpus is a real corpus with amount data, the train data could not
be representative of all the test data. Our aim is to test a Domain Adaptation algorithm that combines
various classifier outputs from individual feature in order to adapt the learned classifier on the test data
for improving the performances.
In the following, section 2 lists the features and classifiers we used. Section 3 presents our algorithm
for Domain Adaptation namely DASF. Section 4 describes our fusion approach with DASF. Then, in
section 5, we show the runs we submitted and discuss about their relative performance.
2 Feature extraction and individual classifiers
Since the VideoSense members are also members of the IRIM project which participate to TRECVID’11,
features and individual classifiers are described in the paper [2].
We used the following features from LIG, EURECOM and LIF teams:
Global features: LIG/hg104 (Color histogram + Gabor filters)
Local features: LIG/opp sift, LIG/stip (SIFT and STIP)
Shape features: EUR/sm462 (Saliency Moments)
Intermediate features: LIF/percepts (Mid-level concepts based on 15 concepts).
We used two types of classifiers from LIF team:
KNN: LIG KNNB (multiclass KNN)
SVM: LIG MSVM (for imbalanced data).
3 DASF: Domain Adaptation with Similarity Functions
Domain Adaptation arises when learning and test data are generated according to two different prob-
ability distributions: the first one generating training data is often referred to as the source domain,
while the second one for test data corresponds to the target domain. According to the existing theo-
retical frameworks of Domain Adaptation [3, 4, 5] a classifier can perform well on the target domain if
its error relatively to the source distribution and the divergence (or distance) between the source and
target distributions are together low. One possible solution to learn a performing classifier on the target
domain is to find a projection space in which the source and target distributions are close while keeping
a low error on the source domain.
In order to illustrate quickly this idea in a formal manner, if errT denotes the error on the target
domain (ie our goal here) and errS the error on the source domain where labeled data are available,
then for any classifier h belonging to an hypothesis space H, we have from [3]:
∀h ∈ H, errT (h) ≤ errS(h) + 1
2
dH∆H(DS , DT ) + ν. (1)
The term ν can be seen as a kind of adaptation ability measure of H for the Domain Adaptation
problem considered and corresponds to the error of the best joint hypothesis over the two domains:
ν = argminh∈H errS(h) + errT (h). The second term dH∆H(DS , DT ) is called the distance between the
two domain marginal probability distributions: DS for the source and DT for the target. Note that
both errS(h) and dH∆H can be estimated from finite samples.
Our algorithm addresses Domain Adaptation for binary classification in the challenging case where no
target label is available. Following the Domain Adaptation framework of Ben-David et al. [3], our
method looks for a relevant projection space where the source and target distributions tend to be close.
Our approach is formulated as a linear program with a 1-norm regularization leading to sparse models.
To improve the efficiency of the method we propose an iterative version based on a reweighting scheme
of the similarities to move closer the distributions in a new projection space. Hyperparameters and
reweighting quality are controlled by a reverse validation process.
Furthermore, our approach is based on a recent framework of Balcan et al. [6] allowing to learn
linear classifiers in an explicit projection space based on good similarity functions defined as follows.
Roughly speaking, under a criterion of goodness introduced in [6], a good similarity function ensures
that a low error linear classifier exists in a space made of similarity scores to a set of prototype examples
called reasonable points. The learned linear classifier is of the form:
h(·) =
du∑
i=1
αiK(·,x′i)
where the examples xi correspond to this so called set of reasonable points. The formulation is close
to the one of SVM, except that the framework allows one to use similarity functions K that are more
general than kernels in the sense K is not required to be symmetric nor positive semi-definite. The
main idea of our Domain Adaptation algorithm, called DASF, consists in automatically modifying the
projection space to the similarities (ie φR(·) =< K(·,x′1), . . . ,K(·,x′i), . . . ,K(·,x′du) >) for moving closer
source and target points. For this purpose, we proposed a general method based on the optimization of
a regularized convex objective function trying to find reasonable points close both to source and target
examples. The objective function proposed in our algorithm is defined as follows:
min
α
F (α) =
1
dl
dl∑
i=1
L
(
h, (xi, yi)
)
+ λ‖α‖1
+β
∑
(xs,xt)∈CST
∥∥∥(tφR(xs)− tφR(xt)) diag(α)∥∥∥
1
,
with L
(
h, (xi, yi)
)
=
[
1−yih(xi)
]
+
and h(xi) =
du∑
j=1
αjK(xi,x
′
j).
(DASFopt)
Examples (xi, yi) are labeled examples from the source domain, L(·) is the loss function optimized for
learning classifiers, x′j being the ”reasonable” points considered. We have two regularizers, one is a
classical L1 norm over the weights αj of the linear classifier α. The complex last one, weighted by
a parameter β, corresponds to the term trying to move closer some source instances (xs) with target
examples (xt) belonging to a set chosen by reverse validation.
More details can be found in [7]. Note that we have provided theoretical results with DASF and
that our algorithm has been evaluated on a toy problem and on two real image annotation tasks.
4 Classifier fusion with DASF
We used DASF algorithm as a stacking classifier using outputs from individual classifier on the consid-
ered features. Stacking provides a way of combining classifiers together to find an overall system with
usually improved generalization performance [8]. In the context of SIN task, we considered the training
set as source domain and the test set as target domain, although they are supposed to be already closed.
However, as the challenge is based on real data, the training set could not be representative of the test
set. We thus expect DASF to improve further the performance of video indexing.
In order to make good use of the similarity function framework of Balcan et al. we proposed to
compare two different similarity function. The first one is a usual Gaussian kernel (which is symmetric
and PSD). For the second one we build a new similarity function by normalizing the Gaussian kernel. In
order to link the two domains, we consider the information of both of them at the same time by actually
renormalizing the Gaussian kernel for all the source and target points relatively to the set of similarities
to the reasonable points. By construction, the similarity is then non-symmetric and non-PSD. Our
choice is clearly heuristic and our aim is just to evaluate the interest of renormalizing a similarity for
domain adaptation problems. Finally, we made a light search of the hyperparameters to accelerate our
approach.
5 Results
In the following, we report our results (infAP) on the full SIN task. We compare DASF with SF as our
baseline, SF-classifier is a linear classifier without Domain Adaptation, proposed for leaning with good
similarity function ([6]). Both SF and DASF have been submitted with and without normalization. We
can observe that:
- A poor performance of our runs compare to the best run and the median. The stacking process as
we implemented seems to overfit data ;
- Normalization was not successful, probably because source and target domains was actually closed:
in such a particular case, we lost information by making use of the normalization ;
- As expected Domain Adaptation runs both outperformed our baseline. Even if train and test set are
similar, we can still take advantage of Domain Adaptation approach by considering (test) target
information during the learning process.
Videosense 1 0.067 DASF with normalization
Videosense 2 0.040 SF with normalization
Videosense 3 0.080 DASF
Videosense 4 0.072 SF
Best run 0.1731 -
Median 0.1083 -
6 Conclusion
Our main focus for TRECVID’11 SIN task is on the exploration of Stacking with Domain Adaptation
to combine individual classifiers. Taking into account target information by using Domain Adaptation
has allowed us to improve baseline results which was our main objective. However, we suspect that we
actually have overfitted data and unfortunately was not able to generalize as we expected. This can be
explained by the following reasons:
• We did not consider the goodness of the similarity function used (ie the Gaussian kernel) according
to the outputs of the individual classifiers. In particular we are not sure that such a similarity is the
best choice with our framework. Optimizing the similarity with some metric learning approaches,
for example, would help us to better adapt our framework to the stacking problem considered.
• The renormalization of the kernel function used in our approach is simple but we know that it
works well when the two domains are very different. The fact that this renormalization does
not increase the performance shows that the train and test data are not that different here. By
combining an information on the distance domains and some metric learning approaches, as evoked
before, we may drastically improve the results.
• In domain adaptation, the estimation of the hyperparameters is difficult and costly. In our runs,
we simplified a bit the search of the parameters which may explain why we tend to overfit.
• We did not take into account some second order (ie variance/covariance) information from the
outputs of the classifiers and we think that it may be useful to find a better combination.
Our first attempt shows that Domain Adaptation could bring some improvement. However, to be
competitive with the state of the art, we have to take into account more accurately the diversity of
the data and classifiers. It appears especially important in the case of multiple source of annotations.
Under this condition, we think that Domain Adaptation approaches can lead to significant improvement
of the results. Using some correlations between labels is in particular an interesting direction.
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Titre Apprentissage de vote de majorite´ pour la classification supervise´e et l’adaptation de domaine :
approches PAC-Baye´siennes et combinaison de similarite´s
Re´sume´ De nos jours, avec l’expansion d’Internet, l’abondance et la diversite´ des donne´es accessibles qui en re´sulte, de
nombreuses applications requie`rent l’utilisation de me´thodes d’apprentissage automatique supervise´ capables de prendre
en conside´ration diffe´rentes sources d’informations. Par exemple, pour des applications relevant de l’indexation se´mantique
de documents multime´dia, il s’agit de pouvoir efficacement tirer be´ne´fice d’informations lie´es a` la couleur, au texte, a` la
texture ou au son des documents a` traiter. La plupart des me´thodes existantes proposent de combiner ces informations
multimodales, soit en fusionnant directement les descriptions, soit en combinant des similarite´s ou des classifieurs, avec
pour objectif de construire un mode`le de classification automatique plus fiable pour la taˆche vise´e. Ces aspects multimodaux
induisent ge´ne´ralement deux types de difficulte´s. D’une part, il faut eˆtre capable d’utiliser au mieux toute l’information a
priori disponible sur les objets a` combiner. D’autre part, les donne´es sur lesquelles le mode`le doit eˆtre applique´ ne suivent
ne´cessairement pas la meˆme distribution de probabilite´ que les donne´es utilise´es lors de la phase d’apprentissage. Dans
ce contexte, il faut eˆtre a` meˆme d’adapter le mode`le a` de nouvelles donne´es, ce qui rele`ve de l’adaptation de domaine.
Dans cette the`se, nous proposons plusieurs contributions fonde´es the´oriquement et re´pondant a` ces proble´matiques. Une
premie`re se´rie de contributions s’inte´resse a` l’apprentissage de votes de majorite´ ponde´re´s sur un ensemble de votants
dans le cadre de la classification supervise´e. Ces contributions s’inscrivent dans le contexte de la the´orie PAC-Baye´sienne
permettant d’e´tudier les capacite´s en ge´ne´ralisation de tels votes de majorite´ en supposant un a priori sur la pertinence
des votants. Notre premie`re contribution vise a` e´tendre un algorithme re´cent, MinCq, minimisant une borne sur l’erreur
du vote de majorite´ en classification binaire. Cette extension permet de prendre en compte une connaissance a priori sur
les performances des votants a` combiner sous la forme d’une distribution aligne´e. Nous illustrons son inte´reˆt dans une
optique de combinaison de classifieurs de type plus proches voisins, puis dans une perspective de fusion de classifieurs
pour l’indexation se´mantique de documents multime´dia. Nous proposons ensuite une contribution the´orique pour des
proble`mes de classification multiclasse. Cette approche repose sur une analyse PAC-Baye´sienne originale en conside´rant la
norme ope´rateur de la matrice de confusion comme mesure de risque. Notre seconde se´rie de contributions concerne la
proble´matique de l’adaptation de domaine. Dans cette situation, nous pre´sentons notre troisie`me apport visant a` combiner
des similarite´s permettant d’infe´rer un espace de repre´sentation de manie`re a` rapprocher les distributions des donne´es
d’apprentissage et des donne´es a` traiter. Cette contribution se base sur la the´orie des fonctions de similarite´s (ǫ,γ,τ)-bonnes et
se justifie par la minimisation d’une borne classique en adaptation de domaine. Pour notre quatrie`me et dernie`re contribution,
nous proposons la premie`re analyse PAC-Baye´sienne approprie´e a` l’adaptation de domaine. Cette analyse se base sur une
mesure consistante de divergence entre distributions permettant de de´river une borne en ge´ne´ralisation pour l’apprentissage
de votes de majorite´ en classification binaire. Elle nous permet e´galement de proposer un algorithme adapte´ aux classifieurs
line´aires capable de minimiser cette borne de manie`re directe.
Mots-cle´s Apprentissage Automatique, Vote de majorite´, The´orie PAC-Baye´sienne, Classification supervise´e, Adaptation de domaine.
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Abstract Nowadays, due to the expansion of the web a plenty of data are available and many applications need to
make use of supervised machine learning methods able to take into account different information sources. For instance, for
multimedia semantic indexing applications, one have to efficiently take advantage of information about color, textual, texture
or sound sources of the document. Most of the existing methods try to combine these multimodal informations, either by
directly fusionning the descriptors or by combining similarities or classifiers, in order to produce a classification model more
reliable for the considered task. Usually, these multimodal facets imply two main issues. On the one hand, one have to be able
to correctly make use of all the a priori information available. On the other hand, the data, on which the model will be applied,
does not come from the same probability distribution than the data used during the learning step. In this context, we have to
adapt the model on new data, which is known as domain adaptation. In this thesis, we propose several theoretically-founded
contributions for tackle these issues. A first serie of contributions studies the problem of learning a weighted majority vote
over a set of voters in a supervised classification setting. These results fall within the context of the PAC-Bayesian theory
allowing to derive generalization abilities for such a vote by assuming an a priori on the relevance of the voters. Our first
contribution aims at extending a recent algorithm, MinCq, minimizing a bound over the error of the majority vote in binary
classification. This extension can take into account an a priori belief on the performances of the voters. This belief is expressed
as an aligned distribution. We illustrate its usefulness for combining nearest neighbor classifiers, and for classifier fusion
on a multimedia semantic indexing task. Then, we propose a theoretical contribution for multiclass classification tasks. Our
approach is based on an original PAC-Bayesian analysis considering the operator norm of the confusion matrix as an error
measure. Our second series of contributions relates to domain adaptation. In this situation we present our third result for
combining similarities in order to infer a representation space for moving closer the learning distribution and the testing
distribution. This contribution is based on the theory of learning from (ǫ,γ,τ)-good similarity functions and is justified by
the minimization of an usual bound in domain adaptation. For our last contribution, we propose the first PAC-Bayesian
analysis for domain adaptation. This analysis is based on a consistent divergence measure between distributions allowing us
to derive a generalization bound for learning majority votes in binary classification. Moreover, we propose a first algorithm
specialized to linear classifiers and able to directly minimize our bound.
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