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a b s t r a c t
A two-step derivative-free iterative algorithm is presented for solving nonlinear equations.
Error analysis shows that the algorithm is fourth-order with efficiency index equal to
1.5874. A lot of numerical results show that the algorithm is effective and is preferable
to some existing derivative-free methods in terms of computation cost.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Considering the following nonlinear equation
f (x) = 0, (1)
where f : R → R has a single zero point x∗ and is continuous in the neighborhood of x∗.
A lot of methods are developed for the nonlinear equation (1), see [1–16] and the references therein. In these methods,
Newton’s method is themost well-known. There aremanymodified versions of Newton’s method, see [6–8], etc. In order to
obtain a high-order method, some two-step or three-step methods are constructed, see [5,11,15], etc. A large part of these
methods is developed by using the Taylor interpolating polynomials, quadratures or some other techniques.
When the derivative of the function f is unavailable or is expensive to obtain, the derivative-free method is necessary,
since these methods only take into account the values of the function. The bisection method is the simplest derivative-free
method by shortening the interval including the root. But themethod converges slowly. In order to devise an algorithmwith
better convergence properties than the bisection method, the derivative f ′ used in Newton’s method is approximated. In
the chord method, f ′(xn) is approximated by (f (b)− f (a))/(b− a), where a, b are the end points of the root interval. While
(f (xn)− f (xn−1))/(xn − xn−1) approximates f ′(xn) in the secant method which converges with the order of (1+
√
5)/2. In
order to improve the convergence properties, Steffensen proposed the following well-known derivative-free method (SM)
xn+1 = xn − f
2(xn)
f (xn + f (xn))− f (xn) , (2)
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which locally converges with the order of 2. Wu and Xia in [9] presented some modified derivative-free methods which
converge with the order 1 +√2. The above derivative-free methods are all one step. In [12], Sharma and Goyal presented
a two-step method (SGM) which converges with the order of 4 and has an efficiency index of 1.587.
In this paper, we presented a fourth-order derivative-free method for nonlinear equation (1). The derivative of f at the
current iterate xn is approximated by
g(xn) = f (xn)− f (xn − tnf (xn))tnf (xn) ,
where tn is adaptively determined.
2. Method and convergence analysis
The method for the above nonlinear equation is given as follows
wn = xn − f (xn)g(xn) , (3)
xn+1 = xn − f (xn)g(xn)

1+ f (wn)
f (xn)
+

1+ 1
1− tng(xn)

f (wn)
f (xn)
2
. (4)
Theorem 2.1. Let x∗ be the simple zero of the sufficiently differentiable function f : I → R in an open interval I. If x0 is sufficiently
close to x∗ and 1 − tnf ′(x∗) ≠ 0, then the above method defined by (3) and (4) is of fourth-order at least, and satisfies the error
equation
en+1 = Mne4n + O(e5n), (5)
where en = xn − x∗, and Mn is defined later.
Proof. Using the Taylor expansion of f at x∗ and taking account of f (x∗) = 0, one has
f (xn) = f ′(x∗)en + 12 f
′′(x∗)e2n +
1
6
f ′′′(x∗)e3n +
1
24
f (4)(x∗)e4n + O(e5n), (6)
f (xn − tnf (xn)) = f ′(x∗)(1− tnf ′(x∗))en + e
2
n
2

(1− tnf ′(x∗))2f ′′(x∗)− tnf ′(x∗)f ′′(x∗)

+ e
3
n
6

(1− tnf ′(x∗))3f ′′′(x∗)− tnf ′(x∗)f ′′′(x∗)− 3tn(1− tnf ′(x∗))f ′′(x∗)2

+ e
4
n
24

(1− tnf ′(x∗))4f (4)(x∗)+ 3t2n f ′′(x∗)3 − tnf ′(x∗)f (4)(x∗)
− 2tn(1− tnf ′(x∗))

5− 3tnf ′(x∗)

f ′′(x∗)f ′′′(x∗)

+ O(e5n).
Therefore
f (xn)− f (xn − tnf (xn)) = tn

c1en + c2e2n + c3e3n + c4e4n
+ O(e5n), (7)
where
c1 = f ′(x∗)2;
c2 = 0.5f ′(x∗)(3− tnf ′(x∗))f ′′(x∗);
c3 = f
′(x∗)
6
[
4− 3tnf ′(x∗)+ t2n f ′(x∗)2

f ′′′(x∗)+ 3(1− tnf ′(x∗))f ′′(x∗)2/f ′(x∗)
]
;
c4 = f
′(x∗)
24

[5− 6tnf ′(x∗)+ 4t2n f ′(x∗)2 − t3n f ′(x∗)3]f (4)(x∗)
+ 2(1− tnf ′(x∗))(5− 3tnf ′(x∗))f ′′(x∗)f ′′′(x∗)− 3tnf ′′(x∗)3 /f ′(x∗).
Eqs. (6) and (7) give
g(xn) = d0 + d1en + d2e2n + d3e3n + O(e4n), (8)
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where
d0 = c1f ′(x∗) = f
′(x∗);
d1 = c2f ′(x∗) −
c1f ′′(x∗)
2f ′(x∗)2
= (2− tnf
′(x∗))f ′′(x∗)
2
;
d2 = c3f ′(x∗) −
c1f ′′′(x∗)+ 3c2f ′′(x∗)
6f ′(x∗)2
+ c1f
′′(x∗)2
4f ′(x∗)3
= 1
6

3− 3tnf ′(x∗)+ t2n f ′(x∗)2

f ′′′(x∗)− tnf
′′(x∗)2
4
;
d3 = c4f ′(x∗) −
c1f (4)(x∗)+ 4c2f ′′′(x∗)+ 12c3f ′′(x∗)
24f ′(x∗)2
+ 2c1f
′′(x∗)f ′′′(x∗)+ 3c2f ′′(x∗)2
12f ′(x∗)3
− c1f
′′(x∗)3
8f ′(x∗)4
=

4− 6tnf ′(x∗)+ 4t2n f ′(x∗)2 − t3n f ′(x∗)3

f (4)(x∗)
24
− tn(2− tnf
′(x∗))f ′′(x∗)f ′′′(x∗)
6
.
f (xn)
g(xn)
= en + v2e2n + v3e3n + v4e4n + O(e5n) (9)
for the following values dependent on tn
v2 = − f
′′(x∗)

1− tnf ′(x∗)

2f ′(x∗)
;
v3 = f
′′′(x∗)
6f ′(x∗)
− d2
f ′(x∗)
− d1f
′′(x∗)
2f ′(x∗)2
+ d
2
1
f ′(x∗)2
;
= −(2− 3tnf
′(x∗)+ t2n f ′(x∗)2)f ′′′(x∗)
6f ′(x∗)
+

2− 2tnf ′(x∗)+ t2n f ′(x∗)2

f ′′(x∗)2
4f ′(x∗)2
;
v4 = f
(4)(x∗)
24f ′(x∗)
− d1f
′′′(x∗)+ 3d2f ′′(x∗)− 2d1d2
6f ′(x∗)2
+ d
2
1f
′′(x∗)
2f ′(x∗)3
− d3
f ′(x∗)
= f
(4)(x∗)

3+ 6tnf ′(x∗)− 4t2n f ′(x∗)2 + t3n f ′(x∗)3

24f ′(x∗)
+ f
′′(x∗)f ′′′(x∗)

7− 10tnf ′(x∗)+ 7t2n f ′(x∗)2 − 2t3n f ′(x∗)3

12f ′(x∗)2
+ f
′′(x∗)3
−4+ 5tnf ′(x∗)− 3t2n f ′(x∗)2 + t3n f ′(x∗)3
8f ′(x∗)3
.
Additionally,
1
1− tng(xn) =
1
1− tnf ′(x∗) +
tnf ′′(x∗)

2− tnf ′(x∗)

2(1− tnf ′(x∗))2 en + O(e
2
n). (10)
Thus
wn = x∗ − v2e2n − v3e3n − v4e4n + O(e5n), (11)
f (wn) = s2e2n + s3e3n + s4e4n + O(e5n), (12)
where
s2 = −v2f ′(x∗);
s3 = −v3f ′(x∗);
s4 = −v4f ′(x∗)+ v
2
2 f
′′(x∗)
2
.
Hence
f (wn)
f (xn)
= s2
f ′(x∗)
en +

s3
f ′(x∗)
− s2f
′′(x∗)
2f ′(x∗)2

e2n +

s4
f ′(x∗)
− s2f
′′′(x∗)
6f ′(x∗)2
− s3f
′′(x∗)
2f ′(x∗)2
+ s2f
′′(x∗)2
4f ′(x∗)3

e3n + O(e4n)
=

−v4 + v
2
2
2f ′(x∗)
+ v2f
′′′(x∗)
6f ′(x∗)
+ v3f
′′(x∗)
2f ′(x∗)
− v2
4f ′(x∗)2

e3n − v2en +

−v3 + v2f
′′(x∗)
2f ′(x∗)

e2n + O(e4n)
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, −v2en +

−v3 + v2f
′′(x∗)
2f ′(x∗)

e2n + He3n + O(e4n). (13)
Therefore, Eqs. (4), (9), (10) and (13) give
en+1 = en − f (xn)g(xn)

1+ f (wn)
f (xn)
+

1+ 1
1− tng(xn)

f (wn)
f (xn)
2
= −

H + tnf
′′(x∗)3

2− tnf ′(x∗)

8f ′(x∗)2
− 2v2v3 + v4 + v
2
2 f
′′(x∗)
2f ′(x∗)
+ (2− tnf
′(x∗))f ′′(x∗)
f ′(x∗)
×

−v3 + v2tnf
′′(x∗)
2f ′(x∗)
]
e4n + O

e5n

. (14)
Let Mn be the coefficient of e4n in the above Eq. (14), which completes the proof since the sequence {Mn} is bounded
uniformly. 
3. Implementation
Clearly, themethod defined by (3) and (4) is locally convergent. In order to obtain the global convergence, we implement
the method by combining the Regula Falsi method as follows:
Step 0 : Given an initial interval [a0, b0]with f (a0)f (b0) < 0 and the initial point x0 ∈ [a0, b0]. The precision ε = 1E − 30.
If |f (x0)| < ε, then terminate and output x0 as the approximate root of f . n := 0;
Step 1 : If |an − bn| < ε, then terminate and output xn as the approximate root of f ;
Step 2 . Computewn by (3). If |f (wn)| < ε, then terminate and outputwn as the approximate root of f ;
Step 3 : Compute xn+1 by (4). If |f (xn+1)| < ε, then terminate and output xn+1 as the approximate root of f ;
Step 4 : Compute yn+1 = an − an−bnf (an)−f (bn) f (an) by the Regula Falsi method. If |f (yn+1)| < ε, then terminate and output yn+1
as the approximate root of f ;
Step 5 : If xn+1 ∈ [an, bn], then
• If f (xn+1)f (yn+1) < 0, then an+1 := min(xn+1, yn+1), bn+1 := max(xn+1, yn+1), n := n+ 1, and goto Step 1;
• If f (xn+1)f (yn+1) > 0 and f (xn+1)f (an) < 0, then bn+1 := min(xn+1, yn+1), an+1 := an, xn+1 := bn+1, n := n + 1,
and goto Step 1;
• If f (xn+1)f (yn+1) > 0 and f (xn+1)f (an) > 0, then an+1 := max(xn+1, yn+1), bn+1 := bn, xn+1 := an+1, n := n+ 1,
and goto Step 1;
else if xn+1 is not in [an, bn], then
• If f (an)f (yn+1) < 0, then bn+1 := yn+1, an+1 := an, xn+1 = argmin{|f (an)|, |f (yn+1)|}, n := n+1, and goto Step 1;
• If f (bn)f (yn+1) < 0, then an+1 := yn+1, bn+1 := bn, xn+1 = argmin{|f (bn)|, |f (yn+1)|}, n := n+ 1, and goto Step 1.
Note that the above algorithm has the following properties: (i) For any n ≥ 0, f (an)f (bn) < 0 which shows that the interval
[an, bn] includes a root of f ; (ii) If xn+1 produced by (3) and (4) is not in [an, bn], then the interval [an+1, bn+1] is produced
by the Regula Falsi method; (iii) At every iterate, the algorithm produces a shorter interval [an, bn] than the Regula Falsi
method does, which implies that the above algorithm is globally convergent.
Now, we determine the stepsize tn+1. Denote tempn = tnf (xn)/(f (xn) − f (xn − tnf (xn))). From the error analysis, the
stepsize tn+1 should be set such that |1− tn+1f ′(x∗)| ≠ 0. Since 1/tempn tends to f ′(x∗) as xn tends to x∗, one should choose
tn+1 such that |1− tn+1/tempn| = η > 0. Here, we select η = 0.999, then tn+1 can be set as 0.001tempn. When 0.001tempn
is too large, it cannot be the stepsize. Therefore, in the above algorithm, the stepsize tn is set as follows: t0 = 1, and
tn+1 =
−sign (f (xn)− f (xn − tnf (xn))) , 0.001|tempn| > 1;
tempn, else.
Additionally, the algorithm is terminated when |f (xn)| < 1 × 10−30 or |a − b| < 1 × 10−30 or the number of iterations
IT > 10 000.
Nowadays, high-order methods are important because numerical applications use high precision in their computations.
For this reason the above algorithm is coded in Intel Visual Fortran Compiler Professional v11.0.061 with real(16) data
type and is applied to the set of test functions listed in the Appendix. For comparison, the SM, SGM, and the method (YM)
proposed by [14] are also applied to the set of test functions. And the SM and SGM are implemented by combining with the
Falsi method.
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4. Numerical results
All the numerical results are listed in Table 1. Additionally, L and R represent the initial point x0 = a0 and x0 = b0,
respectively (x1 = (a0+ b0)/2 for YM). Furthermore, n = imeans that n is set as i in the corresponding problem. Moreover,
the number of function evaluations and iterations are denoted by NFE and IT, respectively in Table 1. In addition, the
denotation FLAG in Table 1 tells us how the corresponding algorithm terminates. FLAG = 0, 1, 2, and 3 inform that the
corresponding algorithm terminates with |f (yn+1)| < ε, |f (wn)| < ε or |f (xn+1)| < ε, |an − bn| < ε, and the number of
iterations IT > 10 000 respectively. Note that, for YM, there does not exist FLAG= 0 or 2, since we do not combine it with
the Falsi method in implementation.
It can be seen from Table 1 that the four methods are effective for a large part of test problems. The four methods are all
not effective for problem 13, since the number of iterations IT > 10 000. Besides, it is ineffective for the proposed algorithm
to problem 12, for the method in [12] to problem 3 with n = 1 and problem 11 with n = 20, for Steffensen’s method to
problem 3 with n = 1, problem 11 with= 5 and problem 12, and for the YM to problem 10 with n = 5, 15, 20, problem 14
and problem 17.
In terms of computation cost, the proposedmethod is superior to themethod proposed in [12] for all of the test functions,
and is preferable to Steffensen’s method for a large part of test problems except problems 10 and 14. It is also comparable
with YM.
In terms of the total cost of computation, for all these test problems, it took 179220 function evaluations in 44628
cycles for the proposed method, 302094 function evaluations in 75341 cycles for the method in [12], 195025 function
evaluations in 64805 cycles for Steffensen’s method, and in 142174 cycles for YM. But we cannot deny the fact that YM
need less computation cost for some problems for which the four methods are effective.
The limited numerical results show that the presented algorithm is preferable to some existing derivative-free methods
in terms of computation cost and effectiveness.
5. Conclusion
A fourth-order derivative-free convergent iterative method has been presented for solving nonlinear equations. A lot
of numerical results show that the method is effective. Moreover, the numerical comparison indicates that our method is
preferable to some existing derivative-free methods in terms of computation cost.
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Appendix
The set of test functions is listed below, where functions P01–P02 are from [12], P03–P14 are taken from [10], functions
P15–P21 are chosen from [11], and functions P22–P24 are selected from [13].
P01: f (x) = x2 − (1− x)5, x ∈ [0, 1];
P02: f (x) = 3x+ sin x− ex, x ∈ [0, 1];
P03: f (x) = −2∑20i=1 (2i−5)2(x−i2)3 , x ∈ n2 + 10−9, (n+ 1)2 − 10−9 , n = 1, . . . , 19;
P04: f (x) = sin(x)− 0.5, x ∈ [0, 1.5];
P05: f (x) = 2xe−n − 2e−nx + 1, where n = 1, 2, 3, 4, 5, 15, 20, x ∈ [0, 1];
P06: f (x) = (1+ (1− n)2)x− (1− nx)2, where n = 1, 2, 5, 10, 15, 20, x ∈ [0, 1];
P07: f (x) = x2 − (1− x)n, where n = 1, 2, 5, 10, 15, 20, x ∈ [0, 1];
P08: f (x) = (1+ (1− n)4)x− (1− nx)4, where n = 1, 2, 4, 5, 8, 15, 20, x ∈ [0, 1];
P09: f (x) = (x− 1)e−nx + xn, where n = 1, 5, 10, 15, 20, x ∈ [0, 1];
P10: f (x) = nx−1
(n−1)x , where n = 2, 5, 15, 20, x ∈ [0.01, 10];
P11: f (x) = xn, where n = 3, 5, 7, 9, 19, 25, x ∈ [−1, 10];
P12: f (x) =

0, x = 0;
xe−x−2 , else; x ∈ [−1, 4]
P13: f (x) = e−nx−x−0.5xn , where n = 5, x ∈ [−0.1185, 0.1185];
P14: f (x) = x−1/2 − 2 log10(nx1/2)+ 0.8, where n = 1× 103, 1× 107, x ∈ [0.001, 5];
P15: f (x) = x3 + 4x2 − 10, x ∈ [0, 5];
P16: f (x) = x2 − ex − 3x+ 2, x ∈ [−1, 4];
P17: f (x) = xex2 − sin2(x)+ 3 cos(x)+ 5, x ∈ [−2.5, 2.5];
P18: f (x) = sin(x)ex + ln(x2 + 1), x ∈ [−0.6, 1.0];
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Table 1
Comparison of various derivative-free iterative schemes.
Proposed algorithm Method [12] Steffensen’s method Method [14]
NFE IT FLAG NFE IT FLAG NFE IT FLAG NFE IT FLAG
Problem 01
L 16 3 1 24 5 1 19 5 1 14 5 1
R 16 3 1 342 84 0 19 5 1 14 5 1
Problem 02
L 13 2 1 13 2 1 19 5 1 12 4 1
R 13 2 1 126 30 0 19 5 1 12 4 1
Problem 03
n = 1, L 25 5 1 40006 10001 3 30005 10001 3 18 7 1
n = 1, R 25 5 1 40006 10001 3 30005 10001 3 18 7 1
n = 2, L 16 3 1 16 3 1 19 5 1 14 5 1
n = 2, R 16 3 1 25 5 1 19 5 1 14 5 1
n = 3, L 28 6 1 21 4 1 25 7 1 18 7 1
n = 3, R 28 6 1 25 5 1 25 7 1 18 7 1
n = 4, L 20 4 1 20 4 1 19 5 1 16 6 1
n = 4, R 20 4 1 26 5 0 19 5 1 16 6 1
n = 5, L 17 3 1 24 5 1 19 5 1 16 6 1
n = 5, R 17 3 1 28 6 1 19 5 1 16 6 1
n = 6, L 17 3 1 24 5 1 19 5 1 14 5 1
n = 6, R 17 3 1 21 4 1 19 5 1 14 5 1
n = 7, L 17 3 1 24 5 1 19 5 1 14 5 1
n = 7, R 17 3 1 21 4 1 19 5 1 14 5 1
n = 8, L 21 4 1 24 5 1 19 5 1 14 5 1
n = 8, R 21 4 1 25 5 1 19 5 1 14 5 1
n = 9, L 21 4 1 24 5 1 19 5 1 14 5 1
n = 9, R 21 4 1 25 5 1 19 5 1 14 5 1
n = 10, L 21 4 1 24 5 1 19 5 1 14 5 1
n = 10, R 21 4 1 25 5 1 19 5 1 14 5 1
n = 11, L 21 4 1 24 5 1 19 5 1 14 5 1
n = 11, R 21 4 1 25 5 1 19 5 1 14 5 1
n = 12, L 21 4 1 24 5 1 19 5 1 14 5 1
n = 12, R 21 4 1 25 5 1 19 5 1 14 5 1
n = 13, L 21 4 1 24 5 1 19 5 1 14 5 1
n = 13, R 21 4 1 24 5 1 19 5 1 14 5 1
n = 14, L 21 4 1 24 5 1 16 4 1 14 5 1
n = 14, R 21 4 1 24 5 1 16 4 1 14 5 1
n = 15, L 21 4 1 24 5 1 16 4 1 14 5 1
n = 15, R 21 4 1 24 5 1 16 4 1 14 5 1
n = 16, L 21 4 1 24 5 1 16 4 1 14 5 1
n = 16, R 21 4 1 24 5 1 16 4 1 14 5 1
n = 17, L 21 4 1 24 5 1 16 4 1 12 4 1
n = 17, R 21 4 1 24 5 1 16 4 1 12 4 1
n = 18, L 21 4 1 24 5 1 16 4 1 12 4 1
n = 18, R 21 4 1 24 5 1 16 4 1 12 4 1
n = 19, L 20 4 1 24 5 1 16 4 1 12 4 1
n = 19, R 20 4 1 24 5 1 16 4 1 12 4 1
Problem 04
L 12 2 1 12 2 1 13 3 1 12 4 1
R 17 3 1 28 6 1 19 5 1 12 4 1
Problem 05
n = 1, L 12 2 1 16 3 1 19 5 1 12 4 1
n = 1, R 12 2 1 142 34 0 19 5 1 12 4 1
n = 2, L 13 2 1 20 4 1 22 6 1 14 5 1
n = 2, R 13 2 1 206 50 0 22 6 1 14 5 1
n = 3, L 16 3 1 24 5 1 25 7 1 14 5 1
n = 3, R 16 3 1 234 57 0 25 7 1 14 5 1
n = 4, L 17 3 1 28 6 1 28 8 1 16 6 1
n = 4, R 17 3 1 242 59 0 28 8 1 16 6 1
n = 5, L 17 3 1 36 8 1 31 9 1 16 6 1
n = 5, R 17 3 1 246 60 0 31 9 1 16 6 1
n = 15, L 20 4 1 250 61 0 37 11 1 20 8 1
n = 15, R 20 4 1 250 61 0 37 11 1 20 8 1
n = 20, L 20 4 1 254 62 0 40 12 1 20 8 1
n = 20, R 20 4 1 254 62 0 40 12 1 20 8 1
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Table 1 (continued)
Proposed algorithm Method [12] Steffensen’s method Method [14]
NFE IT FLAG NFE IT FLAG NFE IT FLAG NFE IT FLAG
Problem 06
n = 1, L 13 2 1 16 3 1 19 5 1 12 4 1
n = 1, R 13 2 1 150 36 0 19 5 1 12 4 1
n = 2, L 17 3 1 17 3 1 25 7 1 16 6 1
n = 2, R 17 3 1 21 4 1 25 7 1 16 6 1
n = 5, L 16 3 1 17 3 1 25 7 1 20 8 1
n = 5, R 16 3 1 21 4 1 25 7 1 20 8 1
n = 10, L 16 3 1 17 3 1 22 6 1 24 10 1
n = 10, R 16 3 1 21 4 1 22 6 1 24 10 1
n = 15, L 13 2 1 16 3 1 22 6 1 28 12 1
n = 15, R 13 2 1 20 4 1 22 6 1 28 12 1
n = 20, L 13 2 1 16 3 1 22 6 1 28 12 1
n = 20, R 13 2 1 20 4 1 22 6 1 28 12 1
Problem 07
n = 1, L 13 2 1 24 5 1 19 5 1 12 4 1
n = 1, R 13 2 1 24 5 1 19 5 1 12 4 1
n = 2, L 4 0 1 4 0 1 4 0 1 4 0 1
n = 2, R 4 0 1 6 0 0 4 0 1 4 0 1
n = 5, L 16 3 1 24 5 1 19 5 1 14 5 1
n = 5, R 16 3 1 342 84 0 19 5 1 14 5 1
n = 10, L 17 3 1 72 17 1 19 5 1 16 6 1
n = 10, R 17 3 1 722 179 0 19 5 1 16 6 1
n = 15, L 17 3 1 573 142 1 19 5 1 18 7 1
n = 15, R 17 3 1 1122 279 0 19 5 1 18 7 1
n = 20, L 20 4 1 1526 380 0 19 5 1 20 8 1
n = 20, R 20 4 1 173 42 1 19 5 1 20 8 1
Problem 08
n = 1, L 13 2 1 20 4 1 22 6 1 14 5 1
n = 1, R 13 2 1 238 58 0 22 6 1 14 5 1
n = 2, L 20 4 1 25 5 1 28 8 1 18 7 1
n = 2, R 20 4 1 29 6 1 28 8 1 18 7 1
n = 4, L 16 3 1 21 4 1 22 6 1 46 21 1
n = 4, R 16 3 1 25 5 1 22 6 1 46 21 1
n = 5, L 13 2 1 20 4 1 19 5 1 54 25 1
n = 5, R 13 2 1 24 5 1 19 5 1 54 25 1
n = 8, L 13 2 1 17 3 1 19 5 1 70 33 1
n = 8, R 13 2 1 21 4 1 19 5 1 70 33 1
n = 15, L 12 2 1 16 3 1 16 4 1 90 43 1
n = 15, R 12 2 1 20 4 1 16 4 1 90 43 1
n = 20, L 12 2 1 16 3 1 16 4 1 100 48 1
n = 20, R 12 2 1 20 4 1 16 4 1 100 48 1
Problem 09
n = 1, L 13 2 1 16 3 1 19 5 1 12 4 1
n = 1, R 13 2 1 162 39 0 19 5 1 12 4 1
n = 5, L 16 3 1 16 3 1 16 4 1 14 5 1
n = 5, R 16 3 1 16 3 1 16 4 1 14 5 1
n = 10, L 16 3 1 16 3 1 19 5 1 14 5 1
n = 10, R 16 3 1 16 3 1 19 5 1 14 5 1
n = 15, L 17 3 1 28 6 1 19 5 1 16 6 1
n = 15, R 17 3 1 28 6 1 19 5 1 16 6 1
n = 20, L 17 3 1 29 6 1 22 6 1 16 6 1
n = 20, R 17 3 1 29 6 1 22 6 1 16 6 1
Problem 10
n = 2, L 168 41 1 13818 3453 0 88 28 1 12 4 1
n = 2, R 13818 3453 0 13818 3453 0 88 28 1 12 4 1
n = 5, L 189 46 1 5518 1378 0 202 66 1 20004 10001 3
n = 5, R 5518 1378 0 5518 1378 0 202 66 1 20004 10001 3
n = 15, L 105 25 1 1770 441 0 130 42 1 20004 10001 3
n = 15, R 1770 441 0 1770 441 0 130 42 1 20004 10001 3
n = 20, L 88 21 1 1294 322 0 109 35 1 20004 10001 3
n = 20, R 1294 322 0 1294 322 0 109 35 1 20004 10001 3
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Table 1 (continued)
Proposed algorithm Method [12] Steffensen’s method Method [14]
NFE IT FLAG NFE IT FLAG NFE IT FLAG NFE IT FLAG
Problem 11
n = 3, L 4 0 1 133 32 1 4 0 1 134 65 1
n = 3, R 154 37 0 113 27 1 7247 2414 0 134 65 1
n = 5, L 4 0 1 149 36 1 4 0 1 156 76 1
n = 5, R 178 43 0 69 16 1 30005 10001 3 156 76 1
n = 7, L 4 0 1 164 40 1 4 0 1 170 83 1
n = 7, R 12 2 1 8 1 1 7 1 1 170 83 1
n = 9, L 4 0 1 184 45 1 4 0 1 180 88 1
n = 9, R 12 2 1 8 1 1 7 1 1 180 88 1
n = 19, L 4 0 1 5129 1281 1 4 0 1 220 108 1
n = 19, R 12 2 1 8 1 1 7 1 1 220 108 1
n = 20, L 4 0 1 40006 10001 3 4 0 1 242 119 1
n = 20, R 12 2 1 8 1 1 7 1 1 242 119 1
Problem 12
L 160 39 1 148 36 1 193 63 1 136 66 1
R 40006 10001 3 145 35 1 30005 10001 3 136 66 1
Problem 13
L 40006 10001 3 40006 10001 3 30005 10001 3 20004 10001 3
R 40006 10001 3 40006 10001 3 30005 10001 3 20004 10001 3
Problem 14
n = 103 , L 3 426 855 0 3426 855 0 181 59 1 20004 10001 3
n = 103 , R 172 42 1 3426 855 0 181 59 1 20004 10001 3
n = 107 , L 1 074 267 0 1074 267 0 110 35 0 20004 10001 3
n = 107 , R 89 21 1 1074 267 0 110 35 0 20004 10001 3
Problem 15
L 37 8 1 29 6 1 52 16 1 16 6 1
R 25 5 1 41 9 1 548 181 0 16 6 1
Problem 16
L 16 3 1 22 4 0 25 7 1 16 6 1
R 28 6 1 20 4 1 617 204 0 16 6 1
Problem 17
L 14242 3559 0 14242 3559 0 571 189 1 20004 10001 3
R 14242 3559 0 14242 3559 0 571 189 1 20004 10001 3
Problem 18
L 93 22 1 77 18 1 73 23 1 14 5 1
R 93 22 1 102 24 0 73 23 1 14 5 1
Problem 19
L 24 5 1 32 7 1 34 10 1 14 5 1
R 17 3 1 21 4 1 34 10 1 14 5 1
Problem 20
L 56 13 1 62 14 0 46 14 1 20 8 1
R 52 12 1 62 14 0 46 14 1 20 8 1
Problem 21
L 33 7 1 24 5 1 34 10 1 14 5 1
R 33 7 1 498 123 0 34 10 1 14 5 1
Problem 22
L 25 5 1 260 64 1 349 115 1 18 7 1
R 17 3 1 1818 453 0 25 7 1 18 7 1
Problem 23
L 13 2 1 46 10 0 16 4 1 12 4 1
R 12 2 1 182 44 0 13 3 1 12 4 1
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Table 1 (continued)
Proposed algorithm Method [12] Steffensen’s method Method [14]
NFE IT FLAG NFE IT FLAG NFE IT FLAG NFE IT FLAG
Problem 24
L 24 5 1 33 7 1 563 186 0 16 6 1
R 40 9 1 750 186 0 25 7 1 16 6 1
SUM 179220 44628 302094 75341 195025 64805 285032 142178
P19: f (x) = (x− 1)3 − 2, x ∈ [0, 3];
P20: f (x) = (x+ 2)ex − 1, x ∈ [−5, 1];
P21: f (x) = sin2(x)− x2 + 1, x ∈ [−4, 0.5];
P22: f (x) = x3 + 4x2 + 8x+ 8, x ∈ [−6, 3.5];
P23: f (x) = x− 2− e−x, x ∈ [0, 5.5];
P24: f (x) = ex − 3x2, x ∈ [−3, 0.5].
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