Abstract. Assuming the Riemann Hypothesis, we improve on previous results by proving there are infinitely many zeros of the Riemann zeta-function whose differences are smaller than 0.50412 times the average spacing. To obtain this result, we generalize a set of weights that were developed by Xiaosheng Wu, who used them to find a positive proportion of large and small gaps between zeros of the Riemann zeta-function.
Introduction
Assume the Riemann Hypothesis (RH), and let 0 < γ 1 ≤ γ 2 ≤ · · · denote the ordinates of the complex zeros of the Riemann zeta-function, ζ(s), in the upper half-plane. The average distance between γ n and γ n+1 is 2π/ log γ n as n → ∞. An important goal is to prove that these distances between consecutive zeros can be both much larger and much smaller than the average, and therefore we define the numbers (1.1) µ := lim inf n→∞ γ n+1 − γ n 2π/ log γ n and λ := lim sup n→∞ γ n+1 − γ n 2π/ log γ n and seek to improve on the trivial relation µ ≤ 1 ≤ λ. Selberg [Sel89, p. 355] was the first to obtain unconditionally that µ < 1 < λ, although he never published his proof. (See Heath-Brown's argument in [Tit86, ] for a proof.) Montgomery's Pair Correlation Conjecture [Mon73] implies that µ = 0, and conjectures from random matrix theory suggest that λ = ∞. (The best current bound for large gaps is λ > 3.18, due to Bui and Milinovich [BM18] . This result, based on the work of Hall [Hal99] , is unconditional if one restricts the analysis to zeros on the critical line.) In this paper we are concerned with small gaps. The method we use is due to Montgomery and Odlyzko [MO84] and simplified by Conrey, Ghosh, and Gonek [CGG84] . Montgomery and Odlyzko's work was itself motivated by work of Mueller [Mue82] concerning large gaps between zeros. In Table 1 we list the previous results obtained by this method which are also the best results known when assuming RH. The approach in this note differs from these earlier works mainly because we utilize weights that are supported on numbers with a small number of prime factors. Weights of this type were originally suggested by Soundararajan [Sou96] and then developed by Wu [Wu14] to obtain results (conditional on RH) on gaps between zeros of ζ(s) that occur a positive proportion of the time. It turns out that a generalized version of Wu's weights improves on the earlier results for small gaps. This note is organized as follows. In Section 2 we state the extremal problem first introduced by Montgomery and Odlyzko for obtaining short and long gaps between consecutive zeros. In Section 3 we find the solution of the extremal problem for weights supported on the primes. In Section 4 we introduce the generalized Wu weights for numbers supported on a fixed number of prime factors, and derive formulas for the extremal problem from Section 2. In Section 5 we present computational results to find bounds on µ. We are engaged in further computations which lead to improvements in our bound on µ in Theorem 1. For any real or complex sequence of numbers a k , let y ≥ 1, T ≥ 2, c > 0, and h = 2πc/ log T , and define
and Λ(n) denotes the von Mangoldt function. We now let y = T β , and define
. Assume the Riemann Hypothesis. For fixed 0 < β < 1, and T → ∞, if there is a choice of a k 's for which Z(c, β) > 1 then we have
Conrey, Ghosh, and Gonek [CGG84] proved that, for any choice of a k , Z(β, c) < 1 for any β < 1 and c < 1/2. The first author showed (unpublished) this result can be improved to hold for c < 1/2 + δ for some δ > 0, and Milinovich (private communication) has found δ = 0.000026 is acceptable. Therefore, Theorem 2 can not be used to prove µ ≤ 0.500026.
The various weights a k used to obtain the results in Table 1 share the property that a k = 0 for all integers k. Our approach, inspired by Wu [Wu14] , is to use weights depending on the number of prime factors of k with a k supported on numbers k with ≤ J prime factors. In the next section we consider the simplest case of weights a k supported on 1 and primes, and for these we determine the optimal choice for a k .
Weights supported on primes
Theorem 3. Assume the Riemann Hypothesis. Suppose the a k are real and supported on 1 and the primes. Then we have
which is attained with a 1 = ± p≤y b p 2 , and a p = ±b p .
With the same choices of a 1 but a p = ∓b p we obtain min S/S = −|a 1 |/2.
This result is essentially from [CGG + 85] and [Sou96] .
Proof of Theorem 3. By (2.3) the b n are real and b 1 = 0, and therefore we can take n ≥ 2. Since a k is supported on 1 and the primes, a kn = 0 unless k = 1 and n = p. By Cauchy's inequality,
where u = |a 1 |/ p≤y |a p | 2 . We have equality here when u = 1 and |a p | = |b p |. It is easy to now verify the cases of positive and negative sign given in Theorem 3. Taking β = log y/ log T , we have by the Prime Number Theorem, as T → ∞,
Letting x = log u/ log y, this last expression is
Hence by Theorems 2 and 3 we have µ ≤ c for any c satisfying c + 1 2 J(β, c) > 1. Using Mathematica we find this is true with c = .6677020867 . . . on taking β sufficiently close to 1.
Generalized Wu Weights
Let ω(k) denote the number of distinct prime divisors of k and Ω(k) denote the total number of prime divisors of k. It is natural to define our weights on numbers with j distinct prime factors supported on square-free k so that ω(k) = Ω(k) = j. However, in evaluating S and S it is easier to not impose the condition that the prime factors of k be distinct. Therefore we will define our so-called "Generalized Wu" weights a k to be supported on numbers k with Ω(k) ≤ J, and then prove that this gives the same asymptotic formulas for S and S as we obtain on square-free k.
We now define
Here we take P j to be a polynomial in j variables. Wu introduced the same weights but picked the specific polynomial P j log p 1 log y , log p 2 log y , . . . , log p j log y = P log p 1 log y + log p 2 log y + · · · + log p 1 log y = P log k log y .
Our change is inspired by the change Maynard [May15] made in [GPY09] in his work on small gaps between primes, although the weights here are entirely different. Consider first the case J = 1, where we have a 1 = 1, a p = (log p/ log y)P 1 (log p/ log y) p 1/2 , and a k = 0 otherwise. (Note that in this case, the Generalized Wu weights are identical to the original Wu weights.) Then by the Prime Number Theorem, on letting y → ∞,
log u log y P 1 (log u/ log y) 2 du u log y ; let x = log u/ log y,
Similarly, since n ≥ 2, a kn = 0 unless k = 1 and n = p, we have
log p p log y sin(βπc log p/ log y)P 1 (log p/ log y)
sin(βπc log u/ log y)P 1 (log u/ log y) du u log y ; let x = log u/ log y,
Hence, denoting Z in (2.4) by Z 1 when J = 1 with Wu weights,
By Theorem 2 we must maximize the right-hand side to find the smallest c with β → 1 for which Z 1 (c, β) > 1. Using Mathematica we find here the following results. These results may be proven correct by substituting using rational numbers the bound c for µ and the corresponding polynomial into (4.2) and verifying with exact arithmetic that Z 1 > 1. Recall in the last section we found the optimal bound of µ ≤ 0.667702086 . . . in Theorem 2 for weights supported on 1 and primes. Therefore we see that the Wu weights converge extremely quickly to the optimal solution. However, we do not know how to obtain the optimal solutions for weights supported on numbers with Ω(k) ≤ J for J ≥ 2, and we do not know if the Generalized Wu weights converge to the optimal solution.
It is straightforward to use the same procedure used to obtain (4.2) for the general case. For j ≥ 1 let
Our results will be in terms of the multiple integral over functions F (x 1 , · · · , x j ) on [0, 1] j given by Here, we have S 0 = 1, and for 1 ≤ j ≤ J as y → ∞,
and for 1 ≤ j ≤ J − 1,
We will prove Theorem 4 in the next section. The result is not as complicated as it might appear at first. For J = 1 we see from Theorem 4 that S = S 0 + S 1 and S = S 0 and we obtain (4.2). When J = 2 we have S = S 0 + S 1 + S 2 and S = S 0 + S 1 , and we obtain from Theorem 4 (4.8)
and we continue to add terms as J increases.
Proof of Theorem 4
We have, by the Prime Number Theorem, and letting
In the previous sum the primes p 1 , p 2 , . . . , p j are not necessarily distinct. The terms in this sum where two or more primes are not distinct are, up to permutations of the two primes, p1p2...pj ≤y p1=p2
as y → ∞, as long as |F | is bounded inside and on the unit cube. We will take F to be a polynomial and thus it is bounded in this domain. We now complete the proof of Theorem 4. By (5.1) we see
By (4.1) we see this sum is = p1p2...pj ≤y k=p1p2...pj
If the p 1 , p 2 , . . . , p j here are distinct then k is counted j! times in this sum, while if the p i 's here are not all distinct then by (5.2) those terms make a o(1) contribution. Thus this sum is
and (4.6) follows. Next, for (6.2),S
Now n = p m , and thus Ω(kn) = k + m, and then by (4.1) we havẽ
log p j log y P j+m log p 1 log y , · · · , log p j log y , log p log y , . . . , log p log y .
By (5.2) we see the terms here when m ≥ 2 or p, p 1 , p 2 , . . . , p j are not distinct make no contribution, and therefore for 1 ≤ j ≤ J − 1,
by (5.1), and the proof of Theorem 4 is complete.
Results
We first used Mathematica to find polynomials of low degree in up to 4 variables on a laptop computer. The best result we have obtained in this way is µ ≤ .50752 with the polynomials We then find with exact arithmetic that Z 4 (1, 50752 100000 ) > 1.0000045. Since our formulas are continuous in β for 0 < β ≤ 1, this last inequality also holds with a β chosen smaller than but sufficiently close to 1.
Our best results so far are obtained by following an idea of Maynard [May15] in his work on bounded gaps between primes and choosing polynomials in many variables that are products of ordinary polynomials. We choose J polynomials Q 1 (x), Q 2 (x), . . . , Q J (x) and in (4.1) take P 1 (x 1 ) = Q 1 (x 1 ), P 2 (x 1 , x 2 ) = Q 1 (x 1 )Q 2 (x 2 ), and in general P j (x 1 , x 2 , . . . , x j ) := Q 1 (x 1 )Q 2 (x 2 ) · · · Q j (x j ), 1 ≤ j ≤ J.
Hence S 0 = 1 and for 1 ≤ j ≤ J, (6.1) S j ∼ 1 j! Rj x 1 x 2 · · · x j Q 1 (x 1 ) 2 Q 2 (x 2 ) 2 · · · Q j (x j ) 2 dx 1 . . . dx j , and, for 0 ≤ j ≤ J − 1, (6.2) S j ∼ 2 j!π Rj+1 x 1 x 2 · · · x j sin(βπcx j+1 )Q 1 (x 1 ) 2 Q 2 (x 2 ) 2 · · · Q j (x j ) 2 Q j+1 (x j+1 )dx 1 . . . dx j+1 . 
Taking

