Abstract. This paper is devoted to the total variation (TV) based approach to image denoising and restoration. The restored image minimizes total variation in the class of images which satisfy the contraints given by the image acquisition model. We compute some explicit solutions of the denoising model which explain some of the features observed in numerical experiments. We also comment on some alternatives recently proposed by Y. Meyer which lead to u + v image decompositions. Finally we propose a total variation approach to image restoration, i.e., deconvolution and denoising, in which the image acquisition model is incorporated as a set of local constraints.
Introduction
We assume that the image acquisition system may be modelled by the following image formation model z = h * u + n,
where u : R 2 → R denotes the ideal undistorted image, h : R 2 → R is a blurring kernel, z is the observed image which is represented as a function z : R 2 → R, and n is an additive Gaussian white noise with zero mean and standard deviation σ . Let us denote by the interval (0, N] 2 . As in most of works, in order to simplify this problem, we shall assume that the functions h and u are periodic of period N in each direction. That amounts to neglecting some boundary effects. Therefore, we shall assume that h, u are functions defined in and, to fix ideas, we assume that h, u ∈ L 2 ( ). Our problem is to recover as much as possible of u, from our knowledge of the blurring kernel h, the statistics of the noise n, and the observed image z.
The problem of recovering u from z is ill-posed due to the ill-conditioning of the operator H u = h * u. Several methods have been proposed to recover u. Most of them can be classified as regularization methods which may take into account statistical properties (Wiener filters), information theoretic properties ( [19] ), a priori geometric models ( [30] ) or the functional analytic behavior of the image given in terms of its wavelet coefficients ( [20] ).
The typical strategy to solve this ill-conditioning is regularization. Probably one of the first examples of regularization method [31] consists in choosing between all possible solutions of (1) the one which minimized the Sobolev (semi) norm of u
Usually, the only information we know about the noise is statistical and limited to an estimate of its mean and its variance. In that case, the model equation (1) is incorporated as a set of constraints for (2): a first constraint corresponding to the assumption that the noise has zero mean, and a second one translating the fact that σ is an upper bound of the standard deviation of n. This formulation was an important step, but the results were not satisfactory, mainly due to the unability of the previous functional to resolve discontinuities (edges) and oscillatory textured patterns. The smoothness required by the Dirichlet integral (2) is too restrictive and information corresponding to high frequencies of z is attenuated by it. Indeed, functions in W 1,2 ( ) (i.e., functions u ∈ L 2 ( ) such that Du ∈ L 2 ( )) cannot have discontinuities along rectifiable curves. These observations motivated the introduction of total variation in image restoration problems by L. Rudin, S. Osher and E. Fatemi in their work [30] . The a priori hypothesis is that functions of bounded variation (the BV model) ( [5] ) are a reasonable functional model for many problems in image processing, in particular, for restoration problems ( [30] ). Typically, functions of bounded variation have discontinuities along rectifiable curves, being continuous in some sense (in the measure theoretic sense) away from discontinuities. The discontinuities could be identified with edges. The ability of total variation regularization to recover edges is one of the main features which advocates for the use of this model but its ability to describe textures is less clear, even if some textures can be recovered, up to a certain scale of oscillation.
On the basis of the BV model, Rudin-Osher-Fatemi [30] proposed to solve the following constrained minimization problem
Notice that the image acquisition model (1) is only incorporated through a global constraint. Notice also that, assuming that h * 1 = 1 (energy preservation), the constraint that h * u dx = z(x) is automatically satisfied by its minima [17] . In practice, the above problem is solved via the following unconstrained minimization problem
where the parameter λ is positive. Recall that we may interpret λ −1 as a penalization parameter which controls the trade-off between the goodness of fit of the constraint and the smoothness term given by the total variation. In this formulation, a methodology is required for a correct choice of λ. The connections between (3) and (4) were studied by A. Chambolle and P. L. Lions in [17] where they proved that both problems are equivalent for some positive value of the Lagrange multiplier λ.
A particular and important case contained in the above formulation is the denoising problem which corresponds to the case where h = δ, so that equation (1) is written as z = u + n where n is an additive Gaussian white noise of zero mean and variance σ 2 . In this case, the unconstrained variational formulation (5) with h = δ is
and it has been the object of much theoretical and numerical research (see [7] for a survey). Even if this model represented a theoretical and practical progress in the denoising problem due to the introduction of BV functions as image models, the experimental analysis readily showed its main drawbacks. Between them, let us mention the staircasing effect (when denoising a smooth ramp plus noise, the staircase is an admissible result), the pixelization of the image at smooth regions and the loose of fine textured regions, to mention some of them. This can be summarized with the simple observation that the residuals z − u, where u represents the solution of (5), do not look like noise. The theoretical analysis of the behavior of solutions of (5) has been the objects of several works [3] , [12] , [13] , [27] , [26] and will be developed in Section 2 by exhibiting explicit solutions for specially constructed functions z. In spite of this, a second life in the interest of total variation based regularization was initiated after the proposal of u + v models by Y. Meyer in [26] . The solution u of (5) permits to obtain a decomposition of the data z as a sum of two components u + v where v is supposed to contain the noise and textured parts of the image z, while u contains the geometric sketch of the image z. As Meyer observed, the L 2 norm of the residual v := z − u in (5) is not the right one to obtain a decomposition of z in terms of geometry plus texture and he proposed to measure the size of the textured part v in terms of a dual BV norm showing that some models of texture have a small dual BV norm: this will be the object of Section 3.
The restoration problem (which corresponds to the case of nontrivial kernel h) has also been the object of much interest due to its applications in many contexts, like satellite, astronomical or video images, to mention a few of them. In Section 4 we shall discuss a total variation based approach to the restoration model in which the image acquisition model is incorporated as a set of local constraints. Indeed, when incorporating (1) as a constraint in (3) we loose the local character of (1) and the restored image does not look satisfactory in textured and smooth regions at the same time. Thus, we propose to incorporate (1) by ensuring that the residuals z−h * u have a variance bounded by σ 2 in a sufficiently large region around each pixel (the sampling process is incorporated in the model), the size of the region has to be sufficient in order to estimate the variance of the noise. This gives a constrained formulation of the problem with as many Lagrange multipliers as pixels, and a solution is computed using Uzawa's method. Finally, in Section 5 we display some experiments on restoration of satellite images which illustrate the results that can be obtained with this method.
Explicit solutions of TV based denoising
The constrained formulation of the total variation denoising is given by (3) with h = δ. Its unconstrained formulation is given by (5) where λ > 0 is a penalization parameter. Both problems are equivalent for a certain value of λ [17] . Our purpose in this section is to exhibit some qualitative features of total variation denoising by constructing explicit solutions of (5). Those features are well known at the experimental level, and the results give a theoretical justification of these observations. Our solutions will exhibit the possibility to resolve discontinuities, but also the loss of contrast, and the regularization of corners (thus, the image is loosing structure). The staircasing effect was explained in [27] .
The construction of explicit solutions of (5) is related to the computation of solutions of the eigenvalue problem for the 1-Laplacian operator.
We denote by BV(R N ) the space of functions of bounded variation in R N . For definitions concerning bounded variation functions we refer to [5] . The solution of (6) is understood in the following sense ( [6] , [7] , [13] ).
The following result is taken from [13] and it explains how can we derive from solutions of (6) data z for which the solution of (5) is explicit.
Assume that m = 1 and u is a solution of (6). If 0 < λ −1 ≤ b, then u := au with a = b − λ −1 is a solution of (5) for the datum z = bu. Indeed, u satisfies the Euler-Lagrange equation of (5) which characterizes its unique solution:
The proof when b ≤ 0 is similar and we skip the details. This solution exhibits a loss of contrast of size min(λ −1 , |b|) when the datum is z = bu. Our next theorem gives a family of solutions of (6) and is taken from [12] (see also [4] ).
is a solution of (6) if and only if the following conditions holds.
The following inequalities hold:
then we have
If E 2 is a solution of the variational problem
Moreover, if k = m, then we do not need to assume that the C i are convex and we can replace condition (i) by the following one: This result was essentially proved in [12] (though we only stated the result in its second assertion). Its extension to R N was proved in [4] (replacing the curvature of the boundaries by the sum of principal curvatures) under the assumption that the sets C i are convex and of class C 1,1 . Let us point out the following corollary for connected sets. 
(ii) C is convex and ∂C is of class C 1,1 .
(iii) The following inequality holds:
A convex set C ⊆ R 2 such that u := λ C χ C is a solution of (6) is called calibrable. The above result gives a characterization of calibrable sets in R 2 and was proved in [24] , [12] . For convex sets in R N of class C 1,1 the above result is true if we replace the curvature of the boundary by the sum of the principal curvatures [4] . assumptions of Corollary 2.4, since C is a convex set with C 1,1 boundary and there holds ess sup
Moreover, since the inequality in (7) is always strict, any convex set C of class C 1,1 close enough to C in the C 1,1 -norm is also calibrable.
Example 2. Let ⊂ R 2 be the union of two disjoint balls B 1 and B 2 of radius r, whose centers are at distance L (see Figure 2 ). Then k = 0 and m = 2 in Theorem 2.3 and condition (iv) in it reads as L ≥ πr.
Under this condition the set is calibrable. The condition L ≥ πr is nothing else than P (co( addition of the solutions obtained with χ B 1 and χ B 2 . In case that P (co(
there is interaction of the two sets and the solution is not the addition of solutions corresponding to the data χ B 1 and χ B 2 .
These solutions exhibit two features of (5): that discontinuities may be preserved and the loss of contrast.
We could expand the above family of solutions by classifying all possible solutions of (6) . Along this line, we extended the above results in two directions: in [13] we looked for solutions of (6) which are built up as sums of linear combinations of characteristic functions of convex sets of class C 1,1 (not disjoint, in general), and we considered in [3] , [4] the case of general convex sets.
Let us illustrate the results in [13] with a simple case.
The works [3] , [4] describe the denoising of the characteristic function of any convex set of R 2 and R N , respectively, and the results in them illustrate the regularization of corners. Even if the more general case of linear combinations of convex sets in R 2 and R N is considered, we illustrate the results in [3] , [4] with a simple case. Theorem 2.6. Assume that C is a bounded convex set in R 2 . Then there is a calibrable set C R ⊆ C such that ∂C \ ∂C R is formed by arcs of circle of radius R such that
|C R | and for each x ∈ C \C R it passes a unique arc of circle of radius r(x) and those circles fiber
is the solution of (6) for the data z = χ C .
Image decomposition models
In his work [26] , Y. Meyer interpreted the denoising model as a u + v decomposition. Assume that is a bounded connected domain in R 2 with Lipschitz boundary. If z ∈ L 2 ( ) and u is the solution of (5), then its Euler-Lagrange equation can be written as
This type of decompositions is called a u + v decomposition and u is supposed to be a geometric sketch of the image [26] . As we have shown in the previous section, model (5) does not attain its objective of separating an image into its u + v decomposition. This conclusion was also derived in [26] [26] (this will be explained after Theorem 3.1). Then to improve the ROF model Meyer proposed a different decomposition [26] , which is based in the following variational model
where λ > 0 and G( ) denotes the Banach space of distributions f in that may be written
where ξ ∈ L ∞ ( ; R 2 ). The norm in G is defined by Then f n G converges to 0 as n → ∞. 
In other words, oscillating textures have a small norm in G( ). Now, if z(x) = χ A (x) + p(mx)χ B (x) is as in the first paragraph of this section, then v cannot be p(mx)χ B (x) for large m [26]. Otherwise we would have p(mx)χ B (x) = −

that the G-norm of p(mx)χ B (x) is small for large values m (indeed the G-norm of p(mx)χ B (x) is an O(m −1 ) [26]).
Theorem 3.1 and other results [26] , [25] were the starting point of extensive numerical work on u + v decompositions [32] , [28] , [10] , [9] to explore and compare the relative ability of the G based model versus the ROF model. Meyer's model was first implemented by Vese-Osher in [32] . A different approach was proposed in [10] , [9] where the decomposition is computed by minimizing a convex functional which depends on the two variable u and v, alternatively in each variable. Each minimization is based on the projection algorithm introduced in [16] . The problem to solve is:
where B G := {v ∈ G : v G ≤ 1}. We refer to [10] for its precise connection with Meyer's model. Let us mention that other dual Sobolev norms, indeed H −1 , have been explored in [28] . (8) with λ = 10 and μ = 55 (for more details on the choice of parameters, see [9] , [10] ). In this case, for well chosen values of the parameter, the results are quite comparable. But let us point out that model (8) is able 
Image restoration
To approach the problem of image restoration from a numerical point of view we shall assume that the image formation model incorporates the sampling process in a regular grid
where u : R 2 → R denotes the ideal undistorted image, h : R 2 → R is a blurring kernel, z is the observed sampled image which is represented as a function z : {1, . . . , N} 2 → R, and n(i, j ) is, as usual, a white Gaussian noise with zero mean and standard deviation σ .
Let us denote by N the interval (0, N] 2 . As we said in the introduction, in order to simplify this problem, we assume that the functions h and u are periodic of period N in each direction. That amounts to neglecting some boundary effects. Therefore, we assume that h, u are functions defined in N . To fix ideas, we assume that h, u ∈ L 2 ( N ), so that h * u is a continuous function in N (which may be extended to a continuous periodic function in R 2 ) and the samples h * u(i, j ), (i, j ) ∈ {1, . . . , N} 2 , have sense.
Our next purpose is to introduce a restoration model with local constraints and to explain the numerical approach to solve it. For that, let us introduce some notation. We denote by X the Euclidean space R N ×N . Then the image u ∈ X is the vector u = (u(i, j ) ) N i,j =1 , and the vector field ξ is the map ξ : {1, . . . , N} × {1, . . . , N} → R 2 . If u ∈ X, the discrete gradient is a vector in Y = X × X given by
Other choices of the gradient are possible, this one will be convenient for the developments below.
Let us define the discrete functional
For any function w ∈ L 2 ( N ), its Fourier coefficients arê
Our plan is to compute a band limited approximation to the solution of the restoration problem for (9) . For that we define
We notice that B is a finite dimensional vector space of dimension N 2 which can be identified with X. Both J (u) = N |Du| and J 0 d (u) are norms on the quotient space B/R, hence they are equivalent. With a slight abuse of notation we shall indistinctly write u ∈ B or u ∈ X.
We shall assume that the convolution kernel h ∈ L 2 ( N ) is such thatû is supported in − 
subject to
Notice again that the image acquisition model (1) is only incorporated through a global constraint. In practice, the above problem is solved via the following unconstrained formulation
where λ ≥ 0 is a Lagrange multiplier. The appropriate value of λ can be computed using Uzawa's algorithm [15] , [2] so that the constraint (11) is satisfied. Recall that if we interpret λ −1 as a penalization parameter which controls the importance of the regularization term, and we set this parameter to be small, then homogeneous zones are well denoised while highly textured regions will loose a great part of its structure. On the contrary, if λ −1 is set to be small, texture will be kept but noise will remain in homogeneous regions. On the other hand, as the authors of [15] , [2] observed, if we use the constrained formulation (10)- (11) or, equivalently (12) , then the Lagrange multiplier does not produce satisfactory results since we do not keep textures and denoise flat regions simultaneously, and they proposed to incorporate the image acquisition model as a set of local constraints.
Following [2] , we propose to replace the constraint (11) by
where G is a discrete convolution kernel such that G(i, j ) > 0 for all (i, j ) ∈ {1, . . . , N}. The effective support of G must permit the statistical estimation of the variance of the noise with (13) (see [2] ). Then we shall minimize the functional J β d (u) on X submitted to the family of constraints (13) (plus eventually the constraint , j ) ). Thus, we propose to solve the optimization problem:
This problem is well-posed, i.e., there exists a solution and is unique if β > 0 and inf c∈R G * (z − c) 2 > σ 2 . In case that β = 0 and inf c∈R G * (z − c) 2 > σ 2 , then h * u is unique. Moreover, it can be solved with a gradient descent approach and Uzawa's method [2] .
To guarantee that the assumptions of Uzawa's method hold we shall use a gradient descent strategy. For that, let v ∈ X and γ > 0. At each step we have to solve a problem like
We solve (15) using the unconstrained formulation
Algorithm: TV based restoration algorithm with local constraints
2. Use Uzawa's algorithm to solve the problem
that is: 
for all (i, j ).
Let u n+1 be the solution of (16) . Stop when convergence of u n .
We notice that, since γ > 0, Uzawa's algorithm converges if z ∈ h * B. Moreover, if u 0 satisfies the constraints, then u n tends to a solution u of (14) as n → ∞ [2] .
Finally, to solve problem (16) in Step 2.(b) of the algorithm we use either the extension of Chambolle's algorithm [16] to the restoration case given in [1] if we use β = 0, or the Bermúdez-Moreno algorithm [14] adapted to solve (16) when β > 0 as given in [2] . Being differentiable at when ∇ +,+ u = 0, this second possibility produces slightly smoother solutions in smooth non textured areas. We shall not enter on the comparison of both possibilities here and we shall use β = 0. For more details, we refer to [1] , [2] .
Let us mention the work [23] where the authors introduce a spatially varying fidelity term which controls the amount of denoising in any region of the image in order to preserve textures and small details. The philosophy is the same as ours but the value of λ(i, j ) is chosen in a different way.
Some restoration experiments
To simulate our data we use the modulation transfer function corresponding to SPOT 5 HRG satellite with Hipermode sampling (see [29] for more details):
where
, α = 0.58, and β 1 = 0.14. Then we filter the reference image given in Figure 4 .a with the filter (17) and we add some Gaussian white noise of zero mean and standard deviation σ (in our case σ = 1, which is a realistic assumption for the case of satellite images [29] ) to obtain the image displayed in Figure 4 .b. Figure 5 .a displays the restoration of the image in Figure 4 .b obtained using the algorithm of last section with β = 0. We have used a Gaussian function G of standard deviation σ = 6. The mean value of the constraint is mean((G * (Ku−z)) 2 ) = 1.0933 and RMSE = 7.9862. Figure 5 .b displays the function λ(i, j ) obtained. the data. This image has been generated applying the MTF given in (17) to the top image and adding a Gaussian white noise of zero mean and standard deviation σ = 1. Figure 6 displays some details of the results that are obtained using a single global constraint (11) and show its main drawbacks. Figure 6 .a corresponds to the result obtained with the Lagrange multiplier λ = 10 (thus, the constraint (11) is satisfied). The result is not satisfactory because it is difficult to denoise smooth regions and keep the textures at the same time. Figure 6 .b shows that most textures are lost when using a small value of λ (λ = 2) and Figure 6 .c shows that some noise is present if we use a larger value of λ (λ = 1000). This result is to be compared with the same detail of Figure 5 .a which is displayed in Figure 6 .d.
The modulation transfer function for satellite images. We describe here a simple model for the Modulation Transfer Function of a general satellite. More details can be found in [29] where specific examples of MTF for different acquisition systems are shown. The MTF used in our experiments (17) corresponds to a particular case of the general model described below [29] .
Recall that the MTF, that we denote byĥ, is the Fourier transform of the impulse response of the system. Let (η 1 , η 2 ) ∈ [−1/2, 1/2] denote the coordinates in the frequency domain. There are different parts in the acquisition system that contribute to the global transfer function:
Sensors. Every sensor has a sensitive region where all the photons that arrive are integrated. This region can be approximated by a unit square [−c/2, c/2] 2 where c is the distance between consecutive sensors. Its impulse response is then the convolution of two pulses, one in each spatial direction. The corresponding transfer function also includes the effect of the conductivity (diffusion of information) between neighbouring sensors, which is modeled by an exponential decay factor, thus: (11) is satisfied, in our case λ = 10. Figure b) shows that most textures are lost when using a small value of λ (λ = 2)and Figure c) shows that some noise is present if we use a larger value of λ (λ = 1000). Bottom: d) displays the same detail of Figure 5 .a which has been obtained using restoration with local constraints.
