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Abstract
This thesis is concerned with advancing the confrontation between relativistic quantum
information (RQI) and experiment. We investigate the lessons that some present-day
experiments can teach us about the relationship between quantum information, relativistic
motion and gravitation.
First, we look at the insights we can gain within the framework of quantum field theory
in curved spacetimes. Particularly, we propose a generalization of the superconducting
circuit simulation of the dynamical Casimir effect where we consider relativistically moving
boundary conditions following different trajectories. We study the feasibility of extending
the experimental setup to reproduce richer relativistic trajectories.
Next, motivated by recent efforts to describe the gravitational interaction as a classical
channel arising from continuous quantum measurements, we study what types of dynamics
can emerge from a collisional model of repeated interactions between a system and a set
of ancillae. We use these results in the context of gravitational interactions and show how
our general framework recovers the gravitational decoherence model of Kafri, Taylor and
Milburn (KTM).
Finally, we argue that single-atom interference experiments achieving large spatial su-
perpositions can rule out a particular realization of the KTM model where gravitational
interactions act pairwise between massive particles as classical channels, approximating
Newtonian pair-potential at low energies. Our findings counteract the present belief that
gravity-inspired decoherence models cannot be confronted by experiment. Specifically, we
find experimental indications which show that if gravity does reduce to pairwise Newto-
nian interactions between atoms in a non-relativistic limit, these interactions cannot be
fundamentally classical.
Our work shows that state-of-the-art technology can be used as a tool to test the
quantum character of spacetime and that further efforts should be spent in analyzing how
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Despite their respective individual success, the two pillars of modern physics, general rel-
ativity and quantum theory have not been yet made fully compatible. Each theory inde-
pendently yields predictions that have been tested with high precision, but the question
remains as to how to understand the two of them in the same framework, or how to
formulate a quantum theory of gravity.
For example, one can think of quantum superpositions of macroscopic objects in dif-
ferent positions. Although in principle predicted by quantum theory, we have not yet fully
realized them in experiments. Despite the fast paced progress in experimental control of
large quantum systems, the state-of-the-art of such experiments is at the stage where only
superpositions of a molecule exceeding a mass of 10, 000 amu that combines 810 atoms into
one particle have been achieved [7].
On the other hand, general relativity, which has provided accurate predictions used in
a breath of fields from cosmology and astronomy [8] to technology [9], has revealed itself
insufficient to account for phenomena such as black hole radiation [10, 11] or the description
of the very early stages of the Universe [12].
The work presented in this thesis attempts to make progress in a relatively new direction
in the field of relativistic quantum information (RQI). RQI is an emerging and rapidly
growing field that studies how to transmit and process information taking into account
not only quantum but also relativistic aspects of physical systems. It also attempts to
answer the question of how gravity affects quantum systems. We can think of RQI as the
theory that lies at the intersection of Quantum Theory, General Relativity and Information
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Theory. By studying the relationship between these fields, it can provide useful tools for

















Figure 1.1: RQI lies at the intersection of General Relativity, Information Theory
and Quantum Theory.
The figure above illustrates where the field of RQI lies. The study of quantum field
theory (QFT) in curved spacetimes lies at the intersection of quantum theory and general
relativity. Its focus is on understanding the quantization of fields in classical gravitational
backgrounds. One of the problems encountered when trying to get a quantum gravity
theory is the different footing of space and time in both theories. In quantum mechanics
time is treated as a parameter whereas space is an observable, contrary to the equal footing
they both receive in general relativity. Even though QFT in curved spacetimes is not a full
quantum gravity theory, its formalism already incorporates quantum theory and general
relativity and is enough to provide explanations to some effects that are not attainable
with just general relativity [12]. For example, it predicts that what an inertial observer
registers as the vacuum, a uniformly accelerated observer will measure a thermal bath of
particles at a temperature proportional to its acceleration. This is the Unruh effect [13]
and it arises as a consequence of the notion of particle not being universal, a concept that
will be explained later in this thesis.
2
At this intersection also lies the field of gravitational quantum physics, where the focus
of study is on trying to understand the effects of gravity on quantum systems. Some
of the questions in this field pertain to how systems in quantum superposition gravitate
and how gravity collapses quantum states [14, 15, 16, 17]. It also delves into trying to
understand the notion of time [18, 19] and even proposes some models that treat gravity
as fundamentally classical [14, 15, 20, 21, 22, 23, 24, 25, 26].
At the intersection of quantum mechanics and information theory, lies the field of quan-
tum information. Its principal aim is to understand how to store, process and transmit in-
formation using quantum systems with the aim of developing new technologies and achiev-
ing tasks currently impossible with classical systems. For example, while a usual computer
stores its information in bits, a quantum computer stores the information in quantum bits
called qubits, which can be in a superposition of different states and can therefore allow for
more efficient algorithms than its classical counterpart for certain problems[27, 28]. Much
of the efforts in this field are devoted to the study of gate design, error correction, cryp-
tographic tools, quantum key distribution and the study of entanglement to mention just
a few [27, 29]. It is important to emphasize that quantum information usually considers
inertial observers, living in a flat spacetime and moving with non relativistic speeds.
RQI is at the intersection of them all. It provides tools for comprehending the quantum
nature of gravity by understanding how the methods of quantum information are modified
when put into the framework of quantum field theory and also how quantum mechanics
is affected by considering general relativistic effects. The field has made significant con-
tributions to shed light into these questions. For example, early studies in the field led
to the realization that entanglement is an observer dependent property: accelerated ob-
servers find that entanglement degrades with acceleration[30, 31]. It was soon recognized
that considering quantum information protocols with observers in the presence of grav-
ity, accelerating or moving with relativistic speeds leads to new phenomena that could be
exploited to improve such protocols [32, 33, 34].
The field of RQI has rapidly grown over the past years, with many research groups
making significant contributions to the field. Among them are investigations such as the
study of entanglement and entropy between non inertial observers sharing modes of a quan-
tum field [30, 31, 35], the fate of entanglement of quantum fields in expanding spacetimes
[36, 37], gravitational collapses [38] and in the presence of black holes [39, 40, 41, 42].
In late years we have seen the development of techniques based on the study of the
light-matter interaction in relativistic regimes through the use of particle detectors to
probe quantum fields for finite times while undergoing relativistic trajectories or standing
in curved spacetimes [43, 44, 45, 46, 47], the entanglement of moving cavities in non
inertial frames [48, 49, 50] and the consequences all these considerations have in different
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quantum information protocols such as teleportation [51, 52, 53], quantum communication
[54, 55, 56, 57], design of quantum gates through relativistic motion [34, 58, 59], key
distribution [56, 60], entanglement harvesting [61, 62] or metrology [63, 64, 65, 66] among
many others. It has also seen contributions in more foundational studies, from models of
gravitational decoherence [67, 68], to the study of time dilation [69, 70, 71, 72, 73] and the
equivalence principle in quantum systems [72, 74, 75].
The field has matured to a point where the community is devoting considerable efforts
to experimentally test its theoretical predictions. For example, there has been several
experimental proposals to test gravitational effects on interferometric experiments [70, 76].
There are also recent works where circuit quantum electrodynamics (c-QED) setups have
or could be successful in simulating and observing new physical effects proposed by RQI
models. Unruh suggested that Hawking radiation could be observed in a condensed matter
system consisting of sound waves in a fluid with spatially varying velocities, whose equation
of motion can be written in terms of a metric corresponding to that of a non rotating
Black Hole [77]. Consequently, building a system where the propagation velocity can be
modulated leads to an analogue simulator where the Hawking radiation could be observed.
An experiment using a c-QED system has been proposed [78], where by modulating an
external flux on an array of superconducting quantum interfering devices (SQUIDs), a
spatially varying velocity in the system is achieved. Another example relevant to this thesis
is the observation of the dynamical Casimir effect (DCE) in a c-QED setup [4, 79, 80].
The DCE states that a moving boundary leads to the creation of particles out of the
vacuum. Key to the observation of this effect is to have a moving boundary with very
high accelerations. By controlling an external flux through a SQUID, a strong driving of
a boundary capable of producing particle creation was experimentally achieved recently.
This thesis is divided into two parts. The first part describes the first theoretical analysis
of exploiting the dynamical Casimir effect to search for particular signatures for various
relativistic motions. The second part is concerned with understanding how decoherence
can affect processes in RQI that might become manifest in experiments. We apply this
analysis to the gravitational force and show how in fact experiment can severely constrain
such approaches.
1.2 Organization
The aim of the first part of the thesis is to present the analysis of the behaviour of oscillatory
boundaries in the context of c-QED. As discussed above, superconducting circuits offer an
ideal testbed for the implementation of this kind of experiment. This idea is reinforced by
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the fact that the Unruh effect is strongly connected with the dynamical Casimir effect. As
such, we propose a modification of the settings where the latter is simulated [4, 79, 80] to
study particle creation due to effectively relativistic non inertial trajectories of boundary
conditions beyond the simple sinusoidal trajectories analyzed in previous works.
Part 1 of this theses is divided into three chapters. The aim of the first two chapters
is to provide with the basic background and tools necessary for the understanding of the
results presented in the third chapter.
In Chapter 2 we present a brief review of scalar quantum field theory, with an emphasis
on the concepts relevant to this work. Chapter 3 covers the ingredients on superconducting
quantum circuits required to understand the experimental setup we will work with. Making
use of the material presented in these two chapters, Chapter 4 is dedicated to present our
main results on the simulation of relativistic trajectories using a c-QED setup.
We then switch gears and move on to Part 2. Motivated by recent efforts to model
gravitational interactions as a classical channel arising from continuous measurements, the
second part of this thesis is devoted to the presentation of a general study of the types of
dynamics emergent from an open systems model of repeated interactions, followed by an
application to systems interacting gravitationally. We also discuss some of the consequences
these models would have on different experimental setups as a way to test them.
Part 2 of this thesis is divided into two chapters. They are presented in chronological
order of publication. Consequently, the second chapter builds up on work presented on the
previous chapter, but an effort was made so that each can be read independently without
much referencing.
In Chapter 5 we present our work on a general model of continuous interactions, in-
cluding the different regimes of emergent dynamics. In Chapter 6 we apply the framework
developed in the previous chapter to present a model for gravitational interactions, together
with its experimental implications.




The observation of the Unruh effect, either directly or in analogue systems, is one of the
experimental cornerstones of quantum field theory in curved spacetimes and relativistic
quantum information. Since field quantization schemes associated with inertial and accel-
erated observers are not equivalent [81], observers uniformly accelerating in what inertial
observers regard as a vacuum will detect a thermal bath of particles [13]. The temperature
T of this thermal bath is predicted to be proportional to the magnitude a of the proper
acceleration of the detector.
Yet generalizations of this effect to other (nonequilibrium) regimes, such as nonuni-
formly accelerated trajectories [82, 83] and short times are not completely understood,
even from a theoretical point of view [44, 45, 47, 79, 84]. Recently it has been shown [45]
that within optical cavities in (1+1)-dimensions an accelerated detector equilibrates to a
thermal state whose temperature is proportional to its acceleration. Provided the detector
is allowed enough interaction time, this effect holds independently of the cavity bound-
ary conditions [84], though for sufficiently short timescales the temperature decreases with
acceleration in certain parameter regimes [44].
In the classic Unruh Effect a detector with constant acceleration a in an inertial vacuum





Amongst the problems one encounters when trying to experimentally detect this effect,
the two main ones are (a) an inability to eternally accelerate anything (hence uniformity
of acceleration cannot always hold) and (b) in practical terms, difficulty in accelerating
a physical detector, such as a 2-level atom, with sufficient control. For these reasons, it
would be extremely useful to have a quantum simulation of these phenomena. However its
implementation requires some care.
The first problem involves overcoming the idealization of uniformity of acceleration
by considering generalizations to nonuniformly accelerating trajectories. Under general
conditions, a particle detector undergoing a general non-inertial trajectory will register a
coloured noise that turns thermal only under the limiting conditions of uniform acceleration
[85]. The natural setting to consider is oscillatory motion, which is more convenient for
experimental implementations and extremely interesting from a theoretical point of view.
A recent analysis of detectors undergoing various kinds of oscillatory motion [47] found
that in general such detectors responded to the vacuum fluctuations of a quantum field
and experienced a constant effective temperature at late times in these out of equilibrium
conditions. Three kinds of oscillatory motion – sinusoidal motion, sinusoidal acceleration
and alternating uniform acceleration – were considered, and the effective temperature for
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each was found to depend more strongly on the geometry of the worldline than on the
instantaneous proper acceleration. The behaviour of their steady state temperature was
seen to be more similar to each other than to that of the Unruh temperature of an idealized
uniformly accelerated detector provided the time scale of the detector’s response was longer
than the period of the oscillatory motion.
The second problem, that of the difficulty of (relativistically) accelerating a detector
(even under the restriction to oscillatory motion) can be addressed by considering an
inertial detector and a moving reflective boundary (or mirror). For a mirror that uniformly
accelerates at late times, the detector experiences the same thermal radiation as predicted
in the original Unruh effect. In spite of considerable theoretical support for the Unruh
effect, as yet it lacks direct experimental proof. Experimental explorations of relativistic
particle creation from the vacuum [4, 79, 80] are therefore particularly interesting.
The aim of the first part of this thesis is to present our contribution to the understanding
of these problems by analyzing the feasibility of simulating different relativistic motions
of a boundary using a slight modification of the setup previously used to simulate the
dynamical Casimir effect [4, 79, 80] and to compute their photon emission spectrum. We
dedicate the first two chapters (Chapter 2 and Chapter 3) to provide a general background
on both quantum field theory and superconducting quantum circuits, to the extent needed
for an understanding of our work, which we present in Chapter 4.
The material presented in Chapter 4 derives from [1], in collaboration with Eduardo
Mart́ın-Mart́ınez, Robert B. Mann and Christopher Wilson.
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Chapter 2
Scalar quantum field theory
Quantum Field Theory (QFT) is one of the most widely used frameworks in modern
physics. It is most popular for its success in adequately describing elementary particles
and their interactions, but its tools are essential to the description of physical phenomena
in other fields like condensed matter physics [86] and nuclear physics [87] to mention just
a few. Its application yields incredible agreement between its theoretical predictions and
experimental results. QFT combines two of the cornerstone theories in physics: quan-
tum mechanics and special relativity, but its basic objects are quantum fields instead of
particles, which arise as the excited states of these quantum fields. It provides us with
a set of computational methods to calculate the results of particle interactions. For a
comprehensive presentation on QFT, see for example [88, 89].
In this thesis we will only make use of the most basic quantum field in a (1 + 1)
dimensional flat spacetime: a free scalar field obeying the Klein-Gordon equation. We
will study the consequences of considering non-inertial frames of reference for this field.
Although the real world is (3+1) dimensional, much of the basic physics can be understood
from an analysis in one spatial dimension. In particular, a scalar field with a planar moving
boundary effectively becomes a problem in (1 + 1) dimensions.
The organization of this chapter is as follows: In Section 2.1 we present the basic scheme
of the quantization of a scalar field in (1 + 1) dimensional flat spacetime, followed by a
review of the Unruh effect in Section 2.2 and the dynamical Casimir effect in Section 2.3.
We finish by presenting in Section 2.4 the calculation of particular parameters of relativistic
trajectories that will be used in this work.
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2.1 Field quantization
We start by considering a scalar field in (1 + 1) dimensional Minkowski spacetime with
metric signature ηµν = diag(+1,−1) whose equation of motion follows from the following















2 − (∂xφ)2 −m2φ
)
(2.2)





φ(x, t) = 0 (2.3)
where  = ∂2t − ∂2x. To quantize the theory we promote the field φ and its canonically
conjugate momenta π = ∂L
∂(∂tφ)
= ∂tφ to quantum operators φ̂, π̂ obeying the equal time
commutation relations [
φ̂(x, t), π̂(x′, t)
]
= iδ(x− x′)[
φ̂(x, t), φ̂(x′, t)
]
= [π̂(x, t), π̂(x′, t)] = 0 (2.4)

















From the equation of motion (2.3) the mode functions uk(x, t) obey the equation
(+m2)uk(x, t) = 0 (2.6)
We demand that this set of modes forms a complete orthonormal basis with respect to the
inner product defined as
(f, g) = i
∫
dx (f ∗∂tg − ∂tf ∗g) (2.7)
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which is preserved under Klein-Gordon evolution. Therefore, we demand that the modes
obey
(uk, uk′) = δ (k − k′)
(u∗k, u
∗
k′) = −δ (k − k′)
(uk, u
∗
k′) = 0 (2.8)

















We can use the creation and annihilation operators â+k and â
−
k respectively to construct
a Fock basis for the Hilbert space. As usual, the vacuum state is defined as the state that
is annihilated by all annihilation operators â−k
â−k | 0〉 = 0 (2.10)
We can construct the state |n1, n2, ...〉, with occupation number nα for the mode kα, by
applying creation operators on the vacuum state as follows








This state corresponds to the quantum state with n1 particles with momentum k1, n2
particles with momentum k2 and so on. The basis of the Hilbert space consists of the set
of quantum states with all possible occupation numbers nα for each momentum kα.
Now we turn our attention to the mode functions. One set of solutions to the equation
of motion (2.3) is given by the delocalized plane waves
uk(x, t) ∝ ei(kx−ωkt)
where ω2k = k





These modes satisfy the relation
duk(x, t)
dt
= −iωuk(x, t) (2.13)
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and are called positive frequency modes. The u∗k(x, t) modes are called negative frequency




k = −(u∗k, φ̂)
and â−k = (uk, φ̂) and consequently a particular Fock basis. Notice from Equations (2.10),
(2.11) that the notion of particle is defined by the positive frequency modes. Let us analyze
the particular basis defined by the choice of modes in Equation (2.12).
By performing a Legendre transformation of the Lagrangian in Equation (2.2), the











By substituting Equation (2.12) into Equations (2.5) and (2.14), the Hamiltonian above











where δ(0) accounts for the infinite spatial volume. The last term is a sum over all modes
of the zero point energies, and therefore, diverges with the volume of the system. However,
for our purposes, we only care about energy differences and in flat spacetime we can ignore




k is the number operator of mode k. Therefore, this
set of modes diagonalizes the Hamiltonian.
The states in Equation (2.11) defined with respect to the particular choice of mode
basis in (2.12) are eigenstates of the Hamiltonian and are therefore stationary states with
definite energy and the corresponding vacuum state is the state of minimum energy. Let
us now choose a different set of orthonormal modes vk′ in terms of which we can expand
the field operator. This choice defines a new set of operators b̂±k′ , which can be used to
construct a different Fock basis.







The coefficients αk′k, βk′k are called the Bogolyubov coefficients. Using Equation (2.7),
these coefficients are given by
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αk′k = (vk′ , uk)
βk′k = −(vk′ , u∗k) (2.17)
The operators â±k and b̂
±




























k′′k − βk′kβ∗k′′k) = δ (k′ − k′′)∫
dk (αk′kβk′′k − βk′kαk′′k) = 0 (2.20)
The vacuum states | 0a〉 and | 0b〉 defined by â−k and b̂
−
k respectively are different. From
Equation (2.18), we can see that if the Bogolyubov coefficients βkk′ are nonzero, the vacuum
state | 0a〉 is no longer annihilated by the annihilation operators b̂−k′ , so the notion of vacuum
changes and consequently, from Equation (2.11), the notion of particle will also change.
Indeed, the number of b-particles in the vacuum state | 0a〉 is












For inertial observers, connected by a Lorentz transformation, the coefficient βkk′ van-
ishes and different inertial observers agree on the particle content. For non-inertial ob-
servers, non-static or curved spacetimes, the βk′k Bogolyubov coefficients might not vanish
and the notion of particle is not universal, depending strongly on the observer.
We illustrate this by considering two particular cases, one in which the observer is
undergoing uniform acceleration, giving rise to the Unruh effect, and one in which the field
is terminated by a moving boundary, giving rise to the dynamical Casimir effect.
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2.2 Unruh effect
An accelerated observer will have a different notion of particle content than its inertial
counterpart. To show this, let us start by considering an observer whose proper time is τ
moving with a trajectory xµ(τ) = (t(τ), x(τ)). If t(τ) = 1
α
sinh(ατ) and x(τ) = 1
α
cosh(ατ),
the observer has a constant proper acceleration α and is therefore a uniformly accelerated
observer.
This trajectory motivates us to introduce Rindler coordinates, an appropriate set of









The range of these coordinates is −∞ < η, ξ < +∞ and they cover the right-hand
wedge x > |t|, as can be seen from Figure 2.1. The left-hand wedge is covered with
another Rindler coordinate system, differing from the one defined in (2.23) by an overall
minus sign. Both wedges, called Rindler wedges, are causally disconnected.
Observers with constant ξ = ξ0, called Rindler observers, have proper time e
aξ0η and
proper acceleration ae−aξ0 . In the inertial coordinates (t, x), the trajectory of these ob-
servers is a hyperbola x2− t2 = a−2e2aξ0 as illustrated in Figure 2.1. Rindler observers with
ξ = 0 have a proper time η and proper acceleration a. Lines of constant η correspond to
straight lines.










φ = 0 (2.25)
and following a procedure analogous to the one presented in Section 2.1, the normalized
positive frequency modes for the right and left wedges respectively are
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Figure 2.1: Minkowski space, illustrating the left (L) and right (R) Rindler wedges. The
trajectory of uniformly accelerated observers corresponds to lines of constant ξ (shown in












with ωk′ = |k′| and where the superscript R,L is to indicate that the mode corresponds
to the right and left wedges respectively. These so called Rindler modes (together with its























where b̂Rk′ and b̂
L
k′ are the annihilation operators associated to the right and left Rindler
modes respectively and that define the Rindler vacuum |0R〉 as
b̂Rk′ |0R〉 = b̂Lk′ |0R〉 = 0 (2.28)
for all k′.
The Bogolyubov coefficients βRk′k = −(vRk′ , uk) and βLk′k = −(vLk′ , uk) are nonzero and
from Equations (2.18), (2.19), the Rindler vacuum | 0R〉 (which is the vaccum seen by a
Rindler observer) is not the same as the Minkowski vaccum | 0M〉 (which is the vacuum
seen by an inertial observer). An explicit calculation of these coefficients, together with














where TU is the so-called Unruh temperature. We conclude that an accelerated observer will
detect a thermal distribution of particles at a temperature proportional to its acceleration,
as opposed to the zero temperature vacuum that an inertial observer measures [13].
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2.3 Dynamical Casimir effect
We consider a massless scalar field in (1+1) dimensions obeying the Klein-Gordon equation
(2.3) and terminated by a mirror that follows a trajectory x = z(t) for t > 0 and x = 0 for
t ≤ 0. In particular, we demand that the field vanishes at the mirror’s surface. The field
is therefore subject to a moving boundary condition
φ(z(t), t) = 0 (2.31)
for t > 0.
The general solution to the wave equation is
φ(x, t) = f(t+ x) + g(t− x) (2.32)
In order to obey the boundary condition (2.31), the functions f and g cannot be chosen
freely. Indeed, by choosing the function f , the function g has to be such that
g(t− z(t)) = −f(t+ z(t)) (2.33)
to guarantee that the field vanishes at the boundary.
We can alternatively work in the null coordinates (u, v), where u = t− x and v = t+ x





φ(u, v) = 0 (2.34)
which has the general solution
φ(u, v) = f(v) + g(u) (2.35)
The trajectory in the (u, v) coordinates is now v = p(u), so for the field to vanish at the
moving boundary, the relation between the functions f and g in the null coordinates is
g(u) = −f(p(u)) (2.36)
Notice that at the boundary u = t − z(t) so u can be written purely as a function of
t. We can therefore find a function τ such that at the boundary t = τ(u) in which case
u = τ(u)− z(τ(u)). With this, we can rewrite Equation (2.33) as
g(u) = −f(u+ 2z(τ(u))) (2.37)
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and the solution to the wave equation obeying the boundary condition is
φ(u, v) = f(v)− f(p(u)) (2.38)
where using (2.36) and (2.37) we identify p(u) = u + 2z(τ(u)). Alternatively, from the
definition of τ(u) = u+ z(τ(u)) we can also write the solution (2.38) as
φ(u, v) = f(v)− f(2τ(u)− u) (2.39)
We consider the particular case where the mode functions are plane waves moving to
the left that hit the moving boundary. Following the prescription developed in Section 2.1,






















where ωk = |k|





which are positive frequency modes with respect to Minkowski time t, so the presence of
the mirror does not create any particles. However, when the mirror is accelerated, there
will be a sudden change of the mode functions from (2.42) to (2.41). It is this mismatch
that causes the creation of particles: the vacuum defined by the operators associated with
the mode functions (2.42) for t ≤ 0 is no longer the vacuum associated with the mode
functions (2.41) for t > 0 and an inertial observer carrying a detector will detect particles
when the mirror begins to accelerate [90].
2.4 Relativistic trajectories
In this section we show how to calculate the proper time and the proper acceleration of a
given trajectory in the laboratory frame, which will be used in the simulated trajectories
presented in Chapter 4. We work with a metric signature ηµν = diag(−1,+1).
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Consider a moving object in a (1 + 1) dimensional flat spacetime. The path of this
object relative to the laboratory frame of reference is described by
xµ = (t, z(t)) (2.43)


























































which can be used to find the proper time τ as a function of the coordinate time t. We use
this relation to find the term d
2t
dτ2

































Recently, quantum effects are being exploited to create quantum integrated circuits that
exhibit novel properties making use of well-established integrated circuit technologies [91,
92, 93].
Superconducting electronic circuits take advantage of macroscopic quantum coherence
effects [94]. In a normal conductor the charge carriers are electrons, each of which exhibits
quantum phenomena. To obtain the macroscopic behaviour, the average over the micro-
scopic states of the electrons is taken and the observation of quantum effects becomes
impossible. In a superconductor the charge carriers are bound pairs of electrons called
Cooper pairs [95]. These Cooper pairs are bosons that condense into a macroscopic quan-
tum state. Consequently, in a superconductor it is the collective degrees of freedom of the
system that display quantum effects, allowing for their observation even in large circuits.
Due to the macroscopicity of the components of a superconducting electronic circuit,
coupling between them is easy, providing both an advantage for their ease of manipula-
tion and a disadvantage since its hard to isolate them from environmental noise. As in
any quantum system, high coherence is desirable. In order to minimize decoherence it is
necessary to operate at ultra low temperatures so that thermal noise is suppressed. The
superconductivity ensures that the resistance of the material is zero, so that there are
no energy losses due to the transmission of the signal through the system, minimizing
dissipation [94].
The aim of this chapter is to present some of the basic ingredients of quantum integrated
circuits. The organization of this chapter is as follows: In Section 3.1 we present an
important element of superconducting quantum circuits, the Josephson Junction. We then
introduce a method for obtaining the equations of motion of an integrated circuit in Section
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3.2 followed by the procedure to get their quantum mechanical description in Section 3.3.
We finish by presenting in Section 3.4 the experimental setup that we use in our work.
3.1 Josephson junction
One of the elements of quantum integrated circuits utilized in the experimental setup with
which we work is the Josephson junction [96] (which we will sometimes abbreviate as JJ).
It is formed by a structure that consists of two superconductors separated by a barrier.
The physics of these elements is determined by the equations of motion for the current
and the voltage across the JJ. To derive these equations we need the Hamiltonian of the
system. Contrary to normal conductors where the charge carriers are free electrons, in
superconducting materials the charge carriers are pairs of bound electrons called Cooper
pairs. When the two superconductors forming the Josephson junction are brought to-
gether, tunnelling of electrons takes place. Using second order perturbation theory, this
tunnelling process couples states with different numbers of Cooper pairs, giving an effective
Hamiltonian of the form [97]




where φ is a parameter that labels the eigenstates. In the first term, EJ is the Josephson
energy, which can be written in terms of the resistance of the conductor in the normal
state and the energy gap of the material by using the Ambegaokar-Baratoff relation [98].
In the second term, EC =
(2e)2
C
is the charging energy. The Cooper pair number n̂ can be
written in the phase representation as
n̂ = −i ∂
∂φ̂
(3.2)











1. Current in a Josephson Junction
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– The current Î is given by Î = 2edn̂
dt























we can write the current as
Î = Ic sin φ̂ (3.6)
2. Voltage across a Josephson Junction
































Equations (3.6) and (3.8) are known as the Josephson relations. The phase parameter
φ in these relations is related to the total magnetic flux by
φ = −2π Φ
Φ0
(3.9)
with Φ0 the flux quantum defined as Φ0 ≡ h2|e| and Φ the total magnetic flux.
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Josephson Junctions act as non linear inductances in parallel with a capacitance, with
L = dΦ
dI











where we defined LJ =
Φ0
2πIc
. In the limit where Φ/Φ0  1 the junction acts as a linear
inductance with current I ≈ Φ/LJ . A common representation of a Josephson junction is
presented in Figure 3.1.
Figure 3.1: Pictorial representation of a Josephson junction as a non linear in-
ductance.
Josephson junctions can be used to form more complex structures like superconducting
quantum interference devices (SQUID) [99, 100]. This structures are formed by a super-
conducting loop containing Josephson junctions. Two particular examples of widely used
SQUIDs are the RF-SQUID, composed of a loop with a single junction and the DC-SQUID,
composed of two junctions (see [101] for a comprehensive review).
3.2 Equations of motion for integrated circuits
In this section we present a method for obtaining the equations of motion of a circuit (see
[94] for a detailed description).
Given an integrated circuit, we identify a branch as a single electrical element of the
circuit as illustrated in Figure 3.2 below.
23












The set of Equations (3.11) and (3.12) define the branch variables φβ(t) and Qβ(t), called
the branch flux and the branch charge respectively, as functions of the voltage Vβ(t) and
the current Iβ(t) through the branch.
The analysis of a circuit involves the application of Kirchoff’s laws together with the
constitutive relations of its elements in order to obtain a set of equations that need to
solved. The equations obtained by doing this are not all independent, since not all branch
variables are independent degrees of freedom. The method of nodes provides an efficient
way of analyzing a given lumped element circuit by organizing the same information as
before in a clever and structured set of rules, giving the minimum number of equations
needed to solve it [94]. We shall use this method, which we present next, to obtain the
equations of motion of a given circuit, followed by an example to illustrate its application.
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Method of nodes
1. Identify all nodes of the circuit, where a node is a point that connects two or
more branches.
2. Choose a reference node to be the ground. The rest of the nodes are called active
nodes.
3. Choose a spanning tree: a collection of branches that access every node and that
contains no loops. This identifies the tree branch fluxes, where closure branches
are left out.
4. The n node flux Φn is the sum of the branch fluxes along the path that connects














1 if path follows b with proper orientation
−1 if path follows b with opposite orientation
0 if path doesn’t follow b
5. For each active node, we equate the sum of currents arriving from the inductive
elements to the sum of currents going into the capacitive elements connected to
that node.
6. Use the constitutive equations for the electric elements, together with the branch
variables definitions (3.11) and (3.12) to express the currents in terms of the
branch fluxes.
7. Use the results from step 4 to write the equations obtained from the previous
step in terms of the node fluxes, finding the equations of motion of the circuit.
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3.2.1 Example: LC resonator
We consider the simple example of an LC resonator. We use the Figure 3.3 below to
illustrate the steps 1 to 3 of the method of nodes.
Figure 3.3: LC resonator indicating the currents iC and iL, the branch
fluxes φC and φL, the ground node Φg, the node flux Φ1, and the spanning
tree as a purple dotted path.
Steps
• Steps 1-3: The spanning tree is highlighted in purple and the ground and active
nodes are indicated as Φg and Φ1 respectively. The tree branch flux is φL and the
closure branch flux is φC .
• Step 4: the node flux Φ1 is Φ1 = φL. For this simple example, the closure branch
flux is simply φC = Φ1.
• Step 5: at the active node Φ1, the currents obey the relation
− iL = iC (3.14)







= CV̇C = Cφ̈C (3.15)
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Since the Josephson junction is a non linear inductance in parallel with a capacitance,
we can apply the same procedure as for the LC resonator, with iL now being given by
Equation (3.10). The equation of motion is then









3.3 Hamiltonian of a circuit
Given the Lagrangian of a system, we can use the Euler-Lagrange equations to find its
equations of motion. The equation of motion for the LC resonator (3.16) suggests that we























. We can quantize the system by promoting the classical variables
(Φ, Q) to quantum variables (Φ̂, Q̂) obeying the equal time canonical commutation relations
[Φ̂, Q̂] = i~ (3.21)



















































A transmission line (TL) is a structure designed to carry high frequency electromagnetic
signals from one place to another with minimal losses. The size of transmission lines is
a substantial fraction of the wavelength of the signal or larger [102]. A particular type
of transmission line is the coplanar waveguide (CPW), which consists of three conductors
printed on the same plane of a substrate and separated by a small gap, constant along the
length of the line [103].
The experimental setup used to observe the dynamical Casimir effect [4, 79, 80], and
used in this work, consists of a CPW terminated by a SQUID. A short fragment of a TL
can be modelled as a lumped element circuit, so the line is modelled as an infinite number
of lumped element circuits. In particular, we will be working with a lossless line where the
resistance is zero. The equivalent circuit representation is presented in Figure 3.4.
Figure 3.4: Equivalent circuit representation of the CPW setup as presented in
[4], with C0 and L0 the capacitance and inductance per unit length. Here, Φi is
the flux at node i and ΦJ,j are the fluxes at the Josephson junctions.
Using the method of nodes presented in Subsection 3.2, we calculate the Lagrangian of

























where L0 and C0 are the respective inductance and capacitance per unit length of the CPW,
CJ,j, EJ,j and ΦJ,j are the capacitance, Josephson energy and flux of the j-th junction in
the SQUID, and Φi is the dynamical flux at node i. Note that ΦJ = Φ1.
If size of the loop of the SQUID is small enough, then ΦJ,1 − ΦJ,2 = Φext. We are
considering a symmetric SQUID, so CJ,1 = CJ,2 = CJ/2 and EJ,1 = EJ,2 = EJ . The SQUID
is operated in the phase regime, and it is assumed that its plasma frequency is much greater
than any other frequencies in the circuit so that ΦJ
Φ0
 1, where ΦJ = (ΦJ,1 + ΦJ,2)/2 is the


























where EJ(Φext) = 2EJ | cos(πΦextΦ0 )| is the tuneable Josephson energy. Note that the effective
capacitance for the first node is C0∆x+ CJ which becomes CJ in the limit of ∆x→ 0.

































the conjugate variable to Φi.
The system is quantized by promoting the classical variables (Φi, Pi) to quantum vari-






































where Φi(t) ≡ Φ(x, t) and EJ(t) = EJ |Φext(t)|. This equation plays the role of the boundary
condition on the field in the CPW. It is noticed that this boundary can be tuned by an
externally applied magnetic flux.
Furthermore, the dynamical fluxes away from the SQUID and in the continuum limit
∆x→ 0 follow the Klein-Gordon equation
∂2
∂t2
Φ(x, t)− v2 ∂
2
∂x2
Φ(x, t) = 0 (3.32)





Dynamical Casimir effect in circuit
QED for nonuniform trajectories
In this chapter, we present our results on the simulation of relativistic moving boundaries.
This is achieved by utilizing the setup presented in Section 3.4 of the previous chapter, a
coplanar waveguide (CPW) terminated by a superconducting quantum interference device
(SQUID), which is used to simulate a trajectory described by x = z(t), where t is the
coordinate time in the laboratory frame.
An experimental simulation of a moving boundary naturally involves oscillatory mo-
tions. As discussed on the introduction to Part 1 of this thesis, the relativistic trajectories
that we aim to simulate are the ones considered in [47], where a study of the response of
a moving detector to a quantum field was presented. These trajectories are: sinusoidal
motion (SM), sinusoidal acceleration (SA), and alternating uniform acceleration (AUA).
The experimental setup used for the observation of the dynamical Casimir effect [79]
already simulates a sinusoidal motion, so we explore how to modify the settings to achieve
more general moving boundaries. We point out that the trajectories we consider have a
very similar spatial shape, so it would be interesting to analyze if even under this scenario
their generated spectrums are distinguishable.
This chapter is organized as follows: We start by reviewing in Section 4.1 the different
relativistic moving boundary conditions that we investigate. In Section 4.2 we compute the
number of photon quanta emitted for a general trajectory and discuss how to interpret these
in the context of circuit QED. In Section 4.3 we discuss the choice of input parameters,
followed by a presentation of our results in Sections 4.4 and 4.5, where we compute the
output number of photons for each trajectory and discuss how this differs for different
relativistic trajectories. Finally, our conclusions are presented in Section 4.6.
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4.1 Relativistic trajectories and moving boundaries
In this section we present the relativistic trajectories that we wish to simulate. Namely,
we discuss sinusoidal motion (SM), sinusoidal acceleration (SA), and alternating uniform
acceleration (AUA).
The periodic boundary motion we simulate is in one dimension, and we define its
directional proper acceleration as its (positive definite) proper acceleration multiplied by
the sign of the spatial component of the 4-acceleration. We denote the periodicity of the
motion as ωd, anticipating that the external driving flux that will be used to simulate these
trajectories has the same natural frequency, as we will see in detail later on.
In the following, we use Equations (2.46) and (2.48) derived in Section 2.4 to calculate
the proper time τ and the proper acceleration a for each trajectory, given that we know
the form of the trajectory in the laboratory frame.








where τ is the proper time.
4.1.1 Sinusoidal motion
Sinusoidal motion is one for which the 4-position of the boundary is given by
zµSM(t) = (t, 0, 0,−R cos(ωdt)) (4.2)
where R is the oscillation amplitude, and ωd is the oscillation frequency in coordinate time.
In order for the motion to remain subluminal we must have Rωd < 1 in units with c = 1.
The proper time τ of the boundary is τ = ω−1d E(ωdt, (
Rωd
v
)2), where E(φ,m) is an elliptic








whereas the proper acceleration aSM(t) = |αSM(t)|. Note that for Rωd  1 the acceleration
is proportional to the position, as expected for nonrelativistic motion. The oscillation
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)2) in proper-time). The time-averaged proper












Sinusoidal acceleration (SA) (employed in a experimental proposal by Chen and Tajima
[104], in which a particle of mass m and charge e is placed at one of the magnetic nodes
of an EM standing wave with frequency ωd and ampitud E0) is described by the worldline
zµSA(t) =
t, 0, 0,− vωd arcsin








with directional proper acceleration
αSA(t) = 2α cosωdt
where α = eE0
m
has units of acceleration and the proper time of the boundary τ is related
to the coordinate time t by τ(t) = ω−1d F (ωdt,−4α2/v2ω2d), where F (φ,m) is the elliptic
integral of the first kind. The oscillation period of this worldline is tp = 2π/ωd or a proper
time period of τp = ω
−1















and for low accelerations (|α|  vωd) and nonrelativistic velocities we obtain zSA ∼ zSM.
4.1.3 Alternating uniform acceleration
For Alternating Uniform Acceleration (AUA) the trajectory of the boundary (parametrized

























































, with floor(x) the largest integer less than or equal to x. We
consequently have ā = a.
We illustrate in Figure 4.1 the position (top figure) and proper acceleration (bottom
figure) as functions of time of these trajectories.
4.2 cQED setup
To simulate these boundary motions we make use of the setup [4] (illustrated in Figure 2
of [4]) and which we also presented in Figure 3.4 of Chapter 3, where a SQUID modulates
the boundary condition of a Coplanar Waveguide (CPW). The CPW is at x < 0 and the
SQUID is at x = 0.
Following the procedure presented in Section 3.4, the dynamical flux away from the
SQUID respects the Klein-Gordon equation (see Equation (3.32))
∂2
∂t2
Φ(x, t)− v2 ∂
2
∂x2
Φ(x, t) = 0 (4.8)
with propagating velocity v = 1/
√
C0L0, where C0 and L0 are the capacitance and induc-
tance per unit length of the CPW.
The equation of motion at the boundary (see Equation (3.31)) is


























is the magnetic flux quantum, CJ is the capacitance of the symmetric
SQUID, which has a small enough loop (so that self-inductance is neglected) and operates
in the phase regime, and EJ(t) = EJ(Φext(t)) is the tunable Josephson energy whose
arbitrary time dependence can be given by controlling Φext, the external flux threading
through the SQUID. The second equality follows under the assumption that the SQUID
plasma frequency is much larger than any other frequencies in the circuit. This boundary
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Figure 4.1: (Top) Trajectory’s position as a function of time. (Bottom) Trajectory’s direc-
tional acceleration as a function of time. In both cases the trajectories are distinguished as
follows: Sinusoidal motion (red dashed), Sinusoidal Acceleration (blue dotted), Alternating
Uniform Acceleration (green dot-dashed). The average acceleration for all trajectories is
ā = 1.2× 1019m/s−2 and the driving frequency is ωd/2π = 28 GHz.
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can be tuned by the externally applied magnetic flux. All this assumptions and conditions
are being recalled from Section 3.4.
Remember that for a field terminated by a moving mirror, we would have the boundary
condition
φ(t, Z(t)) = 0 (4.10)
where Z(t) is some prescribed trajectory.










upon expanding Equation (4.10) about the origin, where Z(t) = Z0− z(t) with z(t) Z0.
Equation (4.9) plays the role of the boundary condition on the flux field in the CPW,
and is designed to simulate the boundary condition (4.11). We remark that the bound-
ary condition (4.9) does not exactly correspond to a Dirichlet condition, and instead is
similar to it only in an approximate way. In principle identifying this simulation with
the original perfect-mirror Dirichlet boundary condition employed in the classic literature
on the dynamical Casimir effect [90, 105, 106] can be problematic. This is because the
condition (4.9) well approximates a pure Dirichlet condition at a moving boundary only
when |dz(t)/dt|  c [107].
In our case this is not a concern for two reasons. First, the dynamical Casimir effect
does not require strict use of a Dirichlet condition; indeed it occurs for a general set of
time dependent boundary conditions near relativistic regimes [108]. Second, the bound-
ary condition (4.11) (which is faithfully approximated by (4.9) for field frequencies much
smaller than the SQUID plasma frequency [109]) produces the same particle spectrum (at
leading order) as the pure Dirichlet condition. Writing V = ωt + kωx and U = ωt − kωx,
the full solution to (4.8) that respects (4.10) is given by
φ(t, x) = f(V )− f(p+(U)) + g(U)− g(p−(V )) (4.12)
where ωt ± kωz±(t) = p±(ωt ∓ kωz±(t)) in the case of two boundaries with trajectories
V = p+(U) and U = p−(V ), respectively determined in terms of the prescribed boundary
motions x = z±(t). We shall set f(V ) = 0 as there is neither a left boundary nor incoming
right-propagating signals, and write z−(t) = z(t).
The general method for interpreting this equation (for left-moving modes that are


















L0/C0 is the characteristic impedance and kω = |ω|/v is the wave vector.
The subscripts out and in in the operators stand for the direction in which the signals are
propagating, with ain(ω) =
∫




Rather than directly computing this latter integral, we shall obtain aout(ω) by requiring








dωg(ω, ω′)[Θ(ω)(ainω + a
out
ω ) + Θ(−ω)(ain−ω + aout−ω)†]
−ω′2CJ(ainω′ + aoutω′ ) + i
kω′
L0











































(δ(ω − ω′ − ωdn)− δ(ω − ω′ + ωdn))
]
(4.17)
































ω ) + θ(−ω)(ain−ω + aout−ω)†
]
×














ω ) + θ(−ω)(ain−ω + aout−ω)†
]
×
(δ(ω − ω′ − ωdn)− δ(ω − ω′ + ωdn))dω
]
−ω′2CJ(ainω′ + aoutω′ ) + i
kω′
L0
(ainω′ − aoutω′ ) (4.18)



































θ(ω′ − ωdn)(ainω′−ωdn + a
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θ(ω′ − ωdn)(ainω′−ωdn + a
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−ω′2CJ(ainω′ + aoutω′ ) + i
kω′
L0
(ainω′ − aoutω′ ) (4.19)
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Assuming ω′ > 0 then θ(−ω′) = 0 and θ(−ω′ − ωdn) = 0. Also, we assume the SQUID
plasma frequency is large (|ω|2CJ  1) so that we neglect the term with CJ and find













































































and we have set ω′ → ω.
Equation (4.20) is the general relation determining aoutω in terms of a
in
ω for an arbitrary
















where we require an
a0
 1 and bn
a0
 1 and where aoutαn , boutαn are the coefficients in the
perturbation series that we will determine. Here O(2) means second order in an/a0 and
bn/a0 With this, the 0th order term is















Using (4.24) and upon imposing the requirement that kωL
0
eff  1 (R(ω) ≈ −e2ikωL
0
eff),

























































where we substituted kα =
|α|
v










P (ω, ω − nωd)− i
bn
a0









P ∗(ω, nωd − ω)− i
bn
a0









P (ω, ω + nωd)− i
bn
a0







where we have defined







If the initial photon population of the field is given by that of a thermal bath of
temperature T : n̄inω = (exp(~ω/kbT )− 1)
−1, then












∣∣∣∣2Θ(nωd − ω) + ω(ω + nωd)∣∣∣∣ana0 − ibna0
∣∣∣∣2n̄inω+nωd] (4.29)
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= E0J + δEJ(t) (4.31)





























If we want to simulate a trajectory with a position given by x = Z(t), then upon
comparison with (4.11) we obtain






















Recall that the external driving field as a function of the external flux is given by






























The last expression provides us with the time dependent externally applied flux required
to obtain the trajectory z(t) to be simulated.
4.3 Parameters for relativistic trajectories
In this section we suggest physically relevant parameters for the relativistic trajectories SM,
SA, and AUA (described in Section 4.1) and compute the number of photons produced for
each. From Equations (4.2), (4.4) and (4.6), we see that each trajectory has a characteristic
acceleration parameter (generically denoted A) that will roughly determine the scale of the
proper acceleration. Respectively A is Rω2d for SM, α for SA and a for AUA.
The time averaged proper acceleration for each trajectory is calculated using Equation
(4.1), as presented in Section 4.1. We reproduce these in Table 4.1 for convenience. We
notice that ā is a monotonically increasing function of the accelerating parameter A for
fixed frequency. For fixed A and varying frequency, ā is monotonically increasing for SM




























Table 4.1: Time averaged proper accelerations for the three trajectories studied. F (φ,m)
and E(φ,m) are elliptic integrals of the first and second kind respectively.
As an estimator of how relativistic the trajectory is we can compare āt with the effective
speed of light v. If āt . v the trajectory would be significantly relativistic. For a realistic
propagation velocity of photons in the waveguide of v = 2
5









≈ 1, so if ωd
2π
∼ O(1010) Hz, then ā ∼ O(1017) m s−2. We remark
that by ω, ωd we mean angular frequencies, that is 2πν, where ν is the linear frequency.
The values of the parameters employed in [4] are summarized in Table 4.2. These
parameters yield a proper acceleration for the sinusoidal motion simulated in [4] of ā =
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= 0.419. For this acceleration and the oscillation period
considered, neither the SA nor AUA trajectories will yield any significant difference with






















Table 4.2: Parameters used in [4].
In order to obtain significant differences between the SM and the other two trajectories
we need to work with larger ā so as to reach speeds that are closer to the effective speed
of light, and thus have larger contributions from higher than first order Fourier coefficients
in (4.16). We are constrained by the fact that the speed of the wall cannot be faster than
the speed of light. Both the SA and AUA trajectories already incorporate this constraint
by construction, but in the case of sinusoidal motion, not every value of the characteristic
acceleration parameter is possible. In this case we will have the constraint
Rωd < v (4.38)
This means that for a maximum driving frequency of ωd
2π
= 40 GHz, and v = .4c, then
R < .4775mm.
We therefore impose three requirements in choosing our parameters. First, we set
ā(A, ωd) = 20×1018 m s−2 and fix the same driving frequency ωd for the trajectories. Next
we select the characteristic acceleration parameter A and driving frequency ωd such that




> 0.1. Finally, we maximize the quantity ā(A,ωd)
ωd
so as to maximally amplify the
contribution of the motions. The first criterion provides a point of comparison between
trajectories, the second gives a region on the plane (A,ωd) in which we can perform the
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experiment, and the third selects the parameters in which the trajectory is ‘maximally
relativistic’ given the other constraints.
We find these criteria imply that α = 13.725 × 1018 m s−2 for the SA motion and
a = 20 × 1018 m s−2 for the AUA motion and a driving frequency of ωd
2π
= 14.6 GHz
for both trajectories. For the SM, in order to keep the driving frequency less than the
plasma frequency and still achieve an average acceleration of 20 × 1018 m s−2 we would
need R ≥ .398mm, and the greater the R, the smaller the required driving frequency. Due
to Equation (4.38), R < .4775mm, and to achieve the desired acceleration the minimum
driving frequency is ωd
2π
= 31.7 GHz. This driving frequency is much bigger than the
frequency needed for SA and AUA. For this reason we shall first consider these two cases,
presenting the analogous results for the sinusoidal case at the end of this work with the
parameters used in [4] (presented in Table 4.2).
We summarize in Table 4.3 the experimentally controlled parameters for the cases we
subsequently analyze, unless otherwise specified.
SA AUA
ā 20× 1018m s−2 20× 1018m s−2
A α = 13.725× 1018 m s−2 a = 20× 1018 m s−2





















CJ 90 fF 90 fF
v .4c .4c
Z0 55 Ω 55 Ω
ωs/2π 37.3 GHz 37.3 GHz
Table 4.3: Parameters used for each trajectory.
4.4 Results
With the parameters presented in Table 4.3, the Fourier coefficients for the SA and AUA
trajectories are non vanishing but are quickly suppressed as n increases. We present them
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in Figure 4.2. In both cases we find that we get an exponential suppression, and so can

































Figure 4.2: Fourier coefficients of the SA trajectory (blue squares) and AUA trajectory
(green circles).
Using Equation (4.30) we can calculate the output number of photons as a function of
the frequency ω and of the driving frequency ωd. Fixing the driving frequency as in Table
4.3, we calculate nout(ω) for different external temperatures. In Figure 4.3, we illustrate
results for various values of the temperature of the thermal bath for each motion. We see
that second order contributions are in principle detectable, as depicted in the insets.
In Figures 4.4 and 4.5 we calculate nout(ω) (for two different fixed driving frequencies)
and nout(ωd) (for two different fixed frequencies) respectively for two different temperatures
of the thermal bath. For comparison purposes, we present both trajectories together. We
can see that even though small, there is a difference in the statistics for different trajectories.
We see from Figures 4.4 and 4.5 that the different relativistic motions are indeed distin-
guishable from their spectrum, with the distinction becoming more pronounced at larger
values of ωd. The maximum of the curve in figure 4.4 occurs at values ω = nωd/2. An
analytic expression for determining the maxima of the curves in Figure 4.5 can be given
in terms of elliptic functions; we shall not reproduce it here.
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Figure 4.3: Plots comparing nout at differing thermal bath temperatures T = 0K (solid),
T = 25 mK(dashed) and T = 50 mK(dotted) and fixed ωd/2π = 14.6GHz as a function of
ω/ωd for SA trajectory (top) and AUA trajectory (bottom). The average acceleration for
both trajectories is ā = 20× 1018 m s−2. The insets show detail for the second maximum.
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Figure 4.4: Output number of photons for varying frequency ω and fixed driving frequencies
ωd as indicated in the figure. The solid lines correspond to AUA trajectory and the dashed
lines to SA trajectory, where both have the same average acceleration ā = 20× 1018 m s−2
for ωd/2π = 15 GHz and ā = 21.9× 1018 m s−2 for ωd/2π = 5 GHz, and for T=0 K (top)
and T=25 mK (bottom), where T is the temperature of the thermal bath.
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Figure 4.5: Output number of photons for varying driving frequency ωd and fixed frequen-
cies ω as indicated in the figure. The solid lines correspond to AUA trajectory and the
dashed lines to SA trajectory, where both have the same average acceleration ā = 20×1018
m s−2 and for T=0 K (top) and T=25 mK (bottom), where T is the temperature of the
thermal bath.
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Finally we compute the output number of photons as a function of ā. Note that for
AUA, the average acceleration is only a function of the acceleration parameter while for
both SM and SA, due to the relativistic nature of the trajectories, the average proper accel-
eration depends nontrivially on the characteristic acceleration parameter and the driving
frequency (periodicity of the motion).
Consequently there are two ways of having a variation in the acceleration. We can
either fix the characteristic acceleration parameter and vary the driving frequency ωd or
we can fix the driving frequency ωd and vary the characteristic acceleration parameter. We
will consider the case where we vary the acceleration by varying the acceleration parameter
A, since this is the variable that carries the units of acceleration. The result is presented
in Figure 4.6, where we set the driving frequency to ωd
2π
= 14.6 GHz. We notice that the
output number of particles is an increasing monotonic function of the average acceleration.
4.5 Sinusoidal motion and the dynamical Casimir ef-
fect
Turning now to the SM case, this is essentially the same as that considered in the dynamical
Casimir effect [79, 80, 4]. To order Rωd we are unable to produce any distinctly relativistic
effects for this motion as discussed in Section 4.3. As such, the DCE provides a cross-check
on our approach. We set all the parameters to be the same as specified in [4] (presented
in Table 4.2). These parameters give an effective length L0eff = .44 mm and a modulation
R = δLeff = .11 mm. With these parameters, we obtain the output number of photons
calculated in [4].
To compare the three trajectories, we set the driving frequency for SA and AUA to be
the same as the Sinusoidal case and we modulate the acceleration parameter such that the
average acceleration is the same for the three of them, which is ā = 9.054× 1017 m s−2 as
in [4]. In Figure 4.7 we present the result for nout(ω) as a function of
ω
ωd
and in Figure 4.8
for nout as a function of ā. We notice that for this relatively small value of the acceleration,
the output photon spectra for SA and SM is very similar, whereas the spectra for AUA
is smaller. We also notice that the additional Fourier coefficients make noticeable changes
in the output spectra only for higher values of the acceleration, as indicated in Figure 4.3
and in contrast to Figure 4.7.
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Figure 4.6: Output number of photons for varying ā for fixed driving frequency ωd/2π =
14.6GHz and varying the characteristic acceleration parameter A for different frequencies
ω as indicated in the plots, where the solid lines correspond to AUA trajectory and the
dashed lines to SA trajectory, at T=0 mK (top) and T=25 mK (bottom), where T is the
temperature of the thermal bath.
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4.6 Conclusions
We have seen that the dynamical Casimir effect yields different particle creation distribu-
tions depending on the trajectory of the moving boundary condition. Despite the limita-
tions concerning the Dirichlet boundary condition inherent to the cQED implementation
that we point out in this work, we have shown that a simulation of this effect in a su-
perconducting circuit can distinguish different particle creation spectra due to different
kinds of relativistic oscillatory motion (all of them yielding very similar periodic boundary
trajectories as shown in Figure 4.1).
To relate our results to the phenomenology of the Unruh effect we can associate the
average number of observed particles created by the time-dependence of the boundaries to
a temperature estimator. This can be done by relating the observed output flux density
to nout in the same way as in [4]. Doing so yields a temperature estimator proportional to
the average number of created particles T ∝ ~ωnout/kb. This temperature estimator could
be compared with the temperature perceived by an accelerated Unruh-DeWitt detector
following the same trajectories we impose in our moving boundaries.
These results may be helpful in shedding some light on a long debated question: How
much can the dynamical Casimir effect be discussed in terms of the same physical phenom-
ena behind the Unruh effect as seen by a freely accelerating particle detector? One might
argue that all moving boundary condition effects are basically manifestations of the DCE,
and as such this should also be the case of an accelerated atom. However the point of this
study is the acceleration of the moving boundary conditions, and whether or not this picks
up new features of the type expected from the Unruh effect for particle detectors with
the same trajectories as studied in [47]. As we can see from our results, the temperature
estimator does not really follow the simple behaviour of the response of particle detectors
predicted in [47], which may be suggesting that, beyond constant acceleration, the DCE
may not be so easy to relate to the Unruh effect, possibly because of these nonequilibrium
































Figure 4.7: Plot comparing nout at a thermal bath temperature of T = 0K and fixed
ωd/2π = 18GHz as a function of ω/ωd for Sinusoidal trajectory (red dashed), SA trajectory
(blue dotted) and AUA trajectory (green dot-dashed). The average acceleration for all the
motions is ā = 9.054 × 1017 m s−2. The inset shows detail for the difference between
Sinusoidal and SA.
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Figure 4.8: Plot comparing nout at a thermal bath temperature of T = 0K and fixed
frequency ω/2π = 9GHz as a function of ā where we fix ωd/2π = 18GHz for Sinusoidal tra-




There is currently firm experimental evidence that macroscopic systems interact gravita-
tionally [110]. On the other hand, quantum phenomena such as the superposition principle
is exhibited by many systems [111, 112, 113, 114, 115, 116, 117, 118]. However there is a
lack of direct observation of quantum gravitational phenomena [119] and at present there
is no fully satisfactory consistent theory of quantum gravity [120].
These concerns have led to the question of whether gravity remains classical at a fun-
damental level, giving rise to a host of gravity-inspired modifications to quantum me-
chanics models built on the hypothesis of fundamentally classical gravity [14, 15, 20, 21,
22, 23, 24, 25, 26]. Such models include mechanisms that collapse the wavefunction of
sufficiently massive objects to avoid non-classical states of the gravitational field at macro-
scopic scales, where classicality is understood as the lack of coherent spatial superposition
[15, 121, 122, 123].
Recently a continuous measurement with feedback model was proposed where repeated
interactions between two systems with a set of common ancillae results in an effective
long range interaction between them [67, 68, 124]. This emerging force is accompanied by
dissipation terms that ensure that the resulting dynamics are classical, where classicality
here is understood as the inability of the resulting interaction to increase entanglement
between the systems.
The application of this model to gravity by Kafri, Taylor and Milburn (KTM) [67, 68]
aims to enforce classicality of gravitational interactions and predicts decoherence in the
position basis of the CM of systems that interact gravitationally, with a decoherence rate
of just the right amount so that the emergent interactions cannot increase entanglement
between pairs of masses. So far the model produces an approximately Newtonian potential,
which raises a series of questions like: What are the assumptions of the model? Can such
assumptions be generalized? Is it possible to attain any kind of dynamics? Can we generate
an exact Newtonian potential? How are the interactions and the decoherence rates related?
Motivated by these questions, we dedicate Chapter 5 to present our study on the type
of dynamics that can emerge from a quantum collisional model where a system undergoes
repeated interactions with a Markovian environment [2]. We quantify the decoherence that
arises with the induced potential and show that for local linear interactions this decoherence
is lower bounded. We also discuss how, by admitting more general interactions, a larger
class of effective evolutions can emerge with arbitrarily low decoherence. While there are
many studies of collisional models of an open system [125, 126, 127, 128, 129, 130], our
focus is on the nature of the emergent interactions and its relation to decoherence.
Using the tools developed in our simple model of repeated interactions, in Chapter 6
we examine the assumptions and conditions that give rise to the KTM model described
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above. We furthermore generalize the model to composite systems and show that recent
single-atom interferometric experiments achieving large spatial superpositions [5, 6] present
strong evidence against the KTM model. Since the lower bound of the KTM decoherence
rate lies at the border that differentiates theories where the gravitational interaction of low
energy particles is classical or quantum, our results are highly relevant to the understanding
of the nature of gravitation, suggesting that gravity cannot be described as pairwise local
classical channels connecting massive particles.
The material presented in Chapters 5 and 6 derives from [2] and [3] respectively, in




The study of a system involves the study of its dynamics. Classical systems are determin-
istic in the sense that their physical description at a given time is well defined and unique.
This is not true for quantum systems, where the system can be in a coherent quantum
superposition of multiple states at the same time. The dynamics of a quantum system
are dictated by Heisenberg equation and the system is said to evolve unitarily. However,
when a system is opened to the outside world, the system undergoes interactions with
the environment –i.e. other systems whose dynamics we want to neglect– which subjects
the system to decoherence. This is because the joint system-environment forms a closed
system and together they undergo unitary evolution; but after tracing out the latter, the
final state of the system may not be given by a unitary transformation of its initial state
[27, 131, 132].
Much effort has been devoted to the study of open quantum systems (see for example
[125, 126, 127, 128, 133]). For instance, in the quantum information processing community,
the interactions of a quantum system with its environment introduce unwanted noise. It is
of central importance to understand these noise processes for building quantum information
processing systems [134, 135].
In this chapter, we present our study on continuous measurements of a quantum sys-
tem with a set of ancillae and the consequence these interactions have on its dynamics.
The organization of this chapter is as follows: in Section 5.1 we give a brief presentation
of quantum measurements discussing both projective measurements in 5.1.1 and general
measurements in 5.1.2. We then present in Section 5.2 an open dynamics model of re-
peated interactions between a system and a set of independent ancillae. By considering
different model parameters, such as state preparation, choice of the operators acting on
the joint system and the interaction strengths, we obtain different limits for the dynamics
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of the quantum system, from effective unitary in 5.2.1 to finite decoherence in 5.2.2. In
Section 5.3 we generalize the model to a sequence of repeated interactions. We show how
to recover unitary dynamics in 5.3.1 and how coherent-feedback of the quantum system
can emerge in 5.3.2. In Section 5.4, by considering subsystems interacting with a set of
common ancillae, we find the conditions under which effective interaction terms between
them can arise, accompanied by dissipation whose lower bound we calculate. Finally, we
present some discussion and conclusions in Section 5.5
5.1 Single shot measurements
The traditional presentation of quantum measurement is that of a projective measurement,
in which the state of the system after the measurement collapses to one of the eigenstates
of the observable that is measured [136]. The modern concept of quantum measurement
dispenses with this description: a measurement is described as a quantum operation on the
state of the system, with outcomes distributed according to a “Positive-Operator-Valued-
Measure” (POVM) [137]. In the following, we give a brief presentation of both concepts
(see e.g. [27, 138] for a comprehensive presentation).
5.1.1 Projective measurements
We start by presenting projective measurements. Suppose we want to measure an observ-







i| a, i〉〈a, i | – with | a, i〉 the basis for the Hilbert space of the system such
that Â| a, i〉 = a| a, i〉 – form a set of orthogonal projectors where Π̂aΠ̂a′ = δa,a′Π̂a. Note
that for convenience we have assumed a discrete spectrum. If the eigenvalues of Â are
non-degenerate, then Π̂a = | a〉〈a |. When a measurement of A is performed, the result is
one of the eigenvalues of Â. If the state of the system S is described by the density matrix
ρs, the normalized state of the system after a time T, during which we measured A and
obtained result a, is given by







We call this the conditional state of the system, where the system is projected into a
subspace of the total Hilbert space.
We can also measure A and ignore the measurement outcome. In this case the state of
the system is




and we call it the unconditional state of the system, which is generally a mixed state.
The above description of quantum measurement is also called von Neumann measure-
ment and it is the traditional first presentation of a quantum measurement [136].
5.1.2 General measurements
Realistically, the measurement of an observable of a system is not described by a projec-
tive measurement. A more accurate description of a measurement involves an interaction
between the system and its environment [27, 138]. We can think of this process as having a
closed system that is opened and subject to measurement. The environment consists of all
systems interacting with the system whose observable we want to measure. We illustrate
this process in the quantum circuit diagram presented in Figure 5.1.
Figure 5.1: Quantum circuit diagram illustrating a quantum operation E on the state of
the system ρs via a unitary interaction V̂ with an environment ρenv.
In Figure 5.1, E is a quantum operation over the initial state of the system S and ρs,
ρenv are the density matrices of the system and the environment respectively. Note that
we assume that they start in an initially uncorrelated state.
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There are an infinite number of degrees of freedom that one could consider for the
environment. We employ a cutoff and consider the environment to consist of a second
quantum system, which we call a meter or ancilla (ρenv ≡ ρm). The joint state of the
system and the meter at time t is described by the density matrix ρsm. We want to
analyze the state of the system after it interacts with the meter during a finite time T
after which the latter is projectively measured. We will consider the same two scenarios
we considered before: one in which we look at the measurement result and one in which
we don’t.
The joint system evolves under the Hamiltonian Ĥsm so the state of the joint system
after an interaction time T is
ρsm(t+ T ) = V̂ (T )ρsm(t)V̂
†(T ) (5.4)
where









We assume that at time t the system and the meter are initially uncorrelated, so ρsm(t) =
ρs(t)ρm(t), where ρs(t), ρm(t) are the state of the system and the meter respectively at
time t. The unnormalized state of the joint system after measuring an observable R of the
meter and getting a result r is
ρsm(t+ T ) = | r〉〈r |V̂ (T )ρs(t)ρm(t)V̂ †(T )| r〉〈r | (5.6)
where we performed an operation 1s ⊗ Π̂r = 1s ⊗ | r〉〈r | over the state of the joint system
at time t + T , with {| r〉} an orthonormal basis for the Hilbert space of the meter. For
simplicity we have assumed non-degenerate eigenvalues of the operator R̂ associated with
the observable R. Assuming the ancilla is in a pure state ρm(t) = |φm(t)〉〈φm(t) |, Equation
(5.6) is then
ρsm(t+ T ) = | r〉〈r |V̂ (T )|φm(t)〉ρs(t)〈φm(t) |V̂ †(T )| r〉〈r | (5.7)
We define the operators M̂ r = 〈r |V̂ (T )|φm(t)〉. These are operators acting on the system
and whose properties we will analyze later. With this definition, the normalized state of
the joint system is
ρsm(t+ T ) =
| r〉〈r |M̂ rρs(t)M̂ †r
Pr
(5.8)
where the probability of the measurement result being r after measuring the observable R
is Pr = Tr
(






, with TrS the partial
trace over the system.
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Tracing (5.8) over the state of the meter, we get the state of the system,








We call (5.9) the conditional state of the system, since it is conditioned on obtaining
measurement result r for the meter. If we discard the measurement result, the unconditional
state of the system is






In order to preserve the trace, the system operators M̂ r must obey the the relation∑
r
M̂ †rM̂ r = 1 (5.11)
We define the new operators Êr = M̂
†
rM̂ r, which from (5.11), obey the completeness
relation
∑
r Êr = 1. We notice that the probability of the measurement outcomes are




. The complete set {Êr}
is known as the “Positive-Operator-Valued-Measure” (POVM). To gain some intuition on
this abstract formulation of quantum measurements, we proceed by presenting an example.
Example
In this example, we take the meter to be a measuring apparatus with a needle whose
position x is the observable we will measure. For simplicity, we assume that the free
evolution of the system and the meter are trivial and that they interact via the following
Hamiltonian
Ĥsm = g(t)Ŝ ⊗ P̂ (5.12)
where g(t) is the interaction strength. Here Ŝ is an operator on the system and P̂ is the








where under the assumption that g(t) is continuous and differentiable over the interaction










We consider the special case of a Gaussian meter, i.e. one in which the wavefunction











The system operators M̂ r are given by
M̂ r = 〈xr |e−
i
~ ḡŜ⊗P̂ |φm〉
= 〈xr − ḡŜ |φm〉 (5.16)












To understand their effect on the system, we assume the state of the system is pure and































Denoting the variance of the eigenvalues as σ2S, if σ
2  σ2S, the above probability
distribution becomes a normal distribution centred at ḡ
∑
i |ψi|2si, which is proportional to
the average of the eigenvalues of Ŝ and the change in the state of the system is negligible in
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this limit. Therefore, you gain partial access to the state of the system without significantly
perturbing it. In the limiting case where σ2 → ∞, the system is not perturbed but there
is also no information gain.
The process described in this example, with gaussian distributions where the standard
deviation is larger than the difference between the eigenvalues of the system, is what is
known as a weak measurement [139].
5.2 Continuous measurements: general model
With the single-shot weak measurement method we gain some information about the sys-
tem without disturbing it too much. Can we do many of these measurements to keep
gaining information about the system? What is the effect on its state? Motivated by
these questions, we study the types of dynamics that can emerge from a simple model
of continuous interactions. The setup is as follows: we consider a system S and a set of
n identically prepared ancillae Mr, r = 1, ..., n. Note that from now on, we talk about
ancillas as opposed to meters to emphasize the generality of the model, but their physical
meaning is the same. Initially, the system is uncorrelated with the ancillae, couples to the
first one for a time τ , decouples, then couples to the second one for time τ , decouples, and
so on. This process repeats n times, one time for each ancilla, as illustrated in Figure 5.2
and can be thought of as a sequence of n of the single-shot measurements described above.
This is equivalent to a collisional model [125, 126, 127, 128] of an open system, modelling
interaction with a Markovian environment with relaxation time τ . During an rth cycle the
joint system S ⊗Mr evolves under the Hamiltonian
Ĥsmr = Ĥ0 + gr(t)ĤI = Ŝ0 + M̂0 + gr(t)Ŝ ⊗ M̂ , (5.21)
where Ŝ0 acts only on the system, M̂0 acts only on the ancilla and gr(t) is the interaction
strength, which is the same for each cycle (gr(t) = gr+1(t + τ)). To simplify notation,
we call Ĥ0 := Ŝ0 + M̂0 the free Hamiltonian, containing only the free evolution of the
subsystems and HI := Ŝ ⊗ M̂ the interaction Hamiltonian. The latter is identical at each
cycle: the same operators Ŝ and M̂ act on S andMr for each r. After the rth interaction
the joint state of the system and the respective ancilla is















Figure 5.2: Quantum circuit illustrating time evolution of a system S undergoing repeated
interactions with n ancillae. ρs is the initial state of the system and ρmi , i = 1, ..., n – of
the ith ancilla. During each step the system and the respective ancilla interact during a
time τ , after which they decouple and the ancilla is discarded. This process is equivalent
to performing n repeated single-shot measurements of the system, each one with a fresh
meter. For identical ρmi , the ancillae are also equivalent to a Markovian environment
with relaxation time τ . In the limit τ → 0 the process describes a continuous quantum
measurement of the system, or a memoryless collisional model of the system’s environment.
We are interested in studying the dynamics of the system ρs in the limit of continuous
interactions. We thus want the interaction time during each cycle to be vanishingly small
while keeping a finite duration of the total interaction time. We achieve this by taking the
limit:
n→∞, τ → 0, such that lim
n→∞,τ→0
nτ = T, (5.24)
where T is the fixed finite total interaction time. In the context of single-shot measure-
ments, this translates into doing infinitely many measurements of the observable Ŝ on the
system, infinitely often, during a finite time interval T . From an open systems interpreta-
tion, this describes a memoryless environment.
We assume that the ancillae are identically prepared, so the final state of the system is
described by n iterations of a superoperator V(τ)[ρs] := TrM{Û(τ)(ρs⊗ ρm)Û †(τ)}, where
TrM denotes the partial trace over the ancilla degrees of freedom, and ρm is the initial
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state of the ancilla. The final state of the system after a time T is then








This quantum operation is generally not unitary. The resulting dynamics in the continuous
limit gives rise to a Markovian master equation, which we derive next.
If the interaction strength gr(t) is continuous and differentiable in the interval (tr, tr+τ)
we can use the mean value theorem to get∫ tr+1
tr






Under certain restrictions on the interaction strength gr(t), described in Appendix A,

















〈[Ĥ, [Ĥ, [..., [Ĥ, ρs(tr−1)]]]]〉Mr , (5.28)
where Ĥ := Ĥ0 + ḡĤI . Here, 〈A〉Mr denotes the trace over the degrees of freedom of the
rth-ancilla. Note that Equation (5.27) applies in particular for switching functions that
are symmetric in time and applies to recent gravitational decoherence models [24, 67, 68],
where we aim to apply results of this work.

















ḡ2〈M̂2〉[Ŝ, [Ŝ, ρs(tn−1)]] + · · · (5.29)
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where 〈M̂k〉 ≡ TrM{M̂kρm} for k ∈ N. The equation of motion for the system at time T
is obtained by taking the limit





Equations (5.29) and (5.30) define a general quantum master equation for a system
that undergoes repeated interactions with a set of identically prepared ancillae. We note
that the coefficients of the commutators of the operators acting on the system consist of
products of expectation values of operators acting on the ancillae and powers of the time
interval τ and of the interaction strength ḡ. Consequently different types of dynamics for
the system emerge, depending on the preparation of the ancillae, the operators acting on
them, and the interaction strength g(t). In what follows we present two particular limits
of the emergent dynamics: effective unitarity and finite decoherence.
5.2.1 Effective unitarity
The evolution of a system is unitary if the dynamics follow the Heisenberg equation
ρ̇ = − i
~
[Ĥ, ρ] (5.31)
where Ĥ is a Hermitian operator. From Equation (5.29), one can see that if higher order
terms ∝ τ k for k ≥ 2 are small in comparison to the first order term, then the evolution is





= 0 , k = 2, 3, · · · (5.32)
The terms that contain at least one Ŝ0 or M̂0 are multiplied by a factor τ
kḡk
′
with k′ < k.





, and the limiting behaviour is met.










and the evolution of the system is approximately unitary. Then, by controlling the prepara-
tion of the ancilla and its coupling to the system, different potentials ΞŜ can be generated.
This result is commensurate with the one presented in [129].
We highlight that in the weak interaction regime, where limτ→0 τ ḡ = 0 and for fixed
moments 〈M̂k〉, the master equation immediately follows Equation (5.33).
In the strong interaction regime, where limτ→0 τ ḡ = C with C = 1 for simplicity, the
conditions in Equation (5.32) become
lim
τ→0
〈M̂k〉/〈M̂〉 → 0 (5.35)
and to ensure that Ξ stays finite, we need a τ -dependent state preparation of the ancillae.
For example, we can choose an instantaneous interaction between the system and the
ancilla, where the interaction strength is a delta function in time, such that ḡ = 1
τ
and
therefore limτ→0 τ ḡ = 1. To keep Ξ finite, 〈M̂〉 has to be ∝ τ , with its higher moments
obeying Equation (5.35). An example of a suitable choice is an ancilla with a Gaussian
distribution over the eigenvalues of M̂ with a τ -dependent mean and variance given by µτ
and (στ)2 respectively, with µ and σ constants. In this case, 〈M̂〉 = µτ and 〈M̂k〉 ∝ τ k,
so the limit in Equation (5.35) vanishes and Ξ = µ. This choice gives an effective unitary
evolution for the system, subject to a potential µŜ.
5.2.2 Finite decoherence
We now analyze the limit of finite decoherence, in the case where in Equation (5.29) only










and assume all higher order terms vanish in the considered limit.
Using Equations (5.29), (5.30),(5.34) and (5.36), the master equation is
ρ̇(t) = − i
~
[Ŝ0 + (Ξ− M̃)Ŝ, ρ]−
Γ
2~2
[Ŝ, [Ŝ, ρ]], (5.37)
We can see that in addition to Ξ, a new term M̃ contributes to the unitary part of the
evolution, provided that the commutator [M̂, M̂0] doesn’t vanish. The new double com-
mutator ∝ Γ gives rise to decoherence of the system. Notice that this master equation has
the form of the usual Born-Markov master equation [131].
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An example where this can be achieved in the weak interaction regime (limτ→0 τ ḡ = 0),
is a Gaussian meter with fixed 〈M̂〉 = Ξ/ḡ and with a τ -dependent second order moment
〈Mk〉 = Γ/τ . In the strong interaction regime (limτ→0 τ ḡ = 1), a suitable choice is given by
a Gaussian meter with τ -dependent mean Ξτ and τ -dependent variance σ2 = Γτ − (Ξτ)2.
Example
Let us present a concrete example. We work in the strong interaction regime (ḡ = 1/τ)
and take M̂ to be the momentum operator over the ancillae (M̂ = p̂m). For simplicity, we
assume trivial free evolution for the ancillae (M̂0 = 0) and consider that these are prepared
in a Gaussian state |φ〉 with wave function









that is, a Gaussian ancilla with mean µ and variance σ2. In this case we have
〈M̂〉 = 〈p̂m〉 = 0














In order to keep Γ finite, the variance has to be such that limτ→0 τσ
2 = D, with D a
constant. This gives a master equation





[Ŝ, [Ŝ, ρ]], (5.41)
In the context of quantum measurements, this is equivalent to considering a Gaussian meter
with a τ -dependent variance that gets infinitely broad in the continuous limit. The resulting
system dynamics exhibit finite decoherence, due to noise introduced by the measurements,
but with no modifications to the unitary part. If we choose Ŝ = x̂, our Equation (5.41)
reduces to a continuous position measurement derived in ref. [140].
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5.3 Generalization to multiple observables
We now generalize the previous model to the case where an interaction is composed of p sub-
interactions, each of duration τ ′ = τ/p. In the context of measurements, this corresponds to
measuring multiple observables of the system. An illustration of this extension is presented
in Figure 5.3.
2 p
Figure 5.3: Quantum circuit diagram illustrating the first cycle, composed of p sub-cycles,
of the interaction between a system S and an ancilla. At the end of the cycle, the ancilla
is discarded. The process is repeated n times, each with a fresh ancilla.
Analogously to the previous section, the rth cycle evolves under the Hamiltonian
Ĥ
(p)






where gi(t) is the interaction strength of the i
th sub-cycle. The free Hamiltonian Ĥ0 is
defined as before and the interaction Hamiltonian of the ith sub-cycle is Ĥ
I
i = Ŝi ⊗ M̂ i,
where Si and M̂ i, i = 1, ..., p act only on the system S and on the rth ancilla respectively.























As before, we assume the switching function gi(t) is continuous in its support, the i
th sub-




























〈[M̂ i, M̂ j]〉[Ŝi, Ŝjρ+ ρŜj] + 〈{M̂ i, M̂ j}〉[Ŝi, [Ŝj, ρ]]
)]}
+ · · · (5.45)
where we defined ρ ≡ ρ(tn−1).
Equation (5.45) is a generalization of Equation (5.29) to a series of p repeated interac-
tions from which we obtain the equation of motion of the system S at time T .
5.3.1 Effective unitarity
The conditions for effective unitarity given in Equation (5.32) directly generalize to the
multiple observables scenario. The master equation is now given by
















Just as in the single observable case, in the weak interaction regime, effective unitarity
is a generic feature of the system’s dynamics. In the strong interaction regime, effective
unitarity can be achieved by having a τ -dependent state preparation of the ancillae.
5.3.2 Feedback
We now consider the conditions under which in Equation (5.45) only terms up to second










τ ′ḡiḡj〈i[M̂ i, M̂ j]〉 (5.48)
70
and assume that all higher order terms vanish in the considered limit. To better illustrate
the emergence of feedback-control of the system, we analyze the particular case of two
sequential interactions (p = 2). From Equations (5.30) and (5.45) (with τ = 2τ ′), the
master equation is





Ξ1 − M̃10)Ŝ1 + (
1
2











Γ12[Ŝ2, [Ŝ1, ρ]]) (5.49)
where in defining M̃10, M̃20 we introduced the convention ḡ0 ≡ 1.
Similar to the case of one interaction, in this case terms ∝ M̃i0 contribute to the unitary
dynamics if the commutators [M̂ i, M̂0] don’t vanish. The double commutators ∝ Γij give
rise to decoherence of the system at a finite rate. We notice that there is a new term
∝ M̃12 that didn’t appear before. This term can contribute to the unitary part of the
system dynamics, and in particular, it can allow for the feedback-control of the system.
After the first interaction of the system and the ancilla via a Hamiltonian Ŝi ⊗ M̂ i,
the state of the meter is translated in the basis complementary to the eigenbasis of M̂ i by
a magnitude that depends on the state of the system. The second interaction Ŝj ⊗ M̂ j
will now transform the state of the system depending on the position of the meter, which
carries a dependence on the system’s Ŝi-eigenvalue. This procedure results in an operation
on the system that depends on its quantum state: a coherent-feedback [138, 141, 142, 143].
The feedback term, proportional to M̃12, is at most of the same order as the also arising
decoherence terms, proportional to Γii. This is a consequence of the inequality
〈(ḡ1M̂1 − iḡ2M̂2)(ḡ1M̂1 + iḡ2M̂2)〉 ≥ 0. (5.50)
which gives a lower bound on the dissipation introduced in the system independently of the
state of the ancillae, the interaction regime or the repetition rate. Note that if M̂ i and M̂ j
are a canonically conjugate pair of operators, then [M̂ i, M̂ j] ∝ iI and the feedback-control
doesn’t depend on the state of the ancillae.
Let us consider the particular case in which in Equation (5.49) we take Ŝ2 ∝ Ŝ1 + βÔ
for [Ô, Ŝ1] 6= 0. If β = 0, the feedback over the system contributes to the unitary dynamics
as a quadratic potential in Ŝ1. For β 6= 0, the feedback can take the form of a dissipative
force and contributes to the decoherence of the system.
We want to highlight that the bound on dissipation coming from Equation (5.50) holds
under the assumption that only measurements that are linear in the system operators can
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be realized by the ancillae. If interactions of the form V̂ ⊗M̂ , for arbitrary system operators
V̂ are allowed, potential terms ∝ 〈M̂〉V̂ can be induced and noise-free feedback could be
realized. For example, if Ŝ2 ∝ Ŝ21, a quadratic potential arises already in the effective
unitarity regime.
Equation (5.49) is valid when the quantities Ξi, Γij, M̃ij remain finite in the limit
τ ′ → 0, while contributions from higher moments vanish. We now present an example
where these conditions are satisfied.
Example
For illustrative purposes, we build up on the example presented in Section 5.2.2. We again
assume trivial free evolution for the ancillae (M̂0 = 0) and take the first operator acting on
the ancilla to be the momentum operator (M̂1 = p̂m) while the second operator is taken
to be the position operator ( M̂2 = x̂m). We consider that the ancillae are prepared in a
state |φ〉 with a Gaussian wave function as in Equation (5.38). In this case we calculate
〈M̂0〉 = 0 ,
〈M̂1〉 = 〈p̂m〉 =0 ,
〈M̂2〉 = 〈x̂m〉 =µ
〈{M̂1, M̂1}〉 = 2〈p̂2m〉=
~2
2σ2




〈{M̂1, M̂2}〉 = 〈{x̂m, p̂m}〉 = 0
〈i[M̂1, M̂2]〉 = 〈i[p̂m, x̂m]〉 = ~ (5.51)
Considering µ = 0 for simplicity, the limits in Equation (5.48) become



















We assume that the first interaction is instantaneous, so that ḡ1 =
1
τ ′
, and that in the



















In order to keep the above quantities finite, the variance has to be such that limτ ′→0 τ
′σ2 =
D, with D a finite constant. The variance is then a τ -dependent quantity that grows with
the repetition rate. Therefore, in the continuous limit the Gaussian becomes infinitely
broad. Taking ḡ2 = 1 for simplicity, the master equation (5.49) in this example becomes











[Ŝ2, [Ŝ2, ρ(t)]] . (5.54)
In particular, if Ŝ1 = 2x̂s so that in the first sub-cycle a measurement of the position is
performed, the master equation is











[Ŝ2, [Ŝ2, ρ(t)]] (5.55)
This master equation was obtained in [140], where a model for a sequence of weak
position measurements followed by a feedback mechanism was presented. By choosing Ŝ2
to be the position operator x̂s, a harmonic potential arises as feedback, with accompanying
decoherence in the position basis.
5.4 Measurement-induced dynamics for composite sys-
tems
We now extend the previous model to the case of composite systems, in the simplest case
where the system is bipartite. We now have n steps, each with p sub-steps, and during
each sub-step the composite system interacts with an ancilla that is discarded at the end of
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each step. During the ith sub-step, the most general system operator acting on subsystems









with cj real coefficients. The operators Ŝ
sk
i,j are operators acting on subsystem sk, with
k = 1, 2. We focus on the particular case where each ancilla interacts with one subsystem
at a time, and does so only once per step. Under these assumptions, we can apply the
model for multiple observables derived in Section 5.3 with p = 2. The systems operators







s1 ⊗ Ŝs22 , (5.57)
where Î
si
is the identity operator on the Hilbert space of subsystem si. This means that
the ancilla interacts with subsystem s1 during the first sub-step and with subsystem s2
during the second sub-step.




= Ŝ0 + g1(t)Ŝ1
s1 ⊗ Î
s2 ⊗ M̂1 + g2(t)Î
s1 ⊗ Ŝ2s2 ⊗ M̂2, (5.58)
where the label (2) in the exponent of Ĥ indicates that it is a two sub-step process, in
accordance with Equation (5.42). The operators M̂ i act on the r
th ancillae in the same
way as before and gi(t) is the interaction strength during the i
th sub-step. Notice that
for simplicity, we have assumed that the ancillae have trivial free evolution (since M̂0 6= 0
would give terms analogous to those discussed in Section 5.3).
The different regimes that emerge from this process are analogous to the ones discussed
for the case of a single system. However the terms in the resulting master equation have
a different physical interpretation. Since the operators contained in those terms act on
different subsystems, they will in general cause the emergence of interactions between
them. We use the master equation for a 2 sub-step process given in Equation (5.45) with
the system operators of Equation (5.56) to get the master equation of the composite system





































with Ξi,Γij and M̃ij as defined in Equations (5.47) and (5.48). Here ρ
s1,s2 is the joint state
of subsystems s1 and s2.
In analogy with the discussion presented in Section 5.3 for the single system case, the
master equation (5.59) contains terms ∝ Ξi that contribute to the unitary evolution of
the composite system and which can arise with negligible decoherence, terms ∝ Γij that
produce finite rate decoherence and a term ∝ M̃12, whose physical interpretation is different
to the one given in the case of a single system. This term has the form
∝ ḡ1ḡ2〈[M̂2, M̂1]〉[Ŝs22 , Ŝs11 ρs1,s2 + ρs1,s2Ŝs11 ] (5.60)
Note that in the commutator we have terms connecting different subsystems and can
therefore give rise to effective interactions that can generate forces between them. Note
that these forces can exist without the subsystems ever interacting directly with each
other and are present just because of their interaction with common ancillae. Within the
feedback interpretation, this can be thought of as an ancilla measuring system s1 and then
acting on system s2 based on the result of the previous measurement.
We note that the above effective interactions cannot arise without inducing dissipation
over the system of at least the same magnitude, in the same way that feedback is accompa-
nied by dissipation in the case of a single sysem. In the present scenario, the lower bound
on the magnitude of the induced decoherence also follows from the inequality (5.50). We
emphasize that this conclusion does not hold if more general interactions are allowed. For
example, if the ancillae can simultaneously interact with both subsystems, so that the
system operators have the general form presented in Equation (5.56), then potential terms






i,j can arise even at the effective unitarity regime, with no
dissipation. Such interaction terms can even entangle the subsystems.
In the next chapter we shall present an example that makes use of the formalism
developed here.
5.5 Conclusions
By considering a general model of repeated interactions of a system with ancillae in the
continuous limit, we presented the conditions that give rise to different dynamics of the
system. Therefore, by appropriately choosing the parameters of the model, namely ancillae
state preparation, interaction strength and operators on the joint system-ancillae, the
former can evolve unitarily or be subject to an effective potential with finite decoherence.
We also presented an extension of the model to the case where an interaction is com-
posed of many different subinteractions and showed the emergence of feedback-control over
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the system. Lastly, we demonstrated how interaction-free interactions between subsystems
can be realized by letting the systems interact with common ancillae.
Finally, we discussed the observation that under the assumptions that only local linear
interactions can be realized, the feedback and induced interactions terms are accompa-
nied by decoherence, lower bounded by the magnitude of the emergent unitary potentials.




Gravity as a classical channel
We now consider the model presented in Chapter 5 in the context of gravitational inter-
actions. Let us start by considering two masses m1 and m2 in equilibrium at a distance d
apart along the x-axis. We define xk to be the small displacement of the centre of mass
mk from its equilibrium position, with xk  d. The classical Newtonian potential energy











The quantized Hamiltonian of the system is then approximated by
















where Ŝ0 is the free evolution of each mass and with x̂i the operator associated to the
displacement of the centre of mass mi from its equilibrium position. The potential contains
local terms in x̂1 and x̂2 and an interaction term ∝ x̂1x̂2 connecting both masses. It is
natural to assume that the joint quantum system evolves under this Hamiltonian, but
doing so would allow for the creation of entanglement between its parts, in contradiction
to experimental results to date, where macroscopic systems behave classically. The lack
of direct observation of quantum gravitational phenomena [119] has led to the speculation
that gravity is fundamentally classical.
To discuss classical behaviour, we first need a notion of classicality. In [15, 121, 122,
123] the authors understand classicality as the suppression of spatial superpositions of
macroscopic states whereas in [67, 68, 124], an interaction is understood to be classical if
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it doesn’t allow for the creation of entanglement and yet the expected classical dynamics
are recovered.
To enforce such notions, different mechanisms that introduce noise into the system
and that inhibit quantum effects are proposed. In [124], a condition that tests if a force
emerging from a channel can generate entanglement is derived. If the condition is not
met, quantum information is transmitted and the associated force is not classical in the
sense that is allows for the creation of entanglement. The KTM model uses this result and
provides such a mechanism [67, 68]. It postulates the existence of gravitational ancillae
that interact continuously with two systems in a process following the one we presented in
Chapter 5. An approximately Newtonian interaction between the systems emerges from
the model, accompanied by lower bounded decoherence terms. Such noise terms, which
arise as a consequence of the interactions between the system and the ancillae, allow for
the emergence of classicality.
In this chapter, we present our work on continuous interactions in the gravitational
sector. We organize it as follows: In Section 6.1 we derive the KTM model as a special
case of our continuous interactions model presented in Chapter 5. In Section 6.2 we present
an extension of the KTM model to systems composed of elementary subsystems. With the
two models at hand, in Subsection 6.3 we consider a test mass in the presence of the Earth
and derive some observational consequences of the models and we then test them agains
atom interference experiments using large momentum transfer (LMT). In Section 6.4 we
give an application of the model to torsion balance experiments. We end the chapter by
presenting some discussion and conclusions in Section 6.5.
6.1 KTM model
In this section, we present the derivation of the KTM model. Since the aim is to obtain a
gravitational interaction between the subsystems, it is natural to consider a symmetrized
version of the model presented in Section 5.4 of Chapter 5, where a set of ancillae interact
with two subsystems in a continuous manner. In the present case, a second ancillae is
added, which interacts with s2 in the first sub-step and with s1 in the second sub-step. In
general, we can visualize the resulting process through the circuit in Figure 6.1.
The process is as follows: we consider a bipartite system composed of subsystems s1, s2
which interact with a pair of ancillae m1,m2 (equivalently, we can think of the ancilla as a
composite system with subsystems m1,m2). As in the previous chapter, we are looking for
a continuous limit of a discrete in time protocol whose one step of duration τ is composed
of two sub-steps, each of length τ ′ = τ/2. During the first sub-step subsystem s1 interacts
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Figure 6.1: Composite system comprising subsystems s1, s2 prepared in the states ρ
s1 , ρs2
interacting with ancillae m1,m2, initially in the states ρ
m1 , ρm2 . If each ancilla interacts
with only one subsystem at a time, the resulting effective interaction between the subsys-
tems is always accompanied by decoherence.
with ancilla m1 and subsystem s2 interacts with ancilla m2. In the second sub-step this
is interchanged: s1 interacts with m2 and s2 with m1. Then the ancillae are discarded
and the step repeats, a total of n times, each time with a pair of fresh ancillae. We can
visualize the process through the circuit in Figure 6.1.
During each sub-step, the bipartite interaction between subsystem sj, j = 1, 2 and




sj ⊗ M̂imk , (6.2)
where Ŝi is an operator acting on subsystem sj, M̂ i is an operator acting on the ancilla mk
and gi(t) the interaction strength. The index i = 1, ..., 4 labels the bipartite interactions,
with i = 1 corresponding to the interaction between s1 and m1 and i = 2 between s2
and m2, both happening during the first sub-step. Likewise, i = 3 corresponds to an
interaction between s1 and m2 and i = 4 between s2 and m1, both happening during the
second sub-step. For simplicity, we assume that the ancillae have trivial free evolution,
since incorporating it would simply add terms analogous to those already found in Section
5.3. Therefore, the total Hamiltonian during the rth step is
Ĥ
(2)
r = Ŝ0 + g1(t)Ŝ1
s1 ⊗ M̂1m1 + g2(t)Ŝ2s2 ⊗ M̂2m2
+ g3(t)Ŝ3
s1 ⊗ M̂3m2 + g4(t)⊗ Ŝ4s2 ⊗ M̂4m1 (6.3)
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where Ŝ0 is the system’s free Hamiltonian and the exponent (2) indicates that it is a two
sub-steps process. Notice that unlike in Equation (5.58), we have only explicitly written
the non trivial interactions. Following the same derivation as in the previous chapter, the
master equation describing the dynamics of the subsystems at time T is












































































with ρs1,s2 the joint state of both subsystems and where we have suppressed the redundant




ij are the same















τ ′gigj〈i[M̂mki , M̂
mk
j ]〉 (6.5)
The analysis of the terms in the master equation (6.4) is the same as the one presented
for Equation (5.59). The first line contains terms that yield effective unitary evolution.
The third and fourth lines are decoherence terms for each subsystem, and the final line
contains terms that introduce ‘cross-decoherence’ between the subsystems. The second













s1,s2 + ρs1,s2Ŝs11 ] (6.6)
Remember that these terms connect the two subsystems and thus introduce effective in-
teractions that can generate forces between them. Consequently, two systems interacting
only with common ancillae develop an effective interaction with each other. Here, the
discussion about the magnitude of the induced decoherence applies as well: the magnitude
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of the above effective interactions is at most of the same order as that of the induced deco-
herence, which follows from the inequality (5.50). If more general interactions are allowed,
the induced terms could entangle the subsystems. Therefore, the assumption of bipartite
interactions for the gravitational example as presented in [67, 68, 124] is essential.









]〉 to be non vanishing. For simplicity, we choose the
ancillae operators to be the momentum operators during the first sub-step and the position










We assume that the ancillae are prepared in a Gaussian state as in Equation (5.38), with
µ = 0 for simplicity. Using Equations (5.51) and assuming instantaneous interactions for
ḡ2 and ḡ1 (such that ḡi =
1
τ ′
for i = 1, 2) and constant interactions for ḡ3 and ḡ4 (such that














































where σ2 is chosen such that D = limτ ′→0 τ
′σ2 remains finite. If we choose the subsystem





































































The process then induces a potential term KŜs13 Ŝ
s2
4 that contributes to the unitary
dynamics of the joint system. We now make a connection to the case of two interacting
masses presented at the beginning of the chapter. We assign s1 to be the mass m1 and s2
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to be the mass m2 and we choose Ŝ
s1
3 = x̂1 and Ŝ
s2
4 = x̂2, with x̂i the operator associated










, with F the grav-
itational force between the masses. We also remember that an interaction of the form
∝ V̂ ⊗ M̂ , with V̂ acting on the system and M̂ acting on the ancillae, adds to the dy-
namics of the system an effective unitary term ∝ 〈M̂〉V̂ , with arbitrary low decoherence.





















with x̂i acting on subsystem si, the effective unitary term becomes V̂ N and we obtain an
approximate Newtonian potential between the two subsystems. The dynamics of the joint
system is given by
ρ̇s1,s2 = − i
~










s1,s2 ]] + [x̂2, [x̂2, ρ
s1,s2 ]]) (6.11)
(with V̂ N as in Equation (6.1)) which yields the quadratic potential for an induced grav-
itational interaction (with noise) studied in [67], taking Ŝ0 to be the sum of harmonic
oscillator Hamiltonians for each subsystem.
The diagonal elements of each particle decays at a rate ΓKTM = f(D)(∆x)
2, with












We notice that Equation (6.12) has a minimum at D = ~
K
where f = K
2~ , so the minimum





This minimum rate violates the condition in [124] and therefore the interaction is clas-
sical. It is important to highlight that if the decoherence was slightly smaller, the emerging
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interaction would be quantum, in the sense that entanglement generation would be possi-
ble.
6.2 Extension to composite systems
We now extend the previous model to macroscopic systems, that is, where the subsystems
are themselves composed of other elementary subsystems. We consider the interaction of
two 3-dimensional composite systems s1 and s2 with total masses M1 and M2 respectively,
with subsystem s1 consisting of N1 elementary subsystems and subsystem s2 consisting
of N2 elementary subsystems. The classical Newtonian potential energy between any two





with ~rij the vector joining their positions. Similarly to what we did in the previous section,
we write ~rij = ~dij+~xi+~xj, with ~dij the vector that joined their positions initially and ~xi, ~xj
the displacement of mass mi,mj respectively. We focus in the particular case where the
subsystem s1 is a test mass and the subsystem s2 consists of a macroscopic mass interacting
with the test mass and which we assume to be well localized. We also assume a) that the
bodies are rigid, such that all the constituents of a subsystem are displaced in a way that
preserves the distances between them and b) that there is a distinguished direction defined
by the coherent displacements of the test mass. An illustration of this is presented in
Figure 6.2.
It is convenient to decompose the vector ~dij along the orthogonal axes defined by the
direction of the displacement of the test mass. Writing ~xi = xiê with ê the unit vector in
the direction of such displacement, then we can write ~dij = d
‖
ij ê + d
⊥
ij ê
⊥ where ê⊥ is the
unit vector in the orthogonal direction to ê. With this, the potential Vij to second order















































Figure 6.2: A pair of components mi and mj belonging to the test mass s1 and the
source mass s2 respectively. The vector ~dij joining their positions is decomposed into two






ij lies along the direction of the
spatial superposition of s1. The displacement of the mass mi from its initial position is
xi, whose values span all locations between which the particle can be superposed. Note
that the assumption of rigidity implies that each constituent of s1 is displaced by the same
amount.
This potential has a similar form to the one given in Equation (6.1). We can therefore
follow a procedure analogous to the one presented in the previous section: Each pair (i,j)
interacts with a set of gravitational ancillae prepared in a Gaussian state as in Equation
(5.38), in a two sub-step process, with the first sub-step ∝ x̂i ⊗ p̂mi + x̂j ⊗ p̂mj and the
second sub-step given by Kijx̂i ⊗ x̂mj + Kijx̂j ⊗ x̂mi + Ŷ i ⊗ Îmj + Ŷ j ⊗ Îmi , with Ŷ i(j) a





[Ŝ0 + Ŷ i + Ŷ j +Kijx̂ix̂j, ρij]− Γij ([x̂i, [x̂i, ρij]] + [x̂j, [x̂j, ρij]]) (6.16)
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where Γij ≡ 14D +
K2ijD
































the unitary part of the evolution is approximately a Newtonian interaction between mi













[x̂i, [x̂i, ρtot]] + [x̂j, [x̂j, ρtot]]
)
. (6.19)
with ρtot the density matrix of the total system.





its displacement relative to the centre of mass of the system sk to which it belongs and
with r̂k the displacement of that centre of mass. Figure 6.3 shows an illustration of this
definition, for the case of rigid and non-rigid bodies. With this, we can write [x̂i, [x̂i, ρtot]] =




i, ρtot]] + [r̂k, [x̂
′
i, ρtot]] + [x̂
′
i, [r̂k, ρtot]], with k = 1 for i ≤ N1 and k = 2
for i > N1.
From our assumption of rigidity, all constituents of a body remain at the same fixed
distance from its centre of mass and therefore the relative displacements are negligible (see
Figure 6.3 a)). Furthermore, all the displacements xi are the same as the displacement of
the centre of mass of the body they belong to. We then trace over the relative degrees
of freedom and keep the centres of mass positions of s1 and s2, resulting in the following
master equation (in performing the trace, for simplicity one can assume that the centre of




[Ĥ0 + V, ρs1s2 ]− 2
N1∑
i<j=1
Γij[r̂1, [r̂1, ρs1s2 ]]− 2
N1+N2∑
N1<i<j












i<j Vij ≈ −G
M1M2











xi = r1 + x
0
i
a) rigid body b) non-rigid body
r1
Figure 6.3: Displacement xi of the i
th constituent of a) rigid body, b) non-rigid body. For
a rigid body each constituent remains at the same distance (dashed arrow) from from the
centre of mass (black diamond), and its displacement is the same as that of the centre of
mass: xi = r1. For a non-rigid body, the displacement of a constituent can differ from that
of the centre of mass: xi = r1 + x
′
i. This work only considers case a).
Finally, tracing over the degrees of freedom of s2, the dynamics of the centre of mass
















[r̂1, [r̂1, ρs1 ]], (6.21)
The unitary term approximates the Newtonian potential between two point masses M1
and M2 as in Equation (6.11). However the non unitary term now contains contributions
from all the constituents of the systems. Each pair of elementary constituents contributes
to the total decoherence. This includes pairs belonging to the same system (first sum in
coefficient of the non unitary term) and pairs belonging to different systems (second two
sums in coefficient of the non unitary term).
We note that Γij is the decoherence rate for a pair (i, j) evolving under Equation
(6.16), so it is natural to take the minimum decoherence rate for each pair (as in Equation
(6.13)). We note that these gravitational ancillae could work such as to minimize noise
with some other mechanism, but we consider this pairwise minimization to be the natural
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minimization when extending the model to many such pairs and we will therefore work




[Ĥ0 + V, ρs1 ]−Dmin[r̂1, [r̂1, ρs1 ]], (6.22)














with Kij as defined in Equation (6.17). The total decay rate of subsystem s1 is now given
by
Γ̃minKTM = Dmin∆x2. (6.24)
with ∆x the superposition size.
Finally, we note that in general we cannot approximate the mass distribution to be
continuous, since doing so would introduce divergences coming from pairs belonging to
the same body. To keep this contributions finite, we need to introduce a definition for
the fundamental constituents of the system. Since we assumed that the total mass of the
body is the sum of the masses of its constituents, a natural proposal for this fundamental
constituents is that they are defined as the smallest constituents between which the binding
energy contribution to the total mass can be neglected. We will consider atoms as such
fundamental constituents when discussing macroscopic objects.
6.3 Test mass in Earth’s gravitational field
We now apply this model to a pair of systems, where s1 is an atom in an interferometer
and s2 is the Earth. The atom will therefore be in a superposition of different distances
to the Earth, which is well localized, and the assumptions of our model are valid in this
scenario.




[Ĥ0 + V, ρs1 ]−Dmin[r̂, [r̂, ρs1 ]], (6.25)
with V as defined before and where we now use r̂ to describe the operator associated to
the displacement of the atom.
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Since N1 = 1, in calculating Dmin we do not have contributions connecting s1 with itself,
but only terms connecting s1 with s2. These are given by pairs (1, j), each contributing a



















We can furthermore decompose ê⊥ in terms of the fixed orthogonal unit vectors ê⊥1 and ê
⊥
2




2 ), so that
~d1j = d
‖
























































Calculating this quantity would involve calculating a function of approximately 1050
distances (one for each atom) in a specific configuration and summing them all. We
therefore try to avoid this calculation and instead give it a lower bound.
6.3.1 Lower bound of total decoherence
To calculate the lower bound, we note that the contribution from each atom of the Earth
will increase the decoherence rate of the test mass, so the decoherence coming from con-
sidering only a portion of the Earth will be less than the total decoherence. Moreover, in



















































where mC is the mass of the region C and (d‖CMC , d
⊥1
CMC
, d⊥2CMC) are its centre of mass co-





, d⊥1CMC , d
⊥2
CMC
) is convex only in the region where |d‖1j| < |d⊥1j|/2.
For simplicity, we take C to be the portion of the Earth where |d‖1j| < |d⊥1j|, which lies
within the volume where f is convex (since |d⊥1j|/2 < |d⊥1j|). This region is a cone of height
R and support of area πR2 together with a half ball of radius R as shown in Figure 6.4.
Assuming a constant mass density, the mass mC is equal to
3
4
mE and its centre of mass
lies within the axis defined by the superposition, at a distance of 7
6
R from the top surface,
with mE and R the mass and radius of the Earth respectively. Using these quantities, and







































The decoherence rate ΓLBKTM is a lower bound on Γ̃
min
KTM, the total decoherence rate of an
atom due to the presence of the Earth, and is proportional to the decoherence rate of the
original KTM model applied to the centres of mass of the systems, with the proportionality
(in this case ≈ .47) related to the geometry of the bodies.





for C = 1, we recover the original KTM minimum decoherence rate and for C = 0.47 we












Figure 6.4: Region C (coloured in green) used to give a lower bound on the total decoherence
rate of the atom, defined by the portion of the Earth where its constituents of mass mj
obey the inequality |d‖1j| < |d⊥1j|. It is formed by a cone and a half ball, with total mass
3
4
mE, and with a centre of mass located a distance
7
6
R from the top surface, where mE and
R are the mass and radius of the Earth respectively.
6.3.2 Atomic fountain tests of the KTM model
Using the results obtained in the previous subsection, we now use atomic fountain exper-
iments to test the KTM model. From Equation (6.25), the magnitude of the off-diagonal
elements of the atom is




with ∆x the atom superposition size. Note that the larger the superposition size, the
smaller the magnitude of V is. Here r1 and r2 have a different meaning than in the
previous section; in this case they represent different radial displacements of the atom.
We use recent results using large momentum transfer (LMT) interferometers [5, 6] that
allow the realization of large wave packet separations. In LMT interferometers, an atomic
cloud is vertically lunched and subject to a sequence of N π
2
-optical pulses implementing a
90
beam splitter that places the atoms in a superposition of wave packets with a momentum
difference of 2N~k, where k is the laser wave-number. The wave packets are allowed
to separate vertically during a time T , at which point a sequence of π-pulses reverses
their momentum and at time 2T the packets physically overlap and interfere in a final
beam splitter, implemented by N π
2
-pulses. The spatial separation of the wave packets
in the interferometer is ∆x(t) = 2N~kt/m for t < T , reaching a maximum separation of
2N~kT/m and then symmetrically decreasing for t > T until they overlap at t = 2T .
The interferometric visibility is defined as the magnitude of the off diagonal elements
of the state of the atom after the interferometric sequence, so from Equation (6.33), it is
given by V (2T ). From our discussion in Subsection 6.3.1, the maximum visibility allowed
by the KTM model is therefore












with ΓCKTM as defined in Equation (6.32), where C = 1 for the original model and C = 0.47
for the multi particle extension.
We calculate V maxKTM for both the original KTM model (C = 1) and for the multi particle
extension (C = 0.47) as well as for an arbitrary downscaling of the decoherence rate
(C = 0.1) using the parameters of the atomic fountain experiments with 87Rb atoms





, m = 1.4 · 10−25 kg (87Rb); T = 1.15 s and N = {1, 3, 4, 5, 6} in Ref. [6]
and T = 1.04 s and N = {1, 8, 15, 30, 45} in Ref. [5], resulting in superposition sizes of up
to 8.2 cm and 54 cm respectively.
In Figure 6.5 we present the predicted maximum visibility together with the visibilities
measured in their experiments. The plots show the visibility in a logarithmic scale in
the vertical axes and the LMT order (2~k) in the horizontal axes. We notice that their
reported visibilities are larger than those predicted by the KTM model in all LMT orders.
Even if the downscale correction is taken into account, the predicted visibilities are smaller
than the ones reported by factors ranging from ∼ 2.5 to ∼ 1018. Notice that this difference
grows with the LMT order or equivalently, with larger spatial superpositions. The model
of gravity as a classical channel is therefore incompatible with the experimental data.
6.4 Application to torsion balance experiments
We now apply the KTM model to torsion balance experiments. These experiments mea-
sure the gravitational constant G by detecting the torque produced by the gravitational
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■ KTM ◆ KTM multiparticle ▲ KTM 0.1 reduced ● Kovachy et.al. [29] ★ Sugarbaker - PhD Thesis [30]
Figure 6.5: Comparison of the visibility predicted by the original KTM model (red squares),
its multi particle extension (pink diamonds), and a reduced KTM correction (blue triangles)
with the visibilities measured in two atom fountain experiments: [5] (black dots) in the
top figure and [6] (black stars) in the bottom figure, both in a logarithmic scale and as a
function of the LMT order. The insets shows the data in a linear scale, where in the case
of [5], the reported errors are included.
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attraction between massive objects on the balance. The experimental setup (see [144, 145])
consists of a set of small test masses of mass m in a 4-fold configuration, suspended by
a thin strip and a set of large source masses of mass M , also in a 4-fold configuration as
illustrated in Figure 6.6.
Figure 6.6: Setup of the torsion balance experiment: 4 small test masses m and 4 large
source masses M in a 4-fold configuration. The gravitational attraction between them
produces a torque that is measured to calculate the gravitational constant G.
We first show how the gravitational potential in this setup can emerge from the repeated
















where i runs over all the masses in the experiment and Vij denotes the Newtonian gravi-
tational potential between pairs of bodies, with each body regarded as a pointlike object
located at its centre of mass.
Since all bodies in the balance are in the same plane, we can write the above Hamiltonian
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where the second line follows from the rigidity of the balance arms. Here (r, θ) and (R, γ)
are the distance to the axis of rotation and the angle that a mass makes to an arbitrary
fixed axis in the plane of the masses, for the small and large bodies respectively (see Figure










r2 +R2 + 2rR cosα
+
4GmM√
r2 +R2 + 2rR sinα
+
4GmM√
r2 +R2 − 2rR cosα
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4GmM√














where pα is the conjugate momentum to α and pξ is the conjugate momentum to the
variable ξ ≡ mr2θ+MR2γ
mr2+MR2
.
The relevant variable is the small deviations of the angle α away from its equilibrium















4GmMrR sin(α0 + (n+ 1)π/2)






2GmMrR sin(α0 + nπ/2)






6GmMr2R2 sin2(α0 + (n+ 1)π/2)




and we have dropped the irrelevant constant terms from (6.37).
Since (δα)2 = δγ2 + δθ2 − 2δγδθ, the master equation for this setup is obtained from





















[δα̂, [δα̂, ρ]] (6.40)
The continuous interaction process would introduce additional noise to the measure-











with var(δα̂) = 〈(δα̂)2〉−〈δα̂〉2 and T the timescale over which the experiment takes place.
































where ∆α := |〈(δα̂)〉| the mean, and δ(∆α) :=
√
var(δα̂) the standard deviation. The
meaning of the various quantities in the previous equation is explained in [144] (see Equa-
tion (11.10) of [144] )
We can therefore use the error in the measurement of G to constrain the effect intro-
duced by the KTM model. From Equation (6.42), the minimal constraint is given by∣∣∣∣δ(∆α)∆α
∣∣∣∣ ≤ ∣∣∣∣∆GG
∣∣∣∣ (6.43)
We use the parameters reported in [145] to estimate the size of δ(∆α). These parameters
are m = 1.2 kg, M = 11 kg, r = 120 mm, R = 214 mm, and α0 = 18.9
o, yielding
Ieff = 8.35× 10−3 kg m2. Upon substituting these values on Equation (6.41), we get


























≤∼ 6× 1020 (6.45)
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To get this bound, we assumed for simplicity that the masses were pointlike, but sim-
ilarly to the previous sections, a calculation involving the compositeness of the bodies in
the torsion balance will add a geometrical factor of order unity to the decoherence rate.
Since the above constraint is much weaker than that provided by the atomic fountain
experiments we will not pursue this any further.
6.5 Conclusions
We have demonstrated how by choosing specific parameters of the model of continuous
repeated interactions presented in Chapter 5 the KTM model of gravitational Newtonian
interactions is recovered [67, 68]. We furthermore show an extension of the model to
consider the contributions stemming from the constituents of massive bodies.
In the KTM model, gravity is therefore modelled as a channel connecting pairwise
constituents of massive bodies, with arising decoherence of just the right magnitude so
that the resulting dynamics are classical, where the classical regime is understood as an
incapability of interactions to entangle systems. The importance of this model is that its
minimum noise saturates the condition for having only classical communication [124]. In
other words the limit that separates theories where interactions are mediated by a channel
that can or cannot generate entanglement coincides with the minimum noise limit of the
KTM model.
We discussed the observable implications the model would have on interferometric ex-
periments and show that the visibilities attained in recent experiments using atom inter-
ferometers with large momentum transfer [5, 6] are larger than the maximum visibilities
predicted by the model, or equivalently, the measured decoherence rate is smaller than the
minimum rate of the KTM model.
Our results strongly suggest that if gravitational interactions are mediated by a pairwise
channel, then they can in principle entangle particles. While the experiments analyzed
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do not prove that gravity is capable of conveying entanglement, they provide a strong




In the first part of this thesis we discussed how circuit quantum electrodynamics tech-
nologies can provide analogue-simulators of physical systems where relativistic regimes are
achievable. In particular, we take advantage of the setup used for the detection of the
dynamical Casimir effect [79, 80, 4], where fast modulation of a boundary was realized,
in contrast with other experimental systems where relativistic regimes are hard to attain.
We show that the simulation of different periodic boundary trajectories is experimentally
feasible with state-of-the-art technology, yielding a particle creation spectra that allows for
their differentiation.
For future work it would be interesting to analyze if the setup can be modified to allow
for the simulation of Neumann boundary conditions and how this modifies the results,
comparing the observations with theoretical predictions [146, 147]. Another possible future
direction is to analyze the concrete experimental feasibility of simulating moving cavities.
This could be achieved by terminating the CPW with two SQUIDs and subjecting both of
them to the same flux so that they move in synchrony and the length of the cavity remains
fixed. Once these experimental testbeds are developed, they can be applied to theoretical
proposals such as the ones discussed in [148, 149, 150].
In the second part of this thesis we discussed how a model of continuous repeated
interactions can be used to describe an extensive range of phenomena, including effective
potentials in the evolution of a system, feedback-control over it and the emergence of
non-local interactions between systems mediated by ancillae. We also spelled out the
assumptions and conditions required to recover different dynamics of a system, providing
particular examples to illustrate each regime.
For future investigations it would be interesting to analyze the consequences of the
model beyond the Markovian approximation [151, 152]. For example, interactions between
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the ancillae could be incorporated [153] or one could consider the effect of having initial
correlations, either between the ancillae [154] or between the system and the ancillae [155].
We also explained how the KTM model of Newtonian gravity is recovered from the
continuous interactions model and derived its minimum decoherence rate. Such rate is
below the decoherence observed in recent interferometric experiments, suggesting that
gravity is not a pairwise classical channel. We point out that one of the experimental
results we base our conclusions on [5] has been a source of controversy (although our
conclusions still hold considering [6]). It is therefore important to perform additional tests
of the KTM model. For example, to relax our assumption of uniform mass distribution of
the Earth, one could perform interferometric tests in the presence of high density masses
acting as a source of the gravitational field, utilizing setups as the ones already used in
[156, 157, 158] with minimal modifications. It would also be interesting to probe the model
in other non interferometric systems.
Another important investigation would be to explore if the model of continuous inter-
actions can generate an exact Newtonian potential. To recover the second order approx-
imation, we considered ancillae prepared in a Gaussian distribution where the first and
second order moments contributed to the dynamics but where all higher order moments
vanished. To get an exact potential, one would need to retain terms higher than second
order. This could be achieved by for example, analyzing if there exists a preparation of
the ancillae with non vanishing higher order terms contributing to the effective unitary
evolution that sum up to reproduce the Newtonian potential.
Additional explorations would contemplate the possibility of generating general rela-
tivistic gravity as an effective interaction with ancillae. Some first steps in this direction
were already taken in [159], where the model results in decoherence of the state of a
Friedman-Robertson-Walker universe, manifesting itself as a time-dependent dark energy
fluid filing spacetime. Further studies of the effects of a collisional model in cosmological
scenarios would be intriguing, for example, one could ask if it modifies the inflationary
model.
Even though in this thesis we explore the implications of the continuous measurement
model in the gravitational sector, the model itself has varying applications in different areas
like quantum control [160] and quantum thermodynamics. Recent studies have suggested
that energy transport in photosynthetic organisms could be assisted by noise [161, 162, 163].
It would be interesting to explore the implications of the model in this type of systems.
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Magnus expansion and higher order
corrections
In this Appendix we discuss the condition on the terms in the total Hamiltonian and
the switching function g(t) under which Equation (5.27) holds. To do so, we make use
of the Magnus expansion, an elegant method introduced by Wilhelm Magnus that gives
an exponential representation of the solution of a first order homogeneous linear ordinary
differential equation, as presented below.
A.0.1 Magnus expansion
Magnus proposal was to write the evolution operator in Equation (5.23) as an exponential












































Note that Ωk is of order τ
k. Substituting Equation (A.2) into Equation (A.1) gives, in-
cluding only up to second order terms in τ

















the evolution operator can be written as








Ω̃21 +O(τ 3) . (A.6)






Hsmr(t)dt = Ĥ0 + ḡĤI = Ĥ , (A.7)
where Ĥ is the Hamiltonian in Equation (5.28).
Equations (5.27) and (5.28) are equivalent to an expansion of Equation (A.6) in powers
of τ that neglects terms Ω̃k relative to the terms Ω̃
k
1.
The terms Ω̃k will contribute if the Hamiltonian does not commute with itself at dif-



















which vanishes if the free Hamiltonian and the interaction Hamiltonian commute. It will
also vanish if the integrals of the switching functions are zero (if g(t) = g(τ−t) in one cycle,
at this order) which is the case in all the cases considered in this work, where the interaction
strength is either constant or a highly peaked Gaussian symmetric in the duration of the
cycle.
A.0.2 Higher order corrections
In our work, we are considering scenarios where the parameter ḡ and the preparation of
the ancillae can depend on τ . Therefore, we need to examine whether higher order terms
in the expansion of the evolution superoperator (5.28) can give contributions of order τ to
the master equation (5.30).







〈[Ĥ, [Ĥ, [..., [Ĥ, ρ̂s]]]]〉M (A.10)
It contains terms with up to k commutators of Ŝ and Ŝ0 with ρs. The power of ḡ in each
term is given by the number of Ŝ operators in the commutator. Consequently, no terms
with only Ŝ0 operators will contribute beyond the lowest order k = 1.




































ḡ〈[M̂0, [M̂0, M̂ ]]〉[Ŝ, ρ̂s] , (A.14)
Equation (5.36) guarantees that terms of the form (A.13) will not contribute. Also,
terms with k commutators as in Equation (A.11) will be of order
τ kḡm〈M̂m〉 , (A.15)
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where 0 ≤ m ≤ k and m is the number of Ŝ operators in the commutator. If the condition
in Equation (5.32) is met, the terms τ kḡk〈M̂k〉 vanish in the considered limit. Terms as in
Equation (A.14) for an arbitrary order k are
ḡτ k〈[M̂0, [M̂0, ...[M̂0, M̂ ]]]〉[Ŝ, ρ̂s] , (A.16)
which have (k − 1) commutators between M̂0 and M̂ . These terms vanish in the strong
coupling limit (limτ→0 τ ḡ = 1) but could survive for finite ḡ, for example, if [M̂0, M̂ ] = λM̂ .
We shall not consider these cases in the present work.
Finally, let us note that in the gravitational interactions scenario presented in this work,
expressions like the ones in Equations (A.12)-(A.14) and in particular all expressions in
Equation (A.16) for k ≥ 2 vanish.
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