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LAGRANGE SPECTRUM OF A CIRCLE OVER THE
EISENSTEINIAN FIELD
BYUNGCHUL CHA, HEATHER CHAPMAN, BRITTANY GELB, AND CHOOKA WEISS
Abstract. We study an intrinsic Lagrange spectrum of the unit circle |z| = 1
in the complex plane with respect to the Eisensteinian field Q(
√−3). We
prove that the minimum of the Lagrange spectrum is 2 and that its smallest
accumulation point is 4/
√
3. In addition, we characterize the set of all values
in the spectrum between 2 and 4/
√
3.
1. Introduction
1.1. Motivation. Call (a, b) an Eisenstein pair if a and b are positive integers such
that a2+ ab+ b2 is a perfect square. Plot all Eisenstein pairs (a, b) on the complex
plane by associating (a, b) to a + bω where ω = 1+
√−3
2 . Suppose that we draw a
half-line ℓ from the origin into the subset {z ∈ C | 0 ≤ arg(z) ≤ π/3} of the complex
plane and we aim to make ℓ stay as far away as possible from all but finitely many
Eisenstein pairs (see Figure 1). What is the greatest possible margin by which ℓ
misses all but finitely many Eisenstein pairs? What is the second greatest?
To formulate this question more precisely, let z = α + βω for any nonnegative
real numbers α and β with α2 + αβ + β2 = 1 and let ℓ(z) to be the half-line in the
complex plane which begins at 0 and passes through z. Denote by δ′(z, (a, b)) for
the shortest (Euclidean) distance from a + bω to the half-line ℓ(z). Then we are
interested in maximizing
δ(z) = lim inf
(a,b)
δ′(z, (a, b))
where the Eisenstein pairs (a, b) are ordered by the absolute value |a + bω| =√
a2 + ab+ b2. The following theorems provide answers for the questions we asked
at the beginning.
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Figure 1. Eisenstein pairs and a half-line ℓ(z)
Theorem 1.1. The 5 largest values of δ(z), together with corresponding z, are
δ(z) z
1
2 = 0.5
1√
3
+ 1√
3
ω»
3
13 = 0.4803844614 . . .
1
2 +
−1+√13
4 ω
5√
133
= 0.4335549847 10√
399
+ 13√
399
ω
109
2
√
15841
= 0.4330172576 . . . 109√
47523
+ 142√
47523
ω
1189
2
√
1884961
= 0.4330127401 . . . 1189√
5654883
+ 1549√
5654883
ω
In fact, for each value of δ(z), there are (infinitely) many z which share the same
δ(z). The above table lists simply one such z.
Theorem 1.2. The greatest accumulation point of the set
{δ(z) | |z| = 1, δ(z) <∞}
is √
3
4
= 0.4330127018 . . . .
1.2. Intrinsic Diophantine approximation. To place our results in a general
context, we introduce some notions about intrinsic Diophantine approximation,
following the exposition in [FKMS18]. Suppose that (X , d) is a complete metric
space and that Z is a countable dense subset of X equipped with a height function
Ht : Z −→ (0,∞),
namely, a function whose inverse image of any bounded subset of (0,∞) is finite. We
will call (X , d,Z,Ht) (or more simply (X ,Z)) a Diophantine space. With respect
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to a Diophantine space (X ,Z), we say that a function ψ : (0,∞) −→ (0,∞) is
a Dirichlet function if it has the property that, for each P ∈ X , there exists a
constant C(P ) and a sequence {Zn}∞n=1 in Z such that
d(P,Zn) ≤ C(P )ψ(Ht(Zn))
for all n ≥ 0. Once the data (X , d,Z,Ht, ψ) are fixed, we define an approximation
constant δ(P ) of each P ∈ X − Z to be
(1) δ(P ) = lim inf
Z∈Z
Ht(Z)→∞
d(P,Z)
ψ(Ht(Z))
.
The approximation constant δ(P ) is thought to measure the approximability of
P ; this means that the smaller δ(P ) is the better P is approximated by points
in Z. In particular, P is said to be badly approximable if δ(P ) > 0. There is
a notion of an optimal Dirichlet function, which is equivalent to the existence of
badly approximable points under some technical conditions. We refer the reader to
[FSU14] for more in-depth discussion on this. In our paper, we will simply pick a
function ψ which is known to be an optimal Dirichlet function (thus guaranteeing
that badly approximable points exist), and we study the resulting approximation
constants. For instance, if X = Rn and Z = Qn (with the distance in X being given
by the supremum norm and Ht(p/q) = q with primitive p ∈ Zn and q > 0), it is
well-known that the function ψ : H 7→ H−(1+ 1n ) is an optimal Dirichlet function.
In addition to the approximation constant δ(P ), we call L(P ) := 1/δ(P ) the
Lagrange number of P ∈ X − Z and define the Lagrange spectrum L (X ,Z) to be
L (X ,Z) = {L(P ) | P ∈ X − Z, δ(P ) > 0}.
Suppose that (X1,Z1, d1,Ht1) and (X2,Z2, d2,Ht2) are Diophantine spaces. As-
sume that there exists an isometry ι : (X1, d1) −→ (X2, d2) such that
• ι maps Z1 bijectively onto Z2, and
• ι preserves heights, that is, Ht2(ι(Z)) = Ht1(Z) for all Z ∈ Z1.
In other words, the isometry ι preserves the structure of “rational points”. Let
us call such an ι a Diophantine isometry. The Diophantine spaces (X1,Z1) and
(X2,Z2) then share a common Dirichlet function ψ and we have δ(P ) = δ(ι(P )) for
all P ∈ X1 −Z1. As a result, L (X1,Z1) = L (X2,Z2).
1.3. Main theorem. Let K = Q(
√−3), which we call the Eisensteinian field. In
the present paper, we are concerned with the following Diophantine space:®
XC = {z ∈ C | |z| = 1},
ZK = XC ∩K.
Here, XC is equipped with the usual Euclidean metric in the complex plane. To
define a height function on ZK , notice that any element in y ∈ K is written uniquely
in the form
y =
a+ bω
c
with a, b, c ∈ Z having no common factor and c > 0. (Recall ω = (1 +√−3)/2.)
The height function HtK(y) is defined by
HtK(y) = HtK
Å
a+ bω
c
ã
= c.
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Finally, we let ψ : H 7→ H−1, which is a Dirichlet optimal function in this case.
With respect to this data (XC,ZK ,HtK , ψ), the definition (1) becomes
δ(z) = lim inf
y∈Z
Ht(y)→∞
HtK(y)d(z, y).
It is easy to see that this δ(z) coincides with the δ(z) defined in §1.1.
Theorem 1.3. For each k ≥ 1, let δk be the k-th largest number in the set {δ(P ) |
P ∈ XC −ZK}, so that 1/δk is the k-th smallest number in the Lagrange spectrum
L (XC,ZK). Define
λ =
3 +
√
13
2
and λ =
3−√13
2
.
Then we have that
(a) δ1 = 1/2, (so the so-called Hurwitz bound of L (XC,ZK) is 2),
(b) δ2 =
»
3
13 , and
(c) for k ≥ 3,
δk =
√
3
2
/Ã
4− 13(
λ2k−3 − λ2k−3
)2 .
In particular, δk →
√
3
4 as k → ∞ and therefore 4√3 is the smallest accumulation
point of L (XC,ZK).
This theorem is an easy consequence of Theorem 4.19, which is our main theorem.
Also, Theorem 4.19 provides a recipe to produce zk ∈ XC with δk = δ(zk) for every
k ≥ 1. All assertions in Theorems 1.1 and 1.2 easily follow from this.
1.4. Literature review and comparison with the Pythagorean case. In
the study of Lagrange spectra of various Diophantine spaces, perhaps the most
prototypical example is the case (X ,Z) = (R,Q) with the usual Euclidean metric
on R and the height function being Ht(ab ) = |b|. The function ψ : H 7→ H−2 is an
optimal Dirichlet function here. With this set-up, a celebrated theorem of Markoff
in [Mar79] and [Mar80] characterizes every (irrational) number P whose Lagrange
number L(P ) < 3 in terms of its continued fraction expansion. In particular,
Markoff’s theorem proves that 3 is the smallest accumulation point of L (R,Q).
For detailed discussion of this remarkable theorem, we refer the reader to [CF89]
and [Mal77], as well as to [Aig13] and [Reu19] for more recent expositions.
There are numerous generalizations of Markoff’s theorem in various contexts.
However, structures of Lagrange spectra of intrinsic Diophantine approximation
seem to be less known. See the introduction in [FKMS18] for an overview on this
topic. In [KM15] Kleinbock and Merrill studied intrinsic Diophantine approxima-
tion for (X ,Z) = (Sn, Sn ∩ Qn+1), where Sn is the unit n-sphere in Rn+1. Here,
the metric on Sn is the sup norm in Rn+1 and the height of z/q ∈ Sn+1 is q when-
ever z ∈ Zn+1 is a primitive integral vector and q is a positive integer. They show
in [KM15] that there exist badly approximable points in Sn with respect to the
function ψ : H 7→ H−1, therefore, establishing that ψ is an optimal Dirichlet func-
tion in this setting. As for the Lagrange spectrum of L (Sn, Sn ∩Qn+1), Kopetzky
[Kop80] and, independently, Moshchevitin [Mos16] found that the minimum (or the
Hurwitz bound) of L (S1, S1 ∩Q2) is 1/√2.
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In 2008, Romik introduced in [Rom08] a certain dynamical system on the unit
quarter circle {(x, y) ∈ R2 | x, y ≥ 0, x2 + y2 = 1} and used it to define a certain
digit expansion for points in the quarter circle. Romik’s dynamical system is based
on an old theorem of Berggren [Ber34], which provides a tree-like structure for the
set of all Pythagorean triples (a, b, c), namely, a triple of coprime positive integers
with a2 + b2 = c2. Jointly with Dong Han Kim in [CK19], the first-named author
of the present paper utilized Romik’s digit expansions to reveal the structure of
the initial discrete part of L (S1, S1 ∩ Q2). (In [CK19], the metric on S1 is the
usual Euclidean metric on R2, not the sup norm.) In particular, they prove that 2
is the smallest accumulation point of L (S1, S1 ∩ Q2) and characterize those P in
S1 whose Lagrange numbers L(P ) < 2 in terms of Romik’s digit expansions of P .
This provides an analogue of the aforementioned theorem of Markoff in the context
of intrinsic Diophantine approximation of S1. It appears that a similar, but less
direct, result had been previously proven by Kopetzky in [Kop85].
The current paper follows the same strategy as in [CK19], and one can think
of it as a companion paper of [CK19] in the Eisensteinian case. Despite a close
parallelism between [CK19] and the present paper, however, there are some notable
differences, which we outline below. Recall from [CK19] that the set of those P in
S1 with L(P ) < 2 is parametrized by integral solutions (x, y1, y2) to
(2) 2x2 + y21 + y
2
2 = 4xy1y2.
This is in line with the classical Markoff’s theorem for the case (X ,Z) = (R,Q),
which says that the (irrational) numbers whose Lagrange numbers are less than 3
are parametrized by Markoff numbers, that is, the integers appearing in the triples
(x1, x2, x3) satisfying
(3) x21 + x
2
2 + x
2
3 = 3x1x2x3.
Even though every Markoff number can be easily obtained by some simple recursive
process, it is not known how fast Markoff numbers grow. Namely, if we let
N(X) = #{x ≤ X | x is a Markoff number},
a precise asymptotic growth rate of N(X) as X → ∞ is currently unknown. The
best known bound of N(X) at the moment is N(X) = O(logX(log logX)2), which
is given by Zagier in [Zag82].
In the Eisensteinian case, the points P with L(P ) < 4/
√
3 don’t appear to
admit a similar parametrization. Instead we have a closed-form formula for the
k-th Lagrange number for each k ≥ 1 in Theorem 1.3. As H. Cohn first observed
in [Coh55], the above Markoff-type equations (2) and (3) arise from an identity of
Fricke, which states
Tr(A)2 +Tr(B)2 +Tr(AB)2 = Tr(A)Tr(B)Tr(AB),
where A,B ∈ SL2(R) such that Tr(ABA−1B−1) = −2. This equation helps us
interpret Lagrange numbers as minimum values of indefinite quadratic forms on
lattice points; the collection of these values is so-called a Markoff spectrum. We
refer the reader to [Sch76] for more details. It is unclear to us if such a connection
exists in the Eisensteinian case. It would be interesting to see if the (discrete
part of) Lagrange spectrum for the Eisensteinian case can still be interpreted as a
Markoff spectrum of a certain kind.
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x
y
P = (α, β)
1
1
ℜ(z)
ℑ(z)
z(P ) = α+ βω
1
ω
Figure 2. The Diophantine isometry P 7→ z(P )
1.5. Diophantine isometry and structure of the paper. Instead of dealing
with (XC,ZK) directly, we consider another Diophantine space (X0,Z0) with
(4)
®
X0 = {(x, y) ∈ R2 | x2 + xy + y2 = 1}
Z0 = X0 ∩Q2.
To define a metric on X0, we equip the ambient vector space R2 of X0 with an inner
product
(5) P1 · P2 = x1x2 + x1y2 + x2y1
2
+ y1y2
for P1 = (x1, y1) and P2 = (x2, y2) in R
2 and let X0 inherit the metric from the
inner product space (R2, ·). With respect to this metric, X0 is the “unit circle”
centered at the origin and Z0 is the set of its rational points. Also, we define a
height function Ht on Z0 to be
Ht(ac ,
b
c ) = c,
whenever (ac ,
b
c ) ∈ Z is written in lowest terms with c > 0. Finally we choose our
Dirichlet function ψ to be ψ : H 7−→ H−1.
One can easily check that the map
(6) z : R2 −→ C, P = (α, β) 7→ z(P ) = α+ βω
is an isometry (see Figure 2). Furthermore, this map sends X0 bijectively onto XC
and Z0 bijectively onto ZK , preserving heights. In other words, z : (X0,Z0) −→
(XC,ZK) is a Diophantine isometry (see §1.2). By symmetry, it is enough for us to
consider a “one-sixth” (X ,Z) of (X0,Z0), which is defined to be
X = {(x, y) ∈ X0 | x, y ≥ 0}
and Z = Z0 ∩X . Clearly L (X ,Z) = L (X0,Z0), so we study (X ,Z) in this paper.
Let us call (a, b, c) an Eisenstein triple if (a, b, c) is a coprime positive integer
triple satisfying a2+ab+ b2 = c2. The set of all Eisenstein triples are in one-to-one
correspondence with points in Z. On the other hand, it is proven by Wayne in
[Way82] that the set of all Eisenstein triples forms a certain tree-like structure, just
as in the Pythagorean case. This enables us to apply the same strategy developed in
[CK19] to our situation and we outline constructions of the corresponding Romik’s
dynamical system and digit expansions in §2. Our presentation in §2 largely follows
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the paper [CK19] but we give a self-contained exposition for the sake of completeness
at the expense of some duplication.
A central theme in the techniques developed in [CK19] is the fact that Romik’s
digit expansion plays an analogous role as continued fraction expansions in the
classical case. The same is true for the Eisensteinian case. One of the main technical
results in §2 is to establish the fact that, for a fixed P ∈ X − Z, all the best
approximants of P are contained in boundary points of the cylinder sets containing
P (Theorem 2.16). Another key step is to prove a version of Perron’s formula in
the Eisensteinian case (Theorem 3.1).
Once Perron’s formula is established, it becomes possible to define a doubly
infinite Romik sequence T and its Lagrange number L(T ) (see Definition 4.1), so
that to each P ∈ X −Z we can associate a doubly infinite Romik sequence T such
that L(T ) = L(P ). Therefore, in order to characterize every Lagrange number
L(P ) < 4/
√
3, it is enough to characterize every doubly infinite Romik sequence T
with L(T ) < 4/
√
3. This is the goal of §4 and we give such a characterization in
Theorem 4.19, which is the main theorem of the paper.
Finally we mention that there is another Diophantine space (X ′,Z ′), whose
intrinsic Diophantine approximation is equivalent to (X0,Z0). Define
X ′ = {(x, y, z) ∈ R3 | x2 + y2 + z2 = 2, x+ y + z = 0}
and Z ′ = X ′ ∩ Q3. To define a metric on X ′, we simply rescale the Euclidean
metric on R3 and let d′ = dEuclidean/
√
2, so that X ′ becomes a “unit circle” in R3.
In addition, we define the height of p/q ∈ Z ′ to be q whenever p ∈ Z3 is primitive
and q > 0 is a positive integer. Let i = (1,−1, 0) and j = (1, 0,−1). Then it is easy
to check that the map
ι : R2 −→ {(x, y, z) ∈ R3 | x+ y + z = 0}
with ι(α, β) = αi + βj is a Diophantine isometry between (X0,Z0) and (X ′,Z ′).
(Recall that R2 is equipped with the metric defined by the inner product in (5).)
In particular, L (X ,Z) = L (X ′,Z ′).
1.6. Acknowledgments. Dong Han Kim discovered the Diophantine isometry ι
between (X0,Z0) and (X ′,Z ′). The authors are grateful to him for having us
include it here and for other useful discussions while this paper was being written.
2. Romik’s dynamical system and Berggren trees of Eisenstein triples
2.1. Preliminary results on linear algebra. Let (R3, Q(x)) be a quadratic
space, namely, a real vector space R3 equipped with a quadratic form
Q(x) = x21 + x1x2 + x
2
2 − x23
for x = (x1, x2, x3) ∈ R3. Associated to the form Q(x), there is a symmetric
bilinear pairing 〈·, ·〉
(7)
〈x,y〉 = 1
2
(Q(x+ y)−Q(x)−Q(y))
= x1y1 +
x1y2 + x2y1
2
+ x2y2 − x3y3
for x = (x1, x2, x3) and y = (y1, y2, y3).
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We also consider an inner product space (R2, ·), where the inner product P1 ·P2
is defined by
(8) P1 · P2 = x1x2 + x1y2 + x2y1
2
+ y1y2
whenever P1 = (x1, x2) and P2 = (y1, y2). This dot product, being positive definite,
defines a metric on R2 and we will henceforth regard R2 as a metric space using
this. Let X0 be a “unit circle” defined by this metric, that is,
(9) X0 = {(x, y) ∈ R2 | x2 + xy + y2 = 1}.
For P = (α, β) ∈ X0, denote by θ(P ) the angle with 0 ≤ θ(P ) < 2π satisfying
(10)
®
cos(θ(P )) = α+ 12β,
sin(θ(P )) =
√
3
2 β.
Also, we write
(11) P1  P2
whenever θ(P1) ≤ θ(P2). Geometrically speaking, θ(P ) is the angle measured from
(1, 0) to P counterclockwise using the inner product (8). If P1, P2 ∈ X0, we write
(12) θ(P1, P2) = θ(P2)− θ(P1).
Definition 2.1. Let x = (x1, x2, x3) ∈ R3. We say that x
(a) is normalized (or x3-normalized) if x3 = 1,
(b) is positive if x3 > 0, or
(c) represents a point (x, y) ∈ R2 if x = x1/x3 and y = x2/x3.
When P = (x, y) ∈ R2, we will denote by (P, 1) a normalized vector (x, y, 1).
The bilinear pairing 〈·, ·〉 and the inner product in (8) are related in the following
obvious way. If x1 = (P1, 1) and x2 = (P2, 1), then
(13) 〈x1,x2〉 = P1 · P2 − 1,
where P1 ·P2 is the inner product defined in (5). Moreover, if P1, P2 ∈ X0, we have
(14) 〈x1,x2〉 = −2 sin2
Å
θ(P1, P2)
2
ã
.
Here is one easy corollary of this equation, which we will find useful later.
Lemma 2.2. Let p1 and p2 be vectors with positive x3-coordinates such that
Q(p1) = Q(p2) = 0.
Then
〈p1,p2〉 ≤ 0,
with the equality holing only when p1 and p2 are (positive) scalar multiples of one
another.
Proof. Without loss of generality, we may assume that both p1 and p2 are normal-
ized. The conclusion of the lemma then follows immediately from (14). 
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We say that an invertible linear map A from the quadratic space (R3, Q(x))
to itself is orthogonal with respect to Q(x) if Q(Ax) = Q(x) for any x ∈ R3.
Equivalently, A is orthogonal if and only if
〈Ax, Ay〉 = 〈x,y〉
for any x,y ∈ R3. We denote by OQ(R3) the group of all orthogonal linear maps.
Definition 2.3 (See §3.2.4 of [CNT18]). Define H to be the linear map of R3 onto
itself given by the matrix
H =
Ñ−4 −3 4
−3 −4 4
−6 −6 7
é
with respect to the standard basis {e1, e2, e3} of R3. Additionally, define U1, . . . , U5
by the following matrices:
U1 =
Ñ
0 −1 0
1 1 0
0 0 1
é
, U2 =
Ñ−1 −1 0
0 1 0
0 0 1
é
, U3 =
Ñ−1 0 0
0 −1 0
0 0 1
é
,
U4 =
Ñ
1 0 0
−1 −1 0
0 0 1
é
, U5 =
Ñ
1 1 0
−1 0 0
0 0 1
é
.
Finally, we define
Md = HUd
for d = 1, . . . , 5. Explicitly, we have
(15)
M1 =
Ñ−3 1 4
−4 −1 4
−6 0 7
é
, M2 =
Ñ
4 1 4
3 −1 4
6 0 7
é
, M3 =
Ñ
4 3 4
3 4 4
6 6 7
é
,
M4 =
Ñ−1 3 4
1 4 4
0 6 7
é
, M5 =
Ñ−1 −4 4
1 −3 4
0 −6 7
é
.
Lemma 2.4 (§3.2.4 in [CNT18]). The maps U1, . . . , U5 and H are orthogonal with
respect to Q(x). (As a result, M1, . . . ,M5 are also orthogonal.) Furthermore, define
dˆ =


5 if d = 1,
2 if d = 2,
3 if d = 3,
4 if d = 4,
1 if d = 5.
Then we have
(a) H = H−1,
(b) Udˆ = U
−1
d ,
(c) Md = HUd, and M
−1
d = UdˆH.
Proof. All these can be verified by straightforward calculation. 
Before we finish this subsection, we will prove a geometric lemma (Lemma 2.5),
which will be used later. First, we define a subset Ω of R2 to be
(16) Ω = {(x, y) ∈ R2 | x+ y ≥ 1, x2 + xy + y2 ≤ 1},
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x
y
O
1
1
Figure 3. The subset Ω of R2 is shown as a gray region.
which is shown as a gray region in Figure 3. It is easy to see that y represents a
point in Ω whenever
(Ω-I) y is positive,
(Ω-II) Q(y) ≤ 0, and
(Ω-III) 〈y, (2, 2, 3)T 〉 ≥ 0.
Also, if y = (y1, y2, y3) is a positive vector representing a point in Ω, then
(Ω-IV) y1, y2 ≥ 0, y3 > 0, and
(Ω-V) y3 ≥ y1 and y3 ≥ y2.
Lemma 2.5. Suppose that y is a positive vector representing a point in Ω. Then
the vectors y′d =Mdy for d = 1, . . . , 5 are positive and they represent points in Ω.
Proof. Write y = (y1, y2, y3). A straightforward calculation shows that the x3-
coordinates of y′d are
7y3 ± 6y1, 7y3 ± 6y2, or 6y1 + 6y2 + 7y3.
From (Ω-IV) and (Ω-V) above, we see that all these quantities are positive and
therefore y′d is positive. Also, Q(y
′
d) = Q(y) ≤ 0 because of the orthogonality of
Md (Lemma 2.4). It remains to prove that y
′
d satisfies the condition (Ω-III) above.
From the orthogonality of Md again, we have
〈y′d, (2, 2, 3)T 〉 = 〈Mdy, (2, 2, 3)T 〉 = 〈y,M−1d (2, 2, 3)T 〉.
An easy calculation shows
M−1d
Ñ
2
2
3
é
=


(2,−4,−3)T if d = 1,
(4,−2,−3)T if d = 2,
(2, 2,−3)T if d = 3,
(−2, 4,−3)T if d = 4,
(−4, 2,−3)T if d = 5.
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From this, we get
〈y,M−1d (2, 2, 3)T 〉 =


3y3 − 3y2 if d = 1,
3y3 + 3y1 if d = 2,
3y1 + 3y2 + 3y3 if d = 3,
3y3 + 3y2 if d = 4,
3y3 − 3y1 if d = 5.
From (Ω-IV) and (Ω-V), we see that all these quantities are nonnegative. This
completes the proof of the lemma. 
2.2. Berggren trees of Eisenstein triples and Romik’s dynamical system.
We review a result of Wayne in [Way82] on Eisenstein triples. Wayne’s theo-
rem states that every Eisenstein triple is obtained from one of the four Eisenstein
triples—(8, 7, 13), (3, 5, 7), (5, 3, 7), (7, 8, 13)—by successively multiplyingMd1 , . . . ,
Mdk for some [d1, . . . , dk] ∈ {1, 2, 3, 4, 5}k in a unique way (see Definition 2.3). An-
other way of stating this theorem is that the set of all Eisenstein triples forms four
quinary trees (that is, directed trees with each vertex having one incoming edge and
5 outgoing edges, except for the base vertices which have no incoming edges), where
each edge in the tree denotes left-multiplication. Such trees are called Berggren trees
in [CNT18] and Wayne’s theorem is a direct analogue of a much older theorem of
Berggren regarding Pythagorean triples. It will be convenient for us to treat (1, 0, 1)
and (0, 1, 1) as Eisenstein triples and add them to the Berggren trees, as drawn in
Figure 4.
Definition 2.6 (Romik’s dynamical system). Let
X = {(x, y) ∈ R2 | x2 + xy + y2 = 1, x, y ≥ 0}.
and define T : X −→ X to be
T (x, y) =


Å
3x+ 4y − 4
−6x− 6y + 7 ,
−7x− 7y + 8
−6x− 6y + 7
ã
if 0 ≤ x ≤ 37 ,Å−4x− 3y + 4
−6x− 6y + 7 ,
7x+ 7y − 8
−6x− 6y + 7
ã
if 37 < x ≤ 713 ,Å
4x+ 3y − 4
−6x− 6y + 7 ,
3x+ 4y − 4
−6x− 6y + 7
ã
if 713 < x ≤ 813 ,Å
7x+ 7y − 8
−6x− 6y + 7 ,
−3x− 4y + 4
−6x− 6y + 7
ã
if 813 < x ≤ 57 ,Å−7x− 7y + 8
−6x− 6y + 7 ,
4x+ 3y − 4
−6x− 6y + 7
ã
if 57 < x ≤ 1.
We will call the dynamical system (X , T ) the Romik system.
For each P = (x, y) ∈ X , we define the Romik digit d(P ) of P to be
(17) d(P ) =


1 if 57 ≤ x ≤ 1,
2 if 813 ≤ x ≤ 57 ,
3 if 713 ≤ x ≤ 813 ,
4 if 37 ≤ x ≤ 713 ,
5 if 0 ≤ x ≤ 37 ,
12 BYUNGCHUL CHA, HEATHER CHAPMAN, BRITTANY GELB, AND CHOOKA WEISS
(1, 0, 1)
(8, 7, 13) (3, 5, 7)(35, 13, 43)
(91, 69, 139)
(105, 104, 181)
(65, 88, 133)
(16, 39, 49)
(5, 16, 19)
(40, 51, 79)
(55, 57, 97)
(45, 32, 67)
(24, 11, 31) ...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
M2
M3 M4
M5
M1
M1
M2
M3
M4
M5 M1
M2
M3
M4
M5
(0, 1, 1)
(5, 3, 7) (7, 8, 13)(16, 5, 19)
(51, 40, 79)
(57, 55, 97)
(32, 45, 67)
(11, 24, 31)
(13, 35, 43)
(69, 91, 139)
(104, 105, 181)
(88, 65, 133)
(39, 16, 49) ...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
M1
M2 M3
M4
M5
M1
M2
M3
M4
M5 M1
M2
M3
M4
M5
Figure 4. Berggren trees of Eisenstein triples
as pictured in Figure 5. Notice in the definition (17) that there are four (rational)
points—(57 ,
3
7 ), (
8
13 ,
7
13 ), (
7
13 ,
8
13 ), and (
3
7 ,
5
7 )—whose Romik digits are not uniquely
defined. It will be convenient for us to regard those points as having two valid
Romik digits. The following proposition reveals how the Romik system (X , T ) is
related to the Berggren trees of Eisenstein triples.
Proposition 2.7. Let p be a positive vector representing a point P in X . Then
the vector Md(P )
−1p is a positive vector representing T (P ).
Proof. To prove this, we simply observe from (15) that
M−11 =
Ñ−7 −7 8
4 3 −4
−6 −6 7
é
,M−12 =
Ñ
7 7 −8
−3 −4 4
−6 −6 7
é
,M−13 =
Ñ
4 3 −4
3 4 −4
−6 −6 7
é
,
M−14 =
Ñ−4 −3 4
7 7 −8
−6 −6 7
é
, M−15 =
Ñ
3 4 −4
−7 −7 8
−6 −6 7
é
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x
y
O
(37 ,
5
7 )
( 713 ,
8
13 )
( 813 ,
7
13 )
(57 ,
3
7 )
d = 1
d = 2
d = 3
d = 4
d = 5
Figure 5. Romik digits of P
and compare this with Definition 2.6 and (17). The proof follows from this imme-
diately. 
2.3. Romik sequences and cylinder sets. To each P ∈ X , we associate an
infinite sequence {dj}∞j=1 in {1, 2, 3, 4, 5}, which is defined by
dj = d(T j−1(P ))
for j = 1, . . . . Such a sequence is called a Romik digit expansion of P and we write
P = (x, y) = [d1, d2, . . . ]X .
Note that both points (1, 0) are (0, 1) are fixed by T and therefore
(1, 0) = [1, 1, 1, . . . ]X = [1∞]X and (0, 1) = [5, 5, 5, . . . ]X = [5∞]X .
Because of the ambiguity in Romik digits for the four points—(57 ,
3
7 ), (
8
13 ,
7
13 ),
( 713 ,
8
13 ), and (
3
7 ,
5
7 ), they admit two Romik digit expansions:
(18)


(
5
7 ,
3
7
)
= [1, 5∞]X or [2, 5∞]X ,(
8
13 ,
7
13
)
= [2, 1∞]X or [3, 1∞]X ,(
7
13 ,
8
13
)
= [3, 5∞]X or [4, 5∞]X ,(
3
7 ,
5
7
)
= [4, 1∞]X or [5, 1∞]X .
If P is a rational point on X not equal to (1, 0) and (0, 1), Wayne’s theorem implies
that T j(P ) is equal to one of the four rational points in (18) for some j ≥ 0.
Therefore, we conclude that a Romik digit expansion of every rational point, except
for (1, 0) and (0, 1), terminates with two alternate tails as given in (18). However,
every irrational point P ∈ X − Z has a unique Romik digit expansion.
For any finite sequence d1, . . . , dk in {1, . . . , 5}, we define its cylinder set
C(d1, . . . , dk) = {P ∈ X | dj = d(T j−1(P )) for j = 1, . . . , k}.
The cylinder sets of length one are pictured in Figure 6. Topologically speaking,
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x
y
O
(37 ,
5
7 )
( 713 ,
8
13 )
( 813 ,
7
13 )
(57 ,
3
7 )
C(1)
C(2)
C(3)
C(4)
C(5)
Figure 6. Cylinder sets of length one
cylinder sets are closed sub-arcs of X with rational boundary points. To describe
this more explicitly, we let
(19) u(1,0) =
Ñ
1
0
1
é
and u(0,1) =
Ñ
0
1
1
é
.
Once a finite sequence d1, . . . , dk of Romik digits is fixed, we write
(20) z(1,0) =Md1 · · ·Mdku(1,0) and z(0,1) =Md1 · · ·Mdku(0,1).
Write z(1,0) = (a(1,0), b(1,0), c(1,0)) and z(0,1) = (a(0,1), b(0,1), c(0,1)), and define
rational points Z(1,0) and Z(0,1) to be
(21) Z(1,0) =
Ç
a(1,0)
c(1,0)
,
b(1,0)
c(1,0)
å
and Z(0,1) =
Ç
a(0,1)
c(0,1)
,
b(0,1)
c(0,1)
å
.
Then the cylinder set C(d1, . . . , dk) is a closed sub-arc of X whose boundary points
are Z(1,0) and Z(0,1).
Definition 2.8. Let P ∈ X − Z and write P = [d1, . . . , dk, . . . ]X . To each k ≥ 0
we define
z
(1,0)
k (P ) =
Ö
a
(1,0)
k (P )
b
(1,0)
k (P )
c
(1,0)
k (P )
è
=Md1 · · ·Mdku(1,0)
and
z
(0,1)
k (P ) =
Ö
a
(0,1)
k (P )
b
(0,1)
k (P )
c
(0,1)
k (P )
è
=Md1 · · ·Mdku(0,1).
Also, define
Z
(1,0)
k (P ) =
Ç
a
(1,0)
k (P )
c
(1,0)
k (P )
,
b
(1,0)
k (P )
c
(1,0)
k (P )
å
and Z
(0,1)
k (P ) =
Ç
a
(0,1)
k (P )
c
(0,1)
k (P )
,
b
(0,1)
k (P )
c
(0,1)
k (P )
å
.
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If P ∈ X − Z, we have
Z
(1,0)
k (P )→ P and Z(0,1)k (P )→ P
as k → ∞. This is because Z(1,0)k (P ) and Z(0,1)k (P ) are the boundary points of
C(d1, . . . , dk), and the cylinder sets {C(d1, . . . , dk)}∞k=1 form a decreasing sequence
of compact sets containing P , and therefore,
∞⋂
k=0
C(d1, . . . , dk) = {P}.
For a finite Romik sequence {d1, . . . , dk}, define sign(d1, . . . , dk) to be
(22) sign(d1, . . . , dk) = det(Md1 · · ·Mdk).
An easy calculation shows
det(Md) =
®
1 if d = 1, 3, 5,
−1 if d = 2, 4.
So we have
sign(d1, . . . , dk) = (−1)(the number of occurrences of 2 and 4 in {d1,...,dk}).
Proposition 2.9. Let P1, P2 ∈ C(d1, . . . dk), and let P ′1 = T k(P1) and P ′2 =
T k(P2).
(a) Assume that sign(d1, . . . , dk) = 1. Then P1  P2 if and only if P ′1  P ′2.
(b) Assume that sign(d1, . . . , dk) = −1. Then P1  P2 if and only if P ′2  P ′1.
Proof. For each of d = 1, . . . , 5 observe that the restriction T |C(d) of T to a cylinder
set C(d) is a bijection T |C(d) : C(d) −→ X . Moreover, T |C(d) is “order-preserving”
(with respect to ) when d = 1, 3, 5 and is “order-reversing” when d = 2, 4. The
proof of the proposition follows from induction on k. 
Proposition 2.10. Suppose P ∈ X with
P = [d1, . . . , dk, . . . ]X
and let P ′ = T k(P ) for some k ≥ 1. Let p and p′ be normalized vectors representing
P and P ′, that is, p = (P, 1) and p′ = (P ′, 1). Then for any z1 and z2 in R2 we
have
〈p, z1〉〈p′,M−1dk · · ·M−1d1 z2〉 = 〈p, z2〉〈p′,M−1dk · · ·M−1d1 z1〉.
Proof. LetM =Md1 · · ·Mdk . By applying Proposition 2.7 successively k times, we
conclude that p′ = λM−1p for some positive scalar λ. The left-hand side of the
statement in the proposition then becomes
〈p, z1〉〈p′,M−1z2〉 = 〈p, z1〉〈λM−1p,M−1z2〉 = λ〈p, z1〉〈p, z2〉
because of the orthogonality of M . Likewise, the right-hand side is
〈p, z2〉〈p′,M−1z1〉 = λ〈p, z2〉〈p, z1〉.
This proves the proposition. 
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2.4. Heights, approximation constants and best approximants. Recall that
X is equipped with a metric, say, d(·, ·), coming from the inner product (5). The
metric space X has a countable dense subset
Z = X ∩Q2.
For each Z ∈ Z, there exists a unique nonnegative and coprime triple (a, b, c)
of integers satisfying a2 + ab + b2 = c2 (that is, an Eisenstein triple), so that
Z = (ac ,
b
c ) ∈ Z. We define the height Ht(Z) of Z to be
Ht(Z) = c.
We can express Ht(Z) using the bilinear pairing in the following way. Let z =
(a, b, c) be the primitive integral vector representing Z = (ac ,
b
c) as above and let
vQ =
Ñ
0
0
1
é
.
Then
(23) Ht(Z) = −〈z,vQ〉.
Finally, we define the approximation constant δ(P ) of P ∈ X − Z to be
δ(P ) = lim inf
Z∈Z
Ht(Z)→∞
Ht(Z)d(P,Z).
Definition 2.11. Let P ∈ X and Z = (ac , bc ) ∈ Z. Write p for the normalized
vector representing P , that is, p = (P, 1) and z = (a, b, c). We define δ(P ;Z) to be
the positive real number satisfying
δ2(P ;Z) = −2c〈p, z〉.
(Notice from Lemma 2.2 that 〈p, z〉 is always negative.) Equivalently,
(24) δ(P ;Z) = 2c
∣∣∣∣∣ sin
Å
θ(P,Z)
2
ã ∣∣∣∣∣.
(cf. (14))
Since
d(P,Z)
2| sin(θ(P,Z)/2)| → 1
as Z → P , we have
(25) δ(P ) = lim inf
Z∈Z
Ht(Z)→∞
δ(P ;Z).
For the rest of this subsection, our focus is to prove the following statements:
• The heights of boundary points of a cylinder set are less than or equal to
those of interior points (Theorem 2.15).
• Fix P = [d1, d2, . . . , dk, . . . ] ∈ X − Z. Then the set of all boundary points
of cylinder sets {C(d1, . . . , dk)}∞k=1 will contain all the best approximants of
P . (Theorem 2.16)
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Y6
Y5
Y4
Y3
Y2
Y1
C(d1, . . . , dk, 1)
C(d1, . . . , dk, 2)
C(d1, . . . , dk, 3)
C(d1, . . . , dk, 4)
C(d1, . . . , dk, 5)
Figure 7. The cylinder set C(d1, . . . , dk) and rational points
Y1, . . . , Y6, which are boundary points of C(d1, . . . , dk, 1), . . . ,
C(d1, . . . , dk, 5). This shows the case Y1  · · ·  Y6.
Notation 2.12. Fix a finite Romik sequence {d1, . . . , dk}. First, we define
u1 = (1, 0, 1), u2 = (5, 3, 7), u3 = (8, 7, 13),
u4 = (7, 8, 13), u5 = (3, 5, 7), u6 = (0, 1, 1)
and yj = Md1 · · ·Mdkuj . Then let Yj be the point represented by yj for j =
1, . . . , 6. As a result, Y1 and Y6 are the boundary points of the cylinder set
C(d1, . . . , dk). Further, Yd and Yd+1 are the boundary points of the cylinder set
C(d1, . . . , dk, d) for d = 1, . . . , 5. Also, Proposition 2.9 shows that
Y1  · · ·  Y6 or Y6  · · ·  Y1,
depending on sign(d1, . . . , dk) = 1 or −1. (Figure 7 shows the former case. If the
latter holds, we can relabel Yj and C(d1, . . . , dk, d) in reverse order.)
Proposition 2.13. With Notation 2.12, we have
max{Ht(Y2),Ht(Y5)} ≤ min{Ht(Y3),Ht(Y4)}.
Proof. First, we prove Ht(Y2) ≤ Ht(Y3). Using Lemma 2.4 and the orthogomality
of H and Ud, we obtain
Ht(Y3)− Ht(Y2) = −〈HUd1 · · ·HUdk(u3 − u2),vQ〉
= −〈u3 − u2, UdˆkH · · ·HUdˆ1 ·HvQ〉
= −〈H(u3 − u2),Mdˆk · · ·Mdˆ1 ·HvQ〉.
An easy calculation shows that
(26) H(u3 − u2) = −(0, 1, 0)T
Notice that HvQ = (4, 4, 7)
T represents a point in the set Ω in §2.1. Therefore, if
we define
y = (y1, y2, y3) =Mdˆk · · ·Mdˆ1 ·HvQ =Mdˆk · · ·Mdˆ1(4, 4, 7)
T ,
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then we apply Lemma 2.5 repeatedly and see that y represents a point in Ω as well.
In particular, y1, y2 ≥ 0 from the property (Ω-IV). So,
Ht(Y3)−Ht(Y2) = −〈H(u3 − u2),y〉 = 〈(0, 1, 0)T ,y〉 = y1
2
+ y2 ≥ 0.
Similarly, in order to prove Ht(Y5) ≥ Ht(Y4), we use
(27) H(u4 − u5) = −(1, 0, 0)T
in place of (26) and obtain
Ht(Y4)−Ht(Y5) = 〈(1, 0, 0)T ,y〉 = y1 + y2
2
≥ 0.
Next, we prove that Ht(Y4) ≥ Ht(Y2) and Ht(Y3) ≥ Ht(Y5). To do the former,
we compute
Ht(Y4)−Ht(Y2) = 〈(−1, 2, 0)T ,y〉 = 3y2
2
≥ 0.
For the latter,
Ht(Y3)−Ht(Y5) = 〈(2,−1, 0)T ,y〉 = 3y1
2
≥ 0.
The proof of the proposition is now complete. 
Proposition 2.14. With Notation 2.12, we have
3Ht(Y1) ≤ Ht(Y2) and 3Ht(Y6) ≤ Ht(Y5).
Proof. We prove the two inequalities in a similar way as in the proof of Proposi-
tion 2.13. First, note that
H(u2 − 3u1) = −
Ñ
1
2
2
é
= −2
3
Ñ
2
2
3
é
− 1
3
Ñ−1
2
0
é
.
Also, y represents a point in Ω and therefore 〈(2, 2, 3)T ,y〉 ≥ 0 from the property
(Ω-III) in §2.1. So,
3Ht(Y1)−Ht(Y2) = 2
3
〈(2, 2, 3)T ,y〉 + 1
3
〈(−1, 2, 0)T ,y〉
=
2
3
〈(2, 2, 3)T ,y〉 + y1
2
≥ 0.
Likewise, the other inequality is proven in the same way. We omit the detail. 
Theorem 2.15. Let Z(1,0) and Z(0,1) be the boundary points of a cylinder set
C(d1, . . . , dk) (see (21)) and let Z be a rational point in the interior of the same
cylinder set C(d1, . . . , dk). Then we have
max{Ht(Z(1,0)),Ht(Z(0,1))} ≤ Ht(Z).
Proof. First, we prove that Ht(Y1) ≤ Ht(Y5) following the same strategy. That is,
Ht(Y5)−Ht(Y1) = 〈(−1, 2, 0)T ,y〉 = 3y2
2
≥ 0.
Since Propositions 2.13 and 2.14 together imply
Ht(Y1) ≤ min{Ht(Y2),Ht(Y3),Ht(Y4)},
we have shown that
(28) Ht(Y1) ≤ min{Ht(Y2),Ht(Y3),Ht(Y4),Ht(Y5)}.
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Likewise,
(29) Ht(Y6) ≤ min{Ht(Y2),Ht(Y3),Ht(Y4),Ht(Y5)}.
The inequalities (28) and (29) can be summarized by saying that, if Z1 is a boundary
point of C(d1, . . . , dk) and Z2 is a boundary point of C(d1, . . . , dk, dk+1), then
Ht(Z1) ≤ Ht(Z2).
The proof of Theorem 2.15 then follows by applying this argument repeatedly. 
Theorem 2.16. Let P ∈ X − Z and Z ∈ Z. Then there exists a k ≥ 1 such that
min{δ(P ;Z(1,0)k (P )), δ(P ;Z(0,1)k (P ))} ≤ δ(P ;Z).
(See Definition 2.8.)
Remark 2.17. Write P = [d1, . . . ]X and let k be the greatest integer such that
Z ∈ C(d1, . . . , dk) but Z 6∈ C(d1, . . . , dk+1). Then our proof will reveal that δ(P ;Z)
is less than or equal to one of the following four values:
δ(P ;Z
(1,0)
k (P )), δ(P ;Z
(0,1)
k (P )), δ(P ;Z
(1,0)
k+1 (P )), δ(P ;Z
(0,1)
k+1 (P )).
The rest of this subsection is devoted to giving a proof of Theorem 2.16, which
will consist of several propositions and lemmas.
Proposition 2.18. Let z1 and z2 be distinct primitive integral vectors representing
Z1, Z2 ∈ Z, respectively. Then
〈z1, z2〉 ≤ −1
2
with the equality holding if Z1 and Z2 are the boundary points of a common cylinder
set. Also, using Notation 2.12, we have
〈yj ,yj+2〉 = −3
2
for j = 1, . . . , 4.
Proof. From the definition (7) of the pairing, 〈z1, z2〉 is always a half integer when-
ever z1 and z2 are integral vectors. If we combine this with Lemma 2.2, we obtain
the desired inequality. Now, if Z1 and Z2 are the boundary points of a common
cylinder, then we may assume z1 = z
(1,0) and z2 = z
(0,1) in (20), so that
〈z1, z2〉 = 〈Md1 · · ·Mdku(1,0),Md1 · · ·Mdku(0,1)〉 = 〈u(1,0),u(0,1)〉 = −
1
2
.
The last assertion is proven similarly, with the easy observations 〈uj ,uj+2〉 = −3/2
for j = 1, . . . , 4. 
Lemma 2.19. Let P1, P2, P3 ∈ X0 and let p1,p2,p3 be normalized vectors repre-
senting them, that is, pj = (Pj , 1) for j = 1, 2, 3. If P1  P2  P3 then
〈p1,p3〉 ≤ 〈p1,p2〉.
The same holds if the condition P1  P2  P3 is replaced by P3  P2  P1.
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Proof. From (14) and (12), we have
〈p1,p3〉 = −2 sin2
Å
θ(P3)− θ(P1)
2
ã
and
〈p1,p2〉 = −2 sin2
Å
θ(P2)− θ(P1)
2
ã
.
The conclusion follows immediately from this because the condition in the lemma
implies
θ(P2)− θ(P1) ≤ θ(P3)− θ(P1).
When P1 and P3 are exchanged, the conclusion remains unchanged because the
bilinear pairing is symmetic. 
In what follows, whenever Z,Z1, Z2, . . . denote elements in Z, the correspond-
ing small bold-faced letters z, z1, z2, . . . will mean the primitive integral vectors
representing Z,Z1, Z2, etc,.
Lemma 2.20 (Type I). Let P ∈ X and Z,Z1 ∈ Z. Assume that the following
conditions hold:
(A) Ht(Z1) ≤ Ht(Z)
(B) Either Z  Z1  P or P  Z1  Z.
Then δ(P ;Z1) ≤ δ(P ;Z).
Proof. Write c1 = Ht(Z1), c2 = Ht(Z2), and c(Z) = Ht(Z). Also, let p be the
normalized vector representing P . With these notations, we can use Definition 2.11
to express δ(P ;Z1) and δ(P ;Z) using the bilinear pairing. That is,
(30)
δ2(P ;Z1)
δ2(P ;Z)
=
−2c1〈p, z1〉
−2c(Z)〈p, z〉 =
c1〈p, z1〉
c(Z)〈p, z〉 .
On the other hand, we can apply Lemma 2.19 with the condition (B) to obtain
(31)
〈p, z〉
c(Z)
≤ 〈p, z1〉
c1
.
Now combine (31) with (30) to obtain the following: (Warning: Notice from
Lemma 2.2 that the values of the above pairings are all negative and one needs
care handling the directions of these inequalities.)
δ2(P ;Z1)
δ2(P ;Z)
≤ c
2
1
c(Z)2
≤ 1
where the last inequality is from (A). This proves the lemma. 
Lemma 2.21 (Type II). Let P ∈ X and Z,Z1, Z2 ∈ Z. Assume that the following
conditions hold:
(A) Ht(Z1) ≤ Ht(Z)
(B) Either Z1  P  Z2  Z or Z  Z2  P  Z1,
(C) 〈z, z2〉 ≤ 〈z1, z2〉.
Then δ(P ;Z1) ≤ δ(P ;Z).
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Proof. Again we write c1 = Ht(Z1), c2 = Ht(Z2), and c(Z) = Ht(Z) and proceed
similarly.
(32)
δ2(P ;Z1)
δ2(P ;Z)
=
c1〈p, z1〉
c(Z)〈p, z〉 ≤
〈p, z1〉
〈p, z〉 ,
where the last inequality is from the condition (A) in the statement of the lemma.
This time, Lemma 2.19, applied with the condition (B), gives
(33)
〈z1, z2〉
c1c2
≤ 〈p, z1〉
c1
and
〈p, z〉
c(Z)
≤ 〈z, z2〉
c(Z)c2
.
Therefore,
δ2(P ;Z1)
δ2(P ;Z)
≤ 〈p, z1〉〈p, z〉 ≤
〈z1, z2〉
c2
c2
〈z, z2〉 =
〈z1, z2〉
〈z, z2〉 ≤ 1,
where the last inequality is from (C). This proves the lemma. 
Proposition 2.22. We continue to use Notation 2.12. Suppose that P is in the
interior of a cylinder set C(d1, . . . , dk, dk+1).
(a) If dk+1 = 1, then δ(P ;Y1) ≤ min{δ(P ;Y3), δ(P ;Y4), δ(P ;Y5)}.
(b) If dk+1 = 2, then δ(P ;Y2) ≤ δ(P ;Y4) and δ(P ;Y1) ≤ δ(P ;Y5).
(c) If dk+1 = 3, then δ(P ;Y1) ≤ δ(P ;Y2) and δ(P ;Y6) ≤ δ(P ;Y5).
(d) If dk+1 = 4, then δ(P ;Y5) ≤ δ(P ;Y3) and δ(P ;Y6) ≤ δ(P ;Y2).
(e) If dk+1 = 5, then δ(P ;Y6) ≤ min{δ(P ;Y2), δ(P ;Y3), δ(P ;Y4)}.
Proof. For (a), we will prove δ(P ;Y1) ≤ δ(P ;Y3) first. Let Z1 = Y1, Z2 = Y2, and
Z = Y3. We will apply Lemma 2.21 (Type II) to obtain the desired inequality.
To do so, we verify the conditions (A)—(C) in Lemma 2.21. The point Z1 is
a boundary point of C(d1, . . . , dk) and Z is in its interior. So Proposition 2.15
gives (A). For (B), it is clear by definition that either Z1  P  Z2  Z or
Z  Z2  P  Z1. In addition, since Z is in the interior of C(d1, . . . , dk), we can
apply Proposition 2.15 to C(d1, . . . , dk) and conclude Ht(Z1) ≤ Ht(Z). Finally,
Proposition 2.18 gives 〈z1, z2〉 = −1/2, which is the maximum value of the pairing
with integral vectors. So the condition (C) in Lemma 2.21 is satisfied. As a result,
we obtain from Lemma 2.21 that δ(P ;Y1) ≤ δ(P ;Y3). The same argument with
Z = Y4 and Z = Y5 proves δ(P ;Y1) ≤ δ(P ;Y4) and δ(P ;Y1) ≤ δ(P ;Y5).
The proof of (b) is similar. To prove δ(P ;Y2) ≤ δ(P ;Y4), we let Z1 = Y2,
Z2 = Y3, and Z = Y4. In this case, the condition (A) of Lemma 2.21 comes
from Proposition 2.13. The other conditions are verified similarly as before. For
δ(P ;Y1) ≤ δ(P ;Y5), we apply Lemma 2.21 again with Z1 = Y1, Z2 = Y3, and
Z = Y5. Proposition 2.18 says 〈y1,y3〉 = 〈y3,y5〉 = −3/2, which gives (C).
It remains to prove (c) in the proposition. Let c1 = Ht(Y1) and c2 = Ht(Y2).
First, we apply Proposition 2.14 to get
(34)
δ(P ;Y1)
δ(P ;Y2)
=
c1〈p,y1〉
c2〈p,y2〉 ≤
1
3
〈p,y1〉
〈p,y2〉 .
Next, let P ′ = T k(P ) and p′ = (P ′, 1) and apply Proposition 2.10:
(35)
〈p,y1〉
〈p,y2〉 =
〈p′,u1〉
〈p′,u2〉 .
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x
y
P ′′
U ′1 U
′
2
Figure 8. Locations of U ′1, U
′
2 and P
′′ on X0.
To simplify this expression further, we note that d(P ′) = dk+1 = 3 and
u′1 :=M
−1
3 u1 =
Ñ
0
−1
1
é
and u′2 :=M
−1
3 u2 =
Ñ
1
−1
1
é
.
Let P ′′ = T (P ′) and p′′ = (P ′′, 1), and apply Proposition 2.10 once again to obtain
(36)
〈p′,u1〉
〈p′,u2〉 =
〈p′′,u′1〉
〈p′′,u′2〉
=
sin2
Ä
θ(P ′′)−θ(U ′1)
2
ä
sin2
Ä
θ(P ′′)−θ(U ′2)
2
ä ,
where U ′1 = (0,−1) and U ′2 = (1,−1). Clearly, θ(U ′1) = 4π/3 and θ(U ′2) = 5π/3
(see Figure 8). Some elementary calculus shows that
sin2
Ä
θ(P ′′)
2 − 4pi3
ä
sin2
(
θ(P ′′)− 5pi3
2
) =
( √
3
2 cot
θ(P ′′)
2 +
1
2
1
2 cot
θ(P ′′)
2 +
√
3
2
)2
≤ 3
when 0 ≤ θ(P ′′) ≤ π/3. Combining this with (35) and (36), we obtain
(37)
〈p,y1〉
〈p,y2〉 ≤ 3.
Then we conclude from (34) and (37) that
δ(P ;Y1)
δ(P ;Y2)
=
c1〈p,y1〉
c2〈p,y2〉 ≤ 1,
which gives (c) of the proposition. The second inequality of (c) is proven by the
same method.
The cases (d) and (e) immediately follow from (b) and (a) by symmetry. This
completes the proof of the proposition. 
Proof of Theorem 2.16. As before, we write
P = [d1, . . . , dk, . . . ]X .
If Z is one of the boundary points of the cylinder sets {C(d1, . . . , dk)}∞k=1 containing
P , then the conclusion of Theorem 2.16 is obviously true and there is nothing to
prove. So we will assume that Z is not equal to any boundary point of C(d1, . . . , dk)
for every k ≥ 1.
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Fix k to be the largest integer such that Z is in C(d1, . . . , dk) but not in
C(d1, . . . , dk, dk+1). Then the Romik digit expansion of Z is given by
Z = [d1, . . . , dk, dZ , . . . ]X
with dZ 6= dk+1. In particular, Z is not equal to any of Z(∗)k (P ) and Z(∗)k+1(P ).
We first handle the case when Z ∈ {Y1, . . . , Y6}. However, recall that Z is
assumed to be not equal to boundary points of any cylinder set containing P .
Since Y1 and Y6 are the boundary points of C(d1, . . . , dk) we have
Z ∈ {Y2, Y3, Y4, Y5} − {Z(1,0)k+1 (P ), Z(0,1)k+1 (P )}.
Now, we use Proposition 2.22 to show that the conclusion of the theorem is true.
For example, if dk+1 = 1, then Y2 = Z
(0,1)
k+1 (P ) and therefore Z ∈ {Y3, . . . , Y5} and
Proposition 2.22 gives
δ(P ;Z
(1,0)
k (P )) ≤ δ(P ;Z).
Similarly for all remaining values of dk+1, Proposition 2.22 gives either
δ(P ;Z
(∗)
k (P )) ≤ δ(P ;Z)
or
δ(P ;Z
(∗)
k+1(P )) ≤ δ(P ;Z).
To finish the proof of Theorem 2.16, we now suppose that Z is in the interior
of C(d1, . . . , dk, dZ). We handle the adjacent interior case, namely, dZ = dk+1 + 1
or dZ = dk+1 − 1. Say the former holds. We let Z1 to be the common boundary
of C(d1, . . . , dk, dk+1 + 1) and C(d1, . . . , dk, dk+1). Then we have Z  Z1  P or
P  Z1  Z. We apply Proposition 2.15 to the cylinder set C(d1, . . . , dk, dk +
1) to conclude that Ht(Z1) ≤ Ht(Z). Therefore the conditions (A) and (B) for
Lemma 2.20 (Type I) are satisfied and we conclude that δ(P ;Z1) ≤ δ(P ;Z). This
proves the statement in the conclusion of Theorem 2.16.
The only remaining case is when Z is in the interior of C(d1, . . . , dk, dZ), which
is not adjacent to C(d1, . . . , dk, dk+1). Then one of the boundary points, say, Y , of
C(d1, . . . , dk, dZ), satisfies either Z  Y  P or P  Y  Z, while Y itself is not a
boundary of C(d1, . . . , dk) or C(d1, . . . , dk, dk+1). Then we can apply Lemma 2.20
as before to obtain
δ(P ;Y ) ≤ δ(P ;Z).
However, we have already proved that
δ(P ;Z
(∗)
k (P )) ≤ δ(P ;Y ) or δ(P ;Z(∗)k+1(P )) ≤ δ(P ;Y )
for any such Y . The proof of Theorem 2.16 is now completed. 
3. Perron’s Formula
The goal of this section is to state and prove a version of Perron’s formula
(Theorem 3.1).
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3.1. Preliminary definitions and the statement of Perron’s formula. De-
fine a stereographic projection ‖ · ‖ : X −→ [0,∞] to be
(38) ‖(α, β)‖ =
√
3(α+ β − 1)
−2α− β + 2 .
The stereographic projection is order-reversing in the sense that P1  P2 if and
only if ‖P1‖ ≥ ‖P2‖. Also, we define (·)∨ : X −→ X to be
(α, β)∨ = (β, α).
Note that the map (·)∨ is compatible with vectors in the following sense. If P is
represented by the normalization of p = (p1, p2, p3), then P
∨ is represented by the
normalization of p∨ := (p2, p1, p3). Lastly, we define another map (·)ˆ : X −→ X
using Romik digit expansion. If P = [d1, d2, . . . ]X ∈ X , then define
Pˆ = [dˆ1, dˆ2, . . . ]X
where dˆ is defined as in Lemma 2.4.
Theorem 3.1 (Perron’s formula). Let P ∈ X − Z with
P = [d1, d2, . . . , dk, dk+1, . . . ]X .
We use the following notations: for each k ≥ 1,
(i) u = u(1,0) = (1, 0, 1),
(ii) zk = z
(1,0)
k (P ) and Zk = Z
(1,0)
k (P ) as defined in Definition 2.8,
(iii) P ′k = T k(P ) = [dk+1, dk+2, . . . ]X ,
(iv) P ′′k = [dk, dk−1, . . . , d2, d1, 1
∞]X , and
(v) ǫk(P ) =
∣∣∣ sin(θ(P )/2)sin(θ(Zk)/2)
∣∣∣ .
Then we have
δ(P ;Zk) =
ǫk(P )
‖(Pˆ ′′k )∨‖+ ‖P ′k‖
.
Corollary 3.2. The notations are the same as in Theorem 3.1. Then
δ(P ) = lim inf
k→∞
min
®
1
‖(Pˆ ′′k )∨‖+ ‖P ′k‖
,
1
‖Pˆ ′′k ‖+ ‖(P ′k)∨‖
´
.
Proof. First of all, note that ǫk(P )→ 1 as k → ∞ because Zk → P . Next, we see
from Theorem 2.16 that it is sufficient to approximate P by the boundary points
Z
(∗)
k (P ) of cylinder sets. So,
δ(P ) = lim inf
k→∞
min
¶
δ(P ;Z
(1,0)
k (P )), δ(P ;Z
(0,1)
k (P ))
©
.
However, one can show that
δ(P ;Z
(0,1)
k (P )) = δ(P
∨;Z(1,0)k (P
∨)).
For instance, the proof of Proposition 2.12 in [CK19] applies identically to our
situation. The corollary then follows from Theorem 3.1. 
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3.2. Proof of Perron’s formula.
Proposition 3.3. Let P ∈ X .
(a) ‖P‖ · ‖P∨‖ = 1. (When ‖P‖ =∞ or 0, we interpret this as ∞ · 0 = 1.)
(b) We have
cot
Å
θ(P )
2
ã
= 2‖P‖+
√
3.
Proof. The identity (a) is proven by some straightforward but tedious calculation
from the definition of ‖P‖, together with the condition that α2 + αβ + β2 = 1.
Also, (b) comes from the definition (10) of θ(P ), combined with some elementary
trigonometry. We omit the details. 
Proof of Theorem 3.1. We use the notations that are given in the statements of
Theorem 3.1. In addition, we define
(39) wk = (Md1 · · ·Mdk)−1u.
Also, we denote by p and p′k the normalized vectors representing P and P
′
k, that
is, p = (P, 1) and p′k = (P
′
k, 1). With these notations, we prove Theorem 3.1 in the
following steps:
Step 1: δ2(P ;Zk) = −2Ht(Zk) 〈p,u〉〈zk,u〉
〈wk,u〉〈p′k,u〉
〈p′k,wk〉
.
To prove Step 1, we begin with the definition of δ(P ;Zk) in Definition 2.11:
(40) δ2(P ;Zk) = −2Ht(Zk)〈p, zk〉.
Then we apply Proposition 2.10 (with z1 = zk and z2 = u) to obtain
(41) 〈p, zk〉 = 〈p,u〉 〈p
′
k,u〉
〈p′k,wk〉
.
On the other hand, we note from the orthogonality of Md1 , . . . ,Mdk that
(42) 〈wk,u〉 = 〈(Md1 · · ·Mdk)−1u,u〉 = 〈u, zk〉.
Now, we combine (40), (41), and (42) to obtain Step 1.
Step 2: δ2(P ;Zk) = ǫ
2(P,Zk)
Ñ
2
cot
(
θ(P ′
k
)
2
)
− cot
Ä
θ(Wk)
2
äé2 .
Here, Wk is the point represented by the normalization of wk. In other words, if
we write wk = (w1, w2, w3), then Wk = (w1/w3, w2/w3) ∈ X0 (see (9)). To prove
Step 2, we apply (14) repeatedly to the pairings in Step 1. That is,
(43) Ht(Zk)
〈p,u〉
〈zk,u〉 =
〈p,u〉
〈zk/Ht(Zk),u〉 =
sin2(θ(P )/2)
sin2(θ(Zk)/2)
= ǫ2(P,Zk),
and
(44)
〈wk,u〉〈p′k,u〉
〈p′k,wk〉
= −2
sin2
Ä
θ(Wk)
2
ä
sin2
Ä
θ(P ′k)
2
ä
sin2
(
θ(P ′
k
,Wk)
2
)
=
−2(
cot
(
θ(P ′
k
)
2
)
− cot
Ä
θ(Wk)
2
ä)2 ,
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where the last line is justified by some easy trigonometric identities. Then Step 2
follows from Step 1, together with (43) and (44).
Step 3: δ2(P ;Zk) = ǫ
2(P,Zk)
Ö
2
cot
(
θ(P ′
k
)
2
)
+ cot
(
θ(Pˆ ′′
k
)∨
2
)
− 2√3
è2
.
To obtain the equality in Step 3 from Step 2, it suffices to show
(45) cot
Å
θ(Wk)
2
ã
+ cot
Ç
θ(Pˆ ′′k )
∨
2
å
= 2
√
3.
First, write Wk = (w1, w2, w3) as before and use Proposition 3.3 to get
(46) cot
Å
θ(Wk)
2
ã
=
2
√
3(w1 + w2 − w3)
−2w1 − w2 + 2w3 +
√
3.
For the other cotangent, we define
p′′k =Mdk · · ·Md1u.
By definition, its normalization represents P ′′k = [dk, . . . , d1, 1
∞]X . Therefore, Pˆ ′′k
is represented by the normalization of
pˆ′′k :=Mdˆk · · ·Mdˆ1uˆ,
where uˆ is defined to be
uˆ =
Ñ
0
1
1
é
.
A quick calculation using Definition 2.3 shows that uˆ = Hu. We use Lemma 2.4
and (39) to see that
pˆ′′k =Mdˆk · · ·Mdˆ1Hu = HUdˆkH · · ·Udˆ1Hu = Hwk.
This lets us express the entries of pˆ′′k directly using wk = (w1, w2, w3). Namely,
pˆ′′k = Hwk =
Ñ−4 −3 4
−3 −4 4
−6 −6 7
éÑ
w1
w2
w3
é
=
Ñ−4w1 − 3w2 + 4w3
−3w1 − 4w2 + 4w3
−6w1 − 6w2 + 7w3
é
.
Therefore, we see that (Pˆ ′′k )
∨ = (α, β) with
α =
−3w1 − 4w2 + 4w3
−6w1 − 6w2 + 7w3 and β =
−4w1 − 3w2 + 4w3
−6w1 − 6w2 + 7w3 .
Apply this to Proposition 3.3 again and, after some simplification, we get
cot
Ç
θ((Pˆ ′′k )
∨)
2
å
=
2
√
3(−w1 − w2 + w3)
−2w1 − w2 + 2w3 +
√
3.
Combine this with (46) to obtain the proof of (45). This completes the proof of
Step 3. Finally, we apply Proposition 3.3 one more time to observe that
cot
Å
θ(Wk)
2
ã
+ cot
Ç
θ(Pˆ ′′k )
∨
2
å
− 2
√
3 = 2(‖P ′k‖+ ‖(P ′′k )∨‖).
This concludes the proof of Theorem 3.1. 
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4. Admissible sequences and their Lagrange numbers
4.1. Doubly infinite Romik sequences and Lagrange numbers. By a Romik
sequence, we mean an element of {1, 2, 3, 4, 5}N. By a slight abuse of language,
we think of a Romik sequence P as a point of X whose Romik digit expansion
is P . When P = [d1, d2, . . . ], we define P
∨ = [d∨1 , d
∨
2 , . . . ]. Likewise, we define
Pˆ = [dˆ1, dˆ2, . . . ]. A reversed Romik sequence is an element of {1, 2, 3, 4, 5}Z<0. For
a Romik sequence P = [d1, d2, . . . ], we denote by P
∗ the reversed Romik sequence
obtained by reading the digits of P backwards. Namely,
P ∗ = [. . . , d2, d1].
A doubly infinite Romik sequence is an equivalence class of {1, 2, 3, 4, 5}Z where
two elements in {1, 2, 3, 4, 5}Z are defined to be equivalent whenever they are shifts
of one another. A section of a doubly infinite Romik sequence T is simply an
element in (the equivalence class) T . Informally, we think of a doubly infinite
Romik sequence to be an “unmarked” or “base point free” doubly infinite sequence
in {1, 2, 3, 4, 5}, while its section is obtained by fixing a “base point”.
Suppose that two Romik sequences P = [p1, p2, . . . ] and Q = [q1, q2, . . . ] are
given. We define P ∗|Q to be an element of {1, 2, 3, 4, 5}Z given by
P ∗|Q = [. . . , p2, p1, q1, q2, . . . ].
Informally, we think of P ∗|Q as a section of a doubly infinite Romik sequence with
its base point fixed at q1. For a doubly infinite Romik sequence T , we define Tˆ ,
T∨ and T ∗ in an obvious way; Tˆ and T∨ are the doubly infinite Romik sequences
obtained by applying (ˆ·) and (·)∨ to each digit of T , and T ∗ is obtained from T by
reading the digits backwards.
For P ∈ X −Z, we define the Lagrange number L(P ) of P to be L(P ) = 1/δ(P ).
Corollary 3.2 shows that
L(P ) = lim sup
k→∞
max
¶
‖(Pˆ ′′k )∨‖+ ‖P ′k‖, ‖Pˆ ′′k ‖+ ‖(P ′k)∨‖
©
.
Modeling after this, we define a Lagrange number of a doubly infinite Romik se-
quence.
Definition 4.1 (Lagrange number of a doubly infinite Romik sequence). Let T be
a doubly infinite Romik sequence. If P ∗|Q is section of T , we define
L(P ∗|Q) = ‖Pˆ∨‖+ ‖Q‖.
Also, the Lagrange number of T is defined to be
L(T ) = sup
P∗|Q
{max (L(P ∗|Q), L((P∨)∗|Q∨))}
Here, the supremum is taken over all sections {P ∗|Q} of T .
Proposition 4.2. Let T be a doubly infinite Romik sequence.
(a) L(T ) = L(T∨) = L(Tˆ ∗) = L((Tˆ ∗)∨).
(b) If T is reduced, then L(T ) = L(T∨) = L(T ∗) = L((T ∗)∨).
(c) If T is reduced and T = T ∗ then
L(T ) = sup
P∗|Q
{L(P ∗|Q)}
where the supremum is taken over all sections {P ∗|Q} of T .
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Proof. Whenever P ∗|Q is a section of T , (P∨)∗|Q∨ is a section of T∨. It follows
from this that L(T ) = L(T∨). Note that, if P ∗|Q is a section of T , then Qˆ∗|Pˆ is a
section of Tˆ ∗. Therefore,
L(Qˆ∗|Pˆ ) = ‖Q∨‖+ ‖Pˆ‖ = L((P∨)∗|Q∨),
which shows that L(Tˆ ∗) = L(T∨). This proves all the equalities in (a). If T is
reduced, then Tˆ = T and all the equalities in (b) follow from (a). For (c), when
T ∗ = T , if P ∗ |Q is a section of T then Q∗|P is also a section of T . Since T is also
assumed to be reduced we have
L((P∨)∗|Q∨) = ‖P‖+ ‖Q∨‖ = L(Q∗|P ).
This proves (c). 
Following Bombieri (§2 in [Bom07]), we say that a doubly infinite Romik se-
quence T is extremal for a point P in X if L(P ) = L(T ).
Lemma 4.3 (Bombieri’s trick). For any P ∈ X − Z, there exists an extremal
doubly infinite Romik sequence T .
Proof. By Tychonoff’s theorem, the set {1, 2, 3, 4, 5}Z is compact. Then Bombieri’s
argument in page 191 of [Bom07] applies without any change. 
Thanks to this lemma, it suffices to characterize all doubly infinite Romik se-
quences T with L(T ) < 4/
√
3.
4.2. Romik system on the real line. Let X[0,∞] = [0,∞] and define a map
T[0,∞] : X[0,∞] −→ X[0,∞] to be
T[0,∞](t) =


t−√3 if t ≥ √3,
−t+√3√
3t− 2 if 2/
√
3 ≤ t ≤ √3,
2t−√3
−√3t+ 2 if
√
3/2 ≤ t ≤ 2/√3,
−2t+√3√
3t− 1 if 1/
√
3 ≤ t ≤ √3/2,
t
−√3t+ 1 if 0 ≤ t ≤ 1/
√
3.
Recall from (38) that we have defined a stereographic projection ‖·‖ : X −→ X[0,∞].
Some straightforward but tedious calculation shows that the dynamical system
(X[0,∞], T[0,∞]) is conjugate to the Romik system (X , T ) with the conjugation map
being the stereographic projection. In other words, the diagram
(47)
X X[0,∞]
X X[0,∞]
‖·‖
T T[0,∞]
‖·‖
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0
d = 5
1√
3
d = 4
√
3
2
d = 3
2√
3
d = 2 √
3
d = 1
∞
Figure 9. Images of cylinder sets in X[0,∞]
commutes. Also, the Romik digit of P is determined by its stereographic image:
d(P ) =


1 if ‖P‖ ≥ √3,
2 if 2/
√
3 ≤ ‖P‖ ≥ √3,
3 if
√
3/2 ≤ ‖P‖ ≥ 2/√3,
4 if 1/
√
3 ≤ ‖P‖ ≥ √3/2,
5 if 0 ≤ ‖P‖ ≥ 1/√3.
Figure 9 shows how the cylinder sets of X are mapped under the stereographic
projection. (cf. Figure 6.) By abuse of language, a cylinder set of X[0,∞] will mean
the image of the corresponding cylinder set of X .
How do the actions of M1, . . . ,M5 on X translate to X[0,∞]? To answer this, we
let GL2(R) act on R ∪ {∞} via the fractional linear transformation:
(48)
Å
a b
c d
ã
· x = ax+ b
cx+ d
.
(If x = ∞ then ( a bc d ) · ∞ = a/c by definition.) And we define the matrices
N1, . . . , N5 to be
(49)
N1 =
Å
1
√
3
0 1
ã
, N2 =
Å
2
√
3√
3 1
ã
, N3 =
Å
2
√
3√
3 2
ã
,
N4 =
Å
1
√
3√
3 2
ã
, N5 =
Å
1 0√
3 1
ã
.
Then the following proposition shows that the actions of Nd on X[0,∞] and those of
Md on X are the same (cf. Proposition 2.7).
Proposition 4.4. Let P ∈ X . Then we have
‖[d, P ]‖ = Nd · ‖P‖
for d = 1, . . . , 5.
Proof. For each d = 1, . . . , 5, write P = (α, β) = [d1, d2, . . . ] and P
′
d = (α
′
d, β
′
d) =
[d, d1, d2, . . . ]. Then P = T (P ′d). If we let td = ‖P ′d‖ and t = ‖P‖ then the
commutativity of (47) implies that
(50) t = T[0,∞](td).
On the other hand, (49) gives
N−11 =
Å
1 −√3
0 1
ã
, N−12 =
Å−1 √3√
3 −2
ã
, N−13 =
Å
2 −√3
−√3 2
ã
,
N−14 =
Å−2 √3√
3 −1
ã
, N−15 =
Å
1 0
−√3 1
ã
.
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By comparing this with (50) (and the definition of T[0,∞]), we complete the proof
of the proposition. 
For a fixed finite sequence w = [d1, . . . , dk] of Romik digits, we define
Nw =
Å
aw bw
cw dw
ã
= Nd1Nd2 · · ·Ndk .
We denote by w∗ and w∨ the corresponding sequences of Romik digits obtained
from w by applying ∗ and ∨, that is,
w∗ = [dk, dk−1, . . . , d1] and w∨ = [d∨1 , d
∨
2 , . . . , d
∨
k ].
When w contains neither 1 nor 5, we say that w is reduced.
Proposition 4.5. Let w = [d1, . . . , dk] and suppose P ∈ C(d1, . . . , dk). Then®
bw/dw ≤ ‖P‖ ≤ aw/cw if det(Nw) = 1,
aw/cw ≤ ‖P‖ ≤ bw/dw if det(Nw) = −1.
Also,
‖Z(1,0)k (P )‖ = aw/cw and ‖Z(0,1)k (P )‖ = bw/dw.
Proof. Proposition 4.4 implies
‖Z(1,0)k (P )‖ = ‖[d1, . . . , dk, 1∞]‖ = Nd1 · · ·Ndk · ‖(1, 0)‖ = Nw · ∞ =
aw
cw
.
The equality for Z
(0,1)
k (P ) is similarly proven. Now, the inequalities for P ∈
C(d1, . . . , dk) follow from Proposition 2.9. 
For instance, we see that [2, d1, d2, . . . ] ∈ C(2). Since N2 =
Ä
2
√
3√
3 1
ä
and its
determinant is −1 we have
2√
3
≤ ‖[2, d1, d2, . . . ]‖ ≤
√
3
1
for any P = [d1, d2, . . . ] ∈ X . To simplify notations, we will write the above
inequality as
(51)
2√
3
≤ ‖2 · · · ‖ ≤
√
3.
In other words, the ellipses (· · · ) will be used whenever the inequality holds true
regardless of the choice of the remaining Romik digits.
Proposition 4.6. Suppose that w is a common prefix (possibly empty) of P1 and
P2, that is, ®
P1 = [w, d1, . . . ]
P2 = [w, d2, . . . ],
with d1 6= d2. If det(Nw) = 1, then
‖P1‖ ≤ ‖P2‖ ⇐⇒ d1 > d2.
If det(Nw) = −1, then
‖P1‖ ≤ ‖P2‖ ⇐⇒ d1 < d2.
Proof. This follows from Proposition 2.9 and the fact that the stereographic pro-
jection is order-reversing. 
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Lemma 4.7. For a fixed sequence w = [d1, . . . , dk] of Romik digits, write
Nw =
Å
aw bw
cw dw
ã
.
Then we have
Nw∨ =
Å
dw cw
bw aw
ã
.
Further, if w is reduced (that is, w contains neither 1 nor 5), then
Nw∗ =
Å
aw cw
bw dw
ã
,
and that
N(w∗)∨ =
Å
dw bw
cw aw
ã
.
Proof. Let
J =
Å
0 1
1 0
ã
.
Then it is easy to see J2 = I2 (the 2× 2 identity matrix) and that
J
Å
a b
c d
ã
J =
Å
d c
b a
ã
,
for any a, b, c, d ∈ R. A quick inspection of (49) reveals
JNdJ = Nd∨
for d = 1, 2, . . . , 5. From this observation, we have
Nw∨ = Nd∨
1
Nd∨
2
· · ·Nd∨
k
= (JNd1J)(JNd2J) · · · (JNdkJ) = JNwJ
=
Å
dw cw
bw aw
ã
.
For the second claim, note that N2, N3, N4 are symmetric and
Nw∗ = Ndk · · ·Nd1 = NTdk · · ·NTd1 = (Nw)T .
The third comes from combining the previous two. 
Given a finite Romik sequence w = [d1, . . . , dk], we denote by
∞w∞ the doubly
infinite Romik sequence
∞w∞ = · · ·www · · · .
Notice that, if Pw = w
∞ then (Pw∗)∗|Pw is a section of ∞w∞:
(Pw∗)
∗|Pw = · · ·w|w · · · .
Proposition 4.8. Given w = [d1, . . . , dk], let Pw = w
∞ and write
Nw =
Å
aw bw
cw dw
ã
.
Also, let ∆w = Tr(Nw)
2 − 4 det(Nw). Then,
‖Pw‖ = aw − dw +
√
∆w
2cw
.
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Further, if w = [d1, . . . dk] is reduced, then
L((Pw∗)
∗|Pw) =
√
∆w
cw
.
Proof. Since T k[0,∞](Pw) = Pw we have from Proposition 4.4 that N−1w · ‖Pw‖ =
‖Pw‖. On the other hand, it is easy to see from (48) that, for any N ∈ GL2(R), we
have N · x = x whenever the (column) vector (x, 1) is an eigenvector of N . Now a
direct calculation shows that the vectorÇ
aw−dw+
√
∆w
2cw
1
å
is an eigenvector of Nw. This establishes the first equation in the proposition. For
the second, combine this with Lemma 4.7. 
4.3. Examples.
4.3.1. Constant sequences. Since (3∞)∨ = 3∞ Proposition 3.3 gives ‖3∞‖ = 1. So,
L(∞3∞) = L(∞3|3∞) = ‖P∨‖+ ‖P‖ = 1 + 1 = 2.
For ∞2∞, we use Proposition 4.8 with N2 =
Ä
2
√
3√
3 1
ä
to obtain
L(∞2|2∞) =
√
32 + 4√
3
=
…
13
3
.
Likewise, using N4 =
Ä
1
√
3√
3 2
ä
,
L(∞4|4∞) =
…
13
3
,
which proves
L(∞2∞) = L(∞4∞) =
…
13
3
.
4.3.2. Let w = [2, 4] and Pw = w
∞. Since
N2N4 =
Å
5 4
√
3
2
√
3 5
ã
,
Proposition 4.8 gives
L((Pw∗)
∗|Pw) =
√
102 − 4
2
√
3
= 2
√
2.
Next, we calculate L(. . . 1515|1515 . . . ). This sequence is not reduced, so we
cannot apply the second equation in Proposition 4.8 directly. Let P = (51)∞ and
Q = (15)∞. We begin with
N5N1 =
Å
1
√
3√
3 4
ã
.
So the first equation in Proposition 4.8 gives
‖P‖ = −3 +
√
21
2
√
3
.
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Apply Proposition 3.3 to get
‖Q‖ = ‖P∨‖ = ‖P‖−1 = 3 +
√
21
2
√
3
.
So,
(52)
L(. . . 1515|1515 . . . ) = L(P ∗|Q) = ‖(Pˆ )∨‖+ ‖Q‖
= ‖P‖+ ‖Q‖ =
√
21√
3
=
√
7.
4.3.3. The case T = ∞2 3 2∞. We claim that L(T ) = 4/
√
3. From (c) of Proposi-
tion 4.2, it is enough for us to compute L(P ∗|Q) for every section P ∗|Q of T . First,
we compute
L(∞2 3|2∞) = ‖3 4∞‖+ ‖2∞‖.
For ‖2∞‖, we apply Proposition 4.8 with P = 2∞ to obtain
‖2∞‖ =
√
13 + 1
2
√
3
.
Then use Proposition 3.3 to get
‖4∞‖ = ‖2∞‖−1 =
√
13− 1
2
√
3
.
From Proposition 4.4 and the fact that N3 =
Ä
2
√
3√
3 2
ä
, we have
‖3 4∞‖ = 2‖4
∞‖+√3√
3‖4∞‖+ 2 =
√
3(
√
13 + 5)
2(
√
13 + 4)
.
Some easy simplification gives
L(∞2 3|2∞) =
√
3(
√
13 + 5)
2(
√
13 + 4)
+
√
13 + 1
2
√
3
=
4√
3
.
Next, we show that L(P ∗|Q) ≤ 4/√3 for any section P ∗|Q 6= ∞2 3|2∞ of T . We
consider ∞2 3 2k|2∞ for some k ≥ 1. Notice from Proposition 4.6 that ‖4k3 2∞‖ <
‖3 2∞‖. So,
L(∞2 3 2k|2∞) = ‖4k3 2∞‖+ ‖2∞‖ < ‖3 2∞‖+ ‖2∞‖ = 4√
3
.
The remaining sections to be considered are of type ∞2|2k3 2∞ for some k ≥ 1. We
use Proposition 4.6 again to get ‖2k3 2∞‖ ≤ ‖2 3 2∞‖ for any k ≥ 1. Then apply
Proposition 4.5 with N2N3 =
Ä
7 4
√
3
3
√
3 5
ä
to obtain ‖2 3 2∞‖ ≤ 4
√
3
5 . So,
L(∞2|2k3 2∞) = ‖4∞‖+ ‖2k3 2∞‖
≤
√
13− 1
2
√
3
+
4
√
3
5
=
1
30
√
3
Ä
5
√
13 + 19
ä
<
4√
3
.
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4.4. Admissible Sequences. A doubly infinite Romik sequence T is admissible
if
L(T ) ≤ 4√
3
,
and is strongly admissible if
L(T ) <
4√
3
.
Note that T is admissible (or strongly admissible) if and only if any one of the
sequences {T, T∨, Tˆ ∗, (Tˆ ∗)∨} is admissible (or strongly admissible).
Proposition 4.9. The digits 1 and 5 are forbidden in an admissible T .
Proof. It is enough to show that 1 is forbidden. First, we prove that 14 is forbidden.
If T does contain 14, we choose a section P ∗|Q of T with Q = 14 · · · . Apply
Proposition 4.5 with w = [1, 4] and N1N4 =
Ä
4 3
√
3√
3 2
ä
to obtain ‖Q‖ ≥ 4√
3
. As a
consequence,
L(P ∗|Q) = ‖Pˆ∨‖+ ‖Q‖ > 4√
3
.
Similar arguments show that 11, 12, 13 are all forbidden in an admissible T . There-
fore, if an admissible T contains 1, it must extend to the right as 15. This implies
that T∨ must contain 51. So the sequence 51 in T∨ must extend as 515. Repeating
this argument, we show that T must admit a section
P ∗|(15)∞.
By choosing another section of T (cutting far to the right), we conclude from (52)
that
L(T ) ≥ L(. . . 1515|1515 . . .) =
√
7 >
4√
3
,
which shows that T cannot be admissible. 
One easy consequence of the above proposition is that an admissible T cannot
terminate with 1∞ or 5∞ in either direction. In particular, when we apply Propo-
sition 4.5 to obtain a bound of a cylinder set, the inequalities are always strict.
Proposition 4.10. The sequences 24 and 42 are forbidden in an admissible T .
Proof. As before, it is enough to show that 42 is forbidden. Assume that T contains
42. Choose a section P ∗4|2Q. Then the bound (51) gives
L(P ∗4|2Q) = ‖2Pˆ∨‖+ ‖2Q‖ > 2√
3
+
2√
3
=
4√
3
.
This shows that T is not admissible. 
Proposition 4.11. The sequences 234 and 432 are forbidden in an admissible T .
Proof. We will derive a contradiction by assuming that an admissible T contains
432. Consider a section P ∗43|2Q of T . We have
L(P ∗43|2Q) = ‖32Pˆ∨‖+ ‖2Q‖.
To find a lower bound for ‖32Pˆ∨‖, we invoke Proposition 4.9 with w = [3, 2] and
N3N2 =
Ä
7 3
√
3
4
√
3 5
ä
to obtain
‖32Pˆ∨‖ > 7
4
√
3
.
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For ‖2Q‖, we need a better bound than (51). Note from Proposition 4.9 that P and
Q are reduced, that is, they contain no 1 and 5. Therefore, Q cannot begin with 1.
In particular, ‖2Q‖ ≥ ‖22 · · · ‖. Apply Proposition 4.5 with N2N2 =
Ä
7 3
√
3
3
√
3 4
ä
to
obtain
(53) ‖2Q‖ ≥ ‖22 · · · ‖ > 3
√
3
4
.
To sum up, we have
L(P ∗43|2Q) > 7
4
√
3
+
3
√
3
4
=
4√
3
,
which contracts the assumption that T is admissible. 
Proposition 4.12. Suppose that T 6= ∞3∞ and that T is admissible. Then the
sequence 33 is forbidden in T .
Proof. Since T is reduced we may assume, by replacing T with T∨ and/or T ∗ if
necessary, that T contains a section P ∗33|2Q. As before, we use N3N3 =
Ä
7 4
√
3
4
√
3 7
ä
to yield
‖33P∨‖ > 4
√
3
7
.
For ‖2Q‖ in this case, we need a bit sharper bound than (53). Namely,
(54) ‖2Q‖ ≥ ‖224 · · · ‖ > 16
7
√
3
,
using N2N2N4 =
Ä
16 13
√
3
7
√
3 17
ä
. So,
L(P ∗33|2Q) = ‖33P∨‖+ ‖2Q‖ > 4
√
3
7
+
16
7
√
3
=
4√
3
.

4.5. Lagrange numbers of admissible sequences. We characterize all doubly
infinite admissible sequences in the following theorem.
Theorem 4.13. Suppose that T is admissible. Then either T or T∨ is equal to
(a) ∞2∞, ∞3∞,
(b) ∞2 3 2∞, or
(c) · · · 3 22k 3 22k 3 · · · , for a fixed positive integer k.
We have already proved in §4.3 that the constant doubly infinite sequences ∞2∞,
∞3∞, and ∞4∞ are strongly admissible and that ∞2 3 2∞ is admissible. We will
now assume that T is non-constant and admissible, therefore reduced. Also, by
replacing T with T∨ if necessary, we may assume that T contains 2 as one of its
digits.
Pick a digit 2 in T and continue reading the subsequent digits to the right until
a consecutive sequence of 2 is broken. Either T terminates (to the right) with 2∞
or T must have as a section
P ∗|Q = P ∗|2k3 · · ·
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because 24 is forbidden by Proposition 4.10. Since 33 and 234 are also forbidden
by Propositions 4.12 and 4.11 we see that Q must be of the form Q = 2k3 2 · · · . By
repeating the same argument indefinitely we conclude that
Q = 2k1 3 2k2 3 2k33 · · ·
where k1, k2, . . . are positive integers or kj = ∞ for some j (which means that Q
terminates with 2∞ at that place). Apply the same argument to T ∗ to get
(55) T = · · · 2k−1 3 2k0 3 2k13 · · · .
To complete the proof of Theorem 4.13, we must show that all kj are equal to the
same positive even integer or two consecutive k’s are both equal to ∞. Pick two
consecutive exponents of 2 and call them m and k, so that
(56) T = · · · 3 2m 3 2k 3 · · · .
If k = m = ∞, we are done. So, we will assume from now on that at least one of
them is < ∞. We prove a series of propositions below (Propositions 4.15—4.18),
which will collectively show that k andmmust be equal to a (common) even integer.
An important technical lemma in our proof is to give explicit expressions for
Nk2N3 and N3N
k
4 for k ≥ 0.
Proposition 4.14. For each k ≥ 0, we have
Nk2N3 =
Å
4ck − dk
√
3(3ck − dk)√
3ck dk
ã
,
and
N3N
k
4 =
Å
dk
√
3(3ck − dk)√
3ck 4ck − dk
ã
.
Here, the sequences {ck} and {dk} are given by
ck =
1√
13
(
λk+1 − λk+1
)
,
and
dk =
1√
13
ñÇ
7−√13
2
å
λk+1 −
Ç
7 +
√
13
2
å
λ
k+1
ô
where
λ =
3 +
√
13
2
, and λ =
3−√13
2
.
Further,
9c2k − 7ckdk + d2k = (−1)k+1.
Proof. The formula for Nk2N3 can be proven by induction as follows. The case for
k = 0 is easy. The induction hypothesis shows thatÅ
ck+1
dk+1
ã
=
Å
5 −1
9 −2
ãÅ
ck
dk
ã
with c0 = 1 and d0 = 2. Then we show that the given expressions for ck and dk
satisfy the above recursive formula. We omit the detail.
For N3N
k
4 , we use Lemma 4.7 with the fact
((2k3)∗)∨ = 3 4k.
The last equation is equivalent to the fact that det(Nk2N3) = (−1)k. 
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Proposition 4.15. In the expression (56), if k is odd and if k ≤ m ≤ ∞ then T
is not admissible.
Proof. Write P = 3 2m 3 · · · and Q = 2k 3 · · · , so that
P ∗|Q = · · · 3 2m 3|2k 3 · · ·
is a section of T . Then,
L(P ∗|Q) = ‖P∨‖+ ‖Q‖ = ‖3 4m · · · ‖+ ‖2k3 · · · ‖.
We find the lower bounds of the two terms above using Proposition 4.14. Since k
is odd we have det(Nk2N3) = det(N3N
k
4 ) = −1 and
(57) ‖2k3 · · · ‖ > 4ck − dk√
3ck
,
and
‖3 4m · · · ‖ = ‖3 4k 4m−k · · · ‖ = ‖3 4k · · · ‖ > dk√
3ck
.
So,
L(P ∗|Q) > 4ck − dk√
3ck
+
dk√
3ck
=
4√
3
.
This shows that T is not admissible. 
Proposition 4.16. In the expression (56), if k is odd and if m is even then T is
not admissible.
Proof. Proposition 4.15 implies that m > k is impossible for an admissible T . So,
we will assume that m < k.
First, Proposition 4.6 says that
‖3 4m 3 · · · ‖ ≥ ‖3 4m4(k−1)−m 3 · · · ‖ = ‖3 4k−1 3 · · · ‖.
To find a lower bound for ‖3 4k−13 · · · ‖, we use Proposition 4.14 to get
N3N
k−1
4 N3 = (N3N
k
4 )(N
−1
4 N3) =
Å
dk
√
3(3ck − dk)√
3ck 4ck − dk
ãÅ−1 0√
3 1
ã
=
Å
9ck − 4dk
√
3(3ck − dk)√
3(3ck − dk) 4ck − dk
ã
.
Since det(N3N
k−1
4 N3) = 1 we have
(58) ‖3 4k−13 · · · ‖ >
√
3(3ck − dk)
4ck − dk .
On the other hand, combining (57) and (58), we have
L(P ∗|Q)− 4√
3
= ‖3 4m3 · · · ‖+ ‖2k3 · · · ‖ − 4√
3
>
√
3(3ck − dk)
4ck − dk +
4ck − dk√
3ck
− 4√
3
=
9c2k − 7ckdk + d2k√
3(4ck − dk)
=
1√
3(4ck − dk)
> 0.
Here, the last equality is obtained from Proposition 4.14, together with the assump-
tion that k is odd. 
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Proposition 4.17. In the expression (56), if k is odd then T is not admissible.
Proof. The only remaining case (after Propositions 4.15 and 4.16) is when both k
and m are odd and m < k. But, in this case, T ∗ would contain a pattern which is
forbidden by Propositions 4.15. 
Now we consider the case when both k and m are even and distinct. Replacing
T by T ∗ if necessary, we may assume without loss of generality that m < k. The
next proposition completes the proof of Theorem 4.13.
Proposition 4.18. In the expression (56), if both k and m are even and if m < k
(possibly k =∞) then T is not admissible.
Proof. We handle the case k < ∞ first. Since m ≤ k − 2, Proposition 4.6 implies
that
‖3 4m 3 · · · ‖ ≥ ‖3 4m 4(k−2)−m 3 · · · ‖ = ‖3 4k−2 3 · · · ‖.
We need to find a lower bound of ‖3 2k−2 3 · · · ‖. To do so,
N3N
k−2
4 N3 = (N3N
k
4 )(N
−2
4 N3) =
Å
dk
√
3(3ck − dk)√
3ck 4ck − dk
ãÅ
5 3
−2√3 −1
ã
=
Å −18ck + 11dk √3(−3ck + 2dk)√
3(−3ck + 2dk) −ck + dk
ã
.
Since det(N3N
k−2
4 N3) = 1, we have
(59) ‖3 4k−23 · · · ‖ >
√
3(−3ck + 2dk)
−ck + dk .
For ‖2k 3 · · · ‖, we note that det(Nk2N3) = 1. Proposition 4.14 gives
(60) ‖2k 3 · · · ‖ >
√
3(3ck − dk)
dk
.
Let P = 3 2m 3 · · · and Q = 2k 3 · · · . We use (59) and (60) to obtain
L(P ∗|Q)− 4√
3
= ‖3 4m 3 · · · ‖+ ‖2k 3 · · · ‖ − 4√
3
>
√
3(−3ck + 2dk)
−ck + dk +
√
3(3ck − dk)
dk
− 4√
3
=
−9c2k + 7ckdk − d2k√
3dk(dk − ck)
=
1√
3dk(dk − ck)
> 0.
Suppose that m < k = ∞. Let Q2j = 22j3 · · · (with an arbitrarily chosen tail).
Then Proposition 4.6 implies that {‖Q2j‖} is a monotonically increasing sequence
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(regardless of the choice of tail in Q2j), converging to ‖2∞‖. So, for any given ǫ > 0,
L(P ∗|2∞)− 4√
3
− ǫ = ‖P∨‖+ ‖2∞‖ − ǫ− 4√
3
≥ ‖P∨‖+ ‖Q2j‖ − 4√
3
= L(P ∗|Q2j)− 4√
3
> 0
for all sufficiently large j. 
Theorem 4.19 (Main Theorem). A doubly infinite Romik sequence T is admissible
if and only if T or T∨ is equal to one of the sequences in Theorem 4.13. Their
Lagrange numbers are
(a) L(∞3∞) = 2, and L(∞2∞) = L(∞4∞) =
√
13/3.
(b) L(∞2 3 2∞) = 4/
√
3.
(c) For each k > 0,
L(· · · 3 22k 3 22k 3 · · · ) = 2√
3
Ã
4− 13(
λ2k+1 − λ2k+1
)2 .
Here, λ and λ are the constants defined in Proposition 4.14.
Proof. We have already computed in §4.3 the Lagrange numbers of the sequences
in (a) and (b). So, we need to find the Lagrange number of
T2k = · · · 3 22k 3 22k 3 · · · .
Since T2k is reduced and T2k = T
∗
2k, Proposition 4.2 says that we only need to
compute L(P ∗|Q) for the following types of P and Q:
(A) PA = (3 2
2k)∞ and QA = (22k3)∞,
(B) PB = (2
2k3)∞ and QB = (3 22k)∞,
(C) PC = (2
2k−m 3 2m)∞ and QC = (2m 3 22k−m)∞ with 0 < m < 2k.
For the case (A), we deduce from Propositions 4.8 and 4.14 that
(61)
L(P ∗A|QA) =
√
(4c2k)2 − 4√
3c2k
=
2√
3
 
4− 1
c22k
=
2√
3
Ã
4− 13(
λ2k+1 − λ2k+1
)2 ,
which is the value stated in the theorem. So, in order to complete the proof, we
will show that
(62) L(P ∗A|QA) ≥ L(P ∗B|QB) and L(P ∗A|QA) ≥ L(P ∗C |QC).
Notice from (49) (or simply from Figure 9) that
‖3 · · · ‖ ≤ 2√
3
and ‖4 · · · ‖ ≤
√
3
2
.
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So, we have
L(P ∗B|QB) = ‖42k3 · · · ‖+ ‖3 22k · · · ‖ ≤
2√
3
+
√
3
2
=
7
2
√
3
= 2.0207 · · ·
<
√
133
5
≤ L(P ∗A|QA),
which establishes the first inequality in (62). For the second,
(63)
L(P ∗A|QA)− L(P ∗C |QC) = ‖P∨A‖ − ‖P∨C‖+ ‖QA‖ − ‖QC‖
= (‖34 · · · ‖ − ‖42k−m3 · · · ‖) + (‖22 · · · ‖ − ‖2m3 · · · ‖).
Observe that
N2N2 =
Å
7 3
√
3
3
√
3 4
ã
,
3
√
3
4
< ‖22 · · · ‖ < 7
3
√
3
,
N3N4 =
Å
5 4
√
3
3
√
3 7
ã
,
5
3
√
3
< ‖34 · · · ‖ < 4
√
3
7
,
N4N3 =
Å
5 3
√
3
4
√
3 7
ã
,
5
4
√
3
< ‖43 · · · ‖ < 3
√
3
7
.
Therefore,
‖34 · · · ‖ − ‖42k−m3 · · · ‖ ≥ ‖34 · · · ‖ − ‖43 · · · ‖ ≥ 5
3
√
3
− 3
√
3
7
=
8
√
3
63
and
‖22 · · · ‖ − ‖2m3 · · · ‖ ≥ ‖22 · · · ‖ − ‖22 · · · ‖ ≥ 3
√
3
4
− 7
3
√
3
= −
√
3
36
.
So, (63) becomes
L(P ∗A|QA)− L(P ∗C |QC) ≥
8
√
3
63
−
√
3
36
> 0.
This completes proving (62), thus the theorem is now proven. 
References
[Aig13] M. Aigner, Markov’s theorem and 100 years of the uniqueness conjecture, Springer,
Cham, 2013. A mathematical journey from irrational numbers to perfect matchings.
MR3098784
[Ber34] B. Berggren, Pytagoreiska triangular, Tidskrift fo¨r elementa¨r matematik, fysik och
kemi 17 (1934), 129–139.
[Bom07] E. Bombieri, Continued fractions and the Markoff tree, Expo. Math. 25 (2007), no. 3,
187–213, DOI 10.1016/j.exmath.2006.10.002. MR2345177
[CK19] B. Cha and D. H. Kim, Lagrange Spectrum of Romik’s Dynamical System (2019),
available at arXiv:1903.02882v1[math.NT].
[CNT18] B. Cha, E. Nguyen, and B. Tauber, Quadratic forms and their Berggren trees, J.
Number Theory 185 (2018), 218–256, DOI 10.1016/j.jnt.2017.09.003. MR3734349
[Coh55] H. Cohn, Approach to Markoff’s minimal forms through modular functions, Ann. of
Math. (2) 61 (1955), 1–12, DOI 10.2307/1969618. MR0067935
[CF89] T. W. Cusick and M. E. Flahive, The Markoff and Lagrange spectra, Mathematical
Surveys and Monographs, vol. 30, American Mathematical Society, Providence, RI,
1989. MR1010419
[FKMS18] L. Fishman, D. Kleinbock, K. Merrill, and D. Simmons, Intrinsic Diophantine ap-
proximation on manifolds: general theory, Trans. Amer. Math. Soc. 370 (2018), no. 1,
577–599, DOI 10.1090/tran/6971. MR3717990
LAGRANGE SPECTRUM OF A CIRCLE OVER THE EISENSTEINIAN FIELD 41
[FSU14] L. Fishman, D. Simmons, and M. Urban´ski, Diophantine approximation in Banach
spaces, J. The´or. Nombres Bordeaux 26 (2014), no. 2, 363–384 (English, with English
and French summaries). MR3320484
[KM15] D. Kleinbock and K. Merrill, Rational approximation on spheres, Israel J. Math. 209
(2015), no. 1, 293–322, DOI 10.1007/s11856-015-1219-z. MR3430242
[Kop80] H. G. Kopetzky, Rationale Approximationen am Einheitskreis, Monatsh. Math. 89
(1980), no. 4, 293–300, DOI 10.1007/BF01659493 (German, with English summary).
MR587047
[Kop85] , U¨ber das Approximationsspektrum des Einheitskreises, Monatsh. Math. 100
(1985), no. 3, 211–213, DOI 10.1007/BF01299268 (German, with English summary).
MR812612
[Mal77] A. V. Malysˇev, Markov and Lagrange spectra (a survey of the literature), Zap. Naucˇn.
Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 67 (1977), 5–38, 225 (Russian).
Studies in number theory (LOMI), 4. MR0441876
[Mar79] A. Markoff, Sur les formes quadratiques binaires inde´finies, Math. Ann. 15 (1879),
381–409 (French).
[Mar80] , Sur les formes quadratiques binaires inde´finies. II, Math. Ann. 17 (1880),
no. 3, 379–399, DOI 10.1007/BF01446234 (French). MR1510073
[Mos16] N. Moshchevitin, U¨ber die rationalen Punkte auf der Spha¨re, Monatsh. Math. 179
(2016), no. 1, 105–112, DOI 10.1007/s00605-015-0818-4 (German, with German sum-
mary). MR3439274
[Reu19] C. Reutenauer, From Christoffel words to Markoff numbers, Oxford University Press,
Oxford, 2019. MR3887697
[Rom08] D. Romik, The dynamics of Pythagorean triples, Trans. Amer. Math. Soc. 360 (2008),
no. 11, 6045–6064, DOI 10.1090/S0002-9947-08-04467-X. MR2425702 (2009i:37101)
[Sch76] A. L. Schmidt, Minimum of quadratic forms with respect to Fuchsian groups. I, J.
Reine Angew. Math. 286/287 (1976), 341–368, DOI 10.1515/crll.1976.286-287.341.
MR0457358
[Way82] A. Wayne, A Genealogy of 120◦ and 60◦ Natural Triangles, Math. Mag. 55 (1982),
no. 3, 157–162. MR1572421
[Zag82] D. Zagier, On the number of Markoff numbers below a given bound, Math. Comp. 39
(1982), no. 160, 709–723, DOI 10.2307/2007348. MR669663
E-mail address: cha@muhlenberg.edu
E-mail address: heatherchapman@muhlenberg.edu
E-mail address: begelb@muhlenberg.edu
E-mail address: ChookaWeiss@muhlenberg.edu
Muhlenberg College, 2400 W. Chew st., Allentown, PA 18104, USA
