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ABSTRACT
The forecasting of time series data is an integral component for management, planning,
and decision making in many domains. The prediction of electricity demand and sup-
ply in the energy domain or sales ﬁgures in market research are just two of the many
application scenarios that require thorough predictions. Many of these domains have in
common that they are inﬂuenced by the Big Data trend which also affects the time series
forecasting. Data sets consist of thousands of temporal ﬁne grained time series and have
to be predicted in reasonable time. The time series may suffer from noisy behavior and
missing values which makes modeling these time series especially hard, nonetheless ac-
curate predictions are required. Furthermore, data sets from different domains exhibit
various characteristics. Therefore, forecast techniques have to be ﬂexible and adaptable
to these characteristics.
Long-established forecast techniques like ARIMA and Exponential Smoothing do not
fulﬁll these new requirements. Most of the traditional models only represent one in-
dividual time series. This makes the prediction of thousands of time series very time
consuming, as an equally large number of models has to be created. Furthermore, these
models do not incorporate additional data sources and are, therefore, not capable of com-
pensating missing measurements or noisy behavior of individual time series.
In this thesis, we introduce CSAR (Cross-Sectional AutoRegression Model), a new
forecast technique which is designed to address the new requirements on forecasting
large-scale time series data. It is based on the novel concept of cross-sectional forecasting
that assumes that time series from the same domain follow a similar behavior and rep-
resents many time series with one common model. CSAR combines this new approach
with the modeling concept of ARIMA to make the model adaptable to the various prop-
erties of data sets from different domains. Furthermore, we introduce auto.CSAR, that
helps to conﬁgure the model and to choose the right model components for a speciﬁc
data set and forecast task.
With CSAR, we present a new forecast technique that is suited for the prediction of
large-scale time series data. By representing many time series with one model, large data
sets can be predicted in short time. Furthermore, using data frommany time series in one
model helps to compensate missing values and noisy behavior of individual series. The
evaluation on three real world data sets shows that CSAR outperforms long-established
forecast techniques in accuracy and execution time. Finally, with auto.CSAR, we cre-
ate a way to apply CSAR to new data sets without requiring the user to have extensive
knowledge about our new forecast technique and its conﬁguration.
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1
INTRODUCTION
The importance of data collection and analysis is growing more than ever. It employs
entire economic sectors and data is even referred to as "the new oil" [Eco17]. However,
data alone does not help to generate new knowledge. Targeted analysis is necessary to get
new and meaningful information out of it [SMF15]. Especially, the analysis of time series
data is important since a lot of data is time related [HS15, MK14]. Data mining experts
even voted for time series analysis to be one of the top ten relevant problems in data
mining [YW06]. In the ﬁeld of time series analysis, forecasting plays a prominent role
since it allows to get a notion of the future behavior of the analyzed data [Cha00, Arm01]
and to react more quickly to changing conditions, which is desired in many domains
[Sto12].
Time series forecasting is a well established research subject since decades [DH06,
MDGM06] and is of practical use in a lot of application domains: For example, current
developments in Smart Grid technologies rely heavily on time series forecasting. Mod-
ern Smart Meter devices monitor the energy consumption of individual consumers and
renewable energy sources produce electricity in ﬂuctuating amounts. Despite the large
amount of data and the strong ﬂuctuations, energy providers require reliable forecasts of
energy demand and supply to balance their transmission grid [GoF17, USE17]. Other re-
cent developments that require time series analysis are the Internet of Things [VF13] and
Industry 4.0 [BtHVH14]. Here, thousands of objects and machines are monitored with
a multitude of sensors. Thorough predictions are necessary to increase the efﬁciency of
production processes, manage stock keeping, or plan for maintenance, all of this with re-
duced human interaction. A classic domain where time series analysis belongs to the
standard repertoire is market research. Sales of different items, brands, and product
groups are monitored and analyzed. Forecasting is required to, e.g., plan the releases
of new and innovative products [Kah14] and deepen the market understanding [EFS16].
Besides these application domains with a classical use of time series forecasting to sup-
ply information for planning and decision making, there are also use cases in quality
control of continuous data collection processes. For example, during the data collection
in market research or stream data processing, forecasts can be used in quality manage-
ment to create expectation values for the incoming sales ﬁgures or data streams. These
forecasts can be used to evaluate if the domain behaves as expected or if there are un-
expected changes. This enables an appropriate and fast reaction to potentially changing
conditions [Sto12].
All these application domains have in common that they are affected by the trends
summarized as Big Data [KKKG14]. More and more data is collected from an increas-
ing number of data sources to gain a better understanding of the domain and improve
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analytic results. This has various inﬂuences on the collected data and puts new require-
ments on forecasting in general [CCS12, KKKG14, HS15, KH18]. In the past, forecasts
were provided by domain experts with years of experience in their ﬁeld of expertise
[MDGM06, KMB06]. But, as the monitoring granularity becomes ﬁner in structure and
time, data sets now consist of thousands of very long time series and manual analysis
is not feasible anymore. In general, the timely provision of forecast results is one of the
biggest challenges of working with large-scale time series data. Moreover, the ﬁne time
granularity leads to much more noisy and less regular time series, which are smoothed
by aggregation effects on more coarse grained time granularities [HS15]. The ability to
work with such noisy data is another emerging requirement for forecast techniques.
Furthermore, data is collected mostly automatically. A large number of monitoring
devices, e.g., Smart Meters or sensors, conduct the measurements and transfer the in-
formation to a central repository. The growing number of monitoring devices increases
the risk for sensor drop outs, transmission errors, and technical malfunctions. This causes
missing values and incomplete or intermittent time series. Working with incomplete data
is also an arising requirement on forecast techniques. Last but not least, time series from
different domains exhibit different properties. This is not a direct consequence of the Big
Data trend, time series from different domains have always differed in their properties.
However, data sets now also differ in the amount of available time series, the portion
of missing information, and their degree of noise. Next to the long known characteris-
tics, like different kinds of trend and seasonality, these are new properties which forecast
techniques also have to take into account.
The aforementioned developments hamper the application of traditional forecastmod-
els like ARIMA [BJR08] and Exponential Smoothing [Hol04]. Although, successfully ap-
plied in a wide variety of application scenarios [MDGM06], these techniques do not fulﬁll
the new requirements. They only focus on the prediction of one individual time series.
This makes the handling of large data sets very time consuming since a large number of
models has to be optimized to properly represent each and every time series. Further-
more, they cannot compensate for noisy behavior or missing values of individual time
series since these methods do not involve other data sources during the model creation.
Therefore, traditional forecast techniques do not meet the requirements that we are con-
fronted with by the prediction of large scale time series data sets.
In order to overcome these issues, a new forecast model is required that is capable
of providing forecasts for thousands of time series in reasonable time. Furthermore, this
technique has to provide accurate forecasts, although the time series might be incom-
plete or noisy. Moreover, the model has to be adaptable to properties of different data
sets without requiring much expertise by the user, such that the technique can easily be
applied to new data sets.
Contributions
In this thesis, we present CSAR the Cross-Sectional AutoRegression model, a forecast
technique that addresses all of the aforementioned requirements on forecasting large-
scale time series data. CSAR is based on the novel concept of cross-sectional forecasting.
It assumes that time series from the same domain exhibit similar behavior and therefore,
represents all series of a data set with one common model, instead of modeling each time
series individually, as traditional forecast techniques do. CSAR combines the advantages
of cross-sectional forecasting with the modeling concepts of the commonly used ARIMA
model. This adds adaptability to the CSAR model and allows its application in a wider
range of application scenarios. In order to optimally utilize this adaptability and ease the
application of CSAR, we introduce auto.CSAR. This is an automatic adviser that helps to
conﬁgure CSAR to properly represent any given data set. In more detail, the contribu-
tions of this theses are:
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• We give an overview on how the Big Data trend inﬂuences time series forecasting.
Based on that, we derive the new requirements on forecast techniques that result
from working with large-scale time series data sets. These requirements are the
key note of this thesis and will be discussed in all detail throughout the individual
chapters.
• We extensively review the existing forecasting literature and show, there is not yet
any forecast technique that satisﬁes all the requirements on the prediction of large-
scale time series data. Furthermore, we highlight techniques that already offer so-
lutions that we can employ into our new forecast model.
• We introduce the novel concept of cross-sectional forecasting. This approach does
not focus onmodeling the properties of individual time series, as traditional forecast
models do. Instead, it focuses on so-called cross-sections, time slices that contain the
data of all time series of a data set at a certain point in time under the assumption
that time series from the same domain behave similar. This makes it possible to pro-
cess large numbers of time series in short time and compensate for missing values
and noisy behavior of individual time series.
• We extend the concept of cross-sectional forecasting with the modeling approaches
of the classical ARIMA model to create CSAR. In doing so, CSAR inherits the abil-
ity to work with large-scale data sets but becomes signiﬁcantly more ﬂexible. This
allows the adaptation to a greater variety of application scenarios and signiﬁcantly
improves the forecast accuracy.
• We introduce auto.CSAR, an automatic search approach to ﬁnd the optimal meta-
parameters of CSAR. This makes it easier for the users to conﬁgure the model cor-
rectly for their speciﬁc data sets and forecast tasks and optimally exploit the model’s
adaptability. This allows the application of CSAR for users that are inexperienced
in the ﬁeld of time series forecasting, to choose the right CSAR model, and achieve
accurate results.
• We evaluate all developed approaches of this thesis on three data sets from real
world scenarios. During the evaluation, we show that CSAR outperforms long-
established forecast techniques in accuracy and execution time. Therefore, CSAR is
suited for the prediction of large-scale time series data, more than any of the com-
parison techniques and is ready to be applied in practice.
The remainder of this thesis is structured as follows: We start with an overview on
time series forecasting in general and illustrate the new requirements arising from the
Big Data trend in Chapter 2 [HHHL17]. Afterwards, we review forecast techniques from
the related literature and discuss to which extent they satisfy the aforementioned new
requirements in Chapter 3. In Chapter 4, we introduce the concept of cross-sectional
forecasting, provide a detailed explanation on how the forecast values are calculated, and
describe how the requirements on forecasting large-scale time series data are addressed
[HHRL15]. Subsequently, we combine the concept of cross-sectional forecasting with the
components of the ARIMAmodel in Chapter 5. This combination creates CSAR, our new
forecast model that is capable of working with thousands of time series and adaptable to
the various properties of different application domains[HHHL17, HRH+18]. In Chapter
6, we introduce auto.CSAR, a structured search approach that helps users to properly
utilize the adaptability of CSAR. Finally, we conclude this thesis in Chapter 7 with a
short summary and discuss future research directions.
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2
IMPLICATIONS OF LARGE-SCALE TIME
SERIES DATA ON FORECASTING
Time series forecasting is an indispensable instrument for decision making processes in
many domains. This chapter introduces the basics of time series forecasting and sets
up the requirements for the prediction of large-scale time series data sets [HHRL15,
HHHL17]. The ﬁrst part (Section 2.1) provides a structured view on the forecasting pro-
cess and explains key terms that are essential for this thesis. In the second part (Section
2.2), we characterize the effects of the Big Data trend on time series forecasting which rep-
resent the essential research questions of this thesis. We illustrate these effects on a real
world data set from the energy domain and derive general requirements that a forecast
technique has to fulﬁll in order to be suited for the prediction of large-scale time series
data sets.
2.1 TIME SERIES FORECASTING
The task of time series forecasting usually focuses on the prediction of future values of
one time series at a time. A time series y is a sequence of measure values y1, . . . , yt where
the subscript marks the time at which the values of the time series are recorded. Figure
2.1 shows an example of a time series represented by the connected black crosses (×).
The x-axis of the diagram denotes the time t at which a time series value was recorded
and the y-axis denotes the corresponding measure values. The red crosses (×) in the
right part of the ﬁgure mark the forecast values yˆt+1, . . . , yˆt+h. The number of requested
forecast values is called forecast horizon h. In this work, we differentiate between the one-
step ahead forecast (h = 1), where only one future time series value has to be predicted,
and long-range forecasting (h ≥ 2), where a longer forecast horizon over several periods
has to be predicted. In the example, three forecast values are predicted (h = 3). Between
the time series and the x-axis of Figure 2.1 there is a second representation of this time
series. Each square represents one time series value. Historical values are marked by
gray squares with a solid contour, forecast values are marked by light gray squares with
a dashed contour. In the remainder of this thesis, we use this representation to visualize
how time series values are utilized by different forecast techniques. The focus here, lies
on the alignment of the values that are used for the forecast calculation, rather than on
the actual values themselves. Therefore, this simpliﬁed representation of the time series
is suited for this task.
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Figure 2.1: Example time series and forecast with a forecast horizon of h = 3.
There are two important characteristics a time series can have that signiﬁcantly in-
ﬂuence the accuracy of forecast results [Cha00]. The ﬁrst one is the trend characteristic
which includes all long term changes of a time series without reoccurring patterns. In
the example of Figure 2.1, we see a continuous rise in the time series values over time,
which is a typical trend characteristic. Though, a trend does not have to follow such a
strict monotony, it can change from rising to falling and vice versa. The second char-
acteristic is the seasonality which describes regularly reoccurring patterns within ﬁxed
intervals. The example time series in Figure 2.1 has a seasonality with a season length
of s = 12, recognizable at the reoccurring peaks and bottoms in the measured values.
In some domains, it is possible that a time series even shows multiple seasonalities. For
example in the energy domain, the energy consumption of individual consumers often
shows three different seasonalities [REG+97, Tay10]. First, there are daily ﬂuctuations,
e.g., with a higher energy consumption in the morning and in the evening and a low in
the middle of the day where the consumers are at work. Second, there is a weekly sea-
sonality, since the energy consumption differs on workdays and weekends. Third, there
is a yearly seasonality. In the winter months, there is a higher energy consumption due to
heating and in the summer the use of air conditioners affects the energy consumption. In
order to properly recognize a seasonality a sufﬁcient amount of data is a required [HK07].
This especially holds for very long seasonalities which otherwise may be mistaken for a
trend. In order to provide accurate forecast values, a forecast technique has to be capable
of properly representing seasonality and trend characteristics if the analyzed time series
shows any of them.
Model-based Time Series Forecasting
Forecast techniques can be categorized in various ways: based on their application, their
complexity, or their general approach of forecast calculation. Most forecast techniques
are model-based, which means a model is trained on the historical values of the analyzed
time series to represent the series’ properties as accurate as possible. Then, this model is
used to calculate the requested forecast values. Examples for other techniques that are
not model-based are judgmental and similarity-based approaches [Cha00, Fis14]. Judg-
mental forecasts are performed manually by domain experts who analyze the data and
come to a result by subjective judgment. Similarity-based techniques search the available
data for similar situations like the current forecast task and use weighting schemes to
provide forecast values. This thesis will only focus on model-based forecast techniques,
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1. Model Identification
5. Model Adaptation
4. Model Evaluation
3. Forecast Calculation
2. Model Estimation
Time Series 
Data
New Time Series Values
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Model Parameters
Selected Model
Figure 2.2: Model-based forecast process [BJR08, Fis14]
because techniques of other classes require too much manual work and therefore, are not
suited for the analysis and prediction of potentially thousands of time series. The process
of model-based time series forecasting can be structured into the following ﬁve steps, as
shown in Figure 2.2. It starts with the identiﬁcation and optimization of the model that is
subsequently used for the forecast calculation. As time progresses, the model’s accuracy
can be evaluated and, if necessary, the model can be adjusted.
1. Model Identiﬁcation In the ﬁrst step, from all available forecast models, one is cho-
sen to predict the currently analyzed time series. Many forecast models make demands
on the time series. Most commonly, the time series are assumed to be sorted by time in
ascending order, such that seasonal patterns can be recognized. Furthermore, they are
assumed to be complete, i.e., no values are missing, and to be equidistant, i.e., all time
series values are recorded at regular time intervals. These demands can be used for a
preceding pruning. If, for example, some time series values are missing, some models
might already be disqualiﬁed because they are not capable of working with incomplete
time series. The speciﬁc demands of different types of forecast models will be discussed
in Chapter 3. The actual model choice can be performed manually by domain experts or
automatically. The automatic approach uses either the in-sample error or model selection
criteria like for example the Akaike Information Criterion (AIC) [Aka74]. The in-sample
error, also called residuals, is the deviation between the model and the training data
which is used to train the forecast model. The AIC chooses the model that ﬁts the data
best. Furthermore, it includes a penalty for the number of model parameters, to prevent
overﬁtting.
2. Model Estimation In the second step, the parameters of the chosen model are op-
timized on historical data to represent the analyzed time series as accurate as possible.
Standard optimization methods like gradient descent, e.g., BFGS [Bro70], or downhill
simplex, e.g., Nelder-Mead [NM65], can be used to ﬁnd the optimal model parameters.
The target during the optimization is the minimization of the squared residuals of the
historical training data, also known as sum of squared error (SSE):
SSE =
t∑
(yt − ŷt)
2, (2.1)
where ŷt is the modeled/predicted time series value and yt is the corresponding real
value.
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3. Forecast Calculation After the optimization, the model can be used to calculate the
requested forecast values ŷt+1, . . . , ŷt+h. For the prediction of more than one forecast
value (h > 1), most if not all forecast models use the same generic approach where the
model is applied recursively to calculate several forecasts. This means that for the calcu-
lation of the ﬁrst forecast value (h = 1), the model is applied on the most recent available
data of the time series. For all subsequent forecast values (h ≥ 2), the already calculated
forecast values are treated like regular time series values and the model is applied on
the most recent time series values and the ﬁrst forecasts [Cha00, BJR08]. Compared to
the forecast calculation the ﬁrst two steps of the forecast process are signiﬁcantly more
time consuming. Model identiﬁcation and estimation perform parameter optimizations
which are very costly. The forecast calculation is only the application of a model-speciﬁc
function with the optimized model parameters from Step 2.
4. Model Evaluation With the availability of new time series values, the model’s accu-
racy can be evaluated. Therefore, an error measure is applied to calculate the deviation
of the forecast values from the corresponding newly observed real values. There is a va-
riety of error measures which can be categorized in absolute and relative error measures.
Absolute error measures, like the root mean squared error (RMSE), express the deviation
in the same domain as the time series data is recorded, e.g., megawatt-hour in the en-
ergy domain. Therefore, the error values are hard to interpret by non-domain experts
and hard to compare for time series with different expectation values or even from dif-
ferent domains. Relative error measures, like symmetric absolute percentage error (SAPE),
express the deviation as a fraction from the real value and are therefore easier to inter-
pret and compare [HK06, Hyn14]. For more information about error measures and their
characteristics, please refer to Appendix A.
5. Model Adaptation After the model evaluation, it can be decided if the model re-
quires adaptation. This can either be triggered by an error threshold or a time threshold.
If the error of the model evaluation exceeds a predeﬁned error threshold the model is
not accurate enough and needs to be adapted. This threshold has to be deﬁned accord-
ingly to the error measure used during the model evaluation. The time threshold triggers
maintenance when the number of newly recorded time series values since the last model
adaptation exceeds a predeﬁned value. The adaptation can be a re-estimation of the
model parameters (Step 2) if the time series only slightly changed its properties and the
model needs only a small adaptation to ﬁt the analyzed data again. If there are signiﬁcant
changes to characteristics of the time series, e.g., after changes in production policies, it
can also be necessary to choose a new type of model (Step 1) to adequately represent the
new characteristics.
2.2 REQUIREMENTS ON FORECASTING LARGE-SCALE TIME SE-
RIES DATA
Changes in the way of data collection, towards more time series that are recorded auto-
matically on increasingly ﬁne structural and temporal granularities, lead to new require-
ments for the forecasting process [HHRL15, HHHL17]. In many application domains, a
lot of time series are collected from various individual sources, e.g., Smart Meter devices
or sensors, such that there is a large number of time series from the same domain which
have to be analyzed, modeled, and forecast [VF13, GoF17, USE17]. We refer to such a
collection of time series as a data set Y where all time series y1, . . . , yn are recorded at
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the same points in time 1, ..., t. We would like to emphasize the new requirements on
the forecasting process and illustrate them with an example data set from the energy do-
main. It consists of Smart Meter data representing the energy consumption of over 6,000
individual households and small and medium enterprises over one and a half years at a
30 min time granularity. The data was recorded in Ireland by the Commission for Energy
Regulation (CER) and made publicly available by the Irish Social Science Data Archive
(ISSDA) [Com12].
Requirement R1 – Data Volume
In many application domains, a continuously growing number of time series is moni-
tored at very ﬁne temporal granularity [SMF15]. Thus, a large number of time series has
to be modeled and the creation of every individual model becomes more time consuming
since more training data is available. This makes the application of models that represent
only one individual time series very difﬁcult. In the example data set, there are 6,433
individual time series which require an equally large number of forecast models. This is
a very time consuming task as we will show later on in the experiments of the Chapters 4
and 5. But, not all application domains can tolerate a time consumingmodel creation. For
example, scenarios related to the Internet of Things where thousands of sensors monitor
production processes and forecasts are required to actively control the equipment before
things can get out of hand. Therefore, in order to suit the prediction of large-scale time
series data sets, a forecast model has to provide forecast values for a large number of long
time series in reasonable time.
Requirement R2 – Incomplete Data
The individual time series originate from amultitude of different data sources, e.g., Smart
Meters of individual households and enterprises or sensors which periodically report
their measured values. Technical malfunctions of these monitoring devices during data
collection and transmission can lead to missing values and, thus, to incomplete time se-
ries which the majority of forecast techniques is not able to work with [BFG+17]. Another
common source of missing information are errors during data reporting, for example in
the area of market research. In data reports, information can be missing, incomplete, or
in the wrong format and, therefore, lead to an incomplete data base. In the example data
set, 5% of the overall data is missing. Although, this seems to be a small amount, only
71% of the time series in this data set have a complete history, such that standard fore-
cast techniques can be readily applied. When the focus lies on only a few time series, in
many cases it is possible to ensure complete data, e.g., by the application of imputation
methods or compensation values from similar time series [VDE11]. However, regarding
data sets with thousands of time series this is associated with very high costs or rather
it might not be feasible at all. Hence, a forecast model has to be able to provide accurate
forecasts whether the data set is complete or not.
Requirement R3 – Noisy Behavior
Time series are monitored at increasingly ﬁne structural and temporal granularity. Such
ﬁne grained time series are prone to noisy behavior [HS15] that originates from external
inﬂuences which can hardly be monitored and can only be observed at a ﬁne granular-
ity. On more coarse-grained monitoring granularities, these ﬂuctuations are masked by
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aggregation effects. An example for these effects are the operation times of domestic ap-
pliances. They are unique per household and vary on a daily basis [NPT14]. On a more
coarse-grained granularity, e.g., daily energy consumption, these ﬂuctuation are hidden.
The energy consumption of the domestic appliances are still part of the daily energy con-
sumption but it is not important when the energy was consumed. This irregular behavior
makes time series especially hard to model and to forecast, since their behavior does not
seem to be deterministic and describable. Therefore, a forecast model has to be able to
compensate noisy behavior of time series and provide accurate forecast values.
Requirement R4 – Adaptability
Time series from different domains exhibit various distinct characteristics. These can
range from the already mentioned trend and seasonality, the pace at which time series
characteristics change, up to the strength of the inﬂuence that historical values have on
future values. The related literature shows that the adaptability of a forecast model to
these characteristics has a signiﬁcant inﬂuence on the accuracy of the forecast results and
on the domains the model can be applied to [HKSG02, HK08, BJR08, Nau17]. Further-
more, the high adaptability of individual models is of even greater value, if there is any
kind of assistance for the user to adapt the model correctly to his data set. Therefore, a
forecast model has to be adaptable to the various characteristics of large-scale time series
data sets from different domains and should offer assistance to the user on how to control
the adaptability.
2.3 CONCLUSION
In this chapter, we gave a brief overview on time series forecasting in general and the
model-based forecasting process. Furthermore, we highlighted the inﬂuences of the Big
Data trend on time series data and how it affects the forecasting process. In the next
chapter we review existing forecast techniques and discuss their ability to address the
just depicted requirements.
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3
ASSESSMENT OF EXISTING FORECAST
TECHNIQUES
The topic of time series forecasting is a well studied ﬁeld with a lot of available literature.
In this chapter, we review the most commonly used forecasting techniques and discuss
to which extent they address the just depicted requirements on forecasting large-scale
time series data [HHRL15, HHHL17]. According to a study from 2006, under practition-
ers judgmental forecasting is the most commonly used technique to derive the requested
forecasts [MDGM06]. But, when dealing with thousands of time series, a forecast tech-
nique that requires such a signiﬁcant amount of manual work is simply not feasible.
Second to judgmental forecasting are the model families of Exponential Smoothing and
ARIMA. These univariate techniques are the basic models that are suited for many appli-
cation scenarios and are widely used in many different domains. Therefore, we start this
chapter with univariate forecast models in Section 3.1. We show that none of these fore-
cast models entirely satisﬁes the requirements towards the prediction of large-scale time
series data sets. In the subsequent sections, we discuss different forecast approaches that
aim to ﬁx the shortcomings of univariate forecast models and speciﬁcally address at least
one of our requirements. In Section 3.2, we discuss techniques that allow the prediction
of time series with missing values. Section 3.3 focuses on models that include the data
from several data sources into the model. In Section 3.4, we discuss several approaches
that address the prediction of hierarchically structured time series data. In Section 3.5,
we review different approaches that automatically conﬁgure existing forecast models to
properly represent the analyzed time series. We close this chapter with a summary in
Section 3.6. There, we discuss to which extent there already are satisfying solution for the
requirements on forecasting large-scale time series data and their applicability.
3.1 UNIVARIATE FORECAST MODELS
This section gives an overview on univariate forecast models. These models only focus
on the prediction of one time series at a time. This means that only one time series is
forecast with one model and for the model training only historical data from the time
series itself is used. The most commonly used and most referenced representatives of
this family of models are ARIMA and Exponential Smoothing [DH06, MDGM06]. We
describe the ARIMA model in slightly more detail than other techniques in this chapter,
because we will pick up on its properties later on in Chapter 5.
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3.1.1 ARIMA
The classical ARIMA model, as described in [BJR08], consists of three different model
components: Autoregression (AR), Integration (I), and Moving Average (MA). We will
give an overview on how these components work and how they contribute to the fore-
cast calculation. Themodeling process usually begins with the integration part which is a
preparation step. The time series is differentiated to eliminate trend and seasonal charac-
teristics and to transform it into a stationary time series. A time series is called stationary
if it has a constant expectation value and a constant variance over time. Afterwards, one,
both, or none of the two predictive model parts are applied. The autoregression mod-
els future time series values based on the most recent historical time series values. The
moving average part models future values based on error terms which are the result of
the simulated prediction of the available history of the time series. This is an error cor-
rection mechanism, since historical errors are used to create a better prediction of future
values. For every model part, we distinguish between a non-seasonal and a seasonal
case. Whether a seasonal model has to be applied or not, depends on the presence of a
seasonality in the time series. This distinction is also taken into account in the commonly
used notation of the ARIMA model:
ARIMA(p, d, q)(P,D,Q)s.
The ﬁrst pair of brackets holds the non-seasonal metaparameters p, d, and q, which de-
scribe the number of autoregressive model components (p), the degree of differentiation
(d), and the number of moving average components (q). The second pair of brackets
holds the corresponding seasonal model components P , D, and Q and the seasonality s
of the time series. These are called metaparameters of the model, since they describe the
shape of the model which is used for the prediction, but are not part of the ﬁnal numer-
ical optimization during the model estimation (ref. Step 2 in the model-based forecast
process). There are some very useful guides, e.g., [Nau17], which can help to ﬁnd the
right ARIMA model for a speciﬁc time series, i.e., the degree of differentiating and the
right number of AR andMA components. The search for the optimal metaparameter will
be discussed in more detail in Section 3.5.
Integration
The integration part of the ARIMA model serves as a preparation step to remove trend
and seasonal characteristics from the time series. This is necessary before the application
of AR and MA. The time series is differentiated ﬁrst, then forecast, and ﬁnally integrated
to obtain forecast values for the original time series. As already mentioned, there is a
distinction between a non-seasonal and a seasonal case.
The non-seasonal differentiation is used to eliminate long-term changes, i.e., trend
characteristics. The ﬁrst degrees of non-seasonal differentiation are shown in the equa-
tions 3.1 - 3.2. For d = 0, there is no differentiation at all and the time series y is forecast
as it is. d = 1 represents the ﬁrst degree of differentiation and the modeled time series
value y′t results from the difference of the original time series values yt and yt−1. Thus,
y′ represents the period-to-period change of the original time series y. For d = 2, the
differentiated time series y′′ is calculated by the difference of differences of y. This can
also be achieved by differentiating the result of the ﬁrst degree of differentiation.
d=1 : y′t = yt − yt−1 (3.1)
d=2 : y′′t = (yt − yt−1)− (yt−1 − yt−2) (3.2)
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(c) Seasonal D = 1.
Figure 3.1: Time series differentiation.
The effect of non-seasonal differentiation on a time series with a trend is shown in
Figure 3.1. Figure 3.1(a) shows a time series with clearly visible trend and seasonality
characteristics. Figure 3.1(b) shows the result after the application of one degree of non-
seasonal differentiation. The trend is entirely removed but the seasonality is preserved.
A fact that is hard to see in the ﬁgure is that the ﬁrst value of the differentiated time series
is missing, because it has no predecessor to calculate the differentiated value y′1.
The seasonal differentiation is used to eliminate seasonal effects of the time series y,
again, to generate a stationary time series. Equation 3.3 shows how y′t is calculated from
the difference of yt and its corresponding value of the previous season yt−s. In this way,
the regularly occurring changes, due to a seasonality of the time series, can be removed.
Equation 3.4 shows the combination of ﬁrst order seasonal and non-seasonal differenti-
ation. This is used to eliminate seasonal and trend characteristics within the same time
series and is calculated as the difference of seasonal differences of y. Usually, no higher
degrees of differentiation are applied to minimize the risk of over differentiation.
D=1 : y′t = yt − yt−s (3.3)
d=1,D=1 : y′′t = (yt − yt−s)− (yt−1 − yt−s−1) (3.4)
The effect of seasonal differentiation on a time series with a seasonality is also shown
in Figure 3.1. Figure 3.1(c) shows the result after applying seasonal differentiation on
the time series in Figure 3.1(a). The regularly occurring seasonal peaks are removed.
The seasonal differentiation is not trend preserving. Therefore, if non-seasonal and sea-
sonal differentiation is applied on the same time series, the trend is removed ﬁrst and the
seasonality second. As in the non-seasonal case, not all time series values can be differ-
entiated. For the seasonal differentiation, the whole ﬁrst season is missing, the ﬁrst value
that can be calculated is the ﬁrst value of the second season.
In order to keep the notation as simple as possible, in the rest of this section we con-
tinue to use yt to reference a time series value at time t, but please keep in mind that these
very well can also be differentiated values.
Autoregression
The auto regressive model part predicts the time series based on a weighted sum of the
most recent historical values. The Equations 3.5 and 3.6 each show an example of an
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Figure 3.2: AR model with one seasonal and two non-seasonal AR components.
either non-seasonal or seasonal AR model. In the non-seasonal case (Equation 3.5), the
prediction ŷt+1 is calculated as the weighted sum of its direct predecessor values yt to
yt−p+1 weighted with the model parameters φ1 to φp. The number of historical values
that are used for this calculation is determined by the parameter p of the description of
the ARIMA model. In the seasonal case (Equation 3.6), ŷt+1 is calculated by the cor-
responding historical values yt−s+1 to yt−P ·s+1 with a time distance of s periods. s is
the seasonality of the time series y. The number of seasonal values used for the fore-
cast calculation is denoted by the parameter P and the seasonal weights are represented
by Φ1, . . . ,ΦP . Furthermore, both equations have an error term e and a constant part
c. The error term represents a zero based and normally distributed white noise error
term [BJR08] and the constant part is usually determined by the expectation value of the
time series. In many cases, the expectation value is removed from time series before the
modeling process such that c = 0 and c is left out of further considerations.
ŷt+1 = c + φ1 · yt + · · ·+ φp · yt−p+1 (3.5)
ŷt+1 = c + Φ1 · yt−s+1 + · · ·+ ΦP · yt−P ·s+1 (3.6)
Figure 3.2 shows an example of an AR model with two non-seasonal (p = 2) and
one seasonal (P = 1) components with a season length of s = 12. The solid arrows
show the historical time series values which are used for the modeling process while
the dashed arrows show the most recent time series values that are used to calculate the
one-step ahead forecast. The two short arrows represent the non-seasonal components of
the model and the long arrow, reaching back exactly one season, represents the seasonal
component. The dotted arrows that end at the beginning of the seasonal component,
represent correction terms which are necessary due to the combination of seasonal and
non-seasonal model components. They subtract the direct predecessor values from of
the seasonal AR component yt−s+1 in the same way as the direct predecessors of ŷt+1
would add up in the forecast value. In doing so, the seasonal component represents the
actual seasonal change. There are always as many correction terms to every seasonal
component as the model contains non-seasonal components. Equation 3.7 shows the
corresponding formula to this model. Next to the constant part c, there are two non-
seasonal components with the according weights φ1 and φ2 and one seasonal component
with its weight Φ1 followed by two correction terms.
ŷt+1 = c + φ1 · yt + φ2 · yt−1 + Φ1 · yt−s+1
+ (−Φ1φ1) · yt−s + (−Φ1φ2) · yt−s−1 (3.7)
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Moving Average
In contrast to the autoregressive components, the moving average components do not
only rely on the most recent historical time series values, but apply a smoothing process
to the full history of y. This is done by using error terms as shown in Equation 3.8 where
the error e at time t is the difference of the original time series value y and the correspond-
ing forecast ŷ, both at time t. Equation 3.9 shows how a prediction value is calculated for
the non-seasonal case. The forecast value ŷt+1 results from subtracting the error terms et
to et−q+1 from the constant part c. The error terms are weighted with the coefﬁcients θ1
to θq. Equation 3.10 shows the corresponding seasonal case where seasonal error terms
et−s+1 to et−Q·s+1 are used. The number of error terms that is used is speciﬁed in the
ARIMA model description with parameter q for the non-seasonal and Q for the seasonal
case. Equation 3.11 shows the combination of the non-seasonal and the seasonal case
with one parameter each (q = 1, Q = 1). Just as for the autoregressive model part (Equa-
tion 3.7), there is a correction termwhich is necessary to ensure that the seasonal part only
represents the seasonal error terms without fractions of its non-seasonal predecessor.
et = yt − ŷt (3.8)
ŷt+1 = c− θ1 · et − · · · − θq · et−q (3.9)
ŷt+1 = c−Θ1 · et−s+1 − · · · −ΘQ · et−Q·s+1 (3.10)
ŷt+1 = c− θ1 · et −Θ1 · et−s+1 + θ1Θ1et−s (3.11)
Variants of the ARIMA Model
Based on the concept of ARIMA, there are numerous model variants which were devel-
oped to further adapt the model to different application scenarios. Figure 3.3 summa-
rizes once more how the ARIMA model is a combination of the AR and MA processes,
that could also be used individually, and extended by the preparation step of integration.
Furthermore, the ﬁgure shows two often referenced extensions to the ARIMAmodel that
serve speciﬁc purposes. This is not meant to be a complete listing, we only would like to
mention some representatives and show that there is a very widespread use of ARIMA
models. ARIMAX is an extension that incorporates external inﬂuences into the forecast
model [BJR08]. Whenever meaningful external information is available, it can signiﬁ-
cantly beneﬁt the forecast accuracy. Usually, the external inﬂuences are integrated into
the AR part of the model and used like additional past observations, weighted with an
individual parameter. In doing so, more information is available to properly model fu-
ture time series values. VARIMAmodels are used when several time series that inﬂuence
Integration
AR MAARMA
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ARIMAX VARIMA
External 
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Figure 3.3: Different variants of the ARIMA model.
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each other are available and should be forecast altogether [RT84]. This type of model is
called multivariate forecast model, since several time series are recorded at the same time
and also predicted with the same model. This approach can be integrated in both, the AR
and the MA part of ARIMA. We will pick up on the topic in Section 3.3.2. These two
small examples show that the modular set-up of ARIMAmake the model easy to extend.
3.1.2 Exponential Smoothing
Exponential Smoothing is a forecast model that assigns exponential decreasing weights
to historical time series values. This means, during the forecast calculation recent his-
torical time series values receive a higher weight than older observations. Figure 3.4
shows variants of exponential smoothing that address the various trend and seasonal
characteristics of time series [Gar85, HKSG02, Gar06]. Trend characteristics can be incor-
porated in an additive or multiplicative manner and are either damped or not. Seasonal
characteristics can also be additive or multiplicative. On top of that, each model vari-
ant resulting from combination of each trend and seasonal characteristic can have either
additive or multiplicative errors, resulting in overall 30 variants of exponential smooth-
ing. The most commonly used model variants are Simple Exponential Smoothing (SES),
Holt’s Method or Double Exponential Smoothing (DES) and Holt-Winter’s Triple Exponential
Smoothing (HW/TES) [Hol04].
Simple Exponential Smoothing (SES) Simple Exponential Smoothing has one smooth-
ing parameter which focuses on the base value of the time series. No other characteristics,
i.e., trend or seasonality are incorporated into this model, which is represented by the up-
per left example in Figure 3.4. Equation 3.12 shows how the smoothed time series value
at at time t is calculated as the weighted sum of the actual time series value yt and the
smoothed value at time t− 1. The weighting is realized with the smoothing parameter α.
If α is close to zero, the time series is smoothed very strong and ﬂuctuations have no great
impact on the smoothed value. On the other hand, the model reacts slowly to structural
changes of the time series. If α is close to one, the model reacts very quickly to changes
but ﬂuctuations have greater impact on the smoothed values. Finally, the forecast ŷt+1 at
time t + 1 is the smoothed value at time t (see Equation 3.13).
at = α · yt + (1− α) · at−1, with 0 ≤ α ≤ 1, a0 = y0 (3.12)
ŷt+1 = at (3.13)
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Figure 3.4: Exponential Smoothing Models [Gar85, HKSG02, Gar06].
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Double Exponential Smoothing (DES) Double Exponential Smoothing introduces a
second smoothing process to accurately forecast time series with trend characteristics.
The following set of equations represents DES with an additive trend, the ﬁrst example
of line two in Figure 3.4. Equation 3.14 represents the base value as in the Simple Ex-
ponential Smoothing. Equation 3.15 represents the trend of the time series, smoothed
with the smoothing parameter β. The forecast at time t + 1 is calculated by adding the
smoothed trend bt to the smoothed base value as shown in Equation 3.16.
at = α · yt + (1− α) · (at−1 + bt−1), with 0 ≤ α ≤ 1 (3.14)
bt = β · (at − at−1) + (1− β) · bt−1, with 0 ≤ β ≤ 1 (3.15)
ŷt+1 = at + bt (3.16)
Triple Exponential Smoothing (TES) Triple Exponential Smoothing ﬁnally incorpo-
rates seasonal characteristics of the time series into the model. Therefore, it introduces a
third smoothing process that represents regularly reoccurring seasonal changes with the
smoothing parameter γ (see Equation 3.19). The Equations 3.17 and 3.18 represent base
value and trend as in DES. The forecast is now composed by the sum of the smoothed
base values, the smoothed trend and the smoothed seasonal changes for the respective
point in the current season, a shown in Equation 3.20.
at = α · (yt − ct−s) + (1− α) · (at−1 + bt−1), with 0 ≤ α ≤ 1 (3.17)
bt = β · (at − at−1) + (1− β) · bt−1, with 0 ≤ β ≤ 1 (3.18)
ct = γ · (yt − at−1 − bt−1) + (1− γ) · ct−s, with 0 ≤ γ ≤ 1 (3.19)
ŷt+1 = at + bt + ct−s+1 (3.20)
3.1.3 Summary
All univariate forecast models have in common that they model only one single time se-
ries. For the prediction of large-scale time series data sets, this means that thousands of
models have to be created and optimized to forecast all time series of the data set. Ad-
ditionaly, by default these forecast models use all available data for the model training.
This makes the model optimization process very time consuming when working with
very long historical data. There are approaches that optimize the amount of historical
input data to the model using statistical hypothesis tests [GZ08]. However, these ap-
proaches are also very time consuming and only suited for few very long time series and
are not applicable for thousands of series. Therefore, univariate forecast techniques do
not meet the Requirement R1 of the prediction of large-scale time series data sets.
Furthermore, univariate models only use the analyzed time series itself. This means,
there is no other data that can be used to compensate missing values, which hampers the
application of these models when working with incomplete time series. The same holds
for noisy behavior of the analyzed time series, which results in a bad model ﬁt and high
forecast errors. There is no possibility for the basic models to incorporate additional data
to compensate the noise. Incorporating additional external information as, approaches
like ARIMAX do, makes the model even more time consuming to create and is no satis-
fying solution. Therefore, univariate forecast models also fail to meet the Requirements
R2 and R3.
ARIMA and Exponential Smoothing use different approaches to attain adaptability to
the analyzed data. Exponential Smoothing can be adapted to base properties of the ana-
lyzed time series, e.g., the type of the trend characteristic or the season length. ARIMA
3.1 Univariate Forecast Models 25
offers a much wider adaptability as it can independently vary the data that is used in
the AR and MA model components as well as the degree of differentiation. Therefore,
univariate forecast models and especially ARIMA satisfyingly address the Requirement
R4. In summary, univariate forecast models only address the Adaptability Requirement
R4 and miss the Requirements R1 - R3. In the next sections, we will review approaches
that address these shortcomings and begin with techniques for incomplete time series.
3.2 MODELING INCOMPLETE TIME SERIES
In this section, we give an overview on techniques that allow the prediction of time series
with missing observations. We begin with imputation techniques that are applied before
the actual modeling takes place to create complete time series or data sets. Afterwards,
we review extensions for Exponential Smoothing, which adapt the forecast calculation
in cases where observations are missing. Finally, we discuss forecast models that are
explicitly designed to work with incomplete data. The most frequently referenced rep-
resentative of this type of model is Croston’s Method [DH06]. This is a model for the
prediction of intermittent time series from the sales domain, that explicitely models the
missing parts of a time series. Another, often mentioned approach of dealing with incom-
plete data is listwise deletion or complete case analysis where only the complete data is
analyzed [End10]. For time series forecasting, this would mean to neglect all time se-
ries with missing observations, regardless how many. This is not a suited strategy, since
it would have a strong inﬂuence on aggregates which are often important. For exam-
ple, the predicted overall energy consumption of a city would be signiﬁcantly too low if
incomplete series are simply deleted.
3.2.1 Imputation Techniques
The imputation of incomplete data is a well-studied ﬁeld with a sheer inexhaustible
amount of research available. In this section, we give a short overview on the most im-
portant approaches. The target of imputation is to create complete data sets, such that,
standard analysis techniques can be applied without suffering from a high bias or other
negative inﬂuences caused by missing data. Originally, these techniques are developed
for the completion of surveys where some of the answers are missing. But, their applica-
tion is save for non-survey use cases [Rub87], thus, also for the imputation of incomplete
time series. Imputation is often divided into two strains: Single Imputation and Multiple
Imputation. Single Imputation relies on only one technique to ﬁll the missing values of a
data set. Multiple Imputation uses several techniques, analyzes their results, and ﬁlls the
missing values with a combination of the results of some or all techniques [End10].
Single Imputation
Single imputation techniques can be modeling approaches of various complexities as
well as similarity based approaches. For time series data, possible modeling approaches
are persistence or mean imputation, linear interpolation, or the application of forecast
or regression models [End10, VDE11]. Figure 3.5 shows the results of some example
techniques. All three diagrams show the same time series with four missing observations
close to the end of the time series. The actual values of the time series that are missing
are shown in lightgrey and the imputation results are highlighted in red.
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(a) Mean imputation.
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(b) Linear interpolation.
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(c) Model based imputation.
Figure 3.5: Single imputation techniques.
The ﬁrst diagram (Figure 3.5(a)) shows the results of mean imputation. This means that
all missing observations are ﬁlled with the average value of the entire known time series.
In in the example, the mean is shown by the dashed line on which all four imputed val-
ues lie. The result is that all missing observations are ﬁlled with the same value. The
persistence appraoch is closely related to the mean imputation. The only difference is that
gaps are not ﬁlled with average of the time series, but with the last value before each gap.
This also results in equal values for all missing observations of the same gap. The second
diagram (Figure 3.5(b)) shows the result of the linear interpolation. The missing values are
ﬁlled with a linear function which is ﬁt between the available time series values directly
before and after the gap. This approach is part of the ”Metering Code“, an application
rule that energy providers in Germany have to apply to ﬁll missing values in Smart Meter
readings [VDE11]. Gaps of less than two hours with a 15 minute observation granularity
are treated with this technique. Especially for time series with a ﬁne grained observation
granularity, linear interpolation is a suited technique since changes from one period to
the next one are usually not very high. The third diagram (Figure 3.5(c)) shows the appli-
cation of an ARIMA model which is ﬁtted on the available historical data before the gap
and the missing observations are ﬁlled with forecast values. Modeling approaches have
the downside that enough data has to be available in order to train a meaningful model.
The simple approaches like persistence, mean imputation, and linear interpolation do not
require much training data, but their modeling versatility is limited. More sophisticated
models like for example ARIMA require more training data but can lead to signiﬁcantly
better results. For multivariate data, where several measurements at the same points in
time are available, there are speciﬁc methods available, e.g., joint modeling and fully con-
ditional speciﬁcation [Sch97]. A modeling technique for multivariate time series would
be VARIMA models, which are explained in more detail in Section 3.3.
Similarity based approaches search the available data for time series which behave
similar like the time series that has to be imputed. This can be the time series itself at
an earlier point time or other time series. This approach is prescribed by the ”Metering
Code“ to ﬁll gaps longer than two hours [VDE11]. This is especially important for busi-
ness customers which consume a lot of energy. The consumption of other measuring sites
which are located closely to the site with missing observations, use similar equipment,
and have shown a similar behavior in the past are used as replacement values for the
missing observations. For this approach it is essential to have similar time series avail-
able that can provide replacement values.
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Multiple Imputation
Multiple imputation is a general statistical approach for the analysis of incomplete data
sets [Rub87, vB07, End10]. It comprises three major steps. The ﬁrst step uses multiple
Single Imputation techniques resulting in m complete data sets, with m as the number
of applied imputation techniques. In the second step, each imputed data set is analyzed
to evaluate statistical measures of interest for the current analysis task. These statistical
measures can vary based on the application case and the goal of the analysis. This step
results in m analyses which only differ based on the imputation results. Based on the
analyses, the third step pools the m imputation results into one estimate which then is
used as the ﬁnal imputation.
In general, imputation still requires a signiﬁcant amount of manual work in order
to achieve satisfying results. This reaches from the selection of suited imputation tech-
niques to the deﬁnition of statistical measures that are important for the current analysis
task. Furthermore, based on use case, analysis target, data characteristics, amount and
distribution of the missing data, different techniques can lead to good results. Complex
modeling approaches might be suited to ﬁnd appropriate replacement values, but they
suffer from the same problems as outlined in Section 3.1. For large data sets with thou-
sands of time series, themanual amount of work and themultitude of possible techniques
to test and evaluate make the application of imputation techniques cumbersome, if not
impossible.
3.2.2 Extensions for Exponential Smoothing
For cases where missing observations can not be ﬁlled, there is a number of extensions
to Exponential Smoothing that allow the model to work with incomplete time series
[Wri86, AD89, CTR95]. They are all based on the same principle: If there is a missing
observation in a time series at time t, the Exponential Smoothing process is not able to
calculate a smoothed value at this speciﬁc point in time. For the standard Exponential
Smoothing this means that the recursively deﬁned smoothing process has to stop be-
cause the smoothed value at time t+ 1 can not be calculated anymore (ref. Equation 3.12
at page 24). The extensions adapt the smoothing process, such that, the smoothed value
at time t + 1 is based on the last available smoothed value, e.g., at time t − 1 if only the
value at time t is missing. Equation 3.21 shows the adapted smoothing process for Simple
Exponential Smoothing [Wri86].
at = αt · yt + (1− αt)at−1−d (3.21)
αt =
αt−1−d
αt−1−d + (1− α)d+1
, with α0 = 1− (1− α)
q (3.22)
at again is the smoothed value at time t and αt is the smoothing parameter, specif-
ically adapted for the situation at time t. d marks the number of missing observations
directly before time t. This means, the last available observation before yt is yt−1−d. Since
the calculation of at is now based on an older value, the inﬂuence of at−1−d is lowered by
adaptating αt based on the number of missing observations. Equation 3.22 shows how
the smoothing parameter α is adapted at every point in time t based on the particular
number of missing observations. The parameter α without a time index is the smooth-
ing parameter of the standard Simple Exponential Smoothing. The larger the number of
missing observations d, the more αt tends towards one. This means, the more observa-
tions are missing, the lower the inﬂuence of the historical smoothed value at−1−d. This
inﬂuence declines in an exponential manner. The condition in Equation 3.22 shows how
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the initial adapted smoothing parameter α0 is calculated. q denotes the average distance
between the measure values of the time series. If there are no missing values q = 1, oth-
erwise q will increase due to larger gaps in the time series. This means, the more values
of the time series are missing, the higher are the values of q and α0. Thus, there is less
smoothing, when the time series is very sparse. Corresponding extensions also exist for
double [Wri86] and triple exponential smoothing [CTR95].
These extensions make Exponential Smoothing in general capable of working with
incomplete time series. Therefore, it addresses Requirement R2. Though, it still is an
univariate forecast technique and the extensions make the smoothing process even more
time consuming, because the smoothing parameter α has to be adapted every time the
model has to bridge missing observations. This even worsens the ability of Exponential
Smoothing to work with large amounts of time series data (Requirement R1). Apart from
that, noisy behavior can still not be compensated, since no further data is incorporated
into the model training and forecast process. The adaptability to the analyzed data re-
mains unchanged as well. Therefore, there are no advances towards the Requirements
R3 and R4.
3.2.3 Croston’s Method
Croston’s method is another approach of a forecast model that can work with incomplete
or intermittent time series [Cro72, SH05]. The model is based on simple exponential
smoothing (ref. Section 3.1.2) and uses two smoothing processes. The ﬁrst smoothing
process (Equation 3.23) models the gaps between occurrences of non-zero values of the
time series. The second smoothing process (Equation 3.24) models the actual time series
values. Finally, Equation 3.25 calculates the forecast.
Q∗j = α ·Qj + (1− α) ·Q
∗
j−1 (3.23)
y∗j = α · yj + (1− α) · y
∗
j−1 (3.24)
ŷt+1 = y
∗
ℓ /Q
∗
ℓ (3.25)
For the analyzed time series, Q∗j denotes the smoothed interval from the last moni-
tored non-zero time series value yj−1 in period j − 1 to the next non-zero value in period
j. Qj is the distance between yj−1 and yj . The value for j is not ﬁxed, it denotes an
arbitrary point in time with a non-zero time series value. j − 1 is not the direct prede-
cessor period to j, but the last non-zero occurrence of a time series value before period
j. In this way, the values for j resemble a second time domain within the domain of t
but only containing the points in time where a time series value was recorded. y∗j and
yj denote the corresponding smoothed respectively not smoothed time series values. α
is the smoothing parameter which is used in both smoothing processes. Based on these
two smoothing processes, the forecast at time t is calculated as the mean demand per
time step. This means that Croston’s Method calculates the demand that in average oc-
curs in every period. Therefore, Croston’s Method will always output a forecast value,
regardless of how many missing observations are in the time series. ℓ = jt marks the last
non-zero occurrence before time t.
Croston’s method is an univariate modeling technique, since it only uses information
derived from the time series itself. Therefore, it is still very time consuming to predict a
data set with thousands of time series and does not satisfy Requirement R1. Although
the model is capable of calculating forecast values for incomplete time series and satisﬁes
Requirement R2, the missing values have to provide reliable smoothing results. There-
fore, noisy behavior in the occurrence of time series values or the time series itself is still
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a problem for this model. Hence, Requirement R3 is not met. Furthermore, for complete
time series Croston’s Method reduces to Simple Exponential Smoothing, since the ﬁrst
smoothing process only smooths a sequence of ones. SES is hardly ever an appropri-
ate choice since it severely lacks modeling versatility and adaptability. It is possible to
extend Croston’s Method to higher orders of Exponential Smoothing to add some more
modeling versatility. But, there is no adaptability beyond the modeling approaches from
Section 3.1. So, there are no improvements towards Requirement R4.
3.2.4 Summary
In this section we discussed three different approaches towards the treatment of missing
time series values. Imputation techniques can be used to ﬁll missing values with a variety
of different techniques. This is very time consuming as a large number of time series has
to be modeled and completed. Especially, complex modeling approaches and similarity
based approaches are too time consuming as they partly require manual work, e.g., for
the model speciﬁcation or the deﬁnition of similarity measures. On top of that, different
analysis goals may require different imputation techniques, as they have varying require-
ments to the characteristics of the data. The extensions of Exponential Smoothing try to
avoid the missing observations and bridge the gaps in the time series by adapting the
model itself. This makes the modeling process even more time consuming and worsens
the downsides of this technique when working with large amounts of data. Croston’s
Method explicitly tries to model when parts of the time series are missing, resulting in
a mean consumption that in average occurs in every period. Each of these approaches
addresses the Requirement R2 on working with incomplete time series, but all of them
have severe shortcomings when working with large amounts of time series data, i.e.,
many and long time series (Requirement R1). Therefore, none of them is a deﬁnitive an-
swer to Requirement R2 that can be incorporated into a forecast model that satisﬁes all
the requirements on the prediction of large-scale time series data.
3.3 MODELS WITH MULTIVARIATE INPUT
This section gives an overview on models that use data from several time series as model
input. In doing so, a higher accuracy can be achieved for time series that are for example
very noisy and end up with a bad model ﬁt. We start with regression techniques that
use external information to model the time series that should be forecast more accurate.
Afterwards, we describe multivariate forecast models that predict multiple time series at
a time and use the information of all available time series to model one another. We close
this section with a short summary and discuss to which extend these models address the
requirements on forecasting large-scale time series data.
3.3.1 Advanced Regression Techniques
In general, regression techniques do not only rely on the target measure as only input,
but, use external information. For time series forecasting, this means that not only the
historical information of the time series itself are used for the model training and forecast
calculation. Regression techniques also use external variables which provide information
that inﬂuence the analyzed time series. The most commonly used regression technique is
linear regression. This technique assumes that there is a linear connection in the behavior
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of the external variable and the modeled time series. More advanced models are capable
of also representeing non-linear connections and include techniques for the selection of
the most relevant external variables. Two well known representatives of this category
of forecast techniques areMultivariate Adaptive Regression Splines (MARS) [Fri91] and
Gradient BoostingMachines (GBM) [Fri01].
Multivariate Adaptive Regression Splines
MARS is a regression technique that can automatically model non-linear behavior and in-
teractions between various external variables and the target time series. This means that
MARS uses a variety of external variables and automatically decides how these variables
inﬂuence the analyzed time series. A common application of this kind of model is the
prediction of the electricity supply of renewable energy sources. For example, the output
of solar panels depends on many external measurements like cloudiness, temperature
and global solar radiation.
In order to represent a potential non-linear relationship between the external variables
and the target time series, MARS uses so called hinge functions. A hinge function is of
the form ŷ = max(0, c−x) or ŷ = max(0, x−c), where x is the external variable and c is a
constant that are used to calculate the forecast ŷ. The small example in Figure 3.6 shows a
pair of hinge functions. Both plotted lines have a bend (also called knot) at the same value
for x. In the example, the constant is set to c = 2.3which speciﬁes that location of the knot
at the x-axis. The special form of the hinge function limits the inﬂuence of the variable x
to the range of values smaller than 2.3 for red dashed line and to values greater 2.3 for the
black solid line. The interaction of several variables is realized by adding or multiplying
several hinge functions accordingly. The actual selection of external variables that are
included into the model is structured into two phases:
Forward Pass The ﬁrst phase is called forward pass. MARS starts with a model that
only consists of the intercept, which is usually the mean of the analyzed time series.
Then, MARS iterates over all available external variables. In each iteration, a pair of hinge
functions is added to the model for the variable that achieves the highest reduction of the
differences between the forecast values and the real time series. For each variable, it is
tested if there is an additive or multiplicative inﬂuence on the analyzed time series or if it
interacts with any of the variables that are already included in the model. A variable can
be included several times with different constant values c. The ﬁrst phase stops when the
improvement of the remaining variables is too small or a predeﬁned maximum number
of variables was added to the model.
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Figure 3.6: Example of hinge functions.
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Backward Pass The second phase is the backward pass. Since the forward pass often
results in an overﬁtted model with too many variables, the backward pass eliminates
terms from the model. In this phase, MARS iterates over all terms that are currently part
of the model and uses cross-validation to evaluate which terms should be deleted [PC84].
In doing so, the model ﬁt to the training data might decrease in accuracy, but the forecast
accuracy during the cross-validation is improved. In many cases, only one part of a pair
of hinge functions is removed from themodel, such that, they are not represented in pairs
in the ﬁnal model.
Finally, the trainedmodel is applied to the external variables to calculate the forecasts.
In order to calculate longer forecast horizons (h > 1), the external variables have to be
available as far in the future as the forecast horizon requires.
Gradient Boosting Machine
GBM is based on the general concept of boosting. This means, the ﬁnal model is based
on an ensemble of weak models that individually do not achieve a high accuracy, but
are combined to an accurate model. Typically, regression trees are used as weak basic
models.
Figure 3.7 shows an example of a regression tree from the energy domain that could
be used to predict the energy consumption of households. It starts with the root at the
top and on each level on the way to the leaf nodes each household will be categorized
based on its properties. In the example, on the ﬁrst level the number of persons living
in a household is analyzed. If there are three or less persons living in the household it
belongs to the left side, otherwise to the right. On the second level, the living space of
the household is used for a further subdivision of the data. For each side of the tree, a
different value can be used for the division. It is even possible to use different external
variable in the left and right part of the tree to further subdivide the data. In the example,
the leave nodes show the average energy consumption of all households that are assigned
to the node. The decision tree can be used to predict the energy consumption for any
household, if the number of residents and the living space is known. To predict time
series that may have reoccurring patterns due to a seasonality, external variable that also
show reoccurring variations over time have to be used in the regression trees, e.g., the day
of the week or the hour of the day. For the GBM model, there is a variable J that deﬁnes
the number of leaf nodes. This variable limits the degree of interaction between variables,
since it limits the number of variables that can be combined within one regression tree.
GBM uses a large number of regression trees to calculate forecasts for a time series
based on a multitude of external variables. Just as MARS, it starts with a model F0 that
only consists of a constant c (as shown in Equation 3.26) and then uses several iterations
#persons
<=3 >3
living space living space
<=120 >120>60<=60
473.8382.3284.6258.2
Figure 3.7: Example of a regression tree.
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to stepwise improve the model accuracy. Equation 3.27 shows how in each iteration
m a new regression tree bm is added to the model with an individual weight γm. The
regression tree bm and the corresponding weight γm are trained such that they ﬁt the
squared residuals of the model from the previous iteration Fm−1, as shown in Equation
3.28. In doing so, each iteration Fm improves its predecessor Fm−1.
F0 =c (3.26)
Fm =Fm−1 + γmbm (3.27)
γmbm = (y − Fm−1)
2 + ε (3.28)
GBM stops, when the number of iterations reaches a predeﬁned maximum M . The
forecast is calculated with the model from the last iteration: ŷ = FM . This means that all
the external variables are routed through the regression trees and the actual forecast is
the weighted sum of the leaf node that was reached in every tree. As for MARS, in order
to calculate longer forecast horizons, the external variables that are used by the model
have to be available several periods into the future.
3.3.2 Multivariate Forecast Models
Multivariate forecasting techniques focus on the analysis and prediction of multiple time
series within one model. In doing so, the behavior of individual time series that can
not be explained with the historical data of the time series itself may be explained by
the data of others. Vector Autoregression (VAR) and Vector ARIMA (VARIMA) models
[TB81, RT84] are the most commonly referenced representatives of this family of models
[DH06]. They create one model that uses the concepts of autoregression, integration, and
moving averages of ARIMA and apply it to a set of time series. Thereby, they do not
model each time series as an isolated individual but explicitly express how all the time
series in the data set interfere with each other. Formula 3.29 shows the example of a
VAR(1) model:


ŷ1t+1
...
ŷnt+1

 =


φ1,1 · · · φn,1
...
. . .
...
φ1,n · · · φn,n

 ·


y1t
...
ynt

 . (3.29)
The left side of the equation shows the forecast values ŷ1t+1, . . . , ŷ
n
t+1 at time t + 1 of
the time series y1, . . . , yn. y1t , . . . , y
n
t denote the corresponding time series values in period
t. The parameters φ1,1, . . . , φn,n describe the inﬂuence of all time series on one another.
In particular there is one set of parameters for each predicted time series. φ1,1, . . . , φn,1
model the inﬂuence of all available time series values y1t , . . . , y
n
t at time t on the forecast
ŷ1t+1 of time series y
1. In practice, each time series in the data set is treated as an individual
forecast task, such that each row the parameter matrix represents an individual model
that represents the inﬂuence of all time series on the currently analyzed one. The model
estimation and forecast calculation of time series y1 is shown in Figure 3.8. The example
shows a data set with ﬁve time series that are thought to inﬂuence each other. y1 is
the topmost time series of the example data set, y2 is the second topmost time series
and so on. For the model estimation, the whole available history of the data set is used
(highlighted in blue and with solid arrows). Thus, for every period t the data from the
previous period t − 1 is used and the time series value of y1t is modeled as the weighted
sum of all time series values y1t−1, . . . , y
n
t−1. Finally, the estimated model is applied to the
last available period in the data set (highlighted in red, with a dashed arrow) and the
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Figure 3.8: Vector Autoregression VAR(1).
forecast ŷ1t+1 is calculated. The model parameters
þφ#,1 that are used for the calculation
refer to the ﬁrst row of the parameter matrix in Equation 3.29. The forecasts for all other
time series in the data set are calculated subsequently.
Econometric models combine the ideas of multivariate and regression models. They
add external variables to a model that represents the interdependent relations of a set
of time series that should be forecast [Cha00]. The external variables are not forecast
themselves and only used to describe the target time series more accurately. Hence, the
parameter matrix grows to additionally model the external inﬂuences but the number of
forecast time series remains stable.
3.3.3 Summary
Both, regression models and multivariate models address Requirement R3 by including
the information of many time series in one single model. In doing so, they can com-
pensate noise of individual time series much better, because some effects which may not
be entirely explained by a time series itself may be explained from others. However, in
order to apply these models successfully, some conditions have to be fulﬁlled. For the
application of regression techniques, meaningful external inﬂuences must be available
far enough into the future, such that forecasts can be calculated. This is not the case in
every domain. For multivariate models, the time series have to inﬂuence each other di-
rectly. This is not given in most scenarios, i.e., the energy consumption in one household
is not directly affected by the energy consumption of others. Rather, they are inﬂuenced
by the day-night rhythm, which is a trait that is hard to measure and to model. In those
cases, multivariate modeling techniques will not work since there is no inter time series
relationship worth modeling.
Furthermore, both model families are not capable of handling thousands of time se-
ries. The regression techniques discussed in Section 3.3.1 only represent one single time
series. Although, the external inﬂuences might be used for the prediction of several time
series, the corresponding weights are optimized for each individual time series. This is
still very time consuming and does not ﬁt the Requirement R1. Most experiments that use
multivariate forecast models like VARIMA focus on just a few time series, e.g., the prices
of corn, beef, pork and live stock [KH97, NF98]. With a large number of time series, this
model requires a large number of parameters and, following from this, a large number of
historical time series values [HK07]. Assuming an example from the sales domain where
5000 individual products, e.g., televisions or home appliances, in a monthly granularity
34 Chapter 3 Assessment of Existing Forecast Techniques
have to be forecast. In this scenario, a VAR(1) model would require 5000 months of avail-
able data, reaching back into the year 1601, to only initialize the model, without a chance
for optimization. If such a long history is available at all, the optimization process of the
quadratic number of parameters to model the inﬂuences of all time series on one another
becomes extremely time consuming [HHRL15]. Therefore, multivariate models also miss
the requirement R1. Both classes of models also fail to meet the Requirement R2, since
time series and external inﬂuences have to be complete in order to properly express the
inﬂuences of all analyzed time series and external inﬂuences. There is also nothing new
regarding Requirement R4 since no adaptability is added to the basic models.
3.4 FORECASTING HIERARCHICAL STRUCTURED DATA
Time series data from many domains show a hierarchical structure. With the application
of an aggregation function, in most cases sum(), time series from lower aggregation lev-
els can be aggregated to higher aggregation levels. For example, in market research, time
series of the sales of individual items can be summed up to the sales per brand or any
technical feature to analyze general technical trends. In the energy domain, the consump-
tion of individual customers can be aggregated to the consumption of a certain district or
an entire city. This is shown in Figure 3.9. In this example scenario, there are three aggre-
gation levels: customer, district and region. On the lowest level (customer) are the energy
consumption time series of every individual customer. This is the most ﬁne grained ag-
gregation level. By the application of an aggregation function, the consumption of the
ﬁrst four customers C1,. . . , C4 can be summed up to the consumption of District A at
the district aggregation level. The summation of all customers or all individual districts
results in the city or top aggregation level.
In many scenarios, forecasts on higher aggregation levels are required. Market re-
searchers are interested in the sales of certain brands or regions and energy providers
require forecasts about the energy consumption and production in their transmission
grid. The most straight forward way to take the hierarchical structure into account is to
bring the data to the aggregation level of interest and apply standard forecast techniques,
i.e., those from Section 3.1, to the aggregated data. This can signiﬁcantly reduce the num-
ber of time series that has to be forecast. Furthermore, it can help to compensate noise
or missing values as data of other time series cover gaps where values are missing and
ﬂuctuations of several time series can equalize each other.
As convenient as this might seem, simple aggregation does not solve all the problems
of forecasting large scale time series data sets [HHHL17]. Even at higher aggregation
levels, it is possible to experience missing values for groups that consist of only a few
Customer
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Figure 3.9: Hierarchical Structure in the Energy Domain.
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time series. On top of that, we loose the opportunity to conduct analyses on the base
aggregation level of the data set. This is not acceptable since we assume that in many
domains data is collected and stored in a granularity that is relevant for the analysis.
Hierarchical Forecasting
A more sophisticated way of exploiting the hierarchical structure of large time series
data sets is the ﬁeld of hierarchical forecasting [DWD76, Fli01]. Here only the time series
on certain aggregation levels are modeled and forecast. Time series which are not ex-
plicitly modeled are derived via aggregation and disaggregation. Disaggregation is the
reverse operation of aggregation. Time series on higher aggregation levels are predicted
and these forecasts are distributed to all time series on underlying aggregation levels.
There are two basic concepts in hierarchical forecasting, the Bottom-Up and Top-Down
approach.
Bottom-Up The Bottom-Up approach creates forecast models for all time series at the
lowest aggregation level and aggregates the forecasts to predict higher aggregation lev-
els. For the example in Figure 3.9, this means to forecast all individual customers and
derive all higher aggregation levels by aggregating the customer forecasts.
Top-Down The Top-Down approach works in the opposite way. It calculates only fore-
casts for time series on high aggregation levels and these forecasts are broken down and
distributed to lower aggregation levels. In the example in Figure 3.9, this means to pre-
dict the energy consumption of the entire city and derive all lower aggregation levels via
disaggregation. The disaggregation requires so called disaggregation keys which specify
the portion of the time on the lower aggregation level in the forecast time series [GS90],
e.g., the portion of a speciﬁc customer or district in the whole city.
There are many publications on this topic that compare the accuracy of these two ap-
proaches on data sets of various domains and come to different results [HAAS11]. Some
achieve better results using the Bottom-Up approach [DWD76, DM92] others prefer Top-
Down [GS90, Fli99, ZT00]. Apart from these two basic approaches other papers suggest
to select a set of time series from various aggregation levels and derive all not explicitly
modeled time series by aggregation and disaggregation [HAAS11, FSHL13]. These ap-
proaches can have different goals, e.g., achieving the optimal forecast accuracy or keeping
the number of forecast models under a certain threshold to ensure time constraints. The
search of such a set of forecast models for an entire data set can be very time consuming.
By considering the time series on all hierarchy levels, hierarchical forecasting initially
increases the number of time series that have to be forecast. In cases when there are sev-
eral hierarchies that have to be represented the number of time series can even increase
exponentially. But, the use of derivation schemes like Bottom-Up or Top-Down can re-
duce the number of actually forecast time series. Though, forcing the number of modeled
time series to a certain limit can impair the forecast accuracy. Therefore, Requirement R1
is only addressed to a certain extent, since it is not clear in advance, how many models
will be necessary to adequately represent an entire data set.
Incomplete and noisy time series can receive their forecasts from other time series of
the data set that allow the application of standard forecast models. This only works to a
certain extent. If there are many noisy or incomplete series, it becomes increasingly hard
to ﬁnd a suited source model of which the forecasts can be derived. Using an improper
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source model can again impair the forecast accuracy. Furthermore, the calculation of
disaggregation keys also becomes less reliable when time series are incomplete or noisy.
Hence, the Requirements R3 and R4 are also only addressed to a certain extent. Hier-
archical forecasting does not add any adaptability to the standard forecast models. So,
there are no advancements regarding Requirement R4.
3.5 AUTOMATIC MODEL CONFIGURATION
The forecast models discussed in Section 3.1 offer various ways to adapt the model to
the analyzed data. These range from the season length, the type of season and trend
(additive or multiplicative), to the number of error terms and the degree of differentiation
for the ARIMA model. Each of the modeling concepts has its individual properties to
conﬁgure the representation of a time series. For example for the ARIMA model, there
is a number of guides that explain which properties of the analyzed time series indicate
the use of certain model components [BJR08, Nau17]. The Mann-Kendell-Test [Man45,
KG90] or the KPSS-Test [KPSS92] can be used to determine if the time series has a trend
and requires non-seasonal differentiation. The autocorrelation function (ACF) and partial
autocorrelation function (PACF) can be used to determine the number of autocorrelation
and moving average components of the ARIMAmodel. These tests still require a manual
amount of work to conduct and interpret them. Therefore, they are not suited for the
application on data sets with thousands of individual time series. Furthermore, there
are cases where the results are unclear or hard to interpret and the user requires a lot of
expertise to choose the right model components. To make the model conﬁguration easier,
there are approach which test automatically which model components are necessary to
properly represent a time series [HKSG02, HK08]. For the ARIMA there is an approach
called auto.ARIMA and for Exponential Smoothing there exists an approach called ETS.
auto.ARIMA auto.ARIMA automatically conﬁgures the ARIMA model for the ana-
lyzed time series [HK08]. It chooses the right degrees of differentiation and chooses the
right number of non-seasonal and seasonal autoregression and moving average compo-
nents. auto.ARIMA consists of two major steps. In the ﬁrst step, four basic models are
compared to determine which sort of model the analyzed time series requires.
• ARIMA(2, d, 2)(1, D, 1)
• ARIMA(0, d, 0)(0, D, 0)
• ARIMA(1, d, 0)(1, D, 0)
• ARIMA(0, d, 1)(0, D, 1)
The ﬁrst model is very complex with many model components. The second one is the
very basic model without anymodeling components. The third and the fourth model test
if autoregressive or moving average components suite the time series better. Out of these
four models, the best one is chosen. In the second step, auto.ARIMA varies the number
of model components of the best model from the ﬁrst step to search for better models in
its direct neighborhood. This is an iterative process which is rerun as long as an iteration
ﬁnds a better model. The degree of differentiation is determined using the KPSS-Test
[KPSS92] for non-seasonal and the Canova-Hansen-Test [CH95] for seasonal integration.
If the time series has no seasonality at all, the seasonal components are neglected during
the search.
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Error-Trend-Season (ETS) ETS is an approach to automatically conﬁgure Exponential
Smoothing for an analyzed time series [HKSG02, HK08]. It considers all possible Ex-
ponential Smoothing models from Figure 3.4 at page 24 and tests which one suits the
time series best. ETS does not require a structured search as auto.ARIMA does, since the
number of possible models is limited.
auto.ARIMA and ETS use the Akaike Information Criterion (AIC) [Aka74] to decide
which model ﬁts the analyzed time series best. Equation 3.30 shows the AIC. It consists
of two terms. The ﬁrst term, L∗(θ̂, X̂0), is the result of the maximum likelihood estimator,
which indicates how likely it is that the observed time series comes from a process that
the model represents. The maximum likelihood function is unique per model. θ̂ denotes
the estimated parameters for the speciﬁc model, and X̂0 represents the estimated initial
internal state of the model, e.g., the initial smoothed values for level, trend, and season
for Exponential Smoothing. In the second term, p denotes the number of parameters in θ
and serves as a penalty. This means, that a model with many parameters hast do achieve
a certain improvement in the maximum likelihood function to justify its increased com-
plexity. Furthermore, if two models are equally likely to have produced the observed
data, the less complex model is preferred.
AIC = L∗(θ̂, X̂0) + 2p (3.30)
These approaches are excellent ways to conﬁgure the forecast models for each appli-
cation scenario. They are practically free of user interaction, so the user is not required
to have expert knowledge on each individual forecast technique. Therefore, these ap-
proaches reﬂect an important contribution towards the Requirement R4 on the adapt-
ability of forecast models to the analyzed time series. The biggest problem is that by
testing multiple models per time series, the training becomes even more time consuming
than it already is. Though, this problem is not caused by the conﬁguration approaches
themselves, but by the way the forecast models work. The Requirements R1-R3 are not
addressed by these approaches.
3.6 CONCLUSION
In this chapter, we reviewed existing approaches in the ﬁeld of time series forecasting
and their applicability for the prediction of large-scale time series data sets. To con-
clude the chapter, we recapitulate the results of this assessment and discuss which are
the most promising approaches for the individual requirements depicted in Chapter 2.
These results are summarized in Table 3.1. For every reviewed technique the table shows
to which extent each of them addresses the Requirements R1 - R4. A cross (×) means that
a techniques does not address a requirement at all, a circle (◦) means the requirement is
addressed but not in a sufﬁcient manner, such that it can not be used as an general ap-
proach for the requirement. Finally, a check mark (X) means that an existing technique
already addresses one of the requirements in a profound way that can, without further
ado, be incorporated into a solution that addresses all of the requirements. In the follow-
ing paragraphs, we review each of the four requirements and evaluate to which extent
there already exist suited solutions that address the requirements.
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Table 3.1: Summary related work.
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ARIMA × × × X
Exponent. Smoothing × × × X
Imputation × ◦ × ×
Model Extensions × ◦ × ×
Croston’s Method × ◦ × ×
Regression Techniques × × X ×
Multivariate Models × × X ×
Hierarchical Forecasting ◦ ◦ ◦ ×
Autom. Model Conﬁg. × × × X
Requirement R1 – Data Volume Requirement R1 on the data volume is not satisfyingly
addressed by any of the reviewed techniques (see the ﬁrst column of Table 3.1). Most ap-
proaches only represent one time series at a time. This leads to a large number of models
that has to be created in order to predict large data sets with thousands of timer series.
In Figure 3.10, we classify the reviewed forecast models regarding the model training
and the forecast calculation in univariate and multivariate techniques. The bottom left
segment of the diagram contains the forecast models that only model one time series at
a time. The bottom right segment contains the techniques that use several time series
to model and predict one target time series. VAR and VARIMA are put into this cate-
gory since, as already mentioned in Section 3.3.2, in practice the model is split into many
individual forecast problems and the inﬂuence of all time series in the data set on an indi-
vidual time series is expressed in a separate model. All techniques in the lower half of the
diagram have in common that they predict every time series individually, require a large
number of forecast models, and spend a large amount of time on the model estimation.
In the upper half of the diagram would be models that really predict multiple time series
at once. The top left segment is marked with a red cross, since we do not assume that a
forecast technique can train a reliable model for a set of time series based on only one time
series. However, to the best of our knowledge, there are no existing approaches that ﬁt
into these categories. The only approach that stands out and can not clearly be classiﬁed
in Figure 3.10 is hierarchical forecasting. Looking at the overall approach, hierarchical
forecasting could very well ﬁt into the upper half of Figure 3.10. Based on several time
series the forecasts for many time series are calculated. Then, Bottom-Up would tend to
the top right segment and Top-Down to the top left. However, looking at the base models
that are used to calculate the forecast values in the ﬁrst place, no other techniques than
the models already classiﬁed in the lower half of Figure 3.10 are used. Therefore, the
classiﬁcation of hierarchical forecasting is not that clear.
Another approach that is always thought of when working with large amounts of
data, that was not discussed in an dedicated section, is parallelization. The creation of
forecast models on several time series is a set of independent processes and, therefore,
very well executable in parallel. This is already implemented in many soluions that are
used in practice [BFG+17, DF14, KK13, RW13]. Most of them are based on the distributed
computing environments Hadoop [Had18] and Spark [Spa18]. Both of these systems are
designed to use commodity hardware for storage and computation and offer various
extensions for all kind of data and use cases. For large data sets, the time series are
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Figure 3.10: Classiﬁcation of forecast models.
distributed to different nodes within the same computing cluster and analyses on the
individual time series are executed in parallel. However, in some domains, e.g., market
research, the number of time series and the overall amount of data is rapidly and con-
stantly growing which then implies constant investments in more and more powerful
hardware. A second problem that plays into Requirement R1 is the increasing number of
historical values per time series. None of the reviewed forecast approaches had a deﬁni-
tive answer to that and also parallelization is not suited to solve this issue. Looking at
the model-based forecasting process of Section 2.1, Step 2 – Model Estimation is the most
expensive part. During the parameter optimization the optimizer iterates several times
over the entire time series to calculate the forecast error for each parameter combina-
tion. Depending on the optimization method and forecast model, the possible degree of
parallelism is either very limited or parallelization is even not possible at all. Therefor,
parallelization in not the solution for Requirement R1.
In summary, a forecast model that has to handle data sets with thousands of time
series should really focus on several time series at a time in prediction and training. This
means, it should be situated in the upper right segment in Figure 3.10, such that the
forecasts for many time series are based on historical data of many time series.
Requirement R2 – Incomplete Data Requirement R2 on working with incomplete time
series is addressed by several techniques, but none of them presents a satisfying solution.
Imputation techniques can be used to ﬁll the missing data points. But, the success of the
imputation depends on the character of the time series and the amount of missing data.
Furthermore, imputation can have a signiﬁcant inﬂuence on the accuracy of the forecast
results. The adaptation of the Exponential Smoothing model to enable it to work with
incomplete time series is a promising approach. It simply adapts the model to calculate
the smoothed values across the gaps and also adapts the model parameters accordingly.
So, there is no change on the data that could impair the forecast accuracy. The downside
of this approach is that the adaptation of the model parameters for every gap makes the
already costly application of the model even more time consuming since more calcula-
tions are necessary. Croston’s Method models the gaps themselves, but in accordance to
Requirement R3, irregular patterns in the missing values will be hard if not impossible
to model accurately. Therefore, there is not yet a satisfying solution for working with
incomplete time series in large-scale data sets.
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Requirement R3 – Noisy Behavior For Requirement R3 on noisy behavior of time se-
ries, the regression models and multivariate models show promising approaches. They
incorporate the information from many time series into the model training and forecast
calculation. Only theway it is comprised into the forecast models is not suited for the pre-
diction of large-scale time series data sets since the models requires too many variables
to be optimized. Hierarchical forecasting approaches this requirement in a similar way
and uses the forecasts of other, possibly less noisy time series to derive the forecasts. Al-
though, the derivation scheme could suffer from inaccuracies due to the noise and large
data sets may still require a large number of forecast models, the basic idea is promising
and goes along with that of regression techniques and multivariate models. Therefore,
in order to compensate noisy behavior, incorporating data from other time series from
the same domain that might behave similarly will be a core component of the modeling
approach developed in this thesis.
Requirement R4 – Adaptability The Requirement R4 is already profoundly addressed
by existing forecast models. ARIMA as well as Exponential Smoothing offer ways to
adapt the model to different seasonalities and work with time series that may have a
trend component. These are also characteristics that time series in large data sets still
exhibit. On top of that, ARIMA offers more adaptability regarding the actual data that
is used for the calculation of the forecast values. This form of adaptability will still work
for other models, which are based on similar principles like ARIMA. Adaptability to
the analyzed data is an important property of forecast models since it can improve the
accuracy of a model and makes it applicable in a wider variety of application scenarios
[HHHL17]. So, adaptability to the analyzed data and reaction to different trends and
seasonalities will also be part our solution. Additionally, with auto.ARIMA and ETS
there are already approaches that help the user to set-up the models and choose the right
metaparameters for the currently analyzed data. This gives much greater value to the
adaptability and will also be part of this thesis.
With this assessment of related work, we set the foundation for the creation of a fore-
cast model that is capable of working with large-scale time series data. We have analyzed
existing techniques and found some approaches that can, without further ado, be incor-
porated into our solution. In the next chapter, we will introduce our new forecast ap-
proach, explain it in all detail and evaluate to which extend it addresses the requirements
on the prediction of large-scale time series data sets.
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4
THE CONCEPT OF CROSS-SECTIONAL
FORECASTING
In this chapter, we introduce the concept of cross-sectional forecasting [HHRL15]. With
it, we create the foundation for a new class of forecast models, that focuses on the ap-
plication on large-scale time series data sets. Cross-sectional forecasting is a scalable
approach that forecasts a set of time series with one single model and performs a very
selective training data selection. In Section 4.1, we give a detailed description of the cross-
sectional forecasting approach including training data selection, model estimation, and
forecast calculation. In Section 4.2, we conduct an experimental evaluation to show that
the concept of cross-sectional forecasting is suited for the prediction of large-scale time
series data sets and already addresses the ﬁrst three of the aforementioned requirements
(R1-R3).
4.1 CROSS-SECTIONAL FORECASTING
The core idea of cross-sectional forecasting follows three basic concepts. First, it assumes
that time series from the same domain share a common behavior. For example, in the
energy domain the energy consumption in private households peaks in the morning and
the evening due to the day-night-rhythm and people leaving for work. In the sales do-
main, the sales in some product groups peak at weekends or in December because of the
Christmas sales. This assumption might not hold for all households respectively prod-
ucts or product groups but there are many domains where such a common behavior is
present. Therefore, cross-sectional forecasting represents all time series of a data set with
the same model. Second, although the time series are from the same domain and behave
similarly they may differ in their expectation values. So, in order to make the time series
comparable and representable by the same model, cross-sectional forecasting does not
model the time series values themselves, but the relative change from one period to the
next one. Third, cross-sectional forecasting assumes that these relative changes remain
stable over the seasons. This is a common assumption in the ﬁeld of time series forecast-
ing and data analysis in general, since it allows to train models on historical data and
apply them on most recent time series values to calculate the forecasts.
The concept of cross-sectional forecasting is illustrated in Figure 4.1. It shows a
small example data set that consists of ﬁve time series (y1, . . . , y5) that show different
amounts of missing values. The long vertical lines again highlight the borders between
the individual seasons. The core elements of cross-sectional forecasting are the so called
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Figure 4.1: Data access of cross-sectional forecasting.
cross-sections. A cross-section þyt is a time slice that contains the values of all time series
y1, . . . , yn of the data set at a certain point in time t. In the ﬁgure, the cross-sections are
shown as vertical rectangles in different colors spanning over all time series of the data
set. The cross-sections highlighted in blue which are connected with a solid arrow rep-
resent the training data that is used for the model estimation. Cross-sections highlighted
in red represent the data that is used for the calculation of the forecast values. The actual
forecasts are in the white cross-section. The cross-sectional approach assumes that time
series in a data set are aligned in the time dimension. Data sets where the time series
are not properly aligned such that cross-sections can not be directly extracted may re-
quire some preprocessing to ensure an alignment. A suited approach to produce such an
alignment between time series is dynamic time warping (DTW) [BC94]. This technique
is usually used in signal processing to recognize common patterns in signals that may be
shifted against each other in time. This makes it possible to align time series that are not
recorded synchronously such that cross-sections can be extracted.
The cross-sections for the model estimation and the cross-section for the forecast cal-
culation are separated by the temporal distance of one season, in this example twelve
months (s = 12). This example shows the most basic instantiation of the concept of cross-
sectional forecasting. We will stick to this basic form throughout this chapter to explain
the concept in detail. More complex cross-sectional forecast models are possible and will
be addressed in Chapter 5. Figure 4.2 shows a more detailed view on the cross-sectional
forecasting approach and will be used as road map for the detailed stepwise description
of the concept of cross-sectional forecasting.
4.1.1 Training Data Selection
In the ﬁrst step, all necessary data for themodel estimation is extracted from the historical
data, represented by ➀ in Figure 4.2. The cross-sectional model derives its knowledge
from all available time series of a data set. As these may have different value ranges,
it is necessary to make them comparable. To achieve this, cross-sectional forecasting
does not model the time series values themselves, but the relative transitions within the
series, i.e., the change from one period to the next. Coming from the same domain, these
relative transitions are likely to be similar for time series from the same data set. We
obtain these transitions by extracting the values in period t and t + 1 of all times that
contain the values for both periods. In Figure 4.2, this is the transition from December
2016 to January 2017, corresponding to the cross-sections colored in blue in Figure 4.1. We
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Figure 4.2: Detailed view on data selection, model estimation, and forecast calculation
for a cross-sectional forecast model.
translate this dependency into a model function f() describing the relation of time series
values in period t + 1 to the values from the previous period t for each time series yn:
ynt+1 = f(y
n
t ) (4.1)
ynt+1 denotes the target measure value of time series y
n at time t+1which is the dependent
variable. ynt denotes the previous measure value at time t, which is the independent
variable. So, for example to model the sales yt+1 at time t + 1 (e.g., Jan 2017), we use the
weighted sales yt from the previous period t (e.g., Dez 2016). In the example of Figure
4.2, only the time series y1, y2, y3, and y5 contribute to the selected training data, since
time series y4 has no value in the target cross-section for the model estimation.
4.1.2 Model Estimation
In the second step, we estimate the parameters of the model function over a large set of
time series, i.e., all time series that have values in both cross-sections – ➁ in Figure 4.2.
This approach is based on the assumption that related time series (e.g., items from the
same product group) show similar behavior over time. By exploiting this, we obtain a
large set of training data. This makes our approach resistant to missing values of individ-
ual time series, since we are save to ignore incomplete samples of training data and still
have enough data to train a model. Furthermore, cross-sectional forecasting is also robust
to outliers and noise of individual series, because these otherwise misleading data can be
compensated by the information of all other time series in the data set. This minimizes
the effects of outliers and noise.
For a more detailed description of the parameter estimation process, we express the
model function (Equation 4.1) as a simple linear regression model. There might exist
application scenarios that require more complex models to express the effect of the non-
linear inﬂuences on the target measure, e.g., having amultiplicative dependency. In those
cases, it is easily possible to use polynomial regression instead of simple linear regres-
sion if the actual type of inﬂuence is known [Arm01, Cha00]. Otherwise, mechanisms
that search for the type of inﬂuence, like the MARS model, might offer applicable ap-
proaches to ﬁnd the right polynomial [Fri91]. Applying Artiﬁcial Neural Networks on
the cross-sections might also be a valid approach, since they usually perform very well
in representing non-linear behavior [Arm01]. However, as none of the data sets we use
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for evaluation shows the necessity of using such complex models, we use the following
linear regression model:
þyt+1 = c + φ · þyt + þε. (4.2)
The vector þyt+1 denotes the target cross-section over all time series at time t+1, and þyt the
corresponding cross-section at the previous period t. Other use cases may require addi-
tional information to be able to calculate accurate forecast values. This might be external
inﬂuences that have an inﬂuence on the forecast values but are not forecast themselves
ranging from only a few to dozens of inﬂuences, e.g., for solar or wind energy supply
forecasting. The parameter φ speciﬁes the inﬂuence of the time series values in þyt to the
corresponding values in the target cross-section þyt+1. The variable c is a constant term
which represents an additive constant in the transition from period t to t + 1 and þε is an
error term that speciﬁes the residuals of the modeled values for þyt+1 from the correspond-
ing real time series values. This cross-sectional model only requires the two parameters
φ and c and can be easily optimized using standard optimization techniques. The target
of the optimization is the minimization of the squared residuals. After the optimization,
the model represents the average transition from period t to period t+1 for all time series
in the data set, i.e., the transition Dec 2016→ Jan 2017 in the example. This means that
for each transition an individual cross-sectional model is trained, e.g., Dec 2016 → Jan
2017, Jan 2017→ Feb 2017, Feb 2017→Mar 2017, and so on. In doing so, our approach is
capable to properly express the seasonal deviations of a data set. To cover the seasonality
of the example data set in Figure 4.1, it requires twelve different models, one for each
transition between pairs of consecutive months.
When the data set is very sparse and there are only a few transitions available, the
model can be adapted to use the same transition from several previous seasons, e.g., Dec 2016
→ Jan 2017, Dec 2015 → Jan 2016, Dec 2014 → Jan 2015, etc. In doing so, the model
achieves a higher data density and increases the robustness to outliers and noise during
the model estimation. We will evaluate the inﬂuence of the amount of available training
data in a dedicated experiment (see Section 4.2.5).
4.1.3 Model Application
Finally, the trained model is applied to calculate the forecast values –➂ in Figure 4.2. The
target period is denoted by t + 1 + k. k is the distance between the periods used for the
model estimation, t and t+ 1, and the last period recorded t+ k. We assume that the best
value for k is the seasonality s of the data set (e.g., 12 months in the example of monthly
data). We tested this choice in a dedicated experiment and found the natural seasonality
to be the optimal choice (see Section 4.2.4). If the natural seasonality is unknown, the
search for the value of k can be automated by using the auto correlation function (acf)
which analyzes the correlation of the time series with its time shifted self. However, if
there is no recognizable seasonality in a data set or there are many very sparse time series
such that no transitions can be derived for the preferred value of k, a manual adaptation
by the user is possible.
The forecast calculation can be summed up with the following formula:
þ̂yt+1+k = c + φ · þyt+k. (4.3)
The forecast values of all time series þˆyt+1+k at time t + 1 + k (e.g., January 2018) are
calculated based on the last recorded cross-section þyt+k at period t + k (e.g., December
2017) using the estimated parameters c and φ of the same transition one season ago:
t→ t + 1 (e.g., Decemebr 2016→ January 2017).
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As a precondition, cross-sectional forecasting requires only one historical value for
a particular time series of the data set in order to derive a forecast value: a recorded
value at period t + k. None of the forecast approaches reviewed in Chapter 3 would
be capable to derive a forecast value in this case, since there is no data for the model
estimation for the particular time series. Cross-sectional forecasting still can calculate a
forecast value by using the parameters that were estimated over all available time series
(Equation 4.2). On the other hand, when a time series has no values in period t+ k cross-
sectional forecasting will not output a forecast value for this speciﬁc time series, since the
basis for the forecast calculation is missing. But, this is the only case where a forecast
value cannot be calculated due to missing time series values and this is an issue to which
none of the forecast models discussed in Chapter 3 has a deﬁnitive answer.
The cross-sectional forecast model is always applied on the base aggregation level.
This ensures that a large number of time series can contribute to the model estimation
and makes it easy to obtain forecasts on higher aggregation levels, e.g., product sales
on city or region level for the sales domain, by simply executing an aggregation step
after the forecast calculation. With this approach, cross-sectional forecasting is capable
of predicting every possible aggregation level with just one model. Applying cross-sectional
forecasting on a higher aggregation level would theoretically reduce the overall number
of time series which can contribute to the model training. Only in cases where the very
base aggregation level is far too sparse to train a model, it can be beneﬁcial to execute
an aggregation step before the model creation, to make sure there are enough time series
which are suited to supply training data values for the model estimation.
4.1.4 Summary
Cross-sectional forecasting is a new type of forecast model that aims at addressing the
requirements on forecasting large-scale time series data sets. It address Requirement R1
on handling large amounts of data by creating only one model with one set of parameters
that represents all time series of a data set. Furthermore, cross-sectional forecasting does
not use all available data to train the model, but speciﬁcally selects the training data.
These properties ensure, that large amounts of data do not result in excessive run time
for the model creation.
Requirement R2 on working with incomplete data is addressed in an entirely new
way compared to the techniques of Chapter 3. Cross-sectional forecasting handles miss-
ing values of individual time series in the training data by simply neglecting the incom-
plete training data tuples and estimating the model on all available time series. In doing
so, it creates a global model that can also be applied on the time series which did not
contribute to the model creation and could otherwise not be forecast when sticking to the
model estimation paradigm of traditional forecast models.
In the same way, Requirement R3 on working with noisy time series is addressed.
Since time series are not modeled individually, noisy series, that would otherwise end
up with bad model ﬁt, are forecast with a model that represents the character of the data
set rather than the characteristics of individual time series. During the model estimation,
many time series contribute to the ﬁnal model parameters which makes the model robust
to noise and outliers. Requirement R4 on adaptability is not yet addressed by the basic
concept of cross-sectional forecasting, since there is no adaptability of the model except
from the seasonality of the data set. Adaptability will be the central topic of Chapter 5.
In the following evaluation, we will show that our cross-sectional forecasting ap-
proach is suited to forecast large-scale time series data sets and addresses the aforemen-
tioned requirements much better than other forecast techniques.
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4.2 EVALUATION
In this section, we present and interpret the experiments that we conducted to evaluate
the properties of our cross-sectional forecasting approach. In Section 4.2.1, we describe
the experimental set-up and the data sets used for the evaluation in which we observe
the following results:
• Cross-sectional forecasting (CS) is more accurate on the top aggregation level than
the comparison techniques from the related literature and performs on par at the
base aggregation level (Section 4.2.2).
• The accurate predictions of cross-sectional forecasting on the top aggregation level
are not just the result of aggregation effects, but can be attributed to the new mod-
eling concept. Aggregation of the forecast values of the base aggregation level does
not improve the accuracy of the comparison techniques (Section 4.2.3).
• The design choice to set the parameter k to the seasonality of each data set is justiﬁed
by comparing different values of k. The auto correlation function is a suited way to
ﬁnd the right value for k in case the seasonality is not known (Section 4.2.4).
• Cross-sectional forecasting is not as dependent on the amount of available historical
training data as other forecast models are and achieves good results with a minimal
amount of training data (Section 4.2.5).
• The execution time of our implementation is comparable to that of existing im-
plementations of models from the related literature and cross-sectional forecasting
scales very well for data sets with thousands of time series (Section 4.2.6).
4.2.1 Experimental Set-up
For the evaluation, we implement the cross-sectional forecasting concept using R v3.1.2
[R C14]. R is a statistical computing environment which provides us with efﬁcient built-
in functions for model parameter estimation and commonly used forecast techniques.
The experiments are executed on a server machine with a six-core (twelve threads) AMD
Opteron(tm) Processor 2435@2.6GHz and 32GB of RAM. For the evaluation we use three
real world data sets with different characteristics, which are summarized in Table 4.1.
Table 4.1: Real world evaluation data sets.
Energy Payment Sales
# time series 6,433 2,000 6,266
history length 2,144 494 36
season length 4 7 12
complete series 71% 0% 6%
missing data 5% 40% 59%
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Energy The ﬁrst data set is the example from Section 2.2 [Com12]. It represents the
energy consumption of 6,433 individual households and small and medium enterprises.
The time series are monitored in 30 minute granularity over about 18 months. We use
the last complete week of data as evaluation part. For this data set we executed our
experiments on different time granularities from 30 minute to daily energy consumption.
We use the 6 hour granularity in this thesis since this shows best the effects we want
to emphasize during the evaluation. Time series on this time granularity have a history
length of 2,144 values. However, the results can readily be transferred to other time
granularities. Missing values in this data set originate from technical malfunctions or loss
of network connection of individual Smart Meter devices. Therefore, ﬁlling the missing
values of this data set would be a challenging task since there is no semantics in the
missing information and meaningful values would have to be inserted instead.
Payment The second data set is taken from the IJCAI-2017 Data Mining Contest [Int17].
It consists of payment transactions where customers used Alipay, an electronic payment
option, to pay their bills in 2,000 distinct shops in a daily granularity monitored over
494 days. Time series in this data set behave similarly since the daily ﬂuctuations in
the customer numbers vary similarly over the course of a week. We use the number of
payments per shop and day of the last 14 days as evaluation period. None of the time
series has a complete history which means that every time series is either not monitored
right from the beginning or has missing values in its history. These missing time series
values are caused if the shop was closed, nobody used Alipay at the speciﬁc day, or there
were problems with the reporting of the numbers. So, there is no single cause that allows
for an easy imputation of the missing values. Compared to a complete data set where
every shop was recorded on every day, 40% of data is missing.
Sales The third data set is taken from the sales domain and is provided as a private data
set by the market research company Gesellschaft für Konsumforschung (GfK). It contains
6,266 time series of items from the ﬁeld of home appliances sold in Germany recorded
in a monthly granularity over 3 years. In sales data, similarity is often seen between
products from the same product group since seasonal ﬂuctuations affect all items of a
speciﬁc product group. For example, there is always a peak in December when looking at
consumer electronics, due to the Christmas sales. This kind of ﬂuctuation is also present
in other product groups. We use the last six months for our evaluation. Only 6% of
the time series have a complete history and overall there are 59% of the data missing.
Partly, incomplete data in this data set arises when a product is not sold any longer or
is introduced to the market, then data at the end or the beginning of the time series in
the currently analyzed time frame is missing. But, there are also gaps in the time series
which either mean that a product was not sold at all in the whole monitored area or the
reported sales were defective, such that the actually reported numbers were not taken
into the database. In many cases these gaps are not distinguishable and therefore hard to
handle correctly.
4.2.2 Forecast Accuracy
In the ﬁrst experiment, we evaluate the forecast accuracy of the cross-sectional forecast-
ing approach, since accuracy is usually most important for forecast models. We evaluate
the accuracy on the top and the base aggregation level of all three data sets in comparison
to the basic modeling approaches presented in Chapter 3. Namely, we use autoregression
(AR), moving average (MA), simple exponential smoothing (SES), and Croston’s method
(Cro), as they are implemented in R’s stats and forecast packages. All these approaches
4.2 Evaluation 49
are used in their most simple and basic form, since we also apply cross-sectional fore-
casting in its basic form to evaluate the sheer concept. This means that for example, AR
models only have one autoregression component (AR(1)) and exponential smoothing is
used without trend and seasonality. This comparison might seem unfair, since cross-
sectional forecasting is capable of representing the seasonality of a data set which the
other basic approaches are not. However, only looking at the forecast calculation, cross-
sectional forecasting uses exactly the same data as for example the AR(1) model does. So,
differences in the forecast accuracy have to be the result of differences in the modeling
approach itself or the training data selection. The evaluation of these differences is the
goal of this experiment. Additionally, we include the naïve forecast into the comparison
where every predicted period has the same value as its predecessor ŷnt+1 = y
n
t . For us,
this is the baseline of this experiment. If a forecast model performs worse than the naïve
forecast, it is either not suited to properly represent the data set’s characteristics or the
data simply has no characteristics worth modeling which often distracts the model esti-
mation and leads to a badmodel ﬁt with arbitrary and not meaningful model parameters.
We also wanted to include VAR in this comparison, but next to the reasons mentioned
in Section 3.3 that do not promise very accurate results, the implementation of VAR in
R’s vars-package already exceeded the 32GB of main memory of our test machine for a
2.4GB data set. Therefore, the available implementation of VAR is no valid approach for
the prediction of large-scale time series data sets.
In order to make AR, MA, and SES applicable to the evaluation data sets, we ﬁll miss-
ing values in all three data sets with zero values. While this strategy is sound for the
Sales data set, where missing values often mean that a speciﬁc item was not sold, there
may be better strategies for data sets from other domains. But, since we want to design a
forecast model that can natively work without the need of treatingmissing values, we de-
cide for this easy and straight forward strategy to be able to compare our cross-sectional
forecasting approach to other techniques at all. Furthermore, every other and more com-
plex strategy would be just as arguable as this approach looking at correctness for the
speciﬁc use-case and the inﬂuence on the forecast results. The most signiﬁcant down-
side on ﬁlling the missing values is that the comparison techniques are always capable
of calculating a forecast value, which cross-sectional forecasting is not (ref. Section 4.1.3).
In theory, all of the evaluated forecast techniques have in common that they cannot cal-
culate a forecast value ynt+1, when the real time series value y
n
t in the direct preseason is
missing. This even holds for the naïve forecast where no modeling is involved at all. So,
to ensure a fair and meaningful comparison we use the naïve forecast as a baseline and
only evaluate forecast values of the comparison techniques if the naïve forecast was able
to provide a forecast. This means, the missing values are only ﬁlled with zero values to
ensure that a forecast model of the comparison techniques can be estimated, but, forecast
values that in theory none of the forecast techniques would be able to calculate are not
taken into consideration during the evaluation.
In this experiment AR, MA, SES, Croston’s Method, and the naïve forecast are always
applied on the same aggregation level where the forecast error is evaluated. This means,
for the top aggregation level data is aggregated ﬁrst and after that the forecast models are
created to calculate the forecast values. The cross-sectional forecast model is, as intended,
always applied at the base aggregation level and to provide forecasts for the top aggrega-
tion level, the forecast values are aggregated. Furthermore, for this experiment we set the
parameter k of the cross-sectional forecasting approach to the seasonality of the speciﬁc
data set k = s and train the model on only one season of historical data, which is the
minimum possible.
Each data set is divided into a training and an evaluation part as mentioned in the
data set description. All data in the training part is used for the model estimation of the
comparison techniques. We apply a rolling forecast, where we create a new model for
every period t in the evaluation part of every data set to calculate the forecasts. Then, we
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Figure 4.3: One-step ahead forecast error.
compare the forecast values with the corresponding real time series values and calculate
the forecast error with the SAPE measure (Symmetric Absolute Percentage Error):
SAPE =
|yt − ŷt|
(|yt|+|ŷt|)/2
, (4.4)
where ŷt and yt denote the forecast value of one of the compared forecast models and
the corresponding real time series value at time t. We use SAPE, because as a relative
error measure it is easier to interpret and compare than absolute measures. Furthermore,
it can be applied when the real time series value equals zero and other relative error
measures are not deﬁned. If the time series value and the corresponding forecast both
equal zero, we assume a forecast error of zero. Furthermore, we only compare the forecast
accuracy when the corresponding real time series value is available. This means we do
not compare with the ﬁlled in zero values.
The results of this experiment are presented in Figure 4.3 in the form of Box-Whisker-
Plots. The ﬁrst three diagrams (Figures 4.3(a) - 4.3(c)) show the results for the top aggrega-
tion level of each data set and the diagrams in the Figures 4.3(d) - 4.3(f) show the results
for the base aggregation level. In each diagram, there is one box for each comparison
technique where the rightmost box with the abbreviation CS represents cross-sectional
forecasting. Each box shows the distribution of the forecast errors of each model on all
time series in the evaluation part of the data sets. The lower edge of the box represents
the 25% percentile. This means that 25% of all measured errors are below this value. The
upper edge represents the 75% percentile and the thick line within the box is the median,
respectively the 50% percentile. The dashed lines stretching above and below the box are
called whiskers and represent the highest and lowest actual error value that lies in 1.5
times the range from the 25% to the 75% percentile, also called interquartile range. All
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values outside of this range (shown as small circles) are uncommonly high or low errors.
The red cross (×) in each box represents the average forecast error. When comparing and
rating the performance of different forecast models we mostly focus on the average error
and the position of the boxes; the lower the better.
We beginwith the comparison of the results at the top aggregation level where all time
series are aggregated to the overall energy consumption, payment transactions, and sales
per period. For all three data sets, our cross-sectional forecasting approach achieves the
lowest forecast errors, and therefore the highest accuracy, out of all evaluated techniques.
For the Energy data set, all comparison techniques achieve roughly the same accuracy
around 30%, only cross-sectional forecasting stands out with a very low forecast error of
under 10%. For the Payment data set, nearly all forecast models perform very good with
an error of under 10%, except the moving average. MA systematically underestimates
the values of the time series. This may be caused by the trend characteristic of this data
set, which MA cannot handle appropriately. Cross-sectional forecasting again stands
out with the lowest error of all compared techniques. For the Sales data set at the top
aggregation level, this evaluation only consists of six values per forecast model. So, the
results might not be as meaningful, as for the other data two data sets. However, looking
at the average error, cross-sectional forecasting again outperforms all the comparison
techniques. The lower bounds of the boxes of AR and MA, as well as their median reach
better results as cross-sectional forecasting. But, AR and MA, both have a strong outlier
that signiﬁcantly pulls the average error above that of cross-sectional forecasting.
At the base aggregation level the results are somewhat different. First thing to notice
is that the forecast errors are generally higher than on the top aggregation level. The
individual time series are much noisier than the top aggregate, as explained earlier in
this work. Therefore, these time series are much harder to be forecast accurately which
results in the higher forecast errors. Apart from that, for the Energy and the Payment
data sets all models are very close to each other with a very small advantage for our
cross-sectional forecasting approach, when looking at the mean and median forecast er-
ror. Only MA stands out for the Payment data sets, with a signiﬁcantly higher forecast
error. Please note, for the Energy data set we exclude Croston’s Method from this part
of the experiment since it has a very long execution time. We started the corresponding
experiment but canceled it after several hours without a result. All other forecast tech-
niques only needed minutes to calculate the requested forecasts, as we will evaluate in
Section 4.2.6. For the Sales data set SES and the naïve forecast achieve the highest accu-
racy followed by the cross-sectional forecasting and AR. The good results of the naïve
forecast compared to the other techniques show that the time series of this data set are
very noisy at the base aggregation level, which most models cannot compensate. Espe-
cially for Croston’s Method, which in theory operates very similar to SES, this seems to
be a signiﬁcant problem.
In summary, this experiment shows that our cross-sectional forecasting approach is
suited for the prediction of noisy and incomplete time series, since it is the most accurate
forecast model on all data sets or performs close to the most accurate technique. As
already mentioned earlier, the ability of cross-sectional forecasting to represent a season-
ality in the data might be an advantage in this experiment. Nevertheless, we are able to
show that the concept of cross-sectional forecasting with its frugal training data selection
and the assumption that time series from the same domain behave similarly works very
well on all three evaluation data sets. For more evaluation results on cross-sectional fore-
casting, please refer to the evaluation of [HHRL15]. Later on, in the evaluation section of
Chapter 5, we will evaluate all modeling techniques using their full modeling versatility.
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4.2.3 Hierarchical Forecasting
In this second experiment, we demonstrate that the high accuracy of cross-sectional fore-
casting on the top aggregation level is achieved by the modeling appraoch and not the
result of much easier to predict time series on the base aggregation level. We use the re-
sults of the previous experiment and aggregate the forecasts of the base aggregation level
to obtain forecasts for the top aggregation level.
The results are presented in Figure 4.4. There is one diagram for each data set and
each diagram shows two boxes for each comparison method. The white box represents
the forecast error when the model is executed directly at the top aggregation level, the
grey box shows the forecast error when the model is applied at the base aggregation
level and the forecasts are aggregated. Our cross-sectional forecasting approach was only
applied on the base aggregation level and aggregated afterwards. An application on the
top aggregation level is not possible, since there is only one time series that can contribute
to the model estimation, due to the very selective training data selection of our approach.
One tuple of training data would not provide enough information to even initialize the
the model, let alone the parameter optimization [HK07].
For the naïve forecast, we see that both approaches achieve the same accuracy. Since
no modeling is involved for this technique and only the time series values from period t
are used as predictions for period t+1, the results are the same whether the time series or
the forecast values are aggregated. For the majority of comparison techniques we see that
there is rather a slightly higher forecast error when applied on the base aggregation level,
than when directly applied on the top aggregation level. This is caused by the noisy be-
havior of the time series on the base aggregation level which leads to a bad model ﬁt and,
therefore, higher forecast errors. In theory, these inaccurate prediction can equalize each
other when aggregated to higher aggregation levels. But, also the ﬂuctuations of the in-
dividual time series equalize each other when aggregated prior to the model estimation,
allowing the forecast model to represent the analyzed time series much more accurate.
Hence, the noisy behavior of the time series at the base aggregation level seems to be so
random that univariate modeling techniques have no chance to represent them properly.
Only Croston’s method for the Payment data set and SES for Sales show a slightly im-
provement from hierarchical forecasting but are still not as accurate as the cross-sectional
forecasting approach.
In contrast, for the Sales data set we see a huge loss in accuracy for Croston’s Method
when applied at the base aggregation level. This is caused by a systematic underestima-
tion of most of the individual time series, an effect that becomes worse with aggregation.
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Figure 4.4: Hierarchical forecasting.
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This is a good example for a systematic error that becomes worse with aggregation be-
cause the errors cannot average out each other but accumulate.
The results of this experiment show that the higher accuracy of cross-sectional fore-
casting at the top aggregation level is not the result of aggregation effects since no other
technique signiﬁcantly increased its accuracy. Therefore, cross-sectional forecasting rep-
resents the characteristics of all three data sets better and more consistent than other
forecast models do.
4.2.4 Inﬂuence of the Distance Between Training and Forecast Data
In this experiment, we evaluate the inﬂuence of the time distance between the cross-
sections that are used for model estimation and the target cross-section of the forecast
task. In Section 4.1.3, we introduced this distance and denoted it with the parameter k.
We conduct this experiment to show that setting k to the natural seasonality of a data set
always leads to the best forecast result. Furthermore, we show that there is a signiﬁcant
correlation between the auto correlation function (acf) and the forecast accuracy. For all
three data sets, we execute the cross-sectional forecasting approach with different values
for k to receive forecasts on the top aggregation level. We evaluate this experiment on
the top aggregation level, since due to the noisy behavior of the time series at the base
aggregation level the results would be less clearly and much harder to interpret. Starting
with k = 1, we stepwise increase the value of k and stop at 1.5 times the season length
s of each data set. Additionally, we measure the result of the acf at the top aggregation
level, which shifts a time series by k periods and then calculates the correlation between
the shifted and the original series.
The results for this experiment are presented in Figure 4.5. Again, there is one di-
agram for each data set. The x-axis shows the values of k, the left y-axis and the grey
bars denote the forecast error and the right y-axis and the black dots (•) show the cor-
responding result of the acf. The forecast error is measured with the SMAPE measure
which is the mean of all SAPE error values calculated on the evaluation part of the time
series. Therefore, the gray bars represent the same error values as the red crosses (×) in
the previous diagrams.
The ﬁrst result wewant to emphasize is that for all three data sets the highest accuracy
is achieved when k is set to the natural seasonality of each data set. This is k = 4 for
the Energy data set where four times the six hour granularity equals one day. For the
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Figure 4.5: Inﬂuence of parameter k on the forecast accuracy.
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Payment data set it is k = 7 for a seasonality of seven days, and k = 12 for the sales
data set where sales behavior repeats every twelve months. Furthermore, for all data
sets there is a signiﬁcant negative correlation between the forecast error and the result of
the acf, -0.96 for Energy, -0.49 for Payment, and -0.37 for the Sales data set. The higher
the value of the acf, the more similar the time shifted and the original time series. As
a consequence, our model becomes more accurate with a high value of the acf, since it
assumes that time series show a similar behavior after k periods. So, in summary we see
that the seasonality s of a data set is the optimal choice for the parameter k. Therefore,
from now on we always set k = s and only mention if there is a different choice.
4.2.5 Inﬂuence of Training Data Availability
The goal of this experiment is to show the inﬂuence of the available amount of training
data on the forecast accuracy. With the same set-up as for the previous experiments, we
calculate forecasts for the top and the base aggregation level of the Energy and Payment
data set. We start with a minimum of one season and stepwise increase the amount
of training data, doubling it in every step. During the whole experiment, we keep the
evaluation part of every data set ﬁxed. So, when more training data is available the
data reaches further into the past. This means, after every step the same periods are
forecast and if the accuracy varies this is caused by the inﬂuence of the available training
data. We did not include the Sales data set in this experiment, since it only consists
of 36 historical periods and, therefore, does not allow for meaningful variations of the
amount of training data. Please note, for the Payment data set we increase the training
data until all available data is used. This means, that the last measures in the diagrams
do not contain 128 seasons, but represent the entire available data set which consists of
70 seasons. The Energy data set consists of 529 seasons. So, we stop after 512 since a
signiﬁcant further increase is not possible.
The results of this experiment are shown in Figure 4.6. There is one diagram per
data set and aggregation level. The x-axis represents the number of available seasons
of training data and the y-axis shows the average forecast error of each forecast model.
On the top aggregation level of the Payment data set, cross-sectional forecasting is in-
ﬂuenced only a little by the changing amount of training data. For the Energy data set
the inﬂuence of the available training data is much more signiﬁcant. In both cases, the
forecast errors get higher when the available amount of training data increases. For the
comparison techniques, the picture is less clear. AR and SES increase in accuracy as more
training data is available. MA also becomes more accurate for the Energy data set but
decreases in accuracy for the Payment data set. Croston’s Method always performs best
with a minimum amount of training data and then decreases in accuracy. At the top ag-
gregation level, none of the comparison techniques achieved a higher accuracy than the
cross-sectional forecasting approach with the minimum amount of training data.
At the base aggregation level, the overall results are different. For the Energy data
set, there is a big spread in forecast accuracy when only a little training data is avail-
able. AR and SES perform even better than cross-sectional forecasting while MA shows
a higher forecast error. As on the top aggregation level, cross-sectional forecasting de-
creases in accuracy when more training data is available. AR behaves in the opposite
way as on the top aggregation level and now decreases in accuracy with more available
training data. The same holds for SES. With eight respectively 128 seasons of training
data, AR and SES performworse than cross-sectional forecasting with minimum training
data. For the Payment data set, there is less change in the forecast accuracy caused by
the available amount of training data. Croston’s Method starts with an outstandingly
low forecast error but already becomes second worst with two seasons of training data.
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Figure 4.6: Forecast error for growing amounts of training data.
Cross-sectional forecasting, AR, and SES are not signiﬁcantly inﬂuenced by the changing
amount of training data. MA ﬁrst increases its accuracy, but then decreases quickly. For
small amounts of training data, AR is more accurate than cross-sectional forecasting, but
with 32 seasons of data shows the same accuracy.
In summary, cross-sectional forecasting shows a consistent reaction to an increased
amount of available training data and achieves the highest accuracy with the minimum
amount of data. Furthermore, we see that the common assumption that forecast models
are more accurate when supplied with a higher amount of training data does not hold.
This is mainly caused by changing characteristics of the data sets over time. Every fore-
cast model is optimized to represent the training data as good as possible. In this way,
older data with slightly different characteristics than the most recent data can inﬂuence
the model. Ultimately, this leads to a worse model ﬁt and lowers the forecast accuracy.
There are cases where othermodels can achievemore accurate results than cross-sectional
forecasting. But, their behavior towards the availability of training data is not systematic
and would have to be optimized separately for every data set, which is not a straight
forward task and would require a signiﬁcant amount work. Although, the experiments
show potential to improve the accuracy of forecast models with more training data, there
is no signiﬁcant improvement for cross-sectional forecasting. Based on these results, from
now on we always apply cross-sectional forecasting models with a minimum of training
data and explicitly mention if we do otherwise.
4.2.6 Execution Time
In the last experiment of this chapter, we show that our approach is fast and can calculate
forecast values for all aggregation levels in nearly constant time. This is a property most
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Table 4.2: One-step ahead forecast execution time on the Energy data set.
AR MA SES Cro CS
Top 2.3ms 20.9ms 2.7ms 2.5s 427ms
Base 14.7s 2min13s 16.5s 8h46min 416ms
traditional techniques severely lack, which means they do not scale well when applied
on lower aggregation levels for data sets with thousands of time series. Using the set-up
from the previous experiments, we calculate one one-step ahead forecast for the top and
the base aggregation level of the Energy data set. We execute every forecast task 20 times
and monitor the execution time for our cross-sectional forecasting approach and all com-
parison methods. The average execution time of all 20 runs is used for the comparison.
The results of this experiment are presented in Table 4.2.
The ﬁrst line shows the results for the top aggregation level. The ﬁrst three com-
parison techniques AR, MA, and SES are very fast. They are part of the R standard li-
brary and highly optimized since they are frequently used tools. Our implementation
of cross-sectional forecasting still performs well under one second, which is a reasonable
performance for most application scenarios. Furthermore, since cross-sectional forecast-
ing is applied on the base aggregation level and the forecasts are aggregated afterwards,
it uses more data than the forecast models that perform their predictions directly on the
target time series. The top aggregate time series has 2,130 values of training data which
are used by all comparison techniques. On the other hand, the base aggregation level
consists of 6,433 time series of which in average 5,840 contribute to the model creation
of cross-sectional forecasting. Therefore, the training data is signiﬁcantly bigger, which
partly causes the higher execution time. Croston’s Method performs worst in this exper-
iment with an execution time of over two seconds for the prediction of only one single
time series. Most likely, this is caused by a not so efﬁcient implementation. Theoretically,
Cro has twice the complexity of SES since it combines the results of two simple expo-
nential smoothing processes. Therefore, we would have expected a signiﬁcantly lower
execution time than we actually measured.
At the base aggregation level the results are somewhat different. Please note, for
the comparison techniques the execution time variations between different time series
in a data set are very small. Therefore, we sample the execution time on 20 randomly
chosen time series and extrapolate the average execution time with the number of time
series in this data set. The comparison models AR, MA, and SES perform in the range of
seconds or minutes, which is still acceptable in most use cases. Since Cro requires a high
execution time for the prediction of each individual time series, the execution time in
this experiment even exceeds the monitoring granularity of this data set and is therefore
not applicable in practice. This is why we excluded Croston’s Method from some of the
accuracy experiment in Section 4.2.2. Cross-sectional forecasting becomes even faster at
the base aggregation level because the subsequent aggregation step that is necessary for
the prediction at the top aggregation level is not necessary.
In summary, cross-sectional forecasting scales very well for large data sets where
thousands of time series have to be predicted. This makes our approach applicable in
domains where univariate forecast models cannot be applied because they have to create
and optimize too many individual models. Therefore, we are safe to say that the cross-
sectional forecasting approach fulﬁlls the Requirement R1, since it is able to provide fore-
casts for large-scale data sets with thousands of time series faster than all comparison
techniques.
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4.3 CONCLUSION
In this chapter, we introduced the concept of cross-sectional forecasting: A novel fore-
casting approach that represents many time series with the creation of only one single
model and performs a selective training data selection. In this way, many time series of
a data set can contribute to the model estimation. In terms of the related work chapter,
cross-sectional forecasting conducts kind of a complete case study for each transition,
since it neglects time series that do not have values in all required cross-sections. Since
it does not delete all incomplete time series for the entire analysis but decides for each
period anew which time series can contribute to the model training there is no risk in
resulting in systematically biased aggregates. This makes cross-sectional forecasting ro-
bust against missing values of individual time series, which otherwise could not be rep-
resented by a forecast model. The problem of noisy behavior is addressed in a similar
way as VARIMA does. Cross-sectional forecasting uses information of many series and
is therefore capable of accurately forecasting time series which otherwise would result
in a bad model ﬁt. In the evaluation, we have shown that the cross-sectional model is
as accurate as other forecast models and even outperforms them in many cases. There-
fore, cross-sectional forecasting satisﬁes the Requirements R2 and R3 about working with
noisy and incomplete time series. Additionally, since the cross-sectional approach only
trains few parameters and speciﬁcally selects the training data for the model estimation,
the provision of forecast results for data sets with thousands of time series is signiﬁcantly
faster than for other forecast models. Therefore, cross-sectional forecasting also satisﬁes
the Requirement R1 on the handling of large data sets.
Although, our cross-sectional forecasting approach already achieves a high forecast
accuracy for all evaluation data sets, it still lacks adaptability. As mentioned in Section
2.2 (Requirement R4), data sets from different domains can exhibit various distinct char-
acteristics. The review on related work in Chapter 3 has shown that existing models are
adaptable to these characteristics. This makes these models applicable in a wider range
of application scenarios and helps to achieve a high forecast accuracy. Therefore, in the
next chapter, we extend the concept of cross-sectional forecasting and add adaptability
to the model while keeping its positive properties towards the prediction of large-scale
time series data sets.
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5
ADDING ADAPTABILITY TO THE CONCEPT
OF CROSS-SECTIONAL FORECASTING
In this chapter, we extend the concept of cross-sectional forecasting to make it adaptable
to various data set characteristics. We combine cross-sectional forecasting with the prop-
erties of ARIMA to create a model that is adaptable but still fulﬁlls all the requirements
that cross-sectional forecasting already satisﬁes [HHHL17]. In Section 5.1, we pick up
on every component of the classical ARIMAmodel and describe the adaptations that are
necessary to combine them with cross-sectional forecasting. After that, in Section 5.2,
we address approaches to calculate forecast values beyond the one-step ahead forecast
(h > 1) to enable long-range forecasting. We develop different approaches and explain
the necessary adaptations on every individual component [HRH+18]. Finally, we eval-
uate CSAR in Section 5.3 to show that the higher adaptability indeed leads to a higher
forecast accuracy and that CSAR still fulﬁlls the requirements as the basic cross-sectional
forecasting approach. We close this chapter with short summary in Section 5.4.
5.1 THE CROSS-SECTIONAL AUTOREGRESSION MODEL – CSAR
This section introduces CSAR, the Cross-Sectional AutoRegression model. The goal of
CSAR is to extend the concept of cross-sectional forecasting with the adaptability of
ARIMA. For us, ARIMA is the logical choice for this task. It is a mature forecast tech-
nique that brings a lot of adaptability and suits the combination with the concept of
cross-sectional forecasting, especially the AR part. Furthermore, there is a lot of exist-
ing research on the ARIMA model and a successful combination would allow to transfer
a lot of this knowledge to our work. Additionally, the modular set-up of ARIMA makes
it easy to analyze and extend each of its components. In the individual sections, we
describe how the components of ARIMA are adapted to work with cross-sectional fore-
casting, respectively how to enable them of working with large-scale time series data
sets. In Section 5.1.1, we begin with the Integration, which still serves as a preparation
step. In Section 5.1.2, we show how the concept of cross-sectional forecasting is combined
with the autoregression part of ARIMA to add more ﬂexibility to the cross-sectional fore-
casting. In Section 5.1.3, we explain how the concept of error terms from the moving
average part of ARIMA needs to be adapted to further improve the forecast results. We
summarize the components of our new CSAR model in Section 5.1.4.
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5.1.1 Integration
The integration part of CSAR serves, as in the ARIMAmodel, as a preparation step to re-
move trend and seasonal characteristics from the time series and makes them stationary.
In our approach, every time series is differentiated individually, such that the properties
of each time series are preserved and not changed by the inﬂuence of other series. When
the integration is used, every time series is differentiated ﬁrst, then the data set is forecast,
and ﬁnally the forecasts are integrated to obtain the forecast values for the original time
series. As in the ARIMA model, there is a distinction between a non-seasonal and a sea-
sonal case. But, the integration part of ARIMA cannot be straightforward transferred into
the CSAR model, since ARIMA is not capable of working with incomplete series. There-
fore, the integration strategy has to be adapted to ﬁt the requirements on the prediction
of large-scale time series data.
Non-seasonal Differentiation The non-seasonal differentiation is used to eliminate trend
characteristics. The ﬁrst degree of numeric differentiation is shown in Equation 5.1.
y′t =
yt − yt−d
d
(5.1)
The differentiated time series value y′t at period t is calculated as the difference of the
original time series value yt and an earlier value yt−d, divided by their distance d. In the
case when there are no missing values, we set d = 1 and y′t is calculated directly from
the corresponding value yt and its predecessor yt−1. In this case, the differentiation of
CSAR equals the differentiation of ARIMA (see Equation 3.1 on page 20). If there are one
or more missing values directly before yt, then d is increased, such that the next available
value yt−d is used for the differentiation. The division by their distance is necessary to
represent the trend change for only one period.
This kind of numeric differentiation is called backward differentiation [Lev10] since
it uses past observations from the current point in time t. Alternatives like forward dif-
ferentiation in Equation 5.2 or a symmetrical approach like in Equation 5.3 are not suited
for the task of forecasting since the differentiation of the last recorded time series value
is not possible; this value is crucial for the forecast calculation in most if not all forecast
models. On the other hand, the absence of the ﬁrst value, as it is the case for the backward
differentiation, is not a problem at all, if the time series is long enough to train a model
without depending on the ﬁrst value, which is usually the case.
y′t =
yt+d − yt
d
(5.2)
y′t =
(yt+d − yt−d)
2d
(5.3)
Seasonal Differentiation The seasonal differentiation is used to eliminate reoccurring
seasonal patterns. Equation 5.4 shows how y′t is calculated by the difference of yt and its
corresponding value in a previous season yt−D·s. s is the seasonality of the data set which
is either known from the contextual information about the data set or can be determined,
e.g., using the auto-correlation function. When the value in the direct pre-season is avail-
able, we set D = 1, otherwise D is increased such that the next available corresponding
seasonal value of yt is used to calculate the differentiated value.
y′t = yt − yt−D·s (5.4)
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In contrast to the non-seasonal differentiation, the seasonal differentiation does not re-
quire a division by the size of the gap that is bridged, since it is assumed that the seasonal
behavior is stable over time and should be removed entirely. Forward differentiation and
symmetric differentiation approaches are also not suited for the task of seasonal differen-
tiation since they do not allow the differentiation of the last season of a time series.
5.1.2 Autoregression
The autoregressive part of the CSAR model is a combination of the cross-sectional fore-
casting approach and the autoregressive part of the ARIMA model. It predicts all time
series of a data set based on their most recent historical observations. As in the ARIMA
model the autoregressive part of CSAR consists of non-seasonal and seasonal compo-
nents. Though, the optimized weights are not applied to only one time series but to
cross-sections which span over all time series of an entire data set. Hence, every time
series is forecast as a weighted sum of its own historical values while the model parame-
ters (the weights) are optimized on all time series of the data set which have the necessary
historical data. The Equations 5.5 and 5.6 show how the predictions are calculated in the
non-seasonal and seasonal case. Please note, for the sake of simplicity we only use the
regression formula to illustrate the alignment of the historical cross-sections that are used
for the forecast calculation (ref. Section 4.1.1). The steps of model estimation and appli-
cation then follow analogue to those in Section 4.1.
þ̂yt+1 = c + φ1 · þyt + · · ·+ φp · þyt−(p−1) (5.5)
þ̂yt+1 = c + Φ1 · þyt−s+1 + · · ·+ ΦP · þyt−P ·s+1 (5.6)
In the non-seasonal case (Equation 5.5), the forecast values þ̂yt+1 are calculated as the
weighted sum of their direct predecessor values þyt to þyt−(p−1) weighted with the model
parameters φ1 to φp. p denotes the number of non-seasonal autoregressive model compo-
nents. þyt refers to the cross-section at time twhich contains the historical values y
1
t . . . . , y
n
t
of every individual time series. In the seasonal case (Equation 5.6), þ̂yt+1 is calculated by
the corresponding seasonal historical cross-sections þyt−s+1 to þyt−P ·s+1 with a time dis-
tance of s periods. P denotes the number of seasonal autoregressive model components,
Φ1 to ΦP represent the seasonal weights. Additionally, as in the basic implementation
of cross-sectional forecasting, there is a constant c which is also optimized during model
estimation and used for all time series. In order to ﬁt the optimal model for a data set, c
can also be excluded from the model.
During the evaluation of the long-range forecasting, we have noticed, that one com-
mon constant can negatively affect the accuracy of the cross-sectional model when the
time series of a data set differ in their expectation values. Therefore, we also experi-
mented with an individual constant for each time series. But, since the base time series
of the data sets we analyzed are quite noisy, it was not possible to derive meaningful
model parameters. Hence, this did not lead to an improved accuracy. Furthermore, it
would have contradicted the nature of cross-sectional forecasting, where the core idea is
to build one model with one set of parameters that represents many time series. Now, we
accept the constant c as a potential source of systematic misprediction which is addressed
later on in Section 5.1.3.
Figure 5.1 shows an example of ﬁve time series y1 to y5 with a season length of s = 12
which are predicted using the autoregressive part of CSAR. The model shown in this
example is comparable to an autoregressive (AR) model with two non-seasonal and one
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Figure 5.1: CSAR model with one seasonal and two non-seasonal AR components.
seasonal component. The difference is, that this model is not applied to only one indi-
vidual time series but, following the idea of cross-sectional forecasting, to cross-sections.
The cross-sections are represented again by vertical boxes that span over all time series.
The solid arrows show how the involved cross-sections, that are highlighted in blue, con-
tribute to the model training. The two short solid arrows represent the non-seasonal
components of the model and the long arrow spanning exactly one season represents the
seasonal component. Every time series which has values in all involved cross-sections
contributes to the model creation. Thus, the model represents how in average the target
cross-section of the training data can be composed from the historical values for all in-
volved time series. In the example, these are the time series y1, y2 and y5. Series y3 does
not contribute to the model estimation since it has no value for the seasonal component
and series y4 has no value for the target cross-section of the model estimation.
The dotted arrows in Figure 5.1 represent correction terms which are necessary due to
the combination of seasonal and non-seasonal components, just as in the ARIMAmodel.
They subtract the direct predecessor values from þyt−s+1 in the same way as the direct
predecessors of þˆyt+1 would add up in the forecast. In doing so, the seasonal component
only represents the actual seasonal change. There are always as many correction terms
to every seasonal component as the model contains non-seasonal components. In order
to contribute to the model training, a time series also must have values for the correc-
tion terms. The data for the model estimation is still, as in the cross-sectional forecasting
model, situated exactly one season before themodel application. The application is repre-
sented by the dashed arrows in Figure 5.1. The optimized model is now used to calculate
the forecast values for the target period t+ 1. A forecast value can be calculated for every
time series which has historical values in all involved cross-sections (highlighted in red).
In the example, these are the time series y1 to y3. Series y4 cannot be forecast because it
has no value for the second non-seasonal component and the seasonal predecessor value.
Series y5 cannot be predicted because it ended one season ago and lacks values for the
non-seasonal components. Time series y5 is a great example on how a time series that
would otherwise not be considered at all by other forecast models can contribute to the
model creation of a CSAR model.
Equation 5.7 shows the corresponding formula for the model of the example in Figure
5.1. Next to the constant c, there are two non-seasonal components with the respective
weights φ1 and φ2 and one seasonal component with its weight Φ1 followed by the two
corresponding correction terms, which are weighted with the same parameters as the
62 Chapter 5 Adding Adaptability to the Concept of Cross-sectional Forecasting
autoregressive components this correction term aims to adjust. For example, þyt−s aims
to adjust the ﬁrst seasonal autoregressive component with the ﬁrst non-seasonal compo-
nent. Therefore, it is weighted with φ1 to subtract from the seasonal component as the
ﬁrst non-seasonal component adds up in the forecast value and it is weighted with Φ1 to
inﬂuence the forecast with the same weight as the seasonal component.
þ̂yt+1 = c + φ1 · þyt + φ2 · þyt−1 + Φ1 · þyt−s+1
+ (−Φ1φ1) · þyt−s + (−Φ1φ2) · þyt−s−1 (5.7)
Considering this example, it becomes clear how a CSAR model is created on a multitude
of time series like a cross-sectional forecast model but offers higher ﬂexibility in the selec-
tion of the underlying data. Themodel keeps the positive properties of the cross-sectional
forecasting model. This means, it is still possible to compensate for high levels of noise
and to handle time series with missing values since the creation of a model does not
solely depend on the historical data of only one time series. Please note, albeit CSAR can
compensate for missing values, a higher model complexity (more non-seasonal and/or
seasonal autoregressive model components) increases the risk of cases where missing
values forbid the forecast calculation of individual time series when the gaps occur in
the cross-sections used for the forecast calculation. Hence, for very sparse data sets a less
complex model may lead to better forecast results, although it might not represent the
data set as good as possible, as it can predict more of the incomplete series.
5.1.3 Error Terms
The error terms of CSAR are used to correct the forecasts of individual time series which
do not behave like the rest of the data set and are, therefore, systematically mispredicted.
The moving average components of the ARIMA model are not as straightforward to
combine with the cross-sectional paradigm as the autoregressive components. In contrast
to the AR components, the moving average does not only rely on the most recent histor-
ical values. As explained in the Moving Average section of the ARIMA model (Section
3.1.1, page 23), this model component is based on error terms et = yt− ŷt, which are used
for the forecast calculation in the MA part ŷt+1 = c − θ1 · et − · · · − θq · et−q. This means
that the calculation of the forecast value at time t + 1 all previous time series values are
required, as the following example of an MA(1) model shows:
ŷt+1 = c− θ1 · et
= c− θ1 · (yt − ŷt) (5.8)
The ﬁrst line of the equation shows the standard MA(1) model. The forecast ŷt+1 is
calculates with the weighted forecast error et of period t. In the second line, the forecast
error et is calculated as the difference of real value yt and the corresponding forecast ŷt,
both at time t. This shows that for the calculation of the forecast at time t+1 the forecast at
time t is required, which then requires the forecast at time t−1 and so on. Continuing this
example would end up with the calculation of ŷt+1 as the weighted sum of all historical
time series values of y, comparable to Exponential Smoothing.
Considering this example, it becomes clear that missing values make the application
of this approach impossible. There are already concepts available to apply techniques
such as Exponential Smoothing to incomplete time series [AD89] (ref. Section 3.2.2). Al-
though, this solution could be transferred to the moving average part of the ARIMA
model, the missing values of different time series are not evenly distributed in the data
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set (see the example in Figure 5.1). Thus, an individual adaptation of the model parame-
ters for every time series with missing values is required. But, this contrasts with the core
idea of the cross-sectional forecasting approach to train a single model with one single
set of parameters for a multitude of time series and is considered as too time consuming.
For the CSAR model, we introduce an alternative way to incorporate the error terms
into the forecast calculation. Instead of applying the moving average of Equation 3.9,
we use the average of the error terms of each individual time series of the data set and
include these into the forecast calculation. Equation 5.9 shows how the error ent+1 for time
series n at time t + 1 is calculated.
ent+1 =
1
f + F
(f−1∑
i=0
ent−i +
F∑
j=1
ent+1−j·s
)
(5.9)
ŷnt+1 = c + e
n
t+1 (5.10)
The ﬁrst term in the parentheses of Equation 5.9 collects the non-seasonal forecast
errors for the periods right before to period t + 1. The second term collects all seasonal
forecast errors which are situated exactly one or more complete seasons prior to t + 1.
The error terms of the individual time series are summed up and divided by the number
of non-seasonal f and seasonal error terms F . If a time series misses some of the values
to calculate either the forecast or the forecast error, these speciﬁc values are neglected
during the error calculation and f or F are lowered accordingly for this speciﬁc time
series. Finally, Equation 5.10 shows how the error is incorporated into the forecast calcu-
lation by subtracting it from the constant part c or the corresponding forecast calculated
by a CSAR model without error terms. Admittedly, this weakens the equal treatment of
all time series which is a core assumption of cross-sectional forecasting. However, this
error handling mechanism, involves no parameter estimation and modeling, so this ap-
proach will not suffer from the noisy behavior of individual time series. Furthermore,
the forecasts for the error calculation are predicted using the autoregression model part.
Therefore, the error calculation is also a component of our model with high performance.
The example in Figure 5.2 illustrates the application of the error terms on the example
data set. The upper part, Figure 5.2(a), shows the application on one individual time se-
ries (y2). The applied model consists of two non-seasonal (f = 2) and one seasonal error
terms (F = 1). The ﬁrst step is to calculate the corresponding forecast values for the peri-
ods that are selected for the error calculation. This can either be a very simple model, like
a constant which is used for all time series in the data set as in Equation 5.10, or a forecast
calculated by autoregressive model components. In Figure 5.2(a) these predictions are
shown as light gray boxes with a dashed contour under the example time series. Now,
the error formula is applied to calculate the forecast error for all three selected periods,
represented by the dashed triangles. Finally, the dashed arrow shows how all error terms
are collected, averaged and used for the forecast calculation of ŷ2t+1. The second part of
the example in Figure 5.2(b) illustrates how the error terms are applied to the whole data
set. The cross-sections selected for the application of the error terms are highlighted in
blue. The ﬁrst three time series y1, . . . , y3 have all the values necessary to calculate all the
required error terms and are therefore corrected with the average of three error terms.
Series y4 misses the second non-seasonal and the seasonal time series value. Therefore,
the error for y4 only consists of one error term. Series y5 misses both non-seasonal values
and also only has one error term to contribute to the forecast calculation. As the example
shows, the error terms of CSAR are capable of calculating forecast values although there
are possibly many time series values missing which are in the selected cross-section for
the error calculation. For very sparse data sets it is possible to increase the number of er-
ror terms, such that more values per time series contribute to the forecast calculation. For
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Figure 5.2: CSAR model with one seasonal and two non-seasonal error terms.
the complete time series this will be no disadvantage, if they are mispredicted systemat-
ically, the usage of more error terms will conﬁrm the systematic error. If the errors are
ﬂuctuating between under- and overestimation the error terms will equalize each other
and there is no signiﬁcant correction of the forecast result.
With this model component, it is possible to compensate the forecast errors for time
series which are systematically mispredicted. Actually, we assumed, that a high number
of error terms would be necessary in order to obtain a reliable error component, with
many values per time series contributing to the forecast calculation. As the evaluation in
Section 5.3 will show, this is not the case and small numbers of error terms already lead
to improvements of the forecast accuracy.
5.1.4 Summary
CSAR extends the concept of cross-sectional forecasting with more adaptability to gain
more modeling versatility. The integration part is used to eliminate seasonal and trend
effects before the actual modeling takes place. The only difference to the integration
component of ARIMA is that for CSAR integration has to be capable of handling incom-
plete time series. The autoregression part of CSAR signiﬁcantly adds adaptability to the
model. It enables a wider selection of data for the forecast calculation and also allows
for the selection of seasonal inﬂuences. The differences to ARIMA are in the model train-
ing and application. CSAR trains and applies the autoregression components on a set of
time series instead of an individual time series. The error terms of CSAR formulate an
alternative way of incorporating systematic forecast errors in the forecast calculation. In
contrast to ARIMA, CSAR does not involve a second modeling process for the forecast
errors but only averages the error terms to compensate systematic mispredictions.
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As for the ARIMA model, we would like to introduce an easy notation that summa-
rizes the metaparameters of CSAR:
CSAR(p, i, f)c(P, I, F )s.
The ﬁrst pair of brackets holds the non-seasonal model parameters p, i, and f which de-
scribe the number of autoregressive model components (p), the degree of differentiation
(i) and the number of error terms (f ). The footnote c behind the ﬁrst pair of brackets
represents the constant that can be included and only accepts the values true (T ) or false
(F ). The second pair of brackets shows the corresponding seasonal model components
P , I and F . The footnote s represents the seasonality of the data set.
5.2 LONG-RANGE FORECASTING WITH CSAR
In many application domains, forecasts for more than just one period into the future are
required. Therefore, in this section, we extend the model components of CSAR for long-
range forecasting. We begin with the autoregression component for which we develop
two different approaches, followed by the error terms. The integration component re-
mains unchanged. If non-seasonal or seasonal integration should be applied, the whole
data set is differentiated ﬁrst, then the predictions are calculated and integrated after-
wards. This is independent of the number of forecast values and not affected by the
adaptations of the autoregression components and error terms.
The autoregressive part of CSAR speciﬁes which cross-sections are used for the model
training and the forecast calculation. The ﬁrst long-range forecasting technique that we
present is called continuous approach. It uses already predicted values to calculate fore-
casts that are further in the future and is used by most if not all other forecast techniques.
The second technique is the distance approach which is speciﬁcally designed for the way
cross-sectional forecasting works and does not rely on already predicted values.
5.2.1 Continuous Autoregression
The continuous approach treats already calculated forecast values as if they are regular
time series values and uses them to calculate forecast values which are further in the fu-
ture. For the ﬁrst forecast value (h = 1) the CSARmodel is applied regularly as described
in the previous sections. The model is trained on historical data which are situated one
season before the target period t+ 1 and the forecast value itself is calculated on the most
recent values of the time series. For horizons greater than one (h ≥ 2), already calculated
forecast values are used for the calculation of further future values. The alignment of the
cross-sections that are used for the forecast calculation remains stable during the contin-
uous forecast approach. For growing horizons all cross-sections move forward in time
step by step to calculate more and more forecast values.
Figure 5.3 shows the calculation of the third forecast value (h = 3) for the example
data set. The cross-sections for the model training and the forecast calculation are placed
accordingly. The grey masks in the lower part of the ﬁgure, labeled with h = 1, show
the positioning of the cross-sections for the calculation of the ﬁrst forecast, as in Figure
5.1. The direct comparison shows that the alignment of (or the distance between) the
cross-sections remains the same but all cross-sections have moved two steps to the right.
Non-seasonal and seasonal model components as well as the correction terms are moved
altogether. It also shows (highlighted in red) that the forecast values from h = 1 and
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Figure 5.3: Continuous long-range autoregression.
h = 2 are used for the calculation of the third forecast. Equation 5.11 shows the cor-
responding formula for the calculation of the third forecast value with the continuous
approach. In comparison with Equation 5.7, it stands out that both non-seasonal autore-
gressive components þˆyt+2 and þˆyt+1 now consist of already calculated forecast values and
that the time indices of all incorporated cross-sections have increased by two. When the
forecast horizon is increased and the predictions move further into the future, at some
point all cross-sections that are used for themodel training and the forecast calculation
will consist of forecast values.
þˆyt+3 =c + φ1 · þˆyt+2 + φ2 · þˆyt+1 + Φ1 · þyt+3−s
+ (−Φ1φ1) · þyt+2−s + (−Φ1φ2) · þyt+2−s−1 (5.11)
Since the model represents the relation of historical to future values for one speciﬁc
period t and assumes that these relations remain stable over seasons, new model param-
eters are estimated for every forecast period to properly represent the data set’s season-
ality. This means that the ﬁfth step of the forecast process (see Section 2.1, Figure 2.2), the
Model Adaptation, has not to consider re-estimation for CSAR, since the model is newly
created in every step. So, the only sort of maintenance necessary is to change the metepa-
rameters of the CSAR model if the time series in the data set change their behavior.
A possible drawback of this approach is that once a time series cannot be predicted,
due to missing values in its historical data, this time series is missing in all subsequently
predicted cross-sections, too, if the model uses non-seasonal autoregressive components.
This happens because forecasts that are further in the future are calculated using already
predicted values. If these predictions are missing, the affected time series cannot be fore-
cast in the next period. In Figure 5.3, this behavior is shown for series y2. For h = 2, it
is not possible to calculate a forecast because the seasonal component hits a gap and the
time series value is missing. For h = 3, the missing forecast for h = 2 will deﬁnitely ham-
per the calculation of a forecast, regardless of the remaining historical data. This behavior
will continue until the end of the current forecast horizon. A detailed analysis of the ef-
fects of missing time series values and their distribution on the forecast accuracy is not
subject of this thesis but will be a part of our future research directions. Furthermore, the
use of forecast values for the calculation of further forecasts can lead to an accumulation
of forecast errors which can negatively affect the accuracy of longer forecast horizons.
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5.2.2 Distance Autoregression
In contrast to the continuous approach, the distance approach does not rely on already
calculated forecasts to predict values that are further in the future. After the calculation of
the ﬁrst forecast (h = 1), not all cross-sections which are used for the forecast calculation
are moved forward in time, instead, the alignment of the cross-sections is adapted. The
relation of historic to future values is not expressed using the immediate predecessor
data anymore. The target cross-section that should be predicted is moved forward in
time, while the cross-sections that are used for the forecast calculation stay in place. All
predictions are basically calculated using the same data, but the distance between the
historical time series values and the target cross-section is increased. Only relying on
actual reported values is a desirable property in many domains, e.g., market research,
since it makes the results easier comprehensible and to explain to customers.
The non-seasonal autoregressive model components stay in place throughout the cal-
culation of the entire forecast horizon while the target cross-section, which is inﬂuenced
by these model components, moves forward in time with the growing forecast horizon.
The seasonal model components move forward in time alongside the target cross-section
such that they still represent the seasonal predecessors of the target period. The correction
terms remain stable such that they interact with the seasonal autoregressive components
as the non-seasonal components interact with the target cross-section.
The example in Figure 5.4 shows the calculation of the third forecast value (h = 3)
with the distance approach. In opposition to Figure 5.3, the alignment of the autoregres-
sive model components differs. The comparison to the positioning of the cross-sections
for h = 1 shows non-seasonal components and the correction terms remain in their posi-
tion. The target cross-section as well as the seasonal model components moved two steps
to the right. If the forecast horizon is greater than the length of one season (h ≥ s) and
the target cross-section of the model training as well as the ﬁrst seasonal component for
the forecast calculation would move beyond the available historical data into the already
calculated forecast values, the alignment of the used cross-sections is reset and period
t + s + 1 is predicted just like t + 1. Therefore, subsequent seasons will always look the
same. Equation 5.12 shows the corresponding formula for the calculation of the third
forecast value with the distance approach. Compared to Equation 5.7, the cross-sections
that represent the non-seasonal autoregressive terms þyt and þyt−1 as well as the correction
terms þyt−s and þyt−s−1 remain in place and do not change their time indices. The seasonal
autoregressive component þyt+3−s moves two periods forward in time to represent the
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Figure 5.4: Distance long-range autoregression.
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seasonal predecessor of the requested forecast value and, therefore, properly models the
seasonal properties of the data set. Compared to the continuous approach, none of the
incorporated cross-sections consists of calculated forecast values, all data is taken from
the available historical data.
þˆyt+3 = c + φ1 · þyt + φ2 · þyt−1 + Φ1 · þyt+3−s
+ (−Φ1φ1) · þyt−s + (−Φ1φ2) · þyt−s−1 (5.12)
The distance approach does not suffer from same problem as the continuous ap-
proach, since it does not rely on previously calculated forecast values. In opposition to
the example in Figure 5.3, the distance approach can continue to forecast series y2, after
the prediction for h = 2 is missing. On the other hand, since the non-seasonal autoregres-
sive model components and the correction terms remain in a stable position, time series
that have missing values in any of these cross-sections will not be forecast throughout
the whole forecast horizon. In the example of Figure 5.4 we can observe this behavior
for series y4. There is no value for second non-seasonal autoregressive component and
since this model component will stay in place throughout the whole forecast horizon, it
is impossible to calculate forecast values for the time series.
5.2.3 Error Terms
Next to the autoregressive model parts, we also adapt the calculation of the error terms.
The non-seasonal error terms are calculated once for the most recent periods of the data
set and are used for the calculation of all forecast values in the entire forecast horizon.
Otherwise, if the error calculation was moved according to the autoregressive compo-
nents, the model would compare the accuracy of forecast values to time series values
which were calculated with the same forecast model. Since the modeling process is de-
terministic (assuming the optimizer has enough time to ﬁnd the best model parameters),
this would lead to very small error values and distort the average errors that a time series
requires to be predicted properly. Therefore, there is also no distinction in continuous and
distance approach for the error terms. Regardless of the applied approach for the autore-
gressive components, the error terms must never move into the already predicted values,
but follow a distance-like approach.
The seasonal error terms are calculated for every period in the forecast horizon indi-
vidually. This is necessary, since the seasonal error terms should represent the systemat-
ical mispredictions of individual time series in previous seasons. Furthermore, the same
model that is used for the forecast calculation is also used for the calculation of the sea-
sonal error terms, since it is assumed that the seasonal behavior of the time series is stable.
Therefore, a proper alignment of the seasonal error terms and the target cross-section has
Ø
…
forecasts
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Figure 5.5: Long-range error terms.
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to be assured. Besides that, the same applies as for non-seasonal error terms, seasonal
error terms may only be calculated in comparison to real time series values and not in
comparison to forecast values. This is especially important when the forecast horizon is
longer than one season (h ≥ s) and the seasonal error terms would move into the already
predicted values. In this case, the positioning of the seasonal error terms is reset and the
prediction of period t + s + 1 is calculated using the same error terms as period t + 1.
Figure 5.5 shows an example of the usage of error terms for the calculation of a long-
range forecast. Again, the forecast value for h = 3 is calculated and the model consists of
two non-seasonal and one seasonal error terms. In comparison to Figure 5.2(a) (page 65),
where the forecast for h = 1 is calculated, the non-seasonal error terms remain in place
and the seasonal error term moves two steps to the right. The non-seasonal error terms
may not move to the right since this would lead to a comparison of two forecast values
instead of a forecast value with a real time series value. The seasonal error term moves
two steps to the right to ensure that it properly represents the seasonality in relation to
the target period.
5.3 EVALUATION
In this section we, present the evaluation that we conduct to show that CSAR strongly
proﬁts from the adaptability to the analyzed data. It achieves a higher accuracy, while
it preserves the positive properties of cross-sectional forecasting towards the prediction
of large-scale time series data sets. The basic set-up for this evaluation is the same as
described in Section 4.2.1. In summary, we observed the following results:
• On the top aggregation level, CSAR is more accurate than all comparison techniques
and performs on a par at the base aggregation level. Furthermore, CSAR proﬁts
from its adaptability and always outperforms the basic cross-sectional forecasting
approach from Chapter 4 with varying model components (Section 5.3.1).
• The long-range forecasting extensions for CSAR also outperform all comparison
techniques on the top aggregation level and achieve at least comparable results at
the base aggregation level (Section 5.3.2).
• The integration component of CSAR can beneﬁt the forecast accuracy of some time
series of a data set. The corresponding time series have to be extracted and forecast
with a CSARmodel that includes integration. The other time series are forecast with
a model without integration. The KPSS-test that is used by auto.ARIMA to decide
if a time series requires integration is not suited to divide a data set (Section 5.3.3).
• The different model components of CSAR have varying inﬂuence on the forecast
accuracy and a more complex model with more model parameters does not neces-
sarily lead to a higher accuracy (Section 5.3.4).
• The execution time of our implementation of CSAR outperforms the comparison
techniques from the related literature by orders of magnitude from large data sets
with thousands of time series. Furthermore, the execution time scales well for the
number of model components and even complexmodels are suited to calculate fore-
casts in reasonable time (Section 5.3.5).
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5.3.1 One-step Ahead Forecast Accuracy
In the ﬁrst experiment, we evaluate the one step ahead forecast accuracy of CSAR on
the top and base aggregation level of every data set. Basically, this is the same experi-
ment as in Section 4.2.2. Though, here we do not compare the basic modeling concepts
but the models with their full modeling power. As comparison methods, we use the
ARIMA model as implemented in the auto.arima() function of the forecast package of
R [HK08], Exponential Smoothing (ETS) as implemented in the ets() function also of the
forecast package, and the cross-sectional forecasting (CS) as introduced in Chapter 4. For
ARIMA and ETS, we again ﬁlled the missing values of all data sets with zero values to
enable their application. CS is represented by a CSAR model with only one non-seasonal
autoregressive component and the constant part CSAR(1,0,0)T (0,0,0)s. Additionally, we
again include the naïve forecast. Each data set is divided into a training and an evalua-
tion part and we apply a rolling forecast, where we create a new model for every period
t in the evaluation part of every data set to calculate the forecasts.
ARIMA and ETS are always applied at the same aggregation level the data is eval-
uated on. CS and CSAR are applied on the base aggregation level and the forecasts
are aggregated afterwards to obtain forecasts for the top aggregation level. The opti-
mal metaparameters for CSAR, i.e., number of seasonal and non-seasonal autoregressive
components and error terms as well as the degree of integration, are optimized manu-
ally, thus, we evaluate the optimal performance of CSAR. The model parameters, i.e., the
weights of the autoregressive model components and the constant c, were optimized us-
ing the optim()-function of R. This is a general purpose optimizer and can be used for
all kinds of optimization problems. Please note, since the time series of the Sales data set
Naive ARIMA ETS CS CSAR
0
10
20
30
40
SA
PE
(a) Energy - Top Level
Naive ARIMA ETS CS CSAR
0
2
4
6
8
10
SA
PE
(b) Payment - Top Level
Naive ARIMA ETS CS CSAR
0
5
10
15
20
25
30
SA
PE
(c) Sales - Top Level
Naive ARIMA ETS CS CSAR
0
20
40
60
80
10
0
12
0
SA
PE
(d) Energy - Base Level
Naive ARIMA ETS CS CSAR
0
10
20
30
40
50
60
70
SA
PE
(e) Payment - Base Level
Naive ARIMA ETS CS CSAR
0
20
40
60
80
10
0
12
0
SA
PE
(f) Sales - Base Level
Figure 5.6: One-step ahead forecast error.
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are very short, this data set does not allow the creation of very complex models because
more complex models require a longer history of training data.
The results of this experiment are shown in Figure 5.6. Each diagram presents the
forecast errors for one data set and aggregation level. The ﬁrst three diagrams (Figures
5.6(a) - 5.6(c)) show the results on the top aggregation level. CSAR (rightmost box) per-
forms best on all three data sets. For the Payment data set, all approaches perform very
well since the number of overall payments does not ﬂuctuate very strong on a daily basis.
For the Energy and Sales data sets, the naïve forecast performs signiﬁcantly worse since
there is a strong seasonality which this approach can not model. Cross-sectional fore-
casting already outperforms ARIMA and ETS on Energy and Payment. The adaptability
of ARIMA and ETS leads to signiﬁcantly better results compared to the basic concepts
which were evaluated in Section 4.2.2. For example for the Energy data set, all compari-
son techniques performed like the naïve forecast around 30% SMAPE. Here, the accuracy
is signiﬁcantly higher. The same holds for CSAR, it achieves a higher accuracy than the
basic form of cross-sectional forecasting for all three data sets.
The results for the base aggregation level are shown in the Figures 5.6(d) - 5.6(f).
Again, the forecast errors are higher than on the top aggregation level, since individual
time series on a ﬁne granularity are much harder to predict. The results show, as on the
top aggregation level, that the adaptability of CSAR leads to more accurate forecasts than
CS and ARIMA achieve. Therefore, the combination of cross-sectional forecasting with
the basic concepts of ARIMA lead to a model that is more accurate than both parental
techniques. The forecast errors of CSAR are the overall best for the Energy data and on
par with the best comparison method for the Sales data set. For Payment, ETS is the most
accurate technique followed closely by ARIMA and CSAR. In general, Energy and Pay-
ment still have some predictable properties on the base aggregation level which ARIMA,
ETS, and CSAR are capable of modeling. Thus, they outperform the naïve forecast and
CS. For the Sales data set, the individual time series are extremely noisy. Therefore, all
models perform worse than the naïve forecast and only CSAR and ETS can keep up. The
optimal CSAR model for this data set resembles the naïve forecast as it only uses one
non-seasonal autoregressive component.
Table 5.1 shows the metaparameters of the best CSAR model for every data set and
aggregation level. The columns AR and SAR show the numbers of non-seasonal and sea-
sonal autoregressive model components, ER and SER show the number of non-seasonal
and seasonal error terms. For different data sets with their unique properties, different
model components have to be used in order to achieve the optimal forecast result. Fur-
thermore, even for the same data set on top and base aggregation level the optimal model
components can differ signiﬁcantly and there is no general pattern which components
lead to the most accurate forecast.
Please note, for none of the data sets in our evaluation a preceding differentiation of
the time series leads to systematic improvement of the forecast accuracy. This happens
Table 5.1: Optimal CSAR models one-step ahead forecast.
AR SAR ER SER const c
Energy Top 0 0 2 1 TRUE
Payment Top 1 0 0 1 TRUE
Sales Top 2 0 0 1 TRUE
Energy Base 4 0 0 0 FALSE
Payment Base 0 1 1 10 TRUE
Sales Base 1 0 0 0 FALSE
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because trend and seasonality characteristics are not equally strong represented in all
time series of each data set. Thus, some time series proﬁt from differentiation and others
do not, but there is no overall improvement. Apart from that, all othermodel components
are used in any of the optimal models of this experiment and, therefore, are meaningful
parts of the CSAR model.
5.3.2 Long-range Forecast Accuracy
In the second experiment on the forecast accuracy, we evaluate the long-range forecasting
approaches. We used the same set-up as in the previous experiment, with the difference
that we now predict the whole evaluation part of each data set as a long-range forecast.
This means that the training data is ﬁxed at the beginning of the experiment and that
all periods of the evaluation part are forecast only based on these training data. For the
Energy data set there is a forecast horizon h = 28 (two weeks and 4 values per day), for
the Payment data h = 14 (two weeks in daily granularity), and for the Sales data set we
use the last six values h = 6. For the naïve forecast, this means that all periods of the
evaluation part are forecast with the values of the last period of the training part. For
the basic cross-sectional forecasting model, we use the continuous approach of a CSAR
model with one non-seasonal component and constant. The results of this experiment
are presented in Figure 5.7 in the form of Box-Whisker-Plots which represent the SAPE
forecast errors of every compared forecast technique on each data set and aggregation
level.
The results in the Figures 5.7(a) - 5.7(c) show the forecast accuracy on the top aggre-
gation level. Compared to the results in Figure 5.6, the overall slightly higher forecast
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Table 5.2: Optimal CSAR Models long-range forecast.
AR SAR ER SER const c
Energy
Top
cont 3 4 0 0 TRUE
dist 1 1 0 0 FLASE
Payment
Top
cont 0 0 0 1 FALSE
dist 0 0 0 0 TRUE
Sales
Top
cont 0 0 1 1 TRUE
dist 0 0 1 1 TRUE
Energy
Base
cont 0 0 0 4 FALSE
dist 0 1 0 0 FALSE
Payment
Base
cont 0 0 0 1 TRUE
dist 0 0 0 1 TRUE
Sales
Base
cont 0 0 1 0 TRUE
dist 1 0 0 0 FALSE
errors show that longer horizons are harder to forecast due to the uncertainty of possible
changes in the time series. For all three data sets, both long-range forecasting approaches
of CSAR outperform all comparison techniques. For Payment and Sales, the continuous
(CSAR cont) and the distance approach (CSAR dist) perform equally well. For the Energy
data set, continuous performs slightly better than distance. As the model conﬁgurations
in Table 5.2 will show, the best continuous and distance models for this data set differ.
They both only consist of autoregressive components, but the continuous model is much
more complex as it uses more of these components. Together with the way the continu-
ous approach works this just seems to ﬁt the Energy data set better. A detailed analysis
of the results has not shown any systematic shortcomings of the distance approach.
At the base aggregation level (Figures 5.7(d) - 5.7(f)), the overall forecast errors, again,
are higher than on the top aggregation level. For all three data sets, the distance and the
continuous approach achieve similar results and even outperform all comparison tech-
niques for Energy and Payment, closely followed by ETS. For the Sales data set the two
CSAR approaches use different model components. The continuous appraoches uses
only one error term while the distance approach uses one autoregressive component,
though, they still achieve a quite similar accuracy. The naïve forecast, again, performs
best for Sales since the data set is very noisy and all modeling approaches try to repre-
sent systematic behavior that is not present. For the Energy data set, the used model
components signiﬁcantly differ. The continuous approach uses two seasonal error terms
and the constant while the distance approach uses one seasonal autoregressive compo-
nent and no constant. This shows that models with different model components can
achieve a very similar forecast accuracy. Most importantly, the results of this experiment
show again that CSAR with its adaptability achieves a signiﬁcantly higher accuracy than
the basic cross-sectional forecasting approach.
Table 5.2 shows the metaparameters of the optimal CSAR models for every data set
and aggregation level. Again, all model components are used in some of the optimal
models, and therefore, are meaningful components of CSAR. In most cases, for the con-
tinuous and the distance approach, different components lead to the best result. Further-
more, the results support the ﬁnding that different data sets with their unique properties
require an adaptation of the model and that there are no straight forward patterns that
show the way to the optimal model conﬁguration.
Looking at the results of the ﬁrst two experiments, CSAR achieves accurate forecasts
for all data sets without requiring manual preparation of the data or any missing value
treatment, although, all data sets have different characteristics, especially their levels of
sparsity. Thus, of all compared techniques, CSAR is suited best to derive accurate fore-
casts for noisy and incomplete data sets and still satisﬁes the requirements R2 and R3.
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5.3.3 Inﬂuence of the Integration Component
In this experiment, we further evaluate the inﬂuence of the integration component on the
forecast accuracy of CSAR. With the same set-up as in the previous experiments, we use
CSAR to calculate long-range forecasts with the continuous approach for the Energy data
set on the base aggregation level and compare the results of the best CSAR models with
and without integration component. Furthermore, we want to evaluate if it is beneﬁcial
for the accuracy to apply the model with the integration component only for those time
series that require integration. We divide the data set into two partitions. One partition
contains all time that require the integration component in order to be forecast with high
accuracy. The other partition contains all time series that do not require the integration
component. We apply two different approaches to determine the partitioning. First, we
apply an optimal partitioning where all time series that are forecast more accurate with
integration are assigned to the model that includes the integration component. The other
time series are forecast without integration. In doing so, we evaluate the potential of
integration for this data set. Second, we use the KPSS test for trend characteristics that
auto.ARIMA uses to decide whether a time series requires integration or not (ref. Section
3.5, page 37). The results of this experiment are presented in Figure 5.8. The y-axis shows
the SAPE forecast error and on the x-axis, there is one box for each integration approach.
The leftmost box represents CSARwithout integration. The second box shows the results
of the CSAR model that uses integration for all time series. The third box represents the
optimal partitioning and the fourth box represents the assignment of the KPSS test.
First of all, the results show that the Energy data set in general does not proﬁt from
using the integration component of CSAR. The model without integration achieves a
signiﬁcantly higher accuracy than the model with integration. In the entire data set,
only 122 of the 6,433 time series proﬁt from integration and are forecast more accurate
than without. Because of the low number of time series that beneﬁt from integration,
the optimal partitioning only achieves a marginal improvement of 0.9% over the model
without integration. However, the most important ﬁnding of this experiment is that the
KPSS test does not perform well for CSAR. In contrast to the optimal partitioning, KPSS
assigns over 5,700 time series to the model with integration. In comparison to the model
without integration this leads to a signiﬁcantly higher forecast error. Most probably, this
is the case be cause the KPSS test uses the whole time series to determine if there is a trend
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Figure 5.8: Forecast error for different integration approaches.
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or not. While this is a sound approach or the ARIMA model, because ARIMA also uses
the entire time series for the model estimation, this seems not to be a valid approach for
CSAR that only uses a small fraction of the available history of the time series. Thus, to
decide which time series of a data set require integration, another kind of test is required.
So, until a more reliable test is available, we always instantiate CSAR without the use of
the integration component.
5.3.4 Model Complexity
In this experiment, we evaluate the inﬂuence of the model complexity, i.e., the number of
autoregressivemodel components and error terms, on the accuracy of the forecast results.
Using the set-up from the ﬁrst experiment, we calculate one-step ahead forecasts for the
Energy data set at top and base aggregation level and stepwise increase the number of
model components. The results of the experiment are shown in Figure 5.9. The x-axis
shows the model complexity by the number of seasonal,non-seasonal parameters. We start
with a model without any model components followed by an increasing number of non-
seasonal (0,1; . . . ; 0,4) and ﬁnally seasonal autoregressive components or error terms. The
y-axis, again, denotes the SAPE forecast error.
The results show that the model complexity has a signiﬁcant inﬂuence on the forecast
accuracy, but a higher complexity does not necessarily lead to more accurate forecast re-
sults. On the top aggregation level, the autoregressive model components (Figure 5.9(a))
even tend to increase the forecast error with a higher model complexity. For the autore-
gressive model components (Figures 5.9(a) and 5.9(b)), the forecast error even increases
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Figure 5.9: Forecast error for increasing model complexities.
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with a higher model complexity on the top aggregation level. On the base level, more au-
toregressive model components lead to an increased accuracy but stagnate around 45%
SAPE. Thus, a further increase in model complexity would only increase the execution
time of the forecast calculation, as we will show in Section 5.3.5, but not the forecast ac-
curacy. For the error terms (Figures 5.9(c) and 5.9(d)), the results are slightly different.
On the top aggregation level, there are signiﬁcant ﬂuctuations in the forecast accuracy
when more error terms are added to the model. There are local optima for models that
contain two non-seasonal error terms and none or one seasonal error term. More non-
seasonal error terms lead to an increased forecast error, as well as seasonal error terms
do. On the other hand, on the base aggregation level, the most accurate models contain
only seasonal error terms and decrease in accuracy when non-seasonal error terms are
added.
The results show that there is no systematic pattern that leads to the highest accuracy.
Thus, ﬁnding the optimal CSAR model for a data set is no trivial task, since there are no
general rules that can be applied. However, the different model components and their
combinations show a systematic behavior that is unique for each data set. Appendix
B gives more detailed description of this systematic behavior that is exploited later on
during the model search in Chapter 6. The next experiment will show, that this model
search can easily afford the creation of several models to test their accuracy.
5.3.5 Execution Time
In the last experiment, we evaluate the execution time of CSAR to show that the increased
complexity of the model does not limit its ability to forecast large-scale data sets in rea-
sonable time. Using the set-up of the previous experiments, we calculate forecasts for
the base aggregation level of the Energy data set and measure the execution time for the
forecast calculation while varying the model complexity and the forecast horizon. In the
ﬁrst part of the experiment, we evaluate the inﬂuence of the number of autoregressive
model components for both, the continuous and the distance approach. We start with
only one non-seasonal or seasonal component and stepwise increase the model complex-
ity by adding more autoregressive components. For each model complexity, we calculate
growing forecast horizons starting with h = 1 and double the horizon until h = 8. We ex-
ecute the whole experiment twenty times and use the average of all passes as the result.
The execution time results are presented in Table 5.3. The ﬁrst column shows the fore-
cast horizon, the next block of six columns shows the results for the continuous approach
named with the notation of the previous experiment, the third block represents the ex-
ecution times of the distance approach, and for comparison, the last column contains
the results of the ARIMA model. For the continuous approach, we start with a model
without any model components (column two, 0,0) to show the base execution time. This
contains everything that is necessary for the initialization of the model like ﬁltering the
Table 5.3: Execution Times of Autoregressive Model Components.
Horizon
h
CSAR cont CSAR dist
ARIMA
0,0 0,1 1,0 0,2 1,1 2,2 0,1 1,0 0,2 1,1 2,2
1 0.3s 0.4s 0.4s 0.6s 0.7s 3.0s 0.4s 0.4s 0.5s 0.6s 2.7s 2h20min
2 0.3s 0.5s 0.5s 0.8s 1.1s 5.4s 0.5s 0.5s 0.8s 1.0s 5.2s 2h20min
4 0.5s 0.7s 0.7s 1.4s 1.9s 10.4s 0.7s 0.7s 1.4s 1.9s 11.9s 2h20min
8 0.7s 1.2s 1.2s 2.7s 3.5s 21.6s 1.2s 1.2s 2.5s 3.6s 23.5s 2h20min
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input data, i.e., discard all data that is too old and not used during the model training,
and returning the forecast results. This time is contained in all other execution times of
this experiment and equal for the continuous and the distance approach. Deviations for
more complex models are caused by the optimization of the model parameters and the
calculation of the forecast values.
Beyond that, comparing the same model complexities for continuous and distance,
there is no signiﬁcant difference between the two approaches, even for long forecast hori-
zons. They access roughly the same amount of data and have to optimize the same num-
ber of model parameters. Hence, I/O cost and computation times are very close to each
other. The small deviations can be explained by different execution times for the opti-
mization step during the model estimation. The same reasons cause non-seasonal and
seasonal model components to have very similar execution times (see columns 0,1 and
1,0 for both approaches). The addition of more model parameters increases the execu-
tion time in two ways: More data for model estimation and forecast calculation has to be
accessed and the optimization process of the model parameters takes longer when more
parameters are involved. The combination of seasonal and non-seasonal components
further increases the execution time since the correction terms have to be taken into ac-
count (ref. Section 5.1.2). A further increase of the number of seasonal and non-seasonal
model components leads to a higher execution time with super linear growth. This is
caused, again, by the correction terms and the model optimization. The number of cor-
rection terms grows in a multiplicative manner, since there are as many correction terms
for every seasonal component as there are non-seasonal components and the parameter
optimization requires more time for models with a higher number of parameters.
A longer forecast horizon also leads to an increase in the execution time. This is
mainly caused by the re-estimation of the model parameters for each forecast period.
The ﬁrst increase from h = 1 to h = 2 does not double the overall execution time since
data preparation and result provision are only performed once. Hence, the execution
time is only increased by the difference to the model without any model components.
All subsequent increases of the forecast horizon lead to a linear increase of the overall
execution time.
The last column shows the results of ARIMA. Note, the execution times of the ARIMA
model were not measured using the auto.arima() function which includes the search
for the optimal metaparameters. This would lead to execution times which are multiple
times higher than the pure model estimation and forecast calculation. Instead, we only
used auto.arima() to ﬁnd the optimal metaparameter of ARIMA and then evaluated
the execution of R’s arima() function to create a model and calculate the requested fore-
cast horizon for each time series. In doing so, we excluded the search for the optimal
metaparameters but were able to evaluate the optimal model for every time series. Since
ARIMA does not re-estimate the model parameters for each period in the foreacst hori-
zon, the execution times are nearly constant. The actual increase is in subsecond range
and negligible, especially regarding the very high overall execution time. Compared to
the ARIMA model CSAR has a signiﬁcantly lower execution time which is the result of
the creation of only one model for the entire data set instead of modeling each time series
individually. For extremely long forecast horizons, the execution time of CSARmight ap-
proach the execution time of ARIMA, because CSAR re-estimates the model parameters
for each period. However, in this experiment it would require a forecast horizon of more
than 3290 forecast values which equals more than 822 days for the Energy data set, which
is an unusual task for data on such a ﬁne time granularity. Furthermore, for the Energy
data set on its original 30min granularity ARIMA is even not able to provide forecasts in
time since the execution time exceeds the monitoring granularity multiple times.
In the second part of this experiment, we evaluate the inﬂuence of the error terms on
the execution time of CSAR. We use the same set-up as in the ﬁrst part of the experiment,
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Table 5.4: Execution Times of Error Terms.
Horizon
h
ER - CSAR
0,0 0,1 1,0 0,2 2,0 1,1 2,2
1 0.3s 0.4s 0.4s 0.5s 0.4s 0.4s 0.6s
2 0.3s 0.4s 0.5s 0.5s 0.6s 0.6s 0.8s
4 0.5s 0.6s 0.7s 0.7s 0.9s 0.8s 1.1s
8 0.7s 0.8s 1.2s 0.9s 1.7s 1.3s 1.8s
but instead increase the number of error terms. Since there is no difference in the error
terms of the continuous and the distance approach we do not distinguish them here.
The results of this part of the experiment are shown in Table 5.4. The ﬁrst thing to
notice is that increased model complexity and forecast horizon do not lead to an equally
high increase of the execution time as for the autoregressive model components. The
reason for this behavior is that there is no parameter optimization if the model entirely
consists of error terms. The model represents the deviation of each individual time series
from the average of all time series in the selected cross-sections (see Section 5.1.3). Fur-
thermore, we notice a slightly but systematically higher execution time for the seasonal
error terms. Non-seasonal error terms are only calculated once and used for all predicted
periods in the forecast horizon. Therefore, there is a constant deviation of 0.1s from the
model without any components from the model with only one non-seasonal error term
(see columns 0,0 and 0,1). In contrast, the seasonal error terms are recalculated in every
period. Hence, the execution times for h = 1 are very similar and with an increasing fore-
cast horizon the deviation between the seasonal and non-seasonal error terms increases.
Unlike the autoregressive model components, the combination of error terms does not
lead to a super linear increase of the execution time, since, there is no multiplicative
growth of the number of model components.
5.4 CONCLUSION
In this chapter, we introduced CSAR, the cross-sectional autoregression model. CSAR
extends the modeling concept of cross-sectional forecasting with the goal of creating a
forecast model that is adaptable to the various characteristics that data sets of different
domains can show. CSAR still delivers accurate forecast results for all evaluated data
sets and outperforms comparison models that also offer high adaptability to the ana-
lyzed data. In all cases in our experiments, the adaptability of CSAR leads to a higher
accuracy than for the basic cross-sectional forecasting approach. Therefore, CSAR still
fulﬁlls the Requirements R2 and R3, since it is capable of calculating accurate forecasts
for incomplete and noisy data sets without a preceding data preparation. CSAR also still
meets the Requirement R1. Although, the higher adaptability leads to higher execution
times, these are still signiﬁcantly lower than for, e.g., ARIMA. Furthermore, the evalua-
tion has shown that each of the data sets required a different set of model components
to achieve the optimal accuracy. CSAR is a model based on cross-sectional forecasting
that is adaptable to individual characteristics of each data set and, hence, satisﬁes the
Requirement R4. Therefore, CSAR is a forecast technique that fulﬁlls all the requirements
on the prediction of large-scale time series data sets.
As mentioned during the introduction of the requirements, the high adaptability is of
even greater value, if there is assistance for the user to ﬁnd the optimal metaparameters
for a speciﬁc data set. In the next chapter, we present an approach that automatically
conﬁgures the metaparameter of CSAR to ﬁt any given data set and forecasting task.
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6
AUTOMATIC APPLICATION ADVISER -
AUTO.CSAR
The results of the previous chapter show that each data set, aggregation level, and fore-
cast horizon requires different model components in order to achieve accurate forecast
results. In this chapter, we introduce auto.CSAR, an automatic approach to choose the
optimal metaparameters for CSAR. This will help users to properly conﬁgure CSAR for
their particular data sets and forecast tasks. auto.CSAR is a testing approach that creates
a number of CSAR models and evaluates their accuracy on a part of the available history
of a data set. In Section 6.1, we show how different CSAR models are evaluated and
compared in order to choose the best model for the current forecast task. In Section 6.2,
we introduce the structured search of auto.CSAR that is based on the same principles as
auto.ARIMA. It helps to choose the right models for the comparison and saves a lot of
time since it does not compare all possible models. Finally, in Section 6.3, we evaluate ac-
curacy and execution time of auto.CSAR to show that the overhead added by the search
is acceptable and the forecast results are still accurate. We close this chapter with a short
summary in Section 6.4.
6.1 COMPARISON OF MODEL CONFIGURATIONS
In order to ﬁnd the optimal CSAR model for a data set, we train a number of models
and compare their accuracy on a part of the available historical data. For us, this test
based approach is the most promising and convenient way since the experiments on the
model complexity in Section 5.3.4 have shown that there is no general pattern that leads
to accurate forecast results on all data sets. Therefore, for each forecast task a different
model will lead to optimal results. In order to realize such an approach, we have to
decide which data we will use for the evaluation of the models and how to compare
their accuracy. The results of the experiments in the Sections 5.3.1 and 5.3.2 show that
the length of the forecast horizon has a signiﬁcant inﬂuence on the model parameters
that lead to the optimal result. Therefore, we decide to focus on the forecast horizon to
select the data for the model comparison. Another relevant measure that could be used
to evaluate the models is the seasonality of the data set. Though, this would always lead
to the same optimal model and not allow different metaparameters for different forecast
horizons. Therefore, we see the forecast horizon as the more important measure to decide
which is the optimal CSAR model for the current forecast task.
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Figure 6.1: Last ﬁve two-week-horizons of the Payment data set in superposition.
Based on this decision, we further analyzed the data sets that we used for the evalua-
tion in the previous chapters. Figure 6.1 shows a plot of the last ﬁve two-week-horizons
of the Payment data set. For this data set, we used a forecast horizon of two weeks
(h = 14) in the evaluation sections of the previous chapters. Therefore, we organize the
data in the plot in ﬁve chunks that consist of two consecutive weeks to which we will
from now on refer to as a horizon. All ﬁve horizons are plotted in superposition into the
same diagram, so we can easily compare them. The numbers on the right side label each
horizon. Horizon 5 is the most current one and horizon 1 the oldest. The x-axis of the
diagram starts with a Sunday. Time series from this data set always peak on the week-
ends. So, there is a peak at the ﬁrst value, in the middle, and at the end of each horizon.
The peaks usually stretch from Friday to Sunday. As the diagram shows, all horizons
behave slightly different. At the ﬁrst day, the values signiﬁcantly vary. Horizons 3 and 4
are very low while horizon 5 is very high. In general, the ﬁrst week of horizon 4 shows
much lower values than all other horizons. Horizon 3 also starts low, but then normalizes
after one week. In the middle, horizon 5 differs form the others, as it peaks at Sunday. In
the the second week, horizon 2 peaks in the middle of the week and horizon 3 peaks at
Friday. All other horizons peak as usual at Saturday.
Based on the deviations in their general behavior, each of these ﬁve horizons requires
a CSARmodel with different model components to achieve the optimal forecast accuracy.
For the comparison of forecast models, this means that it is not sufﬁcient to look at only
one (most probably the last) horizon of a data set to ﬁnd the optimal model for the current
forecast task. This could easily lead to overﬁtting of the CSAR model to one speciﬁc
horizon and to high forecast errors when the model is applied. So, a better approach is
to use several horizons for the model comparison and to ﬁnd a model that performs well
on all of them. Therefore, CSAR will incorporate the results of several test horizons and
choose the model that performs best on all horizons. In doing so, auto.CSAR might not
reach the highest possible accuracy for a speciﬁc horizon, but will return a model that
achieves accurate results in most case.
The example in Figure 6.2 shows how auto.CSAR evaluates a CSAR model. Figure
6.2(a) speciﬁes the layout of the test data of auto.CSAR. It shows the top aggregate of the
Payment data set. The x-axis marks the beginnings of the seasons and the y-axis shows
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Figure 6.2: Test of model conﬁgurations in auto.CSAR.
the domain in which the time series values are measured. The rightmost two weeks
are used as the evaluation part as in the previous experiments. This two week horizon
is not known to auto.CSAR at all. As the forecast horizon is two weeks long, the two
weeks preceding the evaluation horizon are the ﬁrst test set (Test 1) which is used for the
evaluation of the tested CSAR models. All data before Test 1 can be used for the training
of the tested models. To prevent overﬁtting to a speciﬁc horizon during the model search,
at least two test sets are used. The second test set (Test 2) is situated directly before Test 1
and all data preceding Test 2 can be used for the training of the models evaluated on Test
2. Additional test sets can be deﬁned with the same pattern and would reach further into
the past. The test sets always align ﬂush with each other and do not overlap.
Figure 6.2(b) shows the result of a model search with two test sets. The x-axis shows
the SMAPE forecast error of each model on the ﬁrst test set. The y-axis shows the SMAPE
on the second test set. Each small circle (◦) represents one CSAR model with a different
combination of model parameters. Now, we compare all tested models by measuring
their distance to the perfect forecast (where all errors are zero) using the euclidean dis-
tance. We use this distance measure because it can combine several dimensions into a
scalar metric which makes the comparison straightforward. Furthermore, by squaring
the errors of each test set, models that have a high forecast error on one test set receive a
higher penalty. In doing so, models that achieve a very high accuracy on one test set but
perform bad on another one are less likely to be chosen by auto.CSAR. This makes our
approach robust to outliers and serves the goal to ﬁnd a model that generally works well
for the current forecast task and not only occasionally. Equation 6.1 shows how the error
for one speciﬁc modelm is calculated.
error(m) =
√√√√ntest∑
i=1
SMAPE(m,hi)2 (6.1)
The parameter ntest denotes the number of test sets, in the example in Figure 6.2
ntest = 2. SMAPE(m,hi) is the SMAPE forecast error of the model m on the i
th test set
hi. To calculate the euclidean distance, the errors of all test sets are squared, summed up,
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and ﬁnally the square root is extracted. The model with lowest error is the overall best
model on all test sets and will be chosen for the current forecast task.
We also experimentedwith an dynamic approachwhere themodel components change
in every period of the forecast horizon. Theoretically, such a ﬁne-grained adaptation
could lead to a higher accuracy since every time the optimal model is applied. How-
ever, it was not possible for us to improve the forecast accuracy since we did not ﬁnd a
heuristic that allows such a ﬁne grained decision on historical data.
Now, that there is a way to assess the accuracy of different forecast models to decide
whether they ﬁt the current forecast task or not, it is necessary to choose the models that
are actually compared. The complete search that compares all models within a certain
range of model components is not feasible. For example, setting the parameters pmax,
fmax, Pmax, and Fmax which specify the maximum values for each metaparameter of
CSAR to four would results in a complete set of 1250 models. There are ﬁve different
values for p that would have to be tested (0 ≤ p ≤ 4), and the same for f , P , and F .
With two different values for the constant (TRUE and FALSE) this multiplies to this large
number of CSAR models that would have to be evaluated. Even with an evaluation time
of only seconds per model this would lead to an execution time of several hours, which
is not acceptable in most application scenarios. Therefore, in the next section, we will
introduce a structured search that builds up on the model comparison from this section.
6.2 STRUCTURED SEARCH FOR THE BEST CSAR MODEL
The evaluation results in Section 5.3.4 have shown that there is no general pattern that
leads to accurate forecast results. Though, there are patterns which are speciﬁc for each
data sets and aggregation level. For example, on the base aggregation level of the Energy
data, we have seen that the use of seasonal error terms leads to a systematically higher
forecast accuracy for this data set (ref. Appendix B). This is a property that we can use
during the search for the optimal CSAR model. In this section, we introduce a structured
search approach, that auto.CSAR uses to explore the space of possible CSAR models.
Since the individual components of the CSAR model are related to those of ARIMA,
we orientate ourselves on auto.ARIMA for the implementation of the structured search.
Algorithm 6.1 shows auto.CSAR as a pseudocode representation.
The algorithm starts by determining the initial values for the constant c of the CSAR
model (Lines 1 - 4) based on whether there is integration or not. The constant c still repre-
sents a kind of an expectation value for the data set. As the examples on the integration of
the ARIMAmodel show, integration reduces the expectation value of the individual time
series, which weakens the importance of the constant c. Although, we have not yet found
cases where a systematic improvement of the forecast accuracy is achieved by the use of
integration, we use it to determine the initial values for c. If the model uses integration,
no constant term is used, otherwise, the constant is included. The tests for integration
are not part of auto.CSAR itself. Like for auto.ARIMA, they will be conducted before the
actual model search and the results are the only inputs to auto.CSAR.
Now, the actual structured model search begins. It consists of two steps. In the
ﬁrst step, four basic models are evaluated and compared to determine which kind of
model component suits the data set best (Line 5-9). The four basic models each consist
of only one of every model components. The ﬁrst model m1 has only one non-seasonal
autoregressive model component, m2 has one non-seasonal error term, m3 consist of one
seasonal autoregressive component, and m4 of one seasonal error term. In Line 9, the
function chooseBest() is used to determine which of the compared models achieves the
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Algorithm 6.1: auto.CSAR
Input : i, I /* test for diff. before auto.CSAR */
Output:mbest /* the best model */
1 if (i ∨ I) == TRUE then /* only use c if data is not differentiated */
2 c← FALSE
3 else
4 c← TRUE
/* Step 1: test initial models */
5 m1← CSAR(1, i, 0)c(0, I, 0)s
6 m2← CSAR(0, i, 1)c(0, I, 0)s
7 m3← CSAR(0, i, 0)c(1, I, 0)s
8 m4← CSAR(0, i, 0)c(0, I, 1)s
9 mbest ← chooseBest (m1,m2,m3,m4)
/* Step 2: evaluate variations of mbest */
10 repeat
11 mold ←mbest
12 mbest ← chooseBest (mbest, vary each of p,f ,P ,F of mold by ± 1)
13 mbest ← chooseBest (mbest, vary p and f of mold by ± 1)
14 mbest ← chooseBest (mbest, vary P and F of mold by ± 1)
15 mbest ← chooseBest (mbest, switch c of mold)
16 until mold==mbest
17 returnmbest
18 Function chooseBest
Input :m1,m2,. . . ,mn /* a list of models to evaluate */
Output:mbest /* the best of the input models */
19 mbest ←m1
20 for m in m2,. . . , mn do
21 if error(m) < error(mbest) then
22 mbest ←m
23 returnmbest
highest accuracy on the test data. Starting with models that only consist of one compo-
nent has another advantage: If a data set requires a CSAR model with few components
we do not test the very complex models which consist of many model components and
are very time consuming to create and evaluate.
The second step uses the best model from the ﬁrst step and searches for better models
in its direct neighborhood. The result from Step 1 is stored in mold. Then, auto.CSAR
begins by varying each component of mold by ±1 (Line 12). This means that each meta-
parameter of CSAR, p, f , P , and F , is altered individually, which leads to the potential
evaluation of eight different models. The search space is limited by a lower and an up-
per bound for each metaparameter. The lower bound is zero, as model components may
not become negative. The upper bound can be conﬁgured by the user with the variables
pmax, fmax, Pmax, and Fmax. These mark the highest values for each metaparameter of
CSAR that are considered during the search. For the sake of simplicity, the boundary test
is not included in Algorithm 6.1, but would be performed as the ﬁrst step in the func-
tion choosebest(). In auto.ARIMA, there are also upper bounds like these which are by
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default set to ﬁve if not speciﬁed otherwise by the user. For auto.CSAR, we set these up-
per limits to four, since we did not yet ﬁnd data sets that require more complex models.
If any model component exceeds the lower or the upper bound during the search, the
model is not evaluated at all. Afterwards, in Line 13 the amount of non-seasonal model
components of mold is varied by ±1. In Line 14 the seasonal model components are var-
ied by ±1. In doing so, auto.CSAR evaluates if the data is dominated by non-seasonal or
seasonal behavior. Finally, the constant of the model is alternated (Line 15). All together,
the second step of auto.CSAR compares up to 13 variations of the currently best model.
If during an iteration of Step 2 a better model than mold is found, Step 2 starts again with
the best model of the previous iteration. To optimize the execution of auto.CSAR, one
model is evaluated only once and the result is saved. If the result of a model is already
available the model is not evaluated again during the current run of auto.CSAR. Finally,
after the iteration of Step 2 stops, the best model that was found is returned (Line 17).
The function chooseBest() takes a set of models as input and returns the best model
from this set (Lines 18 - 23). The function iterates over all input models and saves the best
one in the variable mbest. In Line 21 the error of Equation 6.1 from the previous section is
applied to compare the accuracy of the models on the speciﬁed test sets.
In general, auto.CASR is closely related to auto.ARIMA. There are only two main dif-
ferences: First, auto.CSAR compares different base models in Step 1. While auto.ARIMA
compares models of different complexities and the inﬂuence of autoregression and mov-
ing averages in general, auto.CSAR evaluates the four basic components of CSAR. We
have found that this leads to a more reliable search result than using the same set-up as
auto.ARIMA. Second, since there is not yet a maximum likelihood estimator for CSAR
available, auto.CSAR uses the SMAPE forecast error on predeﬁned test sets instead of the
Akaike Information Criterion. This also means that auto.CSAR always returns the most
accurate model and does not prefer the less complex model in cases where the forecast
accuracies are very close.
6.3 EVALUATION
In this section, we present the experiments that we executed to show that auto.CSAR
is suited to ﬁnd a CSAR model that ﬁts a given data set and forecast task. Again, we
evaluated the forecast accuracy and the execution time. We observe the following results:
• The models chosen by auto.CSAR achieve a high accuracy on all data sets and are
still as accurate as auto.ARIMA or even more accurate. In most cases, the struc-
tured search of auto.CSAR ﬁnds the best possible model that the comparison heuris-
tic allows. The global optimal CSAR model as used in Chapter 5 can hardly be
found using historical data. Speciﬁc evaluation data requires very speciﬁc mod-
els, auto.CSAR on the other hand searches for models which work well on several
test sets. This means auto.CSAR is not as accurate as CSAR theoretically can be,
although the results are still very accurate (Section 6.3.1).
• The number of test sets that auto.CSAR uses can have a signiﬁcant inﬂuence on
the forecast accuracy. In most cases, using only one test set is not enough since
auto.CSAR overﬁts the metaparameter to that given test set which results in less
accurate forecasts on the evaluation data. The usage of more test sets helps to over-
come the issue of overﬁtting because the metaparameter are trained to ﬁt several
samples of the data set. Using an even higher number of test sets has no negative
inﬂuences on the forecast accuracy (Section 6.3.2).
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• The execution time of auto.CSAR is signiﬁcantly lower than for the full search that
compares all possible models within a certain range. This is achieved because
auto.CSAR compares a signiﬁcantly smaller number of forecast models and starts
by comparing models with only few components, potentially leaving out the very
complex and time consuming models (Section 6.3.3).
6.3.1 Adviser Accuracy
In the ﬁrst experiment, we evaluate the forecast accuracy of the models that are chosen
by auto.CSAR. We use the same experimental set-up as in the previous chapters and
calculate long-range forecasts for the Energy and Payment data sets with the continuous
approach. The Sales data set is not used in this experiment since 36 measure values are
not enough to search a model with auto.CSAR and spare some values for the evaluation.
For both evaluation data sets, we applied auto.CSAR with different search strategies at
the top and base aggregation level. We compare the results to the global best CSAR
model, that leads to the best results on the evaluation part of each data set. Furthermore,
to evaluate the search strategy, we compare the best result that the comparison heuristics
of using several test sets can ﬁnd. Additionally, we add the results of auto.ARIMA from
Section 5.3.2 to show that auto.CSAR still achieves a comparable or even higher accuracy.
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Figure 6.3: Forecast error for different search strategies.
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The results of this experiment are shown in Figure 6.3, again in the form of Box-Whisker-
Plots.
In each diagram, there is one box for each compared technique or search strategy. The
leftmost box represents the best CSARmodel for each forecast task, the second box shows
the results of auto.ARIMA. The third box represents the best model that can be found ac-
cording to the comparison heuristic of auto.CSAR and the fourth box represents the ac-
tual results of auto.CSAR. Both, the comparison heuristic and auto.CSAR are evaluated
with three test sets (ntest = 3). Experiments show that this is a good trade-off between
accuracy and execution time. Both of these properties will be evaluated in dependency
of the number of test sets in the subsequent experiments. The ﬁfth box represents the
results for auto.CSAR when using seasons as test sets instead of forecast horizons and
the rightmost box shows the results when auto.CSAR is executed on the opposite aggre-
gation level. For the evaluation at the top aggregation level, this means we use the best
model for the base aggregation level and vice versa. We do this comparison to evaluate if
auto.CSAR should take the target aggregation level into account or if the tests can always
be carried out at the same aggregation level.
First thing to notice is that ﬁnding the global optimum is very difﬁcult. As the exam-
ple in Figure 6.1 shows, different forecast horizons may have different properties such
that the search on historical data is not capable of ﬁnding the actual optimal model for
the evaluation part of the data sets. For the Energy data set on the base aggregation
level, auto.CSAR ﬁnds the global optimum, but considering the results in the other dia-
grams this is kind of an exception. The next important ﬁnding is that in no experiment
auto.CSAR performs worse than auto.ARIMA. This shows that the transfer of knowl-
edge from the ARIMA model to CSAR is possible and can lead to accurate forecast re-
sults.Furthermore, these results show that the joint modeling of cross-sectional forecast-
ing still has a positive inﬂuence on the forecast accuracy and, as we will see in the last
experiment of this chapter, on the execution time.
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Figure 6.4: Energy - Top, detailed analysis.
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The comparison of the results of auto.CSAR using forecast horizons as test sets with
the results where seasons are used as test sets in Figure 6.3(d) shows that the special-
ization of using the forecast horizon is sound. The more general approach of always
using the seasonality, regardless of the forecast horizon, only leads to better results in
one case, for the top aggregation level of the Payment data set. The second specialization
of auto.CSAR, comparing models at the aggregation level of interest, also improves the
accuracy. Comparing always at the top or the base level is less accurate, as the compari-
son of the fourth and the rightmost box shows. Again, only for the Payment data set on
the top aggregation level the results are different.
At the top aggregation level of the Energy data set, auto.CSAR does not ﬁnd the
optimal model that the comparison heuristic suggests. But, contrary to expectations, the
model that auto.CSAR selects is more accurate than the optimal choice of the heuristic.
The bar plot in Figure 6.4 shows a detailed view on the results on the top level of the
Energy data set. On the x-axis, there are different CSAR models with varying model
components that are compared during the execution of auto.CSAR. The y-axis shows the
SMAPE forecast error for each compared model. The bars represent the forecast errors
of different CSAR models. On the left of the diagram there are two green bars which
represent the actual search path of auto.CSAR. The lightgreen bar to the left is the best
basic model from Step 1 and the green bar to the right is the best model auto.CSAR ﬁnds
in the ﬁrst iteration of Step 2 from Algorithm 6.1. In the second iteration, the blue models
are compared, which do not lead to any improvement. Therefore, the green model is the
best auto.CSAR can ﬁnd.
The red bar on the right side of the diagram represents the best model of the compar-
ison heuristic that auto.CSAR theoretically could ﬁnd. The orange bars to the left show
the results of the models fromwhich auto.CSAR could reach the red model. These results
Table 6.1: Comparison of CSAR model conﬁgurations.
AR SAR ER SER const c
Energy Top
Global Opt 3 4 0 0 TRUE
Heuristic Opt 0 0 4 4 TRUE
auto.CSAR 3 hor 0 0 0 1 FALSE
auto.CSAR 3 seas 1 1 0 1 FALSE
Energy Base
Global Opt 0 0 0 4 FALSE
Heuristic Opt 0 0 0 4 FALSE
auto.CSAR 3 hor 0 0 0 4 FALSE
auto.CSAR 3 seas 0 0 0 2 TRUE
Payment Top
Global Opt 0 0 0 1 FALSE
Heuristic Opt 0 0 0 3 FALSE
auto.CSAR 3 hor 0 0 0 3 FALSE
auto.CSAR 3 seas 1 0 0 0 TRUE
Payment Base
Global Opt 0 0 0 1 TRUE
Heuristic Opt 0 0 1 3 TRUE
auto.CSAR 3 hor 0 0 1 3 TRUE
auto.CSAR 3 seas 2 0 0 0 TRUE
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show that the optimal model of the comparison heuristic is completely isolated and sur-
rounded with less accurate models. The fact that the red model performs worse on the
evaluation data than the chosen model of auto.CSAR could mean that models that are
isolated and not reachable by the structured search are also cases of overﬁtting. These
models achieve a high accuracy at the test sets but perform signiﬁcantly worse at the
evaluation data. However, to ensure these results, experiments with more data sets that
show a similar behavior are necessary. Furthermore, incorporating the model complex-
ity into the decision which model performs best could lead to signiﬁcant differences since
the red model is much more complex than the model that auto.CSAR chooses and many
parameters also can be a sign of overﬁtting. But again, this requires experimentation on
more data sets, especially, to deﬁne the threshold of the accuracy improvement that a
model has to achieve to accept its increased complexity.
Table 6.1 shows the metaparameters of the models whose results are presented in
Figure 6.3. For each data set and aggregation level it summarizes the model components
that the different search strategies choose. The comparison of the models shows that
auto.CSAR tends to prefer model with few components. Furthermore, model compo-
nents are rarely mixed and in most cases auto.CSAR achieves best results with seasonal
error terms. Using the seasonality instead of forecast horizons as test sets can lead to very
different CSAR models. But, looking at the results in Figure 6.3 the differences in the ac-
curacy are not very high. This means that models that use different model components
can produce quite similar forecast results.
6.3.2 Number of Test Sets
In this experiment, we evaluate the inﬂuence of the number of test sets that auto.CSAR
uses for the model comparison on the forecast accuracy. For both data sets, we use
auto.CSARwith a growing number of test sets and use the best model of each auto.CSAR
execution to calculate forecasts. We begin with only one test set and stepwise increase
the number. The forecast accuracy is again evaluated at the top and the base aggregation
level. The results of this experiment are shown in Figure 6.5.
There is one diagram for each data set and aggregation level. The boxes represent
the different numbers of test sets that auto.CSAR used for the model comparison. The
leftmost box shows the SAPE forecast error for only one test set. The number of test
sets increases to the right. The ﬁrst thing to notice is that the results differ between the
data sets. For the Payment data set the results are as expected. On both aggregation
levels auto.CSAR performs worst with only one test set. On the top aggregation level
there is a large improvement from over 15% down to 5% when more tests are used. A
further increase of the number of test sets does not inﬂuence the accuracy. On the base
aggregation level, auto.CSAR does not perform well with one and two test sets. The
inﬂuence of the ﬁrst test is very strong and still drags the model search towards a result
that is not suited for the data set. With more test sets auto.CSAR can compensate this
strong inﬂuence of the ﬁrst test set and results in a model which achieves signiﬁcantly
higher accuracy.
For the Energy data set, the results are different. On the top aggregation level, the best
results are achieved with only one test set and increasing the number slightly reduces the
accuracy. But, the loss of accuracy is less than 2% and therefore still acceptable. This
effect continues for larger numbers of test sets. These results may be caused by changing
properties of the data set, such that test sets which are closer to the evaluation part better
represent the evaluation data. On the base aggregation level, all test sets perform very
similar. The only change in the model components is from one test set to two, where the
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Figure 6.5: Forecast error for an increasing number of test sets.
constant switches from false to true. This causes a decrease in accuracy of 0.01% which
is not visible in the diagram. The effects that cause the behavior on the top aggregation
level only seem to manifest on the top level and are too subtle to cause the same behavior
on the base aggregation level.
In summary, the results show that the number of test sets can have a signiﬁcant in-
ﬂuence on the forecast accuracy and also varies for different data sets and aggregation
levels. However, as a ﬁrst rule of thumb, three test sets already lead to accurate results.
Fewer test sets still carry the risk of overﬁtting to very speciﬁc data and a high number
of test sets only slightly improves the forecast accuracy while consuming more time, as
we will see in the next experiment.
6.3.3 Execution Time
In the last experiment of this section, we evaluate the execution time of auto.CSAR. Using
the set-up from the previous experiments, we calculate forecasts for the base aggregation
level of the Energy data set and monitor the execution time, including the time for the
search of the optimal model with auto.CSAR. We start by executing auto.CSAR with
only one test set and stepwise increase the number of test sets. For comparison, we also
measure the execution time of a full search on one test set where all models within the
minimum and maximum values for the metaparameters are compared. We executed the
experiment several times, but only found small deviations in the range of seconds. So, we
show the execution time of the ﬁrst run. The results of this experiment are summarized
in Table 6.2.
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Table 6.2: Execution Times of auto.CSAR.
Full
Search
auto.CSAR #test sets
1 2 3 4
#models 1250 32 28 28 28
execution time 59h02min 4min22s 7min20s 11min03s 14min47s
time per model 2min48s 8.19s 15.71s 23.68s 31.68s
The ﬁrst column shows the results for the full search. The subsequent columns show
the results for auto.CSAR with an increasing number of test sets. For auto.CSAR and
the full search, we limit the maximum number for the metaparameters to four per model
component. So, the most complex model that can be tested is a CSAR(4, i, 4)T (4, I, 4)s.
The ﬁrst row of the table shows the number of compared models, the second row shows
the time for the complete execution including the search for the optimal model and the
calculation of the ﬁnal forecast values. The full search has to evaluate 1250 models which
takes 59h. This is such a long execution time that a complete search is infeasible for most
practical application cases. For all other experiments in this thesis that required a full
search, we parallelized the execution on ten threads which cuts the execution time to
close to six hours, which is still too long.
The execution time of auto.CSAR is signiﬁcantly shorter, which is caused by two rea-
sons. First, auto.CSAR compares fewer models than the full search and terminates after
just a few iterations of Step 2. Second, we designed auto.CSAR to start with the compari-
son of the basic models. In most cases, auto.CSAR ﬁnds rather simple models to perform
best, instead of very complex ones that combine a lot of different model components.
Therefore, starting with the basic models, the most complex models are not compared
by auto.CSAR which saves a signiﬁcant amount of time. This especially becomes clear
when looking at the average execution time per model (third row). Here, auto.CSAR only
requires a few seconds while the full search requires 2min48s per model. This is mainly
caused by the very complex models that the full search also compares where testing one
single model can take over 20min. Furthermore, the results show that the number of test
sets also has a signiﬁcant inﬂuence on the execution time. Increasing the number of test
sets directly increases the execution time and leads to a linear growth.
6.4 CONCLUSION
In this chapter, we introduced auto.CSAR, an automatic adviser that searches the best
CSAR model for a given data set and forecast task. auto.CSAR uses a structured search
to compare the accuracy of several CSARmodels to ﬁnd the optimal metaparameters that
ﬁt the properties of the current data set. The evaluation shows that the CSARmodels that
auto.CSAR chooses are at least as accurate as auto.ARIMA or even better. Furthermore,
auto.CSAR is signiﬁcantly faster than the mere application of ARIMA which takes more
than two hours (ref. Section 5.3.5) where auto.CSAR only requires minutes to find and
apply the optimal CSAR model. So, auto.CSAR allows the application of CSAR to new
data sets without requiring the user to have extensive knowledge on this new forecast
model or the properties of the data that may inﬂuences its application. Furthermore, the
overhead added by auto.CSAR is acceptable in most application scenarios and the execu-
tion time still considerably faster than other techniques. Therefore, even with a preceding
model search with auto.CSAR the forecasting approach developed in this thesis still sat-
isﬁes all the requirements on the prediction of large-scale time series data.
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7
CONCLUSION AND FUTURE RESEARCH
DIRECTIONS
The forecasting of time series data is an integral component for management, planning,
and decision making in many domains. The prediction of electricity demand and sup-
ply in the energy domain or sales ﬁgures in market research are just two of the many
application scenarios that require thorough predictions. Many of these domains have in
common that they are inﬂuenced by the Big Data trendwhich also effects time series fore-
casting. Data sets consist of thousands of temporal ﬁne grained time series and have to
be forecast in reasonable time. The time series may suffer from noisy behavior and miss-
ing values what makes modeling these time series especially hard, nonetheless accurate
predictions are required. Furthermore, data sets from different domains exhibit various
characteristics. Therefore, forecast techniques have to be ﬂexible and adaptable to these
characteristics.
We started this thesis project with the goal to develop a forecast technique that sat-
isﬁes all of these requirements. Now, we will conclude this work by summarizing the
contributions that we made in order to achieve this goal. We began in Chapter 2 with
an overview on time series forecasting in general and derived the requirements on fore-
cast techniques that are caused by the Big Data trend. Forecast models have to be ca-
pable to predict thousands of time series in reasonable time. Forecasts should be accu-
rate, although time series may be incomplete or behave noisy, and the model should be
adaptable to the various characteristics of different application domains. Subsequently,
in Chapter 3, we analyzed to which extent forecast techniques from the related literature
are capable of satisfying these requirements. We started out with the family of univariate
forecast models which are most commonly used in practice. The analysis showed that
models from this family are not suited for the prediction of large-scale time series data.
They only focus on one time series at a time, therefore it is time consuming to predict
thousands of time series because thousands of model have to be trained. Furthermore,
these models can not use additional data to compensate for noisy behavior and missing
data. Only the adaptability to the various types of trend and seasonality is addressed very
well. In the following sections, we mainly analyzed forecast techniques that build up on
the univariate models and address at least one of their shortcomings. In the process, mul-
tivariate forecast techniques have shown that incorporating the information from many
time series into one model is a promising approach to compensate noisy behavior. How-
ever, none of the analyzed techniques addressed all requirements such that it can be seen
as a valid forecast technique for large-scale time series data.
In Chapter 4, we in introduced the novel concept of cross-sectional forecasting, the
ﬁrst part of our solution to address the aforementioned requirements. In contrast to most
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Figure 7.1: CSAR closes the gap in the family of ARIMA-based forecast models.
traditional forecast models, cross-sectional forecasting does not model each time series
individually. Instead, it assumes that time series from the same domain behave similarly
and models the transition between so called cross-sections, time slices that contain the
values of all time series of a data set at a certain point in time. In doing so, many time
series are represented by one model and can be predicted in short time. Furthermore, the
model can compensate missing values and noisy behavior by using the information of
many time series. Thereby, cross-sectional forecasting already addresses the ﬁrst three of
the four requirements on forecasting large-scale time series data. The fourth requirement,
adaptability, was addressed in Chapter 5. We extended the concept of cross-sectional
forecasting with the modeling approaches of ARIMA to create CSAR the cross-sectional
autoregression model. ARIMA already brings a lot adaptability and the combination of
its modeling concepts with the cross-sectional forecasting leads to a forecast model that
still fulﬁlls the same requirements as cross-sectional forecasting and is adaptable to the
various properties of the data sets from different domains. In the evaluation, we were
able to show that CSAR outperforms traditional forecast techniques in accuracy as well
as execution time and that the adaptability lead to an increased accuracy for all evaluated
data sets, when compared to the basic cross-sectional forecasting. Finally, in Chapter 6,
we introduced auto.CSAR, an automatic application adviser for CSAR. auto.CSAR helps
the user to ﬁnd the right model components of CSAR that suit a speciﬁc data set and
forecast task best. This makes it possible to optimally utilize the adaptability of CSAR.
With these contributions, this thesis has successfully created a new forecast model
that meets all the requirements of forecasting large-scale time series data and can be ap-
plied by users without requiring extensive knowledge of our new model. Furthermore,
with the development of CSAR, we closed a gap in the family of ARIMA-based forecast
models that occurred due to the new requirements caused by extensive and automated
data collection. Figure 7.1 shows howCSAR extends the family of ARIMA-based forecast
models. Just like ARIMAX and VARIMA that were developed with the goals of incorpo-
rating external inﬂuences in the ARIMA model respectively modeling interdependent
time series, CSAR now covers the prediction of large-scale time series data.
FUTURE RESEARCH DIRECTIONS
The work presented in this thesis is part of an ongoing research process in the ﬁeld of
time series forecasting. We see a lot of interesting directions for future research. In our
opinion, the most relevant topics are the following:
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Further Extending the Versatility of CSAR
The experiments in Chapter 5 show that ETS, as an representative of exponential smooth-
ing, often achieves more accurate results than ARIMA. This is the case, because ETS is ca-
pable of representing multiplicative trends and seasons. Although, ETS is not as straight
forward to combine with the concept of cross-sectional forecasting as ARIMA, it will ben-
eﬁt the forecast accuracy of CSAR if we enable it to work with multiplicative time series
characteristics. In addition, other forecast techniques allow the user to incorporate exter-
nal inﬂuences in the model, e.g., ARIMAX, to increase the forecast accuracy. Since CSAR
is closely related to ARIMA, it should be straight forward to transfer this knowledge.
Domain Speciﬁc Cross-sectional Models
Experts of many domains use models that are especially designed for the unique require-
ments of their domain, e.g., HWT [Tay10] and EGRV [REG+97] for the prediction of en-
ergy consumption. The HWTmodel is based on Triple Exponential Smoothing but offers
three seasonalities of ﬁxed length, daily, weekly, and annual, to meet the nature of the
energy domain. The EGRV model additionally incorporates external measures that in-
ﬂuence the energy consumption, e.g., multiple temperature measures and holidays. In
order to introduce cross-sectional forecasting into domains with very speciﬁc models, it
has to be analyzed to which extent the speciﬁc model features are compatible with our
approach. Having cross-sectional models with domain speciﬁc features would foster the
introduction of cross-sectional forecasting in the corresponding domains. It would be
easier for the domain experts to apply our modeling approach, since the incorporated
information are the same as they are used to.
Inﬂuence of Amount and Distribution of Missing Values
Missing values can have a signiﬁcant inﬂuence on the ﬁt and the accuracy of forecast
models. The amount of missing values and their distribution have different effects on
different forecast techniques. For example, they can inﬂuence the model training and
lead to a bad model ﬁt or they can make the forecast calculation impossible when vital
information is missing. Research in this area can help to estimate the inﬂuences on the
various forecast models and recommend the right model and model components for a
speciﬁc forecast task.
Partitioning of Data Sets
Currently, CSAR uses one single model to represent an entire data set. This is the op-
posite extreme of the classic univariate forecast techniques like ARIMA and Exponential
Smoothing where one model represents exactly one time series. The evaluations of this
thesis and especially the beneﬁts of the introduction of the error terms of CSAR show
that there are cases where not all time series show the same behavior although they come
from the same domain. Therefore, we want to investigate the possibilities of applying
partition techniques to the data sets. In doing so, each data set will be divided into sev-
eral partitions containing only time series that behave similar. Each of the partitions can
be represented by an individual CSAR model which can better represent the properties
of the time series within the partition. This should lead to a better model ﬁt and a higher
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accuracy. With experiments in Section 5.3.3 we attempted a ﬁrst step into this direction by
dividing the data set into time series that require integration and those that do not. Un-
fortunately, we were not able to identify the right properties of the time series to achieve a
systematic improvement over forecasting all time series with the samemodel. In general,
the main challenge of this research direction will be to identify the properties to partition
the data set, such that the forecast accuracy systematically increases.
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A
ERROR MEASURES
In time series forecasting, error measures are used to evaluate the accuracy of forecast
models. The error measures describe the deviation of the forecast values from the real
time series values. Figure A.1 shows an example of a time series with a corresponding
forecast. The original time series is represented by a solid black line. The forecasts are
shown with a dashed red line. The gray area between the time series and the forecast
values shows the deviation. The small arrow that connects the forecast at time index nine
with the real time series value represents the forecast error e9 at this point in time. To
evaluate the accuracy of a forecast technique, the forecast error is calculated for all values
of the forecast horizon. The error measure can be classiﬁed in absolute and relative error
measures.
Absolute Error Measures
Absolute forecast measures express the deviation between forecast and real time series
value in the original domain of the data. For example, for data from the energy domain
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Figure A.1: Example of the deviation between forecast values and the actual time series.
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the deviation is measured in kilowatt hours or in market research in sold units of a cer-
tain product. This is beneﬁcial for domain experts, as they understand the meaning of
a certain error in their domain and can estimate the monetary consequences of a mis-
prediction. For non-experts, the interpretation of these error measures is not that easy.
Furthermore, these error measures do not allow the comparison of the forecast accuracy
between data sets from different application domains.
The most basic error measure is the Absolute Error (AE) as shown in Equation A.1. It
simply expresses the difference between the forecast ŷt and the corresponding real time
series value yt at the same point in time t. The absolute value of the error is used to have
positive and negative error from under- and overestimation in the same domain. This is
especially important for error metrics that express the forecast error on a longer horizon
(h > 1) within one scalar value. The Mean Absolute Error (MAE) in Equation A.2 is an
example for such an error measure. It sums up all the errors over the complete forecast
horizon and returns their average. Here, positive and negative values from under- and
overestimation would cancel each other.
AE =|yt − ŷt| (A.1)
MAE =
1
h
h∑
t=1
|yt − ŷt| (A.2)
Expressing the error in one single value makes it easy to interpret. On the other hand,
analyzing all individual error values of the forecast horizon and their distribution can
provide much more detailed information. For example, if there are outliers or if the
variation of the error values is very high. Therefore, in experiments we always present
the full horizon of error values as well as the scalar value. In the course of this discussion,
we focus on the scalar error measures.
The Mean Squared Error (MSE) in Equation A.3 is closely related to the MAE. The
difference is that MSE squares the error instead of taking the absolute value. This mea-
sure is often used to avoid outliers, because by squaring the error, outliers are penalized
signiﬁcantly harder. Another variation of this error measure is the Sum of Squared Errors
(SSE) in Equation A.4. This error measure simply sums up all the squared errors of the
whole forecast horizon but does not average them. It is often used for optimization prob-
lems where the goal is to minimize the sum of squared errors. A problem of these errors
measures is that the errors are not within the same domain as the time series values.
MSE =
1
h
h∑
t=1
(yt − ŷt)
2 (A.3)
SSE =
h∑
t=1
(yt − ŷt)
2 (A.4)
The Root Mean Squared Error (RMSE) in Equation A.5 ﬁxes this issue by extracting
square root of theMSE such that the error value lies in the same domain as the time series.
RMSE =
√√√√1
h
h∑
t=1
(yt − ŷt)2 (A.5)
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Relative Error Measures
Relative error measures express the deviation between the forecast values and the corre-
sponding time series values as a percentage value. Therefore, these error measures are
easier to interpret for non-domain experts. Furthermore, it is possible to compare fore-
cast errors between data sets from different domains, as we do in this thesis. Thus, we
use an error measure from this family.
The Normalized Root Mean Squared Error (NRMSE) in Equation A.6 is a relative
error measure which is based on the RMSE. In order to achieve relative error values it
divides the RMSE by the difference of the maximum and minimum values of the time
series y. There is also a variant of the RMSE that uses the mean y¯ of the time series
instead of the extreme values. The NRMSE is not deﬁned if the difference of the extreme
values of the time series or the mean is zero.
NRMSE =
√
1
h
∑h
t=1(yt − ŷt)
2
ymax − ymin
(A.6)
TheMeanAbsolute Percentage Error (MAPE) in Equation A.7 is another relative error
measure. For every point in time in the forecast horizon it calculates the percentage
deviation from the real time series value and returns their average. The main drawback
of this error measure is that it is not deﬁned if the time series contains zero values. In
those cases no percentage deviation can be calculated.
MAPE =
1
h
h∑
t=1
∣∣∣∣yt − ŷtyt
∣∣∣∣ (A.7)
The Symmetric Mean Absolute Percentage Error (SMAPE) [Hyn14] in Equation A.8
addresses the problem of not being deﬁned. It calculates the relative error based on the
average of forecast and real time series value. As long as atleast one of both values is not
zero, the error measure is deﬁned. If both values are zero and the error measure is not
deﬁned, there is a perfect forecast for a real zero value in the time series and these special
cases can be handled with a zero error. Therefore, this measure is always deﬁned.
SMAPE =
1
h
h∑
t=1
|yt − ŷt|
(|yt|+|ŷt|)/2
(A.8)
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B
SYSTEMATIC MODEL ANALYSIS
The experiments on the model complexity in Section 5.3.4 have shown that there is no
general pattern in which model components lead to the most accurate results. For differ-
ent data sets, different model conﬁgurations achieved the best results. However, within
the results for each data set there is a structure in the effects of the model components on
the forecast accuracy. The diagram in Figure B.1 shows the forecast error of a number of
different CSAR models for the base aggregation level of the Energy data set. The x-axis
shows the CSAR models that are compared during the experiment. Each model is de-
scribed using four digits that represent the number of non-seasonal autoregressive com-
ponents, non-seasonal error terms, seasonal autoregressive components, and seasonal
error terms; the parameters pfPF of the CSAR model CSAR(p, i, f)c(P, I, F )s. The y-
axis represents the SMAPE error measure. The colored rectangles highlight special areas
where model conﬁgurations show systematic behavior that we will now discuss in detail.
The diagram is vertically divided into three areas by dashed lines. Each area repre-
sents a different number of non-seasonal autoregressive (AR) components. The left area
contains no non-seasonal AR components (models 0###), the middle area contains one
(models 1###), and the right one contains two (models 2###). The three areas show no
or only a minor deviation in the forecast error. Therefor, the number of non-seasonal AR
components only has a small effect on the forecast accuracy for this data set.
The thin green rectangle in the center of the diagram highlights the inﬂuence of sea-
sonal error terms. From left to right the number of error terms is increased from zero
to three and the forecast error decreases with every component. This pattern is present
in the entire diagram. Thus, there is a systematic positive inﬂuence of the seasonal error
terms on the forecast accuracy. This behavior changes when they are combined with non-
seasonal error terms and there are no seasonal AR components in the model, these cases
are highlighted in red. Here, the model without seasonal error terms performs best and
adding one seasonal error term increases the forecast error. Adding more seasonal error
terms decreases the error but still performs worse than the model without. In general for
this data set, the non-seasonal error terms tend to increase the forecast error.
The two yellow rectangles in the left third of the diagram highlight the interaction
of seasonal autoregression components with non-seasonal error terms when there are no
non-seasonal AR components. Both regions highlighted in yellow show higher forecast
errors than the other models in the ﬁrst third of the diagram. In the middle and right
third, this effect is not visible. Here, the overall error is dominated by the combination of
non-seasonal AR components and non-seasonal error terms, highlighted in blue.
The detailed analysis of this example shows that there is a structure in the accuracy
of CSAR models for the same data set. Certain model components or combinations of
model components have consistent effects on the forecast accuracy, which we will exploit
during the model search in Chapter 6.
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Figure B.1: Detailed analysis of the model components.
1
1
2
A
p
p
e
n
d
ix
B
S
y
st
e
m
a
ti
c
M
o
d
e
lA
n
a
ly
si
s
CONFIRMATION
I conﬁrm that I independently prepared the thesis and that I used only the references and
auxiliary means indicated in the thesis.
Dresden, November 15, 2018
113
