Abstract. Mass transportation problems appear in various areas of mathematics, their solutions involving cost convex potentials. Fenchel duality also represents an important concept for a wide variety of optimization problems, both from the theoretical and the computational viewpoints. We drew a parallel to the classical theory of convex functions by investigating the cost convexity and its connections with the usual convexity. We give a generalization of Jensen's inequality for c-convex functions.
Introduction
Let I and J be two bounded intervals. Assume f is a real valued function defined on I such that there exists g a real valued function defined on J which satisfies (1.1) f (x) = sup y∈J {xy − g (y)} .
The function f is called the Fenchel transform (conjugate) of g. It is known that (1.1) characterizes convex functions (see [2] ). Throughout this paper the cost function c : I × J → R is continuous (unless otherwise indicated); it represents the cost per unit mass for transporting material from x ∈ I to y ∈ J.
A proper function f : I → (−∞, ∞] is said to be c-convex (see for instance [1] , [10] , [14] ) if there exists g : J → (−∞, ∞] such that for all x ∈ I we have f (x) = sup y∈J {c (x, y) − g (y)} .
It adapts the notion of a convex function to the geometry of the cost function. Its c-transform (c-conjugate) is f c defined by
If for a fixed x 0 the supremum is obtained at y 0 , then we say that c (x, y 0 ) − g (y 0 ) supports f (is tangent by below [1] ) at x 0 . One has the double c-conjugate for all x ∈ I. This is the largest c-convex function majorized by f, that is f cc ≤ f (see [9, pp. 125] ). We also recall that the condition f = f cc is equivalent to the c-convexity of f (see [14, Proposition 5.8 
]).
Replacing the supremum by the infimum one gets the definition of cost concavity.
Before stating the results we establish the notation and recall some definitions from the literature (see [9] ).
Given a function f : I → R, we say that f admits a c−support curve at x 0 ∈ I if there exists y ∈ J such that
The c−subdifferential (c−normal mapping [13] ) of a real function f defined on an interval I is a multivalued function ∂ c f : I → P(J) given by
The elements of ∂ c f (x) are called c-subgradients at x.
We denote throughout the paper the effective domain of the c−subdifferential
Every c-convex function admits a c−support curve at each interior point of its domain, that is f satisfies dom (∂ c f ) ⊇ int(I). Clearly, if the cost function is differentiable in its first variable at x 0 , then we also have
The map x → c (x, y) − f (x) is maximized at x 0 , and so we have y ∈ ∂ c f (x 0 ) if and only if f c (y) = c (x 0 , y) − f (x 0 ). It follows that a c−convex function f can be represented as
for all x ∈ I. Similar concepts were developed for c-concave functions in [12] . Some authors (see for instance [5] , [13, Section 6] ) consider by definition that a function f is c−concave if dom (∂ c f ) = I, that is if it admits c−support curve at any point of its domain. For this they assume the function f to be upper semicontinuous.
For the particular case c (x, y) = xy we get from (1.2) the usual convexity of f . Obviously then we recover the definitions of the usual subdifferential ∂f and of the support lines for convex functions. For the usual convex functions we will use the well-known notation f c = f * and f cc = f * * . The aim of this paper is to investigate the cost convexity and to establish some connections with the usual convexity. See also [6] for more results on this topic. Before stating the results, since much of our attention here will be devoted to Jensen's inequality (see [8] ), we recall for the reader's convenience its classical statement, both the discrete and integral forms:
holds for every convex function f : I → R.
holds for every convex function f : I → R, provided f • h is integrable.
Main results

Jensen's inequality for c−convex functions.
In what follows i-affine (convex, concave) stands for "affine (convex, concave) in the i-th variable". We firstly state and prove the discrete and continuous forms of Jensen's inequality for c−convex functions.
Theorem 1 (the discrete form of Jensen's inequality). Let c :
Proof. We consider the c−support curve at p i x i corresponding to the c−gradient
for all x ∈ I. Particularly we can write
for i = 1, ..., n. By multiplying both sides by p i and summing over i we get the claimed result.
Proof. We apply Theorem 1, taking
For c (x, y) = xy we recapture the inequality
Another straightforward consequence of Theorem 1 reads as follows.
Proof. Directly from (2.1).
Under c−convexity conditions, the integral Jensen's inequality is given by the following theorem. 
. We consider the c−support curve at a+b 2 corresponding to the c−gradient y. It holds
for all x ∈ I. To complete the proof, it remains to integrate the inequality on
One can use the same recipe in order to obtain the weighted form of integral Jensen's inequality, replacing the Lebesgue measure by a Borel probabilistic measure µ on [a, b] with the barycenter b µ ∈ (a, b) . Thus
Remark 1. Obviously (2.2) can be written in a more general form using another
where y ∈ ∂ c f (ξ) .
From (2.3), for the particular case c (x, y) = xy we recapture a result due to C.P. Niculescu and L.E. Persson [7, p. 668] :
where y ∈ ∂f (ξ) . 
Proof. Since the function c (x, y) is 1-affine,
We use (2.2). This completes the proof.
The 1-affine cost functions can be expressed as c (x, y) = a (y) x + b (y) with a, b : J → R. The cost function c (x, y) = xy is obviously 1-affine and Corollary 4 applies, hence the known Jensen's inequality for convex functions becomes a particular case of Theorem 2. In the light of Jensen's inequality it appears that the convexity relative to 1-affine cost functions implies the usual convexity.
2.2.
The c−convexity and the role of the c−subdifferential. We establish next some new connections between the usual convexity and the cost convexity. Due to its dependence on the cost function, the concept of cost subdifferential is providing conceptual clarity and plays a crucial role in what follows.
Every continuous c−convex function is the upper envelope of its c-support curves. More precisely: Proposition 1. Let c : I × J → R be uniformly continous and f : I → R be continuous and c−convex. Assume y is a selection of
Proof. The case of interior points is clear. Let x be an endpoint, say the leftmost one. By the continuity at x, for each ε > 0 there exists δ ε > 0 such that for all t with |t − x| < δ ε we have |f
for t ∈ (x, x + δ ε ) . We also have lim t→x+ [c (x, y (t)) − c (t, y (t))] = 0 and the result follows.
In the context of usual convexity, Proposition 1 has the following known corollary:
Corollary 5 ([8, Theorem 1.5.2]). Let f : I → R be continuous and convex. Assume y is a selection of ∂f , that is y (t) ∈ ∂f (t) for all t ∈ I. Then
The following proposition lets us see the way the c−subdifferential and the subdifferential are connected.
Proposition 2 (relating c−subdifferentials to subdifferentials). Let c : I × J → R be a cost function and f : I → R. It holds
where c y (x) = c(x, y). Moreover if f is differentiable and c is differentiable in its first variable, then
Proof. For (x, y) ∈ ∂ c f, α ∈ ∂c y (x) we have
for all z ∈ I. It leads to α ∈ ∂f (x) . Under the differentiability assumptions we also have ∂c y (x) = ∂c ∂x (x, y) and ∂f (x) = {f ′ (x)} . The proof is completed.
The counterpart of Proposition 2, for c-superdifferentials, can be read in [3, Lemma 3.1, Lemma C.7], for the particular case c = h (x − y). 
Our next result can be seen as a counterpart in the framework of c−convexity, for [3, Lemma 4.1].
Proposition 5. Assume c : I × J → R is a cost function and f, g : I → R are c−convex. Let X = {x : f (x) < g (x)} . If there exists u ∈ X and v ∈ I such that
The remaining results of this subsection were obtained by imposing some additional conditions to the cost function in order to get a nicer shaped graph of the set-valued function ∂ c f.
Proposition 6. Let f : I → R be convex relative to a 2-affine cost function c. Then, for all x ∈ I, the set ∂ c f (x) is convex, possibly empty at the endpoints of I.
By direct computation, we obtain
Remark 2. This result represents a counterpart (in the framework of c−convexity) of the assertion that for every convex function f, the sets ∂f (x) are convex, possibly empty at the endpoints of the domain. It makes sense to us to denote the upper and lower bounds of ∂ c f (x) (if the set is nonempty and convex) by f The set
has the Lebesgue measure zero (see [5, Lemma 3 .1]) when f is lower semicontinuous. Combining this result with Proposition 6, we derive the following remark. hence z ∈ ∂ c f ((1 − λ) x 1 + λx 2 ). This completes the proof.
Our next result reads as follows.
