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INTRODUCTION
Information on the magnitude and frequency of floods is critical in the design of bridges, culverts, and some water-control structures, establishment of floodinsurance rates and flood-plain regulation, and for other uses by urban planners and engineers. Because urbanization can significantly affect the magnitude and frequency of floods, existing rural flood-frequency relations are not applicable to urban streams. Recognizing the need for urban flood-frequency relations, the U.S. Geological Survey (USGS), in cooperation with the North Carolina Department of Transportation and the Cities of Asheville, Fayetteville, and Raleigh, conducted an investigation of flood-frequency characteristics of small urban streams in North Carolina.
Traditionally, flood-frequency characteristics are determined by analyzing long periods of homogeneous flood record. However, long periods of homogeneous record are hard to obtain in urban basins where the hydrologic character of the basin is subject to change. Therefore, calibrated digital models frequently are used to synthesize long-term flood records for flood-frequency analysis. This method allows a relatively short period of homogeneous basin conditions to be fixed, as a calibrated rainfall-runoff model, and applied to a long period of climatological conditions resulting in a long term, homogenous, synthetic record of peak flows that reflects a specific set of basin conditions. This long, synthetic record can then be statistically analyzed to develop an estimate of the magnitude of peak flows of selected recurrence intervals. In order to develop estimates of urban flood-frequency, other investigators also used rainfall-runoff models to extend streamflow records (Putnam, 1972; Gunter and others, 1987) , or selected homogeneous periods of streamflow record from longer records at urban basins in stable urban areas (Sauer and others, 1983) . This study incorporates urban flood-frequency data from these studies with the urban flood-frequency data developed from the datacollection component of this study in order to increase the amount and extend the geographic coverage of data available for analysis. Flood-frequency characteristics and basin characteristics are used in a regression analysis to determine equations for estimating flood characteristics at ungaged sites.
Purpose and Scope
This report describes the development and application of regression equations for estimating the magnitude and frequency of floods in ungaged, urban basins in North Carolina ranging in size from 0.04 to r\ 41.0 square miles (mi ). Regression equations include flood discharges having 2-, 5-, 10-, 25-, 50-, and 100-year recurrence intervals and are based on a database of 32 sites in 11 North Carolina cities. Data were collected by the USGS specifically for this study at 17 of these sites, in Asheville, Fayetteville, and Raleigh, from 1986 through 1993. Data for the other 15 sites, in Charlotte, Goldsboro, Greenville, Lenoir, Morganton, Wilmington, Wilson, and Winston-Salem were compiled from several previous flood-frequency investigations. These data were collected by USGS personnel for various periods between 1962 and 1991.
The following sections of the report describe the collection of streamflow and rainfall data at the urban basins selected for this study and the development of the historic climatological data used for record extension. This study used the USGS rainfall-runoff model (RRM) (Dawdy and others, 1972) . The RRM, its calibration, and its use to generate synthetic, long-term records or peak flows; the development of urban flood-frequency characteristics from statistical analysis of those records and from the analyses of previous investigators; the compilation of urban basin characteristics; and the development of the regression equations also are described.
Previous Flood-Frequency Studies
Previous investigations of flood frequency in North Carolina have focused on small rural basins or urban basins in selected physiographic regions of the State. Putnam (1972) related basin lagtime to the length, slope, and percentage of impervious area in an urban basin and used it to develop flood-frequency relations for small urban streams in the Piedmont Province of North Carolina ( fig. 1 ). Gunter and others (1987) developed regional relations for estimating the Estimation of Flood-Frequency Characteristics of Small Urban Strei magnitude and frequency of flood discharges for rural basi ns throughout North Carolina. Although Gunter and others (1987) also showed that the nationwide floodfree uency relations developed by Sauer and others (1983) 
DATA COLLECTION AND ANALYSIS
For this study, concurrent records of rainfall and runoff data were collected in 24 small urban basins in the 31ue Ridge-Piedmont and Sand Hills hydrologic areas of North Carolina from 1986 through 1993. These data were used to calibrate rainfall-runoff models for 17 basins. The RRM is a lumped parameter model that assumes no significant storage in the basin and uniform rain 'all throughout the basin (Dawdy and others, 1972) . Cal bration was achieved through adjustment of model parameters representing soil moisture accounting, infi tration and surface runoff routing. Historic rainfall and evaporation records from six sites were then applied to each calibrated model to synthesize a long record of peac discharge. Annual flood-peak discharges were determined from the synthesized record. Synthesized annual flood peaks were used in a statistical analysis to determine discharges for selected recurrence intervals. A database, including flood characteristics for each mo< eled basin and flood characteristics for 15 additional basins from previous flood-frequency stuc ies, was developed for use in the regression ana ysis. The database also included basin characteristics describing the size and shape of the basin, level of urban development, climate, and rural flood characteristics. A generalized least-squares regression analysis was used to develop equations relating flood frequency to basin characteristics.
Hydrologic Data
Streamflow and rainfall data were collected at 24 study basins, representing small urban basins in the Blue Ridge (5 sites), Piedmont, (12 sites) and Sand Hills (7 sites) regions of North Carolina ( fig. 1; table 1 ). The study basins were selected to represent a broad range of land use and development. Basins were chosen for which no significant change in land use or basin development was anticipated during the datacollection period. Where possible, peak-flow data sites were selected to meet criteria required for application of indirect methods for flow measurement (Benson and Dalrymple, 1967 ).
Basins were avoided in which flow was regulated or in which significant temporary storage of flood flows occurred; however, two such basins in the Piedmont region were included to satisfy cooperative interests. Further investigation at five other basins revealed that these basins did not meet the selected model assumptions. Rainfall-runoff models were not calibrated and flood-frequency characteristics were not developed for these seven basins, although they are listed in table 1.
Typical instrumentation at a study basin consisted of a float counterweight inside a stilling well to sense stage and a float counterweight inside a standpipe raingage to measure rainfall accumulation. Stage and rainfall were recorded using either a mechanical analog-to-digital recorder or an electronic data-logger. Recording intervals or the unit-value interval for the analog-to-digital recorders were either 5 or 15 minutes, depending on the size and anticipated response time of the basin. The electronic dataloggers allowed 1 -minute recording intervals, which were used at a number of the smaller basins. Additionally, there were at least two crest-stage indicators at each site, upstream and downstream from the gage. Current-meter discharge measurements were made at the sites during the study period and the sites were surveyed to obtain data for the development of stage-discharge relations.
The stage and rainfall data collected at the study sites were loaded into the USGS automated dataprocessing system (ADAPS). Discharge data were computed from the recorded stage data using a stagedischarge relationship, or rating. Ratings were typically developed using indirect methods for flow measurement (Benson and Dalrymple, 1967) and checked with available current-meter discharge measurements; however, a few sites were rated based on direct current-meter discharge measurements only. One site (site 14, table 1) in the Piedmont was discontinued because a satisfactory rating could not be developed.
Unit values of stage and rainfall data were plotted versus time after each site visit. The hydrographs were reviewed to identify timing errors, hung floats, plugged intakes, and other recorder or sensor malfunctions. Data from crest stage indicators were used as a check on recorded peak stages.
Rainfall records for selected storms were compared to records from nearby study basins for consistency. Unit data for selected storms were retrieved from ADAPS and formatted for loading into the rainfall-runoff model. Daily rainfall record was computed for each site; however, at a number of the Piedmont and Sand Hills sites, the electronic dataloggers did not function properly following their initial installation which caused small amounts of rainfall to be recorded on days for which there was no actual rainfall. Comparisons between nearby National Weather Service (NWS) daily rainfall record and study-site rainfall record indicated that this was significant only during dry periods; actual rainfall amounts were correctly recorded and unit rainfall data for selected storms was not affected. Because of this error, nearby NWS daily rainfall record was used to calibrate the models for most Piedmont and Sand Hills sites.
In addition to unit rainfall, unit discharge, and daily rainfall data, daily evaporation data also are required for calibration of the model. Pan evaporation data for the calibration period (1986-92) were obtained from sites at Chapel Hill, North Carolina (National Weather Service), and Franklin, North Carolina (Tennessee Valley Authority) ( fig. 1; table 1 ).
Long-term historic records of short-interval (5-and 15-minute) storm rainfall, daily rainfall, and evaporation data were applied to the calibrated models to synthesize long-term peak-flow data. Short-interval historic rainfall data used for peak-flow synthesis were obtained from NWS rainfall hyetographs of 2-5 storms of greatest intensity per year from 1954 to 1984 for Raleigh, and from 1940 to 1984 for Asheville ( fig. 1 . §> '> r: 1962-1977 1962-1977 1962-1977 1964-1977 1967-1977 
Model Description
The RRM used in this study originally was developed and documented by Dawdy and others (1972) as a means for predicting flood volumes and peak-discharge rates of surface runoff from small drainage basins. Restricting the model to small basins allows for (1) neglecting the contribution of ground water to the total hydrograph, (2) using a single gage to represent basin-wide rainfall, and (3) representing pertinent physical characteristics of the basin by basinaverage parameters. Hence, RRM is classified as a lumped-parameter model that assumes a small homogeneous basin with no storage and uniformly distributed rainfall. The model uses 11 model parameters defined in table 2 to describe three significant hydrologic phenomena soil-moisture retention, rainfall infiltration, and surf ace-run off routing. A number of modifications have been made to the model since its original version, including the development of an automated model-parameter optimization routine (E.J. Inman, U.S. Geological Survey, written commun., 1994). The soil-moisture accounting component evaluates antecedent moisture conditions affecting infiltration. This is a daily accounting scheme, between storm events, that incorporates four model parameters EVC, RR, BMSM, and DRN (defined in table 2) and daily values of rainfall and evaporation. This component simulates the redistribution of soil moisture in the soil column and evapotranspiration from the soil. Infiltration is modeled based on a modified form of the infiltration equation developed by Philip (1954) . The runoff volume or excess rainfall for each storm event is determined by using unit value rainfall data, output from the soil-moisture accounting component, and four model parameters PSP, KSAT, RGF, and EIA. The surfacerunoff routing component applies a temporal distribution of the resulting runoff volume by use of a unit hydrograph (Clark, 1945) . Model parameters KSW, TC, and TP/TC are applied to determine the shape of the resulting hydrograph.
The calibrated model is then applied to each basin using a long-term short-interval historic rainfall record to generate synthetic peak streamflows. These peaks are then analyzed in accordance with procedures outlined by the U.S. Water Resources Council (1981) to determine the t-year peak flow values, where t represents the recurrence interval associated with the flood peak. The model has been used in similar applications of floodfrequency analysis by Inman (1988 and 1995 ), Bohman (1992 , and Sherwood (1994 (1972), Carrigan (1973) , Boning (1974) , Carrigan and others (1977) , and by E.J. Inman (U.S. Geological Survey, written commun., 1994).
Model Calibration and Synthesis
A rainfall-runoff model was successfully calibrated at 17 small urban basins in the State. Calibrated models were then supplied long-term historic rainfall records to generate a synthetic peakflow record. The synthetic peak-flow record was then analyzed in accordance with recommendations from the U.S. Water Resources Council (1981) to determine the 2-, 5-, 10-, 25-, 50-, and 100-year peak-flow values.
Model calibration is defined as the process of determining a set of model parameter values that enable the model to best duplicate observed runoff data when furnished the corresponding observed rainfall data. For each study basin, rainfall-runoff events were reviewed, and 30 to 40 high-flow events with good quality data were selected for use in model calibrations.
Once the rainfall-runoff events were selected, calibration ensued by use of an automated optimization routine. The routine performs a systematic trial and error search, based on a method devised by Rosenbrock (1960) , for an optimal set of model parameters to minimize five objective functions. The objective functions measure error between simulated and observed values of peaks and volumes for each rainfallrunoff event (E.J. Inman, U.S. Geological Survey, written commun., 1994). Initial model runs are made with estimated values for each model parameter and a specified range and increment for the automated optimization routine to vary each parameter. DRN and TP/TC were relatively insensitive parameters and were fixed at 1.0 and 0.5, respectively, as reported by Inman (1988) and Bohman (1992) . The value of EVC, panevaporation coefficient, was fixed at 0.75 for Asheville sites (Blue Ridge), 0.72 for Raleigh sites (Piedmont), and 0.76 for Fayetteville sites (Sand Hills) (Kohler and others, 1959) . RR, a soil-moisture accounting parameter insensitive at extreme conditions, also was fixed for each region based on average precipitation and runoff in each hydrologic region. RR values of 0.60, 0.67, and 0.66 were applied to sites in Asheville, Raleigh, and Fayetteville, respectively. Initial values of other soil-moisture and infiltration parameters were set based on data from previous studies in physiographically similar basins (Inman, 1988; Bohman, 1992) . Surface runoff-routing parameters were estimated from study basin hydrographs and EIA, defined as the percentage of impervious area that is directly connected to the channel drainage system, and like ly the most sensitive model parameter was initially estimated within 25 percent of the total impervious area. Some manual adjustment of model parameters was initially performed before application of the automated routine to ensure that a physically realistic set of model parameters was developed. Quality of each calibrated model was judged on the development of a reasonable set of model parameter values, the slope of the regression line between sirrulated and observed peak runoff and volume values, anc the standard error of regression (table 3) . A regression line slope criteria of 0.95 to 1.05 was established to evaluate model fit. Peak slopes were always within the established slope criteria. Five volume slopes fell below the 0.95 criteria (table 3), only two of which were less than 0.90, indicating that volumes may have been underestimated as a result of small amounts of storage in these basins, perhaps invalidating RRM model assumptions. However, these effects did not appear to be significant, so the sites were retained in the database.
Model fit was further evaluated based on the calculated standard error for the regression between sirr ulated and observed values. Standard errors of regression for all sites were generally less than 50 percent with 10 of the 17 modeled sites recording standard error for peaks of less than 40 percent and 13 of the modeled sites recording standard error for volumes less than 40 percent. These values may be slightly higher than those reported by Inman (1988) and Bohman (1992) , yet may result from some nonhomogeneity in the basins during the datacollection period or procedural differences in eventselection criteria. The calibrated parameters which represent the set of values that result in the best overall fit and associated regression statistics are presented in table 3. These statistics of model development for each modeled site in the study indicate good unbiased agreement between the observed and simulated data.
Comparative plots of the simulated and observed peak flows and depth of runoff volumes also were reviewed for bias. Plots for site 18, Big Branch tributary at Wingate Drive at Millbrook, N.C., site 28 Branson Creek near Fayetteville, N.C., and site 3, Nasty Branch at Asheville, N.C., show typical results (table 1; fig. 2 ) in each hydrologic area. The figure indicates that the points are generally equally distributed about the line of perfect fit.
Estimates of peak discharges for selected recurrence intervals were developed for each of the 17 modeled basins. Long-term record of peak flows was generated by applying the available historic unit rainfall, daily rainfall, and daily evaporation data to the set of calibrated model parameters determined for each basin.
For Asheville sites, historic climatic data from Asheville and Fletcher (table 1) were used; for Raleigh sites, historic climatic data from Raleigh and Chapel Hill (table 1) were used. For Fayetteville sites, however, the closest available historic climatic data were from Raleigh and Chapel Hill (table 1). Daily and unit rainfall amounts were multiplied by 1.02, the ratio of the mean annual rainfall at Fayetteville to the mean annual rainfall at Raleigh, to account for geographic variation in precipitation amounts.
The maximum annual peak flows were then selected from each record and that annual series of peak flows were log-transformed and fitted to a Pearson-Type III distribution, in accordance with recommendations of the U.S. Water Resources Council 1981) . Using that distribution, flows corresponding to the 2-, 5-, 10-, 25-, 50-, and 100-year recurrence intervals were computed for each modeled basin. Skew coefficients as computed for each basin were used rather than regional skew because the regional skew data provided in U.S. Water Resources Council (1981) is for rural conditions only.
Previous estimates of the 2-, 5-, 10-, 25-, 50-, and 100-year peak discharges in small urban basins in North Carolina were compiled. Putnam (1972) and Gunter and others (1987) used rainfall-runoff modeling and historic rainfall record to generate synthetic peak-flow records at six sites in the Piedmont and four sites in the Coastal Plain, respectively. Sauer and others (1983) selected five Piedmont sites that had 11 to 16 years of homogeneous record and developed estimates of peak discharges from those records. Although all three investigators used log-transformed PearsonType III distribution to compute flows for selected recurrence intervals, only Gunter and others (1987) and Sauer and others (1983) did so according to guidelines of the U.S. Water Resources Council (1981), because Putnam's (1972) work was done before those recommendations were established. Putnam only developed estimates from synthetic record for the 25-, 50-and 100-year peak discharges. Consequently, there are 32 sites having the 25-, 50-, and 100-year peak discharges and 26 sites having the 2-, 5-, and 10-year peak discharges (table 4) .
Urban Basin Characteristics
The urban basins for which the pooled floodfrequency data are derived constitute a significant aerial coverage of urban areas in North Carolina and include basins representing a wide range of urban development and hydrologic and climatic conditions. Seven hydrologically relevant basin characteristics that serve as measures of basin size and shape and as indices of urban development and channel improvement, climate, and rural or background flood characteristics were developed for use in this study (table 5) .
Basin characteristics include basin size and shape. Contributing drainage area (DA), measured in square miles, was determined from topographic maps and included diversions across basin divides. Channel length (L) was measured in miles from the gaging station upstream along the channel to the basin divide, and channel slope (S) was measured in feet per mile, computed as the difference in elevation between the 10-and 85-percent points along the stream channel divided by the length between those two points.
Measures of urban development and channel improvement include percent impervious area (IA) and basin development factor (BDF). IA is a dimensionless value determined by overlaying a grid on basin maps, delineating the impervious areas such as roads, parking lots, and rooftops, and determining the percentage of grid cells that constitute areas impervious to infiltration of rainfall. BDF is a dimensionless value which represents a measure of the prevalence of drainage aspects of (1) channel improvements, (2) channel linings, (3) storm drains or sewers, and (4) curb and gutter streets. As described by Sauer and others (1983) , the value of BDF is computed for each third of the drainage basin by evaluating prevalence of drainage aspects in each subarea. A value of zero is assigned if each of the aforementioned drainage improvements constitutes less than 50 percent of the drainage system; conversely, a value of one is assigned if drainage improvements constitute more than 50 percent. These values are summed for each drainage aspect in each subarea resulting in a total BDF value which ranges from 0 to 12.
Measures of climate include 2-year, 2-hour rainfall amount (Rl2 2) (Hershfield, 1961) . The rural or background flood characteristics are provided as the rural flood-frequency values for 2-, 5-, 10-, 25-, 50-, and 100-year floods (RQ2, RQ5, RQ10, RQ25, RQ50, and RQ100). These measures of rural flood characteristics were derived from regression equations developed by Gunter and others (1987) for the BlueRidge Piedmont, Sand Hills, and Coastal Plain, and Sand Hills hydrologic regions of North Carolina. Contributing drainage area (DA), in square miles, is the only explanatory variable used in each regression equation (table 6) .
Estimates of these characteristics were developed for each basin (table 6). The basins rangê in size from 0.04 to 41.0 mi with impervious areas ranging from 2 to 54.6 percent of the basin. Basin development factors ranged from 2 to 11; however, the site with the greatest impervious area was not the site with the largest basin development factor. [DA, contributing drainage area; L, channel length; S, channel slope; IA, impervious area; BDF, basin development factor; RQ, rural equivalent peak discharge for 2-, 5-, 10-, 25-, 50-, and 100-year floods; RI 2 2-2-year, 2-hour rainfall amount; mi , square mile; mi, mile; ft/mi, foot per mile; ft' / 
ESTIMATION OF FLOOD-FREQUENCY CHARACTERISTICS
Generalized least-squares regression techniques were used to develop the final estimating equations (table 7) that relate peak discharges for 2-, 5-, 10-, 25-, 50-, and 100-year floods (table 4) to basin characteristics at urban basins in North Carolina (table 5) . The response or dependent variables for the regression analysis were estimates of peak discharges for selected recurrence-interval floods. Explanatory or independent variables were the set of seven basin characteristics identified as potential predictors of peak flow. Regression analyses were performed on the logarithms of the response and explanatory variables in order to linearize the relations between peak flows and basin characteristics. Regression equations were tested for both parameter and geographic bias and sensitivity to errors in the independent variables, and the equations can be used to estimate flood-frequency characteristics for small, ungaged, urban North Carolina streams with insignificant surface and embankment storage.
Regression Analysis
Initial or exploratory, ordinary least-squares regression was used to determine the best model for all combinations of one through seven explanatory variables using adjusted coefficient of determination as the criterion. This exploratory regression resulted in two different three-variable regression models. The first, most significant model, included drainage area, relative impervious area, and rural equivalent flood discharge. The second, slightly less significant model consisted of drainage area, basin development factor, and rural equivalent flood discharge. Although Table 7 . North Carolina urban flood-frequency equs ordinary least-squares regression was used to preliminarily determine the most significant ex planatory variables, the nature of the peak discharge data used as the response variable is such that ordinary least-squares regression is inappropriate for the regional regression analysis.
Ordinary least-squares is an appropriate and efficient regression model for use when estimates of response variables are independent of each other (no ccrrelation between pairs of sites) and when the re iability and variability of flow estimates used as response variables are approximately equal. Most of ths peak discharges used in this regression were developed from synthetic records of annual peaks generated by a rainfall-runoff model; such records are highly correlated with other sites in the same city be cause common rainfall records were used to generate d£ta for sites within the same city. The synthetic records at gages in Fayetteville and Raleigh were generated using the same rainfall record. In this case, not only are records from the same city highly correlated with each other, but records from two di "ferent cities also have a high degree of correlation. Peak discharges at the five sites taken from Sauer and otiers (1983) are based on actual records. These records have varying degrees of correlation among themselves and with the other records used.
Because of the correlations between the annual pe ak records, estimates of peak discharges developed for use in the regional regressions cannot be assumed to be independent; also, because of the different scurces of record, the assumption of equal reliability ard variability of the estimates is violated. For this reason, regression equations were developed using generalized least-squares regression techniques. Generalized least-squares regression (GLS), as described by Stedinger and Tasker (1985) , is a regression technique that takes into account differences in the variability and reliability of, as well as the correlation between, dependent variables. These factors are accounted for in GLS by assigning different weights to each observation of the dependent variable used in the regression based on its contribution to the variance of the sample-flow statistic used as the dependent variable. Ordinary least-squares regression analysis assumes equal record length and variability for all sites, and no cross-correlation between flow records, so each sample flow statistic is assumed to have equal variance and is assigned equal weight in the regression.
Use of generalized least-squares regression to model the relations between the estimated peak discharges and basin characteristics of the sites in this study required estimates of the standard deviations, effective record length, and cross-correlation coefficients of the series of annual peaks. A generalized least-squares regression of sample standard deviations against drainage area and impervious area was used to estimate the standard deviations of annual peaks.
Effective record length is used to compare the reliability of estimates of peak discharge generated from synthetic record to estimates generated from actual record. Lichty and Liscum (1978) developed estimates of effective record length for sites where synthetic record was used. Those estimates were used in this study for all sites except the five sites from Sauer and others (1983) , for which actual record length were used.
Average cross-correlations among sites from the same city or source were estimated using sample cross correlations. These correlations were estimated to be 0.88 for urban sites in Raleigh and Fayetteville, where the same historic rainfall record was used, and 0.96 for urban sites in Asheville. Correlations for sites taken from Putnam (1972) and Gunter and others (1987) were estimated to be 0.90 in both cases. Cross correlations for the sites taken from Sauer and others (1983) were found to be much less than those correlations among sites with synthetic records; an average value of 0.40 was used for all of these sites. Average cross correlations between sites from different cities or sources also were estimated using sample cross correlations. A value of 0.88 was used for the cross correlation between Raleigh and Fayetteville sites, because the same historic rainfall record was used to generate synthetic record at sites in both cities. Cross correlation between other cities or sources of record was estimated to be 0.30, except between sites taken from Gunter and others (1987) and sites taken either from Putnam (1972) or those from Asheville, and between sites from Sauer and others (1983) and any other source. Those correlations were assumed to be zero.
Uncertainty in a prediction of a flow value at an ungaged site using the regression models can be measured by the standard error of the prediction. This standard error is computed as the square root of the mean square error of the prediction, MSEp, which is made up of two parts the mean square error as a result
of having an imperfect model, y , and the sampling mean square error as a result of estimating model parameters from a sample, MSES ,. The mean square model error, y 2, is assumed to be constant for all sites, but MSEsi depends on the values of the explanatory variables (DA, IA, and RQ) at the site indexed by /. Therefore, the standard error of a prediction at site /, given by m 0)
varies from site to site. By assuming that the values of the basin characteristics of the gaging stations in the regression are a representative sample of all sites in the area, the average prediction accuracy for the regression model can be appraised by the average standard error of prediction, given by
The standard error of the model can be transformed from log (base 10) units to percent by the formula:
Similarly, the average standard error of prediction can be transformed from log units to percent by substituting S-for y in the formula above. These The procedure for computing Sp , for an ungaged site is given in the Appendix.
Generalized least-squares regression was used to evaluate two 3-variable models that had been suggested by preliminary ordinary least-squares regression. The final regression model relates peak discharge to drainage area, relative impervious area, and rural equivalent flood discharge for each recurrence interval (table 7) . A regression model using BDF was tested using generalized least-squares regression, and BDF was not found to be significant at the 1-percent level. Model standard error and average prediction standard errors were generally less than 40 percent for all recurrence-interval regression equations. These errors are less than the standard errors of estimate and prediction errors reported by Sauer and others (1983) for both the 3-parameter and 7-parameter national urban equations.
Regression Bias and Sensitivity
The regression relations were tested for parameter and geographic bias. Parameter bias was tested by plotting the residuals (differences between the equation estimates and the observed values, as defined in table 4) against the independent variables, drainage area and impervious area, for each equation. Rural equivalent discharge was not used because it is also a function of drainage area. Visual inspection of these plots showed no tendency to overestimate or underestimate within a given range of parameter values and were found to be free of parameter bias. Geographic bias was tested by plotting equation estimates against observed values for each of the six sources of data three sets from modeled cities and three sets from previous investigations. These six plots for each regression equation also were visually inspected to determine if there was a tendency for overestimation or underestimation. Only the plots for Raleigh and Fayetteville indicated a tendency to overpredict at recurrence intervals greater than 25 and 50 years, respectively. This may result from the use of the same h storic rainfall record for Raleigh and Fayetteville in developing the flood-frequency data applied to the regression database. However, the percentage d ifferences are on the order of the model prediction eiTors, with only two sites in Raleigh and one site in Fayetteville recording greater than 50-percent error.
The sensitivity of the equations to errors in the independent variables, DA and IA, was evaluated by varying each variable by selected percentages and comparing the resulting peak-flow estimates. The sensitivity of the 2-year and 100-year estimated peak discharge to changes in drainage area and impervious a -ea for a site in the Blue Ridge-Piedmont hydrologic a"ea is presented in table 8. The table indicates that a 50-percent underestimation of drainage area will result in a 33.7-percent underestimation of the resulting 100-year peak discharge. Similarly a 50-percent overestimation of the percentage of impervious area will result in a 32.1-percent overestimation of the resulting 2-year peak discharge. Each set of equations is more sensitive to drainage area than impervious area because drainage area also is applied in computing the rural equivalent discharge used in the regression equations. Furthermore, the 2-year equation is more sensitive to changes in independent variables than the 100-year equation because the exponents are greater. Sensitivity of the regression equations for the 5-, 10-, 25-, and 50-year equations are expected to behave similarly. This analysis is specific to the Blue RidgePiedmont area; however, the sensitivity to errors in the independent variables for the Coastal Plain and Sand Hills hydrologic areas are expected to be comparable.
Use of Regression Equations
Within applicable ranges of basin characteristics, and in the absence of sustainable inchannel detention or basin storage, flood-frequency relations can be used to estimate flood-frequency characteristics of ungaged, urban streams in North Carolina.
To apply the relations, estimates of the input variables are first needed. Flood-peak discharges for the 2-, 5-, 10-, 25-, 50-and 100-year recurrence intervals can be estimated by first determining the drainage area and impervious area for the site of interest. The site must then be located within one of the three hydrologic areas to determine the rural equivalent discharge for the specified recurrence interval (table 6). The corresponding urban equation (table 7) , which essentially adjusts the rural equivalent discharge, can then be applied. An example for the Blue RidgePiedmont hydrologic area is listed below.
Applying Gunter and other's (1987) rural floodfrequency equation for the 10-year peak discharge (table 6) to a site in the Blue Ridge-Piedmont -ĥ ydrologic area with a drainage area of 2.4 mi yields a value of 598 cubic feet per second (ft3/s). The rural equivalent discharge is then adjusted for urbanization by applying the urban flood-frequency relation which incorporates the relative impervious area of 18.6 percent at the site. The resulting 10-year urban peak discharge from the estimating equations (table 7) is 974 ft /s more than a 60-percent increase in predicted peak discharge for the rural area.
Users are cautioned against using the equations outside of the range of values of the independent variables used to develop the equations. The relative impervious area ranged from a minimum of 2 percent to a maximum of 54.6 percent and total drainage area ranged from 0.04 to 41.0 mi2 . In basins with relative impervious areas less than 10 percent, the computed urban peak discharge may be less than the computed rural peak discharge. It is left to the discretion of each user, based on hydrologic judgment and knowledge of the area, to decide which computed peak discharge to use. Furthermore, the equations are only applicable in basins with insignificant surface and embankment storage.
SUMMARY
Information on the magnitude and frequency of floods is critical in the design of bridges and culverts, establishment of flood-insurance rates and flood-plain regulation, and for other uses by urban planners and engineers. Recognizing the need for urban floodfrequency relations, the U.S. Geological Survey, in cooperation with the North Carolina Department of Transportation and the Cities of Asheville, Fayetteville, and Raleigh conducted an investigation of flood-frequency characteristics of small urban streams in North Carolina. The investigation included the collection of rainfall and runoff data and determination of basin characteristics in small urban basins, the calibration and application of rainfall-runoff models to synthesize peak-flow records, the analysis of the peakflow record to generate flood-frequency characteristics, and the development of regression equations relating urban basin characteristics to floodfrequency characteristics. This report documents the development and application of regression equations quantifying the 2-, 5-, 10-, 25-, 50-, and 100-year flood flows in small ungaged urban basins in North Carolina, <~\ ranging in size from about 0.04 to 41 mi .
Concurrent records of rainfall and runoff data were collected in small urban basins in the Blue RidgePiedmont and Sand Hills hydrologic areas of North Carolina from 1986 through 1993. These data were used to calibrate rainfall-runoff models for each basin. Long-term record of peak flows were then generated by applying the historic rainfall and evaporation data to each set of calibrated model parameters. The maximum annual peak flows were then selected from each record and fitted to a Pearson-Type III distribution. Using this distribution, flows corresponding to the 2-, 5-, 10-, 25-, 50-, and 100-year recurrence intervals were computed for each modeled basin. Estimates of the 2-, 5-, 10-, 25-, 50-, and 100-year peak discharges also were compiled from previous studies to expand the database.
A database of these flood characteristics was coupled with seven hydrologically relevant basin characteristics describing the size and shape of each basin, level of urban development, and climate and rural flood characteristics for use in developing equations relating flood frequency to basin characteristics. Generalized least-squares regression techniques were used to develop the estimating equations that relate peak discharges for 2-, 5-, 10-, 25-, 50-, and 100-year floods to drainage area, relative impervious area, and rural equivalent flood discharge. Model error or regression error and prediction errors were generally less than 40 percent for all recurrenceinterval regression equations. These errors are less than the regression errors and prediction errors previously reported for the 3-parameter and 7-parameter national urban equations.
The regression relations were tested for both parameter and geographic bias. Visual inspection of plots of residuals against independent variables showed no tendency to overestimate or underestimate within a given range of parameter values and were free of parameter bias. Geographic bias was tested by plotting equation estimates against observed values for each of the six sources of data three sets from modeled cities and three sets from previous investigations. Only the plots for Raleigh and Fayetteville indicated a tendency to overpredict at recurrence intervals greater than 25 and 50 years, respectively. However, the percentage differences are on the order of the model prediction errors, with only two sites in Raleigh and one site in Fayetteville recording greater than 50-percent error.
The sensitivity of the equations to errors in the independent variables was evaluated by systematically varying each of the independent variables by selected percentages and comparing the resulting peak-flow estimates. Each set of equations is more sensitive to drainage area than impervious area because drainage area is also applied in computing the rural equivalent discharge used in the regression equations. Furthermore, the 2-year equation is more sensitive to changes in independent variables than the 100-year because the exponents of the independent variables are greater.
D;
Within applicable ranges of basin characteristics and in the absence of sustainable in-channel detention or basin storage, flood-frequency relations can be used to estimate flood-frequency characteristics of small, ungaged, urban streams in North Carolina. The user is cautioned against using the equations outside of the range of values of the independent variables used to develop the equations. The relative impervious area ranged from a minimum of 2 percent to a maximum of 5A .6 percent and total drainage area ranged from 0.04 to 41.0 mi2 .
GLOSSARY
The following are definitions for selected acronyms and terms used in this report; however, they are not necessarily the only definitions for these acronyms and terms.
BDF
Basin-development factor. A measure of basin development that takes into account channel improvements, impervious channel linings, storm sewers, and curb and gutter streets. It is measured on a scale from 0 (little or no development) to 12 (fully developed).
DA
Contributing drainage area, in square miles. The area of a basin that contributes drainage to a specified location on a stream, measured in a horizontal plane. It is usually computed by planimeter, digitizer, or grid method from U.S. Geological Survey 7.5-minute topographic quadrangle maps.
IA Impervious area. The percentage of drainage area covered by impervious surfaces, such as streets, parking lots, and buildings.
L Channel length, in miles, from the basin outlet to the basin divide.
Rl2 2 2-year, 2-hour rainfall amount, in inches, reported in Hershfield(1961) .
RQ2
Recurrence interval of a 2-year flood, in cubic feet per second; RQ5 is for a 5-year flood, and so forth up to and including RQ100 for a 100-year flood.
RRM
USGS rainfall-runoff model. A lumped parameter model that assumes no significant storage in a basin and uniform rainfall throughout the basin.
S
Channel slope, in feet per mile, measured from points 10 percent and 85 percent of the main channel length from the basin outlet.
SER
Average standard error of regression, in percent. A measure of the error associated with estimating a streamflow characteristic of a site used in the regression analysis.
T Recurrence interval, in years. An average interval of time in which a given hydrologic event will be equaled or exceeded once.
Peak
The maximum discharge, in cubic feet per second, flow associated with an observed or estimated flood hydrograph.
Urban
A basin for which the basin development factor basin (BDF) is generally greater than 3.
APPENDIX
The value of the mean square error (MSES) at a specific site can be estimated as follows: Denote the column vector of n logarithms of observed peakdischarge characteristics at n sites in a region by Y. For example, Y = log<2 50)1 log<2 in which, <250 represents the observed 50-year peak at the /th gaging station in the region. Further, let X represent a (n by p) matrix of p-\ basin characteristics augmented by a column of ones at n gaging stations and B represent a column vector of p regression coefficients. 
Y=XB r XQ
A is the (n by n) convariance matrix ed with Y. The diagonal elements of A are error variance, y", plus the time-sampling error site /, (/=l,2,3,...n) which is estimated as a of a regional estimate of the standard n of annual peaks at site i, the recurrence of the dependent variable and the number of record at site i. The off-diagonal elements of sample covariance of the estimated f-year sites i and j. These off-diagonal elements are d as a function of a regional estimate of the deviation of annual peaks at sites i and 7, the recurrence interval of the dependent variable and the number of concurrent years of record at sites i andy (Tasker and Stedinger, 1989 .29922E-01 .71533E-02 .11040E-02 .10401E-01
