Abstract-In general, medical clustering concerns a big database. The present paper aims at extracting a fuzzy linguistic summary from a large medical database. A linguistic summary is used to reduce large volumes of data to simple sentences. It is worth noting that with the increase of the amount of medical data, different techniques of machine learning have been developed recently.
I. INTRODUCTION
Your In recent years, the medical field has produced increasingly voluminous amounts of electronic data that are becoming more and more complex. The medical data obtained have certain characteristics that make their analysis very challenging. It is interesting to mention that the bulk of the information stored in medical databases is not used in the decision-making process; therefore, the analysis of all the data turns out to be ineffective. A large number of existing works have focused on getting the appropriate information that helps taking the right decision. Data mining and ontology may be employed for such a purpose [1] [2] . In addition, most of the representations of Knowledge Discoveries in Databases (KDD) systems are often unintelligible to users.
In the present paper, our contribution consists of using linguistic summaries for the design of a diagnostic decision support system in order to be able to deduce the state of the patient in a simple and transparent way (supervised classification).
In this work, the linguistic summary of digital data is used. Most linguistic summary applications are encountered in business [3] [4] [5] ; few of them are found in the medical field [6] [7] [8] .
The linguistic summary based on the theory of fuzzy sets, proposed by Zadeh [9] , offers a direct and interesting semantic interpretation of natural language.
The theory of fuzzy sets can be used to define linguistic summaries because it allows obtaining a linguistic description of the data. The basic idea is to model linguistic terms using fuzzy linguistic variables (like almost all, around) [10] and also to carry out computations in order to estimate the extent to which a given sentence is considered to be true.
Many linguistic summary approaches exist; some of these are The SAINTETIQ model [11] [12] which is constructed as a hierarchical tree, and the Yager's method [13] , which is the oldest method that uses fuzzy quantifiers to describe the data used. An example of a summary can be "Most workers are young".
The last method, which is used in this article, is a summary which is based on the calculation of the fuzzy cardinality [5] ; it depends on the cardinality of each fuzzy subset.
A large number of interrogation systems for linguistic summaries exist [4] [12] , [14] , [15] . The objective is to improve these interrogation systems and make them more flexible. These systems are said to be flexible when the linguistic summary is perfectly represented. Each summary model has a different protoform. However, the above mentioned works did not truly integrate the linguistic summary into a diagnostic support system. The present article seeks to present a complete medical linguistic summary model where a flexible query system, that meets the needs of the user, is developed. In addition, two types of queries are addressed here, namely the type fuzzy (Q R's are T) and type fuzzy (Q R's and P are T), using quantitative and qualitative information.
Two factors are considered, i.e. the time factor and the precision factor. The linguistic summary obtained as a knowledge base (KB) is also considered.
Our contribution consists of using linguistic summaries for the design of a diagnostic decision support system to deduce the state of the patient in a simple and transparent way (supervised classification).
The next section gives an overview of the fuzzy cardinality model which briefly depicts the representations of a summary and the different steps involved in the summary building process and presents the different classification techniques, i.e. MLP, SVM and KNN; the similarity among linguistic summaries is defined and calculated. In the experimental section, our medical linguistic summary template is presented; an example is also given for clarification. Finally, the results obtained are discussed in the last section and our findings are compared with other works previously reported in the literature.
II. RELATED WORK

A. Linguistic summary and fuzzy cardinality
First, the concept of linguistic summary is introduced and then the principles of summarization are presented. The fuzzy cardinality-based approach to a linguistic summary of a digital database is also given here.
Linguistic summary: In this section, the basic approach to linguistic summarization of a database is briefly explained.
A linguistic summary is a meta description of the information in the database; it can be used to express relational knowledge about the data [13] .
One may have either 
Qy sareP
QRy sareP
Where Q is a linguistic quantifier (e.g. most) associated with a membership function Q  ; P is a summary that is associated with a level of truth. The natural language terms are modeled by the fuzzy subset, which allows describing the attribute values of these terms. The resulting descriptions are materialized by the concepts that exist in the registration; "The young and well paid" is a good example. Each registration is linked to one or more concepts following the adequacy between its attribute values and the terms that label the concept (young and well paid). These are registered methods in the field of linguistic summary of Yager [13] .
These methods are all based on the theory of fuzzy sets, which is a method proposed by Zadeh [9] to express vague concepts.
Principle of fuzzy cardinality: Suppose that our relational database has three attributes, namely A, B, C. These are attributes of the relation r [5] , [16] 
For example: 
In the context considered here, it is not necessary to store the summarized relation r su . The only additional data that have to be stored are the fuzzy cardinalities whose computation is described in the following subsection.
The method of linguistic summary is based on the fuzzy cardinality calculation and is composed of two phases. The first one is the fuzzification of digital data (transforming each digital datum in linguistic variables). The second one involves merging and calculating the fuzzy cardinality for each linguistic variable (to create a linguistic summary).
In the first phase, the linguistic variable n is considered. All the tuples, of the form / , / , / Let:
Consider the current value of the fuzzy cardinality as It is important to notice that the maximum number of tuples that can be obtained in su r is na nb nc  [16] .
Therefore, the summary obtained by calculating the fuzzy cardinality can be interpreted in a natural language. The summary may be integrated into other research works.
B. Algorithms of classification
Today, classification is a process that is applied in many areas. The classification methods are designed to combine the elements of a set X, of any kind, in a small number of classes. The quality of the classification can be judged on the basis of two criteria:
The generated classes should be as different as possible from each other with respect to certain characteristics, Each class should be as homogeneous as possible vis-à -vis these characteristics.
Several methods, such as Support Vector Machine (SVM), K-Nearest Neighbor (K-NN), and Multilayer Perceptron (MLP), can automatically generate ensembles of classifiers.
Support Vector Machine (SVM): This algorithm performs classification by building a hyperplane or a set of hyperplanes in a high-dimensional space. In addition to performing linear classification, SVM can efficiently perform a non-linear classification using what is called the kernel trick, which is implicitly mapping its inputs into high-dimensional feature spaces. A good separation is achieved by the hyperplane that has the largest distance to the nearest training data points of any class. It is assumed that the larger the margin or distance between these parallel hyperplanes, the better the generalization error of the classifier. An important property of the Support Vector Machine (SVM) method lies in the fact that the determination of the parameters of the model corresponds to a convex optimization problem, and so any local solution is a global optimum [17] .
K-Nearest Neighbor (K-NN):
The K-Nearest Neighbor (K-NN) algorithm is amongst the simplest of all machine learning algorithms and should be one of the first choices for a classification task when there is little or no prior knowledge about the distribution of the data. K-nearest neighbor classification was developed to meet the increasing need to perform discriminant analysis when reliable parametric estimates of probability densities are unknown or difficult to determine. The K-Nearest Neighbor algorithm is a nonparametric method, for classification and regression, that predicts "values" of objects or class memberships based on the k closest training examples in the feature space. An object is classified by a majority vote of its neighbors, with the object being assigned to the most common class amongst its k nearest neighbors (k is a positive integer, typically small). If k = 1 then the object is simply assigned to the class of that single nearest neighbor. Usually the Euclidean distance is used as the distance metric [17] .
Multilayer perceptron (MLP): Multilayer perceptron (MLP) is a modification of the standard linear perceptron; it can distinguish data that are not linearly separable. It consists of multiple layers of nodes in a directed graph; it is a feed-forward neural network whose processing nodes (neurons) compute the weighted average of its inputs and then transform the average by an activation function such as the hyperbolic tangent and logistic functions. A multilayer perceptron is different from an ordinary perceptron because each neuron uses a nonlinear activation function, which was developed to model the frequency of action potentials, or firing, of biological neurons in the brain. This function can be modeled in several ways, but must always be normalizable and differentiable [17] .
Our study intends to use a linguistic summary to create a supervised classification system; the model created uses the similarity between different linguistic summaries.
C. Similarity between different linguistic summaries
A brief discussion is given in this section to calculate the degree of similarity between two linguistic summaries and to estimate the metric distance between the two linguistic summaries [18] .
Two linguistic summaries are considered at the beginning; they are then written in the form proposed by Yager [13] .
A [19] , the similarity between two protoform summaries is the minimum of the four elements that make up the summary. This similarity is between summarizers (P), quantifiers (Q), truth-values (T), and qualifiers (R).
Given two summaries Ls1 and Ls2:
Where:
 Truth level T is a number belonging to the interval [0, 1]; it is assessed by the truth level (validity) of the summary P,  a and b are numbers of common attributes for summarizers P1 and P2. The dissimilarity of two linguistic summaries can be calculated from the similarity of these two linguistic summaries.
At last, it is interesting to note that the linguistic summary is an effective way for the compression of heterogeneous data; the results obtained are understandable in natural language as it is possible to calculate the similarity between the linguistic summaries and to find the individual cloud that belongs to both summaries. Then, the linguistic summary becomes a really intelligent summary and can be used in many diagnosis fields.
III. EXPERIMENTATION
This article aims at creating a complete medical linguistic summary template, where two criteria are taken into consideration, i.e. short response time and fast search for information. Moreover, the results must be precise.
In this paper, a scheme for the classification of a medical database is proposed; it is based on the calculation of similarity between fuzzy linguistic summaries. Our medical classification system is performed on a given linguistic summary which was developed by the method of Prade and Dubois. This method does not require the learning phase; it updates the linguistic summary quickly and easily.
Our application is divided into two phases:
The first phase is built from a linguistic summary of a medical database; it is based on the calculation of fuzzy cardinality. Te second phase consists of a classification model that is created based on the information obtained from the linguistic summary.  The medical summaries of Wisconsin breast cancer databases (WBCD) [21] were also constructed.
A. Medical database
The breast cancer database contains medical information of 699 clinical cases having breast cancer and classified as malignant or benignant; 458 patients (65.5%) were mild cases and 241 patients (34.5%) were malignant. 
This idea is closely related to the Computing with Words Paradigm [9] introduced by Zadeh.
The use of fuzzy terms is very interesting because it provides a consistent language. Human language is intuitive because it can easily be understood by the user. In addition, the user does not have a clear idea about what can be obtained from the stored data. However, with the fuzzy theory, the data can be interpreted in natural language.
The second phase consists in giving a summary by using the algorithm of fuzzy cardinality calculation. The linguistic summary of PIMA Indians Diabetes (figure 2) and the linguistic summary of breast cancer database ( figure 3 ) were obtained; they contain all the essential information needed by the user (qualitative information, quantitative information). The method used minimizes the loss rate used in other compression methods; it also guarantees the quantitative information (fuzzy cardinality) and qualitative information (membership degree in the fuzzy subset).
Exemple:
In Figure 3 , the linguistic summary of the attribute 1 (Atr1) of the linguistic variable (Se1) is: 1.0/0 + 1.0/293 + 0.8/372 + 0.5/500 + 0.3/533
This writing is interpretable in natural language. Here the number 0.1 (respectively 0.8, 0.5, 0.3) is represented by a degree of membership in the fuzzy set; the number 293 (respectively 372, 500, 533) represents the number of patients for each degree of membership of the linguistic variable Se1 and attribute Atr1. It can be said that, in the data base, there are 293 patients who all belong to the We can say that in the Data Base, there are 325 patients who all belong to the linguistic variable medium and attribute Npreg; there are 19 (325-306=19) patients who partially belong to the linguistic variable Se1 (medium) and attribute Atr1 (Npreg ) with a degree of membership = 0.8.
It is possible to have a perfect summary database that allows having a minimal information loss rate with a better decision.
C. Creation of a flexible interrogation
Database summaries provide a means to significantly reduce the volume of inputs for processes that require access to the database. The benefit of downsizing a database is the reduced time of response.
Interrogation summaries are only a first step; all relevant information can be easily recovered from the linguistic summaries. The mechanism of interrogation is effective, and there is no loss of precision in the response.
The main idea is to find a way to obtain a summary that is more intelligent than those reported in other studies in the field. Also, regardless of the search performed on this linguistic database summary, a correct answer can be found without returning back to the numerical database. The response obtained is found to be in accordance with the user's preferences (doctor). Therefore, one must create a flexible interrogation system that seamlessly fulfills the user's needs.
Fuzzy quantifiers were introduced by Zadeh using the usual universal and existential quantifiers. One must distinguish the absolute quantifiers, which express a number (about 3, at least 2) and the relative proportional referencing (the majority, about half). The quantified expressions are of type "QX are A", when it comes to assessing to what extent the elements of "X are Q A", as in "about 3 employees are well paid". The most common form is "QBX are A" where the reference set BX is unclear, as in "most young employees are well paid" (here Q is a linguistic quantifier, A and B are two gradual predicates defined by fuzzy sets, and X is generally a relation from the database).
The linguistic summary of the Pima database or WBCD database contains quantitative and qualitative information. It is interpretable in natural language because it is based on fuzzy logic.
The user finds satisfaction in the content of the request because the form of the proposed request is written in natural language.
Thereby, the search query is written with natural language expressions; it is in the form " '
Qy areP ", which was proposed by Yager [13] .
The search for the query response allows calculating the scalar product.
Linguistic summaries may be calculated using fuzzy cardinality. A simple request (only one fuzzy predicate), of the form " ' Qy areP ", or a complex request, of the form " ' QRy areP ", are calculated. The information from F A (F A is a fuzzy cardinality calculation set for each fuzzy subset of attribute A) is used in this calculation. 
Example:
How can a patient be GLU regular? Consider the simple query: This result means that 52% of patients are GLU regular and AGE young.
D. Classification approach
In previous works, some authors highlighted the interest of using the linguistic summary in diagnostic support systems, but were not able to create a real diagnostic medical system.
The linguistic summary of the Pima India database and WBCD database provides us with important quantitative and qualitative information for making a medical decision.
In similar works, some researchers performed a supervised classification on the Pima Indians Diabetes database and WBCD database, using SVM, Neural Networks, K-NN, and others [22] [23] [24] [25] [26] [27] [29] [30] .
Unfortunately, the execution time in such a system is slow because the classification is done on a large The supervised classification of the linguistic summary of the Pima Indians Diabetes database and WBCD database is discussed in the first section of our article. The condition of the patient should be deduced from le linguistic summary which is based on the calculation of the fuzzy cardinality.
First, a patient is taken as the input with n attributes 1 ,..., n aa , where 1 ,..., n a a R  (numerical values), and then the fuzzification is performed (converting each numerical value into one or more linguistic variables with the corresponding membership degrees).
In addition, the information is supplied by the linguistic summary of a medical database, in the form of a fuzzy cardinality.
Each cardinality corresponds to a subset of fuzzy attributes, with the intersection of two fuzzy sets supplied with two different attributes , , .., , ...,
The main idea is to create a matrix of similarity, and then calculate the similarity between the linguistic variables of fuzzy subsets of attributes and the intersection of different linguistic variables of various fuzzy subsets, and also the linguistic variable (patient) of an attribute (class). Note that the attribute (class) represents the patient's state of health that takes a linguistic variable (sick, not sick).
We first calculate: or Q = most. Therefore yQ(x) = x The degree of truth is calculated by the method proposed in [31] as:
Where i  is the degree of membership of the attribute.
The linguistic summary is based on the calculation of the fuzzy cardinality. Note that According to [19] , the similarity of the linguistic summary is (LS , ) min( (P , P ), (Q , Q ),
However, in Almeida's work [7] , it is reported that the dissimilarity is just the difference between the values of T, which is the degree of truth of the language summary.
Knowing that
and using equations (6) and (7), one gets:
To find the condition of the patients to be classified, we use the Sugeno integral taken between each degree of similarity of a linguistic variable and the degree of membership of each linguistic variable α; α represents the patient.
According to L. Lité rard [3] , the full Sugeno integral in the linguistic summary is:
In our case, f(α) is a similarity function for each fuzzy sub-attribute; α is the degree of membership within the fuzzy set of attributes; it has a risk factor.
For example, the risk factor of the attribute Glucose in a fuzzy subset is represented by the linguistic variable (High).
Our contribution aims at using a medical linguistic summary in a supervised classification system in order to determine the patient's state of health. It is possible to find the patient's class (sick or not sick), using the Sugeno integral between the degree of membership of each fuzzy subset of the patient and the similarity between linguistic summaries. This is elaborated in the following algorithm.
Our purpose is first to create a classification model using the information provided by our linguistic summary, which was developed by updating the medical data. In the second phase of our model, an attempt is made to deduce the patient's state of health based on the calculation of similarities between the linguistic summaries of our knowledge base and the linguistic variables related to the patient's attributes. The patient's state of health may be deduced using Sugeno's approach. To do this, the following algorithm is proposed: Either database is PIMA Indiana diabetes. Here T 1 is the degree of truth of each fuzzy set, and T 2 is the degree of truth of the intersection between different fuzzy subsets and the fuzzy subset (sick).
The following table displays the similarity between the fuzzy subsets.
Inputs: A patient has 8 attributes (2.0, 179.00, 70.0, 45.0, 543.00, 30.5, 0.15, 53.0) with the linguistic summary of Pima Indian Diabetes database, based on the computation of fuzzy cardinality. We have assigned the value 0.8 to the clustering threshold. It is well known that: , it becomes possible to calculate T1 and T2 for each fuzzy subset. T1 represents the degree of truth for each fuzzy set and T2 represents the degree of truth for the intersection between different fuzzy subsets and the fuzzy subset "sick".
Let's calculate the class using the Sugeno integral: After verification in the PIMA database, the attribute class = 0 is found, which means that this result is true.
IV. RESULTS AND DISCUSSION
The linguistic summary, based on the medical database PIMA, is interpretable in natural language. It uses linguistic variables with their degrees of membership. It allows searching for a response to the user's request. The query is written in a form close to that of the user's language, rapidly and with transparency. It can be noted that the search response time is very short. The search time in the linguistic summary is 7 milliseconds. The search time in the digital database is 1 second and 108 milliseconds.
Our contribution uses the linguistic summary of the PIMA Indians Database as well as the WBCD database to carry out a supervised classification. The quantitative and qualitative information on the linguistic summary is considered as interpretable knowledge. The calculation of the metric distance proposed by [20] allows us to calculate the degree of similarity between two linguistic summaries. In this work, the degree of similarity is calculated between each fuzzy subset and the intersection of each fuzzy subset with the subset state of the patient; the attribute is "condition". This calculation gives us a cloud of membership of the two fuzzy subsets. Finally, the Sugeno integral is calculated to determine whether the Therefore, 80 classification tests were performed on 80 patients in the Pima Indians database. The clustering threshold value of 0.8 was assigned to this database. Also, 80 classification tests were performed on 80 patients in the database WBCD (breast cancer). The clustering threshold value of 0.5 was assigned to this database. As a result, the table below is obtained. In Table 6 , the classification rate is high, which means that this system provides efficient classification results.
Consequently, one can say that our classification system is effective, easy and fast as it is based on the theory of fuzzy logic. We developed the classification of the linguistic summaries already made, instead of classifying the numerical databases. Our model increases the sensitivity, specificity and classification rates. Therefore, it may be stated that this model gives the best classification performances. It is also possible to say that the classifiers have a good recognition rate of the minority classes and the majority classes.
Comparative study of related works:
This section is intended to compare the classification accuracy of our method with those of other methods, applied to the same database:
A comparative study was conducted between the results obtained using the summary linguistic classification of those from a classical classification.
Note: In this section, the tests were performed using three classification techniques (CNMC, SVM and K-PPV) and two sets of medical data (PIMA, WDBC) with the objective to give a better interpretation of the results.
Works were tested on the WDBC database and the PIMA database. Table 7 displays the classification accuracies of our method and those of other methods employing the WDBC database and the PIMA database. Tables 6 and 7 -Classification accuracies obtained with our method and other classifiers in the literature (WDBC and PIMA) According to Table 6 , our classification is faster and more efficient. A classification rate of 95% and 83% was found with our linguistic summaries. The results obtained in the present study are much more interesting than the ones reported in the literature. One can easily notice that the classification rates of 95 % and 83% obtained in this work are similar to those found in some other research studies.
Our system is precise and interpretable in natural language; it uses fuzzy logic.
There is no need for the optimization phase, which is encountered in some other fuzzy inference systems for classification works. This is a comprehensive summary model which is interpretable in natural language; it is a combination of the flexible query system and the supervised classification.
The results obtained are encouraging, and they may be improved in future research works.
V. CONCLUSION
The present work aimed at constructing a model of a medical summary that can be interpreted in natural language, similar to the one used in daily communication among humans (doctor). It is a quick and flexible query system that responds to the user's specific needs.
Moreover, a supervised medical system was created from linguistic summaries. The classification was done using quantitative and qualifying information produced by our linguistic summary, by calculating the potential similarities.
These queries were processed using the scalar product (as proposed by Parde and Dubois), based on the list of fuzzy cardinalities and according to the user's request.
Then, a supervised classification system was constructed from the linguistic summary of the digital base. The classification was done using the quantitative and qualitative information recorded in our linguistic summary and also by calculating the similarity between the different linguistic summaries. One can notice that the classification rate obtained in this work is the same as that found in other research studies.
This is a comprehensive summary model which is interpretable in natural language; it is the combination of the flexible query system and the supervised classification.
The results obtained are encouraging, and it is possible to improve this model in future studies.
Our hope is to integrate this model in several medical databases, with heterogeneous data and a complete medical care record.
Our linguistic summary may be used in various medical diagnostic research areas. This model may be combined with other classification methods.
