The estimator of effect size, the sample mean difference divided by the sample standard error of the difference is studied in the context of mixed models and is related to the analysis of on-farm trials. A single treatment is compared against possibly different controls using a completely randomized design on each farm. A lower (l-u)l00% confidence limit on mean difference of the treatment and the average control is obtained. The best linear unbiased predictors (BLUPs) of the mean difference of the treatment and the individual controls as well as the lower {1-a)100% prediction limits are provided. The effect of omitting or not omitting the farm-bytreatment interaction variance component in the weighting process is assessed using two numerical examples.
Introduction
On-farm trials are experiments conducted in farmers' fields, usually with the cooperation and participation of the farmers (Amir and Knipscheer, 1989) . Farmers are allowed to evaluate the treatment ("new" technology) on their farms while it is compared to the farmers' control ("old" technology). It is unlikely that all farmers involved in the trial will have a common control. Lack of a common control makes it difficult to evaluate the treatment effect efficiently across the farms. A common practice is to use the same experimental design for all farms involved in the trial. Such practice fails to effectively control the known farm variations. For instance, one farm may require a completely randomized design, while another farm may require a randomized complete block design. The choice of the design to be used on a given farm depends on the nature of the within farm variation to be controlled. Therefore, using the same design structure on each farm may not be appropriate.
Mixed models and meta-analysis methods are used to extract the information from the individual trials and combine the information across trials. These methods are used to compare the treatment to the mean of the controls and to the individual controls through the construction of confidence intervals and prediction intervals.
Good experimental designs and the form of analyses appropriate to on-farm trials remain to be defmed (Stucker and Hicks, 1993) . Some groups of researchers do not regard any research conducted on farms as scientific whereas, many on-farm researchers disregard basic statistical principles. This paper provides a statistical procedure that allows for the treatment to be compared to possibly different controls on each farm while allowing for a different experimental design on each farm. The use of meta-analysis and mixed models methods are constructed in this on-farm trials setting.
, 2. Model Suppose f farms have been randomly selected to be involved in an on-farm trial where a treatment is compared against the possibly different control on each farm. Assume that a completely randomized design (CRD) is used on each farm with the treatment and control each replicated r times. Thus the following development assumes the same design is used at each farm but this requirement is removed in later sections. The use of the CRD is more simplistic than those used in practice, but the basic principles are not design-specific. Hence, the CRD simply introduces the main ideas.
A model to describe the response from the j th replication of the k til treatment from the i til farm is
i=1,2, ... ,f, j=1,2, ... ,r, k=T,C i where, T=Treatment and C i = Control on jtll farm, Yijk is the observed response in the jtll replication within the i til farm receiving the k th treatment, 1.1 is the overall mean, ~ is the i th farm effect, 't k is the k til treatment effect, flik is the interaction between the i til farm and the k th treatment, and £ijk is the random error or experimental unit error.
Model (l) has three random effects with assumed distributions ~ ........ iidN (O,if,) , (O, 0 2 fC) and £ijk are independent normal with mean zero and variance ~. Model (1) can be written in terms as a treatment (T) model and a set of control (Cp i=1,2, ... ,f) models. The treatment model is (2) where ~T = ~ + 'T. Let V iT = I.IT + ~ + fliT be the predictable function of treatment T on farm i, then (2) can be expressed as
Most often the farms used in on-farm trials are randomly selected, thus farmer's controls 
To estimate the variance components ~ and ~, one would need multiple treatments and controls per farm and in this case we have neither. Thus inorder to have identifiable parameters for model (1), we assume ~ :;; a:c :;;~. Under this assumption, the random variables U IT and U,C" i=1,2, ... ,fare distributed with different means ~T and ~c and a common variance, if, + ~. The meta-analysis framework uses standardized differences between the treatment and control means from each farm (Hedges, 1981) . We define two measures of standardized mean difference as follows:
The random variables l):T and l)~ differ by the weighting factor or divisor, where the former ignores the farm-by-treatment interaction variance component in the weighting process. The two random variables have a functional relation which is expressed as
This implies that l5~~ :;; A,[)~, where A, = Va: 12a!, i=1,2 •... ,f and ~ > O.
Equation (6) is commonly used in meta-analysis (Hedges and Olkin, 1985; Li, Shi, and Roth, 1994) . It is usually denoted by l5 i :;; (~~ -~~) I 0i for the i th study where ~~ and ~~ are treatment and control means, respectively, with a common variance 0: . The parameter i5. defined by (5 ". E(?)j) , i c-c 1 . 0 ' , f is known as the standardized mean difference or effect size (Hedges and . Hedges did not study-hy-treatment interaction cornponent in their weighting process hecause, generally in meta'-analysis could differ from one study to another. Hence, the study-by-treatment interaction variance component would not be interpretahle. In our case, the farm-by-treatment interaction variance component is mcluded . . Therefore, is based on the end the presentation, (6) and are compared using examples which help to determine the effect of omitting 0; m the weighting process. Hence, the random variables The sample standardized mean difference d iT , 1= 1 expressed as c", f is the predictor of 5:~ and is
To estimate the parameters, we express the model (10) in matrix notation as
where, S = ( S11 S21' .. I Sf)', t = ( til t21 .. 
If II is a matrix of known variance components, the best linear unbiased estimator (BLUE) of ~s can be computed as
If Il is a matrix of unknown variance components, an estimator of ~s can also be obtained by substituting il for II ( a matrix of estimates of variance components) in (13). The substitution does not alter the expected value of Ds but does have an effect on standard error (S.E.) of Ds (Kacker and Harville, 1984) . Kacker and Harville (1984) provide a procedure for approximating the standard error of Ds and hence,
The variance of Ds in (14) is
According to Kacker and Harville (1984) , the e~iimated standard error S.
underestimates the actual standard error. A more conservative estimate of the standard error can be computed using their approach. The estimator Ds given in (13) is related to the d iT in (11) as
Equation (15) 
and hence, ~ 0;: ~ • The variances o! and a~ are comprised of the weights used in the weighting process to compute Ps when 0; is included and not included, respectively. The estimate ~ which corresponds to the use of (6) is reported to be smaller than the minimum of the estimates of variances of individual studies or farms (Li, Shi, and Roth, 1994) . The estimate o! corresponds to the use of (7). Based on results of Lemma 1, the estimate o! is more conservative and less sensitive to the minimum of the estimates of the variances of individual farms than ~.
In the estimation of ~s and computation of its variance, several cases can be considered by either making assumptions concerning variances 07, i = 1, 2, . . ., f or the number of replications'i or both. A few of these cases are highlighted below. To determine if the treatment performs better than the population of farmers' controls, a lower (1-a)100% confidence limit on the mean difference between the treatment and the average control, ~r-~c is obtained. An equal cost for observing a treatment and the control is assumed. Suppose Pr-Pc" i=I,2, ... ,fare random variables distributed normal with mean ~r-~c' and variance Var(Pr-p c ) as in case III. A lower (1-a)100% confidence limit on the mean difference of the treatment and the average control is (Pr-Pc)-t a • v JVar(Pr-pc) where tao v is the t-value obtained at a-level with v degrees of freedom obtained using Satterthwaite's (1941) approximation procedure as
The approximated variance of [~{2(~ + ~ I r i >r1]-1 can be obtained using the method discussed i=1 by Giesbrecht and Bum (1985) . A simpler approach is to bound the variance and then use the approximated degrees of freedom corresponding to the bounds. One can easily show that f ( 21f )(~ + 0 2 rnin') S [~(2(~ + ~ I rr 1 r 1 s ( 21f )(~ + 0 2 rnax') where, i=1 02 rnin , ;:: min{ ~/r1' ~r2' ... , if,lr,} and 02 rnax , ;:: max{ ~/r1' 02/r 2 , ... , if,lr, L Thedegrees of freedom corresponding to ( 21f )(~ + 0 2 rnin' ) and (21f )(~ + 0 2 rnax' ) are denoted by Vrnin' and V rnax ' , respectively, and are approximated using the Satterthwaite's approximation as follows 
rf rf
The degrees of freedom for the variance DT-P C can be approximated by the of v mil1 , and v max ' as "aver:::: (\l min , + "max,)/2, The average approximated degrees of freedom, is almost equal to the farm-by-treatment interaction degrees of freedom for an equal variance and equal number of replications case, Therefore, it would be appropriate to use the tarm-by-treatment interaction degrees of freedom to compute the confidence limit.
2,6 A Lower (1-,a)100% Prediction Limit on UiT-U iC ;
Most often, a farmer will he interested in knowing the predicted performance of the treatment, denoted by the predictable function U IT as compared to the predicted pert(mnance of the control on the farm, denoted hy the predictahle function U iC ,' The BLUPs, (jiT~OiC" i = 1, I "
, .. , f and their lower (1-0)100% prediction limits are computed to enable each farmer to decide on adoption of the treatment We want to predict the response of a farmer's control and compare it to the predicted response of the treatment on the farm. The predictable function for farm i is
Pi a rr -{jiC! '" ~,T --VI,e; Sic A lower (1--a)100%prediction limit on UiT~Uic;that allows for 
3.1 Example 1
Examples
Consider a case where we have six farms, five replications per farm in a completely randomized design (CRD) and a single treatment along with the farmer's control. The treatment is compared against possibly different controls where the response is the yield of sorghum in bushels per acre. The 1991 Sorghum data given in Table 1 were obtained from Cooperative Extension Service Program, Department of Agronomy, Kansas State University.
The method of moments estimates of variance components are given in Table 2 . The farms, replications and treatments are denoted by F, Rep and Trt, respectively. These variance component estimates were used in the computation of the estimate of !-Is . Table 3 shows summarized results of the estimation of !-Is computed in four ways. Combining and computing with equal and unequal variances, and when the estimate of farm-bytreatment interaction variance component, 0;, was either omitted or not omitted. The estimates given in Table 3 were computed using (16) and (18).
For the equal variance case, the estimate Ps is the same when 0; is either omitted or not omitted, but the estimated variances are different. These results indicate that for both equal and unequal variance cases, the estimated variance of P s is smaller when the estimate of farm-bytreatment interaction variance component is omitted in the weighting process than when it is not. These results are in agreement with Lemma 1. From Table 3 A farmer would adopt the treatment if the lower 95 % prediction limit on the difference between the predicted response of the treatment and the predicted response of his control on the farm is greater thai! zero. Results in Table 4 indicate that none the farms should adopt the new treatmenL 3
Example 2
A single treatment was compared against possihly different controls "il/here ten farms were involved in the tria1. The first six farms used a CRD and the rest used a ReRD. There were equal. numbers of replications per farm. A general form of the model for CRD used 011 the six farms can be expressed as
jc-:::l,2, .. ,.5, k=--c:
Similarly, a general model for the rest of the farms using RCBD is
j=L2 ..... ,k':-::T, All the terms in the above two models are the same as those defined in model (1) except for r(f)ij VJhich represents the effect of the j til replication in the i th farm. Regardless of the model used, (9) remains the same and therefore, the estimate of I-ls and its estimated variance can be obtained as descrihed in Example 1. In the analysis, we created a new hlocking variable where the new hlock equals 1 if the data is from CRD and equals the replication number within the farm if data is from RCBD. This allows SAS/ST AT software to predict an appropriate estimate of farm--hy~ treatment interaction variance component The contribution to the block within farm variance component, o~(f) is zero for CRD whereas for RCBD is not.
The 1992 Sorghum data given in Tahle 5 were obtained from Cooperative Extension Service Program, Department of Agronomy, Kansas State university. The farms replications, treatments, blocks and yields are denoted hy F, R, 'Ift, Blk and Yld, respectively. Table 6 contams restricted maximum likelihood estimates (REML) of variance components. The estimates of variance components obtained using the method of moments were used as the starting values in the iteration process using PROC MIXED (SAS, 1992) . The estimates of variance components showed in Table 6 are used in the computations that are necessary for the estimation of I-l s '
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Kansas State University Table   8 suggest that just farms 9 and 10 should adopt the new treatment.
_ Summary and Conclusions
A mixed model approach applies to the analysis of data from on-farm trials. The farm-bytreatment interaction variance, a! is assumed to be greater than zero unlike in meta-analysis where it is not necessarily interpretable. In on-farm trials, the same response is measured in all the farms under consideration and therefore, the farm-by-treatment interaction variance is meaningful and should be computed. Meta-analysis methods have wrongfully ignored farm-bytreatment interaction variance. The rationale for testing the treatment against the mean of the controls is to recommend to the farmers the former once it performs better than the latter. A treatment is said to perform better than the mean of the population of farmers' controls if the lower (1-a)100% confidence limit on ~s is greater than zero. A lower (1-a)1 00% prediction limit on each predictable function provides a narrow inference back to the single farmer. The information from the BLUP and prediction limit provides for the farmer the predicted performance of the treatment and assess how well it compares to the predicted performance of the control on the farm. Mixed model methods should be used for prediction rather than simple differences between means.
Regardless of the experimental design used in a given farm, all the random variables cancel out as a result of within farm comparisons, except for the farm-by-treatment interaction component and the within farm variance ~ , i = 1,2, ... ,f. This point was demonstrated in Example 2, where a CRD was used at some farms and a RCBD was used on other farms. This fact makes our statistical procedure invariant with respect to the experimental design used at each farm. From both Example 1 and 2, we conclude that the estimate of farm-by-treatment interaction variance component is needed to be used in the weighting process for all on-farm trials. Unavailability of a common control only or a common experimental design on each farm should not be a hindrance to conducting and analyzing on-farm trials. 
