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Non-collinear magnetism opens exciting possibilities to generate topological superconductivity.
Here, we focus on helical and cycloidal magnetic textures in magnet-superconductor hybrid struc-
tures in a background magnetic field. We demonstrate that this system can enter a topological phase
which can be understood as a set of parallel topological wires. We explore and confirm this idea
in depth with three different approaches: a continuum model, a tight-binding model based on the
magnetic unit cell, and exact diagonalization on a finite two-dimensional lattice. The key signature
of this topological state is the presence of Majorana bound states at certain disclination defects in
the magnetic texture. Based on the C2 symmetry imposed by the helical or cycloidal texture, we
employ the theory of topological crystalline superconductors with rotation invariants to obtain the
Majorana parity at disclinations. Furthermore, we consider a 90-degree helimagnet domain wall,
which is formed by a string of alternating disclinations. We discuss how the resulting chain of
disclination bound states hybridizes into two chiral modes with different velocities. We suggest that
hybrid systems of chiral magnets and superconductors are capable of hosting Majorana modes in
various spatial configurations with potentially far less nano-engineering than in, e.g., semiconductor
wires.
I. INTRODUCTION
Since the first predictions of self-conjugate quasipar-
ticles in topological superconductors [1, 2], tremendous
research activity aimed at turning such Majorana modes
into a physical reality has been taking place. The inter-
est in Majorana physics is partially fundamental, but also
fueled by envisioned applications in topological quantum
computing. Namely, non-commutative exchange statis-
tics is expected for Majorana modes in two dimensions
[3–6].
For several years, efforts towards Majorana bound
states (MBS) in superconducting systems were mostly
centered around semiconductor nanowires [1, 7, 8] with
superconducting substrates or coating. Experimentally,
the first signatures of MBS were measured in such sys-
tems [9–12], and significant progress has been reported
henceforth [13–15]. However, intricate nanowire setups
do not allow for much flexibility, e.g., with respect to
braiding.
Subsequently, various magnet-superconductor hybrids
(MSH) have been discussed as a promising alternative
platform to investigate Majorana physics, including ar-
rays [16–29] or islands [30–34] of magnetic ad-atoms on
a superconducting substrate, or inhomogeneous external
fields [35–39]. Spatially varying exchange fields are par-
ticularly interesting, because they contribute to the effec-
tive spin-orbit coupling (SOC) [16, 35, 40]. Self-organized
non-collinear magnetic textures are found in chiral mag-
nets, which are therefore promising constituents for
MSH. More precisely, Dzyaloshinskii-Moriya interaction
[41, 42] at interfaces can lead to spin spirals, skyrmion
crystals, free skyrmions, and several further textures [43].
Promising candidate systems showing chiral magnetism
on substrates capable of superconductivity have been
identified in experiments [44, 45].
The vector field of the local magnetic moments car-
ries topological information. It is well-known that mag-
netic skyrmions are characterized by an integer topologi-
cal charge [46], but topological features are found in, e.g.,
helimagnets as well [47]. Interestingly, in MSH there ap-
pear to be synergy effects between topological defects
of the magnetic texture on the one hand, and topolog-
ically protected bound states of the superconductor on
the other. For the case of skyrmions, any even topolog-
ical charge has been shown to correspond to the emer-
gence of a MBS [48–50] at the skyrmion center, whereas
the Majorana parity is flipped when a vortex carrying an
odd number of flux quanta is added to the system [49],
as in a skyrmion-vortex pair [51–53].
In one theoretical proposal [54], it was pointed out
that elongated skyrmions can effectively turn into Ma-
jorana wires with MBS at both ends. Interestingly, an
elongated skyrmion can be thought of as a (finite-length)
360-degree domain wall. A 360-degree wall, on the other
hand, is topologically equivalent to a stripe of a helical or
cycloidal magnet. Thus, it is plausible that helical or cy-
cloidal MSH, as illustrated in Fig. 1, may have a phase in
which they form a collection of parallel Majorana wires.
Adding defects to the magnetic pattern may then lead to
networks of wires, with additional MBS at ends or odd
junctions of wires.
The aim of this paper is to work out this idea in more
detail and establish a theoretical foundation for the phase
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2FIG. 1. A sketch of the hybrid system consisting of a su-
perconducting layer covered by a chiral magnet in a uniform
background field. The magnetization rotates along one axis,
where the spin spiral may be helical or cycloidal.
of emergent Majorana wires at the interface of a super-
conductor and a chiral magnet with spiral order. We will
start in Sec. II from a simple continuum model of the
superconductor under the assumption that the net ex-
change field, which stems from the magnetic layer and a
uniform external field, varies slowly in space. This point
of view allows for valuable analytical insight into the con-
ditions that need to be met for the topological phase to
appear, although it will not be quantitatively exact ex-
cept for very large magnetic period lengths. The basic
prerequisites for topological wires are known from semi-
conductor heterostructures [7, 8]: confinement to (quasi-
)one dimension, SOC, Zeeman splitting, and an s-wave
pairing gap. We will shed light on how these conditions
translate into our MSH. Some of the results from the sec-
tion dealing with the continuum model have already been
reported in previous studies. Nevertheless, we attempt
to give a complete survey of the properties of this model.
In Sec. III, we turn to a tight-binding model based
on the magnetic unit cell. The magnetic texture is C2-
symmetric, and we employ this symmetry to create a link
to topological crystalline superconductors with rotation
invariants [55–57]. This theoretical framework readily
provides us with a topological classification of defects,
namely ±pi disclinations, in the system. We study the
phase diagram and identify a sizable nontrivial phase
that is consistent with the continuum picture of emer-
gent Majorana wires.
In Sec. IV, we confirm our results on MBS at discli-
nations by means of exact diagonalization on a finite
two-dimensional grid. As an example of a system with
multiple disclinations, we discuss in Sec. V a 90-degree
domain wall within the magnetic texture, which is known
to consist of a chain of disclinations[47]. For this case,
we derive how the MBS can hybridize into two counter-
propagating chiral modes between the domains. Finally,
we summarize our results in Sec. VI.
II. CONTINUUM MODEL
Here we consider the MSH as a nearly-free electron
system in two dimensions. Most of this section will rely
on the assumption of slowly varying fields, i.e., the spin
spiral period length is large compared to the atomic lat-
tice constant. In this limit, several useful properties can
be calculated exactly.
We start from the Bogoliubov-de Gennes (BdG)
Hamiltonian in real space, r = (x, y), using the spinor
basis
(
cr↑, cr↓, c
†
r↑, c
†
r↓
)
, where we denote Pauli matrices
by σ when acting in spin space, and by τ when acting
in Nambu (particle-hole) space. For this choice of ba-
sis, it is useful to define σ˜ = (σx, σyτz, σz). The BdG
Hamiltonian then reads
Hˆ(r) =
[
−~
2∇2
2m
− µ+M(r) · σ˜
]
τz
− i~αeˆz · (σ˜ ×∇)−∆σyτy . (1)
It consists of the kinetic term (neglecting orbital ef-
fects) with effective electron mass m, the chemical poten-
tial µ, the exchange field M(r), Rashba SOC of strength
α, and s-wave singlet superconducting pairing with an
amplitude ∆, which is chosen real.
The exchange field comprises the spatially varying
magnetization m(r) as well as a uniform background field
B = Beˆz perpendicular to the plane,
M(r) = Beˆz + Jm (r) . (2)
The Zeeman factor 12geµB has been absorbed into B, and
J is a coupling constant arising from the proximity of the
magnetic layer to the superconductor. Thus, M has units
of energy.
We align the coordinate axes such that the spiraling
magnetic texture depends only on y,
m(r) = m(y) = |m|
[
cos
(
2piy
l
)
eˆz + sin
(
2piy
l
)
eˆj
]
,
(3)
where j = x for helical magnets (Bloch-like rotation) and
j = y for out-of-plane cycloidal magnets (Ne´el-like rota-
tion). We will use the spherical coordinates M(y), f, g(y)
for the net field M,
M = M [cos(f) sin(g)eˆx + sin(f) sin(g)eˆy + cos(g)eˆz] ,
(4)
where it follows from Eqs. (2) and (3) that
tan g(y) =
sin (2piy/l)
cos (2piy/l) +B/(J |m|) . (5)
For the other angle, we simply have f ≡ 0 for helical
magnets and f ≡ 12pi for cycloidal magnets.
A. Spin-alignment transformation
As a first step, we perform a spin-alignment transfor-
mation (SAT) on the system, by which M(r) is locally
3rotated to the positive z direction. The SAT has become
a standard tool in the analysis of non-uniform magnets
[35, 40, 58–61]. In Nambu space, it is expressed through
the position-dependent unitary matrix
Uˆ(r) =
(
U(r) 0
0 σxU
†(r)σx
)
(6)
with the spin-space rotation matrix
U(r) = cos
g(r)
2
+ i [σx sin f(r)− σy cos f(r)] sin g(r)
2
.
(7)
Subsequent to the SAT, we take the Hamiltonian to
momentum space. However, assuming that the original
field M(r) varies sufficiently slowly, we can keep the posi-
tion r as a parameter. The entire transformed local BdG
Hamiltonian then reads
ˆ˜H(k; r) =
[
~2k2
2m
− µeff(r) +M(r)σz
]
τz
+ ~s(k; r) · σ˜ −∆σyτy (8)
in the momentum-space spinor basis(
ck↑, ck↓, c
†
−k↑, c
†
−k↓
)
. The chemical potential and
the SOC term are modified by the SAT, and the
resulting quantities µeff and s will be discussed in the
following subsections. The pairing term, on the other
hand, is not affected by the SAT, because singlet Cooper
pairs do not carry spin.
Expressions for the transformation of the individual
terms in Hˆ for general f(r) and g(r) are provided in
Appendix A. In what follows, we only consider spiraling
magnetic patterns according to Eq. (3).
The SAT is not unique. Namely, the process of rotating
M onto the z axis could be interrupted at any stage by
additional spin-space rotations around the z axis (with
smoothly varying angles) without changing the final ori-
entation of M. In general, this equips the transformed
Hamiltonian with an effective SU(2) gauge freedom. It
can be reduced to an U(1) gauge theory in the adiabatic
limit, where it has been dubbed emergent electrodyna-
mics [58–62]. The terms generated by the transformation
are not individually gauge-independent. Only in their en-
tirety, they can be written in a covariant manner. How-
ever, having fixed the gauge by our choice of U in Eq. (7),
we can consistently discuss the SAT contributions one by
one below.
B. Emergent spatial confinement to effective wires
The effective chemical potential after the transforma-
tion reads
µeff = µ− (~g
′)2
8m
− ~
2
αg′ sin f . (9)
Recall that sin f is either zero or one, such that the last
term is only present in the cycloidal case. The renormal-
ization of the chemical potential has been derived earlier
for one-dimensional spin spirals [35] and skyrmions with
sinusoidal radial profile [48]. Our system differs from
these examples in that the correction to µ is not con-
stant. Namely, the derivative g′ = ∂g/∂y varies periodi-
cally across the system whenever B 6= 0.
We define the ratio β = B/|Jm| of external to intrinsic
exchange terms. In practice, we are mostly interested in
cases where 0 ≤ β < 1, as the net field would only tumble
rather than rotate for β > 1 and the magnetic texture
could no longer be expected to have a decisive effect.
Exactly at β = 1, M = 0 at some places in the plane,
such that the SAT would become ill-defined. We obtain
from Eq. (5)
g′ =
2pi
l
β cos(2piy/l) + 1
[β2 + 2β cos(2piy/l) + 1]
. (10)
Thus, µeff(y) oscillates between
µ− ~
2
8m
[
2pi
l(1− β)
]2
≤ µeff(y) ≤ µ− ~
2
8m
[
2pi
l(1 + β)
]2
,
(11)
skipping the last term of Eq. (9) for simplicity. Formally,
the bound diverges as β approaches one. On the other
hand, when g′ →∞, our assumption of a slowly varying
field breaks down. Still, one can expect a pronounced
effect of the SAT corrections to µ.
It is readily clear that µeff will enter the condition for
band inversions and thereby topological phases, which
we discuss later. However, even independently of topol-
ogy, a large value of µeff at some y will effectively act
like a confinement potential for any low-lying states to
stripes of low µeff. Furthermore, if these stripes are suffi-
ciently narrow, they will turn into quasi-one-dimensional
wires – a first prerequisite for the creation of Majorana
wires with localized end modes. The basic principle of
this confinement mechanism remains valid in arbitrary
two-dimensional textures M(r) where effective topologi-
cal wires have been discussed, originating from arrays of
nanomagnets, skyrmions, or other structures [37–39, 54].
C. Combined spin-orbit coupling
A major effect of the SAT is to reveal the synthetic
spin-orbit coupling [35, 40] of the form
hsosyn = ~α′ky (σx sin f − σy cos f) , (12)
which stems from the kinetic term in the Hamiltonian.
We have introduced the coefficient
α′ =
~g′
2m
. (13)
In the special case B = 0, α′ is a constant, and otherwise
a function of y. It is worthwhile to take closer look at
the overall effective spin-orbit coupling, because the spin-
orbit splitting close to the Fermi surface is essential for
4FIG. 2. The combined effect of Rashba and magnetically induced SOC: momentum-space profile of the resulting energy
splitting soc = ~|s(k)|, cf. Eq. (16), displayed by a continuous color scale and additionally by contour lines at the levels 12
(purple), 1 (blue), and 2 (yellow) in arbitrary units; (a)-(d): helical texture with ξ = −1, − 1
2
, 1
2
, and 1, respectively; (e)-(i):
cycloidal texture with ξ = − 3
2
, −1, − 1
2
, 1
2
, and 1, respectively; (j): ξ = 0 for either texture; (k): the minimal spin-orbit splitting
energy on a circular Fermi surface for helical and cycloidal magnets as a function of ξ = α/α′, the ratio of Rashba to synthetic
spin-orbit coefficients.
the size of the effective gap in the superconducting hybrid
system. We will see that the combination of Rashba and
synthetic contributions can cause weak spots in the gap.
The momentum-dependent vector s(k) in Eq. (8) is
either
sheli(k) =
 αky cos g−αkx − α′ky
αky sin g
 (14)
for a helical magnet, or
scyc(k) =
(α+ α′) ky−αkx cos g
−αkx sin g
 (15)
for a cycloidal magnet. The spin-orbit energy splitting
soc = ~|s| depends only on the magnitude of s, for which
we find
|s(k)|2 = (α′)2
{
ξ2k2y + (ξkx + ky)
2
helical
ξ2k2x + (ξ + 1)
2
k2y cycloidal,
(16)
with the ratio ξ = α/α′. In polar momentum coordinates
(k, ϕ),
|s(k, ϕ)|2 = (α′)2 k2
{
ξ2 + ξ sin(2ϕ) + 12 [1− cos(2ϕ)]
ξ2 + 12 [1− cos(2ϕ)] (2ξ + 1) .
(17)
Of course, |sheli| = |scyc| in the absence of Rashba SOC,
i.e., ξ = 0.
Now consider a circular Fermi surface at k = kF . The
5spin-orbit splitting at kF has minima at certain angles in
momentum space, namely at
ϕmin, heli = ±1
2
arctan (−2ξ) , (18)
or at
ϕmin, cyc =
{
pi
2 if ξ < − 12
0 if ξ > 12 .
(19)
These angles define a weak axis of the effect, where the
Rashba SOC counteracts the synthetic coupling induced
from the winding of the magnetization. The minimal
spin-orbit splitting at ϕmin is
min, heli = ~|α′|kF
√
ξ2 +
1
2
[
1−
√
1 + 4ξ2
]
(20)
or
min, cyc = ~|α′|kF
{
|ξ| if ξ > − 12√
ξ2 + (2ξ + 1) else.
(21)
The profile of the overall spin-orbit coupling in momen-
tum space is shown in Fig. 2(a)-(j) for various situations.
The weak axis lies along the x direction when ξ = 0. Oth-
erwise, it gets gradually tilted in the helical case, whereas
it flips to the y direction in the cycloidal case when ξ be-
comes smaller than − 12 . Exactly at this special point, the
effect is isotropic. The sign of ξ depends in our notation
on the sign of α. Alternatively, a sign change could be
understood as an inversion of the magnetic winding di-
rection which can be invoked through f → f + pi (which
makes no difference in the helical case).
The minimum of the spin-orbit splitting is shown in
Fig. 2(k). A simple calculation shows that min, heli ≤
min, cyc whenever ξ > − 23 . In particular, in the case
of weak Rashba coupling, cycloidal winding provides a
much larger minimal spin-orbit splitting on the Fermi
surface than helical winding.
D. Gap closings and topological regions
Now we return to the full transformed Hamiltonian in
Eq. (8). Exact analytic expressions for the eigenenergies
exist, but are not insightful in the general case. It is
possible, though, to carve out useful information about
the existence and location in k-space of bulk zero-energy
states. Such states may appear, e.g., in nodal phases
or when the gap closes and re-opens in the event of a
topological transition.
The eigenenergies follow from the characteristic poly-
nomial, which is reduced to the bare determinant of ˆ˜H
for zero-energy solutions. The task is then to evaluate
whether or not a real-valued momentum k0 exists such
that det
[
ˆ˜H(k0)
]
= 0, where
det
[
ˆ˜H(k)
]
=
[(
~2k2
2m
− µeff
)2
+ ∆2 −M2 − ~2s(k)2
]2
+ 4~2
[
∆2s(k)2 −M2sz(k)2
]
, (22)
and the spin-orbit vector s is given by Eqs. (14), (15).
Let us first recover the criterion for band inversion
at zero momentum, which is well-known for Majorana
nanowires [7, 8, 35] as well as two-dimensional topo-
logical hybrid systems. At k = 0, the kinetic and
spin-orbit terms vanish, such that det
[
ˆ˜H(k = 0)
]
=[
µ2eff + ∆
2 −M2]2. Consequently, the gap closes where
M(r)2 = ∆2 + µeff(r)
2 , (23)
with a band-inverted state for larger M . Together with
Eq. (9), this amounts to a criterion to identify contours
of topological regions in two dimensions, which has been
applied in several recent articles [37–39, 54] for other tex-
tures. Band inversion is facilitated if µ is chosen such that
µeff is close to zero in the topological regions.
Now we discuss gap closings at k 6= 0. We consider
first cases where s(k) = 0 at the angle ϕmin, as discussed
in the previous subsection. This happens either if α = 0
(then ϕmin = 0) or if the texture is cycloidal and ξ =
−1 (then ϕmin = pi2 ). Then the second line in Eq. (22)
vanishes, and the first line can be solved exactly, yielding
the momenta
k1,2,3,4 = ±1~
√
2m
(
µeff ±
√
M2 −∆2
)
(24)
at which the gap vanishes. The two signs ± are indepen-
dent of each other. The number of real solutions on the
weak axis of the net SOC (appearing as symmetric pairs)
depends on |M |:
1. If M2 < ∆2, then no solution exists.
2. If ∆2 < M2 < ∆2 + µ2eff, there are four solutions if
µeff > 0 and none if µeff < 0.
3. If M2 > ∆2 + µ2eff, there are two solutions.
Equalities in these expressions cause degenerate solu-
tions. The first case is continuously connected to the
trivial superconductor via M → 0. The second case has
been observed numerically [36], but does not involve band
inversion at k = 0 and is therefore not covered by the no-
tion of topological regions (if µeff > 0). The third case, in
contrast, is related to Eq. (23). At the transition point,
Eq. (24) yields k = 0, and this solution splits into two
nodes when M2 trespasses ∆2 + µ2eff.
In both the second and the third case, the gap clos-
ings represent persisting nodal points in the effective su-
perconducting gap. Reversely, a continual topological
gap strictly demands nonzero total SOC even at ϕmin
6FIG. 3. Indirect gap closing: (a) In momentum space, the regions where the gap closes (blue shaded) occur for angles
ϕ ∈ [ϕ−, ϕ+] (see main text) as indicated by the red dashed lines. (b) The two low-energy levels of the transformed BdG
Hamiltonian, Eq. (8), for momenta along a cut through the gap closing regions [black dotted line in (a)]. In this plot,
|Jm| = 1.25 ∆, B = 0.18 ∆, µ = 0, y = l/4, and ξ = 0.3.
and thereby nonzero Rashba coupling. We note that
there are different magnetic textures, like skyrmions [48–
50, 54, 63], where Rashba coupling is not necessary for a
fully gapped phase. The topological phases with point
nodes exhibit flat bands of Majorana edge modes, as
demonstrated in Ref. [36] for the case B = 0 and α = 0.
On an arbitrarily oriented edge, the intervals of edge mo-
menta where flat bands exist are bounded by the projec-
tions of the bulk nodal points.
Finally, we turn to the generic situation where nonzero
total SOC is found in any momentum space direction. In
a band-inverted state, the full square in the determinant
[first line of Eq. (22)] will still become zero at some k˜ > 0.
The existence of bulk zero-energy states is then entirely
determined by the sign of the expression in the second
line of Eq. (22), in similarity to the discussion in Ref. [64].
The term ∝ ∆2s2 > 0 amounts to the spin-orbit-assisted
gap opening by s-wave pairing, but is counteracted by the
term ∝ −M2s2z. Interestingly, the latter term involves
only the Rashba contribution to the spin-orbit coupling.
The sign depends only on ϕ and not on k. It is straight-
forward to show that the sign changes at angles in mo-
mentum space where
tanϕ± =
ξ
[
−1± ξ
√
M2 sin2 g
∆2 − 1
]−1
helical
±ξ
ξ+1
√
M2 sin2 g
∆2 − 1 cycloidal.
(25)
As the radicand becomes positive, an interval [ϕ+, ϕ−]
opens up in which extended zero-energy bulk states exist
for momenta close to k˜. This is illustrated in Fig. 3. If a
very large amount of bulk bands were to be included in
the model, one could even expect a finite area in momen-
tum space filled with zero-energy bulk states. We note
that this is an indirect closing of the gap which does not
involve band crossings.
In conclusion, the system becomes gapless in regions
where the in-plane component of M can trespass the gap,
i.e., M2 sin2 g > ∆2, while band-inversion appears simul-
taneously. This result is reminiscent of the indirect gap-
closing condition in the one-dimensional case of Majo-
rana nanowires in a tilted magnetic field [64, 65], where
it has been confirmed experimentally [14]. Given that
the external field B does not contribute to the in-plane
component of M, we obtain the simple relation
|Jm| < |∆|, (26)
which ensures a full bulk gap in topological regions of the
system.
In the absence of gap closings, Eq. (25) still provides
information about where to expect weak spots of the gap.
In the helical case, this will be at ϕ ≈ − arctan ξ and in
the cycloidal case on the x axis, for some momentum
k ≈ kF . For small ξ, these weak spots coincide with the
weak axis of spin-orbit splitting up to a difference in ϕ
of order ξ3. For large ξ, this is not the case. In fact, we
see that the Rashba term plays an ambivalent role: It
is required to prevent the total spin-orbit splitting from
being zero along one axis and thereby ensures a full gap.
At the same time, though, it weakens the gap at other
momenta. In consequence, the effective topological gap
is typically much smaller than the original s-wave gap.
E. Effective Majorana wires: conditions
Let us briefly summarize the continuum conditions for
emergent Majorana nanowires that we have identified so
far for helical or cycloidal magnetic textures:
1. Ensure emergent confinement to stripes by tuning
of the external field with respect to |Jm|.
2. Confined regions become topological by band-
inversion at k = 0 where M(y)2 > ∆2 + µeff(y)
2.
3. Rashba SOC is required in addition to the synthetic
SOC in order to avoid nodal points in the gap.
7FIG. 4. A case in favor of emergent Majorana wires within
the continuum model. The negative µeff (top panel) creates
potential barriers which slice the system into wires. The mag-
nitude of the total exchange field satisfies the band inversion
condition (middle panel) in topological regions (green) within
the wires. This is facilitated by choosing µ such that µeff ≈ 0
inside the wires. The lower panel shows the oscillations of the
ratio of spin-orbit couplings.
4. |Jm| < ∆ guaranties that the effective gap cannot
close indirectly.
5. Confined and topological stripes must be suffi-
ciently narrow to form effective wires.
The relevant position-dependent quantities are de-
picted in Fig. 4 for a parameter choice in favor of Ma-
jorana wires, whereas Fig. 5 shows an unfavorable situa-
tion. We suggest that the notion of topological contours
should not be used independently of the other criteria
in search of possible Majorana modes. In particular, in
previous work using such contours, they likely coincided
approximately with the confinement barriers and could
therefore be consistently be interpreted as effective wires.
A remark is at hand concerning the last condition, which
was only mentioned briefly in Sec. II B. The confined and
topological stripes appear as two-dimensional regions,
rather than wires, within the present model. Thus, in
the first place we expect chiral Majorana modes propa-
gating along the edges of these regions, as shown in Fig. 6.
However, a crossover to a quasi-one-dimensional regime
with localized MBS at the ends of a stripe is possible [33].
The chiral zero-energy modes are exponentially localized
at the edge with a localization length which is inversely
proportional to the effective gap, ξloc ≈ ~vF /∆eff. If the
width of a topological stripe is small compared to ξloc,
chiral modes at opposite edges hybridize and leave only
two unpaired MBS at the ends of the stripe. We expect
that this condition is always satisfied in reality. For ex-
ample, a gap of roughly 1 K would lead to a localization
length on the order of 10µm, whereas the magnetic pe-
riod l is typically on the order of 10 . . . 100 nm [44, 45, 47].
FIG. 5. A case with unfavorable parameters to observe Ma-
jorana modes. In particular, J |m| > ∆ and the in-plane com-
ponent of the exchange field Mxy trespasses ∆ in in some part
(gray shaded) of the topological region, leading to an indirect
band gap closure. Thus, although band inversion still takes
place, zero-energy states would hybridize with bulk modes.
topological
trivial
chiral mode
x
y
Mz Mx
B
FIG. 6. Top view of the system for the case shown in Fig. 4.
The regions where topological band inversion takes place are
highlighted in green. Without hybridization, one would ex-
pect one-dimensional chiral modes between topological and
trivial regions (green arrows).
Practically, the challenge might reversely be to maximize
the effective size of the topological gap in order to avoid
a significant overlap of the end states of emergent wires.
In the next section, we drop the approximation of a
slowly varying field and move on to a tight-binding de-
scription in terms of the magnetic unit cell – on the ex-
pense that the precise conditions on the parameters are
no longer transparent.
III. C2-SYMMETRIC TIGHT-BINDING MODEL
With the continuum model, we have demonstrated
that helical or cycloidal magnet-superconductor hybrids
can host a set of emergent parallel Majorana nanowires
8if the system parameters are chosen suitably. Now we
connect this idea to the theory of crystalline topological
phases [66, 67]. In our case, the “crystalline” symmetry is
provided by the periodic magnetic texture, though. More
precisely, we set up a tight-binding model where the unit
cell spans over one period of magnetic rotation in y di-
rection. The Hamiltonian has C2 symmetry and can be
classified by the respective set of topological crystalline
indices.
A. Hamiltonian and parameter relations
For computational ease, we assume an atomic square
lattice with lattice constant a. Furthermore, we set up
the Hamiltonian assuming that the magnetic and the
atomic lattice are aligned and commensurate, such that
one unit cell of size aeˆx × leˆy consists of n = l/a inter-
nal sites. We place the unit cell in y direction such that
the magnetization vector and the background field are
parallel at the edges and antiparallel at the center.
The Hamiltonian on the Brillouin zone of size
2pi
a
(
1× 1n
)
is then represented by a matrix in a space of
dimension 2σ × 2τ × n, accounting for the spin, Nambu,
and internal site dimensions. At each internal site, we
work in the same spinor basis as in the continuum model,(
ck,↑, ck,↓, c
†
−k,↑, c
†
k,↓
)
. The contributions to the Hamil-
tonian are the discretized version of the terms appearing
in Eq. (1) and are implemented without prior SAT. Hop-
ping is restricted to nearest neighbors. All terms are
listed explicitly in Appendix B.
As a helping hand to connect the tight-binding model
and the continuum model, we summarize all parameters
and their conversion in Table I. To avoid ambiguity, and
for ease of notation, we will only use µ = µcont. in the
main text. With this, we can also express the two ef-
fective parameters µeff and ξ by tight-binding quantities.
Both depend on the real-space position via g′(y) in the
continuum model. Averaging over y, i.e., g′ = 2pi/l, we
get from Eqs. (9) and (10)
µeff = µ− pi
2t
n2
− piλ
n
sin f . (27)
As mentioned earlier, expect that a good choice of µ is
to compensate approximately for the correction terms,
such that µeff ≈ 0, which minimizes the Zeeman splitting
required for band inversion at k = 0.
The averaged ratio of the intrinsic to the induced spin-
orbit coupling reads
ξ =
nλ
2pit
, (28)
which allows one to compare the overall SOC qualita-
tively to the cases shown in Fig. 2.
TABLE I. Synopsis of parameters of the continuum and the
tight-binding model and their relations assuming an atomic
square lattice.
continuum tight-binding relation
— lattice const. a acont. −→ 0
mass m hopping t m = ~2/(2ta2)
chem. pot. µcont. chem. pot. µt.b. µcont. = µt.b.+ 4|t|
period length l atoms per cell n l = na
position y — only cont.
Rashba coeff. α Rashba const. λ α = aλ/~
exchange coupling J identical
external field B identical
s-wave pairing ∆ identical
helical/cycloidal f ∈ {0, 1
2
pi} identical
B. Symmetries and topological invariants
We will now identify the relevant symmetry-protected
topological invariants of the system. The symmetries dis-
cussed below are also present in the continuum model.
However, within the slowly-varying field approximation,
we could have defined only local invariants. Contrarily,
the invariants of the tight-binding model define global
topological phases.
The BdG Hamiltonian has particle-hole symmetry by
construction,
ΞHt.b.(k)Ξ
† = −Ht.b.(−k) , (29)
with the antiunitary operator Ξ = txK. Time-reversal
symmetry is broken by the net magnetic field. Thus, the
system belongs to class D [68, 69] and has a (strong)
topological Z invariant in two dimensions [67, 70],
namely, the Chern number
Ch = i
2pi
∫
BZ
Trε<0 (dA+A ∧A) ∈ Z , (30)
with the Berry connection Aαβ = 〈uα(k)|duβ(k)〉. Nu-
merically, we evaluate first Ch per band by adding up
plaquette Berry fluxes in the Brillouin zone and sum sub-
sequently over occupied (ε < 0) states [71].
In addition to Ξ, we can identify a unitary symmetry.
Helical or cycloidal magnetic order is consistent with a
two-fold rotation (C2) symmetry. It is mediated by the
operators Rˆ = −1l acting on vectors in the xy-plane and
rˆ = ei
pi
2 σzτz(−A) = −iσzτzA (31)
acting on the internal degrees of freedom, where A is the
anti-diagonal in n × n–space of sites per unit cell. It is
easy to check that Ξ and rˆ commute, and that
rˆ†Ht.b.(Rˆk)rˆ = Ht.b.(k) (32)
as long as two conditions are satisfied: (i) the external
field B does not have an in-plane component, which we
9have therefore excluded from the beginning, and (ii) rˆ
is implemented such that M points in the out-of-plane
direction at the rotation center. In our convention, the
rotation center coincides with the center of the unit cell.
The presence of a unitary symmetry allows us to
apply the framework of topological crystalline phases
[66, 67], under the condition that the bulk is fully gapped.
There are four inequivalent rotation-invariant points K ∈
{Γ, X,M, Y } in the Brillouin zone, where RˆK = K.
These are Γ = (0, 0), X = (pi, 0), M = (pi, pi/n), and
Y = (0, pi/n). At these momenta, Ht.b.(k = K) com-
mutes with rˆ according to Eq. (32). Consequently, for
eigenstates at K, their rˆ-eigenvalue is a good quan-
tum number. This eigenvalue can only be ±i because
rˆ2 = −1. Now, we denote the number of +i states below
zero energy by nK . Then, the three indices
[X] = nX − nΓ (33)
[M ] = nM − nΓ (34)
[Y ] = nY − nΓ (35)
are topological invariants of the system that are protected
by the C2 symmetry [57]. One should keep in mind that
[X] , [M ] , [Z] are ambiguous in the sense that they de-
pend on how the unit cell is chosen. What is actually
invariant is the physical information about the existence
of topological zero-energy modes, which is carried jointly
by the set of all invariants (cf. section III D).
It has been proven that any set of topological invariants
(Ch | [X], [M ], [Y ]) has to obey the relation [57]
Ch+ [X] + [Y ] + [M ] = 0 mod 2 . (36)
Hence, the crystalline indices determine whether even or
odd Chern numbers are allowed.
C. Topological phase diagram
Now we study the topological phase diagram. In Fig. 7,
the phases in the B-µ plane are shown together with the
size of the effective gap. A similar plot of the λ-n plane
is shown in Fig. 8. We find several phases with distinct
topological indices. However, at least for the chosen pa-
rameters, most phases extend over a sizable region in-
stead of forming a mosaic [25, 63, 72] of tiny (perhaps
even fractal) phases. This is important for practical pur-
poses, where the effective gap should not be too small
and rough tuning of the system should be sufficient to
reach the desired state.
For both helical and cycloidal magnetization, a strong
topological phase with the signature (1|0, 0,−1) can be
found. We will shortly argue that it corresponds to the
heuristic picture of emergent Majorana wires from the
continuum model. Therefore, we will focus on that phase.
We find that the topological gap is generally larger in the
cycloidal case compared to the helical case. This is con-
sistent with our continuum discussion of the strength of
the combined spin-orbit splitting. Therefore, cycloidal
systems are favorable for our proposal. Theoretically,
though, the same topological phase exists also in the he-
lical case.
In general, the gap closings of the tight-binding Hamil-
tonian cannot be predicted from the continuum model,
which does not account for the periodicity of the crys-
talline system. In particular, the band-inversion con-
dition at the Γ point alone, Eq. (23) is insufficient to
describe topological phases. For instance, in the B-µ
plane, Fig. 7, the gap closes at the Y point at the tran-
sition from the trivial to the (1|0, 0,−1) phase. At the
transition to the (0| − 1,−1,−2) phase, it closes at the
Γ point. In the helical case, the gap closes along a fur-
ther line, which starts approximately where B exceeds J
(tumbling rather than rotating M). Along this transition
line, the gap closing points in momentum space lie on a
tilted axis related to the weak spots of the gap. The gap
remains very small in the (−1|0, 0,−1) and (−2|0, 0, 0)
phases, though, such that they may not be observable.
The (1|0, 0,−1) phase reaches its maximal extent in the
B direction roughly when µeff = 0 according to Eq. (27),
in agreement with the expectation from the continuum
model.
In the λ-n plane, Fig. 8, we find a symmetric diagram
with respect to λ in the helical case, whereas a pro-
nounced asymmetry appears in the cycloidal case. This
is consistent with our discussion of the overall spin-orbit
coupling in Sec. II C, see, e.g. Fig. 2(k). In fact, the phase
diagram appears to be roughly symmetric around ξ ≈ − 12
with respect to λ. This line, according to Eq. (28), is also
indicated in the figure. Given that cycloidal winding is
preferable regarding the gap size, we emphasize that it is
important in practice to be aware of the relative sign of
the Rashba coupling and the synthetic SOC.
At λ = 0, we obtain a gapless state (unless for very
small n), which does, however, only coincide with a topo-
logical transition when the magnetization is cycloidal.
In the helical case there are, again, distinct topological
phases with a tiny gap. In the cycloidal case, negative
and weak λ leads to a phase with reversed Chern num-
ber, whereas very strong negative λ allows for additional
phases. Although one may expect large Rashba coupling
to be favorable, it turns out that a very strong λ (any
sign) eventually triggers a transition to the trivial phase.
For parameters chosen within the (1|0, 0,−1) phase,
Fig. 9 shows the momentum-space structure of the effec-
tive gap for both helical and cycloidal magnetic textures.
It is clearly visible that the gap has weak spots, as ex-
pected from our continuum analysis. The weak spots
are more pronounced in the helical case compared to the
cycloidal case, given the weaker overall spin-orbit split-
ting. The position of the gap minima is qualitatively in
agreement with the continuum model. Quantitatively,
though, the weak spots appear closer to the x axis in
the tight-binding calculation than predicted by the con-
tinuum model for the helical texture. For the cycloidal
case, they lie exactly on the x axis.
Upon increasing J (not shown), care is advised due to
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FIG. 7. The size of the effective gap compared to ∆ as a function of the external field B and the chemical potential µ; (a)
helical magnetization, (b) cycloidal magnetization. The white dashed lines indicate topological phase transitions (calculated
independently). The topological phases are labeled by the tuple (Ch | [X], [M ], [Y ]). At the dash-dotted lines, µeff = 0. Here,
∆ = 0.25 t, J = 0.22 t, n = 15, λ = 0.085 t.
FIG. 8. The size of the effective gap compared to ∆as a function of the Rashba constant λ and the size of the magnetic unit
cell n; (a) helical magnetization, (b) cycloidal magnetization. The white dashed lines indicate topological phase transitions
(calculated independently). The topological phases are labeled by the tuple (Ch | [X], [M ], [Y ]). The dash-dotted line marks a
gap closing without phase change at λ = 0 in (a) and ξ = − 1
2
in (b). Here, ∆ = 0.25 t, J = 0.22 t, B = 0.17 t, µ = 0.04 t.
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FIG. 9. The effective gap in momentum space; (a) and (b): lowest eigenvalue, displayed by a logarithmic color scale, log10
εmin
∆
,
for better visibility of the weak spots, for helical and cycloidal texture, respectively. Not the entire Brillouin zone is shown
along kx, but the gap is large elsewhere. In (c) and (d), the dispersion of the bands closest to zero energy are shown along a
line in momentum space through the gap minima, as indicated by red dotted lines in (a) and (b), respectively. Additionally, in
(a), the blue dotted line indicates the angle where the weak spots would be expected according to the continuum model, using
the average value of ξ, cf. Eq. (28). The parameters in this plot are ∆ = 0.25 t, J = 0.22 t, B = 0.17 t, µ = 0.04 t, λ = 0.085 t,
and n = 15.
the possibility of indirect gap closing. Such gap closings
do not alter the topological indices of (complete) indi-
vidual bands, given that no level crossings are involved.
Thus, it must be checked explicitly that the lowest bulk
band does not pass through zero energy.
We note that the parameter space is high-dimensional
and the diagrams shown here display only a small part of
the entire space. However, we have shown that a sizable
topological region of signature (1|0, 0,−1) exists. Fur-
thermore, the conditions formulated for the continuum
model are helpful in navigating to the desired phase in
this high-dimensional space, although many features of
the tight-binding model are not captured in the contin-
uum limit (which would be recovered for n→∞).
D. Majorana bound states at disclinations
It is known that symmetry-protected zero-energy
states appear not only at boundaries of a topological
phase, but also at defects within the bulk [67]. The type
of defects that are capable of hosting such bound states
depends on the specifications of the topological phase.
The fundamental defects of Cn systems are disclinations.
They are generally characterized by their Frank angle Ω,
describing the lattice rotation, and a translation vector
T. The latter essentially specifies the position of the
disclination’s rotation center in the unit cell. In a C2
symmetric system, Ω = ±pi and there are four inequiva-
lent possibilities to place the rotation center in the unit
cell: at the center, at a corner, or the center of the edge
in either x or y direction, cf. Fig. 10(a). In total, this
yields eight distinct types of disclinations.
According to the theory of topological crystalline su-
perconductors, the Majorana parity at a disclination is
given by [55–57]
Θ =
[
T ·Gν + Ω
2pi
(Ch+ [X] + [Y ] + [M ])
]
mod 2,
(37)
where Gν is the vector of weak topological invariants.
These are related to the crystalline indices through
Gν =
(
[X] + [M ] mod 2
[Y ] + [M ] mod 2
)
. (38)
In all phases that we have found in the previous subsec-
tion, [X] = [M ]. Then Eq. (37) simplifies to
Θ =
[
Ty([Y ] + [M ]) +
Ch+ [Y ]
2
+ [M ]
]
mod 2. (39)
It is reassuring that Tx drops out. We are interested in
phenomena that depend only on the magnetic texture
and neither on details of the atomic lattice nor on exact
commensurability (which in the present model is built-
in). Indeed, now the Majorana parity is insensitive to a
shift of the rotation center in x direction. Consequently,
the number of relevant disclination types is reduced to
four. The sign of Ω is also irrelevant for the presence
of MBS, but corresponds to different magnetic patterns.
We will therefore keep this distinction.
For the (1|0, 0,−1) phase, the four disclination types
including their expected MBS are shown in Fig. 10.
When the disclination has its center at parallel magne-
tization and external field (Ty = 1), we expect a local-
ized MBS. In the opposite case (Ty = 0), no symmetry-
protected state appears.
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T=(0, 0)
(0, 1)
(1, 0)
(1, 1)
y
x
(a) (b) (c) (d) (e)
FIG. 10. (a) The four possible rotation centers in the real-space unit cell with their respective translation vector T ∈ Z2 × Z2
for a disclination in a C2 system. (b)-(e) The four types of disclinations in the helimagnet-superconductor hybrid: (b) Ω = +pi,
Ty = 1, Θ = 1 (c) Ω = +pi, Ty = 0, Θ = 0 (d) Ω = −pi, Ty = 1, Θ = 1 (e) Ω = −pi, Ty = 0, Θ = 0. Shaded regions represent
schematically the effective topological wires (see main text), white regions are trivial. In (b) and (d), the red star indicates
where the disclination Majorana mode is expected – namely at a wire end or trijunction, respectively. Recall that, in our
nomenclature, the y direction is always perpendicular to the stripes.
In the (1|0, 0,−1) phase the existence of MBS at discli-
nations can be understood heuristically in a continuum
fashion if one thinks of stripes where mz and B have the
same sign as effective Majorana wires, and stripes where
the sign is opposite as trivial regions, similar to Fig. 6.
In the topological stripes, m and B add up and thereby
allow for topological band inversion, whereas they an-
nihilate (partially) in the trivial regions. In this wire
picture of the system, disclinations with a center inside
the topological region correspond to wire ends (Ω = +pi)
or trijunctions (Ω = −pi). For topological phases with
the opposite Majorana parity at disclinations according
to Eq. (39), a possible explanation is that the trivial re-
gions of the continuum model (cf. Fig. 6) are so narrow
that the hybridization of chiral modes between neighbor-
ing topological stripes is stronger than the hybridization
of opposite edge modes of the same stripe.
We end this section with two remarks. First, there
is an ambiguity in defining the unit cell in real space.
Changing this convention would impact both T and the
crystalline indices, but the Majorana parity remains un-
affected. Second, it is possible to attach extra flux quanta
to the disclinations [57]. This can be implemented by
rˆ → (−1)q rˆ for q flux quanta and thereby changes the
sign of [X], [M ], and [Y ] for odd q. Then the Majorana
parity at disclinations flips whenever Ch is odd.
IV. EXACT DIAGONALIZATION RESULTS
In this section, we back up the findings of the previ-
ous section with numerical evidence from exact diago-
nalization of a tight-binding Hamiltonian on finite two-
dimensional systems. Our main finding is the existence of
MBS at certain types of disclinations. We verify numer-
ically the existence of such disclination modes for a +pi
disclination with T = (0, 1) in Fig. 11 and a −pi discli-
nation with T = (0, 1) in Fig. 12. The parameters are
chosen such that the system is in the (1|0, 0,−1) phase.
For the +pi disclination, we expect the implemented
sample, cf. Fig 11(a), to host three effective Majorana
wires. Indeed, the 3 eigenstates with lowest energies,
together with their particle-hole-related partner states
(thus corresponding to 3 true fermionic states) can be re-
lated to Majorana modes at the wire ends. These states
have most weight at the wire ends and decay along the
wires. Taking a linear combination of the lowest-energy
state and its particle-hole related partner state, we can
isolate a state [Fig 11(b)] which is localized at the center
of the disclination. The other states lie at the boundary
of the system. Given that Ch = 1, such modes can be
expected to form a chiral Majorana band in a sufficiently
large system.
For the −pi disclination, the implemented texture cor-
responds to 9 effective Majorana wires, cf. Fig 12(a).
Again, we find the correct amount of lowest-energy eigen-
states which can consistently be related to Majorana
modes. Taking linear combinations of two states and
their particle-hole related partners, the disclination MBS
can be isolated, cf. Fig 12(b). All other states reside at
the edge and would again form a chiral band for increas-
ing sample size.
From the results presented in Figs. 11 and 12, one can
also draw conclusions about the role of the atomic lattice.
In the previous section, we have already discussed that
the Tx component of the translation vector is irrelevant
for the Majorana parity at a disclination. However, per-
fect alignment of the lattices was always present by de-
sign of the Hamiltonian. Here, we emphasize that in our
implementation the disclinations involve only the mag-
netic texture, whereas the atomic square lattice is not
rotated at the disclinations. Thus, the atomic lattice is
misaligned with the magnetic texture in significant frac-
tions of the area of the simulated samples. The presence
of the expected bound states is therefore a clear indica-
tion that, in fact, MBS are exclusively determined by the
magnetic texture.
In both simulations, one can clearly see that the low-
energy wavefunctions spread mainly along the effective
wires. This is consistent with the emergent confinement
potential, which we have derived within the continuum
model.
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FIG. 11. Exact diagonalization of a disclination with Ω = +pi and T = (0, 1) on a grid of size Nx = 89, Ny = 65. (a) Orientation
of m(r), displayed using the color scale to the left, (b) MBS localized at the disclination center, (c)-(e) the three eigenstates
with lowest energies which can be related to Majorana modes in the system, including at the edge. The state shown in (b)
was obtained from a linear combination of (c) and its particle-hole symmetric partner state. The parameters in this calculation
were ∆ = 0.25 t, µ = 0.04 t, J = 0.22 t, 1
2
B = −0.17 t, λ = 0.085 t and the magnetic period length corresponds to n = 15. The
texture is cycloidal.
We note that two-dimensional exact diagonalization is
only possible for very limited system sizes. Therefore,
the finite-size hybridization of the disclination MBS with
the edge modes is comparably strong. Consequently, the
energies of our presumed Majorana modes are not zero.
The energy of the lowest-lying state is only one order of
magnitude below the lowest bulk state. It is reasonable
to expect the wavefunction overlap to vanish in a large
system, such that the energy of an MBS at a single discli-
nation would converge to zero. Furthermore, it is possible
to get a true zero-energy solution by fine-tuning of pa-
rameters in such a way that the oscillating tails of the
disclination mode and the edge mode interfere destruc-
tively. Nevertheless, we decided to present the generic
situation without fine-tuning.
Finally, we discuss the relation of magnetic stripes to
elongated skyrmions, which were proposed earlier as ef-
fective Majorana wires [54]. A single stripe of the cy-
cloidal phase (i.e., a 2pi Ne´el domain wall with end points)
can be interpreted as a limiting case of the elongated
skyrmion. In Fig. 13, we show both a stripe and a
skyrmion with MBS for comparison. There is a qual-
itative difference, though: in the skyrmion, there is a
continuous winding of the spin as one follows the x di-
rection. In the stripe, this winding is zero except at the
end points. Therefore, MBS can only be obtained if the
Rashba constant λ 6= 0 in the latter case, whereas they
can be stabilized by the bare synthetic SOC in the elon-
gated skyrmion. However, as the skyrmion shape gets
more eccentric, the kx-related contribution of the SOC
would tend to zero. In practice, this limits the length of
a skyrmion-based quasi-wire without a Rashba term.
V. CHIRAL MODES AT A DOMAIN WALL
In this section, we consider the hybridization of MBS
to chiral modes in the topological emergent-wire phase.
It is clear that the Chern number dictates the chiral-
ity and amount of protected edge modes [67]. What is
not captured by the Chern number itself, though, is the
fact that the group velocity of the chiral modes in the
C2 system can differ significantly on edges of different
orientation with respect to the magnetic texture. This
anisotropy of edge modes is apparent within the picture
of emergent Majorana wires from the difference in the
MBS density on edges in x or y direction. Namely, the
density of such MBS will be large on edges that are ap-
proximately perpendicular to the effective wires (edges in
y direction), corresponding to a small group velocity of
a chiral mode. On the other hand, edges approximately
oriented along the parallel direction would exhibit a tiny
MBS density and thereby a large group velocity. Below,
we derive fast and slow modes for the case of a certain
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FIG. 12. Exact diagonalization of a disclination with Ω = −pi and T = (0, 1) on a grid of size Nx = 71, Ny = 82. (a) Orientation
of m(r) with the same color code as in Fig. 11; (b) MBS localized at the disclination center, (c)-(k) the nine lowest-energy
eigenstates which can be related to Majorana modes in the system, including at the edge. The state shown in (b) is a linear
combination of (f), (g), and their particle-hole symmetric partner states. The parameters are the same as in Fig. 11.
FIG. 13. Magnetic texture of (a) a cycloidal stripe and (b) in an elongated skyrmion of Ne´el type, and the wavefunction
weight of the MBS in (c) the stripe and (d) the skyrmion. The parameters in (a) and (c) are µ = 0.04 t, λ = 0.085 t, J = 0.22 t,
B = −0.17 t, and ∆ = 0.25 t on a 120 × 30 grid. In (b) and (d), µ = 0.05 t, λ = 0, J = 0.25 t, B = −0.2175 t, and ∆ = 0.25 t
on a 192× 30 grid, where the half-axes of the elliptical skyrmion are rx = 49 and ry = 5 lattice constants. In particular, note
that MBS emerge without Rashba SOC in the skyrmion, which would not be possible in the stripe.
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FIG. 14. Schematic depiction of a 90-degree domain wall in
a helimagnet, where ~v1 and ~v2 denote the orthogonal helix
vectors in the two adjacent domains. Here, we assume that
the domain wall comprises only topological disclinations (cf.
Fig. 10) and indicate the location of MBS by red stars. Below,
the chain of Majorana states with couplings t1, t2, t3 is shown.
domain boundary inside the MSH.
Recently [47], it was observed experimentally and ex-
plained theoretically that domain walls in helimagnets
between domains of different helix vector orientations
consist of a string of disclination points if the adjacent
helix vectors span an angle sufficiently close to 90 de-
grees. Our results from the previous sections imply that
such a domain wall on a superconductor would bind a
MBS at each disclination which is of a proper type. Con-
sequently, a chain of MBS can be expected, such that
the system resembles a version of the Kitaev chain. We
illustrate this situation for a 90-degree domain wall with
an all-topological string of disclinations in Fig. 14.
Given that the domain-wall MBS are relatively close
to each other (a few magnetic period lengths apart),
their overlap would lead to non-negligible coupling terms.
As the wavefunctions spread mainly along the effective
wires, similar to, e.g., Fig. 13(c), one can expect that
the coupling will be strongest between Majorana modes
at −pi disclinations (even sites in Fig. 14). To couple
the other modes, the wavefunctions have to span across
multiple magnetic stripes, thus penetrating several bar-
riers of the emergent confinement. These couplings will
likely be significantly smaller. With the coupling con-
stants t1 between −pi-disclination MBS, t2 between MBS
at neighboring +pi and −pi disclinations, and t3 between
+pi-disclination MBS, cf. the lower part of Fig. 14, we
expect that |t1| > |t2| > |t3|.
Using the index j to count the disclinations, the Hamil-
FIG. 15. The dispersion of the modes at a 90-degree domain
wall. They result from the hybridization of disclination MBS,
forming a fast mode and a slow mode, which can be related to
the edge modes of the adjacent domains. Here, the coupling
constants are t1 = 5, t2 = 1, and t3 = −0.2. The dotted
lines indicate the gap opening at k = 0 if staggering of size
(∆t2) = 1 is introduced in t2.
tonian of this chain is
H = −it1
∑
j
γ2jγ2(j+1) − it2
∑
j
γjγj+1
−it3
∑
j
γ2j+1γ2(j+1)+1 , (40)
with Majorana operators γj . Pairs of MBS at neigh-
boring +pi and −pi disclinations can be combined into
fermion modes, c2j =
1
2 (γ2j − iγ2j+1). Furthermore, we
take a Fourier transform, c2j =
1√
N
∑
k exp (−i[2j]k) ck,
and write the reciprocal-space Hamiltonian in BdG form
as H = 1N
∑
k Ψ
†
kH(k)Ψk with Ψk = (ck, c†−k). Then,
H(k) = t2 (1− cos k) τz − (t1 + t3) sin k
+ t2 sin k τy − (t1 − t3) sin k τx , (41)
and the eigenenergies of the system are
ε1,2 = −(t1 + t3) sin k
±
√
2t22 (1− cos k) + (t1 − t3)2 sin2 k . (42)
The dispersion of the modes is displayed in Fig. 15. We
observe that the pronounced asymmetry of t1 and t3
causes the formation of two modes with different veloc-
ities: a fast mode and a (nearly flat) slow mode. As
expected, we can link these modes to the edge modes of
the adjacent domains, where the domain wall is parallel
with regard to one domain and perpendicular with regard
to the other domain. Given that the Chern number, i.e.,
the edge mode chirality, is the same on both sides of the
domain wall, we infer that the fast and the slow mode
must run in opposite directions. Hence, t1 and t3 will
have opposite signs.
It is clear from Eq. (42) that the domain-wall Hamil-
tonian is generically gapless at k = 0. In that sense,
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it corresponds to a Kitaev chain exactly at the transi-
tion point. In order to open a gap around zero energy,
one would have to introduce additional staggering in the
nearest-neighbor coupling, t2 → t2 ± 12 (∆t2). The modi-
fied dispersion relation would then become
ε1,2 = −(t1 + t3) sin k ±√
2t22 (1− cos k) +
(∆t2)2
2
(1 + cos k) + (t1 − t3)2sin2 k,
(43)
such that ε1,2(k = 0) = ±|∆t2|. This case is also indi-
cated in Fig 15. Only then, the domain wall could itself
turn topological as in Kitaev’s model. Staggering would
probably not appear spontaneously, in contrast to the
domain wall itself.
A real domain wall will exhibit a significant amount
of disorder [47]. For instance, the disclinations may not
be strictly equidistant. The gapless Kitaev chain beyond
nearest-neighbor coupling in the presence of both disor-
der and interactions represents an interesting theoretical
model with rich behavior, as demonstrated in a recent
paper [73]. We suggest that 90-degree helimagnet do-
main walls (and likely also cycloidal domain walls) on
a superconducting substrate may open a possibility to
make such models also accessible in experiments.
As a possible limitation of domain-wall Majorana
chains, only some of the involved disclinations may have
odd Majorana parity (cf. Fig 10) in reality. Thus, a
domain wall in the magnetic texture will not always in-
duce separate domains of the effective topological super-
conductor with boundary modes in between. If MBS
appear sparsely along the domain wall, one may rather
view them as a set of statistically placed isolated modes,
instead of a chiral chain.
VI. CONCLUSION
We employed three different methods to investigate
topological phases in a superconducting film coupled to
a chiral magnet with helical or cycloidal order, namely
a continuum model approach, tight-binding calculations
based on the magnetic unit cell, and exact diagonaliza-
tion of finite systems. Each of these calculations inde-
pendently suggests that there is a phase in which paral-
lel effective Majorana wires emerge in consequence of the
magnetic texture.
The continuum approach in Sec. II allowed us to de-
rive conditions for this topological phase, taking into ac-
count corrections to the chemical potential and the SOC
resulting from a local spin-space rotation according to
the orientation of the net exchange field. In particular,
the effective chemical potential evokes a spatial confine-
ment and thereby the formation of wires. The total SOC
consisting of both Rashba and synthetic contributions is,
in general, anisotropic in momentum space. Our analy-
sis of gap closings showed that a full bulk gap demands
nonzero Rashba SOC and that the gap will generically
exhibit weak spots in momentum space. Furthermore,
we recovered the well-known band-inversion condition at
k = 0. Notably, though, too large exchange fields can
cause an indirect closure of the gap.
Based on the tight-binding model of Sec. III, we have
established the superconducting hybrid system with spi-
ral magnetic order as an example of a C2-symmetric
topological crystalline superconductor in two dimensions.
We found that a cycloidal magnetic texture allows for a
larger topological gap than a helical texture, in agree-
ment with the continuum model. The hallmark of the
topological phase is the existence of localized MBS at
±pi disclinations, if their rotation center is placed suit-
ably with respect to the magnetic unit cell. Such discli-
nations correspond to ends or trijunctions of Majorana
wires within the continuum picture, where one would
also expect MBS. We have confirmed this key result nu-
merically in Sec. IV by exact diagonalization of systems
with disclinations on finite two-dimensional lattices, cf.
Figs. 11 and 12. We have also verified the emergent-wire
interpretation for a single 360-degree magnetic domain
wall and compared it to an elongated skyrmion.
Finally, we have discussed a 90-degree domain wall be-
tween domains of differently oriented magnetic spirals,
cf. Sec. V, which is formed by a string of disclinations.
The case where all disclinations have odd Majorana par-
ity turned out to be an interesting example for the hy-
bridization of the disclination MBS into chiral modes,
where we have found two counterpropagating modes of
different velocity along the domain wall. We discussed
the relation of these modes to the chiral boundary modes
of the topological phase with Chern number one.
All magnetic structures that we studied in this paper
can appear spontaneously in chiral magnets without a
need for further nano-engineering beyond the creation of
the magnet-superconductor interface. In addition, heli-
cal and cycloidal textures, including disclination defects,
may be found more frequently than the previously dis-
cussed skyrmions [48–50, 54]. The impact of induced
superconductivity on the properties of chiral magnets is
largely unexplored experimentally, though.
We hope that our work will prepare the ground for
further theoretical and experimental progress on Majo-
rana physics. Future work may address MBS at defects
in other periodic magnetic textures, e.g. the skyrmion
lattice [63]. Furthermore, the helical or cycloidal MSH
can be inhomogeneous in many ways apart from the cases
studied in this work. Randomly positioned disclinations
or dislocations (i.e., disclination pairs) can appear and
could potentially lead to more complex effective Majo-
rana wire networks. Thus, our proposal may open a
path to study such networks in experiment without a
need to fabricate actual nanowires. Close to the transi-
tion to skyrmion phases, mixtures of skyrmions and mag-
netic stripes of different orientations and lengths may
form. Thus, two-dimensional systems with numerous
MBS configurations can be envisioned, including mix-
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tures of disclination MBS and skyrmion-induced MBS
[48–50, 54]. In such settings, dynamical properties of
the MSH subject to charge or spin currents as means
to control the MBS remain to be investigated. For in-
stance, helimagnets can be manipulated by means of a
weak electric current [74].
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Appendix A: Spin-alignment transformation with a
general field
Here we list the result of the SAT applied to the contin-
uum Hamiltonian for a general field M(r) in two dimen-
sions, assuming the field varies sufficiently slowly such
that kx,y are locally good quantum numbers. The field
orientation is given by f(r) and g(r) as in the main text,
but we suppress the argument r below. For the transfor-
mation of the kinetic term hkin = ~2k2/(2m) we find
h˜kin = hkin − µkin + hsosyn , (A1)
including a correction to the chemical potential
µkin = − ~
2
8m
[
(∇g)2 + 2(∇f)2(1− cos g)] (A2)
and the synthetic spin-orbit coupling
hsosyn =
~ky
2m
[(∇g)σa + (∇f) (sin g σb + [1− cos g]σz)] ,
(A3)
where we have used the auxiliary Pauli matrices
σa = σx sin f − σy cos f , (A4)
σb = σx cos f + σy sin f . (A5)
For the Rashba term hR = ~α(σxky−σykx), the trans-
formation results in
h˜R = hR + h
so
twist − µR, (A6)
with a “twisted” spin-orbit contribution
hsotwist = ~α [σb(cos g − 1)− σz sin g] (ky cos f − kx sin f)
(A7)
and another correction to the chemical potential,
µR = −~α
2
[(∂yg) sin f + (∂xg) cos f ]
−~α
2
[(∂yf) cos f − (∂xf) sin f ] sin g. (A8)
In total, the effective chemical potential is
µeff = µ+ µkin + µR (A9)
and the overall SOC reads
hsotot = h
so
syn + hR + h
so
twist. (A10)
As mentioned in the main text, the singlet pairing term
is invariant under the SAT.
On a technical note, transforming the momentum-
dependent terms straight-forwardly leads, at first, to
imaginary magnetic fields appearing along with non-
Hermitian (not properly symmetrized) spin-orbit terms.
It is only after the commutation of all terms into a sym-
metric form that the unphysical imaginary fields drop
out. This has also been noted earlier [35].
Appendix B: Terms of the tight-binding Hamiltonian
The tight-binding Hamiltonian based on magnetic unit
cells reads, in momentum space,
Ht.b.(k) =
∑
δ
eik·δHδ , (B1)
where δ = 0 for terms within one unit cell, whereas
δ = ±aeˆx±naeˆy for the four hopping terms to the neigh-
boring unit cells. We define the following matrices in the
n × n-dimensional space of internal sites: Ii has the el-
ement 1 at the i-th position on the diagonal as its only
non-zero entry, D± denote the upper (+) and lower (−)
secondary diagonals, U has the only non-zero entry 1 in
the upper-right corner, and L has the only non-zero entry
1 in the lower-left corner. Then the contributions Hδ can
be expressed in terms of the atomic 4× 4 blocks
Hion-site = −µτz +Mi · σ˜τz −∆τyσy , (B2)
H±x = −tτz ± iλ
2
σyτz , (B3)
H±y = −tτz ∓ iλ
2
σx (B4)
as follows:
H0 =
n∑
i=1
Hion-site ⊗ Ii +H−y ⊗ D+ +H+y ⊗ D− , (B5)
H±aeˆx = H±x ⊗ 1l(n×n) , (B6)
H+naeˆy = H+y ⊗ U , (B7)
H−naeˆy = H−y ⊗ L . (B8)
The Pauli vector σ˜ is the same as in Sec. II A. The total
exchange field at each internal site is given by
Mi =
[
1
2
gµBB + J |m| cos
(
2pi
i− 12
n
)]
eˆz
+ J |m| sin
(
2pi
i− 12
n
)
eˆj (B9)
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in similarity to Eq. (3), with i = 1 . . . n and j = x, y for
helical or cycloidal magnets.
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