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1. Introduction
The goal of this paper is to discuss the existence of homoclinic orbits for a singular second-order functional differential
equation
q¨(t − τ ) + f (t,q(t),q(t − τ ),q(t − 2τ ))= 0, (HS)
where τ > 0 is a constant, t ∈ R, q ∈ Rn (n 3), f (t,u1,u2,u3) ∈ C(R×Rn ×Rn ×Rn,Rn), ∂ f (t,u1,u2,u3)∂t = 0 and is τ -periodic
in t .
In the literature many authors have studied homoclinic orbits for Hamiltonian systems via critical point theory. In par-
ticular, second-order systems were considered in [1,3,5–7,15,18,24,25,30], and ﬁrst-order in [4,8–10,14,26,27]. We refer the
reader to [13,16,17,19–21,28,29,31] for other types of problems. In this paper we establish the existence of homoclinic orbits
to (HS) using a variational approach.
This work is largely motivated by the work of Rabinowitz [23] and the work of Tanaka [30]. In [23], Rabinowitz consid-
ered the autonomous second-order Hamiltonian system
q¨ + Vq(q) = 0, (HS∗)
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C. Guo et al. / J. Math. Anal. Appl. 366 (2010) 550–560 551where q ∈ Rn , V : Rn → R. Under some assumptions on V , Rabinowitz studied via a variational method the existence and the
multiplicity of heteroclinic orbits joining global maxima of V (q) for (HS∗). In [30], Tanaka discussed the singular second-
order Hamiltonian system
q¨ + Vq(q) = 0, (HS∗∗)
where q ∈ Rn , V ∈ C2(Rn,R). When V satisﬁed some strong force conditions of Gordon [11], Tanaka studied via a variational
method the existence of homoclinic orbits for (HS∗∗).
In this paper we assume that F satisﬁes the following conditions:
(H1) there exists a continuously differentiable τ -periodic function F (t, v1, v2) ∈ C(R × Rn × Rn,R) with respect to t , such
that
F ′v1
(
t,q(t − τ ),q(t − 2τ ))+ F ′v2(t,q(t),q(t − τ ))= f (t,q(t),q(t − τ ),q(t − 2τ ));
(H2) there is an e ∈ Rn , e = 0 and F ∈ C2(R× Rn\{e} × Rn\{e},R);
(H3) F (t, v1, v2) 0 for all (t, v1, v2) ∈ [0, τ ] × Rn\{e} × Rn\{e} and F (t, v1, v2) = 0 if and only if v1 = v2 = 0,
F0 = lim sup
|v|→∞
F (t, v1, v2) < 0 for all t ∈ R
and
lim
(v1,v2)→(e,e)
F (t, v1, v2) = −∞ for all t ∈ R,
where v = (v1, v2);
(H4) there is a constant μ ∈ (0, 12 |e|) such that
F (t, v1, v2) + 1
2
[(
F ′v1(t, v1, v2), v1
)+ (F ′v2(t, v1, v2), v2)] 0
for all (t, v1, v2) ∈ R × Bμ(0) × Bμ(0), where Bμ(0) = {q ∈ Rn; |q| < μ}. Here and subsequently, (·,·) : Rn × Rn → R
denotes the standard inner product in Rn and | · | is the induced norm;
(H5) there is a neighbourhood Ω of e in Rn and a τ -periodic function g ∈ C1(R × Rn\{e} × Rn\{e},R) with respect to t ,
such that
lim
(v1,v2)→(e,e)
g(t, v1, v2) = ∞
and
−F (t, v1, v2)
[∣∣g′v1(t, v1, v2)∣∣2 + ∣∣g′v2(t, v1, v2)∣∣2]
for (t, v1, v2) ∈ R× Ω\{e} × Ω\{e}.
We say that a solution q of (HS) is homoclinic (to 0) if q(t) → 0 as t → ±∞. In addition, if q = 0 then q is called a
nontrivial homoclinic solution.
Part of the diﬃculty in treating (HS) is caused by the fact that in order to obtain homoclinic solutions (orbits) we must
establish a suitable variational functional for (HS).
Now we can state our main theorem:
Theorem 1.1. If the conditions (H1)–(H5) are satisﬁed, then the system (HS) possesses a nontrivial homoclinic orbit which begins and
ends at 0.
2. Approximate problem and variational structure
For each k ∈ N , let Ek := W 1,22kτ (R,Rn) be the Hilbert space of 2kτ -periodic functions on R with values in Rn and with
norm
‖q‖Ek :=
( kτ∫
−kτ
∣∣q˙(t)∣∣2
) 1
2
.
Furthermore, let L∞[−kτ ,kτ ](R,R
n) denote a space of 2kτ -periodic essentially bounded (measurable) functions from R into Rn
equipped with the norm
‖q‖L∞ := ess sup
{∣∣q(t)∣∣: t ∈ [−kτ ,kτ ]}.[−kτ ,kτ ]
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We consider the approximate problem{
q¨(t − τ ) + f (t,q(t),q(t − τ ),q(t − 2τ ))= 0, if t ∈ (0,2kτ ),
q(0) = q(2kτ ) = 0. (HSk)
Set
Λk =
{
q ∈ Ek; q = e for all t ∈ [0,2kτ ]
}
.
Clearly Λk is an open subset of Ek . Let Ik : Λk → R be deﬁned by
Ik(q) =
kτ∫
−kτ
1
2
∣∣q˙(t)∣∣2 dt −
kτ∫
−kτ
F
(
t,q(t),q(t − τ ))dt. (2.1)
Then Ik ∈ C1(Λk,R) and it is easy to check that
I ′k(q)y =
kτ∫
−kτ
(
q˙(t), y˙(t)
)
dt −
kτ∫
−kτ
(
F ′v1
(
t,q(t),q(t − τ )), y(t))dt −
kτ∫
−kτ
(
F ′v2
(
t,q(t),q(t − τ )), y(t − τ ))dt. (2.2)
By the periodicity of 2kτ of q(t) and F (t,q(t),q(t − τ )) with respect to t , we have
I ′k(q)y =
kτ∫
−kτ
(
q˙(t), y˙(t)
)−
kτ∫
−kτ
(
F ′v1
(
t,q(t),q(t − τ )), y(t))dt −
kτ∫
−kτ
(
F ′v2
(
t,q(t + τ ),q(t)), y(t))dt. (2.3)
Therefore, the corresponding Euler equation of the functional Ik is the equation
q¨(t) + F ′v1
(
t,q(t),q(t − τ ))+ F ′v2(t,q(t + τ ),q(t))= 0.
Moreover by (H1) and the above equation, it is clear that the critical points of Ik are classical 2kτ -periodic solutions
of (HSk).
To obtain a critical point of Ik(q), we use a minimax argument. To achieve this, Ik(q) must satisfy the Palais–Smale
compactness condition (P.S.) on Λk .
Deﬁnition 2.1. I is said to satisfy a (P.S.) condition, if any sequence {xn} such that I(xn) is bounded and I ′(xn) → 0 has a
convergent subsequence.
Proposition 2.2. If F (t,q(t),q(t − τ )) satisﬁes (H1)–(H3) and (H5), then Ik(q) satisﬁes (P.S.) on Λk.
Proof. Let {qm}m∈N ⊂ Λk be a sequence such that Ik(qm) is bounded and I ′k(qm) → 0. Then there exists a constant λk > 0
such that∣∣Ik(qm)∣∣ λk, ∥∥I ′k(qm)∥∥E∗k  λk (2.4)
for every m ∈ N , where E∗k denotes the dual space of Ek . We ﬁrst prove that {qm}m∈N is bounded. By (H3), (2.1) and (2.4),
we have
kτ∫
−kτ
1
2
∣∣q˙(t)∣∣2 dt  λk.
Then {qm}m∈N is bounded in Ek . Going if necessary to a subsequence, we can assume that there exists q0 ∈ Λk such that
qm ⇀ q0 in Ek as m → +∞.
On the other hand, by Greco [12, Lemma 2.1] and (H5), if q0 ∈ ∂Λk , then
lim
m→+∞
kτ∫
−kτ
−F (t,qm(t),qm(t − τ ))dt → ∞,
i.e., Ik(qm) → ∞ as m → +∞. Hence q0 ∈ Λk . Set
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kτ∫
−kτ
([
F ′v1
(
t,qm(t),qm(t − τ )
)+ F ′v2(t,qm(t + τ ),qm(t))]
− [F ′v1(t,q0(t),q0(t − τ ))+ F ′v2(t,q0(t + τ ),q0(t))],qm(t) − q0(t))dt.
It is easy to check that Φ → 0 as m → +∞. Moreover, by (2.3), an easy computation shows that(
I ′k(qm) − I ′k(q0)
)
(qm − q0) = ‖q˙m − q˙0‖L2[0,2kτ ] − Φ,
which implies qm → q0 strongly in Ek .
Now we introduce a minimax procedure for Ik(q). Let
An−2 = {q ∈ Rn−2; |q| 1, n 3}
and
Γ2kτ =
{
γ ∈ C(An−2,Λk); γ (q)(t) = 0 for all q ∈ ∂ An−2 and t ∈ [0,2kτ ]}. (2.5)
For γ ∈ Γ2kτ , we observe
γ (q)(t) = 0
for all
(q, t) ∈ (∂ An−2 × [0,2kτ ])∪ (An−2 × {0,2kτ })= ∂(An−2 × [0,2kτ ]).
Since
An−2 × [0,2kτ ]/∂(An−2 × [0,2kτ ]) Sn−1,
we can associate for each γ ∈ Γ2kτ a map γˆ : Sn−1 → Sn−1 deﬁned by
γˆ (q, t) = γ (q)(t) − μ|γ (q)(t) − μ| . (2.6)
We denote by deg γˆ the Brouwer degree of a map γˆ : Sn−1 → Sn−1. Let
Γ ∗2kτ = {γ ∈ Γ2kτ ; deg γˆ = 0}. (2.7)
It is clear that Γ ∗2kτ = ∅. We deﬁne a minimax value of Ik(q) by
c2kτ = inf
γ∈Γ ∗2kτ
sup
q∈An−2
Ik
(
γ (q)
)
.  (2.8)
For c ∈ R, let Ik,c ≡ {q ∈ Ek | Ik(q) c} and Kc = {q ∈ Ek | Ik(q) = c and I ′k(q) = 0}. In order to prove our main result, we
need the following deformation theorem.
Lemma 2.3. (See [2,22].) Let Ik ∈ C1(Λk,R) satisfy the (P.S.) condition. For any real number c ∈ R and any neighborhood U of Kc and
any εˆ > 0 there exist ε ∈ (0, εˆ) and a continuous map ξ : [0,1] × Λk → Λk such that
(V1) ξ(0,q) = q if q ∈ Λk;
(V2) ξ(t,q) = q for all Ik(q) /∈ [c − εˆ, c + εˆ], t ∈ [0,1];
(V3) Ik(ξ(t,q)) Ik(q) for all q ∈ Λk, t ∈ [0,1];
(V4) ξ(1, Ik,c+ε \ U ) ⊂ Ik,c−ε .
Then we have the following result.
Proposition 2.4. c2kτ > 0 is a critical value of Ik(q).
Proof. Here we will only prove that c2kτ is a critical value of Ik(q) and we assume c2kτ > 0 (the proof that c2kτ > 0 will be
given in Proposition 2.5).
We suppose c2kτ > 0 is not a critical value. Since Ik(q) satisﬁes (P.S.), applying Lemma 2.3 to c = c2kτ and εˆ = c2 , we
have a deformation ﬂow ξ(t,q) with the following properties:
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(V ′3) Ik(ξ(t,q)) Ik(q) for all (t,q) ∈ [0,1] × Λk;
(V ′4) ξ(1, Ik,c2kτ +ε) ⊂ Ik,c2kτ −ε .
We claim
ξ
(
1,Γ ∗2kτ
)⊂ Γ ∗2kτ . (2.9)
In fact, since ξ(1,0) = 0 (by (V ′2)), we have
ξ
(
1, γ (q)
)= 0 for q ∈ ∂ An−2.
On the other hand, by (V ′3), we have
Ik
(
ξ
(
t, γ (q)
))
 Ik
(
γ (q)
)
< ∞ for all γ ∈ Γ ∗2kτ and t ∈ [0,1]. (2.10)
Hence ξ(s, γ (q)) = e for all (q, t) ∈ An−2 × [0,2kτ ] and s ∈ [0,1]. Thus we have
deg ξˆ (1, γ ) = deg ξˆ (0, γ ) = deg γˆ = 0. (2.11)
Therefore ξ(1, γ ) ∈ Γ ∗2kτ for γ ∈ Γ ∗2kτ , that is, we have (2.9).
Choose γ ∈ Γ ∗2kτ such that maxq∈An−2 Ik(γ (p)) c2kτ + ε and consider ξ(1, γ ) ∈ Γ ∗2kτ . Then by (V ′4), we have
max
q∈An−2
Ik
(
ξ
(
1, γ (q)
))
 c2kτ − ε. (2.12)
This contradicts (2.8). Therefore c2kτ > 0 is a critical value of Ik(q). 
Proposition 2.5. There is a constant c0 > 0 which is independent of k 1 such that
0 < c0  c2kτ  c2τ for all k 1. (2.13)
Proof. For any given γ ∈ Γ ∗2τ , let γ 2kτ be deﬁned by
γ 2kτ (q)(t) =
{
γ (q)(t) if (q, t) ∈ An−2 × [0,2τ ],
0 if (q, t) ∈ An−2 × (2τ ,2kτ ]. (2.14)
Then we can easily see the following
( f1) deg γ̂ 2kτ = deg γˆ = 0, that is, γ 2kτ ∈ Γ ∗2kτ for all γ ∈ Γ ∗2τ ;
( f2) Ik(γ 2kτ (q)) = I1(γ (q)) for all q ∈ An−2 and γ ∈ Γ ∗2τ .
Therefore we get
c2kτ = inf
γ∈Γ ∗2kτ
max
q∈An−2
Ik
(
γ (q)
)
 inf
γ∈Γ ∗2τ
max
q∈An−2
Ik
(
γ (q)
)= inf
γ∈Γ ∗2τ
max
q∈An−2
I1
(
γ (q)
)= c2τ . (2.15)
Next we prove the existence of a constant c0 > 0 such that c2kτ  c0 for all k 1. For any given γ ∈ Γ ∗2τ , we have{
γ (q)(t); (q, t) ∈ An−2 × [0,2kτ ]}∩ (Rn \ B2μ(0)) = ∅; (2.16)
otherwise, we can easily see that deg γˆ = 0. Hence there is (q1, t1) ∈ An−2 × [0,2kτ ] such that
γ (q1)(t1) /∈ B2μ(0). (2.17)
Since γ (q1)(0) = 0, there is a t0 ∈ (0, t1) such that
γ (q1)(t0) ∈ ∂Bμ(0) (2.18)
and
γ (q1)(t) /∈ Bμ(0) for all t ∈ (t0, t1). (2.19)
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Ik
(
γ (q1)
)

t1∫
t0
1
2
|q˙|2 dt −
t1∫
t0
F
(
t,q(t),q(t − τ ))dt
 2
(t1 − t0)
( t1∫
t0
1
2
|q˙|dt
)2
+ Fμ(t1 − t0)
 1
2(t1 − t0)
∣∣q(t1) − q(t0)∣∣2 + Fμ(t1 − t0)
 (2Fμ)
1
2
∣∣q(t1) − q(t0)∣∣
 (2Fμ)
1
2 μ ≡ c0, (2.20)
where
Fμ = min
q∈Rn\Bμ(0)
−F (t,q(t),q(t − τ ))> 0 for t ∈ [t0, t1]. (2.21)
Thus we have
max
q∈An−2
Ik
(
γ (q)
)
 c0 for all γ ∈ Γ ∗2kτ ,
i.e.,
c2kτ  c0. (2.22)
From (2.15) and (2.22) we obtain the desired result. 
From Propositions 2.4 and 2.5, we deduce the following.
Proposition 2.6. For k 1, the problem (HSk) has a solution q(t;2kτ ) such that
0 < c0  Ik
(
q(t;2kτ )) c1 < ∞ for k 1, (2.23)
where c0 , c1 are independent of k 1.
3. Some estimates for solutions q(t;2kτ)
Clearly from the deﬁnition of Ik(q) and Proposition 2.6 we have
Lemma 3.1. There is a constant M1 > 0 which is independent of k 1 such that
‖q‖Ek  M1,
2kτ∫
0
−F (t,q(t),q(t − τ ))dt  M1 for k 1. (3.1)
In what follows, we denote by M1,M2, . . . , various constants which are independent of k 1.
Proposition 3.2. ‖q‖L∞(0,2kτ )  M4 for all k 1.
Proof. Suppose that q(t2;2kτ ) /∈ Bμ(0) for some t2 ∈ (0,2kτ ). We can ﬁnd an interval (t3, t2) ⊂ (0, t2) such that q(t3;2kτ ) ∈
∂Bμ(0) and q(t;2kτ ) /∈ Bμ(0) for all t ∈ (t3, t2). Then
t2∫
t
∣∣q˙(t;2kτ )∣∣dt  (t2 − t3) 12
( t2∫
t
∣∣q˙(t;2kτ )∣∣2
) 1
2
 (t2 − t3) 12 ‖q‖Ek  M1(t2 − t3)
1
2 . (3.2)3 3
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t2 − t3 − 1
Fμ
t2∫
t3
F
(
t,q(t;2kτ ),q(t − τ ;2kτ ))dt − 1
Fμ
2kτ∫
0
F
(
t,q(t),q(t − τ ))dt  M1
Fμ
= M2, (3.3)
where Fμ is the constant deﬁned in (2.21).
Combining (3.2) with (3.3), we have
t2∫
t3
∣∣q˙(t;2kτ )∣∣dt  M1M 122 = M3. (3.4)
Thus we get
∣∣q(t2;2kτ )∣∣ ∣∣q(t3;2kτ )∣∣+
t2∫
t3
∣∣q˙(t;2kτ )∣∣dt μ + M3, (3.5)
and we conclude
‖q‖L∞(0,2kτ ) μ + M3 ≡ M4.  (3.6)
Let
M2kτ = 12
∣∣q˙(t;2kτ )∣∣2 + F (t,q(t;2kτ ),q(t − τ ;2kτ )) (3.7)
for t ∈ [0,2kτ ]. Moreover we have the following result.
Lemma 3.3. M2kτ → 0 as k → ∞. In particular,∣∣q˙(0;2kτ )∣∣2 = ∣∣q˙(2kτ ;2kτ )∣∣2 → 0 as k → ∞. (3.8)
Proof. Integrate (3.7) over (0,2kτ ), and we have by Lemma 3.1
2kτM2kτ = 12‖q‖
2
Ek
+
2kτ∫
0
F
(
t,q(t),q(t − τ ))dt  1
2
M21 for all k 1. (3.9)
Hence we get M2kτ → 0 as k → ∞. Since q(0;2kτ ) = q(2kτ ;2kτ ) = 0, we have by (H3)
M2kτ = 12
∣∣q˙(0;2kτ )∣∣2 = 1
2
∣∣q˙(2kτ ;2kτ )∣∣2 → 0 (3.10)
as k → ∞. 
The following proposition gives us an L∞-bound from below for q˙(t;2kτ ).
Proposition 3.4. ‖q‖L∞(0,2kτ ) μ for all k 1.
Proof. Using (3.7), we obtain
1
2
d2
dt2
∣∣q(t;2kτ )∣∣2
= d
dt
(
q˙(t;2kτ ),q(t;2kτ ))
= ∣∣q˙(0;2kτ )∣∣2 − (F ′v1(t,q(t),q(t − τ ))+ F ′v2(t,q(t + τ ),q(t)),q(t))
= 2M2kτ − 2F
(
t,q(t + τ ;2kτ ),q(t;2kτ ))− (F ′v1(t,q(t),q(t − τ ))+ F ′v2(t,q(t + τ ),q(t)),q(t)). (3.11)
We claim M2kτ = 12 |q˙(0;2kτ )|2 > 0. Otherwise q˙(0;2kτ ) = 0 and then we have q(t;2kτ ) ≡ 0 by the uniqueness of the
solution of the initial value problem
q¨(t − τ ) + f (t,q(t),q(t − τ ),q(t − 2τ ))= 0, q(0) = q˙(0) = 0. (3.12)
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d2
dt2
∣∣q(t;2kτ )∣∣2 > 0 whenever q(t;2kτ ) ∈ Bμ(0). (3.13)
Suppose that |q(t;2kτ )|2 achieves its maximum at t ∈ (0,2kτ ). By (3.13), we deduce that q(t,2kτ ) /∈ Bμ(0). Thus we get
‖q‖L∞(0,2kτ ) μ for all k 1.  (3.14)
From Proposition 3.4, we can ﬁnd two numbers 0 < t4  t5 < 2kτ such that q(t4,2kτ ),q(t5,2kτ ) ∈ ∂Bμ(0) and
q(t,2kτ ) ∈ Bμ(0) for all t ∈ [0, t4] ∪ [t5,2kτ ]. Then we have the following result.
Lemma 3.5. t4 , 2kτ − t5 → ∞ as k → ∞.
Proof. Let qα(t) be a solution of the initial value problem
q¨(t − τ ) + f (t,q(t),q(t − τ ),q(t − 2τ ))= 0, q(0) = q˙(0) = α. (3.15)
By the continuous dependence of qα(t) on the initial data α, for any  > 0 there is an ε > 0 such that
qα(t) ∈ Bμ(0) for t ∈ [0, ] and |α| ε. (3.16)
Combining (3.8) with (3.16), for any  > 0 we can ﬁnd k  1 such that
q(t,2kτ ) ∈ Bμ(0) for t ∈ [0, ] and k k
i.e., t4   for k k . Therefore we have t4 → ∞ as k → ∞. Similarly we have 2kτ − t5 → ∞ as k → ∞. 
4. Limit process and proof of Theorem 1.1
In this section, we construct a homoclinic orbit of (HS) as a limit of q(t,2kτ ) as k → ∞ and we complete the proof of
Theorem 1.1. An argument similar to the following is used by Rabinowitz [23] to show the existence of heteroclinic orbits
joining global maxima via a variational argument.
For each k 1, let q˜(t,2kτ ) ∈ W 1,2(R,Rn) be deﬁned by
q˜(t,2kτ ) =
{
q(t + t4,2kτ ), if t ∈ [−t4,2kτ − t4],
0, otherwise.
(4.1)
By Lemma 3.1, Proposition 3.2 and (4.1), we have the following:
(g1) q˜(t,2kτ ) is a solution of (HS) in (−t4,2kτ − t4);
(g2) q˜(0,2kτ ) ∈ ∂Bμ(0) for all k 1;
(g3) ‖q˜‖Ek , ‖q˜‖L∞(R,Rn) and
+∞∫
−∞
−F (t, q˜(t;2kτ ), q˜(t − τ ;2kτ ))dt
are uniformly bounded in k 1.
By (g3), we can extract a subsequence ki → ∞ such that q˜(t,2kiτ ) converges to some x(t) ∈ C(R,Rn) ∩ L∞(R,Rn) with
x˙(t) ∈ L2(R,Rn) in the following sense:
q˜(t,2kiτ ) → x(t) in L∞
(
R,Rn
)
(4.2)
and
˙˜q(t,2kiτ ) → x˙(t) weakly in L2
(
R,Rn
)
. (4.3)
Moreover we have
+∞∫
−∞
−F (t, x(t;2kτ ), x(t − τ ;2kτ ))dt  lim
k→∞
sup
+∞∫
−∞
−F (t, q˜(t;2kτ ), q˜(t − τ ;2kτ ))dt  M1 ∞. (4.4)
Similar reasoning as in [12, Lemma 3.1], yields
x(t) = e for all t ∈ R. (4.5)
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Proof. Noting (4.5), it suﬃces to prove for any ϕ ⊂ C∞0 (R,Rn),
+∞∫
−∞
[
x˙(t) · ϕ˙(t) − (F ′v1(t, x(t), x(t − τ ))+ F ′v2(t, x(t + τ ), x(t))) · ϕ(t)]dt = 0. (4.6)
By Lemma 3.5, we can choose k0 ∈ N such that suppϕ ⊂ (t4,2kiτ − t4) for all ki  k0. By (g1), we have for ki  k0,
+∞∫
−∞
[ ˙˜q(t,2kiτ ) · ϕ˙(t) − (F ′v1(t, q˜(t,2kiτ ), q˜(t − τ ,2kiτ ))+ F ′v2(t, q˜(t + τ ,2kiτ ), q˜(t,2kiτ ))) · ϕ(t)]dt = 0. (4.7)
By (4.2) and (4.3), letting limi→∞ ki → ∞ we get (4.6). The nontriviality of x(t) clearly follows from the fact x(0) ∈ ∂Bμ(0),
which is a consequence of (g1) and (4.2). 
As a last step of the proof of Theorem 1.1, we prove the following
Proposition 4.2. x(t), x˙(t) → 0 as t → ±∞.
Proof. First we prove x(t) → 0 as t → ∞. Arguing indirectly, we assume x(t) 0. Then for some sequence tk → ∞ and for
some ε > 0, we have
x(tk) /∈ Bε(0) for all k ∈ N. (4.8)
On the other hand, by (H3) and (4.4),
meas
{
t ∈ R; x(t) /∈ B ε
2
(0)
}
< ∞. (4.9)
Hence there is a sequence t′k such that x(t
′
k) ∈ B ε2 (0). Thus the curve x(t) must intersect ∂Bε(0) and ∂B ε2 (0) inﬁnitely often
as t → ∞. But we claim this contradicts x˙(t) ∈ L2(R,Rn) and (4.4). In fact, suppose (b1,b2) ⊂ R is an interval such that
x(b1) ∈ ∂B ε
2
(0), x(b2) ∈ ∂Bε(0) (4.10)
and
x(t) ∈ Bε(0) \ B ε
2
(0) for all t ∈ (b1,b2). (4.11)
Then we have
F ε
2
(b2 − b1)
b2∫
b1
−F (t, x(t), x(t − τ ))dt, (4.12)
where F ε
2
=minq∈Rn\B ε
2
(0) −F (t,q(t),q(t − τ )) > 0.
By the Schwarz inequality, we have
ε
2

∣∣x(b2) − x(b1)∣∣
b2∫
b1
∣∣x˙(t)∣∣dt
 (b2 − b1) 12
( b2∫
b1
∣∣x˙(t)∣∣2 dt
) 1
2
 1
2
b2∫
b1
∣∣x˙(t)∣∣2 dt + b2 − b1
2
 1
2
b2∫ ∣∣x˙(t)∣∣2 dt − 1
2F ε
2
b2∫
F
(
t, x(t), x(t − τ ))dt. (4.13)b1 b1
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2
(0) inﬁnitely often as t → ∞, we can ﬁnd inﬁnitely many disjoint intervals (bi,bi) with the
properties (4.10) and (4.11). Thus we ﬁnd
∞∫
−∞
∣∣q˙1(t)∣∣dt − 1
2F ε
2
∞∫
−∞
F
(
t, x(t), x(t − τ ))dt = ∞. (4.14)
This contradicts x˙(t) ∈ L2(R,Rn) and (4.4). Thus we obtain x(t) → 0 as t → ∞.
Since q˜(t;2kiτ ) satisﬁes Eq. (HS),
¨˜q(t − τ ;2kiτ ) = −F ′v1
(
t, q˜(t − τ ,2kiτ ), q˜(t − 2τ ,2kiτ )
)− F ′v2(t, q˜(t,2kiτ ), q˜(t − τ ,2kiτ ))
is bounded on each compact interval by (g3) and (4.4). Thus q˜(t,2kiτ ) converges in W
1,∞
loc (R,R
n) to x(t). Hence
1
2
∣∣x˙(t)∣∣2 + F (t, x(t;2kτ ), x(t − τ ;2kτ ))= lim
i→∞
[
1
2
∣∣ ˙˜q(t;2kiτ )∣∣2 + F (t, q˜(t;2kiτ ), q˜(t − τ ;2kiτ ))
]
= lim
i→∞
M2kiτ
= 0 for all t ∈ R.
Since x(t) → 0 as t → ∞, we have∣∣x˙(t)∣∣2 = −2F (t, x(t), x(t − τ ))→ 0 as t → ∞.
In a similar way, we get x˙(t) → 0 as t → −∞. 
Proof of Theorem 1.1. Obviously by Proposition 4.1 and 4.2, x(t) is a homoclinic orbit for (HS). 
Remark 4.3. Slight modiﬁcations of our argument permit us to treat more general compact sets A. Moreover precisely, we
assume
(H0) A ⊂ Rn is a compact subset such that there is 0 /∈ A and 0 belongs to an unbounded component of Rn \ A;
We also assume the following instead of (H2)–(H5).
(H ′2) F ∈ C2(R× Rn\A × Rn\A,Rn);
(H ′3) F (t, v1, v2) 0 for all (t, v1, v2) ∈ [0, τ ] × Rn\A × Rn\A and F (t, v1, v2) = 0 if and only if v1 = v2 = 0,
F0 = lim sup
|v|→∞
F (t, v1, v2) < 0 for all t ∈ R
and
lim
(v1,v2)→A×A
F (t, v1, v2) = −∞ for all t ∈ R;
(H ′4) there is a constant μ ∈ (0, 12 dist(0, A)) such that
F (t, v1, v2) + 1
2
[(
F ′v1(t, v1, v2), v1
)+ (F ′v2(t, v1, v2), v2)] 0
for all (t, v1, v2) ∈ R× Bμ(0) × Bμ(0);
(H ′5) there is a neighbourhood Ω of A in Rn and a τ -periodic function g ∈ C1(R×Rn\A×Rn\A,R) with respect to t , such
that
lim
(v1,v2)→A×A
g(t, v1, v2) = ∞
and
−F (t, v1, v2)
[∣∣g′v1(t, v1, v2)∣∣2 + ∣∣g′v2(t, v1, v2)∣∣2] for (t, v1, v2) ∈ R× Ω\A × Ω\A.
Then we have the following theorem.
Theorem 4.4. If the conditions (H0)–(H1) and (H ′2)–(H ′5) are satisﬁed, then the system (HS) possesses a nontrivial homoclinic orbit
which begins and ends at 0.
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