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ABSTRACT
Recent years have seen much research on fairness in machine learn-
ing. Here, mean difference (MD) or demographic parity is one of
the most popular measures of fairness. However, MD quantifies not
only discrimination but also explanatory bias which is the differ-
ence of outcomes justified by explanatory features. In this paper, we
devise novel models, called FairCEEs, which remove discrimination
while keeping explanatory bias. The models are based on estimators
of causal effect utilizing propensity score analysis. We prove that
FairCEEs with the squared loss theoretically outperform a naive
MD constraint model. We provide an efficient algorithm for solving
FairCEEs in regression and binary classification tasks. In our exper-
iment on synthetic and real-world data in these two tasks, FairCEEs
outperformed an existing model that considers explanatory bias in
specific cases.
CCS CONCEPTS
• Applied computing → Law, social and behavioral sci-
ences; • Computing methodologies→Machine learning.
KEYWORDS
fairness, propensity score, explanatory bias, causality, supervised
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1 INTRODUCTION
Recently much research on fairness in machine learning has been
conducted. While numerous companies, scientific communities,
and public organizations are collecting huge data repositories, the
data tend to be biased toward an individual or a group based on
their inherent or acquired characteristics, which are called sensitive
features, such as race or gender. Machine learning models trained
on such biased datasets may produce discriminatory predictions
with respect to the sensitive feature. The problem of biased datasets
is crucial to ensuring fairness when applying machine learning
algorithms to applications such as loan assignment [16], criminal
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Figure 1: Relationship between discrimination and explana-
tory bias. Sensitive, non-explanatory or explanatory fea-
tures are selected by the user. The example features are from
[7], where the task is to predict his/her salary.
risk assessment [10], and school admissions [15]. It is necessary to
develop fair decision-making methods that avoid discrimination
arising from biased datasets.
Regarding fairness in machine learning, discrimination is con-
sidered either direct or indirect [8]. Direct discrimination is caused
by a sensitive feature such as race or gender, while indirect dis-
crimination is caused by non-sensitive features which are strongly
correlated with the sensitive feature. Removing the sensitive feature
from the input removes direct discrimination, but does not remove
indirect discrimination. This is called the red lining effect [8]. Fur-
thermore, as described in [7], the non-sensitive features that cause
indirect discrimination sometimes include features which cause bias
but can be justified. These features are called explanatory features
and the bias caused by the explanatory features are called explana-
tory bias. We treat such explanatory bias as non-discriminatory by
following the work of [7], though explanatory bias is included in
indirect discrimination. Figure 1 shows the relationship between
discrimination and explanatory bias.
Researchers have introduced several statistical criteria [8, 13,
16, 38] in an attempt to formalize notions of fairness. Mean differ-
ence (MD) [8] is one of the most popular measures of fairness to
quantify discrimination. This measure is the difference of outcomes
between groups distinguished by the sensitive feature. MD can
quantify direct and indirect discrimination, but explanatory bias is
also included in indirect discrimination. Therefore, when we use
MD=0 as a constraint, we may mistakenly remove explanatory bias.
This leads to reverse discrimination and degrades performance.
Several studies based on MD [8, 14, 20, 27, 39] can suffer from this
problem. In this paper, discrimination is defined as MD except for
explanatory bias:
Discrim. = MD - explanatory bias (1)
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and use Discrim. =0 as a constraint in our model. Several studies
have dealt with explanatory bias [18, 19, 21] from a non-causal
perspective. In addition to them, there are mainly two research
streams that have used estimators of causal effect [30, 35] instead of
MD. The recent work [9, 23, 25, 28, 37, 42–44] uses causal diagrams
for this purpose, but the resulting optimization problems tend to
be difficult. Indeed, it seems difficult to find a global solution for
such problems because of their non-convexity [28, 41].
In this paper, we use propensity score analysis [33] for simplify-
ing the models used in other research. The papers [7, 32] deal with
explanatory bias based on propensity score analysis. In [32] the
authors proposed a causal discrimination discovery approach using
estimators of causal effect based on the propensity score. Although
their work bears similarity to ours in terms of using estimators
of causal effect, there are differences in that the estimator in [32]
is calculated in its nearest neighbor such as in individual fairness
[13] and in that our model is for preventing discrimination, not for
discovery. In [7] the authors proposed Multi MD, which removes
discrimination and keeps explanatory bias on the basis of stratifica-
tion [34]. However, unless the number of strata is set appropriately,
the stratification may create a stratum that has some explanatory
bias, which results in failure of Multi MD.
We propose new models, called Fair prediction using Causal
Effect Estimators, (FairCEEs) that use another estimator based on
the propensity score, the IPW [36] or DR [4] estimator, for causal
effect. Using the estimators for a constraint instead of MD makes
it possible to remove the discrimination and keep the explanatory
bias.
Our contributions are as follows:
• FairCEEs based on the IPWandDR estimators of causal effect
are formulated as simple convex quadratic optimizations;
for classification, they are globally solved with the proximal
gradient method; for regression, they are solved using the
Lagrange multiplier method.
• FairCEE-IPW and Multi MD theoretically outperform Single
MD in regression tasks.
• Numerical experiments on synthetic and real-world data
show that FairCEEs outperform Multi MD in terms of fair-
ness and prediction accuracy.
The organization of the paper is as follows: after preliminaries
are introduced in Section 2, our model is described in Section 3.
The algorithm and theoretical analysis are in Section 4. Section
5 describes numerical experiments on synthetic and real-world
datasets. A conclusion follows.
2 PRELIMINARIES
We review MD [8], which is one of the most popular measures of
fairness, and show an existing model Multi MD [7], which removes
discrimination (1). Next, we point out the disadvantages of Multi
MD. Finally, we describe the potential outcome model [17] and its
relationship with Multi MD.
2.1 Notation
Suppose that N and d are the number of data and non-sensitive
features, respectively and one sensitive feature exists in a given
dataset. X ∈ RN×d is a matrix consisting of non-sensitive feature
values. xi ∈ Rd indicates the feature values of the i-th instance, i.e.,
the i-th row of X , and S denotes the sensitive feature. S is a binary
variable such as male/female, denoted by S ∈ {+1, 0}. si is the
observed value of sensitive feature S of the i-th instance, and s is the
vector defined by s = (s1, s2, . . . , sN )⊤. For convenience, we define
two index sets I+ and I−, defined by I+ = {i |i ∈ [1,N ], si = 1}
and I− = {i |i ∈ [1,N ], si = 0}. Y is the target label; in a regression
task, Y ∈ R, and in a binary classification task, Y ∈ {+1, 0}, unless
otherwise specified.yi is the observed label of the i-th instance, and
y is the vector defined by y = (y1,y2, . . . ,yN )⊤. yˆi is the predicted
label of the i-th instance. In this paper, we consider a linear model
class and denote the trainable parameter byw ∈ Rd , i.e, yˆi = xiw
for regression or yˆi = σ (xiw) for classification where σ (·) is a
sigmoid function.
In what follows, we will consider the supervised learning setting,
where we have a dataset (X , s , y) meaning (non-sensitive feature
values, sensitive feature values, labels), and our goal is to train a
model whose prediction does not include discrimination (1), but
has good accuracy.
2.2 Single MD and Multi MD
MD is a measure quantifying how discriminatory the dataset is for
classification and regression tasks.
Definition 2.1 (Mean Difference [8]).
MD =
1
|I+ |
∑
i ∈I+
yi − 1|I− |
∑
i ∈I−
yi , (2)
where |I | is the size of the set I. Note that by replacing yi with yˆi in
the definition, MD represents how discriminatory the prediction is.
Now let us describe Single MD and Multi MD [7], which are
related to our model. 1 Single MD is formulated as
min
w
∥Xw −y∥2
s.t. d⊤Xw = 0, (3)
where
d =
s
1⊤s −
1 − s
1⊤(1 − s) . (4)
From (2) and (4) and reminding that si = 1 for i ∈ I+ and sj = 0
for j ∈ I−, d⊤Xw represents MD of outputs, and therefore, the
constraint in (3) means MD=0. As mentioned in Section 1, Single
MD does not consider explanatory bias; it is defined by [7] as
the differences in outcomes of groups distinguished by a sensitive
feature value that is explainable by explanatory features and can
be justified. The explanatory features are denoted by Xe ∈ Rde ,
where de is the number of explanatory features, while the non-
explanatory feature values are denoted by Xn ∈ Rd−de . In our
settings, the explanatory features are provided externally.
Remark 2.1. It seems possible to remove non-explanatory discrimi-
nation without removing explanatory bias by using MD in an inequal-
ity constraint, i.e., d⊤Xw ≤ δ with a hyperparameter δ , following
[1, 24, 39] or in a regularizer, i.e., λ(d⊤Xw)2 with a hyperparame-
ter λ, as in [6, 22, 40]. However, these approaches require the correct
1Single MD and Multi MD are denoted by SEM-S, SEM-MP in [7].
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explanatory bias in the hyperparameter δ , λ, but the true value of
the explanatory bias is unknown. It is difficult to determine appro-
priate hyperparameter values because the criteria used in validation
for hyperparameters is not clear. On the other hand, our approaches
described later can remove discrimination while keeping explanatory
bias without using hyperparameters.
Calders et al. [7] proposed Multi MD which utilizes stratification
[34] according to a propensity score [33] for a constraint.
Definition 2.2 (Propensity Score [33]). Let S andXe be the sen-
sitive feature and the explanatory features, respectively. The propen-
sity score is defined as
Z = P(S = 1|Xe ).
In general, because the true propensity score is unknown, we
have to estimate it from the dataset. Usually this is done using a
logistic regression model. Using this propensity score and strat-
ification technique [34], Multi MD can be formulated as follows
[7]. First, we estimate propensity scores. Then, we split the dataset
into K strata via the propensity score quantiles2. Next, we define
Multi MD constraints as MD=0 in each stratum. FormallyX(k ),y(k ),
s(k ) and d(k ) are feature values, labels, sensitive feature values and
constraint vector respectively, in the k-th stratum.
min
w
K∑
k=1
∥X(k )w −y(k )∥2
s.t. d⊤(k )X(k )w = 0 (k = 1, 2, ...,K), (5)
where
d(k ) =
s(k )
1⊤s(k )
− 1 − s(k )
1⊤(1 − s(k ))
.
In the same way as Single MD (3),d⊤(k )X(k )w represents the value
of MD of outputs in the k-th stratum.
2.3 Disadvantages of Multi MD
Multi MD removes Discrim. (1) by using stratification with respect
to the propensity score. Here, we need an appropriately large num-
ber of strata K , because if K is too small, each stratum will have a
range of propensity scores and some explanatory bias may remain
in each stratum. Unfortunately, there are three cases where we can
not increase the number of strata K appropriately. In this paper,
we refer these cases as Imbalance CASE, Degenerate CASE and
Inferred CASE.
Imbalance CASE : the case where datasets are imbalanced with
respect to the sensitive feature value of 0 or 1 (e.g. |I+ | : |I− | =
9 : 1). Here, splitting the dataset into many strata may create a
stratum that has only a one-sided sensitive feature value. In that
case, we can not calculate the MD, which leads to a failure of Multi
MD. Since this case is likely to appear in fairness settings, it is a
serious weakness of Multi MD.
Degenerate CASE : the case where the number of features d is
small. Here, setting K > d leads to degeneration and the optimal
solution of Multi MD (5) becomes the zero vector, which satisfies
MD=0. This means thatMulti MDwith largeK removes explanatory
bias incorrectly and degrades performance in this case.
2Although K is fixed to five in [7], we formulate the generalized form with various
values of K in this paper.
Inferred CASE : the case where the estimated value of propensity
score zi is close to si . As well as Imbalance CASE, splitting the
dataset into many strata may create a stratum that has only a one-
sided sensitive feature value in this case.
2.4 Potential Outcome Model (POM)
Now let us describe the potential outcome model (POM) [17]. Al-
though the relationship between POM and Multi MD is not men-
tioned in [7], we should point out that the discrimination (1) referred
to in [7] corresponds to the causal effect defined by POM. In Multi
MD, the model estimates the causal effect by stratification [34] and
uses the estimated value for its constraint. Our model uses POM in
a similar way.
POM considers potential outcome variables denoted by Y1 and
Y0. Target label Y has both the potential outcome Y1 that would
have resulted if had received the sensitive feature S = 1, and the
potential outcome Y0 that would have resulted if had received the
sensitive feature S = 0. We can observe either of them, but not
both. In other words, we can observe Y1 but not Y0 when S is equal
to 1. Formally, we can write Y = SY1 + (1 − S)Y0. By using these
variables, causal effect [35] is defined as the difference between
potential outcome variables.
CE = E[Y1] − E[Y0] (6)
Since we can observe either of them, but not both, estimating the
causal effect is a missing data problem.
MD is generally not a consistent estimator of causal effect; i.e.,
MD →
n→∞ E[Y1 |S = 1] − E[Y0 |S = 0] , E[Y1] − E[Y0].
because of covariates that are correlated with both S and Y . If we
regard the explanatory features as covariates, then the causal effect
corresponds to Discrim. (1). This is the discrimination we want to
remove. When we consider the discrimination as the causal effect
(6), the true explanatory bias corresponds to
(E[Y1 |S = 1] − E[Y0 |S = 0])︸                              ︷︷                              ︸
estimated by MD
− (E[Y1] − E[Y0])︸             ︷︷             ︸
Discrimination
.
There are several methods of estimating causal effect by using a
propensity score, including stratification [34] used in [7]. In this
paper, instead of stratification, we use IPW and DR estimators,
which are explained in Section 3.
3 PROPOSED MODEL
Now we propose new models, called Fair prediction using Causal
Effect Estimators (FairCEEs). The estimators, IPW and DR, used for
FairCEEs are defined below.
We can avoid the three CASEs described in Section 2.3 utilizing
these estimators because they do not need dividing datasets into
some strata. Although the sensitive feature S is binary for simplicity,
these models can be generalized to multiple groups.
3.1 FairCEE-IPW
Here, we introduce the Inverse Probability Weighting (IPW) esti-
mator [36] and give a formulation using it for its constraint. Note
that we use the loss function L(w) as the objective function in the
following formulations. We can apply our method to regression
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and binary classification tasks by setting L(w) to the squared loss
(|Xw −y∥2) or logistic loss, respectively 3.
Definition 3.1 (IPW Estimator [36]). Here, zi is the propensity
score for the i-th instance. Accordingly, we define the IPW estimator
of causal effect as
IPW =
∑N
i=1
si
zi yi∑N
i=1
si
zi
−
∑N
i=1
1−si
1−zi yi∑N
i=1
1−si
1−zi
. (7)
The IPW estimator is a consistent estimator of causal effect (6)
under the assumption that the modeling for the propensity score is
correct 4. Accordingly, FairCEE-IPW is formulated as
min
w
L(w)
s.t. h⊤Xw = 0, (8)
where
h =
a
1⊤a −
b
1⊤b ,a = (
s1
z1
, ...,
sN
zN
)⊤,b = ( 1 − s11 − z1 , ...,
1 − sN
1 − zN )
⊤.
(9)
By the definition (7) and (9), h⊤Xw is the value of the IPW
estimator of outputs (i.e. the constraint in (8) means IPW=0.).
3.2 FairCEE-DR
The other estimator of causal effect is the Doubly Robust (DR)
estimator [4].
Definition 3.2 (DR Estimator [4]). Here, zi is the propensity
score of the i-th instance. д+i and д
−
i are predictions of potential out-
come variables (Y1,Y0) of the i-th instance. Accordingly, we define DR
estimator of causal effect as
DR =
1
N
N∑
i=1
[( si
zi
− 1 − si1 − zi )yi + (1 −
si
zi
)д+i − (1 −
1 − si
1 − zi )д
−
i ].
In addition to modeling the propensity score, the DR estimator
uses the modeling for Y1 and Y0. Since either of the true values of
Y1 and Y0 are unknown, we use the estimated values, i.e., д+i and д
−
i ,
instead of Y1 and Y0. In this study, we train two modelsG+ andG−
for Y1 and Y0, respectively.G+ is trained using explanatory features
whose index belongs to I+ and G− is trained using explanatory
features whose index is inI−. We use the output ofG+ andG− asд+i
and д−i instead of Y1 and Y0 (i.e. д
+
i = G
+(xi,e ) and д−i = G−(xi,e )
where xi,e is the explanatory feature values of the i-th instance.)
We explained above that if the propensity score is incorrectly
estimated, the IPW estimator will not be consistent. For this reason,
the IPW estimator is not consistent in Inferred CASE. However, it
is known that even if the estimated propensity score is wrong, the
DR estimator remains a consistent estimator of causal effect as long
3Note that the input s of a sensitive feature is not used in the prediction models.
4We can not confirm that the assumption holds because either of potential outcome
variables is missing. However, in practice, we can check some metrics which measure
the goodness of fit of the model such as AUC.
as Y1 and Y0 are estimated correctly (see, e.g., [4]). We formulate
FairCEE-DR as follows. (Note that a and b are defined in (9).)
min
w
L(w)
s.t. (a − b)⊤Xw + (1 − a)⊤д+ − (1 − b)⊤д− = 0 (10)
where
д+ = (д+1 ,д+2 , ...,д+N )⊤, д− = (д−1 ,д−2 , ...,д−N )⊤.
As well as FairCEE-IPW, (a −b)⊤Xw + (1−a)⊤д+ − (1−b)⊤д−
is the estimated value of DR estimator of the prediction (i.e. the
constraint of (10) means DR=0.). Since the constraints of FairCEEs
with a linear model are linear in terms of w , we can solve them
using algorithms described below5.
4 ALGORITHM AND ANALYSIS
In this section, we describe the algorithms for FairCEEs in regres-
sion and classification tasks. Then we show two theorems on the
squared losses of FairCEE-IPW and Multi MD.
4.1 Algorithm for Regression and
Classification
In a regression task, we use the squared loss function ∥Xw −y∥2
as L(w). We can solve FairCEEs with the squared loss by using the
Lagrange multiplier method as is done with Multi MD in [7].
In a binary classification task, we use the logistic loss function∑N
i=1 log(1 + e−yiw
⊤xi ) as L(w) in FairCEEs (8) and (10). Then we
solve them with the proximal gradient method (PGM) (see, e.g.,
[5]). FairCEEs, Single MD and Multi MD can be formulated in the
following generalized form6. Let P ∈ Rd×m and q ∈ Rm be a
constant matrix and vector, respectively, for constraints.m is the
number of constraints. In Multi MD,m is equal to K . In the other
methods,m is equal to 1. Let yi ∈ {+1,−1} be the binary label for
the i-th instance.
min
w
N∑
i=1
log(1 + e−yiw⊤xi )
s.t. Pw = q. (11)
Next, we apply the proximal gradient method to (11). Algo-
rithm 1 is an overview of our algorithm7, where Lˆ 1
L
(x ;y) := L(y)+
∇L(y)⊤(x − y) + L2 ∥x − y∥2.
The following theorem implies that the proximal gradientmethod,
Algorithm 1, has a convergence rate of O(1/t).
Theorem 4.1. PGM for FairCEEs (8) and (10) satisfies
f (wt ) − f ∗ ≤ L2t ∥wt −w
∗∥22 ,
wherew∗ is an optimal solution of FairCEEs and the objective value
f ∗.
5In general, the constraints of FairCEEs are linear with respect to outputs. Applying
FairCEEs to a non-linear model may require another algorithm.
6Note that our algorithm can be applied to not only FairCEEs but also Single MD and
Multi MD for binary classification.
7In our algorithm, we use a backtracking line search with a clipping process (η ←
max (βη, 1L )), which prevents the step size from being less than 1/L.
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Algorithm 1 PGM for FairCEEs
Require: P ,q,X ,y,η0, 0 < β < 1
η = η0
Initializew0
for t = 1, 2, . . . do
while True do
w ′temp ← wt−1 − η∇L(wt−1)
wtemp ← w ′temp − P⊤(PP⊤)−1(Pw ′temp − q)
if L(wtemp ) ≤ Lˆη (wtemp ;wt−1) then
Keepwtemp aswt
Break
else
η ← max (βη, 1L )
end if
end while
end for
Proof. With the help of references such as [29], the statement
can be proved if the gradient vector of L is Lipschitz continuous
with a constant L (called L-smooth); i.e., there exists a constant L > 0
that satisfies
∥∇L(w) − ∇L(v)∥2 ≤ L∥w −v ∥2 (w,v ∈ Rd ).
Next, we prove that the logistic loss function is L-smooth func-
tion and L =
∑N
i=1 ∥xi ∥2.
First, we show that д(t) = log(1 + et ) is an L-smooth function.
Since д′(t) = et /(1 + et ) = 1/(1 + e−t ), and 0 ≤ д′′(t) ≤ 1, we can
say the inequality ∥д′(a) −д′(b)∥ ≤ ∥a −b∥, which means that д(t)
is an L-smooth function with L equal to 1.
Next, we consider the following logistic loss function.
F (w ;X ,y) =
N∑
i=1
log(1 + e−yiw⊤xi ) =
N∑
i=1
f (w ;xi ,yi ).
We define h(w ;x ,y) = −yw⊤x . The derivative is ∇f (w ;x ,y) =
−yд′(h(w ;x))x by the chain rule.
Accordingly, we can obtain the following inequalities:
∥∇F (α ;X ,y) − ∇F (β ;X ,y)∥
≤
N∑
i=1
∥∇f (α ;xi ,yi ) − ∇f (β ;xi ,yi )∥
=
N∑
i=1
∥yiд′(h(β ;xi ,yi ))xi − yiд′(h(α ;xi ,yi ))xi ∥
=
N∑
i=1
|д′(h(β ;xi ,yi ))xi − д′(h(α ;xi ,yi ))|∥xi ∥(∵ |yi | = 1)
≤
N∑
i=1
|h(β ;xi ,yi )) − h(α ;xi ,yi ))|∥xi ∥
≤ (
N∑
i=1
∥xi ∥2)∥α − β ∥
This means that the logistic loss F (w ;X ,y) is an L-smooth func-
tion and L =
∑N
i=1 ∥xi ∥2.
□
4.2 Theoretical Analysis
Now we show some theoretical guarantees for the proposed model,
FairCEE-IPW (8). The following theorem says that ourmodel FairCEE-
IPW can achieve a smaller training error than Single MD (3) under
a reasonable assumption. The assumption in the theorem is that
the value estimated by the IPW estimator on a dataset (i.e. h⊤y) is
less than the value estimated by MD (= d⊤y), and the assumption
is likely to hold as discussed in the end of this section.
Theorem 4.2 (FairCEE-IPW Loss). Letw∗single,w
∗
ipw be optimal
solutions of Single MD (3) and FairCEE-IPW (8). Suppose that
0 ≤ h⊤y ≤ d⊤y.
Then we can obtain the following inequality:
∥Xw∗ipw −y∥2 ≤ ∥Xw∗single −y∥2.
To prepare for this proof, we first must prove the following
Lemma 4.1 and 4.2.
Lemma 4.1 (Loss of optimal solution). Consider an optimiza-
tion problem formulated as follows.
min
w
∥Xw −y∥2
s.t. c⊤Xw = 0
Letw∗ be the optimal solution of the above optimization problem.
Then, the value of loss function is obtained as follows when w is
optimal (i.ew = w∗)
∥Xw∗ −y∥2 = (c
⊤y)2
∥c∥2 .
Proof. The optimal solutionw∗ satisfies the constraintc⊤Xw∗ =
0. Then, we have
c⊤(Xw∗ −y) = −c⊤y.
We get
∥Xw∗ −y∥2 = (c
⊤y)2
∥c∥2 cos2 θ ,
where θ is the angle between c and Xw∗ −y.
Here, sincew∗ is the optimal solution, we can say
∥Xw∗ −y∥2 = (c
⊤y)2
∥c∥2 .
□
Lemma 4.2 (The norm of MD constraint vector). The follow-
ing equality holds.
∥d ∥2 = 1|I+ | +
1
|I− | ,
where d is defined in (3)
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Proof. From the definition of s , we can prove the lemma.
∥d ∥2 = ( s
1⊤s −
(1 − s)
1⊤(1 − s) )
⊤( s
1⊤s −
(1 − s)
1⊤(1 − s) )
=
∥s ∥2
(1⊤s)2 +
∥(1 − s)∥2
(1⊤(1 − s))2 (∵ s
⊤(1 − s) = 0)
=
1
1⊤s +
1
1⊤(1 − s) (∵ 1
⊤s = ∥s ∥2, 1⊤(1 − s) = ∥1 − s ∥2)
=
1
|I+ | +
1
|I− |
□
Next, we prove Theorem 4.2.
Proof. We can say
∥h∥2 = 1(∑i∈I+ 1zi )2∑
i∈I+ ( 1zi )2
+
1
(∑i∈I− 11−zi )2∑
i∈I− ( 11−zi )2
≥ 1|I+ | +
1
|I− | (∵ the Cauchy Schwartz inequality)
= ∥d ∥2(∵ Lemma 4.2)
Next, using Lemma 4.1, ∥h∥2 ≥ ∥d ∥2, and the assumption 0 ≤
h⊤y ≤ d⊤y, we can prove the Theorem 4.2 as follows.
∥Xw∗ipw −y∥2 =
(h⊤y)2
∥h∥2
≤ (d
⊤y)2
∥d ∥2
= ∥Xw∗single −y∥2
□
As with the previous theorem, we can show that Multi MD (5)
also can achieve a smaller training error than Single MD (3).
Theorem 4.3 (Multi MD Loss). Let w∗single, w
∗
multi be optimal
solutions of Single MD (3) and Multi MD (5). Suppose that
0 ≤ 1
K
K∑
k=1
d⊤(k )y(k) ≤ d⊤y.
Then we have
K∑
k=1
∥X(k)w∗multi −y(k )∥2 ≤ ∥Xw∗single −y∥2.
Proof. Letmk be theMDof thek-th stratum (i.e.mk = d⊤(k )y(k )).
Let d˜ be as follows.
d˜ = (d⊤(1),d⊤(2), ...,d⊤(K ))
We define X˜ , y˜ in the same way. By using this new notation and the
original problem’s constraint, the optimal solution of the original
problem satisfies this following equality.
d˜⊤X˜w∗multi =
K∑
k=1
d⊤(k )X(k )w
∗
multi = 0
The original problem can be rewritten as follows.
K∑
k=1
∥X(k )w −y(k )∥2 = ∥X˜w − y˜∥2, d˜⊤y˜ =
K∑
k=1
mk
We get the following inequality:
∥d˜ ∥2 =
K∑
k=1
1
|I+k |
+
K∑
k=1
1
|I−k |
≥ K
2
|I+ | +
K2
|I− |
= K2∥d ∥2(∵ Lemma 4.2).
where I+k and I−k are the index subsets of I+,I− for the k-th
stratum.
From this inequality and the assumption 0 ≤ 1K
∑K
k=1mk ≤ d⊤y,
we can prove Theorem 4.3 as follows.
K∑
k=1
∥X(k )w∗multi −y(k )∥2 =
(∑Kk=1mk )2
∥d˜ ∥2
(∵ Lemma 4.1)
≤ (
1
K
∑K
k=1mk )2
∥d ∥2 ≤
(d⊤y)2
∥d ∥2
= ∥Xw∗single −y∥2.
□
Theorem 4.3 says that if the mean of MD in each stratum cor-
responding to 1K
∑K
k=1 d
⊤
(k )y(k ) is smaller than MD on the entire
dataset, the optimal value of the squared loss in Multi MD (5) is
less than that of Single MD (3).
When the dataset includes explanatory bias and the model of the
propensity score is correct, by the definition of discrimination (1),
the causal effect estimated by the IPW estimator and stratification
are less than MD. Therefore, these assumptions of Theorem 4.2
and 4.3 are reasonable for our settings. From these two theorems,
we can say both FairCEE-IPW and Multi MD give fair predictions
and their losses are smaller than that of Single MD. We leave the
analysis of FairCEE-DR to future work.
5 NUMERICAL EXPERIMENTS
We obtained numerical results on synthetic data and real-world
data in an attempt to answer the following research questions.
• (RQ1) Do the three CASEs mentioned in Section 2.3 degrade
the performance of Multi MD?
• (RQ2) Do FairCEEs work in the three CASEs?
• (RQ3) Do FairCEEs work on real-world data?
Since we know the true explanatory bias in the synthetic data (it
is unknown in the real-world data), it is easy to understand the
results. Hence, we first analyzed the behavior of FairCEEs andMulti
MD in detail in an experiment using synthetic data. After that, we
experimented using three real-world data in regression and binary
classification tasks.
5.1 Dataset and Experimental Setup
5.1.1 Synthetic Data. Here we explain how to generate synthetic
dataset for the regression task. We focus on only the synthetic
dataset for the regression because it is not easy to generate a dataset
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datasets N d S (|I+ |, |I− |) Y
C&C 1994 99 race (970, 1024) Crime Rate
COMPAS 5855 14 race (2914, 2941) Recidivism
ADULT 30162 101 gender (20380, 9782) Income
Table 1: Statistics of the real-world datasets.
for classification whose explanatory bias is known. We generated
100r% of N instances with S = 1. The rest of the dataset had in-
stances with S = 0. If the instance had a positive sensitive fea-
ture (i.e. S = 1), we drew the explanatory feature values Xe and
non-explanatory feature values Xn from the following different
multivariate normal distributions.
Xe ∼ N (µ+e , I ), Xn ∼ N (µ+n , I )
In the same way, if the instance had a negative sensitive feature (i.e.
S = 0), we drew samples from the following distributions.
Xe ∼ N (µ−e , I ), Xn ∼ N (µ−n , I )
where µ+e , µ−e ∈ Rde , µ+n , µ−n ∈ Rd−de and I is an identity matrix.
After sampling Xe and Xn , we generate the label yi of the i-th
instance as follows.
yi = w
⊤
e xi,e +w
⊤
n xi,n +wssi + ϵi ,
where xi,e ,xi,n , ϵi are explanatory feature values, non-explanatory
feature values and noise of the i-th instance respectively (ϵi ∼
N (0, 1)).
In this synthetic data, we can know the discrimination (6) and
the true explanatory bias.
Discrim. = w⊤n (µ+n − µ−n ) +ws
explanatory bias = w⊤e (µ+e − µ−e )
Since we know the values of these parameters used to generate the
synthetic data, we can calculate Discrim. and the explanatory bias.
In our experiments, we created the three CASEs of Section 2.3 by
modifying the parameters of the synthetic data. Unless otherwise
specified, we generated the synthetic data with N = 2000, d = 14,
de = 4, and r = 0.5. We set r = 0.8 when generating Imbalance
CASE and d = 7 and de = 2 when generating Degenerate CASE. In
Inferred CASE, we set µ+e = 1.5 and µ−e = 0 (in other case, µ+e = 1.0
by default).
5.1.2 Real-world Data. We used three real-world datasets. We con-
ducted experiments on two tasks, regression and binary classifica-
tion. In the regression task, we used C&C8. In the binary classifica-
tion task, we used COMPAS [3] and ADULT9. Table 1 shows the
statistics of these real-world data after the preprocessing.
The ADULT10 and C&C datasets are in the UCI repository [12].
We followed [24] when preprocessing the COMPAS datasets and
followed [7] when preprocessing the C&C dataset. Whenwe prepro-
cessed the ADULT dataset, we removed missing data and binarized
its categorical features and normalized its continuous features. We
chose the explanatory features by following [7] for C&C and by
following [32] for ADULT. In the COMPAS dataset, we determined
8https://archive.ics.uci.edu/ml/datasets/communities+and+crime
9https://archive.ics.uci.edu/ml/datasets/adult
10The ADULT dataset is a weighted dataset. So this is not a good real-world dataset as
typically used. However, we use it to verify the performance of FairCEEs since much
research use this dataset [2, 11, 26, 31, 39].
Figure 2: Results of the MDs of Multi MD for different num-
bers of strata K . By the definition of Discrim. (1), it is desir-
able that theMDofMultiMD is close to the explanatory bias
(i.e. Discrim. is close to 0). When K is large enough (K = 5,6
and 7), Multi MD removes Discrim. (1) correctly. However,
too small a K ends up removing explanatory bias and causes
reverse discrimination.
the explanatory features by conducting a dependency analysis fol-
lowing [7], whereby features that are highly correlated to both the
target and the sensitive feature represent potential covariates.
5.1.3 Experimental Setup. We used FairCEE-IPW (8) and FairCEE-
DR (10) (respectively referred to as fcee_ipw and fcee_dr in the
figures below). For comparison, we compared FairCEEs to methods
using propensity score analysis11. We used the Multi MD (5) and
Single MD (3) models for comparison, The figures below refer to
Multi MD with K strata as multi_K and Single MD as single. The
sensitive feature was not used in the prediction models. We con-
ducted the experiments on the synthetic data 50 times and added
error bars to the results. We ran our script once on each real-world
dataset because solving classification problem by FariCEEs and
Multi MD took more time than regression task.
5.2 Disadvantages of Multi MD (RQ1)
Now let us discuss the results of our experiment investigating the
performance of Multi MD in the three CASEs described in Section
2.3. First, we show thatMultiMDwith a smallK incorrectly removes
explanatory bias. Next, we show that it is difficult to set a large
enough K in the three CASEs.
In Figures 2 and 3, by the definition of Discrim. (1), it is desirable
that theMDofMultiMD is close to the explanatory bias (i.e. Discrim.
is close to 0). Figure 2 shows that the MD of Multi MD with few
strata is much less than the explanatory bias. This is because when
K is too small, each stratum has a range of propensity scores and
some explanatory bias may remain in each stratum.
Figure 3a indicated that it is impossible to split the dataset into
more than three strata because of imbalances with respect to the
sensitive feature. Figure 3b shows that MDs of Multi MD with
K ≥ 7 = d are all zero. This is because degeneration causes the
optimal solution of Multi MD to become the zero vector. When
the number of strata K is less than seven, the MD of the outputs
is much less than the explanatory bias. This represents reverse
discrimination because of few strata. As well as Figure 3a, Figure 3c
11The methods using causal diagrams also deal with the explanatory bias. However,
it is difficult to compare it fairly because the performance of methods using causal
diagrams depends on the causal diagrams we assume.
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(a) Imbalance CASE (b) Degenerate CASE (c) Inferred CASE
Figure 3: Results of experiments examining the disadvantages of Multi MD. (3a) shows that imbalances with respect to the
sensitive feature make it impossible to set 4 ≤ K . (3b) shows that when K is larger than the number of features d (=7), the
solutions are zero vectors and the resultant MD is equal to 0. (3c) shows that it is impossible to set 4 ≤ K due to zi ≈ si . In these
cases, Multi MD incorrectly removes the explanatory bias.
Single MD Multi MD IPW DR
Imbalance CASE 48.614 10.262 6.808 6.538
Degenerate CASE 9.418 0.793 0.221 0.217
Inferred CASE 110.459 14.870 21.361 1.603
Table 2: Squared error (SE) between each estimated value
and Discrim. (1) on the dataset in the three CASEs. This ta-
ble shows that the IPW and DR estimators estimate Discrim.
more accurately than Single MD or Multi MD in Imbalance
CASE and Degenerate CASE, and the DR estimator is the
most accurate in all the CASEs including Inferred CASE.
shows that it is impossible to split the dataset into more than three
strata because the estimated values of propensity scores are nearly
equal to the sensitive features. Figures 3a, 3b and 3c show that in
the three CASEs, Multi MD can not increase K appropriately and
Multi MD mistakenly removes the explanatory bias.
5.3 Comparison between FairCEEs and Multi
MD in the three CASEs (RQ2)
Next we show that FairCEEs outperform Multi MD in terms of loss
and fairness in the three CASEs. Figure 4 is the loss-bias tradeoff
graph in the three CASEs. The vertical axis represents RMSE, while
the horizontal axis represents Discrim. (1). Note that, as mentioned
in Section 5.1, we know the explanatory bias only in the experiment
on synthetic data. Our goal here is to train a model that is fair
at the expense of a small increase in loss. Accordingly, the loss
and Discrim. should be close to 0 in Figure 4 (this corresponds to
the ideal point). Figure 4 is the result of the comparison between
FairCEEs and Multi MD in the three CASEs. Since it was found in
Section 5.2 that K cannot be more than three in Imbalance CASE
and Inferred CASE or more than seven in Degenerate CASE, we
compare FairCEEs with Multi MD with K = 3 in Imbalance CASE
and Inferred CASE and K = 6 in Degenerate CASE. Figure 4 shows
that the RMSE and Discrim. of FairCEE-DR are closer to 0 than
those of Multi MD in the three CASEs. These results show that our
FairCEE-DR outperforms Multi MD in terms of loss and fairness in
the three CASEs.
In addition, we calculated the squared error between each esti-
mated value for Discrim. (1) and the true value of Discrim. in the
three CASEs to investigate how precisely the IPW and DR esti-
mators estimate Discrim. (1). The result is in Table 2. This table
indicates that the squared error between the IPW or DR estimator
and Discrim.12 is much smaller than that of MD or Stratification
used in Single or Multi MD in Imbalance CASE and Degenerate
CASE. It also shows the DR estimator is the most accurate in all the
CASEs including Inferred CASE. This is because the model for the
propensity score is wrong and the IPW estimator can not accurately
estimate Discrim., whereas the DR estimator works appropriately
because of the robustness due to the estimators for Y1 and Y0.
5.4 Evaluation in Real-world Data (RQ3)
We visualized the results for the real-world data in the form of
a loss-bias tradeoff graph as in Section 5.3. Note that we can not
calculate Discrim. because we do not know the explanatory bias in
the experiment on the real-world data. Thus, MD is the horizontal
axis instead of Discrim. Here, because MD includes explanatory
bias, it is not desirable that MD equal 0. Thus, we can not plot the
ideal point, unlike in Figure 4. We used the logistic loss instead of
RMSE in a binary classification task.
Figures 5a and 5b show that the MDs of the FairCEEs are larger
than that of Multi MD, but the losses of FairCEE-DR and FairCEE-
IPW are smaller than those of Multi MD in Figure 5a and 5b, re-
spectively. It is difficult to say which is superior, as we do not know
the true explanatory bias. Figure 5a shows that the loss and MD
of FairCEE-IPW are larger than those of Multi MD. This is proba-
bly because the model for the propensity score is not so good and
the IPW estimator can not estimate the causal effect precisely. On
the other hand, FairCEE-DR appropriately removes discrimination.
This is because DR estimator can robustly estimate the causal effect
by utilizing the estimators for Y1 and Y0.
The ADULT dataset in Figure 5c is imbalanced with respect to
the sensitive feature (see Table 1). Therefore, for the same reason as
in Imbalance CASE, we can not increase K appropriately. Actually,
12Note that SE of Multi MD is defined as 1K
∑K
k=1(MDk − Discrim.)2 , where MDk is
the MD of the k -th stratum.
Convex Fairness Constrained Model
Using Causal Effect Estimators WWW ’20 Companion, April 20–24, 2020, Taipei, Taiwan
(a) Imbalance CASE (b) Degenerate CASE (c) Inferred CASE
Figure 4: Comparison of FairCEEs and Multi MD in the three CASEs. The horizontal axis represents Discrim. (1), and the
vertical axis represents RMSE. The loss and Discrim. of FairCEE-DR are closer to 0 (the ideal point in this figure) than that of
Multi MD. This means FairCEE-DR outperforms Multi MD in terms of loss and fairness in the three CASEs.
(a) C&C (b) COMPAS (c) ADULT
Figure 5: Results on real-world data. (5a) and (5b) show that FairCEEs and Multi MD perform comparably. It is difficult to
determine which is superior because we do not know the true explanatory bias. (5c) shows that the loss and MD of FairCEEs
are lower than those of Multi MD. This is because ADULT is a dataset with imbalanced sensitive features, as in Imbalance
CASE in Section 5.3.
Multi MD did not work when we set K = 4. Therefore, we used
Multi MD with three strata on the ADULT dataset. Figure 5c shows
that the loss and MD of FairCEEs are lower than those of Multi MD.
This indicates that FairCEEs outperform Multi MD in terms of loss
and fairness in the ADULT dataset, which belongs to Imbalance
CASE. This result is consistent with the results of the experiment
on synthetic data in Section 5.3.
6 CONCLUSION AND FUTUREWORK
We described FairCEEs based on IPW and DR estimators of causal
effect that can remove discrimination while keeping explanatory
bias. The proximal gradient method is applicable to FairCEEs with
the logistic loss. We showed that FairCEE-IPW and Multi MD theo-
retically outperform Single MD in regression tasks. Our experiment
on synthetic and real-world data indicated that FairCEE-DR out-
performs Multi MD in cases where Multi MD does not work well
due to too few strata.
By including a linear constraint of IPW=0 or DR=0, existing ma-
chine learningmodels can take into account reasonable fairness that
eliminates explanatory bias. In this paper we only focused on regres-
sion and classification machine learning models, but this constraint
can be used in a general framework. We would like to guarantee the
validity of the general machine learning fairness model for future
work. We have considered the setting with one binary sensitive
feature in this paper. It may be possible to generalize most results of
the paper to the settings of multiple sensitive features or a sensitive
feature with multiple levels, i.e. S ∈ {0, 1, 2, ...Ns } by considering
causal effects in regard to each sensitive feature. We would like to
investigate it further.
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