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SUMÃRIO 
Neste trabalho sao apresentados algoritmos para 
anâlise estâtica de sistemas estruturais que possuam não linea-
ridade f1sica localizada, situação bastante frequente em probl~ 
cas de· interação solo-estrutura. 
Associam-se métodos incrementais, iterativos e 
mistos a técnicas para a solução dos sistemas de equações que 
levam em consideração o carâter localizado da nao linearidade 
através da decomposição das sucessivas matrizes de rigidez tan 
gentes de forma seletiva, permitindo o reaproveitamento das Pª! 
tes que permanecem inalteradas. 
A eficiéncia dos algoritmos e examinada na anâli-
se de alguns problemasde interação solo-estrutura. 
Vi 
ABSTRACT 
In this work algorithms are presented for the 
static analysis of structural systems with localized physical 
nonlinearity. In many types of structures that exhibit signifl 
cant nonl inearity during static analysis, the nonl inear stif-
fness property is confined to a few predetermined localities. 
This physical characteristic may be exploited by making use 
of substructure concepts and selective reduction. In the for-
mer, the elastic components may be represented by small matrix 
of stiffness coefficients couplin~ then to the nonlinear éle-
ments. In the last a substantial part of the previously redu-
ced coefficient matrix is re-used. 
The reduced system of nonlinear equations is 
solved by incremental, iterative or mixed methods. 
The eficiency of these algorithms is examined 
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A anãlise de sistemas estruturais que apresentam 
comportamento não-linear f1sico localizado aparece com frequên-
cia em problemas deinteração solo-estrutura. Devido â quase ine 
xistência de mêtodos espec1ficos para este tipo de anãlise as 
soluções para estes problemas normalmente são obtidas pelos mes 
mos procedimentos numêricos e computacionais utilizados no tra-
tamento de casos mais gerais em que a não-linearidade afeta to-
do o sistema estrutural. Estes procedimentos produzem soluções 
desnecessariamente dispendiosas e muitas vezes economicamente 
inviãveis para a maioria das estruturas que ocorrem na prãtica. 
Neste trabalho analisa-se alguns algoritmos que 
procuram dar um tratamento seletivo ãs partes do sistema estru~ 
tural sujeitas ã não-linearidade. Tais algoritmos são de dois 
tipos: os que efetuam a decomposição parcial das sucessivas ma-
trizes de rigidez tangentes e os que utilizam as técnicas de di 
vidir o dom1nio do problema em regiões, denominadas "subestrut~ 
ra~'. com a posterior condensação dos graus de liberdade das 
subestruturas de comportamento linear. 
Os dois algoritmos foram implementados em um pro-
grama de computador em linguagem FORTRAN, utilizando o computa-
dor Burroughs B-6700 do NCE/UFRJ. 
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Na solução do sistema de equaçoes não-lineares fo 
ram utilizados métodos incrementafs, iterativos e mistos. 
A apresentação do trabalho é feita ao longo de 
cinco cap1tulos. No Cap1tulo II são discutidos os métodos nume-
ricos de anãlise não-linear com enfoque para a não-linearidade 
f1sica. No Capitulo III sao abordados os processos numéricos 
pelos quais se pretende analisar sistemas com comportamento não 
linear f1sico localizado através de um tratamento seletivo ã re 
gião do sistema submetida ã não-linearidade. No Cap1tulo segui~ 
te apresenta-se alguns elementos não-lineares utilizados, en-
quanto no Cap1tulo V são discutidos aspectos gerais da program~ 
çao dos diversos métodos. Os exemplos analisados são apresenta-




De uma forma geral, todos os problemas da mecâni-
ca dos s6lidos são não lineares. Entretanto, em um grande nume-
ro de aplicações i posslvel admitir uma formulação linear que 
conduza a soluções aceitaveis na pratica. Ha, no entanto, va-
rias situações nas quais i necessaria uma analise não linear P! 
ra que se obtenha resultados corretos. Entre alguns exemplos 
que se enquadram nesta ultima categoria podem ser citados o com 
portamento p6s-crltico de vigas, placas e cascas, a analise de 
estruturas submetidas a grandes deslocamentos e, a priori, to-
dos os problemas da mecânica dos solos e das rochas. 
A não-linearidade pode ocorrer de duas maneiras: 
a não-linearidade flsica, resultante de leis constitutivas nao 
lineares e a não-linearidade geomitrica proveniente de mudanças 
apreciãveis na geometria dos corpos deformados. No presente tr! 
balho são abordados problemas envolvendo apenas não-linearida-
de flsica, que compreende as situações nas quais as tens~es nao 
são linearmente relacionadas ãs deformações, mantendo-se, po-
rim, a linearidade geomitrica, atravis da consideração de pequ~ 
nos deslocamentos e deformações ]1 4 1. 
Os mitodos de solução para resolver sistemas de 
equaçoes algibricas não lineares partem de uma estimativa ini-
4 
cial da solução e, através da utilização de algum processo, de-
terminam uma sequência de soluções, devendo convergir para a so 
lução exata 11 1-
Tais métodos podem ser nao sequenciais e sequen-
ciais. Nos métodos não sequenciais os pontos são escolhidos ao 
acaso. Desse modo, os métodos sequenciais, que determinam se-
quências de soluções aproximadas a partir de um conjunto pré-d~ 
terminado de operações, sao os que mais se adaptam ã aplicação 
no presente caso, tendo em vista a facilidade de implementação 
dos algoritmos. 
De uma maneira geral, nos mêtodos sequenciais a 
estimativa inicial da solução é feita arbitrariamente e um va-
lor corrigido e obtido por fÕrmulas de recorrência do tipo: 
( I I . l ) 
Onde Xn e a estimativa da solução na enêsima etapa do processo 
e Àn.Dn sua correção, sendo Dn um vetor de dimensão igual ã do 
vetor Xn que determina a direção da correção e Àn um escalar 
que define sua intensidade. Fõrmulas de recorrência desse tipo 
conduzem a que a variação de uma etapa ã outra seja sempre li-
near, porem se pode obter fÕrmulas de recorrência baseadas em 
extrapolações quadrãticas, cúbicas, etc. pela inclusão de ter-
n-1 . n-2 mos contendo X , X , etc. 
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A solução dos problemas não-lineares atravis .dÜ 
metada dos elementos finitos i feita usualmente por uma 0, das 
tris têcnicas bãsicas: processos incrementais, processos itera-
tivos e processos incrementais-iterativos ou mistos. 
O problema não-linear apos a discretização do 
continuo pode ser representado por um sistema de equações em 
uma das seguintes formas, em função do tipo de problema em que~ 
tão e do mitodo de discretização 12 1. 
p = ~(~) u - p = o ( I I . 2 ) 
Onde os parâmetros U representam a aproximação da 
função ou funções incõgnitas. 
A não-linearidade ocorre na matriz de rigidez K 
que i uma função das propriedades não lineares do material. 
2. 1 - SOLUÇ~O ITERATIVA TIPO NEWTON-RAPHSON 
Os mitodos iterativos, utilizados na solução de 
equaçoes algêbricas ou transcendentes da forma f(x) = O, geram 
uma sequincia de aproximações sucessivas de uma solução exata. 
O mitodo de Newton-Raphson principia com uma apr~ 
ximação x. de uma raiz da equaçao f(x) = O e utiliza a expansao 
l 
em sirie de Taylor da função f(x) para obter uma nova e melhor 
aproximação dessa raiz 1141, 
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O desenvolvimento em sêrie de Taylor de f(x) nas 
vizinhanças do ponto x. tem a forma: 
1 . 
f (X) ; f ( X . ) + f' ( X • ).( X - X • ) 
1 1 1 
(II.3) 
(indicando apenas os dois primeiros termos do desenvolvimento). 
Observa-se que (II.3) corresponde ã equaçao da re 
ta tangente a função f(x) traçada no ponto xi (Figura II .1). 
Seja (xi+l' O) o ponto de intersecção da tangente 
com o eixo x. Este ponto ê determinado igualando-se f(x) a zero 
em (II.3), quando x = xi+l: 
f ( x.) + f' ( x. ).( x. l - x.) = O 
1 1 1 + 1 (II.4) 
Explicitando xi+l em (II.4) e adotando esse valor 
como uma nova aproximação para a raiz da equação, obtem-se a 




Podemos então utilizar a equaçao (Il.5) para al-
cançar uma boa aproximação para a raiz da equação. Observa-se, 
entretanto, que o mêtodo não converge em todos os casos. E pos-




1 1 1 
f (Xi ) 
X 
Figura II. l - Significado geometrico do metodo de Newton-Raph-
son 
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o maior valor da derivada da funçio F(x) definida por: 
F(x) = X -
f{x) 
f' (X) 




for menor do que a unidade no intervalo x0 , x1, x2 , ... , a on-
de a e uma raiz da equaçao f(x) = O. 
2.1. 1 - Metada de Newton-Raphson 
O metada de Newton-Raphson pode ser aplicado na 
soluçio do sistema de equações algebricas nio-lineares descrito 
em ( 1 I. 2) . 
Partindo de uma soluçio aproximada para a equaçao 
(11.2) U = Un obtem-se uma melhor aproximaçio através da aplici 













= ~T (~) 
dU 
representa a matriz tangente. 
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(11.9) 
O método de Newton-Raphson constari de uma sequen 
eia de cilculos nos quais a estrutura ê inteiramente carregada 
a cada iteração. Note-se em (11.5) e (11.7) que a cada itera-
ção ê usado um valor diferente de rigidez e o equilibrio nao e 
necessariamente satisfeito. Assim, apõs cada iteração a parcela 
do carregamento total que não ê equilibrada deveri ser calcula-
da e utilizada na prõxima iteração para calcular um incremento 
adicional nos deslocamentos. 
Podemos obter o valor de ~un resolvendo o sistema 
de equaçoes lineares: 
(11.10) 
Onde P e a carga total aplicada e Ç(~n) e a carga 
equilibrada na etapa anterior. 
Obtido desta forma o valor de ~Un, através de sua 
substituição na equação (11.8) obteremos o valor melhorado un+l. 
O processo devera ser repetido atê que seja atin-
gido o equilibrio dentro da tolerância previamente escolhida. 
Essencialmente pois, o processo consiste de correções sucessi-
l o 
vas a uma solução ate ,que o equil'fbrio sob a carga total seja 
atingido {Figura 11.2a). 
2.1.2 - Metodo de Newton-Raphson Modificado 
Procurando reduzir o esforço computacional a que 
somos conduzidos pela necessidade de calcular uma nova matriz 
de rigidez tangente e resolver um sistema de equações completa-
mente novo a cada iteração, e frequente adotar uma aproximação 
escrevendo 12 1: 





Que nos permite efetuar uma Ünica vez a triangul~ 
o rização de ~T' conduzindo, por este lado a uma grande economia 
de esforço computacional em cada iteração. Por outro lado, o 
processo modificado necessitarã de um maior numero de iterações 
resultante da falta de atualização da matriz de rigidez tangen-






Figura 11.2a - Método de Newton-Raphson 
p 
Figura 11.2b - Método de Newton-Raphson Modificado 
l 2 
2.2 - MtTODO INCREMENTAL 
A base do processo incremental e a subdivisão do 
carregamento em cargas parciais ou incrementos de carga que co-
mumente podem ter a mesma magnitude. Para cada incremento de 
carga as equaçoes de equilibrio são supostas lineares, assumin-
do-se um valor constante de~ em {11.2) que poderã, entretanto, 
variar de incremento para incremento. A solução para cada incre 
mento de carga consiste numa parcela de deslocamentos U, cuja 
acumulação darão deslocamento total para um dado carregamento. 
O processo incremental e repetido ate que o carregamento total 
tenha sido atingido. 
Essencialmente o processo incremental aproxima o 
problema não-linear como uma serie de problemas lineares. 
Para a aplicação do processo incremental precisa-
mos partir de uma configuração carga-deslocamento conhecida, a 
qual servirã como estado inicial ou de referencia para o probl~ 
ma em estudo. De um modo geral partimos do estado indeformado 
fazendo uso do fato de que o vetor de incõgnitas ~ e conhecido 
quando o termo P da equação e nulo. Estuda-se, portanto, o com-
portamento de U ao incrementar o vetor P. 
A carga total e dividida em m incrementos: 
m 
p = E llP 
j = l 
(11.13) 
-e dada por 
obtem-se: 
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Depois da aplicação do i-fsimo incremento a carga 
p. = _, 
i 
I 
j = l 
LI p (II.14) 
A equaçao (II.2) pode ser escrita sob a forma: 
g ( ~) - À ~o = o (II.15) 




- p = o -O (II.16) 
Considerando pequenos incrementas do parâmetro;\: 
~T(~) 
LI À 
= ~o (II.17) 
Onde ~Te a matriz tangente descrita anteriormente. 





/ , , , , , 
/ 
/ 





,,·7'---- K i 
u 
Figura II.3. ~ Método Incremental 
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Teremos então: 
~m+ l = U + LIU -m -m (Il.20) 
P = P + LIP -m+ l -m -m (II.21) 
O processo incremental é esquematicamente indica-
do na Figura II.3. Esse método é anãlogo aos métodos numêricos 
usados para a integração de sistemas de equações diferenciais 
lineares ou não lineares, tais como o método de Euler e as téc-
nicas de Runge-Kutta. 
A precisão do processo incremental pode ser melh~ 
rada atravês da diminuição do incremento de carga, por exemplo 
atravês de sua redução ã metade. Contudo, como precisaremos co~ 
putar para cada etapa do processo uma nova matriz de rigidez, o 
crescimento da precisão é obtido ãs expensas de um aumento sen 
s1vel no esforço computacional. 
2.3 - METODOS INCREMENTAIS-ITERATIVOS OU MISTOS 
Trata-se neste caso de uma associação entre os 
dois mêtodos citados anteriormente, sendo considerado por al-
guns autores como um refinamento do processo incremental 11 1. 
Se na equaçao (11.19) toma-se para o incremento 
de carga um valor suficientemente pequeno, é de se esperar que 
os vetores ~m gerados por (II. 19) representem aproximações ra-
l 6 
zoiveis de (11.15). Considerando-se, porem, o cariter nao li-
near do sistema, erros inevitiveis irão se acumulando a cada 
etapa do processo. Um modo de red~zir estes erros i utilizar ca 
da ~m gerado por (II.19) e (11.20) como uma estimativa inicial 
para o desenvolvimento de um processo iterativo. 
A equaçao (II.2) pode ser reescrita como: 
(II.22) 
Onda me o lndice que controla o numero de incrementas e n o 
controle do numero de iterações a cada incremento. 
Assim, o vetor correspondente a uma 




A partir da primeira aproximação para os desloca-
mentos, que e calculada por processos puramente incrementais P! 
la equação (II.19), calculamos as forças residuais e damos inl-
cio ao processo iterativo, o que serã feito com a utilização da 




Figura II.4 :- Método incremental-iterativo com Newton-Raphson 
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atualizar continuamente a matriz ~T realizando, desta manei-
ra, as iterações pelo metodo de Newton-Raphson (ver Figura 
(II.4); 
- manter a matriz de rigidez constante para todas as iterações 
realizadas em um dado incremento e de valor igual ao inicial 
ou recalculado para a primeira iteração, em ambas as situa-
ções, configurando a modalidade modificada do metodo de 
Newton-Raphson. 
Dentre as diversas possibilidades de procedimen-
tos para a solução de equações algebricas não-lineares não hã 
pre-definição de qual a melhor. O procedimento a ser usado deve 
ra sempre ser escolhido em função do tipo de problema a ser re-
solvido, do grau de não-linearidade envolvido, da precisão exi-
gida, da facilidade de aplicação, do numero de equaçoes e do 
esforço computacional requerido [ 3 [. 
A principal vantagem do processo incremental e 
sua completa generalidade, sendo aplicãvel a quase todos os com 
portamentos não-lineares. Alem disso, esse processo fornece 
uma descrição relativamente completa do comportamento carga-d~ 
formação. Entre suas desvantagens se encontra o maior consumo 
de tempo computacional em comparação com os métodos iterativos 
e a dificuldade de estimar antecipadamente o incremento de car-
ga a ser utilizado de forma a obter uma boa aproximação da solu 
ção exata. Dessa forma, a menos que se tenha uma soluçã6 exata 
ou experimental e extremamente dif1cil julgar uma determinada 
1 9 
solução incremental obtida 114 1. 
Quanto aos mêtodos iterativos sao mais fãceis de 
programar que o mêtodo incremental, alem de serem também bastan 
te rãpidos. Sua desvantagem entretanto e que eles nao possuem 
assegurada a sua convergência em casos em que a solução não-li 
near difira muito da linear. Uma outra limitação ê que os desl~ 
camentos, tensões e deformações são determinados unicamente pa-
ra a carga total nada se conhecendo sobre os estãgios interme-
diãrios de carga. 
No caso especifico da não-linearidade fisica os 
métodos incrementais são bastante utilizados para a obtenção de 
uma primeira estimativa ou mesmo podem ser bastante eficientes 
na obtenção de uma solução a depender da aproximação exigida. 
Vale notar que a acumulação sucessiva de erros residuais pode 
levar~ aproximações grosseiras no caso de problemas acentuada-
mente não-lineares. Isso pode ser contornado pela redução do 
incremento o que, por outro lado, conduzirã a maior esforço com 
putacional. 
Desta forma, o algoritmo mais indicado no caso de 
problemas altamente não-lineares ê o do tipo misto, que combina 
as vantagens dos mêtodos incremental e iterativo e tende a mini 
mizar-lhes as desvantagens produzindo soluções de convergência 
garantida e precisão aceitavel. O esforço computacional adicio-
nal ê justificado pelo fato de que as iterações permitem uma 
avaliação da qualidade do equilibrio aproximado em cada etapa. 
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CAP1TULO III 
MtTODOS DE RESOLUÇAO DOS 
SISTEMAS DE EQUAÇÕES 
Os mêtodos de anãlise de estruturas não-lineares 
consistem geralmente da solução de uma sêrie de problemas line~ 
rizados em intervalos discretos de tempo ou carga onde cada eta 
pa requer a solução de um sistema de equações lineares do tipo: 
/1 X = p {III.l) 
Onde A ê uma matriz simêtrica e esparsa,~ o vetor das incõgni-
tas e P o vetor dos termos independentes. 
Para sistemas com grande numero de incõgnitas, a 
solução das equações constitui a maior parcela do tempo de pro-
cessamento gasto. Quando a solução ê repetida muitas vezes o 
esforço computacional pode tornar-se exagerado. 
Ao analisarmos estruturas apresentando não-linea 
ridade f1sica localizada atravês dos mesmos procedimentos numê-
ricos e computacionais utilizados nos casos mais gerais em que 
a não-linearidade atinge todo o sistema seremos conduzidos a 
soluções desnecessariamente dispendiosas e muitas vezes economi 
camente inviãveis. Isto porque, se temos em mãos um sistema em 
que a não-linearidade afeta apenas um numero reduzido de graus 
de liberdade e a ele aplicamos processos gerais, estaremos, PO! 
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tanto, desperdiçando esforço computacional, visto que ao negli-
genciarmos o carãter localizado da não-linearidade, negligenci~ 
mos também as simplificações a que sua consideração nos levaria 
e com isso somos conduzidos a realizar grande nümero de opera-
ções desnecessãrias, tais como, voltar a decompor a cada etapa 
grande parcela da matriz~ que não sofre alteração, visto ter 
ela comportamento linear na maioria dos seus graus de liberda-
de. 
Levando esse fato em consideração foram conduzi-
dos numerosos est~dos visando desenvolver algoritmos que dessem 
tratamento seletivo as partes do sistema estrutural sujeitas a 
não-linearidade 1 5 • 6 , 8 1. 
Dentre os algoritmos desenvolvidos 
dois tipos: 
- Tipo decomposição parcial - efetuam a decomposição 
das sucessivas matrizes de rigidez tangentes. 
destacam-se 
par,tlial 
- Tipo subestruturas - utilizam as técnicas de dividir o dom,-
nio do problema em regiões, denominadas subestruturas, com a 
posterior condensação dos graus de liberdade das subestrutu-
ras de comportamento linear. 
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3.1 - DECOMPOSIÇÃO PARCIAL DA MATRIZ TANGENTE 
Os métodos diretos mais utilizados para a solução 
de (II I .1) baseiam-se no mêtodo de eliminação de Gauss. Hã, no 
entanto, grande numero de procedimentos que levam em considera-
çao o carãter esparso da matriz A. Recentemente parece - . haver 
uma crescente concordância entre os diversos autores sobre à·su 
perioridade dos métodos que adotam o esquema de armazenamento 
dos elementos de A em colunas ativas 1 4 , 5, 6, s, 9, 10, 111 e 
dos chamados métodos de solução frontal 1 12 1 para anãlise estã-
tica 1 inear. Na anãl ise dinâmica e na anãl ise não-1 inear a 
maior preferência tem sido dada ao esquema de colunas ativas. 
Assim, para a solução de ( III .1) adotou-se no pr~ 
sente trabalho o esquema de armazenamento do tipo colunas ati-
vas (tal como pode ser visto na Figura III. 1), juntamente com 
as variantes de Crout e Cholesky 15, 9, 1 º1. Vale observar que 
a melhor "performance" dos dois métodos é alcançada estabelece!! 
do-se uma relação Õtima entre o numero m1nimo de operações efe-
tuadas com elementos nulos e a quantidade de testes adicionais 
requeridos para evitar estas operações 191. 
No caso de estruturas que apresentam não-lineari-
dade f1sica localizada observa-se que e relativamente pequeno o 
numero de graus de liberdade afetados por este carãter não-li 
near e é poss1vel em um grande numero de casos numerar inicial 
mente os graus de liberdade correspondentes ãs partes lineares 
da estrutura e posteriormente os graus de liberdade associados 
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l _K 11 
' 
K12 o Kl4 o o o o 
' ' ' K22 K23 o o o o o ' ' ' ' ' ' ' ' ' K33 K34 o K36 o o ' ' 
' ' ' ' ' ' ' ' K44 K45 K46 o o 
' ' ' ' ' ' ' K55 K56 o Kss ' 
' ' 
' ' ' K66 K67 K68 ' ' ' ,1 
' ' SIMtTRICA ' ' K77 K73 ' ' ' 
' 
' ' ' ' ' Kss ' ' ' ' 
' ' ' 
Figura 11!.l - Armazenamento por colunas ativas 
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ao comportamento .não-linear, sem comprometer em demasia o cara-
ter esparso da matriz de rigidez tangente. Assim, s6 se farão 
necessãrias novas reduções para as equações correspondentes a 
parte não-linear da estrutura, que estarão situadas a partir da 
equação de numero p no sistema de n equações. 
3.1.1 - Algoritmos Bãsicos 
A maioria dos algoritmos existentes, procurando 
minimizar o esforço na resolução de sistemas de equações, obtem 
soluções apôs realizar as seguintes etapas: 
Etapa l - Sendo dada a equaçao (III. 1): 
AX=P {III.l) 
Onde A e uma matriz de dimensão nxn, simetrica e nao singular, 
X e P vetores de dimensão nxl, respectivamente vetor de incôgnl 
tas e de cargas aplicadas. 
Etapa 2 - t feita a redução de A: 
A = L U {III.2) 
Onde L e uma matriz triangular inferior e U uma matriz triangu-
lar superior, ambas de dimensão nxn. 
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Etapa 3 - t feita a redução do vetor P 
L y = p (III.3) 
Sendo Y vetor de incógnitas de dimensão nxl .. 
Etapa 4 - E finalmente e feita a retrosubstituição: 
U X = Y (III.4) 
sendo obtidos os valores.das incógnitas X. 
3.1.1.1 - Método de Crout 
No método de Crout a matriz A de (III. 1) de dimen 
sao nxn e decomposta no produto: 
(111.5) 
Onde L e uma matriz triangular inferior de dimensão nxn e ele-
mentos unitãrios na diagonal e D é uma matriz diagonal de mesma 
dimensão. 
O algoritmo para cãlculo dos elementos Lij e Djj 
-da coluna j e dada por: 
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i - l 
Gij = A .. - I L G (III.?) 1 J ri rj r=m . o 
m0=max (mi ,mj) · 
L .. = G .. /D .. 
1 J 1 J 1 1 i = mj;, .. ,j-1 (IIL8) 
j -1 
D .. = Ajj - I L .. G .. (111.9) JJ i=m. lJ 1 J 
J 
sendo mi o numero da linha do primeiro elemento nao nulo da co-
luna i. 
Nota-se, a partir de observações de (111.7) a 
(111.9), que a redução de um elemento A .. ê afetada apenas pe-1J 
los elementos anteriormente reduzidos G . e L . (r < i). r'J r 1 -
Desta forma, se as modificações efetuadas em~ f~ 
ram feitas apenas a partir da linha p, permanecerão inalterados 
os elementos das matrizes L e D acima da linha p. Somente sera 
necessãria nova redução para os elementos de A situados a par-
tir da linha p, ou seja: 
G .. 
1 J = 
A .. 
lJ -
j = p , • • • , 
D .. = A .. -JJ JJ 
p-1 i -1 
I L . L . 0rr I L . G rj r, rJ r1 r=m r=p . o (111.10) 
n; i = max(p, m. + l), ... , j-1 
J 
p-1 i -1 
I L rj L rj D,· - l L Grj ,r; r rj r=m. r= P . J 
(111.ll) 
j=p, ... ,n 
= G . /D 
ri rr 
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r > p (III.12) 
Para as etapas 3 e 4 da solução, a redução do ve-
tor P e a retrosubstituição, nao hã alteração dos algoritmos, 
visto que em ambos os casos elas devem ser realizadas integral-
mente utilizando as seguintes equações: 
Redução de P: 
F. = p. 
l l 
P. = P./D .. 
l l , , 
L . pr r, i = mp + l , 
i = mp, ... , n 
. .. ' n 
(Ill.13) 
(Ill.14) 
onde mp e o numero da linha do primeiro elemento nao nulo de P. 
Retrosubstituição: 
r=l, ... ,n (III.15) 
(III.16) 
i=n, n-1, ... ,2 
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Í.l .1 .2 - Mêtddd d~ Chole~ky , 
No mêtodo de Cholesky a redução da matriz~ de 
(III. 1) e realizada atravês da sua decomposição no produto: 
(III.17) 
onde L e uma matriz triangular inferior. 
O algoritmo usado para calcular os elementos 







j - 1 








i - 1 
I 
r=m 0 
Lr,· L .)/L .. r J 1 1 
j l, ... ,n;i=mj, ... ,j-1 
(III.19) 
sendo a definição de mj e m0 idêntica a do método de Crout. 
De maneira anãloga ao mêtodo anterior, verifica-
se que, também aqui, a redução de um elemento A .. sõ ê afetada 
. lJ 
pelos elementos anteriormente reduzidos L .. , L . (r < i). Deste 
. . . 1J rJ . -
modo, se os elementos de~ acima da linha p não sofrem altera-
ção, os elementos de L correspondentes tambêm permanecem inalte 
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rados. Para os elementos situados abaixo da linha p nova redu-
çao se farã necessãria e deverã ser feita utilizando: 
~--
j -1 
2 L .. = I Lrj j = p, ... , n JJ JJ r=m. 
J 
(III.20) 
i - 1 
Lij = (Aij - I L . L . ) / L .. r1 r J 1 1 r=m o 
(III.21) 
i = max(p, m j ) ' ... ' j -1 
Da mesma forma que no caso anterior, nao hã modi-
ficação no que diz respeito ã redução de P e ã retrosubstitui-
çao, tendo em vista que ambas devem ser feitas integralmente nas 
duas situações, utilizando os seguintes algoritmos: 
Redução de P: 
L. Pr)/L .. 
rl 11 




. = X./L .. 
l l l 
r=l, ... ,n 





Observando-se as fórmulas de redução dos mêtodos 
de Crout e Cholesky podemos verificar a maior eficiência do me-
todo de Crout para o caso de uma Gnica redução da matriz A, ten 
do em vista que neste caso o mêtodo de Cholesky requer um acre~· 
cimo de n raízes quadradas e n divisões. Porem, no caso das re-
duções parciais, o mêtodo de Cholesky mostra-se mais eficiente 
uma vez que os somatórios das equações (IIl.10) e (IIl.11) .. 1,Jdo 
mêtodo de Crout incluem ~uplas multiplicações se m0 ê menor que 
p, enquanto que no mêtodo de Cholesky esses produtos internos 
permanecem essencialmente os mesmos, como pode ser observado 
por comparaçao entre as equações (IIl.18) e (IIl.20) e (IIl.19) 
e (IIl.21). 
Tendo em vista estas observações adotou-se o mito 
do de Cholesky para efetuar as reduções parciais dos sistemas 
estruturais com não-linearidade localizada a partir do grau de 
liberdade p. 
3.2 - SUBESTRUTURAS E CONDENSAÇÃO 
A anâlise por subestruturas ê uma têcnica bastan~ 
te conhecida e estudada 14 • 6 1, cujos princípios bâsicos sao 
os seguintes: Sejam duas subestruturas quaisquer, denominadas 
de 1 e 2. Wo caso mais geral haverã três tipos de nos: aqueles 
pertencentes ã subestrutura 1, somente, aqueles comuns a ambas 
as subestruturas e, finalmente, aqueles pertencentes somente a 
subestrutura 2. Os graus de liberdade correspondentes a estes 
nõs serão reunidos nos subvetores ~l' ~2 e ~3 respectivamente. 
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Deste modo o sistema de equaçao (111.l) poderâ ser escrito em 
forma de submatrizes: 
que: 
~ 11 ~12 ~l ~l 
T 
~22 ~23 ~2 ~2 ~12 (111.26) = 
T 
~23 ~33 ~3 ~3 
Onde podemos obter a equaçao: 
~11 ~l + ~12 ~2 = ~l (111.27) 
Fazendo a redução pelo método de Cholesky temos 
~ 11 
T 
= ~11 ~11 
Dessa forma, em (IIl.27) ficamos com: 
~ 11 
[t 
-11 ~l + ~12 ~2 = ~l 












~12 ~21 = ~ 11 
~, -1 ~l = ~11 












~23 ~2 = ~2 





Prê-multiplicando-se a primeira equaçao de 





~21 ~, (III.34) ~ 11 + ~21 ~2 = 
t 
~1 ~22 ~2 ~23 ~3 ~2 {III.35) ~12 + + = 
(~22 ~21 
t 





















O vetor ~l das inc6gnitas poderã ser obtido por 
retro-substituição na primeira equação de (III.39) a partir dos 
valores de ~2. 
Supondo que seja p o numero de equaçoes a serem 
eliminadas, a redução parcial dessas equações pelo mêtodo de 
Cholesky serã efetuada atravês de: 
L .. 
lJ 







r=m . o 
L2. 
rJ 
j=l,2, ... ,p 
L.L.)/L .. 
ri rJ 11 
j=2, ... ,n 
i = ... , min(p, j-1) 
A redução parcial do vetor P ficarã: 
i -1 
I 
r=m . a 
L . R ) /L .. 
ri r .11 





Onde mp e o numero da linha do primeiro elemento nao nulo do ve 
tor P e ma= max(mi, mp). 
Atravês do desenvolvimento dessa têcnica foi obti 
do um modo de reduzit o nümero de graus de liberdade e corres 
pondentemente, o nümero de incõgnitas que devem ser mantidas na 
memõria do computador em um dado tempo durante o processo de 
solução. A motivação inicial para esse desenvolvimento foi vi-
sando conseguir resólver sistemas estruturais muito grandes 
com rélativamente pouca ocupação da memõria do computador. 
Reportando-nos ao caso em estudo, ''não-linearida-
de f1sica localizada'', onde o primeiro grau de liberdade de com 
portamento não linear ê o de nümero p, podemos verificar a apli 
cabilidade ao caso da têcnica da subestruturação, tendo em vis-
ta que o sistema pode ser dividido em duas partes: 
- a primeira parte, parte inicial, que vai atê a coluna p-1 e 
que. se comporta linearmente, apresentando coeficientes da ma-
triz de rigidez que não variam ao longo do processo. 
- a segunda parte que se estende da coluna p ã coluna n e na 
qual se encontram todos os graus de liberdade correspondentes 
a comportamento não-linear. 
Tendo em vista a linearidade da parte 1 da matriz 
e a ocorrência de modificações apenas na parte 2, corresponderã 
a um grande aumento da eficiência computacional se condensarmos 
35 
a parte l de~ e passarmos a trabalhar apenas com a parte 2 de 
modo a obtermos os deslocamentos correspondentes e sõ apõs ati~ 
girmos a convergencia exigida para ~2 ,partirmos para a determi-
nação dos valores de ~l. 
Com isso, ao invés de precisarmos resolver um sis 
tema nxn, passamos a trabalhar sob considerações de não-lineari 
dade com um sistema bem menor de dimensão (n-p+l) x (n-p+l). 
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CAPlTULO IV 
ELEMENTOS NAO-LINEARES IMPLEMENTADOS 
Em grande numero de aplicações podem ser vantajo-
sas as técnicas aqui descritas para a análise de estruturas 
apresentando não-linearidade f1sica localizada. Com o objetivo 
de demonstrar as inúmeras vantagens que advêm da aplicação des-
tas técnicas espec1ficas foram desenvolvidos e implementadoi 
dois tipos de elementos não-lineares: elemento tipo mola não-li 
near aplicado a um Único grau de liberdade e elemento de junta. 
Com estes dois elementos, apresentados a seguir, 
foram processados varias exemplos que permitem demonstrar a 
maior eficiência das têcnicas apresentadas para considerar oca 
rãter localizado da não-linearidade em comparação com uma anãli 
se do tipo genal. 
4.1 - ELEMENTO DE MOLA NAO-LINEAR 
Programou-se um elemento de mola nao linear apli-
cado a um Único grau de liberdade, cuja rigidez é determinada a 
partir da curva força-deslocamento da mola não-linear, forneci-
da por pontos. Como o elemento de mola não-linear estã aplicado 
a um Único grau de liberdade, sua matriz de rigidez fica reduzi 
da somente ao termo da diagonal. 
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A curva força-deslocamento pana uma mola 








A rigidez da mola nao linear e função do seu des-
locamento, sendo definida através da curva força-deslocamento , 
de modo que: 
a) Se o deslocamento da mola se encontra em um intervalo (un, 
un+l) no qual sua rigidez e constante, ela serã determinada 
a partir de: 
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p 
n+l - pn K = (IV.l) 
u n+l - u n 
b) Se o deslocamento coincide com um ponto un de inflexão da 
curva, a rigidez serã determinada como sendo a mêdia aritmê-
tica entre os valores de rigidez dos intervalos ã esquerda e 
ã direita do ponto de inflexão: 
Pn - p n-1 
Kl = 
un - u n-1 
(IV.2) 
p 




un+l - un 
Kl + K2 
K = (IV.4) 
2 
A força equilibrada pela mola ê determinada dire-
tamente a partir da curva força-deslocamento, observando: 
a) Se o deslocamento use encontra em um intervalo 
de rigidez K, a força serã determinada por: 
(IV.5) 
b) Se o deslocamento coincide com um ponto un de inflexão da 
curva, a força poderã ser retirada diretamente: 
(IV.6) 
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4.2 - ELEMENTO DE JUKTA 
Os elementos de junta sao utilizados para repre-
sentar falhas e descontinuidades em um meio cont,nuo. De um mo-
do geral, as juntas apresentam as seguintes caracter,sticas: 
a) Não possuem espessura, assemelhando-se a uma linha irregular 
em uma representação bidimensional. 
b) Não resistem a esforços de tração na direção normal. 
c) Oferecem alta resistência a compressao na direção normal. 
d) Quando sob compressao podem transmitir tensões cisalhantes 
paralelas ã sua direção produzindo tendência para um bloco 
deslocar-se nas asperezas do outro. A resistência ao cisalha 
mento ê fricciona] mas em caso de ru,na por cisalhamento ao 
longo das juntas hã contribuição fricciona] e de coesão na 
resistência ao cisalhamento. 
Neste trabalho foi implementado o elemento de ju~ 
ta com quatro pontos nodais desenvolvidos por Goodman et al. 
116 , 17 1, Este elemento tem comprimento L e espessura zero de 
modo que, inicialmente os pares de pontos nodais {l, 4) e (2,3) 
tem coordenadas idênticas. 
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, 
3 u 3 -4 ~---------+----------~--
L/2 L/2 2 
Figura IV.2 - Elemento de junta 
- x,w 
s 
A energia total do elemento serã igual a soma dos 
trabalhos das forças por unidade de comprimento para os desloca 
mentos correspondentes. 
Assim, temos: 
~ = l JL/2 ~T p dx 
2 -L/2 
(IV.7) 
Ond~ W i o vetor dos deslocamentos relativos ~ e dado por: 
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w W topo -wbase s s s 
vJ = = (IV.8) 
wn 
W topo -wbase 
n n 
O vetor das tensões ou forças por unidade de com-
primento e relacionado com as deformações através da matriz de 
elasticidade ou matriz de transformação: 
a = D E (IV.g) 
No caso do elemento de junta esse vetor sera ex-
presso como o produto da rigidez unitãria pelo deslocamento: 
p = = k w (IV.10) 
onde k e uma matriz diagonal de propriedades do material ,expre~ 
sando a rigidez por unidade de comprimento da junta nas 







Levando (_IV.10) em (_IV.7) 
J 
L/ 2 
~ = 1 / 2 W T k W dx 
-L/ 2 - - -
( IV • 12 ) 
Aplicando-se uma fÕrmula de interpolação 1 inear, 
os deslocamentos W em função dos deslocamentos nodais serão: 
wtopo 1 + 2x o 1 2x o U3 -s 1 L L = 
2 V3 
wtopo o 1 + 2x o 1 2x U4 -n L L 
V4 
{IV.13) 
wbase 1 Zx o l + 2x o ul -s L L 
= vl 
2 
wbase o 1 Zx o 1 Zx Uz - + n L L Vz 
(IV.14) 
O deslocamento relativo do elemento de junta se 
ra, portanto: 
W topo wbase 
u 1 
- -A o -B o B o A o vl s s 
w u2 1 D = = = 
2 Vz 2 
wtopo - wbase o -A. o -8 o B o A 
u 







A = l - 2x 8 = 1 + 2x 
L L 
Substituindo-se a equaçao {IV.15) na equaçao 
(IV.12) obtemos: 
~ = 
_l U T JL/2 _l DT k D dx u {IV.16) 
2 -L/2 4 -
Onde: 
A2 k 
s o A8ks o -A8k s o -A
2 k o 
s 
A2 k 






s o -ABk s o 
DTkD = 82 k o -82 k o -AB k n n n 
82 k 
s o AB ks o 
82 k n o ABkn 
Simetrica A2 k s o 
A2 k n 
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Efetuando a integraçio indicada em [IV.16) obtim-
se a matriz de rigidez do elemento: 
2 ks o k o -k o -2k o s s s 
2 kn o k o -k o -2k n n n 
2ks o -2k o -k o s s 
2 kn o -2 k o -k L 
K= n n - (IV.18) 
6 
2k ·s o ks o 
2 kn o k n 
2k s o 
Simitrica 
2 kn 
Depois de calculados os deslocamentos, sao deter-
minados os esforços nos elementos de junta, sendo o cisalhamen-
to relacionado com a tensio normal por meio da fÕrmula de Cou-
lomb. 
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ªs =e+ ªn tg ~ 
~ - ângulo de atrito 
Coesão - e 
Figura IV.3 
A matriz de rigidez do elemento de junta ê modifi 
cada de iteração para iteração em função das tensões-atuantes no 
elemento: 
a) Se a tensão normal for de tração para algum elemento tanto 
ks como k são feitos iguais a zero para este elemento e em n . 
consequência ele não mais contribuirã para a rigidez global 
da estrutura. 
b) Em caso de compressao, se a resistência da junta ao cisalha-
menta ê ultrapassada,ê definido um novo ks (ks residual),fu~ 
ção da resistência ao deslizamento: 
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e) Em caso de compressao, se a resistencia da junta ao cisalha-
mento não e ultrapassada, ks e kn são mantidos inalterados. 
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CAP]TUlO V 
ASPECTOS GERAIS DA PROGRAMAÇÃO 
~este capitulo analisaremos o modo como se procu-
rou implementar em um programa computacional tanto o método da 
Decomposição Parcial quanto o das Subestruturas, vistos ambos 
no Capitulo III e, dentro dos dois, a implementação dos diver-
sos modos de solução para estruturas não lineares ,apresentados 
no Capitulo II. 
5.1 - METODO DA DECOMPOSIÇÃO PARCIAL 
Como vimos antes no Capitulo III, neste método 
procura-se reduzir o tempo computacional fazendo com que nas de 
composições sucessivas a que os métodos de solução de estrutu-
ras não-lineares conduzem, apos feita a primeira decomposição 
que é total, nas seguintes esta s5 seja realizada a partir da 
coluna p, na qual se encontra o elemento correspondente ao me-
nor numero de grau de liberdade que apresenta comportamento nao 
linear. 
Com tal objetivo implementou-se em uma subrotina, 
aqui denominada CHOLES, o metada de Cholesky de tal forma a rea 
lizar a decomposição da matriz A em duas situações: 
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- decomposição de A da linha p ate a linha n. 
A subrotina processa normalmente tanto a decompo-
sição do vetor P como a retrosubstituição, considerando todos 
os graus de liberdade. 
Jâ com vistas ã implementação dos diferentes es-
quemas iterativos e incrementais foram criados dois arquivos. 
Um no qual se gravou a matriz linear, sem a inclusão dos elemen 
tos não-lineares e outro no qual se gravou a matriz~ decompos-
ta ate a linha (p-1) e a partir da linha p apresentando ainda 
seus coeficientes inalterados e lineares. 
O procedimento geral pode ser expresso pelo se-
guinte esquema: 
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GRAVAÇlíO DE~ EM 
DISCO (IKIJ) 
l-
DECOMPOSIÇAO DE A ATE'. -
A LINHA p-1 OBTENDO A* -
J, 
GRAVAÇAO DE A* EM -








ATUALIZAÇAO DE A* -
,.L 
DECOMPOSIÇAO DE A* -





LEITURA DE A* EM 
- ( IDECOM) 
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5.2 ~ M[TODO DAS SUBESTRUTURAS E CONDENSAÇAO 
Para a implementação deste mêtodo se precisou de-
senvolver vãrias subrotinas de modo a realizar a .condensação 
dos primeiros (p-1) graus de liberdade que constituem a 
da estrutura a apresentar comportamento linear. 
parte 
Tendo em vista a teoria de subestruturas e conden 














~21 ~l ~l 
p + ----------- = 
~21 A -221 ~2 ~2 
Levando a efeito a condensação obteremos: 
A* X = P* -22º-2 -2 
( V • l ) 
(V. 2) 









Depois de solucionada a equaçao (V.3) e determina 
do o vetor ~2 , ~l serã determinado a partir de: 
(V. 6) 
Desta forma, foram desenvolvidas as seguintes sub 
rotinas: 
T - LXLT: subrotina que calcula o produto ~21 .~ 21 expresso ,, na 
equaçao (V. 4) e o guarda no vetor B, armazenado por altura efe 
tiva de coluna. 
- AEB: calcula a matriz ~22 expressa pela equaçao (V.4) sendo 
que os valores ocupam a mesma area antes ocupada pela parcela 
~22 dentro da matriz total A, armazenada por altura efetiva de 
coluna. 
- VEZES: calcula o novo valor para ~2 expresso na equaçao 
(V.5) sendo que ~2 ocupa a mesma ãrea de armazenamento antes 
ocupada por ~2 . 
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REPOR: subrotina que faz ~ igual a ~22 , ou seja, a matriz ~22 
ê mantida inalterada e ocupando o mesmo lugar dentro da ma-
triz A e, alem disso, copia-se os valores de ~22 para a ma-
triz B de modo a que se passe a trabalhar com B. 
- CHOLES: subrotina para implementação do método de Cholesky e 
que foi desenvolvida de modo a: 
- promover a decomposição da matriz~ da primeira coluna ate 
a coluna (p-1), determinando dessa forma ~ll e ~1 1 a partir 
T 
de~11 e~ 21 . 
decompor o vetor~ da primeira linha atê a linha (p-1 ), dan 
do origem ao vetor ~l. 
- realizar a decomposição de~ e ~2 completos, bem como are-
trosubstituição de modo a determinar o vetor de incõgnitas 
- levar a efeito a retrosubstituição a partir da linha (p-1) 
de modo a determinar o vetor de incÕgnitas ~l através da 
resolução da equação (V.6). . 
Alem dessas, foi criada a subrotina CONTRL que 
funtiona no controle do processo de condensação dos primeiros 
(p-1) graus de liberdade e que depois controla a determinãção 
dos deslocamentos ~l a partir dos deslocamentos ~2 determinados 
pelos métodos usuais de resolução de sistemas que apresentem 
comportamento não linear. 
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ESQUEMA DO PROCESSO DE CONDENSAÇAO 
(Subrotina CONTRL) 
DECOMPOSIÇAO DE A ATt O GRAU 
DE LIBERDADE (p-1) (SUBROTINA 
CHOLES) 
A = 
~ l l 
t 
~21 
~21 ~2 2 
-<- ( p-1 ) 
t CALCULO DE~= ~21 ~21 
(SUBROTINA LXLT) 
CALCULO DE 
( SUBROT rnA 




A = -<- (p-1) 
~22 
DECOMPOSIÇAO DE P ATt A LINHA 
1' ----------r~-,.. -~ 
' ' 
(p~l) (SUBROT!tlA CHOLES) RE-
SULTANDO. 
~l 
p = -<- (p-1) 
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y 
CIÍLCULO DE ~2 = ~2 - ~21 ~l 
(SUBROTINA VEZES): 
~l 








~l = ~l 
T 
~2 ~ 11 - ~21 
(SUBROTINA CHOLES) 
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5.3 - IMPLEMENTAÇ/10 DE ALGUNS Ml"TODOS DE RESOLUÇAO DE SISTEMAS 
DE EQUAÇÕES NAO~LINEARES 
Com vistas a programaçao elaborou-se uma Ünica 
subrotina capaz de, em função de determinados parâmetros a se-
rem lidos, resolver o sistema de equações não-lineares por um 
dos seguintes métodos: incremental, iterativo Newton-Raphson e 
Newton-Raphson modificado, incremental-iterativo com Newton-
Raphson ou ainda incremental-iterativo com Newton-Raphson modi-
ficado. 
Na presente exposição, entretanto, para maior 
clareza analisaremos a implementação de cada método isoladamen-
te. 
5.3. l - Métodos Iterativos 
5.3. l. l - Método de Newton-Raphson 
Consiste, basicamente, da implementação da segui~ 
te equaçao: 
(V. 7) 
Esta equaçao jã havia sido vista no Cap1tulo II. 
Preocupam-nos atualmente apenas os aspectos da sua implementa-
ção que foi desenvolvida sob os seguintes aspectos: 
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a) considerou-se a matriz de rigidez tangente como sendo consti 
tu1da de duas parcelas, uma parcela linear (~L) e outra não-
linear (~NL). Com vistas ao desenvolvimento da programação 
registrou-se em disco a parcela linear de forma a poder ser 
recuperada periodicamente. A parcela não linear ê calculada 
a cada etapa e adicionada ã matriz ~L' obtendo-se desta for 
ma a matriz de rigidez tangente atualizada . 
. b) a parcela de força equilibrada Q(Un) foi calculada como: 
. - .o.-
( V • 8) 
On~e .. ~(~n) ê um vetor que contêm as forças atuantes<J. corres-
pondentes aos graus de liberdade não lineares. 
c) a cada nova iteração serã calculado o erro relativo entre os 
vetores un+l e Un, uti 1 izando uma norma euclidiana. O valor 
encontrado (E) ê comparado a uma tolerãncia fixada antecipa-
damente. O processo iterativo continua atê haver sido atingi 
da a convergência desejada ou o numero mãximo de 
prê-fixado (NIT). 
iterações 
Note-se que as considerações dos 1tens a e b sao 
vãlidas para a implementação dos demais métodos e as do 1tem c 




Com isso, basicamente, a implementação do mitodo 
de Newton-Raphson consistiu das seguintes etapas: 
MtTODO DE NEWTON-RAPHSON 
DECOMPOSIÇÃO DE ~L ATt 
A LINHA (p-1) E SUA 
GRAVAÇÃO EM ARQUIVO CQ 
MO ~t 
r------ N = l,NIT 
LEITURA DE ~L EM 
DISCO 









RECUPERAÇÃO EM ARQUIVO 
DA MATRIZ ~t 
CALCULO DA CARGA COMO: 
F = p 
1 
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C LCULO DE ~NL RELATIVO AOS DE~ 
. LOCAMENTOS ATUAIS E OBTENÇAO DE 
~T(~n) = ~t + ~NL 
DECOMPOSIÇAO DE ~T(~n) A PARTIR 
DA LINHA p E OBTENÇAO DO VETOR 
llUn 
OBTENÇAO DE: 
un+l = Un + t1Un 
= 










5.3.l.2 - Metodd d~ Newton~Raphson Mddifitado 
Como jã vimos no Cap,tulo II esse método parte da 
mesma equaçao que o caso anterior, apenas, neste caso, como nao 
hã atualizações sucessivas da matriz de rigidez tangente a equ~ 
ção toma a seguinte form~: 
( V • 9) 
sendo a força equil1brada g(~n) definida agora como: 
(V.10) 
n - -Onde~(~ ) e um vetor que contem a diferença entre as forças 
atuantes correspondentes aos graus de liberdade não-lineares en 
tre duas etapas consecutivas. 
Da equaçao (V.10) para um etapa n-1 obtemos: 
(V.11) 






K LIUn = p - K (Un-1 -O. - -O - + 
Ll~n-1) - §(~n) (V.14) 
K LIUn = p - K .un-1 - K . LIUn-1 - §(~n) -O· - -O - -O - (V.15) 
De (V.11) temos que: 
(V.16) 
~0 .Ll~n = p _ g(~n-1) + §(~n-l)_~+g(~n-1)-§(~n) 
(V.17) 
(V.18) 
Tendo em vista esta simplificação a implementação 
constou das seguintes etapas: 
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MtTODO DE NEWTON-RAPHSON MODIFICADO 
DECOMPOSIÇAO DE ~L ATt 
A LINHA (p-1) E SUA 















CONSIDERAÇIIO DA CARGA 
N/10 EQUILIBRADA COMO 
SENDO A TOTAL APLICA-
DA F - P 
CALCULO DE ~NL E ATUA-
LIZAÇAO DE ~T COMO: 
JST = JSt + ]$N L 
DECOMPOSIÇ/10 DA MATRIZ 
~TA PARTIR DA LINHA p 
DECOMPOSIÇ/10 DO VETOR 




Un+l = Un + IIUn 
CALCULO DO VALOR DE 
§(~n) 
CALCULO DA CARGA N/10 
EQUILIBRADA COMO SEN · 
DO: -






CALCULO DO ERRO RELA-
TIVO E 
1.------ - - - . ···-
IMPRESSAO DOS DELOCA-
MENTOS 
CALCULO E IMPRESSAO 




5.3.2 ~ Mêt6d6 Intremental 
A implementação deste mêtodo foi feita 
do desenvolvimento da seguinte equação: 
atravês 
(V.19) 
Admitiu-se a divisão da carga em MC : incrementas 
iguais e, levando-se em conta para a matriz de rigidez os mesmos 
aspectos jã referidos ao se tratar do mêtodo iterativo de 




DECOMPOSIÇAO DE ~LATE A LINHA 
(p-1) E GRAVAÇAO EM ARQUIVO CO 
MO K* -L 











F = li P 
= 
LER ~L EM ARQUIVO 
CALCULO DE ~NL E ATUALIZAÇAO 
DE ~T COMO: 
~T = ~L + ~NL 
RESOLUÇAO DE: 
~T' ll~m = F 
1.. ______ _ 








5.3.3 - Métodos Mistos 
Estes métodos, como sao resultado de combinações 
entre métodos incrementais e métodos iterativos, admitem no seu 
desenvolvimento as mesmas convençoes admitidas para os métodos 
que os, compoem. 
5.3.3.l - Método Incremental-Iterativo com Newton-Raphson 
Tem como equaçao básica para seu desenvolvimento: 
(V.20} 
A implementação seguiu o seguinte esquema: 
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MtTODO lNCREMENTAL ITERATGVO COM NEWTON-RAPHSON 
DECOMPOSIÇAO DE ~L ATt 
A LINHA (p-1) E SUA GRA 
VAÇAO EM ARQUIVO COMO 
.--------- - --·- - ---
K* -L 
M = l , MC 
F = tiP 
-O 
LER ~t EM ARQUIVO 
C~LCULO DE ~NL E ATUA-
LIZAÇ/1'0 DE ~T COMO: 
~T = ~t + ~N L 
RESOLUÇ/1'0 DE 
K tiU = F -T -m 
U U + tiU -m+ l -m -m 
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J 
------ N = l , N IT 
J, 
OBTER ~L EM ARQU 1DVO 
J 





ClíLCULO DE n ~(~m+l) 
J, 
OBTENÇlíO DE: 
Q(Un )=K µn +C(Un - -m+l -L ~m+l - -m+l 
L 
CÃLCULO DA CARGA N lí O 
EQUILIBRADA: n 
F = p - g ( ~m+ l ) - -m 
RECUPERAÇlíO EM ARQUIVO 
DA MATRIZ K* 
. . 1· • -L 
J 
CÃLCULO DE ~IJL RELATIVO AOS 
DESLOCAMENTOS ATUAIS E OBTEth 
ÇAO DE: 
~T = K* + ~NL -L 
t 
DECOMPOSIÇAO DE 
~T(~~+l) A PARTIR'DA 
LINHA p E OBTENÇlíO DO 






un+l = un + 6 Un -m+l -m+l -m+l 
CALCULO DO ERRO RELA-
TIVO E 
1 




CALCULO E IMPRESSl\'O 
DAS TENSÕES 
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5.3.3.2 - Mitodo Incre~ent~l~Iteratfvo com Newton~Raphson Modi-
ficado 
Neste caso, tendo em vista que nao atualizamos a 
matriz de rigidez tangente a cada iteração, a equação (IV.20)fi 
ca sob a forma: 
(V.21) 
e tem desenvolvimento segundo o esquema que se segue: 
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DECOMPOSIÇiíO DE ~L' ATt 
A LINHA (p-1) E SUA 
GRAVAÇJíO EM ARQUIVO CO 
MO ~· 
r------------- M = l, i18 
F = 6P 
RECUPERAR K* EM AR-
-L 
QUIVO 
CALCULO DE ~NL E ATUALIZAÇJíO 
DE ~T: 
~T = ~L + ~NL 
RESOLUÇiíO DE 
~T 6~m = F 
CALCULO DOS DESLOCAMEN-
TOS ATUAIS 
~m+l = ~m + 6~m 
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r---- N=l, NIT 
1 
1 
RECUPERAR EM ARQUIVO 
~L 
C~LCULO DE ~NL RELATI-
VO AOS DESLOCAMENTOS 
ANTERIORES E OBTENÇ/\0 
n-1 n-1 
D E: ~T(~m+l )=~L +!SrJL (~m+ l) 





C~LCULO DA CARGA N/\0 
EQUILIBRADA: 
F = P - Q(Un ) - -m - -m+ l 
C~LCULO DE: 
n 
§ ( ~m+ l ) 
OBTENÇ/\0 DA CARGA N/\0 
EQUILIBRADA COMO: 










RECUPERAÇAO EM ARQUIVO 
DE K* -L 
ACUMULAÇAO DE ~NL e ~L 
DE MODO A OBTER ~T 
DECOMPOSIÇAO DA MATRIZ 
~TA PARTIR DA LINHA p 
DECOMPOSIÇAO DO VETOR 
DE CARGAS E OBTENÇAO DE 
liU n 
C~LCULO DO ERRO RELATI-
VO E 
1 --·--·-·---·-----·--- CONTINUAÇAO 
IMPRESSAO DOS 
DESLOCAMENTOS 





RESULTADOS DE ANALISE 
Neste cap1tulo sao apresentados alguns problemas 
cujas soluções foram obtidas através dos diversos procedimen-
tos discutidos anteriormente, de forma a permitir uma anãlise 
comparativa. 
6. l - PLATAFORMAS OFFSHORE 
Na anãlise de plataforma offshore foram adotadas 
para as fundações as recomendações da norma do American Petro-
leum Institute J1 ªJ. ·segundo a API as estacas devem ser proj~ 
tadas para suportar cargas laterais, estãticas ou c1clicas.Des 
ta forma, torna-se necessãrio relacionar a deformação solo-es 
taca a resistência do solo através da construção das curvas 
p-y, a partir de dados de tensão-deformação obtidos em labora-
tõrio com amostras do solo. A ordenada dessas curvas é a resis 
tência lateral do solo, p e a abscissa seu deslocamento, y. 
No nosso estudo utilizamos o conceito das curvas 
p-y 1' 9 1 e fizemos representar o solo por molas não-lineares. 
6. l. l - Plataforma l 
A primeira estrutura analisada ê uma plataforma 
Offshore de aço 12 º1 representada na Figura (VI. l). A altura 
í 
+--






total em relação ao fundo do mar e de 180 metros. 
As estacas foram consideradas atê uma profundid~ 
de de 80 metros. O modelo estrutural da plataforma estã indic~ 
do na Figura (VI.2) que representa uma estrutura do tipo põrtl 
co espacial com 145 nos e 271 elementos, dando origem a um si~ 
tema de equações de 866 graus de liberdade. A influência doso 
lo nas estacas foi considerada atravês de 144 molas não-linea-
res obtidas de curvas anãlogas ãs curvas p-y da norma do Ameri 
can Petroleum Institute. 
A plataforma foi analisada para uma carga de on-
da com um per1odo de 13 segundos, uma altura de 20 metros e p~ 
ra um n1vel de ãgua correspondente a uma profundidade de 150 
metros. 
A tabela (VI.l) mostra o estudo comparativo dos 
tempos de processamento em minutos obtidos em um computador 
Burroughs B6700. Para os mêtodos de Newton-Raphson, incremen-
tal-iterativo com Newton-Raphson e com Newton-Raphson modific~ 
do foram efetuadas comparações entre as têcnicas de decomposi-
ção tntal com o mêtodo de Crout, decomposição parcial e utili-
zação de subestruturas com condensação. Observa-se que o grau 
de liberdade correspondente ã primeira mola não-linear foi o 
de numero 407, resultando num total de 460 graus de liberdade 
afetados, direta ou indiretamente, pela não-linearidade do pr~ 






TEMPO DE % DE 
MÉTODO PROCEDIMENTO PROCESSAMENTO REDUÇ/íO 
(MINUTOS) 
DECOMPOSIÇAO TO 
TAL 2 O, 62 -
INCREMENTAL-
ITERATIVO DECOMPOSIÇlíO 
( N EWT ON-RAPH~ PARCIAL 10,38 50% 
SON) 
SUBESTRUTURAS 8,02 61% 
DECOMPOSIÇlíO TO 
TAL l 4, 42 -
INCREMENTAL-
ITERATIVO DECOMPOSIÇAO 
(NEWTON-RAPH- PARCIAL 8,25 43% 
SON MODIFICA-
DO) 





PARCIAL 6,28 33% NEWTON-RAPHSON 
.. 
t! ,_, -~ 
SUBESTRUTURAS 5,27 44% 
Tabela VI. 1 
Em todas as anãlises foi adotada uma tolerância 
para os deslocamentos E= 0,0001 e três incrementos de 
para os mêtodos incrementais. 
6.1.2 - Plataforma 2 
carga 
Como segundo exemplo analisamos a mesma platafoi 
ma Offshore de aço descrita no exemplo anterior e representada 
na Figura (VI.l). Neste caso, entretanto, as estacas foram con 
sideradas como atingindo apenas uma profundidade de 51 metros. 
O modelo estrutural, como no caso anterior, estã indicado na 
Figura (VI.2). T~remos, entretanto, no caso, uma estrutura ti-
po pÕrtico espacial com 247 elementos e nos, dando· origem 
a um sistema de 722 equaçoes. A influência do solo nas estacas 
foi considerada através de 96 molas não-lineares. 
A plataforma foi analisada para a mesma carga de 
onda jâ descrita no exemplo anterior. 
A tabela (VI.2) mostra o estudo comparativo dos 
tempos de processamento em minutos obtidos em um computador 
Burroughs B6700. As comparações foram feitas entre os mesmos 
mêtodos e têcnicas para os quais s~ testou o caso anterior. 
Observa-se que o grau de liberdade correspondente a primeira 
mola não-linear foi o de numero 407, resultando num total de 
316 graus de liberdade afetados pela não-linearidade do probl~ 
ma, ou seja, cerca de 44% do total das equações. 
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ITERATIVO DECOMPOSIÇ/10 7,97 52% (NEWTON-RAPHs PARCIAL 
SON) 
SUBESTRUTURAS 6,22 62% 
DECOMPOSIÇi'IO 13 , 1 8 -
TOTAL 
INCREMENTAL-
ITERATIVO DECOMPOSIÇ/10 7,73 41% (NEWTON-RAPH- PARCIAL 
SON MODIFICADO) 
SUBESTRUTURAS 4,92 63% 
DECOMPOSIÇIIO 9, 13 -
TOTAL 
DECDMPOSIÇi'IO 5,88 3 6% 
NEWTON-RAPHSON PARCIAL 
SUBESTRUTURAS 4,45 51% 
Tabela VI.2 
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A tolerância adotada, bem como o numero de incre 
mentos de carga para os mêtodos incrementais foram 
ao do caso anterior. 
6.2 - BARRAGENS 
A terceira estrutura analisada e uma 
idênticos 
barragem 
cuja discretização vemos na Figura (VI.3). A barragem foi pro-
jetada em concreto e sua altura total em relação ao fundo do 
rio ê de 65 metros. Está assentada sobre uma camada de metase-
dimentos. A 15 metros de profundidade em relação ao fundo do 
, 
rio encontra-se a camada rochosa. Alêm disso foi feita uma es 
cavação de 35 metros de profundidade a jusante de barragem. 
A descontinuidade existente entre as duas cama-
- ·, 
das do solo foi considerada atraves de l21 · elementos de junta 
desenvolvidos segundo estudos de Goodman and al j 16 , 17 1, O 
modelo estrutural como vimos antes estã representado na Figura 
(VI.3) que representa um corte transversal da barragem consti-
tuindo-se em uma situação de estado plano de deformações. Es-
sa região.plana foi dividida em 96 elementos isoparamêtricos 
de quatro nos e 13 elementos de junta, apresentando 136 nos 
que dão origem a um sistema de 236 graus de liberdade. 
A barragem foi analisada para um n1vel de agua 
de €5 metros. 
FIGURA VI ·3 
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A tabela (VI.3) mostra o estudo ~comparativo 
dos tempos de processamento em minutos obtidos em um compúta-
dor Burroughs 86700. Foram efetuadas comparações entre as tec-
nicas de decomposição parcial e utilização de subestruturas 
com condensação com têcnica para anãlise de grandes deforma-
ções e plasticidade por meio de elementos finitos isoparamêtr1 
cos 13 1. Essas comparações foram feitas para os mêtodos incre-
mentais-iterativos com Newton-Raphson e com Newton-Raphson mo-
dificado. 
O grau de liberdade de menor numero a ser atingi 
do pela não-linearidade e o de numero 129 e com isso ficamos 
com um total de 108 graus de liberdade afetados pela não-linea 
ridade, ou seja, cerca de 46% do total. 
Para todas as anãlises foi adotada uma tolerân-
cias= 0,001 para os deslocamentos e três incrementas de car 
ga para os mêtodos incrementais. 
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ITERATIVO DECOMPOSIÇJ\O 1 , 9 7 73% 
(NEWTON-RAPH- PARCIAL 
SON) 
SUBESTRUTURAS 1 , 6 8 77% 




(NEWTON-RAPH- DECOMPOSIÇAO 2 , l 2 70% 
SON MODIFICA- PARCIAL 
DO) 




A partir da anãlise dos resultados apresentados 
no Capitulo VI, em particular as tabelas VI. l, VI.2 e VI.3 ev_:i_ 
dencia-se claramente a utilidade dos procedimentos que consid~ 
ramo carãter local da não-linearidade. Como poderia ser pre-
visto, o método das subestruturas permite obter maiores redu-
ções de tempo de processamento em relação ãs anãlises do tipo 
geral que o método da decomposição parcial. Isto se deve ao fa 
to de que no método das subestruturas o sistema de equações fi 
ca reduzido, através da condensação, apenas aos graus de l ibe_i: 
dade associados ãs regiões que apresentam não-linearidade, pe_i: 
mitindo a economia de operações nas três etapas da solução do 
sistema de equações enquanto que no método da decomposição pa_i: 
cial economiza-se operações somente na etapa da decomposição da 
matriz efetuando por sua vez as etapas de redução do vetor de 
cargas e retro-substituição para todos os graus de 
do problema. 
Apesar do método das subestruturas 
liberdade 
apresentar 
maior economia de tempo de processamento que o método da deco~ 
posição parcial, este também conduz a uma economia significat_:i_ 
va e apresenta como vantagem sobre o método das subestruturas 
sua facilidade de implementação em programas de anãlise nao 
l i n ea r .- existentes visto praticamente introduz alte Ja que, nao 
raçoes na lÕgica dos programas. o mesmo nao ocorre com o méto-
do das subestruturas que produz um aumento sensivel na comple-
xidade da lÕgica dos programas acarretando um maior custo para 
86 
sua implementação. Porem uma vez implantado, ele coloca ã dis-
posição do analista estrutural uma das ferramentas mais poten-
tes e versãteis para a solução dos problemas que ocorrem na 
prãtica. 
Quanto aos diversos métodos para resolução de 
sistemas não-lineares discutidos, vale notar que aqueles em 
que não hã atualização da matriz de rigidez a cada iteração, 
embora apresentem tempos computacionais menores que aqueles 
métodos nos quais a atualização e feita constantemente, apre-
sentam reduções percentuais menores que os métodos que atuali-
zam a matriz de rigidez em cada ciclo iterativo. 
Outro fato a observar e que, quanto menor a par-
cela associada ao comportamento não-linear da estrutura em 
relação ao numero total de graus de liberdade do sistema, a 
maiores reduções de tempo computacional somos conduzidos, quer 
no metodo da decomposição parcial, quer no das subestruturas. 
Devido a isso, devemos sempre que poss,vel, procurar numerar 
inicialmente os graus de liberdade correspondentes as partes 
lineares da estrutura e posteriormente os graus de 1 iberdade 
associados ao comportamento não linear. 
Sugere-se para desenvolvimentos futuros a imple-
mentação de um programa geral que permita a definição de supe! 
elementos e da utilização de vãrios n1veis de subestruturas . 
Finalmente, e interessante observar que os procedimentos que 
permitem considerar o carãter local da não-linearidade f1sica 
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podem tambem ser utilizados no tratamento de vãrios casos de 
não-linearidade geométrica. 
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~T - matriz de rigidez tangente 
P - vetor de cargas 
U - vetor de deslocamentos 
g(~n) - carga equilibrada na enêsina iteração 
L - matriz triangular inferior 
W - vetor de deslocamentos relativos 
k - matriz diagonal de propriedades do material 
