Abstract. We describe a Sobolev gradient method for finding minima of the Ginzburg-Landau functional for superconductivity. This method leads to a particularly simple algorithm which avoids consideration of the nonlinear boundary conditions associated with the Ginzburg-Landau equations.
1. Introduction. There is considerable current interest in finding minima of various forms of the Ginzburg-Landau (GL) functional. Such minima give an indication of electron density and magnetic field associated with superconductors. We are indebted to Jacob Rubinstein for our introduction to this problem. We have relied heavily on [2] , [4] .
We will present a method for determining such minima numerically. Our method is based on the theory of Sobolev gradients [6] , [7] and leads to a particularly simple algorithm.
2. The GL functional. Following [2] , [4] we take the following for the GL functional:
where V (z) = (1/4)(|z| 2 − 1) 2 , z ∈ C (C denotes the complex numbers), and the unknowns are u ∈ H 1,2 (Ω, C), A ∈ H 1,2 (Ω, R 3 ), (2) and the following are given:
with Ω a bounded region in R 3 with regular boundary. H 0 represents an applied magnetic field and κ is a constant determined by material properties. H 1,2 (Ω, C) is the Sobolev space of complex-valued functions on Ω with norm
is the Sobolev space of R 3 valued functions on Ω with norm
These Sobolev spaces are also Hilbert spaces (see [1] for a full description of Sobolev spaces). C(Ω, R 3 ) denotes the space of all continuous functions from Ω to R 3 . We seek to minimize (1) without imposing boundary conditions or other constraints on u, A in (1).
We attempt now to contrast our point of view with previous treatments of the minimization problem for (1). In [2] a Fréchet derivative for (1) is taken:
Integration by parts is performed resulting in the GL equations-the Euler equations associated with (1) together with the natural boundary conditions
on Γ = ∂Ω, where ν is the outward unit normal function on Γ. (We do not write out the GL equations here since they will not be needed.) Then we seek a minimum of (1) by solving the Euler equation resulting from (4) subject to the boundary conditions (5).
3.
A simple example of a Sobolev gradient. In this section we give an example of a Sobolev gradient for a simple and familiar functional. We hope that this will make our construction for the GL functional easier to follow.
Denote by g a member of K = L 2 ([0, 1]) and by φ the functional on
where P is the orthogonal projection of K × K onto
Our first Sobolev gradient is taken to be the function on H so that if y ∈ H, then (∇ S φ)(y) is the element of H which represents the functional φ ′ (y):
We see y ∈ H is a critical point of φ if and only if
Thus a search for a critical point of φ is reduced to the problem of finding a zero of ∇ S φ.
Contrast this with the familiar strategy of writing (7) as
(making the assumption along the way that y ∈ H 2,2 ([0, 1])) and then seeking a critical point satisfying the Euler equation
together with the natural boundary conditions
. (13) By contrast, using the Sobolev gradient (9), a critical point may be sought (successfully) by either continuous steepest descent,
or discrete steepest descent,
At the risk of running this example into the ground, we express the above in a notation which is similar to what we want to use for the GL functional.
Define
Then for a given g ∈ K, (6) may be written as
The Fréchet derivative φ ′ may then be expressed as
where F 1 indicates the partial Fréchet derivative of F in its first argument and, for p ∈ R 2 , q ∈ R,
Now πP (∇ 1 F )(Dy, g) is just another expression for (∇ S φ)(y), y ∈ H. 4. A Sobolev gradient for GL. The boundary conditions (5) are relatively complicated and somewhat unusual. Our Sobolev gradient construction avoids explicit consideration of these boundary conditions. Just as they arise naturally in the conventional method of the calculus of variations, they can be avoided naturally in the Sobolev gradient method. We will try to make this clear in what follows. We revert back to the notation of section 2.
Although it is not necessary to do so, we convert (1) into an equivalent real form. This will simplify our explanation and fit more closely with our background reference [6] . Define
Then there is
where Note that for such w ∈ H, Dw is a function from Ω → R 20 . A Fréchet derivative of G is expressed as
where the subscript 1 denotes partial Fréchet differentiation in the first argument of F . Further,
where J denotes L 2 (Ω) 20 , and, for p ∈ R 20 , q ∈ R 3 , (∇ 1 F )(p, q) here represents the element of R 20 so that Returning to (26) we have that
where, for q ∈ H, πDq = q. (Note that for w ∈ H, P ((∇ 1 F )(Dw, H 0 )) is of the form Dq for some q ∈ H.)
We define a Sobolev gradient function for G as
Our descent iteration is
where {δ n } ∞ n=0 are chosen optimally. In order to specify a numerical algorithm precisely we need two things: a discretization scheme for G and some illumination concerning P both as defined and in a corresponding discretized version. This is the point of the following section.
Finite-dimensional emulation.
We follow the development of section 4 to obtain a finite-dimensional version of a Sobolev gradient for GL. We show a numerical setup for the corresponding two-dimensional version of (1) for which we also do our computations in this paper (a three-dimensional setting is entirely similar). Fix an integer n > 1. Take Ω to be a square domain in R 2 . Denote by Ω n the rectangular grid on Ω obtained by dividing each side of Ω into n pieces of equal length. Denote by H n the collection of all functions from Ω n to R 4 . Denote by D n , D n difference operators on H n defined as follows (δ = 1/n, and inner products without subscripts in this section are Euclidean). If w ∈ H n and each of a, b, c is an n × n array such that a i,j = (1/4)(w i,j + w i,j−1 + w i−1,j + w i−1,j−1 ),
Following the calculations beginning with (23), define a finite-dimensional version
This in turn gives that
From (33) it follows that ∇G n , the conventional gradient function for G n , is specified by
Define an inner product ·, · Dn by
Thus we see that for w ∈ H n , (D n t D n ) −1 (∇G n )(w) represents the functional G ′ n (w) in the inner product , Dn , and we conclude that
The use of D n rather than D n is due to the fact that D t n D n does not have an inverse, but the closely related expression D n t D n does have an inverse. The orthogonal projection P n of H n onto the range of D n is given by
Since the range of P n is a subset of the range of D n , P n is fixed on the range of D n and P n is symmetric and idempotent. This is enough to convict P n of being the required orthogonal projection.
In summary, we first compute the standard gradient (∇G n )(w) of G n . Next we smooth (precondition) this standard gradient with (D n t D n ) −1 to obtain a Sobolev gradient. An iterative method is used to solve the symmetric positive definite system in this construction.
Numerical results.
Here we present some numerical results. We compare results using our Sobolev gradient with those obtained using the ordinary gradient. As indicated in [5] , we should expect much better results using the Sobolev gradient. The following table reflects this. Results are for two distinct runs, one using a Sobolev gradient and the second using a conventional gradient, for each of five values of n, the number of cells in each direction (Ω is partitioned into n 2 square cells). In Table 1 , the columns labeled SD steps contain the numbers of steepest descent steps, and the column labeled LS iterations contains the total number of linear solver iterations. Since the condition number of the linear systems increases with n, so does the number of linear solver iterations per descent step. All times are in seconds on a PC with the Intel 80486-DX2/66 processor. The column labeled Speedup contains the ratios of execution times. Note that the relative advantage of the Sobolev gradient over the standard gradient increases with problem size. Convergence is defined by an upper bound of 10 −6 on the mean absolute (conventional) gradient component:
The initial estimate in all cases was taken from A = 0, u(x, y) = In both cases, the material number is κ = 1, and the external magnetic field is H 0 = 1. The contour plot in Figure 1 matches closely to the one in Figure 1 of [3] . Considering only constant imposed magnetic fields H 0 and restricting ourselves to square domains, there are essentially three parameters in (1): the value of H 0 , the value of κ, and the length of one side of the square. The length comes in as a factor by means of derivatives in the first and second terms of (1), so it seems to have at least as much 
