Abstract: Earthquakes are one of the most important natural hazards to be evaluated carefully in engineering projects, due to the severely damaging effects on human-life and human-made structures. The hazard of an earthquake is defined by several approaches and consequently earthquake parameters such as peak ground acceleration occurring on the focused area can be determined. In an earthquake prone area, the identification of the seismicity patterns is an important task to assess the seismic activities and evaluate the risk of damage and loss along with an earthquake occurrence. As a powerful and flexible framework to characterize the temporal seismicity changes and reveal unexpected patterns, Poisson hidden Markov model provides a better understanding of the nature of earthquakes. In this paper, Poisson hidden Markov model is used to predict the earthquake hazard in Bilecik (NW
Introduction
Earthquakes are one of the severe catastrophic natural events. They are created by the active faults, and therefore, the location of an earthquake can be estimated. However, the occurrence time of an earthquake is unpredictable and has no a known systematic pattern.
The magnitude and the occurrence time of an earthquake are affected by various uncontrolled natural factors. The primitive approach for the detection of temporal variation of earthquake occurrence is to count the number of earthquakes in a given period of time and then to analyze the time series by a rough calculation. Various statistical methods have been used to predict earthquake hazards for the last few decades. A traditional way for modeling the occurrences within a certain time is to define a Poisson process (PP). However, there are two major drawbacks stand out during the modeling of earthquakes by Poisson process. The first drawback comes from the most widely known property of Poisson distribution that is the equality of the variance and the mean of the process. In some cases, the variance can be greater than the mean and the data indicates over-dispersion. There may be some periods of time with a high rate of earthquake occurrences and some with a relatively low rate [1] . Earthquake occurrences in time display considerable over-dispersion. Therefore, Poisson process is not a suitable stochastic model for modeling the data when over-dispersion problem is observed. To overcome the problem, independent Poisson mixture model can be suggested as alternative model.
The second drawback is sourced from the memorylessness property of Poisson process. The data collected from the same area in successive time intervals tends to be dependent. The dependency structure of the data violates the memorylessness property of Poisson process and therefore the model becomes insufficient for the serially dependent count data. To overcome the problem, Markov chain is widely used as an effective tool to represent the serial dependent structure in the data.
Although the deterministic functions of the Markov chains have been extensively studied on earthquake hazard analysis, hidden Markov model (HMM), which represents a probabilistic functions of finite state Markov chains, recently becomes a popular tool for the earthquake data. HMM first introduced by Baum and Petrie [2] allows for overdispersion together with the dependence between the data [3, 4] . HMM assumes that the state of the underlying system at any time is unobservable. Therefore, the system follows a hidden process having the Markov property [1, 5, 6] . Observations are defined as the outputs of another stochastic process under the influence of hidden process. All statistical inferences are made by means of through this observable process.
As the first application of HMM for Turkish earthquake data except the presentation of Can et al. [7] , the present paper aims to introduce Poisson hidden Markov model (PHMM) as a candidate model for assessing the earthquake hazard in Bilecik (NW Turkey). The model assumes that the frequencies of earthquakes occurred in specified successive time intervals are derived from the family of Poisson distribution whose rate parameter process is a homogeneous Markov Chain. Rate parameter process makes PHMM allow the studied area to have varying seismicity rate. In this paper, the observed annual frequencies of earthquakes occurred within a radius of 100 km area centered on Bilecik, from January 1900 to December 2012, with magnitudes M ≥ 4 0 are used in PHMM. Then, the earthquake hazard in the area is predicted by determining the annual frequencies of earthquakes for the next 35-year period (2013-2047) .
Also, the forecast results of PHMM are compared to those of homogeneous PP.
Earthquake Data
Turkey is located on one of the most active seismic regions throughout the World. In Turkey, three important earthquake sources such as the North Anatolian Fault Zone, the East Anatolian Fault Zone and the Aegean Horst-Graben System exist. For this reason, Turkey has encountered large earthquakes frequently. Due to these earthquakes, Bilecik has encountered serious damages. For example, the February 20, 1956 Inonu earthquake [8] affected a part of the study area of this study. Additionally, the August 17, 1999 Izmit earthquake caused serious damage in a large area including Bilecik and its surrounding. Bilecik is located on the between Ankara and Istanbul, two biggest cities of Turkey, and also it is close to the North Anatolian Fault Zone (Figure 1 ). Due to its geographic location, various transportation structures such as bridges, viaducts and tunnels have been constructed or will be constructed. For these reasons, the correct earthquake prediction for Bilecik becomes more important and hence this region is selected as the focused area.
The data source is the catalogs of Boǧaziçi University, Kandilli Observatory and Earthquake Research Institute [9] . The earthquakes occurred within a radius of 100 km area centered on Bilecik are used, because in the majority of the strong ground motion relations suggested for tectonically active regions (e.g. [10] [11] [12] , the upper bound for site-source distance is taken 100 km, which is the range where ground motions have engineering significance [13] . Observed annual frequencies of M ≥ 4 0 earthquakes occurred in the area from 1900 to 2012 are shown in Figure 2 . Generally, few earthquakes occurred per each year except for the years 1967, 1970 and 1999. It is shown that the sample variance, (S 2 = 71 9823) is larger than the sample mean, (X = 2 2301). It indicates a strong over-dispersion relative to Poisson distribution. It is also seen in Figure 2 that the minimum frequency is 0 and the maximum is 71. The median of the data is 1 and the mode is 0. As a result of the skewness coefficient, (γ 1 = 6 5113), the distribution of the observed data is skewed to the right. The over-dispersion and skewness of the data show that HMM is a suitable tool for the earthquake data.
The data is checked whether it follows a specific Poisson distribution, a goodness of fit test is applied. It is seen that there is insufficient evidence to conclude that the data fits a single Poisson distribution. It is generated from several Poisson distributions and this result supports us to use HMM instead of using a Poisson process.
Poisson Hidden Markov Model
Markov models deal with the problems of the systems which are directly observable.
In the real-world applications, the underlying system can be unobservable; but, can only be observed through another stochastic process. The evaluation of these partially observed systems is the major problem restricting the application areas of Markov models. HMM has a powerful and flexible mathematical structure to make statistical inferences on partially observed stochastic processes. It has been successfully applied to many diverse areas, particularly speech recognition [14] [15] [16] , finance/econometrics [6, [17] [18] [19] , software reliability [20, 21] , traffic engineering [22] , Biology [23] , language modeling [24, 25] , metrology [26] [27] [28] [29] , bioinformatics [30] [31] [32] [33] , biophysics/biochemistry [34] [35] [36] . However, HMM has not as widely implemented as it should be in earthquake modeling. There have been few applications of HMM on earthquake problems [37] [38] [39] Orfanogiannaki et al. [3, 4, [40] [41] [42] ). Granat and Donnellan [37] used HMM as an unsupervised learning method for clustering of earthquakes and determining the classes of similar earthquakes in southern California region. Chambers et al. [38] applied HMM to model interevent times between earthquakes in New England. Ebel et al. [39] implemented HMM to extrapolate the future behavior of the past earthquake activity in California by using interevent earthquake times and the locations in which they occur. Orfanogiannaki et al. [3, 40, 41] employed HMM to explain the frequencies of earthquakes occurred in specific time intervals for predicting the earthquake hazard. Wu [42] proposed a simple approach for HMM to decluster earthquakes in central and western regions of Japan. Chambers et al. [4] extended HMM to forecast the location of the earthquakes as well as interevent earthquake times in southern California and western Nevada. Let T = {0 1 2 T } a discrete-time horizon. HMM is a discrete-time bivariate stochastic process (X Y) = (X Y ) ∈T [1, 5, 43] • X = (X ) ∈T is a finite-state homogeneous Markov chain, which cannot be observable and thus referred as hidden process. X is the state of the underlying system at time .
• Y = (Y ) ∈T is an observable process which depends on probabilistically Markov chain X . Y is the observation at time . Observations can be discrete or continuous. In our study, a discrete sequence of observations is considered.
The probabilistic relationship between X and Y is given in Figure 3 [5, 44] . It is seen that at each point of time ∈ T, the conditional distribution of Y given X has a probability distribution coming from a specific family. X is considered as the parameter process having the Markov property. According to unobservable parameter process, observations are generated by the state-dependent parametric distribution. In our study, HMM is used to forecast the frequencies of earthquakes for the next 35-year period. Therefore, the state-dependent parametric distribution is chosen as Poisson distribution. PHMM is a discrete-time bivariate stochastic process which consists of an unobserved finite state Markov chain X having N states and an observed sequence of a non-negative integer valued stochastic process Y. On the condition that the states of the system X T = (X 
The State Transition Probability Distribution:
Which state will derive the next observation depends on which state derived the current observation through the state transition probability matrix A = [ ] N×N . State transition probability to move from the state λ at time to the state λ at Figure 3 . The dependence structure of a HMM [7] .
time + 1 is given as = P(X +1 = λ |X = λ ) for ∀λ λ ∈ λ and ∈ T.
The Domain of Observations per State:
Each observation is non-negative integer valued.
The State-Dependent Probability Distribution:
When the system is in state λ at time , the observation at that time is derived from Poisson distribution whose rate parameter is λ . The conditional distribution of Y given X is as follows
The Initial State Distribution:
The starting state of the system is specified by the initial state probability vector π = [π ] 1×N . Markov chain X starts at the state λ with the probability π = P(X 1 = λ ) for ∀λ ∈ λ.
Given the above elements of PHMM, there are three fundamental problems of interest to be solved for realworld applications [14, 45, 46] 
Application of Poisson Hidden Markov Model and Results
The problems given in section 3 are solved in this section. The frequencies of M ≥ 4 earthquakes to occur in studied area for the next 35-year period are forecasted.
The forecast results of PHMM are compared to those of homogeneous PP.
Model Selection
The first step is here to determine the number of hidden states for the selection procedure. Prior to the assessment of the earthquake hazard, the MLEs of PHMM parameters are estimated by EM algorithm. EM algorithm assumes that the number of hidden states are known and fixed. Therefore, first of all, the number of hidden states, which are really needed for the best explanation of the observations, must be determined. Clearly, the number of hidden states (N) affects the quality of the statistical inferences. When likelihood of the model is taken into account, increasing N always improves the fit of HMM. However, the improvement of the likelihood results in quadratic increase in the number of parameters ( ) and this improvement has to be balanced with the number of hidden states being fitted [1] . In order to compare HMMs with a fixed number of hidden states, Akaike's Information Criterion (AIC) and Bayesian Information Criterion (BIC) can be used as statistics for model selection. They are defined as follows [47, 48] 
where ln L is the log-likelihood of the fitted HMM, is the number of freely estimated parameters and T is the number of observations. The parameters of PHMM with different number of hidden states are estimated by EM algorithm. 1000 iterations are realized for each of PHMMs in the study. Initial values which satisfy the log likelihoods as maximum are chosen from many sets of random starting values. In Figure 4 , the calculated values of AIC and BIC are given for PHMMs with the number of hidden states numbered from one to six. Clearly, one-state indicates a homogeneous PP. According to AIC, 3-State PHMM is the best model. Contrary to AIC, 2-State PHMM is proposed by BIC. It is seen that there is no agreement between the two information criterias. In order to decide the most convenient number of the hidden states among the alternatives, the likelihood ratio test is applied in the study. The null and the alternative hypotheses are stated as follows:
The number of hidden states is N H 1 : The number of hidden states is (N + 1)
The likelihood ratio test statistic (LRT) is defined as below:
where the is the number of freely estimated parameters for the underlying PHMM [3] . The results for the possible number of hidden states are reported in Table 1 . According to P-values in Table 1 , 3-State PHMM is decided as the best model at 1% level of significance. In 3-State PHMM, it is assumed that, an observation is generated from one of three different Poisson distribution at each point of time ∈ T. Its working principle of 3-State PHMM is defined schematically in Figure 5 . In each counting time interval, earthquake occurrences depend on probabilistically Markov chain X. For instance, at time , the observation Y is derived from Poisson distribution whose rate parameter is λ 1 . The mean and variance of the frequencies of annual earthquake occurrences for 113 years (1900-2012) are calculated for six different models in the study and these statistics are given in Table 2 . It indicates that the marginal distribution of 3-State PHMM meets overdispersed observations as well. The observed numbers of years for each of the earthquake frequencies are compared to the expected numbers of frequencies obtained from 3-State PHMM and homogeneous PP. It can be seen that the observed and expected numbers of years are found to be similar for 3-State PHMM. A comparison of these two models for different annual earthquake frequencies is presented in Table 3 . According to the table, there was no M ≥ 4 earthquake occurrence observed for 56 years within 113 years and 3-State PHMM estimates that number as 56.5577. The observed and estimated numbers are very close. It indicates that there is an agreement of 3-State PHMM for the data and the model is suitable for further statistical analysis. As a result of EM algorithm, MLEs of 3-State PHMM parameters are given in Table 4 .
Prediction of Earthquake Hazard
The pattern of the hidden states in the model for the next 35 years can be traced by calculating the state probability distribution. The probabilities of the hidden states for the coming 35 years are given in Figure 6 . Here, the system in 2013 is assumed to have three states with the probabilities 0.86, 0.12 and 0.02 respectively. It can be seen in Figure 6 that the first hidden state remains as the most commonly seen state for the next 35 years. Therefore, it can be concluded that M ≥ 4 earthquakes in the region will occur according to a Poisson distribution with the rate parameter, 0.4956 for the next 35 years. The distribution of frequencies for M ≥ 4 earthquakes in the Zone is also forecasted for the next 35 years. According to data, the observed annual frequencies are ranged from zero to seventy-four earthquakes. The forecast distribution of the frequencies shows that the number of "0 to 5" earthquakes for the next 35 years are expected annually with the probability of 0.96 to 0.97. It strongly indicates that only a few numbers of earthquakes are expected to occur in the Zone between 2013 and 2047 and thus, the probability of having more than 5 earthquakes is considerably low. This result shows that earthquake hazard in the Zone is small, which is a natural result of the system is expected to be in first state (λ 1 = 0 4956) for the next 35-year period. The probabilities of earthquake frequencies ranging from 0 to 5 are shown in Figure 7 . Due to the fact that Markov chain X reaches its stationary distribution S at 2022, the next 10 years are reported only in Figure 7 .
As a result of the fact that Markov chain X reaches its stationary distribution within ten years, the expected annual frequencies of M ≥ 4 earthquakes for the next 10 years and 95% confidence intervals (CIs) are calculated by 
Parameters MLEs
Poisson Rate Parameters forecast frequency distribution. They are given in Table 5 . It is seen that approximately two earthquakes per year are expected to occur in the Zone within the next 35 years.
The expected frequencies in Table 1 show that 3-State PHMM explains the earthquake data better than PP. In the following part of the study, 3-State PHMM and PP are compared in detailed by the predicting the earthquake hazards. The distributions of earthquake frequencies for the next seven years are examined for the both models. Although the probabilities are calculated for the frequencies ranging from zero to seventy-one, Figure 8 includes the considerably high frequencies and their related probabilities obtained from two models for each year. Figure 8A shows that 3-State PHMM and PP predict that less than 6 earthquakes will occur in a year with the probability of 97%. Even if the two models forecast the same probability, they differ in the amount of probabilities related to frequencies. Especially, the absence of an earthquake is more likely to occur in 3-State PHMM (52.8%) than PP (10.8%). It is seen in Figure 8B that the probabilities of having less than 6 earthquakes are 91.4% for 3-State PHMM and 71% for PP respectively. Our model has the highest probabilities for the lower frequencies, while PP has the lowest probabilities for the lower frequencies (for example 1.2% and 5.2% are the probabilities for "0" and "1" earthquakes within 2 years). For 3-State PHMM, "0 to 5" earthquakes are expected with the probability of 83% in three years time. However, less than 6 earthquakes in three years are less likely to occur for PP (34.2%).
The earthquake hazards over the 10 years rapidly increase in PP. The traditional model tends to predict higher frequencies than it should be in fact. For example, the probability of less than eleven earthquakes decreases from 71.5% to 9.2% within the four years starting from 2015 ( Figure 9 ). However, there is no sudden decrease observed in 3-State PHMM (Figure 9 ). Most likely, less than eleven earthquakes will occur within the years (89.1%, 84.9%, 79.8% and 73.8% respectively).
Expected numbers of M ≥ 4 earthquakes in the next 1 to 7 years and their related 95% CIs are calculated for the two models and Table 6 shows the results. The expected numbers found from the models are not significantly different, but 95% CIs have quite different. Earthquake data indicates strong over-dispersion. As a natural result of over-dispersion, CIs are expected to be wider than they should be. In Table 6 , the ranges of CIs for PP are found narrower than those for 3-State PHMM as they are expected.
Conclusion
The use of HMM to predict earthquake hazard is carried out by Granat and Donnellan [37] , Chambers et al. [38] , Ebel et al. [39] , Orfanogiannaki et al. [3, 40, 41] , Wu [42] and Chambers et al. [4] . All previous studies about earthquake data modeling by HMM except Orfanogiannaki et al. [3, 40, 41] are based on the continuous earthquake data and interevent earthquake times. The forecasting methodology followed in the present study is similar to Orfanogiannaki et al. [3] . PHMM is applied to model the annual frequencies of earthquakes occurred within a radius of 100 km area centered on Bilecik, in the period between January 1900 and December 2012, with magnitudes (M) at least 4.0 by using data provided from the catalogs of Boǧaziçi University, Kandilli Observatory and Earthquake Research Institute [9] . This study is the first application of PHMM to the Turkish earthquake data except a short version of this study presented by Can et al. [7] . In addition to Orfanogiannaki et al. [3] , the forecast results of PHMM are compared to those of homogeneous PP. Predictions of hidden states for the next 35 years show that earthquakes occurred in compliance with P(λ 1 = Figure 9 . Earthquake hazard within "4 to 7" Years. 0 50) are more likely to happen than those occurred in compliance with P(λ 2 = 2 94) and P(λ 3 = 50 67). Also, 0 to 5 numbers of M ≥ 4 0 earthquakes are expected to occur with the probability not less than 0.96 in the studied area for the next 35 years. As for the modeling and forecasting performance of HMM and PP,it is concluded that PHMM produces meaningful results to predict the annual frequencies for earthquakes of a particular magnitude.
One of the most important parameters used in the design of large engineering constructions is the horizontal acceleration resulted from earthquakes. The magnitude of an earthquake is one of the main parameters used to calculate the maximum horizontal acceleration. Therefore, the use of the results obtained by PHMM provides crucial information for the prediction of the momentum which may come upon the engineering structures. For the future studies, taking into consideration of HMM in earthquake hazard problems makes serious contributions to design more economical and safer engineering structures.
