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Abstract
We consider the differential game formulation of the nonlinear state feedback H∞ control problem,
in which the control term enters linearly in the dynamics and quadratically in the cost. Under well-known
conditions on the linearisation of this problem around the equilibrium point at the origin, there exists a stable
Lagrangian manifold Λ. This manifold has a generating function S quadratic at infinity. A Lusternick–
Schnirelman minimax construction produces from S a Lipschitz function W over state space. We show
that, for problems in general position, −W is the lower value function for the H∞ problem, and prove
existence of a weak globally optimal set valued feedback solution in terms of ∂W , the generalised gradient
of W . This feedback generalises, to a maximal region over which Λ is simply connected, the classical
smooth feedback defined on the neighbourhood of the origin over which Λ has a well-defined projection
onto state space.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
This paper addresses a gap in the literature concerning the existence of a state feedback solu-
tion to the nonlinear control affine H∞ problem. The well-known state space solution put forward
by van der Schaft [14,15] shows that if the linearisation of the problem around the equilibrium
point has a solution at a given attenuation level γ , then the nonlinear problem at the same at-
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is to consider the smooth generating function S0 of the stable invariant Lagrangian manifold Λ
associated with the Hamiltonian dynamics of the problem. A control satisfying the L2-gain con-
dition is shown to exist in feedback form as a function of ∇S0 and, for the closed loop system
given by this control, the available storage function is shown to be −S0. The size of the region
Ω0 is limited by the requirement that Λ be single sheeted, i.e., have a well-defined state space
projection, over Ω0, as this is a necessary condition for the existence of a smooth generating
function S0 on Ω0. The gap in the literature is that this restriction on the extent of Ω0 does not
appear to be an intrinsic requirement. In general, the stable manifold Λ covers a much larger
region, if not the whole, of state space, and it would seem plausible that the conclusions of the
above arguments, if not the arguments themselves, should be extendable to this larger region.
In this paper we show that this is indeed the case. If Ω is taken to be the largest open region
of state space over which Λ is simply connected, then Λ can no longer be characterised as the
graph of the gradient of some function over Ω. However, the appropriate generalisation of S0 is
given by a concept from symplectic topology called a generating function quadratic at infinity
(GFQI) for Λ, and denoted as S below. This exists on a fibre space over Ω, but can be reduced,
via a Lusternick–Schnirelman minimax procedure, to a Lipschitz function W on Ω known as a
graph selector for Λ. We show in this paper that a set valued feedback control can be constructed
on Ω as a function of ∂W, the generalised gradient of W. We then express the H∞ problem as a
differential game, using an amended version of the formulation put forward by Soravia [13], and
show that −W is the lower value of this game. Furthermore, we show that there is a well-defined
selection of control from the set-valued feedback, such that the resulting closed loop system
achieves this lower value −W in response to the worst case disturbance. The set valued feedback
is therefore said to be weakly optimal.
There are two simpler special cases of the control affine H∞ problem where smooth exis-
tence results were also known to hold on a small open region Ω0 over which an appropriate
Lagrangian manifold Λ is single sheeted, and where arguments similar to the above have been
applied to enlarge the region of existence to the maximal open region Ω over which Λ is simply
connected. The first application was given in [5] and deduces the L2-gain property and exis-
tence of a nonsmooth available storage function for a nonlinear control affine system from the
existence of an unstable Lagrangian manifold. The second is given in [9] and uses the existence
of a stable Lagrangian manifold to prove existence of a nonsmooth weakly optimal set valued
feedback solution to the infinite horizon control affine nonlinear regulator problem. In these two
special cases, the associated Hamiltonian H(x,p), arising from the maximum principle, is, re-
spectively, concave in p for all x, or convex in p for all x. The construction of the Lipschitz graph
selector function W in both cases therefore takes an especially simple form, which we review
below. This removes the need in these special cases to appeal to complicated machinery from
symplectic topology in order to construct W. However, for the full control affine H∞ problem,
the Hamiltonian is in general convex for some x and concave for some x, and a more sophisti-
cated approach based on GFQIs and graph selectors is required in order to properly define W and
deduce the required Lipschitz continuity. We outline the details of this approach below, giving
references to the original results as well as some examples which, we hope, will convince the
reader that the underlying concepts are still simple and intuitive.
We believe that the increase in technical complexity associated with these techniques is more
than offset by the power they provide, and we believe that they will soon be part of the toolkit
of applied researchers working on optimisation and calculus of variations problems. We have
already, in an earlier paper [10], analysed conditions under which a graph selector is a viscos-
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constructed from the stable manifold Λ is a viscosity solution to the Hamilton–Jacobi–Isaacs
equation associated with the differential game. Other researchers have also started looking at
applications of GFQIs and graph selectors to control problems—see, for example, [3] which re-
formulates the necessary conditions for optimality of a Mayer problem in terms of GFQIs and
graph selectors.
The contents of the paper are organised as follows. In the remainder of this section we for-
mulate the H∞ problem in terms of a differential game. Then in the next section we review the
theory of GFQIs and graph selectors, giving some examples. In Section 3, we apply this theory
to derive the global Lipschitz function W associated with the Lagrangian manifold Λ for the H∞
problem. Then in Section 4 we show that −W is the value function and prove the existence of a
set-valued feedback solution.
The problem to be studied is as follows. Consider the nonlinear affine system subject to con-
trols u and (unknown) disturbances w given by
x˙ = f (x)+ g(x)u+ k(x)w, x(0) = ζ, z = h(x), (1)
where x ∈ Rn, u ∈ Rm, z ∈ Rp , w ∈ Rq and where f , g, h, k are C2 functions of the appropriate
dimensions with h(0) = 0 and h(x) = 0 for x = 0. Assume that there is an equilibrium at x = 0,
i.e., f (0) = 0. Define the sets of admissible control and disturbance functions by
Ψ = {u : [0,∞)→ Rm: u(·) ∈ L2[0, T ] for all T < ∞},
Φ = {w : [0,∞) → Rq : w(·) ∈ L2[0, T ] for all T < ∞}
and denote by xζ (· ;u,w) or simply xζ (·) or x(·) the unique solution to (1) corresponding to
the choice of control u ∈ Ψ and disturbance w ∈ Φ. We also introduce below a state dependent
norm on the control input u, defined in terms of a C2 function r :Rn → Rm×m such that r(x) is
positive definite for all x.
Following [13], we define the set of admissible strategies Δ for the controller to be the set of
nonanticipating functionals υ :Φ → Ψ, i.e., such that for all t > 0, b = b¯ a.e. in [0, t] ⇒ υ[b] =
υ[b¯] a.e. in [0, t]. Given an open set 0 ∈ Ω ⊂ Rn, an initial point ζ ∈ Ω and a strategy υ, we
define the set of disturbances which can be tolerated by υ, given an initial point at ζ, to be
ΦΩ,υ =
{
w ∈ Φ: xζ
(
t;υ[w],w) ∈ Ω for all t  0}.
Then for some set-valued function Πˆ(x) of the state variable which defines a set of worst case
disturbances at x (to be defined in detail later), define the set of viable strategies for staying in Ω
given an initial point at ζ to be
Δ
Ω,Πˆ
= {υ ∈ Δ: wˆ(·) ∈ ΦΩ,υ for some wˆ(·) ∈ Πˆ(x(·))}, (2)
i.e., a viable strategy υ[·] is one which keeps x(t;υ[wˆ], wˆ) in Ω for all t for some selection
of worst case disturbance wˆ(t) ∈ Πˆ(x(t)). Note that Soravia’s original formulation of the game
defined viable strategies to be those which can tolerate the null disturbance. This amendment to
consider as viable those strategies which can tolerate the worst case disturbance is motivated by
a similar amendment put forward in [1], albeit for a different problem.
System (1) is then said to have finite gain in Ω measured by γ if Ω is viable for all initial
points ζ ∈ Ω , i.e., Δ
Ω,Πˆ
is nonempty for all ζ , and if the function
Vˆ Ωγ (ζ ) = inf
υ∈Δ
Ω,Πˆ
sup
w∈ΦΩ,υ
sup
T>0
T∫ 1
2
(∣∣h(xζ (t))∣∣2 + υ[w]T r(xζ (t))υ[w] − γ 2|w|2)dt (3)0
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general can take the value +∞ at some points. Then the local H∞ suboptimal control problem
with attenuation level γ > 0 is said to be solvable if for any open set U containing 0, there is an
open set Ω with 0 ∈ Ω ⊂ U such that system (1) has finite gain γ in Ω . If Ω = Rn then the H∞
suboptimal control problem is said to be solvable.
The Hamilton–Jacobi–Isaacs equation associated with this differential game is H(x,−∂V/
∂x) = 0 with Hamiltonian H given by
H(x,p) = min
w∈Rq maxu∈Rm
{
pT
(
f (x)+ g(x)u+ k(x)w)− 1
2
∣∣h(x)∣∣2 − 1
2
uT r(x)u+ 1
2
γ 2|w|2
}
= 1
2
pT g(x)r(x)−1g(x)T p − 1
2γ 2
pT k(x)k(x)T p + pT f (x)− 1
2
∣∣h(x)∣∣2. (4)
We note that the above Hamiltonian is in general neither convex in p for all x, nor concave in
p for all x. For fixed x, it is a quadratic form in p, but the rank and index of this form will, in
general, vary with x. It is shown in [13] that Vˆ Ωγ is a viscosity solution of H(x,−∂Vˆ Ωγ /∂x) = 0
and, when continuous, is minimal among nonnegative continuous supersolutions.
As noted above, it is shown in [10] that V = −W is a viscosity solution of H(x,−∂V/∂x) = 0,
where W is the graph selector associated with the stable Lagrangian manifold for the dynamics
of H. We show below that in fact V = Vˆ Ωγ and construct a weakly optimal set valued feedback
in terms of ∂V . The arguments are direct and involve integrating along bi-characteristics of the
Hamiltonian flow, rather than using viscosity techniques.
2. Generating functions quadratic at infinity and graph selectors
We start by reviewing the definition and properties of a generating function quadratic at in-
finity. Let Λ be a Lagrangian submanifold of T ∗X for some closed n-dimensional manifold X.
Then Λ is said to have a generating function quadratic at infinity (GFQI), denoted S, if there
exists a vector bundle P = X × E → X (with fibre space given by vector space E which we
assume to be real E = Rm for some m) and a C2 function S : (x, ξ) ∈ P → S(x, ξ) ∈ R such that
the critical set
ΣS =
{
(x, ξ) ∈ P : ∂S
∂ξ
(x, ξ) = 0
}
is n-dimensional and Λ is the image of ΣS under the embedding
iS : (x, ξ)→
(
x,
∂S
∂x
(x, ξ)
)
,
with S(x, ξ) = Bx(ξ) for all |ξ |  R > 0 for some family Bx(·) of nondegenerate quadratic
forms.
Suppose that Λ is Lagrangian isotopic to the zero section of T ∗X, i.e., can be smoothly
transformed into the zero section via a family of Lagrangian isomorphisms, and that Λ is exact,
i.e., the integral
∫
p dx vanishes when evaluated on closed loops on Λ. These conditions are
satisfied if, for example, Λ is the image under a Hamiltonian flow of some initial Lagrangian
manifold with a well-defined projection onto X. Then, by [12, Théorème], Λ has a GFQI S, and
by [16, Proposition 1.5], S is unique up to stable equivalence.
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then they can both be transformed into the same generating function S through application of
operations of the form
S(x, ξ, η) = Si(x, ξ)+Ci(η)
and
S(x, ξ) = Si
(
x,ψi(x, ξ)
)
,
where Ci(·) is a nondegenerate quadratic form on Rl and (x, ξ) → (x,ψi(x, ξ)) is a fibre pre-
serving diffeomorphism of P. This still leaves an indeterminate constant in the definition of S.
Note, in the example cited above of a Lagrangian manifold generated under a Hamiltonian flow
from an initial Lagrangian manifold Λ0, this constant is determined by the choice of constant in
the generating function S0 for Λ0. We will fix this constant using the same approach in the case
of a generating function for the stable Lagrangian manifold appearing in the H∞ problem.
The construction of a GFQI S for Λ, as set out in [4,12], uses the so-called broken phase
curves method to produce a finite-dimensional parameterisation of the Hamilton–Jacobi action
functional, considered as an infinite-dimensional generating function for Λ. For the benefit of
readers unfamiliar with this theory and to illustrate the essential simplicity of the idea, we give
the following simplified version of the proof for the case where X = Tn, a n-dimensional torus.
This is taken from the unpublished [7] and was communicated to us by Claude Viterbo.
Let Λ0 denote the zero section of T ∗X, and suppose Λ is exact and Lagrangian isotopic
to Λ0. Then there exists a time dependent Hamiltonian H :T ∗X × [0,1] → T ∗Rn with com-
pact support and with phase flow ϕt on T ∗X such that Λ = ϕ1(Λ0). Lift H to a Hamiltonian
H˜ (q,p, t) :T ∗Rn ×[0,1] → T ∗Rn which is Zn-periodic with respect to q, and denote by ϕ˜t the
corresponding phase flow on T ∗Rn. Let 0  s < t  1 and consider the canonical transforma-
tion (Q,P ) = Rts(q,p) of T ∗Rn given by Rts := ϕ˜t ◦ ϕ˜−1s . Then there exists δ > 0 such that for
t − s < δ, Rts is defined by a canonical generating function Sts(Q,p) such that
P = p + δSts/δQ, q = Q+ δSts/δp
and the mapping (Q,p) → (q,p) is a diffeomorphism of T ∗Rn. The function Sts is defined up
to an additive constant by the formula
Sts(Q,p) =
τ∫
s
(
(Pτ − p)dQτ/dτ − H˜τ (Qτ ,Pτ )
)
dτ,
where (Qτ ,Pτ )= Rτs (q,p). So Sts is Zn-periodic with respect to Q and C2. Choose a sufficiently
large integer l such that 1/(l + 1) < δ and let Sj,t = S(j+1)t/(l+1)j t/(l+1) for 0 t  1 and (Qj ,Pj ) =
R
(j+1)t/(l+1)
j t/(l+1) (qj ,pj ) for each 0 j  l. Then the function
St (Q0, . . . ,Ql,p0, . . . , pl)=
l∑
j=0
(
Sj,t (Qj ,pj )+ pj+1(Qj+1 −Qj)
)
,
with the convention that l + 1 = 0, has differential
dSt (Q0, . . . ,Ql,p0, . . . , pl) =
l∑(
(Pj − pj+1) dQj + (qj+1 −Qj)dpj+1
)
.j=0
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consider the subvariety ΣSt of P = X ×E on which the partial derivatives of St with respect to
(Qj ,pj+1)0j<l all vanish. Then the graph of ϕ˜t is the image of ΣSt under the embedding
(Q0, . . . ,Ql,p0, . . . , pl) →
(
(Ql + δSt/δp0,p0), (Ql,p0 + δSt/δQl)
)
.
To see this, note that on ΣSt , (qj+1,pj+1) = R(j+1)t/(l+1)j t/(l+1) (qj ,pj ) for each 0  j < l and so
(Ql,Pl) = ϕ˜t (q0,p0). Now let pj −p0 = zj and Qj −Qj−1 = yj for 1 j  l, and let (y, z) =
(yj , zj )1jl denote the fibre coordinates. Then we can re-write St as S˜t ((y, z), (Ql,p0)) =
F˜t ((y, z), (Ql,p0))+∑lj=1 zj yj where
F˜t
(
(y, z), (Ql,p0)
)= S0,t
(
Ql −
l∑
i=1
yi,p0
)
+
l∑
j=1
Sj,t
(
Ql −
∑
j<i1
yi,p0 + zj
)
and where
∑l
j=1 zj yj is a nondegenerate quadratic form of index l on the fibre space R2l . Since
the functions Sj,t have compact support, S˜t reduces to this quadratic form for large (y, z). So
now restricting S˜1((y, z), (Ql,0)) to {p0 = 0} we get a Zn-periodic function with respect to Ql,
which, on taking quotients and considering Ql ∈ X, induces the required GFQI for Λ. The gen-
eralisation to an arbitrary closed manifold X is achieved by embedding it in Rm for sufficiently
large m—see [12] for details. Also note that, under the above definition of uniqueness up to stable
equivalence, we can add extra dimensions to the fibre space and add a corresponding quadratic
form of arbitrary index to the GFQI. So the fact that the above proof produces a quadratic form
with index equal to its co-index is not an intrinsic property of a GFQI.
Next we review the definition and properties of a graph selector. This uses facts from relative
homology and Morse groups, for which we refer the reader to, for instance, [8, Chapter 8] for
a good introduction. In particular, we will make use of the following basic fact about relative
homology groups
Hn
(
Bk,Bk\{0}) δn,kR.
Let Sx(ξ) = S(x, ξ) and let
Ec(Sx) = Ec =
{
ξ ∈ E: Sx(ξ) c
}
.
Then for c large enough
Hk
(
Ec,E−c
) {R if k is index of Bx,
0 otherwise.
Note, the family Bx has the same index for all x. Let α be the generator of H ∗(Ec,E−c). Then
define
γ (α,Sx) = inf
{
λ: α induces nonnull class in H ∗
(
Eλ,E−c
)}
.
Denote
WS(x) = γ (α,Sx).
Now, as noted in [16, Section 2], the definition of WS is invariant under the above defined oper-
ations of stable equivalence. Since S is unique up to stable equivalence, it follows that W is in
fact independent of the particular choice of S. So we can drop the S subscript and refer to W as
an (invariant) graph selector for Λ. Note that W(x) is a critical value of Sx(·).
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(1) singular values for the projection π :Λ → X, or
(2) nonsingular values such that there exists ξ = ξ ′ with
∂S
∂ξ
(x0, ξ)= ∂S
∂ξ
(x0, ξ
′) = 0, S(x0, ξ)= S(x0, ξ ′), ∂S
∂x
(x0, ξ) = ∂S
∂x
(x0, ξ
′)
(i.e., distinct points on Λ with the same projection onto X and s.t. ∫ p dx on a path between
them is null).
Then X0 is closed with empty interior (i.e., measure zero) and W is Lipschitz in X, W is Ck
in X\X0 for some k  1 and for x ∈ X\X0(
x,
∂W
∂x
(x)
)
∈ Λ.
See [18, Proposition II, Lemma V] or [11, Theorem 2.1] for details. This latter reference has
a particularly clear proof of the Lipschitz continuity of W. Hence W is called a graph selector
because its differential smoothly selects a single value of the section Λ over X\X0, where Λ is
thought of as a multi-valued section of T ∗X.
As an example, consider the case where Λ is generated under the reverse time Hamiltonian
flow from a final manifold ΛT which has a well-defined state space projection and where the
Hamiltonian H(x,p) is convex in p for all x. Then, as shown in [10, Lemma 5.2], the GFQI
S for Λ is negative definite at infinity and the graph selector W is the global maximum of the
critical values of S with respect to ξ :
W(x) = max
{
S(x, ξ): ξ ∈ E s.t. ∂S
∂ξ
(x, ξ)= 0
}
.
Similarly if H(x,p) is concave, then S is positive definite at infinity and W is the global mini-
mum of the critical values of S with respect to ξ . Note that it was in this simplified form that the
graph selector was used in [5,9].
3. Existence of a nonsmooth solution to the HJB equation
We now return, from a general discussion of generating functions and graph selectors, to
the specific situation outlined in the introduction, where H is the nonconvex Hamiltonian given
by (4). We assume that the linearisation of (1) at x = 0 with null disturbance is stabilizable and
detectable and that the attenuation level γ is chosen such that the linearised H∞ problem at x = 0
is solvable at level γ . It then follows, as in [14,15], that the equilibrium point x = p = 0 for the
Hamiltonian dynamics x˙ = ∂H/∂p, p˙ = −∂H/∂x is hyperbolic and there exists a corresponding
global stable manifold Λ in R2n phase space. This manifold Λ is Lagrangian, H = 0 on Λ and
Λ contains Hamiltonian bi-characteristics which tend asymptotically to the origin as t → ∞.
It follows that there exists some state space neighbourhood Ω0 of x = 0 over which Λ is a
graph {x, ∂S0(x)/∂x: x ∈ Ω0} for some (classical) smooth generating function S0(x). Since H
vanishes on Λ, S0 is a smooth solution to −H(x, ∂S0(x)/∂x) = 0 over Ω0.
To establish the conditions of the previous section required for existence of a graph selector W
on Λ, let Ω be the largest open region in state space containing 0 with the following properties:
(1) Ω is covered by Λ—i.e., for every x ∈ Ω there is some (x,p) ∈ Λ;
D. McCaffrey / J. Math. Anal. Appl. 324 (2006) 682–695 689(2) Ω is forward invariant with respect to the Hamiltonian dynamics on Λ—i.e., for every
(x,p) ∈ Λ with x ∈ Ω, the Hamiltonian bi-characteristic (xs,ps) with (x0,p0) = (x,p)
satisfies xs ∈ Ω for all s  0.
Note that Ω will in general be strictly larger than Ω0, but may not equal the whole of Rn state
space, e.g., in cases where Λ does not cover Rn or is not globally simply connected. To deal with
these cases, we restrict consideration to the submanifold of Λ consisting of those (x,p) ∈ Λ with
x ∈ Ω. This submanifold, which we continue to denote as Λ, is simply connected, and we can
lift Ω to a closed manifold X and Λ to a Lagrangian submanifold of T ∗X such that Λ is exact
and Lagrangian isotopic to the zero section of T ∗X.
Note that this transforms the question as to whether the local or global H∞ problem is solv-
able, i.e., whether the finite gain property can be established for Ω ⊂ Rn or for Ω = Rn, into
a question about the geometry of the stable manifold Λ for the H∞ problem and the extent to
which it has to be restricted in order to be liftable to a manifold which is exact and Lagrangian
isotopic to the zero section.
Now let S(x, ξ) be a GFQI for Λ which satisfies S(x, ξ) = S0(x) + B(ξ) for x ∈ Ω0 and
for some nondegenerate quadratic form B(·). S is unique, up to stable equivalence, with the
indeterminate constant in the definition of S fixed in this case by the choice of constant term
S0(0) = 0. Let W be the graph selector corresponding to S. W is unique, exists globally on X
and coincides with S0 over Ω0. Also, since W is smooth on X\X0 and H vanishes on Λ, we
have that
−H
(
x,
∂W
∂x
(x)
)
= 0 (5)
for x ∈ X\X0, where X0 is as defined in the previous section. So W is a classical solution to (5)
on X\X0, and extends to a Lipschitz function on the whole of X. Since W exists and is uniquely
determined by Λ, it can be thought of as a generalised solution to (5) on the whole of X, one
which has been referred to in the recent literature [4,17,18] as a variational solution.
To conclude this section we state the following technical result which appears as [10, Propo-
sition 5.7]. This is required to show that the set-valued feedback described in the next section is
well defined. It says that if the GFQI S(x0, ·) achieves the graph selector critical value W(x0)
at some point (x0,p0) ∈ Λ, then for s > 0, S(xs, ·) achieves the graph selector critical value
W(xs) at (xs,ps) ∈ Λ, where (xs,ps) denotes the Hamiltonian bi-characteristic passing through
(x0,p0). Note that X0 is not necessarily connected, and so the hypothesis of the following result
still allows variation in index of H(x0,p) on X0, as well as variation in rank of H(x,p) for
x /∈ X0.
Proposition 1. Suppose that Λ lies in general position and that, for x0 ∈ X0, H(x0,p) is a
nondegenerate quadratic form in p. Let ξ0 be an arbitrary critical point of S(x0, ·) at which
S(x0, ξ0) = W(x0). Let (xs,ps) denote the bi-characteristic for the Hamiltonian given by (4)
which lies on Λ and satisfies (x0,p0) = (x0, ∂S/∂x(x0, ξ0)). We assume that (xs) intersects X0
transversely. For some neighbourhood U of x0, let φ :U → E be a smooth function with φ(xs) a
critical point of S(xs, ·) and φ(x0) = ξ0. Then there exists t > 0 such that S(xs,φ(xs)) = W(xs)
for s ∈ [0, t].
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So we have established the existence of a global Lipschitz function W on X, where W
is constructed from Λ as a graph selector corresponding to the GFQI S, and W solves
−H(x, ∂W/∂x(x)) = 0 as a generalised variational solution. So in particular we have a Lip-
schitz function W defined on Ω, where Ω is the maximal open region of X defined in the
previous section. If we let V = −W, and assume that V is nonnegative, then we show in this
section that V (x) = Vˆ Ωγ (x) for x ∈ Ω, where Vˆ Ωγ is the lower value function defined in (3) for
the nonlinear-affine H∞ problem.
The first step is to show the set Δ
Ω,Πˆ
of viable strategies on Ω is nonempty in an appropriate
sense. Recall that, for (x,p) ∈ Λ, the maximum and minimum in (3) are achieved, respectively,
by u∗(p) = r−1(x)gT (x)p and w∗(p) = − 1
γ 2
kT (x)p. Now, by definition of the GFQI S for Λ,
for a given x ∈ X and for each p such that (x,p) ∈ Λ, there exists a unique ξ = ξ(x,p) ∈ E
such that p = ∂S
∂x
(x, ξ). Furthermore, since the graph selector W(x) = −V (x) is a critical value
of Sx = S(x, ·) and the set of critical points of Sx are in 1–1 correspondence with the points of Λ
lying over x, there exists at least one pˆ such that (x, pˆ) ∈ Λ, and a corresponding ξˆ = ξ(x, pˆ)
such that −V (x) = S(x, ξˆ ) and pˆ = ∂S
∂x
(x, ξˆ ). For x ∈ X\X0, as defined in Section 2, this pˆ is
unique, and can be written pˆ = pˆ(x). Further since S is C2, pˆ(x) varies smoothly with x for
x ∈ X\X0. So we can define, on X\X0, a control input in smooth feedback form
uˆ(x) = r−1(x)gT (x)pˆ(x) (6)
and a “worst case” disturbance input, also in smooth feedback form
wˆ(x) = − 1
γ 2
kT (x)pˆ(x). (7)
This is the worst case disturbance in the sense that, as will be shown below, it achieves the
supremum over w ∈ ΦΩ,υ in (3).
Now, at points x ∈ X0, which as noted in Section 2 is a closed set with empty interior, there
are multiple critical points ξˆj , j ∈ J , of Sx at each of which the graph selector critical value
−V (x) = S(x, ξˆj ) is achieved. At each such critical point, there is a point (x, pˆj ) ∈ Λ lying
over x, with pˆj = ∂S∂x (x, ξˆj ).
The above smooth feedback control and disturbance inputs (6) and (7) on X\X0 can be ex-
tended to set-valued feedbacks on the whole of X as follows. Let
Pˆ (x) =
{
pˆj = ∂S
∂x
(x, ξˆj ):
∂S
∂ξ
(x, ξˆj )= 0 and − V (x) = S(x, ξˆj )
}
and let
P(x) = co{Pˆ (x)},
where co denotes convex hull. Note in passing that, as shown in [10], the generalised gradient
∂W(x) ⊆ P(x). Then, for x ∈ X, define a set-valued feedback control input in the form
U(x) = r−1(x)gT (x)P (x) (8)
and a set-valued feedback disturbance input in the form
Π(x) = − 12 kT (x)P (x). (9)γ
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classical smooth feedback.
Now, with u = u(x) ∈ U(x) and w = w(x) ∈ Π(x), we can generalise the controlled sys-
tem (1) to the following almost sure differential inclusion
x˙ ∈ F(x) = f (x)+ g(x)U(x)+ k(x)Π(x), x(0) = ζ. (10)
Since U(x) and Π(x) are convex sets, the set valued vector field F(x) satisfies the compactness
and continuity conditions of the results of Filippov [6], from which we can therefore conclude
that there exist well-defined solutions x(t;u,w) to (10) with u(t) ∈ U(x(t)) and w(t) ∈ Π(x(t))
for a.e. t > 0.
Now define the following extremal subsets of U(x) and Π(x):
Uˆ (x) = r−1(x)gT (x)Pˆ (x), (11)
Πˆ(x) = − 1
γ 2
kT (x)Pˆ (x). (12)
This latter is the set valued worst case disturbance set referred to earlier in the definition of viable
strategies given in (2).
Then, in the spirit of [2, Chapter III] and of [6, Section 15, Chapter 3], we say that the
multi-valued feedback U(x) has the properties of worst case weak viability and worst case weak
asymptotic stability on Ω if, for all ζ ∈ Ω and for any selection of worst case disturbance wˆ(t)
from the subset Πˆ(x(t)), there exists at least one selection of control term uˆ(t) ∈ U(x(t)) such
that the corresponding solution xζ (t; uˆ, wˆ) to the differential inclusion (10) is viable and asymp-
totically stable, where viability means xζ (t; uˆ, wˆ) ∈ Ω for all t  0, i.e., that uˆ(·) ∈ ΔΩ,Πˆ as
defined by (2).
Proposition 2. For Λ in general position, U(x) is worst case weakly viable and worst case
weakly asymptotically stable on Ω, where for each ζ ∈ Ω and wˆ ∈ Πˆ(x), there exists some
choice of feedback uˆ ∈ Uˆ (x) ⊂ U(x) which gives a viable, asymptotically stable solution
xζ (t; uˆ, wˆ).
Proof. Consider an initial point ζ ∈ Ω and suppose, first of all, that ζ ∈ X0, so there exist
multiple pˆj ∈ Pˆ (ζ ). Choose one of them and denote it by pˆ0. This corresponds to making a
choice of initial worst case disturbance term wˆ(0) = −(1/γ 2)kT (ζ )pˆ0 ∈ Πˆ(ζ ). Let ξˆ0 be the
corresponding critical point of S(ζ, ·) at which S(ζ, ξˆ0)= −V (ζ ) and let (x(s),p(s)) denote the
bi-characteristic for the Hamiltonian given by (4) which lies on Λ and satisfies
(
x(0),p(0)
)= (ζ, pˆ0) =
(
ζ,
∂S
∂x
(ζ, ξˆ0)
)
.
There exists a smooth function φ :U → E on a neighbourhood U of ζ, such that φ(x(s)) is
a critical point of S(xs, ·) and φ(ζ ) = ξˆ0. Then, by Proposition 1, there exists t > 0 such that
S(x(s),φ(x(s))) = −V (x(s)) for s ∈ [0, t]. So along the bi-characteristic (x(s),p(s)), we have
p(s) ∈ Pˆ (x(s)) for s ∈ [0, t]. Furthermore, the argument of the proof of Proposition 1 (see [10])
shows that in fact, Pˆ (x(s)) = {p(s)} for s ∈ (0, t], while p(s) /∈ Pˆ (x(s)) for s ∈ [−t,0), i.e.,
locally around s = 0 along the bi-characteristic (x(s),p(s)), the set Pˆ (x(s)) is single valued and
contains the adjoint value p(s) for s > 0, while it does not contain p(s) for s < 0. Given this last
observation, we can conclude that Pˆ (x(s)) = {p(s)} for all s > 0, since otherwise there would
have to exist some t1 > 0 such that Pˆ (x(s)) was multi-valued at s = t1 with Pˆ (x(s)) = {p(s)} for
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would lead to a contradiction.
Now consider the other case, where ζ ∈ Ω\X0. As noted at the start of this section, Pˆ (ζ ) is
then singled-valued. Denote the unique value in Pˆ (ζ ) by pˆ0 and consider the bi-characteristic
(x(s),p(s)) on Λ satisfying (x(0),p(0)) = (ζ, pˆ0). Let ξˆ0 be the critical point of Sζ corre-
sponding to pˆ0, i.e., satisfying pˆ0 = ∂S/∂x(ζ, ξˆ0). Let φ :U → E be a smooth function on a
neighbourhood U of ζ, such that φ(x(s)) is a critical point of S(x(s), ·) and φ(ζ ) = ξˆ0. Now
the critical value −V (ζ ) = S(ζ, ξˆ0) is achieved uniquely at ξˆ0 and since X0 is closed, it follows
that −V (x(s)) = S(x(s),φ(x(s))) is also achieved uniquely at φ(x(s)) for small s > 0. Hence,
along the bi-characteristic (x(s),p(s)), Pˆ (x(s)) = {p(s)} for small s > 0. Then, by the same
argument as in the previous paragraph, we can conclude that Pˆ (x(s)) = {p(s)} for all s > 0.
So now consider the controlled trajectory x(t; uˆ, wˆ) with x(0) = ζ ∈ Ω and with some choice
of initial worst case disturbance term
wˆ(0) = −(1/γ 2)kT (ζ )pˆ0 ∈ Πˆ(ζ ).
Let this choice determine the initial control term uˆ(0) = r−1(ζ )gT (ζ )pˆ0 ∈ Uˆ (ζ ). Then, by the
previous two paragraphs, the sets Uˆ (x(t; uˆ, wˆ)) and Πˆ(x(t; uˆ, wˆ)) are single valued along this
trajectory for t > 0. Thus x(t; uˆ, wˆ) is uniquely defined apart from, possibly, at the initial point ζ
where there is a choice of worst case disturbance term. Also x(t; uˆ, wˆ) is the projection of
the Hamiltonian bi-characteristic (x(t),p(t)) lying on Λ and satisfying (x(0),p(0)) = (ζ, pˆ0).
Since Λ is the stable manifold associated with the equilibrium point at x = 0 for the dynamics
of H, it follows that x(t; uˆ, wˆ) → 0 as t → ∞, establishing worst case weak asymptotic stability
for U . Also x(t; uˆ, wˆ) ∈ Ω for all t  0, since by construction Ω is forward invariant with respect
to the dynamics of H. So for the particular uˆ(·) ∈ Uˆ (·) determined by our choice of wˆ(·) ∈ Πˆ(·),
specifically by our choice of initial disturbance wˆ(0) ∈ Πˆ(ζ ), it follows that wˆ ∈ ΦΩ,uˆ. Hence
uˆ(·) ∈ Δ
Ω,Πˆ
as defined by (2), which establishes worst case weak admissibility for U . 
Before we state the main result of this section we need one final definition. Again this is made
in the spirit of [2, Chapter III] and says that the multi-valued feedback U(x) has the properties of
worst case weak optimality on Ω if, for all ζ ∈ Ω and for any selection of worst case disturbance
wˆ(t) from the subset Πˆ(x(t)), there exists at least one selection of control term uˆ(t) ∈ U(x(t))
such that uˆ(·) ∈ Δ
Ω,Πˆ
and such that the lower value (3) is achieved by the integral
sup
T>0
T∫
0
1
2
(∣∣h(xζ (t; uˆ, wˆ))∣∣2 + uˆ(t)T r(xζ (t; uˆ, wˆ))uˆ(t)− γ 2∣∣wˆ(t)∣∣2)dt
along the solution xζ (t; uˆ, wˆ) to the differential inclusion (10).
Theorem 3. Suppose V (ζ ) > 0 for all 0 = ζ ∈ Ω. Suppose that for all ε > 0, there exists δ > 0
with |h(x)|2 − γ 2|wˆ|2  δ for all x ∈ Ω\Bε(0) and all wˆ ∈ Πˆ(x). Then V (ζ ) = Vˆ Ωγ (ζ ) for
all ζ ∈ Ω. Furthermore, U(x) is worst case weakly optimal on Ω with, for each ζ ∈ Ω and
wˆ ∈ Πˆ(x), some choice of feedback uˆ ∈ Uˆ (x) ⊂ U(x) giving a controlled trajectory xζ (t; uˆ, wˆ)
along which the lower value is achieved. Also, V is a worst case weak Lyapunov function for U .
Proof. Note, by the assumptions on the linearised problem at the origin, V (0) = −S0(0) = 0.
Let ζ ∈ Ω. We first show that V (ζ )  Vˆ Ωγ (ζ ). Let wˆ(0) = −(1/γ 2)kT (ζ )pˆ0 ∈ Πˆ(ζ ) be any
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r−1(ζ )gT (ζ )pˆ0 ∈ Uˆ (ζ ). Then, as shown above, the resulting controlled trajectory x(t) =
x(t; uˆ(t), wˆ(t)) is asymptotically stable with x(t) ∈ Ω for all t  0 and with Uˆ (x(t)) = {uˆ(t)}
and Πˆ(x(t)) = {wˆ(t)} for all t > 0. Furthermore, there exists a Hamiltonian bi-characteristic
(x(t),p(t)) lying over x(t) on Λ and such that Pˆ (x(t)) = {p(t)} for all t > 0. So there exists a
smooth function φ :U → E on a neighbourhood U around the trajectory x(t), such that φ(x(t))
is a critical point of S(x(t), ·) and V (x(t)) = −S(x(t), φ(x(t))) for all t > 0. Now along the
trajectory x(t) we have
0 = H (x(t),p(t))= p(t)x˙(t; uˆ(t), wˆ(t))− l(x(t), uˆ(t), wˆ(t))
for all t > 0, where l(x, u,w)= 12 (|h(x)|2 +uT r(x)u−γ 2|w|2). Then, since dS = (∂S/∂x)dx+
(∂S/∂ξ) dξ = p dx on Λ, we have
−V (x(t))+ V (ζ ) =
t∫
0
l
(
x(s), uˆ(s), wˆ(s)
)
ds. (13)
Now x(t) → 0 as t → ∞. So, since V (0) = 0 and V (x) > 0 for x = 0,
V (ζ ) = sup
T>0
T∫
0
l
(
x(s), uˆ(s), wˆ(s)
)
ds. (14)
Now consider some w(·) ∈ Φ
Ω,Uˆ
. Then, by definition, x(t) = x(t; uˆ(t),w(t)) ∈ Ω for all t  0
for some choice uˆ(·) ∈ Uˆ(x(·)). By (11), this choice of uˆ(·) along the trajectory x(t) de-
fines p(·) ∈ Pˆ (x(·)) and corresponding critical point ξˆ (·) ∈ E of S(x(t), ·) satisfying p(t) =
∂S
∂x
(x(t), ξˆ (t)) and −V (x(t)) = S(x(t), ξˆ (t)). Then, for all t  0, since (x(t),p(t)) ∈ Λ,
0 = H (x(t),p(t))= min
w∈Rq
{
p(t)x˙
(
t; uˆ(t),w)− l(x(t), uˆ(t),w)}.
It follows that p(t)x˙(t; uˆ(t),w(t))  l(x(t), uˆ(t),w(t)) for all t  0 and so, since again dS =
p dx,
−V (x(t))+ V (ζ )
t∫
0
l
(
x(s), uˆ(s),w(s)
)
ds. (15)
Then, since V (x) > 0 for x = 0, it follows that
V (ζ ) sup
T>0
T∫
0
l
(
x(s), uˆ(s),w(s)
)
ds.
Since w(·) ∈ Φ
Ω,Uˆ
was arbitrary, we have that
V (ζ ) = sup
w∈Φ
Ω,Uˆ
sup
T>0
T∫
0
l
(
x(s), uˆ(s),w(s)
)
ds
 inf
u∈Δ
Ω,Πˆ
sup
w∈ΦΩ,u
sup
T>0
t∫
l
(
x(s), u(s),w(s)
)
ds = Vˆ Ωγ (ζ ).0
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Ω,Πˆ
be any viable control. Then, by definition,
wˆ(·) ∈ ΦΩ,u for some choice of wˆ(·) ∈ Πˆ(x(·)) and so the controlled trajectory x(t) =
x(t;u(t), wˆ(t)) ∈ Ω for all t  0. By (12), this choice of wˆ(·) along the trajectory x(t) de-
fines p(·) ∈ Pˆ (x(·)) and corresponding critical point ξˆ (·) ∈ E of S(x(t), ·) satisfying p(t) =
∂S
∂x
(x(t), ξˆ (t)) and −V (x(t)) = S(x(t), ξˆ (t)). Then, for all t  0,
0 = H (x(t),p(t))= max
u∈Rm
{
p(t)x˙
(
t;u, wˆ(t))− l(x(t), u, wˆ(t))}.
It follows that p(t)x˙(t;u(t), wˆ(t))  l(x(t), u(t), wˆ(t)) for all t  0 and so, since again dS =
p dx,
−V (x(t))+ V (ζ )
t∫
0
l
(
x(s), u(s), wˆ(s)
)
ds.
Now, if 0 is a limit point of x(t), take a sequence tn with x(tn) → 0 as n → ∞. Then, since
V (0) = 0 and V (x) > 0 for x = 0,
V (ζ ) sup
t
t∫
0
l
(
x(s), u(s), wˆ(s)
)
ds.
On the other hand, if 0 is not a limit point of x(t), then there exists ε > 0 and some T > 0 such
that x(t) /∈ Bε(0) for all t > T , from which it follows, by hypothesis, that |h(x)|2 − γ 2|wˆ|2  δ
for some δ > 0 and all t > T . So in this case also we have
V (ζ ) sup
t
t∫
0
l
(
x(s), u(s), wˆ(s)
)
ds = +∞.
So in either case we have:
V (ζ ) sup
T>0
T∫
0
l
(
x(s), u(s), wˆ(s)
)
ds  sup
w∈ΦΩ,u
sup
T>0
T∫
0
l
(
x(s), u(s),w(s)
)
ds.
Since this holds for all controls u(·) ∈ Δ
Ω,Πˆ
, we have that
V (ζ ) inf
u∈Δ
Ω,Πˆ
sup
w∈ΦΩ,u
sup
T>0
T∫
0
l
(
x(s), u(s),w(s)
)
ds = Vˆ Ωγ (ζ ).
Thus V (ζ ) = Vˆ Ωγ (ζ ) for all ζ ∈ Ω. Furthermore, it follows from (14) that, for any wˆ ∈ Πˆ, the
lower value Vˆ Ωγ is achieved by the required integral
sup
T>0
T∫
0
l
(
x(s), uˆ(s), wˆ(s)
)
ds
along the trajectory x(t; uˆ, wˆ) for some choice of feedback term uˆ(·) ∈ Uˆ (x) ⊂ U(x). So U(x)
is worst case weakly optimal on Ω.
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monotonic decreasing along trajectories x(t) = x(t; uˆ, wˆ) for any wˆ ∈ Πˆ and for the correspond-
ing choice of uˆ ∈ Uˆ . It follows that V is a worst case weak Lyapunov function for U—see [6].
Note, the condition on h in the above theorem can be removed by restricting the set of viable
controls Δ
Ω,Πˆ
to those which are asymptotically stable, in addition to remaining within Ω for
all t  0. Note also that the stronger notion of full optimality, which means that every choice of
feedback term from U(x) is optimal, does not hold on Ω for this problem.
5. Conclusion
For the above H∞ control problem, we have used the conditions which already guarantee ex-
istence of a smooth value function on a region Ω0 of the equilibrium point, to prove the existence
of a nonsmooth value function V and a weakly optimal set valued feedback on a larger region Ω .
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