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According to the Heyde theorem the Gaussian distribution on the real line is
characterized by the symmetry of the conditional distribution of one linear form
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1. Introduction
By the well-known Heyde theorem the Gaussian distribution on the real line is characterized by
the symmetry of the conditional distribution of one linear form of independent random variables given
another ([13], see also [14, § 13.4.1]). For two independent random variables this theorem can be
formulated as follows.
Theorem A. Let ξ1 and ξ2 be independent random variables with distributions µ1 and µ2. Assume
that α 6= −1. If the conditional distribution of the linear form L2 = ξ1 + αξ2 given L1 = ξ1 + ξ2 is
symmetric, then µ1 and µ2 are Gaussian distributions.
Group analogs of Heyde’s theorem in the case when independent random variables take values in a
locally compact Abelian group X, and coefficients of the linear forms are topological automorphisms
of X were studied in the articles [3]–[5], [7]–[11], [15]–[17], see also [6, Chapter VI]). We remark that
in all cited articles the corresponding characterization theorems were proved under certain restrictions
on coefficients of the linear forms. In the article we prove an analogue of Heyde’s theorem for two
independent random variables taking values in an a-adic solenoid without elements of order 2, assuming
that the characteristic function of considering random variables do not vanish. It is important that we
do not impose any restrictions on coefficients of the linear forms.
We note that although our proofs of the main results use methods of abstract harmonic analysis, it
was quite unexpected that some facts of complex analysis were also used, in particular, the well known
Hadamard theorem on the representation of an entire function of finite order.
Before we formulate the main theorem recall some definitions and agree on notation. Let X
be a second countable locally compact Abelian group. We will consider only such groups, without
mentioning it specifically. Denote by Aut(X) the group of topological automorphisms of X, and by
I the identity automorphism of a group. Denote by Y the character group of the group X, and
by (x, y) the value of a character y ∈ Y at an element x ∈ X. If G is a closed subgroup of X,
denote by A(Y,G) = {y ∈ Y : (x, y) = 1 for all x ∈ G} its annihilator. Let X1 and X2 be
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locally compact Abelian groups with character groups Y1 and Y2 respectively. Let α : X1 7→ X2 be
a continuous homomorphism. The adjoint homomorphism α˜ : Y2 7→ Y1 is defined by the formula
(αx1, y2) = (x1, α˜y2) for all x1 ∈ X1, y2 ∈ Y2. Denote by C the set of complex numbers, by R the
group of real numbers, by Z the group of integers, by Z(m) = {0, 1, . . . ,m − 1} the group of residue
classes modulo m, and by T = {z ∈ C : |z| = 1} the circle group. Let f(y) be a function on the group
Y , and let h ∈ Y . Denote by ∆h the finite difference operator
∆hf(y) = f(y + h)− f(y), y ∈ Y.
Let n be an integer. Denote by fn : X 7→ X an endomorphism of the group X defined by the formula
fnx = nx, x ∈ X. Put X(n) = fn(X), X(n) = Kerfn.
Let µ be a measure or a signed measure on the group X. The characteristic function (the Fourier
transform) of µ is defined by the formula
µˆ(y) =
∫
X
(x, y)dµ(x), y ∈ Y.
Denote by M1(X) the convolution semigroup of probability measures (distributions) on the group X.
Let µ ∈ M1(X). Denote by σ(µ) the support of µ. Define the distribution µ¯ ∈ M1(X) by the formula
µ¯(B) = µ(−B) for any Borel subset B of X. Note that ˆ¯µ(y) = µˆ(y). If G is a Borel subgroup of X,
we denote by M1(G) the subsemigroup of M1(X) of distributions concentrated on G. A distribution
γ ∈ M1(X) is called Gaussian (see [18, Chapter IV, §6]) if its characteristic function is represented in
the form
γˆ(y) = (x, y) exp{−ϕ(y)}, y ∈ Y, (1)
where x ∈ X, and ϕ(y) is a continuous non-negative function on the group Y satisfying the equation
ϕ(u+ v) + ϕ(u− v) = 2[ϕ(u) + ϕ(v)], u, v ∈ Y. (2)
Note that, in particular, the degenerate distributions are Gaussian. Denote by Γ(X) the set of Gaussian
distributions on X. Denote by Ex the degenerate distribution concentrated at a point x ∈ X.
2. a-adic solenoids
Recall the definition of an a-adic solenoid. Put a= (a0, a1, . . . ), where all aj ∈ Z, aj > 1. Denote
by ∆a the group of a-adic integers. Consider the group R × ∆a. Denote by B the subgroup of
the group R × ∆a of the form B = {(n, nu)}∞n=−∞, where u = (1, 0, . . . , 0, . . . ). The factor-group
Σa = (R×∆a)/B is called an a-adic solenoid. The group Σa is compact, connected and has dimension
1 ([12, (10.12), (10.13), (24.28)]). The character group of the group Σa is topologically isomorphic to
the discrete group of the form
Ha =
{
m
a0a1 . . . an
: n = 0, 1, . . . ; m ∈ Z
}
.
In order not to complicate the notation we will identify Ha with the character group of the group Σa.
We will also consider Ha as a subset of R. Any topological automorphism α of the group Σa is of the
form α = fpf
−1
q for some mutually prime p and q, where fp, fq ∈ Aut(Σa). We will identify α = fpf−1q
with the real number p
q
. If α = fpf
−1
q , then α˜ = fpf
−1
q , and we will also identify α˜ with the real
number p
q
. We note that if α 6= −I, then either Ker(I + α) = {0} or Ker(I + α) ∼= Z(m) for some m.
Put G = (Σa)(2). It is easy to verify that there are only two possibilities for G: either G = {0} or
G ∼= Z(2). It is obvious that G = {0} if and only if f2 ∈ Aut(Σa).
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It follows from (1) и (2) that the characteristic function of a Gaussian distribution γ on an a-adic
solenoid Σa is of the form
γˆ(y) = (x, y) exp{−σy2}, y ∈ Ha,
where x ∈ Σa, σ ≥ 0.
Let ξ1 and ξ2 be independent random variables with values in a locally compact Abelian group
X and distributions µ1 and µ2. Let αj, βj ∈ Aut(X). Consider the linear forms L1 = α1ξ1 + α2ξ2
and L2 = β1ξ1 + β2ξ2 and assume that the conditional distribution of the linear form L2 given L1 is
symmetric. It is easy to see that the description of possible distributions µj is reduced to the case
when L1 = ξ1 + ξ2, L2 = ξ1 + αξ2, where α ∈ Aut(X).
The main result of the article is the following theorem.
Theorem 1 . Consider an a-adic solenoid X = Σa. Assume that X contains no elements of order
2. Let α be a topological automorphism of the group X. Put K = Ker(I + α). Let ξ1 and ξ2 be
independent random variables with values in the group X and distributions µ1 and µ2 with nonvanishing
characteristic functions. Assume that the conditional distribution of the linear form L2 = ξ1+αξ2 given
L1 = ξ1+ξ2 is symmetric. Then each of the distributions µj can be represented in the form µj = γj ∗ω,
where γj ∈ Γ(X), ω ∈ M1(K). Moreover, if α > 0, then µj = Exj ∗ ω, where xj ∈ X, j = 1, 2.
Corollary 1. Consider an a-adic solenoid X = Σa. Assume that X contains no elements of order 2.
Let α be a topological automorphism of the group X. Let ξ1 and ξ2 be independent random variables
with values in the group X and distributions µ1 and µ2 with nonvanishing characteristic functions. The
symmetry of the conditional distribution of the linear form L2 = ξ1 + αξ2 given L1 = ξ1 + ξ2 implies
that µj are Gaussian distributions if and only if Ker(I + α) = {0}.
Theorem 1 will be proved in §3. In §4 we prove that generally speaking, Theorem 1 fails if an
a-adic solenoid X = Σa contains an element of order 2. Namely, we will prove for such groups that
if α < 0, then there exist independent random variables ξ1 and ξ2 with values in the group X and
distributions µj /∈ Γ(X) ∗M1(K) with nonvanishing characteristic functions such that the conditional
distribution of the linear form L2 = ξ1 + αξ2 given L1 = ξ1 + ξ2 is symmetric.
3. Proof of Theorem 1
To prove Theorem 1 we need some lemmas.
Lemma 1 ([6, Lemma 16.1]). Let X be a locally compact Abelian group, Y be its character group, α
be a topological automorphism of X. Let ξ1 and ξ2 be independent random variables with values in the
group X and distributions µ1 and µ2. The conditional distribution of the linear form L2 = ξ1+αξ2 given
L1 = ξ1 + ξ2 is symmetric if and only if the characteristic functions µˆj(y) satisfy Heyde’s functional
equation
µˆ1(u+ v)µˆ2(u+ α˜v) = µˆ1(u− v)µˆ2(u− α˜v), u, v ∈ Y. (3)
It is convenient for us to formulate as lemmas the following well-known statements (see e.g. [6,
§2]).
Lemma 2 . Let X be a locally compact Abelian group, Y be its character group. Let µ ∈ M1(X).
Then the set E = {y ∈ Y : µˆ(y) = 1} is a closed subgroup of Y , the characteristic function µˆ(y) is
E-invariant, i.e. µˆ(y) takes a constant value on each coset of E in the group Y , and σ(µ) ⊂ A(X,E).
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Lemma 3 . Let X be a locally compact Abelian group, G be a Borel subgroup of X, µ ∈ M1(G),
µ = µ1 ∗µ2, where µj ∈ M1(X). Then the distributions µj can be replaced by their shifts µ′1 = µ1 ∗Ex,
µ′2 = µ2 ∗E−x, x ∈ X, in such a manner that µ′j ∈ M1(G), j = 1, 2.
We will formulate as a lemma the following easily verifiable statement (see e.g. [1, Lemma 6.9]).
Lemma 4 . Let X = R ×G, where G is a locally compact Abelian group, Y and H be the character
groups of the groups X and G respectively. Denote by (t, g), t ∈ R, g ∈ G, elements of the group X and
by (s, h), s ∈ R, h ∈ H, elements of the group Y . Let µ ∈ M1(X) and assume that µˆ(s, 0), s ∈ C, is an
entire function in s. Then µˆ(s, h) is an entire function in s for every fixed h ∈ H, the representation
µˆ(s, h) =
∫
X
exp{its}(g, h)dµ(t, g)
holds for all s ∈ C, h ∈ H, and the inequality
max
|s|≤r
|µˆ(s, h)| ≤ max
|s|≤r
|µˆ(s, 0)|, h ∈ H, (4)
is valid. Moreover, the function µˆ(−iy + x, h)/µˆ(−iy, 0), where x, y ∈ R, for any fixed y is a charac-
teristic function of variable (x, h) ∈ R×H.
Proof of theorem 1. Denote by Y the character group of the group X, and consider Y as a subset
of R. Let α = fpf
−1
q for some mutually prime p and q, where fp, fq ∈ Aut(X). By Lemma 1, the
symmetry of the conditional distribution of the linear form L2 given L1 implies that the characteristic
functions µˆj(y) satisfy Heyde’s functional equation (3). Put νj = µj ∗ µ¯j. Then νˆj(y) = |µˆj(y)|2 > 0,
y ∈ Y . Obviously, the characteristic functions νˆj(y) also satisfy Heyde’s functional equation (3), which
takes the form
νˆ1(u+ v)νˆ2(u+ α˜v) = νˆ1(u− v)νˆ2(u− α˜v), u, v ∈ Y. (5)
Describe the scheme of the proof of Theorem 1. First we get some representation for the charac-
teristic functions νˆj(y). By the topological automorphism α we find natural numbers m and n and
consider the group R×Z(mn). Next we construct distributions Mj ∈ M1(R×Z(mn)) and a continuous
monomorphism pi : R× Z(mn) 7→ X such that νj = pi(Mj). In so doing the characteristic functions
of the distributions Mj satisfy some Heyde’s functional equation. Next we solve the obtained Heyde
functional equation and receive the representation for the characteristic functions of the distributions
Mj . Finally, we find the desired representation for the distributions µj .
First prove the theorem assuming that α 6= ±I. Put ϕj(y) = log νˆj(y), j = 1, 2. It follows from (5)
that the functions ϕj(y) satisfy the equation
ϕ1(u+ v) + ϕ2(u+ α˜v)− ϕ1(u− v)− ϕ2(u− α˜v) = 0, u, v ∈ Y. (6)
We use the finite difference method to solve this equation. Let k1 be an arbitrary element of Y . Put
h1 = α˜k1. Hence, h1 − α˜k1 = 0. Substitute in (6) u+ h1 for u and v + k1 for v. Subtracting equation
(6) from the resulting equation, we obtain
∆l11ϕ1(u+ v) + ∆l12ϕ2(u+ α˜v)−∆l13ϕ1(u− v) = 0, u, v ∈ Y, (7)
where l11 = (I + α˜)k1, l12 = 2α˜k1, l13 = (α˜− I)k1.
Let k2 be an arbitrary element of the group Y . Put h2 = k2. Hence, h2− k2 = 0. Substitute in (7)
u+ h2 for u and v + k2 for v. Subtracting equation (7) from the resulting equation, we find
∆l21∆l11ϕ1(u+ v) + ∆l22∆l12ϕ2(u+ α˜v) = 0, u, v ∈ Y, (8)
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where l21 = 2k2, l22 = (I + α˜)k2.
Let k3 be an arbitrary element of Y . Put h3 = −α˜k3. Hence, h3 + α˜k3 = 0. Substitute in (8)
u+ h3 for u and v + k3 for v. Subtracting equation (8) from the resulting equation, we get
∆l31∆l21∆l11ϕ1(u+ v) = 0, u, v ∈ Y, (9)
where l31 = (I − α˜)k3. Putting in (9) v = 0, we find
∆l31∆l21∆l11ϕ1(u) = 0, u ∈ Y. (10)
Reasoning similarly we obtain from (8) that the function ϕ2(y) satisfies the equation
∆l32∆l22∆l12ϕ2(u) = 0, u ∈ Y, (11)
where l32 = −(I − α˜)k3. Put
H = (I + α˜)(Y ) ∩ Y (2) ∩ (I − α˜)(Y ). (12)
It follows from (10) and (11) that the functions ϕj(y) satisfy the equation
∆3hϕj(y) = 0, h ∈ H, y ∈ Y, j = 1, 2. (13)
It is useful to remark that we received equation (13) without using the fact that the group X contains
no elements of order 2.
Since the group X contains no elements of order 2, we have Y (2) = Y . It is obvious that (I +
α˜)(Y ) = Y (m) for some natural m. We can assume that m is is the minimum possible. Similarly,
(I−α˜)(Y ) = Y (n) for some natural n, and we can also assume that n is the minimum possible. It follows
from Y (2) = Y that m and n are odd. Since m and n are divisors of p+ q and p− q respectively and p
and q mutually prime, m and n are also mutually prime. This implies that H = Y (m) ∩Y (n) = Y (mn).
Consider the factor-group Y/H. It is obvious that Y/H ∼= Z(mn). Take an element y0 ∈ Y in such a
way that the coset y0 +H be a generator of the factor-group Y/H. Then
Y = H ∪ (y0 +H) ∪ (2y0 +H) ∪ · · · ∪ ((mn− 1)y0 +H) (14)
is a decomposition of the group Y with respect to the subgroup H. Put
ψlj(y) = ϕj(ly0 + y), y ∈ H, l = 0, 1, . . . ,mn− 1, j = 1, 2.
It follows from (13) that the functions ψlj(y) satisfy the equation
∆3hψlj(y) = 0, h, y ∈ H, l = 0, 1, . . . ,mn− 1, j = 1, 2.
This implies that for any coset ly0 +H there exists the polynomial
Plj(y) = Aljy
2 +Bljy + Clj , j = 1, 2, (15)
on R with real coefficients such that
Plj(y) = ϕj(y), y ∈ ly0 +H, l = 0, 1, . . . ,mn− 1, j = 1, 2.
It follows from this that
νˆj(y) = exp{Aljy2 +Bljy + Clj}, y ∈ ly0 +H, l = 0, 1, . . . ,mn− 1, j = 1, 2. (16)
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Consider the group R × Z(mn) and denote by (s, l), s ∈ R, l ∈ Z(mn) its elements. Define the
mapping τ : Y 7→ R × Z(mn) by the following way: τy = (y, l) if y ∈ ly0 +H, l = 0, 1, . . . ,mn − 1.
Obviously, τ is a monomorphism and the subgroup τ(Y ) is dense in R × Z(mn). Since m and n are
divisors of p + q and p − q respectively, and p and q are mutually prime, p is mutually prime with m
and with n, and q is mutually prime with m and with n. Hence, fp, fq ∈ Aut(Z(mn)).
Let y ∈ ly0+H. If we consider l as an element of the group Z(mn), and fp and fq as automorphisms
of the group Z(mn), then it is easy to see that α˜y ∈ (fpf−1q l)y0 + H. Therefore, on the one hand,
τα˜y = (α˜y, fpf
−1
q l) = (fpf
−1
q y, fpf
−1
q l). On the other hand, since τy = (y, l) and fpf
−1
q (y, l) =
(fpf
−1
q y, fpf
−1
q l), we have
τα˜y = fpf
−1
q τy, y ∈ Y. (17)
Define on the set τ(Y ) the functions gj(s, l) in the following way. Let (s, l) = τy ∈ τ(Y ). Put
gj(s, l) = νˆj(y), j = 1, 2. Since τ is a monomorphism, the functions gj(s, l) are correctly defined.
It follows from (16) that the functions gj(s, l) are continuous on the subgroup τ(Y ) in the topology
induced on τ(Y ) by the topology of the group R×Z(mn), and taking into account that the subgroup
τ(Y ) is dense in R × Z(mn), the functions gj(s, l) can be extended by continuity to some continuous
positive definite functions g¯j(s, l) on the group R × Z(mn). By the Bochner theorem, there exist the
distributions Mj ∈M1(R×Z(mn)) such that Mˆj(s, l) = g¯j(s, l), (s, l) ∈ R×Z(mn). It is obvious that
Mˆj(τy) = νˆ(y), y ∈ Y, j = 1, 2. (18)
It follows from (16) and (18) that the characteristic functions Mˆj(s, l) do not vanish, and hence
Mˆj(s, l) > 0, j = 1, 2.
Note that the character group of the group R× Z(mn) is topologically isomorphic to R × Z(mn).
In order not to complicate the notation we will assume that it coincides with R× Z(mn). Put pi = τ˜ ,
pi : R×Z(mn) 7→ X. Since the subgroup τ(Y ) is dense in R×Z(mn), pi is a continuous monomorphism
generating an isomorphism of the semigroups of distributions M1(R×Z(mn)) and M1(pi(R×Z(mn))).
We shall also denote this isomorphism by pi. It follows from (18) that
νj = pi(Mj), j = 1, 2. (19)
Find a representation for the characteristic functions Mˆj(s, l). It follows from (5) and (18) that
Mˆ1(τu+ τv)Mˆ2(τu+ τα˜v) = Mˆ1(τu− τv)Mˆ2(τu− τα˜v), u, v ∈ Y. (20)
Taking into account (17), we find from (20) that
Mˆ1(τu+ τv)Mˆ2(τu+ fpf
−1
q τv) = Mˆ1(τu− τv)Mˆ2(τu− fpf−1q τv), u, v ∈ Y. (21)
Since the subgroup τ(Y ) is dense in R×Z(mn), (21) implies that the characteristic functions Mˆj(s, l)
on the group R× Z(mn) satisfy the following Heyde’s functional equation
Mˆ1(s1 + s2, l1 + l2)Mˆ2(s1 + pq
−1s2, l1 + fpf
−1
q l2)
= Mˆ1(s1 − s2, l1 − l2)Mˆ2(s1 − pq−1s2, l1 − fpf−1q l2), (sj , lj) ∈ R× Z(mn). (22)
Note that Z(mn) = Z(m)×Z(n), and represent an element l ∈ Z(mn) in the form l = (a, b), a ∈ Z(m),
b ∈ Z(n). Since m is a divisor of p+q, and n is a divisor of p−q, it is easy to see that the automorphism
fpf
−1
q acts on the group Z(m) × Z(n) in the following way fpf−1q (a, b) = (−a, b), and we can write
equation () in the form
Mˆ1(s1 + s2, a1 + a2, b1 + b2)Mˆ2(s1 + pq
−1s2, a1 − a2, b1 + b2)
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= Mˆ1(s1− s2, a1− a2, b1− b2)Mˆ2(s1− pq−1s2, a1+ a2, b1− b2), (sj , aj , bj) ∈ R×Z(m)×Z(n). (23)
Putting in () s1 = s2 = 0, a1 = a2 = 0, we get
Mˆ1(0, 0, b1 + b2)Mˆ2(0, 0, b1 + b2) = Mˆ1(0, 0, b1 − b2)Mˆ2(0, 0, b1 − b2), bj ∈ Z(n). (24)
Putting in (24) b1 = b2 = b, we get Mˆj(0, 0, 2b) = 1 for any b ∈ Z(n), and taking into account that
n is odd, we conclude that Mˆj(0, 0, b) = 1, j = 1, 2, for b ∈ Z(n). By Lemma 2, this implies that
Mˆj(s, a, b) = Mˆj(s, a, 0) for all (s, a, b) ∈ R× Z(m)× Z(n) and σ(Mj) ⊂ A(R× Z(m)× Z(n),Z(n)) =
R×Z(m), j = 1, 2. Therefore we can write the characteristic function Mˆj(s, a, b) in the form Mˆj(s, a).
Then equation () takes the form
Mˆ1(s1 + s2, a1 + a2)Mˆ2(s1 + pq
−1s2, a1 − a2)
= Mˆ1(s1 − s2, a1 − a2)Mˆ2(s1 − pq−1s2, a1 + a2), (sj, aj) ∈ R× Z(m). (25)
Put in () a1 = a2 = 0. Taking into account Lemma 1, we get by Theorem A from the obtaining
equation that
Mˆj(s, 0) = exp{−σjs2}, s ∈ R, j = 1, 2. (26)
By Lemma 4, Mˆj(s, a) are entire functions for any a ∈ Z(m). As noted above the functions Mˆj(s, a)
do not vanish. It follows from (4) and (26) that the entire function Mˆj(s, a) is of at most order 2.
Applying the Hadamard theorem on the representation of an entire function of finite order, we obtain
that
Mˆj(s, a) = exp{αajs2 + βajs+ γaj}, s ∈ R, a ∈ Z(m), j = 1, 2. (27)
Put
φj(s, a) = αajs
2 + βajs+ γaj , s ∈ R, a ∈ Z(m), j = 1, 2. (28)
It follows from () that the functions φj(s, a) satisfy the eqaution
φ1(s1 + s2, a1 + a2) + φ2(s1 + pq
−1s2, a1 − a2)
−φ1(s1 − s2, a1 − a2)− φ2(s1 − pq−1s2, a1 + a2) = 0, (sj, aj) ∈ R× Z(m). (29)
Substituting (28) into () and putting in the obtained equation a1 = a2 = a, we get
α2a1(s1 + s2)
2 + β2a1(s1 + s2) + γ2a1 + α02(s1 + pq
−1s2)
2 + β02(s1 + pq
−1s2) + γ02
−α01(s1 − s2)2 − β01(s1 − s2)− γ01 − α2a2(s1 − pq−1s2)2 − β2a2(s1 − pq−1s2)− γ2a2 = 0. (30)
Equating the coefficients of s21 and s
2
2 on each side of (), we get
α2a1 + α02 − α01 − α2a2 = 0, α2a1 + (pq−1)2α02 − α01 − (pq−1)2α2a2 = 0. (31)
Taking into account that (pq−1)2 6= 1 and the fact that m is odd, (31) and (26) imply that αa1 =
α01 = σ1 and αa2 = α02 = σ2 for all a ∈ Z(m). Equating the coefficients of s1 and s2 on each side of
() we obtain
β2a1 + β02 − β01 − β2a2 = 0, β2a1 + pq−1β02 + β01 + pq−1β2a2 = 0. (32)
It follows from (26) that β01 = β02 = 0. Taking into account that pq
−1 6= −1 and the fact that m is
odd, (32) implies that βa1 = βa2 = 0 for all a ∈ Z(m). Equating the constant term on each side of ()
we receive
γ2a1 + γ02 − γ01 − γ2a2 = 0. (33)
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Taking into account that in view of (26) γ01 = γ02 = 0 and the fact that m is odd, (33) implies that
γa1 = γa2 for all a ∈ Z(m). Put γa1 = γa2 = ca, a ∈ Z(m). Thus, we proved that the characteristic
functions Mˆj(s, a) have the following representation
Mˆj(s, a) = exp{−σjs2 + ca}, (s, a) ∈ R× Z(m), j = 1, 2. (34)
It follows from (19) that the distributions νj are concentrated on the subgroup pi(R× Z(mn)). By
Lemma 3, the distributions µj can be substituted by their shifts µ
′
j in such a manner that νj = µ
′
j ∗ µ¯′j
and the distributions µ′j are also concentrated on the subgroup pi(R×Z(mn)). Since pi is an isomorphism
of the semigroups of distributions M1(R× Z(mn)) and M1(pi(R× Z(mn))), we have
Mj = pi
−1(νj) = pi
−1(µ′j) ∗ pi−1(µ¯′j) = pi−1(µ′j) ∗ pi−1(µ′j), j = 1, 2. (35)
Put Nj = pi
−1(µ′j), j = 1, 2. We find from (35) that
Mˆj(s, a) = Nˆj(s, a)Nˆj(s, a), (s, a) ∈ R× Z(m), j = 1, 2. (36)
Putting in (36) a = 0 and taking into account (26), by the Crame´r theorem on decomposition of the
Gaussian distribution, we get
Nˆj(s, 0) = exp
{
−σj
2
s2 + ib0js
}
, s ∈ R, j = 1, 2, (37)
where b0j ∈ R. We will assume without loss of generality that b0j = 0.
By Lemma 4, Nˆj(s, a) are entire functions for any a ∈ Z(m). It follows from (34) and (36) that
they do not vanish, and (4) and (37) imply that the entire function Nˆj(s, a) is of at most order 2 and
type
σj
2 . Applying the Hadamard theorem on the representation of an entire function of finite order,
(34) and (36), we obtain that
Nˆj(s, a) = exp
{
−σj
2
s2 + ibajs+ daj
}
, (s, a) ∈ R× Z(m), j = 1, 2, (38)
where baj ∈ R. It follows from (38) that
Nˆj(−iy + x, a)/Nˆj(−iy, 0) = exp
{
−σj
2
x2 + bajy + σjixy + bajix+ daj
}
.
By Lemma 4, the function Nˆj(−iy + x, a)/Nˆj(−iy, 0) for any fixed y is a characteristic function of
variable (x, a) ∈ R×Z(m). Thus, in particular, for any y the inequality |Nˆj(−iy + x, a)/Nˆj(−iy, 0)| ≤ 1
holds true. It follows from this that baj = 0, j = 1, 2, for any a ∈ Z(m), and (38) implies that
Nˆj(s, a) = exp
{
−σj
2
s2 + daj
}
, (s, a) ∈ R× Z(m), j = 1, 2. (39)
Let Pj be the Gaussian distributions on R with the characteristic functions Pˆj(s) = exp{−σj2 s2},
s ∈ R. Denote by Qj the distributions on Z(m) with the characteristic functions Qˆj(a) = exp{daj},
a ∈ Z(m). It follows from (39) that Nj = Pj ∗Qj , j = 1, 2, and hence, µ′j = pi(Nj) = pi(Pj) ∗ pi(Qj).
It is obvious that pi(Pj) ∈ Γ(X). Verify that pi(Z(m)) = K. We have
A(Y,K) = (I + α˜)(Y ) = Y (m). (40)
Note that (14) implies the equality
Y (m) = H ∪ (my0 +H) ∪ (2my0 +H) ∪ · · · ∪ ((n− 1)my0 +H),
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and hence, the equivalence
y ∈ Y (m) ⇔ τy ∈ R× {0} × Z(n). (41)
We have, y ∈ A(Y, pi(Z(m)) ⇔ (g, τy) = 1 for all g ∈ Z(m) ⇔ τy ∈ R × {0} × Z(n). Taking into
account (40) and (41), this implies the equality A(Y, pi(Z(m)) = A(Y,K), and hence, pi(Z(m)) = K.
Thus, pi(Qj) ∈ M1(K). So, we proved that µ′j ∈ Γ(X) ∗M1(K), and hence µj ∈ Γ(X) ∗M1(K), i.e.
µj = λj ∗ ρj, where λj ∈ Γ(X), ρj ∈ M1(K), j = 1, 2.
Let the characteristic functions λˆj(y) be of the form
λˆj(y) = (xj , y) exp{−σjy2}, y ∈ Y j = 1, 2. (42)
Put L = A(Y,K) and note that α˜(L) = L. Since ρj ∈ M1(K), we have ρˆj(y) = 1, y ∈ L, j = 1, 2.
Consider the restriction of Heyde’s functional equation (3) for the characteristic functions µˆj(y) to L.
Taking into account (42), we find from the obtained equation that
σ1 + pq
−1σ2 = 0, (43)
and hence,
(x1, u+ v)(x2, u+ α˜v) = (x1, u− v)(x2, u− α˜v) u, v ∈ L. (44)
It follows from (44) that 2(x1 + αx2) ∈ K. Since f2 ∈ Aut(X), we have x1 + αx2 ∈ K. Put
x0 = x1 + αx2, γ1 = λ1 ∗ E−x0 , ω1 = ρ1 ∗ Ex0 , γ2 = λ2, ω2 = ρ2. It is obvious that µj = γj ∗ ωj and
ωj ∈ M1(K), j = 1, 2. It is easy to see that the characteristic functions γˆj(y) satisfy Heyde’s functional
equation (3). Hence, the characteristic functions ωˆj(y) also satisfy equation (3). We have
ωˆ1(u+ v)ωˆ2(u+ α˜v) = ωˆ1(u− v)ωˆ2(u− α˜v), u, v ∈ Y. (45)
We consider here ωj as distributions on the group X. Denote by M the character group of the group
K. Since ωj ∈ M1(K), j = 1, 2, and αx = −x for any x ∈ K, we can consider ωj as distributions on
the group K. Then equation (45) takes the form
ωˆ1(u+ v)ωˆ2(u− v) = ωˆ1(u− v)ωˆ2(u+ v), u, v ∈M.
Putting here u = v = y, we get ωˆ1(2y) = ωˆ2(2y), y ∈M . Since K ∼= Z(m), and m is odd, this implies
that ωˆ1(y) = ωˆ2(y), y ∈M , and hence ω1 = ω2 = ω. Thus, µj = γj ∗ω, where γj ∈ Γ(X), ω ∈M1(K),
j = 1, 2.
Assume now that α > 0. Obviously, (43) implies that σ1 = σ2 = 0, i.e. γj are degenerate
distributions, and hence, the distributions µj are of the required form. Thus, we proved Theorem 1
assuming that α 6= ±I.
It still remains the cases when α = ±I. Note that since the group X contains no elements of
order 2, we have Y (2) = Y . Let α = I. Substituting in equation (5) α = I, u = v = y, we receive
νˆ1(2y) = νˆ2(2y) = 1, y ∈ Y . Hence, νˆ1(y) = νˆ2(y) = 1, y ∈ Y , and this means that ν1 = ν2 = E0.
Therefore, µj are degenerate distributions. In this case Theorem 1 is also proved. Let α = −I. Then
K = X. Substituting in equation (3) α = −I, u = v = y, we obtain µˆ1(2y) = µˆ2(2y), y ∈ Y . Hence,
µˆ1(y) = µˆ2(y), y ∈ Y , and it means that µ1 = µ2. Theorem 1 is completely proved. 
Remark 1. Consider an a-adic solenoid X = Σa, and assume that X contains no elements of order
2. Denote by Y the character group of the group X. Let α = fpf
−1
q be a topological automorphism of
the group X. Put K = Ker(I + α). Theorem 1 can not be strengthened. Indeed, let γj be Gaussian
distributions on the group X with the characteristic functions of the form
γˆj(y) = (xj, y) exp{−σjy2}, y ∈ Y,
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where x1 + αx2 = 0 and σ1 + pq
−1σ2 = 0. Let ω ∈ M1(K). Put µj = γj ∗ ω, j = 1, 2. It easily
follows from Lemma 1 that if ξ1 and ξ2 are independent random variables with values in the group X
and distributions µ1 and µ2, then the conditional distribution of the linear form L2 = ξ1 + αξ2 given
L1 = ξ1 + ξ2 is symmetric. Thus, we can not narrow the class of distributions in Theorem 1 which is
characterized by the symmetry of the conditional distribution of the linear form L2 given L1.
4. Heyde’s characterisation theorem for a-adic solenoids
containing an element of order 2
Let X = Σa and G = X(2). We discuss in this section the Heyde characterisation theorem for
a-adic solenoids containing an element of order 2, i.e. the case when G ∼= Z(2). Let α be a topological
automorphism of the group X. Put K = Ker(I+α). It is easy to see that K ⊃ G for any α ∈ Aut(X).
Let ξ1 and ξ2 be independent random variables with values in the group X and distributions µ1 and
µ2 with nonvanishing characteristic functions. First we shall prove that generally speaking, Theorem
1 fails if the group X contains an element of order 2. Secondly, in the case when K = G we give
a complete description of distributions which are characterized by the symmetry of the conditional
distribution of the linear form L2 = ξ1 + αξ2 given L1 = ξ1 + ξ2. It turns out that the corresponding
class of distributions is wider than the class Γ(X) ∗M1(K).
Let Y be the character group of the groupX. Note that a decomposition of the group Y with respect
to the subgroup Y (2) consists of two cosets. Let µ ∈ M1(X). It is easy to see that µ ∈ Γ(X) ∗M1(G)
if and only if the characteristic function µˆ(y) is represented in the form
µˆ(y) =
{
(x, y) exp{−σy2}, y ∈ Y (2),
(x, y)κ exp{−σy2}, y /∈ Y (2),
where x ∈ X, σ ≥ 0, κ ∈ R, |κ| ≤ 1. Introduce into consideration a class of distributions on the group
X which is wider than the class Γ(X) ∗M1(G).
Definition 1. Let X = Σa, G = X(2). Assume that G ∼= Z(2). Let Y be the character group of
the group X. We say that a distribution µ on the group X belongs to the class Υ if its characteristic
function can be represented in the form
µˆ(y) =
{
(x, y) exp{−σy2 + iβy}, y ∈ Y (2),
(x, y)κ exp{−σ′y2 + iβ′y}, y /∈ Y (2),
for some x ∈ X, σ ≥ 0, σ′ ≥ 0, β, β′, κ ∈ R, |κ| ≤ 1.
Consider the group R× Z(2). Denote by (t, k), t ∈ R, k ∈ Z(2), its elements. The character group
of the group R × Z(2) is topologically isomorphic to the group R × Z(2). Denote by (s, l), s ∈ R,
l ∈ Z(2), elements of the character group of the group R× Z(2). Let µ ∈ Γ(R) ∗M1(Z(2)). It is easy
to see that the characteristic function of the distribution µ is of the form
µˆ(s, l) =
{
exp{−σs2 + iβs}, s ∈ R, l = 0,
κ exp{−σs2 + iβs}, s ∈ R, l = 1,
where σ ≥ 0, β, κ ∈ R, |κ| ≤ 1. Introduce into consideration a class of distributions on the group
X which is wider than Γ(R) ∗ M1(Z(2)). We need this class of distributions to study distributions
on a-adic solenoids containing an element of order 2 which are characterized by the symmetry of the
conditional distribution of one linear form of independent random variables given another.
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Lemma 5 . Consider the group R×Z(2). Let f(s, l) be a function on the character group of the group
R× Z(2) of the form
f(s, l) =
{
exp{−σs2 + iβs}, s ∈ R, l = 0,
κ exp{−σ′s2 + iβ′s}, s ∈ R, l = 1, (46)
where σ ≥ 0, σ′ ≥ 0, β, β′, κ ∈ R. Then f(s, l) is the characteristic function of a signed measure µ
on the group R × Z(2). Moreover, µ is a measure if and only if either 0 < σ′ < σ and 0 < |κ| ≤√
σ′
σ
exp
{
− (β−β′)24(σ−σ′)
}
or σ′ = σ, β = β′ and |κ| ≤ 1. In the latter case µ ∈ Γ(R) ∗M1(Z(2)).
Proof. Obviously, we can prove the lemma assuming that κ 6= 0. Multiplying if necessary the function
f(s, l) by a suitable character of the group R × Z(2), we can assume without loss of generality that
κ > 0. Let a ≥ 0. Denote by γa the Gaussian distribution on the group R with the characteristic
function
γˆa(s) = exp{−as2}, s ∈ R. (47)
Consider on the group R the measure λ1 =
1
2 (γσ ∗ Eβ + κγσ′ ∗ Eβ′) and the signed measure
λ2 =
1
2(γσ ∗ Eβ − κγσ′ ∗ Eβ′). Define a signed measure µ on the group R × Z(2) in the following
way
µ{(E, 0)} = λ1{E}, µ{(E, 1)} = λ2{E},
where E is a Borel subset of R. Taking into account that λˆ1(s) + λˆ2(s) = γˆσ(s) exp{iβs} and λˆ1(s)−
λˆ2(s) = κγˆσ′(s) exp{iβ′s}, we have
µˆ(s, l) =
∫
R×Z(2)
eits(k, l)dµ(t, k) =
∫
R×{0}
eitsdµ(t, 0) +
∫
R×{1}
eits(1, l)dµ(t, 1) = f(s, l).
Thus, f(s, l) is the characteristic function of the signed measure µ, and the signed measure µ is a
measure if and only if the signed measure λ2 is a measure. It is obvious that if the signed measure λ2
is a measure, then either σ > 0 and σ′ > 0 or σ = σ′ = 0. It is clear that if σ = σ′ = 0, then the signed
measure µ is a measure if and only if β = β′ and κ ≤ 1. The statement of the lemma is proved in this
case.
Let σ > 0 and σ′ > 0. Let a > 0. The density of the distribution γa is of the form
ρa(t) =
1
2
√
pia
exp
{
− t
2
4a
}
, t ∈ R. (48)
Taking into account (48), the signed measure λ2 is a measure if and only if the inequality
1
2
√
piσ
exp
{
−(t− β)
2
4σ
}
− κ
2
√
piσ′
exp
{
−(t− β
′)2
4σ′
}
≥ 0
holds for all t ∈ R. This inequality is equivalent to the following
κ ≤
√
σ′
σ
exp
{
−(t− β)
2
4σ
+
(t− β′)2
4σ′
}
, t ∈ R. (49)
Let σ 6= σ′. Since κ > 0, we have σ′ < σ. The function in the right-hand side of inequality (49) reaches
its minimum at t = σβ
′−σ′β
σ−σ′ , and this minimum is equal to
√
σ′
σ
exp
{
− (β−β′)24(σ−σ′)
}
. Assume that σ = σ′.
Then (49) implies that β = β′ and κ ≤ 1. Thus, the signed measure λ2, and hence, the signed measure
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µ, is a measure if and only if either σ′ < σ and d ≤
√
σ′
σ
exp
{
− (β−β′)24(σ−σ′)
}
or σ′ = σ, β = β′ and d ≤ 1.
It is also obvious that in the latter case µ ∈ Γ(R) ∗M1(Z(2)). Lemma 5 is proved.
We also note that if in (46) σ > 0 and κ = 0, then f(s, l) is the characteristic function of a
convolution of a non-degenerate Gaussian distribution on the group R and the Haar distribution on
Z(2). 
We prove now that generally speaking, Theorem 1 fails if the group X = Σa contains an element
of order 2.
Proposition 1. Let X = Σa, G = X(2). Assume that G ∼= Z(2). Let α be a topological automorphism
of the group X, α < 0, α 6= −I. Put K = Ker(I + α). Then there exist independent random
variables ξ1 and ξ2 with values in the group X and distributions µj ∈ Υ, µj /∈ Γ(X) ∗M1(K), j = 1, 2,
with nonvanishing characteristic functions such that the conditional distribution of the linear form
L2 = ξ1 + αξ2 given L1 = ξ1 + ξ2 is symmetric.
Proof. Consider the group R × Z(2). Let a ∈ Aut(R × Z(2)). It is obvious that a is of the form
a(t, k) = (cat, k), where ca ∈ R, ca 6= 0. We will identify a and ca, i.e. we will write a(t, k) = (at, k)
and assume that a ∈ R, a 6= 0. The converse is also true. A nonzero real number corresponds to a
topological automorphism of the group R × Z(2). We remark that if a ∈ Aut(R × Z(2)), then a˜ is of
the form a˜(s, l) = (as, l), i.e. a˜ = a.
Choose numbers σj , σ
′
j and κ in such a way that they satisfy the conditions: 0 < σ
′
j < σj ,
0 < κ ≤
√
σ′
j
σj
, j = 1, 2. Consider on the group R× Z(2) the functions
fj(s, l) =
{
exp{−σjs2}, s ∈ R, l = 0,
κ exp{−σ′js2}, s ∈ R, l = 1, j = 1, 2.
(50)
By Lemma 5, there exist distributions λj ∈ M1(R × Z(2)) such that λˆj(s, l) = fj(s, l). It is obvious
that λj /∈ Γ(R) ∗M1(Z(2)), j = 1, 2. By the condition α = fpf−1q for some mutually prime p and
q, where fp, fq ∈ Aut(X). It follows from G ∼= Z(2), that p and q are odd, and hence fp and fq are
topological automorphisms of the group R× Z(2). Since α < 0, we can assume that the conditions
σ1 + pq
−1σ2 = 0, (51)
σ′1 + pq
−1σ′2 = 0 (52)
hold. Verify that the characteristic functions λˆj(s, l) satisfy Heyde’s functional equation (3). Put
u = (s1, l1), v = (s2, l2). Let either u, v ∈ R × {0} or u, v ∈ R × {1}. Then u± v, u ± αv ∈ R × {0},
and taking into account (50), equality (3) for these u, v is satisfied if the equality
σ1(s1 + s2)
2 + σ2(s1 + pq
−1s2)
2 = σ1(s1 − s2)2 + σ2(s1 − pq−1s2)2, s1, s2 ∈ R,
holds true. But this equality follows from (51). Let either u ∈ R × {0}, v ∈ R × {1} or u ∈ R × {1},
v ∈ R×{0}. Then u± v, u±αv ∈ R× {1}, and taking into account (50), equality (3) for these u, v is
satisfied if the equality
σ′1(s1 + s2)
2 + σ′2(s1 + pq
−1s2)
2 = σ′1(s1 − s2)2 + σ′2(s1 − pq−1s2)2, s1, s2 ∈ R,
is valid. But this equality follows from (52). It is obvious that we exhausted all possibilities for u and
v. Thus, we verified that the characteristic functions λˆj(l, s) satisfy Heyde’s functional equation (3).
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Let ζ1 and ζ2 be independent random variables with values in the group R×Z(2) and distributions
λ1 and λ2. Since the characteristic functions λˆj(l, s) satisfy Heyde’s functional equation (3), by Lemma
1, the conditional distribution of the linear form T2 = ζ1 + αζ2 given T1 = ζ1 + ζ2 is symmetric.
Denote by Y the character group of the group X. Let y0 /∈ Y (2) and Y = Y (2) ∪ (y0 + Y (2)) be a
decomposition of the group Y with respect to the subgroup Y (2). Define the mapping τ : Y 7→ R×Z(2)
by the formula
τ(y) =
{
(y, 0), y ∈ Y (2),
(y, 1), y ∈ y0 + Y (2).
(53)
It is obvious that τ is a homomorphism. Put pi = τ˜ , pi : R × Z(2) 7→ X. Since the subgroup τ(Y ) is
dense in R× Z(2), pi is a monomorphism. It is easy to see that
αpi(t, k) = pifpf
−1
q (t, k), (t, k) ∈ R× Z(2). (54)
Put ξj = pi(ζj), j = 1, 2. Then ξj are independent random variables with values in the group X and
distributions µj = pi(λj). We have µˆj(y) = λˆj(τ(y)), and (50) and (53) imply that
µˆj(y) =
{
exp{−σjy2}, y ∈ Y (2),
κ exp{−σ′jy2}, y ∈ y0 + Y (2), j = 1, 2.
(55)
Obviously, the conditional distribution of the linear form L2 = pi(T2) given L1 = pi(T1) is symmetric.
We have L1 = ξ1 + ξ2, and it follows from (54) that L2 = ξ1 + αξ2. Definition 1 and (55) imply that
µj ∈ Υ. Since σj 6= σ′j and α 6= −I, we have µj /∈ Γ(X) ∗M1(K), j = 1, 2. Proposition 1 is proved. 
Remark 2. We consider here the case when α = −I and complete Proposition 1 by the following
statement.
Let X = Σa, G = X(2) and G ∼= Z(2). Let ξ1 and ξ2 be independent random variables with values in
the group X and distributions µ1 and µ2 with nonvanishing characteristic functions. The conditional
distribution of the linear form L2 = ξ1 − ξ2 given L1 = ξ1 + ξ2 is symmetric if and only if either
µ1 = µ2 ∗ λ or µ2 = µ1 ∗ λ, where λ ∈M1(G).
Let Y be the character group of the group X, y0 /∈ Y (2) and let Y = Y (2) ∪ (y0 + Y (2)) be
a decomposition of the group Y with respect to the subgroup Y (2). Assume that the conditional
distribution of the linear form L2 given L1 is symmetric. By Lemma 1, the characteristic functions
µˆj(y) satisfy Heyde’s functional equation (3) which takes the form
µˆ1(u+ v)µˆ2(u− v) = µˆ1(u− v)µˆ2(u+ v), u, v ∈ Y. (56)
Substituting u = v = y in equation (56), we get µˆ1(2y) = µˆ2(2y), y ∈ Y . Hence,
µˆ1(y) = µˆ2(y), y ∈ Y (2). (57)
Substituting u = y, v = y + y0 in equation (56), we obtain
µˆ1(2y + y0)µˆ2(y0) = µˆ1(y0)µˆ2(2y + y0), y ∈ Y. (58)
Assume that |µˆ1(y0)| ≤ |µˆ2(y0)|. We find from (58) that
µˆ1(2y + y0)
µˆ2(2y + y0)
=
µˆ1(y0)
µˆ2(y0)
, y ∈ Y. (59)
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Put d = µˆ1(y0)/µˆ2(y0). It follows from µˆj(−y) = µˆj(y), y ∈ Y , that d is a real number, and (59)
implies that
µˆ1(y) = dµˆ2(y), y ∈ y0 + Y (2). (60)
Denote by λ a distribution on G with the characteristic function
λˆ(y) =
{
1, y ∈ Y (2),
d, y ∈ y0 + Y (2).
(61)
It follows from (57), (60) and (61) that µˆ1(y) = µˆ2(y)λˆ(y), y ∈ Y , and hence µ1 = µ2 ∗ λ.
The converse statement follows directly from Lemma 1.
In the case when K = G and G ∼= Z(2) we give a complete description of distributions which are
characterized by the symmetry of the conditional distribution of the linear form L2 given L1.
Theorem 2. Let X = Σa, G = X(2). Let α be a topological automorphism of the group X. Put
K = Ker(I + α). Assume that K = G and G ∼= Z(2). Let ξ1 and ξ2 be independent random variables
with values in the group X and distributions µ1 and µ2 with nonvanishing characteristic functions.
Assume that the conditional distribution of the linear form L2 = ξ1 + αξ2 given L1 = ξ1 + ξ2 is
symmetric. Then µj ∈ Υ, j = 1, 2. Moreover, if α > 0, then some sifts of the distributions µj are
supported in G.
To prove Theorem 2 we need such lemmas.
Lemma 6 ([16]). Let X be a locally compact Abelian group, α be a topological automorphism of
X. Let ξ1 and ξ2 be independent random variables with values in the group X. If the conditional
distribution of the linear form L2 = ξ1 + αξ2 given L1 = ξ1 + ξ2 is symmetric, then the linear forms
L′1 = (I + α)ξ1 + 2αξ2 and L
′
2 = 2ξ1 + (I + α)ξ2 are independent.
It is well-known that the Gaussian distribution on the real line is characterized by the independence
of two linear forms of n independent random variables. We need a group analogue of this theorem for
n = 2.
Lemma 7 ([2], see also [6, Theorem 10.3]). Let X be a locally compact Abelian group containing no
subgroup topologically isomorphic to the circle group T. Let αj, βj be topological automorphisms of
the group X. Assume that ξ1 and ξ2 are independent random variables with values in the group X
and distributions µ1 and µ2 with nonvanishing characteristic functions. Then the independence of the
linear forms L1 = α1ξ1 + α2ξ2 and L2 = β1ξ1 + β2ξ2 implies that µj ∈ Γ(X), j = 1, 2.
We will prove now that the characteristic functions of divisors of a distribution on the group R×Z(2)
with the nonvanishing characteristic function of the form (46) have the similar representation.
Lemma 8 . Let N ∈ M1(R × Z(2)) and the characteristic function Nˆ(s, l) = f(s, l) is represented in
the form (46), where either 0 < σ′ < σ and 0 < |κ| ≤
√
σ′
σ
exp
{
− (β−β′)24(σ−σ′)
}
or σ′ = σ, β = β′ and
0 < |κ| ≤ 1. Let N = P1 ∗ P2, where Pj ∈ M1(R × Z(2)). Then each of the characteristic functions
Pˆj(s, l) is of the form
Pˆj(s, l) =
{
exp{−σjs2 + iβjs}, s ∈ R, l = 0,
κj exp{−σ′js2 + iβ′js}, s ∈ R, l = 1,
where either 0 < σ′j < σj and 0 < |κj | ≤
√
σ′
j
σj
exp
{
− (βj−β
′
j)
2
4(σj−σ′j)
}
, or σ′j = σj , βj = β
′
j and 0 < |κj | ≤ 1.
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Proof. We have
Nˆ(s, l) = Pˆ1(s, l)Pˆ2(s, l), s ∈ R, l ∈ Z(2). (62)
Putting in (62) l = 0, we obtain from (46) by the Crame´r theorem on decomposition of the Gaussian
distribution on the real line,
Pˆj(s, 0) = exp{−σjs2 + iβjs}, s ∈ R, j = 1, 2, (63)
where σj ≥ 0, βj ∈ R. By Lemma 4, Pˆj(s, 1) are entire functions, and (46) and (62) imply that they do
not vanish. It follows from (4) and (63) that the entire function Pˆj(s, 1) is of at most order 2 and type
σj. Taking into account that Pˆj(−s, 1) = Pˆj(s, 1), by the Hadamard theorem on the representation of
an entire function of finite order and Lemma 5, we obtain the desired statement. Lemma 8 is proved.

Proof of Theorem 2. Denote by Y the character group of the group X and consider Y = Ha as
a subset of R. Let α = fpf
−1
q for some mutually prime p and q, where fp, fq ∈ Aut(X). It follows
from G ∼= Z(2) that p and q are odd. Consider the distributions νj = µj ∗ µ¯j and the functions
ϕj(y) = log νˆj(y), j = 1, 2. Reasoning as in the proof of Theorem 1, we see that the functions ϕj(y)
satisfy equation (13), where H is of the form (12). Since G ∼= Z(2) and K = G, it is easy to see that
I + α = f2β, (64)
where β ∈ Aut(X). Since p and q are odd, (12) and (64) imply that H = (I − α˜)(Y ) = Y (n), where
n is even, and we can assume that n is the minimum possible. Consider the factor-group Y/H. It is
obvious that Y/H ∼= Z(n). Take an element y0 ∈ Y in such a way that the coset y0+H is a generator
of the factor-group Y/H. Let
Y = H ∪ (y0 +H) ∪ (2y0 +H) ∪ · · · ∪ ((n− 1)y0 +H)
be a decomposition of the group Y with respect to the subgroup H. It follows from (13) that for any
coset ly0 +H there exist polynomials Plj(y) on R with real coefficients of the form (15) such that
Plj(y) = ϕj(y), y ∈ ly0 +H, l = 0, 1, . . . , n− 1, j = 1, 2. (65)
By Lemma 6, the linear forms L′1 = (I + α)ξ1 + 2αξ2 and L
′
2 = 2ξ1 + (I + α)ξ2 are independent.
Consider the new independent random variables ηj = 2ξj , j = 1, 2. Taking into account (64), the linear
forms L′1 and L
′
2 can be written as follows L
′
1 = βη1 + αη2 and L
′
2 = η1 + βη2. Since α, β ∈ Aut(X)
and the group X contains no subgroup topologically isomorphic to the circle group T, by Lemma 7,
the random variables ηj have Gaussian distributions. This easily implies that
ϕj(y) = −σjy2, y ∈ Y (2), j = 1, 2, (66)
where σj ≥ 0.
It is obvious that Y = Y (2) ∪ (y0 + Y (2)) is a decomposition of the group Y with respect to the
subgroup Y (2). It follows from (66) and the inequality
|νˆj(u)− νˆj(v)|2 ≤ 2(1− Re νˆj(u− v)), u, v ∈ Y, j = 1, 2,
which holds for any characteristic function on the group Y , that each of the functions νˆj(y) is uniformly
continuous on the coset y0 + Y
(2) in the topology induced on y0 + Y
(2) by the topology of the group
R. Since
y0 + Y
(2) = (y0 +H) ∪ (3y0 +H) ∪ · · · ∪ ((y0 − 1)c+H)
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and each coset ly0 + H is a dense subset of R, taking into account (65) this implies that there exist
polynomials Ajy
2 +Bjy + Cj , j = 1, 2, such that
Plj(y) = Ajy
2 +Bjy + Cj, y ∈ ly0 +H, l = 1, 3, . . . , n− 1, j = 1, 2.
and hence, the representations
ϕj(y) = Ajy
2 +Bjy + Cj, y ∈ y0 + Y (2), j = 1, 2, (67)
hold. Since ϕj(−y) = ϕj(y), y ∈ Y , we have Bj = 0, j = 1, 2. Put Aj = −σ′j , κj = eCj . As a result,
(66) and (67) imply the representations
νˆj(y) =
{
exp{−σjy2}, y ∈ Y (2),
κj exp{−σ′jy2}, y ∈ y0 + Y (2),
(68)
where 0 < κj ≤ 1, σj ≥ 0, σ′j ≥ 0, j = 1, 2.
By Lemma 5, there exist signed measuresMj on the group R×Z(2) with the characteristic functions
of the form
Mˆj(s, l) =
{
exp{−σjs2}, s ∈ R, l = 0,
κj exp{−σ′js2}, s ∈ R, l = 1, j = 1, 2.
(69)
Let a homomorphism τ : Y 7→ R× Z(2) is defined by formula (53), and pi = τ˜ , pi : R× Z(2) 7→ X.
Taking into account (53), it follows from (68) and (69) that νj = pi(Mj), j = 1, 2. Since pi is a
continuous monomorphism, the signed measures Mj are measures. Obviously, the distributions νj are
concentrated on the Borel subgroup F = pi(R × Z(2)). By Lemma 3, the distributions µj can be
substituted by their shifts µ′j in such a way that the distributions µ
′
j are also concentrated on F and
νj = µ
′
j ∗ µ¯′j , j = 1, 2. Put Nj = pi−1(µ′j) ∈M1(R×Z(2)). It is obvious thatMj = Nj ∗N j . By Lemma
8, the characteristic functions Nˆj(s, l) are of the form
Nˆj(s, l) =
{
exp{−σj2 s2 + iβjs}, s ∈ R, l = 0,√
κj exp{−σ
′
j
2 s
2 + iβ′js}, s ∈ R, l = 1,
(70)
where βj, β
′
j ∈ R, j = 1, 2. Since µ′j = pi(Nj), we have µˆ′j(y) = Nˆj(τ(y)) and it follows from (53) and
(70) that the characteristic functions µˆ′j(y) are of the form
µˆ′j(y) =
{
exp{−σj2 y2 + iβjy}, y ∈ Y (2),√
κj exp{−σ
′
j
2 y
2 + iβ′jy}, y ∈ y0 + Y (2), j = 1, 2.
Hence, µj ∈ Υ, j = 1, 2.
Let α > 0. Assuming that u, v ∈ Y (2), substitute (66) in (6). We obtain σ1 + pq−1σ2 = 0,
and this implies that σ1 = σ2 = 0. Hence, νˆj(y) = 1, y ∈ Y (2). It follows from Lemma 2 that
σ(νj) ⊂ A(X,Y (2)) = X(2) = G, j = 1, 2. It means by Lemma 3, that some shifts of the distributions
µj are supported in G. Theorem 2 is completely proved. 
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