Abstract-We analyze a class of nonlinear control systems for which stabilizing feedbacks and corresponding Lyapunov functions are both known. We prove that the closed loop systems are input-to-state stable (ISS) relative to actuator errors when small time delays are introduced in the feedbacks. We explicitly construct ISS Lyapunov-Krasovskii functionals for the resulting feedback delayed dynamics, in terms of the known Lyapunov functions for the original undelayed closed-loop dynamics. We also provide a general result on ISS for cascade systems with delays. We demonstrate the efficacy of our results using a generalized pendulum dynamics and other examples.
I. INTRODUCTION
Input-to-state stability (ISS) plays a prominent role in stability analysis and controller design [12] , [13] , [16] . The theory of ISS was introduced in [12] and was extended to delay systems in [16] which gave sufficient conditions for ISS using control Lyapunov-Razumikhin functions (CLRFs). By contrast, [11] gave sufficient conditions for ISS of delay systems based on Lyapunov-Krasovskii functionals; see Section II-B for the relevant definitions. See also [3] which characterizes robust global asymptotic stability of nonlinear time-varying retarded systems using Lyapunov functionals.
In many applications, it is important to explicitly construct Lyapunov functions. For example, Lyapunov functions for delayless systemsẋ = f (x) can be used to generate stabilizing feedbacks K(x) such thatẋ(t) = f (x(t)) + g(x(t))[K(x(t)) + d(t)] is ISS with respect to the actuator error d(t), under general assumptions [12] . For some classes of delayed systems, CLRFs can be used to design stabilizing feedbacks as well; see [2] which also explicitly constructs the necessary CLRFs, and see Section III below for a comparison of our work with [2] and other works that use CLRFs.
In this note, we pursue a different objective. We assume that we are given a control-affine time-varying system for which a stabilizing feedback u = u s (x, t) and a Lyapunov function for the closed loop dynamicṡ x = f (x, t) + g(x, t)u s (x, t)
are known. We do not require (1) to be exponentially stable. Then we introduce a constant time delay τ > 0 in the feedback. Our motivation for including delays is that many x(t) = f (x(t), t) + g(x(t), t)[u s (x(t − τ ), t) + d(t)] (2) for small τ ≥ 0; see Definition 3. This implies that (2) is ISS relative to the noise term d(t). Our ISS-LKF is an explicit expression involving the known Lyapunov function for (1) . Therefore, whereas the known delay results mostly concern constructing feedbacks that achieve stability or with designing CLRFs (or sufficient conditions for stability), here we address the complementary problems of (a) quantifying the effects of introducing actuator errors and feedback delays on the stability performance of given feedbacks and (b) explicitly building the corresponding ISS-LKFs. In Section II, we review the relevant definitions and notation and we state our first theorem. We provide a more detailed comparison of our work with the known stability results in Section III. We sketch the proof of our first theorem in Section IV; see [8] for the complete proof. In Section V, we present a second theorem on constructing stabilizing feedbacks and ISS-LKFs for cascades, showing that the cascades satisfy ISS with respect to actuator errors under small feedback delays. In Section VI, we apply our first theorem to the stabilization of a generalized pendulum type dynamics and other examples. We close in Section VII with our suggestions for further research.
II. PRELIMINARIES AND STATEMENT OF MAIN RESULT

A. Basic definitions
Let K ∞ denote the set of all continuous functions ρ : [0, ∞) → [0, ∞) for which (i) ρ(0) = 0 and (ii) ρ is strictly increasing and unbounded. Then if
is non-increasing for each s ≥ 0, and (3) β(s, t) → 0 as t → +∞ for each s ≥ 0. Given a function φ : I → R p defined on an interval I, let |φ| I denote its (essential) supremum over I. Let | · | denote the Euclidean norm (or the induced matrix norm, depending on the context) and N the set of all positive integers.
A function V :
is (uniformly) proper and positive definite provided there are α,ᾱ ∈ K ∞ such that α(|x|) ≤ V (x, t) ≤ᾱ(|x|) for all x ∈ R n and t ≥ 0; when we say that V is C 1 , we understand its partial derivatives at t = 0 as one-sided derivatives. Let C n (I) denote the set of all continuous R n -valued functions on any interval I, with the 
B. More definitions and lemmas
Consider a general delayed control systeṁ
is an actuator error; and τ is a positive constant which we refer to as a feedback (time) delay. In some of what follows, we also invoke the following assumption: A The functions f , g, and u are locally Lipschitz and there exists a constantL > 0 such that for all x ∈ R n and
We say that (3) has globally well defined solutions provided that for all choices of
We use the following result that is shown in [8] :
Lemma 1: Let Assumption A hold. Then (3) has globally well defined solutions. Moreover, for all constants κ ∈ N and τ > 0, there existsγ κ,τ ∈ K ∞ (depending on κ and τ ) such that for all
We emphasize that the functionγ κ,τ in Lemma 1 does not depend on the particular choice of the trajectory. When (3) has globally well defined solutions, we denote the solution x(t; t o , x o , d, τ ) of (IP) simply by x(t) when the choices of t o , x o , d, and τ can be clearly understood from the context. We can then extend the functions x(t) to R by setting
The following generalize the ISS notions from [12] and [14] to delayed systems. The first definition is unchanged if |d| [to,t] is replaced by |d| ∞ . We later specialize to κ = 2.
Definition 1: Assume that (3) has globally well defined solutions. Given a constant τ > 0, we call (3) input-to-state stable (ISS) if there are β ∈ KL and γ ∈ K ∞ such that
Definition 2: Let τ be a positive real number and κ be a positive integer. For a given t ≥ 0,
Definition 3: Assume that (3) has globally well defined solutions and τ > 0 is a given constant. A continuous functional U : (3), the function t → U (x t , t) is locally absolutely continuous and there exist α i ∈ K ∞ for i = 1, 2, 3, 4 and κ ∈ N such that for all φ ∈ C n ([−κτ, 0]), all trajectories x(t) of (3), and all
The proof of the following (in [8] ) uses the functionγ κ,τ from Lemma 1 in an essential way:
Lemma 2: Assume that (3) satisfies the two conclusions of Lemma 1 and admits an ISS-LKF. Then it is ISS.
The following is immediate from Lemmas 1 and 2: Corollary 1: If (3) satisfies Assumption A and admits an ISS-LKF, then it is ISS.
C. Statement of first theorem
Consider (2
satisfying Assumption A and the following:
H The function u s is C 1 . Also, there exist σ ∈ K ∞ for which σ(r) ≤ r for all r ≥ 0; a C 1 uniformly proper and positive definite V :
n , q ∈ R n , l ≥ 0, and t ≥ 0, we have:
Notice the use of both l and t in Assumptions H3-H4, which, roughly speaking, implies that the dependence of f and g on time is canceled by the gradient of u s . Assumption H allows many cases whereẋ(t) = f (x(t), t)+ g(x(t), t)u s (x(t), t) is a stable linear system with bounded g (using a quadratic Lyapunov function), as well as some cases where the closed loop system is not exponentially stable or g is unbounded; see Sections II-D and VI-C. Set
which will serve as the upper bound on our delays. Theorem 1: Under the above assumptions with τ ∈ (0,τ ] constant, the feedback delayed system (3) in closed loop with the feedback u = u s admits the ISS-LKF
and therefore is ISS. Remark 1: Growth restrictions on the functions f and g in Theorem 1 are required. Indeed, the systeṁ
FrA18.1 on R 2 is globally asymptotically stabilized by the feedback u(x) = −x 2 − x 5 1 when τ = 0, and V (x) = |x| 2 is a Lyapunov function for the corresponding closed-loop system. However, (6) is not globally asymptotically stabilizable by any continuous feedback u(x(t − τ )) for any constant delay τ > 0; see [6, Appendix 1] .
D. A special case of Assumption H
The assumptions of Theorem 1 are satisfied when: S The functions f (x) and g(x) are locally Lipschitz. Also, there exist constants K ≥ 1 and ε ∈ (0, 1); a C 1 proper and positive definite function V : R n → [0, ∞); and a
In fact, a simple calculation easily verifies the following: Lemma 3: If Assumption S holds, then Assumptions A and H hold with u = u s ,L = K, σ(r) = √ εr and
See also Section VI-C for examples covered by Assumption H and Theorem 1, but which violate Assumption S.
III. COMPARISON WITH THE LITERATURE
Much of the nonlinear delay control systems literature is based on either Lyapunov-Razumikhin functions or control Lyapunov-Razumikhin functions (CLRFs); see [2] . Lyapunov-Razumikhin functions were used by [16] to give sufficient conditions for nonlinear delayed systems to be ISS. See [2, Section II] for a precise definition of CLRFs. Using CLRFs, one can build stabilizing feedbacks for some classes of control affine systems, and the stability of the closed loop dynamics enjoys some robustness relative to unmodeled dynamics; see [2, Section IV] . Moreover, CLRFs can be constructed for some classes of delay systems; see [2, Section V]. LKF methods can be viewed as generalizations of Razumikhin methods (cf. [5] ) and have been used to give sufficient conditions for ISS as well; see [11] . See [9] where Lyapunov techniques are used to study delayed partially linear systems. For linear systems with delay, stabilizing feedbacks can often be built using linear matrix inequalities; see for example [1] , [10] , and [15] .
Our approach differs from this earlier work in our explicit construction of LKFs and our use of ISS to quantify the effect of introducing feedback delays and actuator errors into a priori stable closed loop nonlinear dynamics. Moreover, we allow cases where the undelayed closed loop dynamics are not necessarily exponentially stable, and our results lead to new stabilizing feedbacks that guarantee ISS of cascades; see Sections V and VI-C below. The ISS-LKFs we construct are explicit expressions involving the available Lyapunov functions for the original undelayed dynamics. Our hypotheses correspond to cases where a feedback is known to stabilize an undelayed system but the state that is being observed by the feedback in the implementation has a small unknown constant feedback delay. In this case, it is desirable to find conditions under which the feedback continues to stabilize the system when feedback delays or actuator errors are introduced, which our work provides.
IV. SKETCH OF PROOF OF THEOREM 1
We give the basic ideas from the proof of Theorem 1; see [8] for a complete proof. In what follows, all inequalities and equalities should be understood to hold globally unless otherwise indicated. Consider the dynamics (2), which has globally well defined solutions, by Lemma 1. From Assumption H1, one easily checks thaṫ
along any trajectory x(t) := x(t; t o , x o , d, τ ) of (2), where we omitted the argument (x(t), t) of V x . From Assumption H2 and the relation wz ≤ 1 4 w 2 + z 2 with w = σ(|x|),
Next, observe that for each t ≥ t o + 2τ , we have
by applying the Fundamental Theorem of Calculus to [t − τ, t] ∋ l → u s (x(l), t) for fixed t. From Jensen's inequality,
By the Cauchy Inequality, we get:
From H3-H4 and the relation wz ≤ w
where we took z = 3K 3 |d(l)| 2 . Hence, when t ≥ t o + 2τ ,
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Substituting (10) into (7), and using the fact (which follows from the arguments in [7] ) that
we deduce that when t ≥ t o + 2τ , U from (5) giveṡ
along the trajectories of (3). Since τ ∈ (0,τ ], we geṫ
By our choice (4) ofτ , the inequalitẏ
holds when t ≥ t o + 2τ . Since σ ∈ K ∞ and V is proper and positive definite, we can easily find a function γ ∈ K ∞ such that γ(s) ≤ s for all s ≥ 0 and, for all x and t, , t) ). Hence, when t ≥ t o + 2τ , we easily geṫ
for all t ≥ t o +2τ , where α 3 (s) := γ(s/8). Hence Condition (ii) from the ISS-LKF definition holds with κ = 2.
To check Condition (i) from the ISS-LKF definition with κ = 2, we first choose α,ᾱ ∈ K ∞ so that α(|x|) ≤ V (x, t) ≤ᾱ(|x|) everywhere. Let φ ∈ C n ([−2τ, 0]) be given. Then for any t ≥ 0, the function s → x(s) := φ(s − t) satisfies x t = φ. Since τ ≤τ , we also have
where α 1 = α and α 2 (s) =ᾱ(s) +τ s 2 . Thus, U is an ISS-LKF for (2) which is therefore ISS by Corollary 1.
V. CASCADES
We next consider the systemṡ
evolving on R n ×R with d ∈ L ∞ 1 ([0, ∞) and constant delays τ > 0, where u is a feedback we wish to specify. In [6] , stabilizing control laws are designed for a family of input delayed systems that includes (12) , but the control laws in [6] do not yield ISS.
Let us use Theorem 1 to design a feedback u so that (12) satisfies the appropriate ISS estimate, for small τ > 0. While our Definition 1 of ISS is stated for systems with only one delay τ , the ISS definition for (12) is completely analogous; i.e., there are β ∈ KL and γ ∈ K ∞ such that
, with the convention as before that the initial function is constant on [t o − 2τ, t o − τ ]. For simplicity, we assume that the x-dynamics with fictitious input z satisfies Assumption S from Section II-D above. However, the more general case where the x-subsystem satisfies Assumptions A and H can be handled; see [8] . Let V be as in Assumption S.
The variable Z(t) = z(t) − u s (x(t − τ )) and the feedback
transform (12) into the (n + 1)-dimensional dynamicṡ
where
Since the vector fields of (15) also satisfy Assumption A, its solutions are defined on [t o − τ, +∞). Also, along the trajectories ofq(t) = F (q(t)) + G(q(t))U s (q(t)), the derivative of
where we used Assumption S3, ab ≤ εa 2 /2 + b 2 /(2ε) for a = |x| and b = K 2 |Z|, K ≥ 1, and ε < 1. Thus, (15) satisfies Assumption S using the Lyapunov function V ♯ , the state q, the feedback U s and the bounding constant K c := 2K 4 (1 + 1 ε ). Therefore, by Theorem 1 and Lemma 3, (15) is ISS when
The ISS property of (12) in closed loop with u from (14) easily follows. In fact, it follows from the ISS property of (15) that there areβ ∈ KL andγ ∈ K ∞ such that
for all t ≥ t o . Since Z(t) = z(t)−u s (x(t−τ )) and |u s (x)| ≤ K|x| everywhere, we get |z(t)| ≤ |Z(t)| + K|x(t − τ )|.
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Therefore, the bound (17) applied twice gives
along the trajectories of (15) for all t ≥ t o , where we used β c (s, r) :=β(s, r) + se −r to allow t − τ < t o . Moreover, since x(r) ≡ x(t o − τ ) for all r ≤ t o − τ and similarly for z, and K ≥ 1, our choice of Z gives
Substituting (19) into (18) and using the general relation
Since (13) is the desired ISS estimate, this proves: Theorem 2: Let Assumption S hold for the dynamicsẋ = f (x) + g(x)z with fictitious input z. If 0 < τ ≤τ ε whereτ ε is the constant from (16) , then the dynamics (12) in closed loop with the feedback (14) is ISS.
VI. ILLUSTRATIONS
Assumption H requires a Lyapunov function and a corresponding stabilizing feedback for the undelayed dynamics.
The following examples illustrate how these can be constructed. Our third illustration shows how Theorem 1 applies to dynamics that are not necessarily exponentially stable or that may have unbounded vector fields g.
A. An example from identification theory
Consider a dynamicṡ
in which m : R → R n is continuous and satisfies |m(t)| = 1 for all t ∈ R and admits constants α ′ ∈ (0, 1) and β ′ ,c > 0 such that for all t ∈ R, we have:
where I is the n × n identity matrix, and where A ≤ B for matrices A and B means B − A is positive semi-definite. The system (20) has been studied extensively in identification theory and it is well known to be exponentially stabilized when u(x) := x. A Lyapunov function whose derivative along the trajectories of (20) is negative definite is not obvious; no Lyapunov function independent of t has this property, because m T (t)x may equal zero for some x = 0. Fortunately, we have the following explicit construction which follows from the proof of [7, Lemma 12] 
T , and g(z) ≡ (0, 1) T , one easily checks [8] that we can satisfy H2-H4 using
2 , K 3 = 4, and K 4 = 16(1 +B) 2 . Takinḡ τ as in (4) with these choices of K i , Theorem 1 gives:
Corollary 3: Let B andτ be as above. Then for each constant feedback delay τ ∈ (0,τ ], the dynamicṡ
with u(x, t) := −x 1 − 2x 2 + B(x 1 , t) has the ISS-LKF
where z 1 = x 1 and z 2 = x 1 + x 2 and therefore is ISS. Remark 2: Corollary 3 applies to the dynamics (27) with B = 1. Our results imply that the corresponding closed loop system is ISS with respect to actuator errors when the delay is small enough. In the special case of (27),τ ≈ .01. However, this estimate (being based e.g. on the estimate wz ≤ w 2 + z 2 /4 in the proof of Theorem 1) might well be conservative. Further investigation is needed to obtain a better estimate. In fact, the actual determination of a tight bound is a difficult problem, as seen in the linear system literature, and remains a challenging topic of research.
C. Further illustrations
We illustrate how our results readily apply to dynamics (3) that are not locally exponentially stable by continuous feedback or for which the vector field g is unbounded.
Example 1: One easily checks thatẋ = ux 2 /(1 + x 2 ) with x ∈ R is not locally exponentially stabilizable by any C 1 feedback u(x) (using e.g. [4, Theorem 4.14, p.162]). However, it satisfies Assumption H with V (x) = 1 2 x 2 , σ(r) = r 2 / 1 + r 2 , u s (x) = −x, K 1 = 1, K 2 = 0 and K 4 = 2. Therefore, by Theorem 1,
is ISS when 0 < τ ≤τ = 1/(4 √ 7). Moreover, Theorem 1 provides an explicit ISS-LKF for (30).
Example 2: The systemẋ = u(1 + x 2 ) 1/2 on R has an unbounded function g and it satisfies Assumption H, with u s (x) = − is ISS when the delay satisfies 0 < τ ≤ 1/8.
VII. CONCLUSION
We gave general conditions under which a time-varying delayless control-affine system with a stabilizing feedback remains stable when time delays are introduced into the feedback. We showed that the closed loop feedback delayed dynamics is ISS with respect to actuator errors, and we explicitly constructed corresponding ISS Lyapunov-Krasovskii functionals. The Lyapunov functionals we constructed are expressed in terms of given Lyapunov functions for the original undelayed dynamics. We also provided an analogous ISS result for a general class of cascades with delay.
We conjecture that our methods can be extended to feedback delayed systems for which the ISS property with respect to actuator errors is achieved via output feedback, as well as the construction of input-to-output stable Lyapunov Krasovskii functionals. Due to space constraints, we leave these extensions to future papers.
