Advanced polymorphic type systems have come to play an important role in the world of functional programming. But, so far, these type systems have had little impact upon widely-used imperative programming languages like C and C++. We show that ML-style polymorphism can be integrated smoothly into a dialect of C, which we call Polymorphic C. It has the same pointer operations as C, including the address-of operator &, the dereferencing operator *, and pointer arithmetic. We give a natural semantics for Polymorphic C, and prove a type soundness theorem that gives a rigorous and useful characterization of what can go wrong when a well-typed Polymorphic C program is executed. For example, a well-typed Polymorphic C program may fail to terminate, or it may abort due to a dangling pointer error. Proving such a type soundness theorem requires a notion of an attempted program execution; we show that a natural semantics gives rise quite naturally to a transition semantics, which we call a natural transition semantics, that models program execution in terms of transformations of partial derivation trees. This technique should be generally useful in proving type soundness theorems for languages de ned using natural semantics.
Introduction
Much attention has been given to developing sound polymorphic type systems for languages with imperative features. Most notable is the large body of ? To appear in Science of Computer Programming, 1998. This material is based upon work supported by the National Science Foundation under Grants No. CCR-9414421 and CCR-9400592.
We establish the soundness of our type system with respect to a natural semantics for Polymorphic C. First we use Harper's syntactic approach 8] to establish the type preservation property (also known as the subject reduction property). We then prove a type soundness theorem that gives a rigorous and useful characterization of what can go wrong when a well-typed Polymorphic C program is executed. More precisely, we show that the execution of a welltyped Polymorphic C program either succeeds, fails to terminate, or aborts due to one of a speci c set of errors, such as an attempt to dereference a dangling pointer. Proving such a type soundness theorem requires a notion of an attempted program execution; we show that a natural semantics gives rise quite naturally to a transition semantics, which we call a natural transition semantics, that models program execution in terms of transformations of partial derivation trees. This technique should be generally useful in proving type soundness theorems for languages de ned using natural semantics.
We begin with an overview of Polymorphic C in the next section. Next, Section 3 formally de nes its syntax, type system, and semantics. Then, in Sections 4 and 5, we prove the soundness of the type system. We conclude with some discussion. 2 An Overview of Polymorphic C Polymorphic C is intended to be as close to the core of Kernighan and Ritchie C 12] as possible. In particular, it is stack-based with variables, pointers, and arrays. Pointers are dereferenced explicitly using *, while variables are dereferenced implicitly. Furthermore, pointers are rst-class values, but variables are not. Polymorphic C has the same pointer operations as C. A well-typed Polymorphic C program may still su er from dangling reference and illegal address errors|our focus has not been on eliminating such pointer insecurities, which would require weakening C's expressive power, but rather on adding ML-style polymorphism to C, so that programmers can write polymorphic functions naturally and soundly as they would in ML, rather than by parameterizing functions on data sizes or by casting to pointers of type void *.
An Example
In this paper, we adopt a concrete syntax for Polymorphic C that resembles the syntax of C. 1 For example, here are three Polymorphic C functions:
swap(x,y) { var t = *x; *x = *y; *y = t } reverse(a,n) { var i = 0;
reverse(a,n) } Note that, unlike C, Polymorphic C does not include type annotations in declarations. (Also, Polymorphic C di ers from C in the treatment of semicolons.) Function reverse(a,n) reverses the elements of array a 0:n-1], and function swapsections(a,i,n) uses reverse to swap the array sections a 0:i-1] and a i:n-1]. This illustrates that in Polymorphic C, as in C, one can manipulate sections of arrays using pointer arithmetic. The construct var x = e 1 ; e 2 binds x to a new cell initialized to the value of e 1 ; the scope of the binding is e 2 and the lifetime of the cell ends after e 2 is evaluated. Variable x is dereferenced implicitly. This is achieved via a typing rule that says that if e has type var, then it also has type .
As in C, the call to swap in reverse could equivalently be written as
and also as in C, array subscripting is syntactic sugar: e 1 e 2 ] is equivalent to *(e 1 +e 2 ). Arrays themselves are created by the construct arr x e 1 ]; e 2 , which binds x to a pointer to an uninitialized array whose size is the value of e 1 ; the scope of x is e 2 , and the lifetime of the array ends after e 2 is evaluated.
The type system of Polymorphic C assigns types of the form var to variables, and types of the form ptr to pointers. 2 Reynolds 17] |containing types and variable types of the form var. This stratication enforces the \second-class" status of variables: for example, the return type of a function must be a data type, so that one cannot write a function that returns a variable. In contrast, pointer types are included among the data types, making pointers rst-class values.
Achieving Type Soundness in Polymorphic C
Much e ort has been spent trying to develop sound polymorphic type systems for imperative extensions of core-ML. Especially well-studied is the problem of typing Standard ML's rst-class references 21, 14, 5, 11, 24] . The problem is easier in a language with variables but no references, such as Edinburgh LCF ML, but subtle problems still arise 4]. The key problem is that a variable can escape its scope via a lambda abstraction as in letvar stk := ] in v: stk := v :: stk (This evaluates to a push function that pushes values v onto a stack, implemented as a list; here ] denotes the empty list and :: denotes cons.) In this case, the type system must not allow type variables that occur in the type of stk to be generalized, or else the list would not be kept homogeneous. Di erent mechanisms have been proposed for dealing with this problem 4, 22, 19] In the context of Polymorphic C, however, we can adopt an especially simple approach. Because Polymorphic C does not have rst-class functions, it is not possible to compute a polymorphic value in an interesting way; for example, we cannot write curried functions. For this reason, we su er essentially no loss of language expressiveness by limiting polymorphism to function declarations.
Limiting polymorphism to function declarations ensures the soundness of polymorphic generalizations, but pointers present new problems for type soundness. If one is not careful in formulating the semantics, then the type preservation property may not hold. For example, if a program is allowed to dereference a pointer to a cell that has been deallocated and then reallocated, then the value obtained may have the wrong type. For this reason, our natural semantics has been designed to catch all pointer errors. A subtle di erence between C and Polymorphic C is that the formal parameters of a Polymorphic C function are constants rather than local variables. Hence the C function f(x) {b} is equivalent to f(x) fvar x = x; bg in Polymorphic C. Also, Polymorphic C cannot directly express C's internal static variables. For example, the C declaration f(x) {static int n = 0; b} must be written in Polymorphic C as var n = 0; f(x) fbg where n has been uniquely renamed.
The Type System of Polymorphic C
The types of Polymorphic C are strati ed as follows. whenever .
The Semantics of Polymorphic C
We now give a natural semantics for Polymorphic C. Before we can do this, we need to extend the language syntax to include some semantic values; these new values are the runtime representations of variables, pointers, and functions:
e ::= (a; 1) j (a; 0) j x 1 ; : : : ; x n : e Metavariable a here ranges over addresses, which are described below. Expression (a; 1) is a variable and expression (a; 0) is a pointer. Intuitively, a variable or pointer is represented by an address together with a tag bit, which tells whether it should be implicitly dereferenced or not|thus, variables are implicitly dereferenced and pointers are not. Expression x 1 ; : : : ; x n : e is a lambda abstraction that represents a function with formal parameters x 1 ; : : : ; x n and body e.
One might expect that addresses would just be natural numbers, but that would not allow the semantics to detect invalid pointer arithmetic. So instead an address is a pair of natural numbers (i; j) where i is the segment number and j is the o set. Intuitively, we put each variable or array into its own segment. Thus a simple variable has address (i; 0), and an n-element array has addresses (i; 0); (i; 1); : : : ; (i; n ? 1). Pointer arithmetic involves only the o set of an address, and dereferencing nonexistent or dangling pointers is detected as a \segmentation fault".
Next we identify the set of values v, consisting of literals, pointers, and lambda abstractions:
v ::= c j (a; 0) j x 1 ; : : : ; x n : e
The result of a successful evaluation is always a value. for all free occurrences of x in e. Note the use of substitution in rules (bindvar), (bindarr), (bindfun), and (apply). It allows us to avoid environments and closures in the semantics, so that the result of evaluating a Polymorphic C expression is just another Polymorphic C expression. This is made possible by the exible syntax of the language and the fact that only closed expressions are ever evaluated during the evaluation of a closed expression.
We remark that rule (apply) speci es that function arguments are evaluated left to right; C leaves the evaluation order unspeci ed. Also, note that if there were no & operator, there would be no need to specify in rule (bindvar) that a variable dies at the end of its scope; it would simply become unreachable at that point (and its storage could be reused).
Note that a successful evaluation always produces a value and a memory:
Lemma PROOF. By induction on the structure of the derivation. 2 
Type Preservation
We now turn to the question of the soundness of our type system. We begin in this section by using the framework of Harper 8] is well typed and evaluates to ((0; 17); 0), a nonexistent pointer. This leads us to de ne an address typing to be a nite function mapping segment numbers to data types. The notational conventions for address typings are like those for identi er typings.
We now modify our typing judgments to include an address typing:
; `e :
All of the rules given previously in Figures 1 and 2 need to be extended to include address typings, and we also add the new typing rules given in Figure 5 . Furthermore, Figure 5 includes an updated version of rule (fun) from Figure 2 . In addition to including an address typing , the new rule replaces Close with Close ; , which does not generalize type variables that are free in either or in .
To prove the type preservation theorem, we require a number of lemmas that establish some useful properties of the type system. We begin with a basic lemma that shows that our type system types closed values reasonably|it shows that any closed value of some type has the form that one would expect. The fact that variables can have only two possible forms is also exploited in our evaluation rules, speci cally within rules (ref) and (update) of Figure 3 . In particular, we are able to de ne the semantics of = and & without de ning an auxiliary relation for evaluation in \L-value" contexts; contrast our rules with those given in 3].
We continue with some basic lemmas showing that typings are preserved under substitutions and under extensions to the address and identi er typings:
Lemma 3 (Type Substitution) If ; `e : , then for any substitution S, S ; S `e : S , and the latter typing has a derivation no higher than the former.
PROOF. By 
Type Soundness
The type preservation property does not by itself ensure that a type system is sensible. For example, a type system that assigns every type to every expression trivially satis es the type preservation property, even though such a type system is useless. The main limitation of type preservation is that it only applies to well-typed expressions that evaluate successfully. Really we would like to be able to say something about what happens when we attempt to evaluate an arbitrary well-typed expression.
One approach to strengthening type preservation (used by Gunter 6] and Harper 9] , for example) is to augment the natural semantics with rules specifying that certain expressions evaluate to a special value, TypeError, which has no type. For example, an attempt to dereference a value other than a pointer would evaluate to TypeError. Then, by showing that type preservation holds for the augmented evaluation rules, we get that a well-typed expression cannot evaluate to TypeError. Hence any of the errors that lead to TypeError cannot occur in the evaluation of a well-typed expression. A drawback to this approach is the need to augment the natural semantics. But, more seriously, this approach does not give us as much information as we would like. It tells us that certain errors will not arise during the evaluation of well-typed expression, but it leaves open the possibility that there are other errors that we have neglected to check for in the augmented natural semantics.
Another approach is to use a di erent form of semantics than natural semantics. This is the approach advocated by Wright and Felleisen 25] , who use a small-step structured operational semantics to prove type soundness for a number of extensions of ML. However, we nd natural semantics to be much more natural and appealing than small-step structured operational semantics, particularly for languages with variables that have bounded lifetimes. (For example, in Ozgen's proposed small-step semantics for Polymorphic C 16], quite subtle mechanisms are employed to deallocate cells at the correct time.) Gunter and Remy 7] also propose an alternative to natural semantics, which they call partial proof semantics.
What we propose here is di erent. We argue that one can show a good type soundness theorem for a language, like Polymorphic C, de ned using natural semantics. The trouble with natural semantics is that it de nes only complete program executions, which are represented by derivation trees. But for a good type soundness theorem, we need a notion of an attempted execution of a program, which may of course fail in various ways. We argue, however, that a natural semantics gives rise in a natural way to a transition semantics, which we call a natural transition semantics, that provides the needed notion of an attempted program execution. 3 The basic idea is that a program execution is a sequence of partial derivation trees, that may or may not eventually reach a complete derivation tree. In a partial derivation tree, some of the nodes may be labeled with pending judgments, which represent expressions that need to be evaluated in the program execution. A pending judgment is of the form `e )?. (In contrast, we refer to ordinary judgments `e ) v; 0 as complete judgments.)
Before we de ne partial derivation trees precisely, we need to make a few comments about the evaluation rules in a natural semantics. First, note that natural semantics rules are actually rule schemas, whose metavariables are instantiated in any use of the rule. Second, note that the hypotheses of each rule are either evaluation judgments `e ) v; Assume henceforth that we use the unabbreviated forms in derivation trees.
We want partial derivation trees to be limited to the trees that can arise in a systematic attempt to build a complete derivation tree; this constrains the form that such a tree can have. Precisely, De nition 9 A tree T whose nodes are labeled with (partial or complete) judgments is a partial derivation tree if it satis es the following two conditions:
(i) If a node in T is labeled with a complete judgment J, then the subtree rooted at that node is a complete derivation tree for J.
(ii) If a node in T is labeled with a pending judgment `e )? and the node has k children, where k > 0, then there is an instance of an evaluation rule that has the form One may readily see that a partial derivation tree can have at most one pending judgment on each level, which must be the rightmost node of the level, and whose parent must also be a pending judgment.
Next we de ne transitions, based on the rules of the natural semantics, that describe how one partial derivation tree can be transformed into another. Suppose that there is an instance of an evaluation rule that has the form We write T ?! T 0 if partial derivation tree T can be transformed in one step to T 0 . As usual, ?! denotes the re exive, transitive closure of ?!. Remark 10 We remark that, in the case of Polymorphic C, the transformation relation thus de ned is almost deterministic. In particular, although there are two evaluation rules for if (e 1 ) fe 2 g else fe 3 g and while (e 1 ) fe 2 g, there is no ambiguity, since we need not choose which rule is being applied until after the guard e 1 has been evaluated. The only nondeterminism in the transformation relation is in rules (bindvar) and (bindarr). The second hypothesis of both rules is (i; 0) 6 2 dom( 1 ), and here metavariable i is not bound deterministically. But, of course, this nondeterministic choice of an address for a newly-allocated variable or array is of no importance. 2 A key property of ?! is that it always transforms a partial derivation tree into another partial derivation tree: Lemma 11 If T is a partial derivation tree and T ?! T 0 , then T 0 is also a partial derivation tree.
PROOF. Straightforward. 2
The transformation rules give us the desired notion of program execution: to execute e in memory , we start with the tree T 0 which consists of a single root node labeled with the pending judgment `e )?, and then we apply the transformations, generating a sequence of partial derivation trees:
More precisely, we de ne an execution of program e in memory to be a possibly in nite sequence of partial derivation trees T 0 ; T 1 ; T 2 ; : : : such that { T 0 is a one-node tree labeled with `e )?, { for all i 0, T i ?! T i+1 (unless T i is the last tree in the sequence), and { if the sequence has a last tree T n , then there is no tree T such that T n ?! T .
Note that there are three possible outcomes to an execution:
(i) The sequence ends with a complete derivation tree. This is a successful execution. (ii) The sequence is in nite. This is a nonterminating execution. (iii) The sequence ends with a tree T n that contains a pending judgment but has no successor. This is an aborted execution.
Our Type Soundness theorem will show that, for well-typed programs, aborted execution can arise only from one of a speci c set of errors.
But rst, we argue that our notion of execution is correct. Let us write J] to denote the one-node tree labeled with J. The soundness of our notion of execution is given by the following lemma. De nition 15 A pending judgment `e )? is well typed i there exist an address typing and a type such that : and ; ;`e : . Also, a partial derivation tree T is well typed i every pending judgment in it is well typed. PROOF. Let N be the uppermost node in T that is labeled with a pending judgment, say `e )?. Then any transformation on T must occur at this node. We just consider all possible forms of expression e. Here we just give the case e 1 =e 2 ; the other cases are quite similar.
Since T is well typed, the pending judgment `e 1 =e 2 )? is well typed, and so there exist and such that : and ; ;`e 1 =e 2 : . The latter typing must be by (assign):
; ;`e 1 : var ; ;`e 2 : ; ;`e 1 =e 2 :
By the Correct Forms lemma, e 1 must be of the form ((i; j); 1) or else of the form *e 0 1 . So, simplifying notation a bit, the pending judgment that labels N has the form `(a; 1)=e )? or `*e 1 =e 2 )?. We consider these two cases in turn.
If the label of N is `(a; 1)=e )?, where : and ; ;`(a; 1)=e : , then the typing must end with (assign):
; ;`(a; 1) : var ; ;`e : ; ;`(a; 1)=e :
So by (var), a is of the form (i; j), where (i) = .
Now, if N has no children, then (using rule (update)), we can transform T by adding to N a new child, labeled with the pending judgment `e )?. Furthermore, this is the only possible transformation, and since ; ;`e : , this new pending judgment is well typed.
If N has exactly one child, then by condition (ii) of the de nition of partial derivation tree and the fact that N is the uppermost node labeled with a pending judgment, it must be that the child of N is labeled with a judgment of the form `e ) v; If the label of N is `*e 1 =e 2 )?, where : and ; ;`*e 1 =e 2 : , then the typing must end with (l-val) followed by (assign):
; ;`e 1 : ptr ; ;`*e 1 : var ; ;`e 2 : ; ;`*e 1 =e 2 :
Now, if N has no children, then the only applicable transformation (using rule (update)) is to add to N a new child, labeled with the pending judgment `e 1 )?. Since ; ;`e 1 : ptr, this new pending judgment is well typed.
If N has exactly one child, then by condition (ii) of the de nition of partial derivation tree and the fact that N is the uppermost node labeled with a pending judgment, it must be that the child of N is labeled with a judgment of the form `e 1 ) PROOF. Let T 0 ?! T 1 ?! T 2 ?! be an execution of e in . Then T 0 = `e )?], which is well typed by assumption. So, by the Progress theorem, every T i is well typed, and furthermore, if T i contains a pending judgment, then it has a successor unless it contains one of the errors E1, E2, E3, or E4. So, if the execution is nite, it either ends with a complete derivation tree or with a tree containing one of the errors E1, E2, E3, or E4. 2 
Discussion
One of the most desirable properties of a programming language implementation is that it guarantee the safe execution of programs. This means that a program's execution is always faithful to the language's semantics, even if the program is erroneous. C is, of course, a notoriously unsafe language: in typical implementations, pointer errors can cause a running C program to overwrite its runtime stack, resulting in arbitrarily bizarre behavior. Sometimes this results in a \Segmentation fault|core dumped" message (though this may occur far after the original error); worse, at other times the program appears to run successfully, even though the results are entirely invalid.
Three techniques can be used to provide safe execution:
(i) The language can be designed so that some errors are impossible. For example, a language can de ne default initializations for variables, thereby preventing uninitialized variable errors.
(ii) The language can perform compile-time checks, such as type checks, to guard against other errors. (iii) Finally, runtime checks can be used to catch other errors.
In the case of Polymorphic C, the Type Soundness theorem (Corollary 17) speci es exactly what runtime checks are needed to guarantee safe execution. The trouble is, except for error E4 (declaring an array of size 0 or less), typical C implementations do not make these checks. What would we expect, then, of implementations of Polymorphic C? Well, it is actually not too di cult to check for error E2 (reading or writing an address with an invalid o set)|for each pointer, we must maintain at runtime the range of permissible o sets. And error E3 (reading an uninitialized address) can also be checked fairly e ciently, by initializing array cells with a special uninit value. That leaves only error E1 (reading or writing a dead address). This, of course, is very di cult to check e ciently. In our natural semantics, we make this check possible by never reusing any cells! Hence we reach a point of trade-o s. We can directly implement our natural semantics, getting a safe but ine cient \debugging" implementation of Polymorphic C. Or we can follow usual C practice and build a stack-based implementation that leaves errors E1 (and perhaps E2 and E3 as well) unchecked, achieving e ciency at the expense of safety. 4 In this case, the Type Soundness theorem at least tells us what kinds of errors we need to look for in debugging our programs. As a nal alternative, we can change the semantics of Polymorphic C by giving cells unbounded lifetimes (thereby necessitating garbage collection), as was done in the design of Java 1].
Conclusion
Advanced polymorphic type systems have come to play a central role in the world of functional programming, but so far have had little impact on traditional imperative programming. We assert that an ML-style polymorphic type system can be applied fruitfully to a \real-world" language like C, bringing to it both the expressiveness of polymorphism as well as a rigorous characterization of the behavior of well-typed programs.
Future work on Polymorphic C includes the development of e cient implementations of polymorphism (perhaps using the work of 13, 18, 10] ) and the extension of the language to include other features of C, especially structures.
