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Abstract
An approach for estimating 3D body pose from multiple,
uncalibrated views is proposed. First, a mapping from im-
age features to 2D body joint locations is computed using
a statistical framework that yields a set of several body
pose hypotheses. The concept of a “virtual camera” is in-
troduced that makes this mapping invariant to translation,
image-plane rotation, and scaling of the input. As a conse-
quence, the calibration matrices (intrinsics) of the virtual
cameras can be considered completely known, and their
poses are known up to a single angular displacement pa-
rameter. Given pose hypotheses obtained in the multiple
virtual camera views, the recovery of 3D body pose and
camera relative orientations is formulated as a stochas-
tic optimization problem. An Expectation-Maximization al-
gorithm is derived that can obtain the locally most likely
(self-consistent) combination of body pose hypotheses. Per-
formance of the approach is evaluated with synthetic se-
quences as well as real video sequences of human motion.
1. Introduction
The estimation of 3D human body structure from visual
cues is a key problem faced by computer vision. Recov-
ery of detailed body pose from images would enable a
great number of applications, including human-computer
interfaces, video coding, visual surveillance, human motion
recognition, ergonomics, video indexing/retrieval, etc.
This paper introduces a framework for 3D articulated
pose recovery, given multiple uncalibrated views. The map
from visual features to body joint locations is obtained via
a statistical inference method, known as Specialized Map-
pings Architecture (SMA) [20, 19]. The SMA provides sev-
eral pose hypotheses, each one with correspondences of 2D
joint locations across frames and views. From the set of
pose hypotheses, 3D pose can be recovered via multiple-
view geometry and an alternating minimization algorithm.
One strength of our approach is due to the fact that
the camera matrices used in the 3D pose recovery are not
those of the actual cameras that captured the sequence, but
rather the virtual cameras with which the SMA was trained.
The calibration matrices of these virtual cameras can be
regarded as completely known; furthermore, their pose is
known up to a single angular displacement parameter. In
other words, no camera calibration is required, and there is
only one parameter per camera (excluding the first camera)
to recover. Another strength is that our formulation provides
a principled way to combine multiple pose hypotheses in a
probabilistic form.
2. Related Work
Humans can easily estimate body part location and 3D
structure from relatively low-resolution images of the pro-
jected 3D world (e.g., watching a video). Unfortunately,
this problem is inherently difficult for a computer. The dif-
ficulty stems from the number of degrees of freedom in the
human body, ambiguities in the projection of human motion
onto the image plane, self-occlusion, insufficient temporal
or spatial resolution, etc. To make the problem tractable,
many 3D pose estimation algorithms use human body mod-
els, and/or prior knowledge obtained via machine learning.
Three-dimensional models have been used in systems
that estimate and track body pose in image sequences
[3, 6, 8, 15, 17, 18, 21, 25]. Unfortunately, most of these
tracking methods require careful initialization of the 3D
model on the first frame, and tracking in subsequent frames
tends be sensitive to errors in initialization, and numerical
drift. In some approaches, it is also assumed that tracking
of joint locations (or correspondence of body features) is
given in each input image. Three-dimensional models have
also been employed in estimation of human body pose from
a single image [1, 14, 23]; however, most of these methods
also require that projected joint locations be given as input.
Recently, researchers proposed the use of machine learn-
ing methods that exploit prior knowledge in gaining more
stable estimates of 3D human body pose [2, 9, 22]. In [9], a
Gaussian probability model was used for short human mo-
tion sequences. In similar approach [2], the manifold of hu-
man body configurations was modeled via a hidden Markov
model and learned via entropy minimization. In [22] dy-
namic programming was used to calculate the best global
labeling of the joint probability density function of the po-
sition and velocity of body features. In these systems, the
joint locations, correspondences, and/or model initialization
must be provided by hand. Moreover, when general hu-
man motion dynamics is intended to be learned (besides just
configurations), the requirements of amount of data, model
complexity, and computational resources, become imprac-
tical. As a result, models with large priors towards specific
motions, like walking motions, are generated.
In [19, 20] a machine learning method, the Specialized
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Figure 1: Silhouettes segmented from real camera views, and 2D
joint estimates in the corresponding virtual camera views.
Mapping Architecture (SMA) was proposed. Our work
builds upon the results presented here. The SMA frame-
work allows mapping directly from image features to 2D
image locations of body joints. The SMA’s mapping func-
tions are estimated from training data, in this case: exam-
ples of body poses (output) and their corresponding visual
features (input). The SMA is related to other machine learn-
ing models [7, 11] and mixture models in general that use
the principle of divide-and-conquer to reduce the complex-
ity of the learning problem.
3 The Basic Idea of Our Approach
In this paper, a SMA is used to compute a mapping from
image features to corresponding 2D joint locations in the
image planes of virtual cameras. These virtual camera
views are a direct consequence of our use image features
(Hu moments [10]) that are invariant to translation, scal-
ing, and rotation on the image plane. This is evident from
Fig.1. Note that these estimates are insensitive to image
translation, scaling and rotation. Also note the overall ver-
tical orientation of the skeleton. This is due to the fact that
the SMA mappings were trained with concentric cameras,
where each camera’s principal axis passes through the cir-
cles’ center, and all cameras have coinciding up-vectors;
in other words, the virtual image scan lines should ideally
match across views.
Given correspondences of the most likely 2D joint loca-
tions in multiple, virtual camera views, obtained from the
SMA inference procedure, 3D body pose can be recovered
with an algorithm related to structure from motion. More-
over, given multiple hypothesis per camera (as in this pa-
per) we formalize a generalized probabilistic structure from
motion technique and provide an algorithm for the special
virtual camera case.
An overview of our approach is shown in Figs. 2–3. Our
goal is to produce a reconstruction of body poseX (3D joint
locations) and the relative orientations 
 of the real cam-
eras. First images obtained by each camera c are segmented
to extract image features x
c
(Hu moments in this work).
Each camera is assumed to capture images of the whole
body, camera parameters are otherwise unconstrained.
Figure 2: Overview of pose hypothesis generation. Cameras cap-
ture the scene, human figures are segmented, and a vector of visual
features x
c
is computed per camera. SMA produces several body
pose hypotheses per camera.
Figure 3: Overview of structure from motion algorithm. All body
pose hypotheses and error covariances are used to find a self-
consistent combination of hypotheses using EM. The output are
the estimates of body pose and camera parameters.
3.1 Visual Features to 2D Pose
The front-end of our approach consists of a Specialized
Mapping Architecture (SMA) [20, 19]. For the purpose of
this work, an SMA may be regarded as a set of functions
 = f
k
g that have been trained to map inputs to outputs.
The SMA mapping functions have been precomputed via a
supervised learning procedure. Training data for the SMA
is generated via computer graphics renderings of 3D motion
capture data as detailed in [20, 19]. As shown in Fig. 2, each
function 
k
transforms (maps) a vector of visual features x
into several 2D body pose hypotheses, H
k
. Each H
k
gives
an hypothesis about the image locations of the body joints
for that particular view.
Given a silhouette for the human extracted in C camera
views, each yielding feature vector x
c
, we denote H
c;k
as
the hypothesis k from camera c. Note that each camera uses
the same series of functions  to produce its hypothesis,
thus  are not trained for a particular camera viewpoint. We
denote the set of all hypotheses from all cameras H. Fig. 4
shows an example of what H looks like for C = 3 cameras
and K = 4 hypothesis. This is a real example, where input
features were obtained from the images shown in Fig. 1.
The vertical bars indicate which hypothesis is deemed most
likely by the SMA for each view.
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3.2 3D Structure and Camera Estimation
from Multiple Pose Hypotheses
The individual best configurations shown in Fig. 4 (marked
with a bar) are not guaranteed to be self-consistent, i.e., they
may not agree. A 3D reconstruction algorithm needs to ac-
count for this inconsistency of the observations. In response
to this, 3D estimation is posed as a maximum likelihood
(ML) estimation problem that tries to find the best estimates
forX and 
 given the set of all hypotheses from all cameras
H = fH
c;k
g. As shown in Fig. 3 we try to find a 3D body
pose and cameras that generate the most consistent combi-
nation of 2D hypotheses from each camera.
In the following sections we formulate this problem and
show its exact solution is intractable. We then present an
Expectation Maximization algorithm that approximates a
solution to the initial problem. In order to prepare the reader
for the next sections, we will anticipate that the form of the
EM algorithm requires solving a generalized form of the
Structure from Motion problem at each iteration of the M-
step. This is related in some sense to the recent work of
[4], but differs in the following key aspects: 1.) our method
handles multiple hypotheses per camera, 2.) our method
uses a full covariance matrix weighting for the hypotheses
in the solution, and 3.) sampling methods are not required
because our problem is posed in a tractable form.
4 Probabilistic 3D Reconstruction
Reconstruction will be formulated as a stochastic optimiza-
tion problem. The goal is to maximize the log-likelihood of
the 3D body pose X and camera parameters 
:



;X

= argmax
X;

log p(HjX;
); (1)
where X 2 <p, with p = 3  (number of joints) and

 = (!
1
; ::!
C
). Assuming that the hypotheses presented
by each camera are conditionally independent given the
model parameters X and 
, we have:



;X

= argmax
X;

log
C
Y
c=1
p(H
c
jX;
): (2)
this assumption is reasonable because by knowing the true
value of X and 
, we do not gain any information about a
given view if we know about another view. Introducing a
latent random variable y
c
2 f1::Kg representing the choice
of hypothesis for camera c we obtain:



;X

= argmax
X;

C
X
c=1
log(
K
c
X
k=1
p(H
c
jy
c
= k;X;
)P (y
c
= kjX;
)): (3)
Figure 4: Four hypotheses generated for three cameras views of
the same body pose shown in Fig.2. The most likely pose per
camera is marked with a vertical bar.
Intuitively, p(H
c
jy
c
= k;X;
) is how probable the k   th
hypothesis of camera c is, given the model parametersX;
.
It is important to recall that the probability of a set of hy-
pothesis from several cameras can be factorized into a prod-
uct of probabilities of hypotheses from each camera (be-
cause of our conditional independence assumption). Thus,
combinatorial complexity is avoided.
If we consider P (y
c
= kjX;
) as uniform, then we face
the following stochastic optimization problem:



;X

= argmax
X;

C
X
c=1
log(
K
c
X
k=1
p(H
c
jy
c
= k;X;
)):
(4)
Because of the log-sum encountered, this problem is in-
tractable in general. However, there exist practical approx-
imate optimization procedures, one of them is Expectation
Maximization (EM) [5, 13].
5 EM Algorithm for Estimating 3D
Body Pose and Virtual Cameras
We will now present the EM algorithm parameter update
rules for the specific problem at hand.
The E-step consists of finding P (y = kjH;X;
) =
~
P (y). Note that the variables y
c
are independent (it follows
from our conditional independence assumption in Sec. 4).
Therefore, we can factorize ~P (y) =
Q
c
~
P (y
c
). Assuming
a uniform prior over the specialized functions of any cam-
era, i.e., P (y
c
= kjX;
) = , it can be shown that:
~
P (y
c
) = p(H
c
jy
c
= k;X;
)=
X
j
p(H
c
jy
c
= j;X;
)(5
However, note that p(H
c
jy
c
= k;X;
) is still undefined.
In this paper we use:
p(H
c
jy
c
= k;X;
) = N (H
c;k
;R(X;

c
);
k
); (6)
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with H
c;k
the k-th hypothesis of camera c, 

c
the param-
eters of the camera c, and 
k
the covariance error of the
specialized function k (see [19] for a detailed treatment of
specialized maps).
One way to interpret this choice is to simply think that
the error cost in the projection of the current estimate is
a Gaussian distribution. This seems a natural choice, and
leads to tractable further derivations. The distribution is not
spherical, but shaped according to 
k
to represent our de-
gree of confidence in the hypotheses generated by the SMA.
5.1 M-step
The M-step consists of finding
(
;X)
(t)
= argmax

;X
E
~
P
(t)
[log p(H;yj
;X)]: (7)
In our case we can show that this is equivalent to:
argmax

;X
X
c
E
~
P
(t)
c
[log p(H
c
; y
c
j
;X)] =
argmin

;X
X
c
X
k
~
P
(t)
(y
c
= k)
(H
c;k
 R(X;

c
))
>

 1
k
(H
c;k
 R(X;

c
)) (8)
Very interestingly, Eq. 8 corresponds to a generalized ver-
sion of the Structure from Motion problem [16]. In the stan-
dard structure from motion problems, 
k
is assumed diag-
onal and there is only one hypothesis per camera (i.e., there
is only one observation). Here, there are several hypotheses
per camera H
c;k
with k = 1::K, provided by the special-
ized maps [20]. Thus, our formulation generalizes the struc-
ture from the motion problem and provides a probabilistic
framework for its solution.
If the rendering function R merely projects the 3D joints
to the different virtual cameras views then the resulting cost
function to minimize can be written as:
J(
;X) =
X
c
X
k
~
P
(t)
(y
c
= k)
(H
c;k
 M(

c
)X)
>

 1
k
(H
c;k
 M(

c
)X) (9)
where H
c;k
is a 2N vector (N is the number of joints) of
the 2D joints estimates, X is a 3N vector of the 3D joints
estimates, 
k
is a 2N  2N covariance matrix of the 2D
joints estimates, and M is a 2N  3N matrix consisting of
N copies of a 23 affine camera matrix along the diagonal.
The cost function J is in general nonlinear in its param-
eters; however, the partial derivatives of J are bilinear in
both the structure (X) and camera (M
c
) parameters when
the affine projection model is assumed [12]:
@J
@X
=
X
c
X
k
~
P
(t)
(y
c
= k)M
c
T

k
 1
(H
c;k
 M
c
X) (10)
@J
@M
c
=
X
k
~
P
(t)
(y
c
= k)X
T

k
 1
(H
c;k
 XM
c
): (11)
Here, X is a 2N  6 matrix, with the ith 2 6 block taking
the form:

X
i
0
0 X
i

; (12)
and M
c
is a 6D vector consisting of the elements of the
2 3 affine camera matrix in row major order.
By setting the partials to zero and rearranging the result-
ing equations, we obtain a set of bilinear equations for struc-
ture X and camera M
c
:
(
X
c
X
k
~
P
(t)
(y
c
= k)M
T
c

 1
k
M
c
)X =
X
c
X
k
~
P
(t)
(y
c
= k)M
T
c

 1
k
H
c;k
(13)
and
(
X
k
~
P
(t)
(y
c
= k)X
T

 1
k
X )M
c
=
X
k
~
P
(t)
(y
c
= k)X
T

 1
k
H
c;k
(14)
Note that Eq. 14 is a set of six linear equations in the cam-
era’s affine parameters; however, in our case, the affine (vir-
tual) camera model is simple, and has only one degree of
freedom. The orientation of the virtual camera is:
M
c
= [cos!
c
sin!
c
0 0 0 1]
T
= [a b 0 0 0 1]
T
(15)
Therefore, we solve the above over-constrained set of linear
equations to obtain a and b, and then enforce the nonlinear
constraint !
c
= tan
 1
(
b
a
).
To solve, we start with an initial guess for the camera
parameters M
c
, and use Eq. 13 to obtain the least squares
solution for X. Then this new X and Eq. (14) are used to
solve for the camera parameters M
c
. This step is repeated
until convergence is achieved. The initial guess for the cam-
era parameters M
c
is obtained from a modified version of
the standard factorization algorithm [24], which does not
incorporate the y locations in the measurement matrix. De-
tails are given in the Appendix.
5.2 Multiple Frames
For the sake of simplicity, our formulation was derived for
a single frame only. In our implementation, we extended it
to multiple frames. A straightforward way to do this is to
assume that frames are conditionally independent over time:
p(H
1
; ::;H
T
jX
1
; ::;X
T
;
) =
Q
T
t=1
p(H
t
jX
t
;
), with t
indicating the frame number.
This is different than just several single frame estima-
tions in that 
 is not time dependent, and therefore more
evidence from multi-frames should tend in theory to pro-
vide a more robust estimate. An equivalent to Eqs.13 and 14
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Figure 5: Normalized correlation between ground-truth and es-
timated 3D poses: (a) as a function of the angular displacement
between cameras (using three cameras), and (b) as a function of
the number of camera views employed. For comparison, the mean
normalized correlation obtained for 100 randomly chosen pairs of
3D poses in our test set was 0:34.
was derived with just an additional summation over time t in
each side. Note also that these total independence assump-
tions can be relaxed easily to obtain, for example, Markov-
like models of a given order. In these cases, inference is not
as efficient and close approximations may be harder to find.
6. Experiments
The training data for the SMA consists of approximately 35
sequences (5,000 frames) obtained from 3D motion capture
data (including basic locomotion, dancing, grabbing, throw-
ing, jumping, signaling, and crouching-down). Input-output
pairs for training (and testing) were generated using com-
puter graphics by rendering from 32 viewpoints uniformly
sampled on the sphere equator. The input consisted of seven
real-valued Hu moments [10] computed on synthetically
generated silhouettes. The output of the SMA consisted of
20 joint locations (40 DOF) linearly encoded by nine real
values using Principal Component Analysis (PCA).
Experiments have been conducted using real video se-
quences, and synthetic sequences that were not used in
training the SMA. For the experiments with real video
sequences, observation inputs were obtained automati-
cally using simple background subtraction. Approximately
105,000 2D configurations were generated synthetically;
8,000 were used for training the SMA and the rest for test-
ing. In the following three performance experiments, unless
otherwise stated, three cameras are used to capture the test
sequences.
6.1 Quantitative Experiments
The first experiment tested the sensitivity of the system to
the change in the angular displacement between the cam-
eras, or equivalently the baseline between pairs of cameras.
The result of 100 reconstruction trials with 50 randomly
chosen frames each is depicted in Fig. 5(a). As seen in the
graph, the normalized correlation between ground-truth and
estimated 3D pose improves as the baseline increases. A
wider baseline in other approaches results in a major fea-
ture correspondence problem. Our approach does not suf-
fer from this shortcoming because the mapping between sil-
houette features and the 2D joint locations provides corre-
spondence across frames and disparate views.
The second experiment measured the average perfor-
mance of our approach with respect to the number of cam-
eras used. The angular displacement was set to =8 rads
(22.5 degrees) and the number of cameras varied from two
to six. Number of trials and performance measures are as
in the first experiment. A graph showing results of this ex-
periment is shown in Fig. 5(b). It was noted that there is a
major increase in reconstruction accuracy when the number
of cameras increases from two to three.
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Figure 6: Example reconstruction of a test sequence (every 50-
th frame at 30 frames/sec). In each 3D graph, pose estimates are
drawn on the left side and ground-truth one the right.
Fig. 6 shows several example reconstructions taken from
our test sequences. Frames were taken evenly spaced (ev-
ery 50-th at 30 frames/sec) from a novel motion capture se-
quence. Estimates and ground-truth are on the left and right
hand side respectively. The visual agreement between esti-
mates and ground-truth can be easily observed.
6.2 Experiments with Real Sequences
Real sequences of a single human subject were captured by
a setup of three synchronized cameras for which neither cal-
ibration nor pose was known. In Fig. 7 we can see the result
of standard background subtraction applied to the original
images to obtain the initial silhouettes shown (only those
obtained by the first camera are shown). Seven Hu mo-
ments were computed for each silhouette and then the SMA
inference procedure described in this paper was carried out
to obtain estimates of 2D joint locations, and then 3D re-
construction was obtained as shown in the bottom rows of
Fig. 7. The figure shows every 15-th frame from the se-
quence. A similar procedure was used to obtain the results
5
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
Figure 7: 3D Reconstruction using real video. The top rows show
the input images obtained by the first camera. The bottom rows
show 3D reconstructions (as viewed by the first camera).
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Figure 8: Second example of 3D reconstruction using real video.
in Fig. 8. Cameras were located at roughly mid-body height
and their relative angular displacement was approximately
0, 30, and 90 degrees.
We use 50 frames at a time to obtain the poses shown.
Estimates of camera angular displacements were 0, 25, and
83 degrees on average. In these sequences, pose accuracy
varies over frames, but rough body pose is for the most part
visually accurate. Given the complexity of the body config-
urations, the lack of knowledge about the cameras, and no
manual initial placement of the human body model, this is
a very difficult task. The main source of inaccuracy when
using real data are the statistical differences between the vi-
sual features generated by a real person and the computer
graphics model used in training the SMA.
7. Conclusion and Future Work
This paper has presented a novel approach for estimating
3D body pose from image sequences. We introduced the
notion of “virtual cameras” and the formulation of a prob-
abilistic, multiple hypothesis Structure from Motion frame-
work along with an approximate, algorithm for solving it.
There are several advantages to the proposed approach.
First, it does not require any camera calibration nor man-
ual initialization as required by previous approaches (e.g.,
[8, 3]) that use multiple-camera setups. Second, the ap-
proach exploits the invariances of Hu moments and the con-
cept of “virtual cameras” to obtain good 3D structure esti-
mates and a more tractable algorithm for solving this prob-
lem. Third, the approach allows use of large baselines for
better 3D reconstruction, without the nettlesome issue of
feature correspondence. Finally, the method runs at around
2 frames/sec. when computing with one frame at a time.
Our approach provides approximate estimates of 3D
body pose. In these conditions obtaining high accuracy es-
timates of human body pose is a very ambitious problem
in computer vision. Our estimates can be improved by em-
ploying kinematic and dynamic constraints, as initial ex-
periments suggest (not included in this paper). Note that
this work does not address the image segmentation prob-
lem, segmentation is assumed to be “reasonably” good, and
is a hard problem on its own.
Even though in theory we could use SMA’s to map di-
rectly to 3D pose, the increased dimensionality of the prob-
lem makes the SMA training problem computationally less
accurate and time consuming and the amount of data re-
quired for training also increases. In this paper, we explore
the idea that a more complex SMA model might not be re-
quired for 3D estimation if camera geometry is incorporated
in the solution.
Future work will focus on the derivation of task-specific
invariant visual features to better localize 2D joints and the
use of more sophisticated kinematic and dynamic priors.
Even though we have not exploited these important aspects
in this paper, results are encouraging, and indicative of the
promise of the overall approach.
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A. Orthographic 3D Reconstruction
In this appendix we present a factorization algorithm for the
special case where the y image coordinates of a particular
feature point are equal across multiple camera views. This
case is a direct consequence of our use of Hu moments,
which are invariant to translation, scaling, and rotation in
the image plane. Since the SMA maps were trained with
cameras with coinciding up-vectors, the v coordinates of
the 2D estimates of a particular joint obtained from the in-
ference are expected to be equal across multiple views.
The inputs to the algorithm are 2D joint locations esti-
mates in the different virtual camera views obtained from
the SMA inference. The outputs are estimates of the cam-
era’s orientation and 3D joint estimates. The algorithm con-
sists of the following steps:
Step 0: Normalize the data: (i) subtract the coccyx (tail
bone) joint from all other joints. (ii) isotropically scale all
but the first virtual camera view so that image scan lines
match across all camera views.
Step 1: Construct the measurement matrix W :
W =
2
6
6
6
4
u
11
u
12
: : : u
1N
u
21
u
22
: : : u
2N
.
.
.
.
.
.
.
.
.
.
.
.
u
C1
u
C2
: : : u
CN
3
7
7
7
5
; (16)
where u
ci
is the u image coordinate of feature point i in
camera view c, and compute the singular value decomposi-
tion W = USV T .
Step 2: The affine camera and structure reconstruction
are:
P
c
a
=

U
c1
0 U
c2
0 1 0

(17)

x
i
a
z
i
a

= S
0


V
i1
V
i2

; (18)
where S 0 is the 2  2 major of S. Note that y
i
a can be set
to the average of the v coordinates of feature point i across
all camera views.
Step 3: Compute the rectifying homography by impos-
ing the metric constraint, that is, find H such that for each
camera c
X
e
= H
 1
X
a (19)
P
c
e
= P
c
a
H; (20)
where Xe is the Euclidean structure and P
c
e is the c-th Eu-
clidean camera matrix:
P
c
e
=

a
c
0 b
c
0 1 0

: (21)
Imposing the metric constraints
a
c
2
+ b
c
2
= 1; (22)
and the known form of the homography
H =
2
4
h
1
0 h
3
0 1 0
0 0 1
3
5
; (23)
and combining Eq. (19) - (23) for all C cameras yields a set
of C linear equations in the unknowns h
1
2
+ h
3
2 and h
3
:
[U
c1
2
2U
c1
U
c2
]  [h
1
2
+ h
3
2
h
3
]
T
= 1  U
c2
2 (24)
A solution for h
1
and h
3
can be readily obtained.
Step 4: Plug H in Eq. (20) and Eq. (19) to obtain Eu-
clidean camera and structure.
Step 5: Align the first camera reference system with the
world reference system by rotating its reference system into
the identity matrix. Adjust the other cameras by using the
same rotation.
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