Abstract. We consider parabolic Bellman equations with Lipschitz coefficients. Error bounds of order h 1/2 for certain types of finite-difference schemes are obtained.
Introduction
Bellman equations arise in many areas of mathematics, say in control theory, differential geometry, and mathematical finance, to name a few. These equations typically are fully nonlinear second order degenerate elliptic or parabolic equations. In the particular case of complete degeneration they become Hamilton-Jacobi first-order equations.
Quite naturally, the problem of finding numerical methods of approximating solutions to Bellman equations arises. First methods dating back some thirty years ago were based on the fact that the solutions are the value functions in certain problems for controlled diffusion processes, that can be approximated by controlled Markov chains. An account of the results obtained in this direction can be found in [11] and [6] .
Another approach is based on the notion of viscosity solution, which allows one to avoid using probability theory. We refer to [2] and [3] and the references therein for discussion of what is achieved in this direction.
We will be dealing with degenerate second-order equations. There is a very extensive literature treating Hamilton-Jacobi equations and establishing the rate of convergence of various numerical approximations. The reader can find how much was done for them in [1] and [5] . In contrast, until quite recently there were no results about the rate of convergence of finite-difference approximations for degenerate Bellman equations. The first result appeared only in 1997 for elliptic Bellman equations with constant "coefficients" (see [8] ) and they were later extended to variable coefficients and parabolic equations in [2] , [3] , [9] , and [10] . Surprisingly, as far as we know until now these are the only published result on the rate of convergence of finite-difference approximations even if Bellman equation becomes a linear second order degenerate equation. One has to notice however that there is vast literature about other type of numerical approximations for linear degenerate equations such as Galerkin or finite element approximations (see, for instance, [12] ). It is also worth noting that under variety of conditions the first sharp estimates for finite-difference approximations in linear one-dimensional degenerate case are proved in [13] .
Our approach is based on two ideas from [8] , [9] , and [10] that the original equation and its finite-difference approximation should play symmetric roles and that one can "shake the coefficients" of the equation in order to be able to mollify under the sign of nonlinear operator. While shaking the coefficients of the approximate equation we encounter a major problem of estimating how much the solution of the shaken equation differs from the original one. Solving this problem amounts to estimating the Lipschitz constant of the approximate solution. We prove this estimate on the basis of Theorem 5.2 and consider this theorem as the most important technical result of the present paper. Theorem 5.2 is new even if the equation is linear although in that case one can give a much simpler proof, which we intend to do in a subsequent joint article with Hogjie Dong.
Our main result says that for parabolic equations in a special form with C 1/2,1 coefficients the rate of convergence is not less than τ 1/4 + h 1/2 , where τ and h are the time and space steps, respectively. Simple examples show that under our conditions the estimate is sharp even for the case of linear first order equations. For the elliptic case the rate becomes h 1/2 , which under comparable conditions is slightly better than h 1/5 from [3] . The main emphasis of this paper is on constructing finite-difference approximations as good as possible for a given Bellman equation. There is another part of the story when one is interested in how more or less arbitrary consistent finite-difference type approximations converge to the true solution. In this directions the known results are somewhat weaker. We only know that for τ = h 2 there is an estimate of order h 1/21 , which sometimes becomes h 1/3 (see [8] , [9] ). One particular degenerate Bellman equation is worth mentioning separately. This equation arises as an obstacle problem in PDEs or as an optimal stopping problem in stochastic control: max(∆u − u, −u + g) = 0, where g is a given function. One usually rewrites it in an equivalent form:
To conclude the introduction, we introduce some notation:
etc. The symbols D n t u stand for the nth derivative in t of u = u(t, x), t ∈ R, x ∈ R d , and D n x u for the collection of all nth order derivatives of u in x. We also use the notation
Various constants are denoted by N in general and the expression N = N(· · · ) means that the given constant N depends only on the contents of the parentheses. We set
Finally, as usual the summation convention over repeated indices is enforced.
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Main results
Let A be a separable metric space, constants
Suppose that we are given ℓ k ∈ R d and real-valued
defined for k = ±1, ..., ±d 1 , (t, x) ∈ R × R d , and α ∈ A such that
We also assume that σ
are Borel in t and continuous in α.
Introduce
with the summation in k performed before the supremum is taken. Under the above assumptions there is a probabilistic solution v of the Bellman equation
This solution is constructed by means of control theory. The reader unfamiliar with control theory may consider v as the unique bounded viscosity solution of the above problem (see, for instance, [6] , [11] ).
Just in case, notice that in the denominator of δ T τ u we write τ and not τ T (t). This will be important in the proof of Lemma 6.2. Also note that
In H T consider the following equation with respect to a function u
with terminal condition (2.2). Equation (2.3) is an implicit finite-difference approximation for the Bellman equation (2.1). Existence of a unique bounded solution of problem (2.3)-(2.2), which we denote by v τ,h , is a standard fact proved by successive approximations in Lemma 3.1 (also see the comments before that lemma).
Here are our main results.
Theorem 2.2. In addition to the above assumptions suppose that
Then there exists a constant N 1 depending only on d, d 1 , T , and K (but not h or τ ) such that
in H T . In addition, there exists a constant N 2 depending only on The following result about semidiscretization allows one to use approximations of the time derivative different from the one in (2.3), in particular, explicit schemes could be used. 
in H T with terminal condition (2.2). Furthermore, there exists a constant N 1 depending only on K, T , d, and
in H T . Finally, there is a constant N 2 depending only on K and d 1 such that if λ ≥ N 2 , then N 1 is independent of T .
We prove the above results in Section 7, after proving some auxiliary statements in Sections 3 and 4. Then come the main estimate of the Lipschitz constant in x in Section 5 and finally the Hölder 1/2 continuity in t in Section 4. 
α is a severe restriction. However it is easy to see (cf. [4] ) that if we fix a finite subset
and L h are monotone, then automatically
There is also a very substantial advantage of using this particular form of L α because for any smooth function η by Taylor's formula we have
and the second term on the right has order h 2 . By considering similarly first order terms we see that for any four times continuously differentiable function η
where B K (x) is the ball of radius K centered at x and N * depends only on K and d 1 .
Solvability and comparison principle for
finite-difference equations
2) is, actually, a collection of disjoint problems given on each mesh associated with points (t 0 , x 0 ) ∈ [0, T ) × R d :
2) on such a mesh has perfect sense even if u is defined only on it. In the future we will see that it is extremely convenient to consider this collection of problems simultaneously. However, while obtaining certain estimates it is more convenient to work in a more traditional setting with each particular mesh separately. In this way even the results look more general and the continuity hypothesis in t on the coefficients often becomes just superfluous. It is also worth noting that we do not assume that {ℓ k } generates R d so that the meshes (3.1) may be meshes on hyperplanes.
For fixed τ, h > 0 introducē
Of course, results obtained for equations on subsets ofM T automatically translate into the corresponding results for all other meshes like (3.1).
Take a nonempty set
We start with a solvability result.
Lemma 3.1. Let g(t, x) be a bounded function onM T . Then there is a unique bounded function u defined onM T such that equation (2.3) holds in Q and u = g onM T \ Q.
Proof. Take a constant γ ∈ (0, 1) and define a function ξ(t) = ξ(t, x) onM T recursively by
Notice that for any function v
Obviously the function u we are looking for is to satisfy
and ε is any number. Observe that for ε > 0
We choose ε and γ so that
where δ is a constant. Then we use the fact that the difference of sups is less than the sup of differences and easily conclude that for any functions v and w we have
so that the operator G is a contraction in the space of bounded functions onM T . The application of Banach's fixed point theorem to equation (3.4) proves the lemma.
Remark 3.2. Sometimes dealing with functions onM T the fact that T may not be a point of type τ, 2τ, ... is quite inconvenient just because then we should take care of two cases: t < T and t = T , separately. In addition, on few occasions in the article we are not using any continuity hypotheses in t. Therefore, we may move the points (jτ ) ∧ T along the time axis preserving their order in any way we like provided that we carry along with them the values of the coefficients and other functions involved. In connection with this we introduce T ′ as the least point in the progression τ, 2τ, ..., which is ≥ T and notice that equation (2.3) on Q is rewritten as the following equation on Q relative to a functioñ u given onM T ′ :
The following is a comparison result.
Finally, let h ≤ 1 and u 1 ≤ u 2 onM T \ Q and assume that u i e −µ|x| are bounded on M, where µ ≥ 0 is a constant. We assert that there exists a constant τ * > 0, depending only on K, d 1 , and µ, such that if
Furthermore, τ * (K, d 1 , µ) → ∞ as µ ↓ 0 and if u 1 , u 2 are bounded onM T , so that µ = 0, then (3.7) holds without any constraints on h and τ .
Proof. Obviously, one can replace f α 1 with f α 2 preserving (3.6). Then, according to Remark 3.2, we can pass from T to T ′ and thereby we may assume that T = T ′ . We get from (3.6) that
Further, without losing generality we assume that C ≥ 0 and for
where ε > 0 is any number.
Next, looking at the proof of Lemma 3.1 we see that we can choose ε so that, for γ = 1 and any α ∈ A in (3.5) we have p α k ≥ 0, p α ≥ 0. Then for any function ψ ≥ w we have
Take a rather small constant γ > 0 to be specified later and take the function ξ(t) from (3.2). Also introduce
Notice that by (2.7) and by straightforward computations
where N i depend only on K, µ, and d 1 . It is seen as well that one can take N 2 , so that
Therefore,
where
and assume that τ < τ * . Upon noticing that κ(0) < 0 and κ(1) ≥ 0 we see that we can take γ so that κ < 0 and 1 + κε > 0.
After that for ψ = N 0 ζ equation (3.8) implies that
Since the right-hand side is nonpositive onM T \Q, the inequality holds onM T and by the definition of N 0 implies that N 0 (1 + κε) ≥ N 0 . By recalling that κ < 0 we obtain N 0 = 0, w ≤ 0 and (3.7) follows. To prove the second assertion of the lemma it suffices to add that if µ = 0, then N 3 = N 2 = 0. The lemma is proved.
Three completely standard applications of the comparison principle follow.
Corollary 3.4. Let a constant c 0 ≥ 0 be such that
To prove the corollary we observe that it suffices to concentrate on M T . Then we pass from T to T ′ thus reducing the general case to the one with T = nτ , where n is an integer. Next, define
By the lemma v τ,h ≤ ξ onM T . Similarly one proves that v τ,h ≥ −ξ.
Corollary 3.5. Let u 1 and u 2 be bounded solutions of (2.3) in H T with terminal condition u 1 (T, x) = g 1 (x) and u 2 (T, x) = g 2 (x), where g 1 and g 2 are given bounded functions. Then under the conditions of Corollary 3.4 we have
To prove this it suffices to replace u 2 in Lemma 3.3 with the righthand side of (3.9).
For the proof take a unit l ∈ R d and for small γ ∈ (0, 1) consider
where ξ is taken from the proof of the lemma. It is a matter of very simple computations that L α h η ≤ Nγη, where N is independent of l, γ, α, and t, x. It follows that
if γ is sufficiently small. If needed we reduce further the value of γ to have τ < τ
where f α = 0, we have
3 we obtain v τ,h ≤ Nζ inM T and due to the arbitrariness of l we conclude v τ,h ≤ Nξ(0) exp(−γ|x|). Similarly, one proves that
and the result follows if we restrict ourselves to considering v τ,h only onM T . But since every mesh (3.1) can be treated in the same way and our constants stay the same, we get the result as stated.
where N depends only on K and d 1 .
To prove this we may assume that s 0 > 0. Also, shifting the origin of the time axis allows us to assume that t 0 = 0, so that s 0 ≤ 1. Then fix a constant γ > 0, define s ′ 0 as the least nτ , n = 1, 2, ..., such that s 0 ≤ nτ and onM s 0 set
where κ > 0 is a constant to be specified later. It is easy to check that δ
where the constants N i depend only on K and
As is easy to see there is κ > 0 depending only on N 2 such that the right-hand side is negative for all x. Furthermore,
Minimizing with respect to γ > 0 yields
Thus we obtain a one-sided estimate of v τ,h (t, x 0 ) − v τ,h (s 0 , x 0 ). The estimate from the other side is obtained similarly by considering
in place of ψ. One more simple consequence of Lemma 3.1 and Corollary 3.4 is the following stability result. Then v n τ,h → v τ,h onH T . Proof. It suffices again to concentrate onM T and observe that any subsequence of uniformly bounded functions v n τ,h which converges at any point ofM T will converge to a solution of the original problem (2.3)-(2.2), which is unique and equals v τ,h . Therefore, the whole sequence converges to v τ,h . The lemma is proved.
Some technical tools

Set
T h,l u(x) := u(x + hl).
Lemma 4.1. For any functions u(x), v(x), h > 0, and l ∈ R d we have
In particular,
Proof. Equations (4.1), (4.2), and (4.3) are almost trivial. They yield equation (4.5) because
. Equation (4.4) is obtained by polarizing (4.5) that is by comparing the coefficient of λ in (4.5) applied to u + λv in place of u. The lemma is proved.
Proof. We use the formulas −α ≤ α − and v(x 0 ) = −v − (x 0 ) and get
which is the first inequality in (4.6). The second one is obtained by summing up the first inequality corresponding to l and −l. While proving (4.7) we may assume that u(x 0 ) < 0 since otherwise the left-hand side is negative. In that case by noting that by subadditivity:(α + β) − ≤ α − + β − , we have
We conclude that at x 0
and (4.7) follows.
In the proof of (4.8) we may assume that ∆ h,l u(
This and (4.7) imply (4.9) .
If ∆ h,l u(x 0 ) ≤ 0, (4.9) follows from (4.8) with v ≡ w ≡ 0. Therefore, we may concentrate on the case that ∆ h,l u(x 0 ) ≥ 0. By applying (4.8) with v ≡ w ≡ 0 to −u in place of u and using (4.2) we get at x 0 that
This proves (4.9). Equation (4.10) is obtained from (4.9) by substituting −u in place of u. The lemma is proved.
Main estimates
We take τ, h, T , and M T from Section 3, fix an ε ∈ [0, Kh] and a unit vector l ∈ R d and introducē
Let Q ⊂M T (ε) be a nonempty finite set and u a function onM
Instead of Assumption 2.1 in this section we use the following. Before proving the theorem we do some preparations. Denote
and let r be an index running through {±1, ..., ±(d 1 +1)} and k through {±1, ..., ±d 1 }. Take a constant c 0 ≥ 0 and introduce T ′ as the least nτ , n = 1, 2, ..., such that nτ ≥ T , Observe that for each (t, x) ∈ Q o ε and r we have (t, x + h r ℓ r ) ∈ Q and either v r (t, x) ≤ 0 or − v r (t, x) = v −r (t, x + h r ℓ r ) ≤ 0.
In the first case
whereas in the second case
on Q and we need only estimate V 1/2 (t 0 , x 0 ). Furthermore, obviously
so that while estimating V 1/2 (t 0 , x 0 ) we may assume that
Notice that there is a sequence α n ∈ A such that
Owing to Assumption 5.1 there is a subsequence {n ′ } ⊂ {1, 2, ...} and functionsā k (t, x),b k (t, x),c(t, x),f (t, x) such that they satisfy Assumption 5.1 changed in an obvious way and
on Q. Obviously, at (t 0 , x 0 ) we have
and for any r (= ±1, ..., ±(d 1 + 1)) owing to (5.7)
where and below for simplicity of notation we drop (t 0 , x 0 ) in the arguments of functions which we are dealing with.
Lemma 5.3. For all k = ±1, ..., ±d 1 at (t 0 , x 0 ) we have
Furthermore, there is a constant N ∈ (0, ∞) depending only on K and
11) whereλ
Proof. By Lemma 4.1 and Lemma 4.2 (with v r in place of v)
This obviously yields (5.10) and also that
, which in turn implies that to prove (5.11) it suffices to prove that
(5.12) By subtracting the inequalities (5.8) and (5.9) and using (4.3) we find
where (no summation in r)
We multiply (5.13) by ξv − r and sum up with respect to r.
Observe that in I 4r
δ hr,ℓrf ≥ −K, |δ hr,ℓrc | ≤ K,
By using the fact that V attains its maximum in Q at (t 0 , x 0 ) ∈ Q 0 ε and using Lemma 4.2 (with v r in place of v) we get
This result and the inequalities
which implies that
By combining the above estimates we come to (5.12) and the lemma is proved.
Proof of Theorem 5.2. By Lemma 5.3
14)
Also we recall (5.2) and use the inequality
Then we obtain
To estimate J 3 observe that 
and by using (5.10) and using again the fact that h 2 |∆ h k l φ| ≤ 4 sup |φ| we conclude that 
Also introduceM
Ifλ ≥ N * + 1, then we conclude that
which along with (5.6) yields (5.4) and proves the theorem.
The following theorem bears on estimates of how close two solutions of the Bellman finite-difference equations are if the coefficients are close. It is a generalization of Theorem 5.2.
In the rest of the section we take some objectsσ
and having the same sense as in Section 2. We set
Assumption 5.4. We have a finite set Q ⊂M =M(0) and not only a 
Proof. We want to apply Theorem 5.2 to appropriate objects. Consider R d as a subspace of
Take an integer m ≥ 1/ε and introduce l = (0, ..., 0, 1) ∈ R d+1 . Then
and similarly introduceb
and similarly defineũ(t, x ′ , x d+1 ). Next, we check that Theorem 5.2 is applicable toQ,ũ,ã,b,c, andf. Obviously,ũ inQ ∩ [0, T ) × R d+1 satisfies equation (2.3) constructed on the basis ofã,b,c, andf . In Assumption 5.1 inequalities (5.1) and (5.2) for δ h,ℓ k hold by assumption. To check them for δ ε,±l , observe that inQ
where by virtue of (5.17)
Using the above formulas along with (5.16) and the inequality εm ≥ 1 we conclude that in our situation (5.1) and (5.2) hold for δ ε,l . The same is true for δ ε,−l = −T ε,−l δ ε,l . Now by Theorem 5.2 we obtain that for (t,
where N is independent of m, we have I m → 0 as m → ∞ and by letting m → ∞ in (5.19), we arrive at (5.18). The theorem is proved. We also need a version of Theorem 5.5 in the case that Q =M T . In the following theorem we abandon Assumption 5.4 and go back to our basic assumptions. Introduce ε = sup
Then there is a constant N depending only on K and onM T , where
Proof. First we show that we may assume that ε ∈ (0, h]. To this end for θ ∈ [0, 1] introduce u θ as the unique bounded solution of
Obviously, u 0 = u and u 1 =û. Also notice that for any
Therefore, if the present theorem holds true for ε ∈ (0, h], then for any ε > 0 as long as |θ 1 − θ 2 |ε ≤ h we have
Obviously, I(θ 1 , θ 2 ) ≤ 4I, so that
By dividing the interval (0, 1) into pieces of appropriate length and adding up these estimates we come to (5.20) with the constant N which is 4 times larger than the one which suits ε ≤ h. Thus indeed the only important case is the one with ε ∈ (0, h]. In this case, actually, the theorem is a simple consequence of Theorem 5.5, Corollaries 3.4 and 3.6 and Lemma 3.8. Indeed, by Lemma 3.8 we can approximate both u andû with solutions such that f andf have compact support as well as the restriction of approximating functions to {t = T }. For approximating functions we get the result as in the proof of Theorem 5.5 by expanding finite sets Q and using that the contribution coming from the distant boundary becomes negligible due to Corollary 3.6. We also get rid of terms |u| 0,Q and |û| 0,Q on the basis of Corollary 3.4. However, to use Theorem 5.5 we also have to notice that due to the assumption that ε ≤ h we have
and ε 2 ≤ εh. The theorem is proved.
6. Hölder continuity of v and v τ,h in t
We will be using the method of "shaking" the coefficients introduced in [9] and [10] . Take a nonempty set
and for ε ∈ R d introduce v ε,S τ,h as the unique solution of equation
Also let v ε,S be a probabilistic solution of
in H T with terminal condition (6.1). Observe that if S is a singleton {y}, then by uniqueness 
In particular, (take S = {(y − x)/|y − x|}, ε = |y − x|)
Proof. While proving (6.2) we may concentrate onM T . Then it suffices to use Theorem 5.6, where we take A × S, (σ, b, c, f )(t, x) and (σ, b, c, f )(t, x+εy) in place of A, (σ, b, c, f ) and (σ,b,ĉ,f), respectively. We also use that the difference of sups is less than the sup of differences while estimating the boundary terms.
Estimate (6.4) is a particular case of Theorem 4.1.1 of [7] and (6.3) is, actually, a particular case of (6.4) since one can view ε as just another coordinate of the space variable. The lemma is proved.
Since, as is stated in Lemma 6.1, v τ,h is Lipschitz continuous in x, we only remains to prove that
In addition, if 0 ≤ t ≤ s ≤ T , s − t ≤ 1, and s − t = nτ + γ, where n = 0, 1, ..., γ ∈ [0, τ ), then by Lemma 6.1 and Corollary 3.7
Thus, it suffices to estimate I(t, s, x) for s = t + γ with γ ∈ (0, τ ). By shifting the origin we reduce the problem to showing that
Introduce S = τ [T /τ ] and first, additionally assume that S ≥ τ . In that case, set u = v τ,h ,û(r, y) = v τ,h ((r + γ) ∧ T, y), and
Notice that for (r, y) ∈ M S we have r + γ < S ≤ T ,
By observing that the parameter ε in Theorem 5.6 is less than Kγ 1/2 owing to assumption (H) of Theorem 2.2 and using again that v τ,h is Lipschitz continuous in x we obtain from Theorem 5.6 that
Thus, after one more shift of the origin, bringing S to zero, we reduce the problem of estimating I(0, γ, 0) to the situation when T < τ , so that t = 0, τ (t) = T − t, and t + τ (t) = T on
Then the functionũ, introduced onM T bỹ
Theorem 5.6 we conclude that
Estimate (6.12) and the lemma are proved.
7. Proof of Theorems 2.2, 2.3, and 2.4
Proof of Theorem 2.2. We start with proving (2.4) with N which may depend on T . Observe that if
then we have nothing to prove since then by (6.11) and (6.8)
Therefore in the rest of the proof without losing generality we assume that T > 2ε 2 . By Corollary 3.4 we have |v| and |v τ,h | under control and therefore we may assume that h ≤ 1 and τ is so small that there is a c 0 = c 0 (K, d 1 ) such that even with λ = 0 it satisfies condition (5.3) imposed in Lemma 6.2.
First we prove that
We take Λ = (−1, 0) and S = B 1 and set
τ,h , where the latter function is introduced before Lemma 6.2. Then for any α ∈ A, r ∈ (−1, 0), and |y| < 1
with support in (−1, 0) × B 1 and unit integral. For any function u for which it makes sense we set
By multiplying (7.2) by ζ and integrating we get that for any α ∈ A onH T −2ε 2 it holds that
From here by Taylor's formula (cf. (2.7)) we infer
is a supersolution of (2.1) inH T −2ε 2 and either by Itô's formula or by properties of viscosity solutions we have inH T −2ε 2 that
Now use the fact that owing to (6.10) and well-known properties of convolutions we have inH T −2ε 2 that where N depends only on n, K, T , d, and d 1 . As above, it follows by Taylor's formula that onH T −τ (where τ T (t) = τ ) we have
Therefore, it only remains to prove uniqueness of bounded solutions of (2.3) on M ∞ . Observe that if u 1 and u 2 are two solutions of (2.3) on M ∞ , then they also solve (2.3) on M T for any T with terminal condition u 1 and u 2 , respectively. By the comparison result |u 1 − u 2 | ≤ e −λT /2 sup |u 1 − u 2 | if τ is small enough. Sending T → ∞ proves the uniqueness and the theorem. Proof of Theorem 2.4. The unique solvability of (2.6)-(2.2) in the space of bounded functions is shown be rewriting the problem as u(t, x) = g(x) + T t F (∆ h,ℓ k u(s, x), δ h,ℓ k u(s, x), u(s, x), s, x) ds (7.7) and using, say the method of successive approximations.
Next, since v τ,h are Hölder continuous in (t, x), for any sequence τ n ↓ 0, one can find a subsequence τ n ′ ↓ 0 such that v τ n ′ ,h (t, x) converge at each point of R d uniformly in t ∈ [0, T ]. Call u the limit of one of subsequences and introduce κ n ′ (t) = iτ n ′ for iτ n ′ ≤ t < (i + 1)τ n ′ , i = 0, 1, ... Then for any smooth ψ(t) vanishing at t = T and t = 0 T 0 [ψF (∆ h,ℓ k v τ n ′ ,h , δ h,ℓ k v τ n ′ ,h , v τ n ′ ,h )](κ n ′ (t), x) dt
ψ(κ n ′ (t), x) − ψ(κ n ′ (t) − τ n ′ , x) τ n ′ dt.
Since the integrands converge uniformly on [0, T ] to their natural limits, we conclude that u satisfies (2.6) in the weak sense. This is also a continuous function and u(T, x) = g(x). It follows that u satisfies (7.7) and by uniqueness u = v h . Now Theorem 2.4 follows directly from Theorem 2.2.
Concluding remarks
The methods of this article can also be applied to equations in cylinders like Q = [0, T ) × D, where D is a domain in R d . It is natural to consider (2.1) and (2.3) in Q with terminal condition u(T, x) = g(x) in D and require v and v τ,h be zero in [0, T ] × (R d \ D). If we also assume that g = 0 on ∂D, then to carry over our methods we only need to assume that there is a sufficiently smooth function ψ such that ψ > 0 in D, ψ = 0 on ∂D, |ψ x | ≥ 1 on ∂D, and L α ψ < −1 in Q. The reader who went through our proofs understands that the only use of ψ is in estimating the first order finite-differences of v τ,h near the lateral boundary of Q and the gradient of v on the lateral boundary of Q.
Elliptic problems and semidiscretization can also be considered in domains. Although these generalizations are almost straightforward, some additional work yet needs to be done and to not overburden the present article with technicalities we decided to put them in a subsequent article along with a generalization of Theorem 2.4 to the case when assumption (H) is dropped.
Finally, speaking about equations in domains it is worth noting that one can reduce a smooth nonzero lateral condition to zero just by subtracting the boundary function from the solution.
