Abstract. We produce a Schwarz lemma for the symmetrized tridisc
Introduction
In [7] , Agler and Young have produced a sharp Schwarz lemma for the symmetrized bidisc G 2 = {(z 1 + z 2 , z 1 z 2 ) : |z i | < 1, i = 1, 2}.
The aim of this article to establish an analogue for the symmetrized tridisc G 3 = {(z 1 + z 2 + z 3 , z 1 z 2 + z 2 z 3 + z 3 z 1 , z 1 z 2 z 3 ) : |z i | < 1, i = 1, 2, 3}.
The reason behind considering the symmetrized polydisc of dimension 3 in particular is the article [33] , where the first author of this paper has shown that there are remarkable differences in operator theory on the symmetrized polydisc if we move from dimension 2 to dimension 3 (e.g., rational dilation succeeds on the symmetrized bidisc [5] , [14] and fails on the symmetrized tridisc [33] ).
For n ≥ 2, the symmetrization map in n-complex variables z = (z 1 , . . . , z n ) is the following π n (z) = (s 1 (z), . . . , s n−1 (z), p(z)) , where s i (z) = The closed symmetrized n-disk (or simply closed symmetrized polydisc) is the image of the closed unit n-disc (or simply closed polydisc) D n under the symmetrization map π n , that is, Γ n := π n (D n ). Similarly the open symmetrized polydisc G n is defined as the image of the open unit polydisc D n under π n . The set Γ n is polynomially convex but not convex (see [20, 16] ). So in particular the closed symmetrized tridisc is the set Γ 3 = {(z 1 + z 2 + z 3 , z 1 z 2 + z 2 z 3 + z 3 z 1 , z 1 z 2 z 3 ) : |z i | ≤ 1, i = 1, 2, 3} ⊆ C 3 .
We obtain from the literature [20, 16] that the distinguished boundary of the symmetrized polydisc is the symmetrization of the distinguished boundary of the n-dimensional polydisc, which is n-torus T n . Hence the distinguished boundary for Γ 3 is the set bΓ 3 = {(z 1 + z 2 + z 3 , z 1 z 2 + z 2 z 3 + z 3 z 1 , z 1 z 2 z 3 ) : |z i | = 1, i = 1, 2, 3}.
The symmetrized polydiscs in several dimensions have attracted considerable attention in past two decades because of its rich function theory [2, 10, 11, 18, 22, 23, 26, 28, 29, 30, 36, 37] , complex geometry [9, 17, 20, 21, 24, 25, 27, 35] , associated operator theory [5, 8, 6, 14, 15, 16, 31, 32] and its connection with the most appealing and difficult problem of µ-synthesis [3, 13, 39] , which arises in the H ∞ approach to the problem of robust control [19] . Operator theory on the symmetrized bidisc has numerous applications to its complex geometry and function theory, see classic [4] .
The main result of this paper is the following Schwarz lemma for the symmetrized tridisc: We recall here that the Schur class (of type m × n) is the set of analytic functions F on D with values in the space C m×n of complex m × n matrices such that F (λ) ≤ 1 for all λ ∈ D.
In Section 4, we show by an example that such an interpolating function ψ (as described in Theorem 1.1) is not unique. In Section 5, we provide an explicit description of all interpolating function. In Section 2, we present a variety of non-existing characterizations of the open and closed symmetrized tridisc. The proofs of the results of this article depend on extensive operatortheoretic machinery and the idea came from [1] , where the authors have established a Schwarz lemma for the tetrablock. We refrain from showing calculations in the proofs of the main results and provide an appendix in the end to show the necessary explicit calculations in order to maintain transparency of the results.
Geometry of the open and closed symmetrized tridisc
We introduce two rational functions Φ and Θ of four variables which will play central role in the study of complex geometry of the open and closed symmetrized tridisc. Also in the main result, Theorem 1.1, the existence of an interpolating function is characterized by the H ∞ norm of these two functions.
Definition 2.1. For z ∈ C and x = (s 1 , s 2 , p) ∈ C 3 let us define
and
where H ∞ denotes the Banach space of bounded complex-valued analytic functions on D with supremum norm.
Note that D(x) is finite (and Φ(., x) ∈ H ∞ ) if and only if either |s 2 | < 3, or 9p = s 1 s 2 , or both. Since Φ(., x) is a fractional linear transformation, Φ(T, x) will be circle with center and radius 3s 1 − 3s 2 p 9 − |s 2 | 2 and |s 1 s 2 − 9p| 9 − |s 2 | 2 respectively. Note that if |s 2 | < 3 then Φ(D, x) is bounded. Again due to maximum modulus principle Φ(D, x) must be inside the circle Φ(T, x). Now by continuty of the function Φ(., x), Φ(D, x) is the open disc with boundary Φ(T, x). Hence for |s 2 | < 3, the function Φ(., x) maps D to the open disc with center and radius 3s 1 − 3s 2 p 9 − |s 2 | 2 and
respectively. Hence
Similarly, if |s 1 | < 3, the rational function Θ(., x) maps D to the open disc with center and radius 3s 2 − 3s 1 p 9 − |s 1 | 2 and |s 1 s 2 − 9p| 9 − |s 1 | 2 respectively.
The following theorem provides a set of characterizations of the points in the open symmetrized tridisc G 3 . Theorem 2.2. For x = (s 1 , s 2 , p) ∈ C 3 the following are equivalent :
] such that B < 1 and x = (3b 11 , 3b 22 , det B) ; (10) |p| < 1 and there exist β 1 , β 2 ∈ C such that |β 1 | + |β 2 | < 3 and
Proof. (1) ⇔ (10) was proved by Costara (Theorem 3.6, [18] ) and also independently by Gorai and Sarkar (Theorem 3.2, [21] ). We shall divide the proof of the other implications into two parts.
First we consider the case s 1 s 2 = 9p : then the parts (2) − (6), (8) and (9) are equivalent to the pair of statements |s 1 | < 3, |s 2 | < 3. The reason is explained below for each individual part.
⇔ |s 1 | < 3 and |s 2 | < 3.
Otherwise we can find some z and w with z, w ∈ D such that the left hand side of the last inequation will be 0 (we can take which is equivalent to
which is same as saying that
( |s 2 | ≥ 3 ⇒ ∃ some w ∈ D such that 1 − (5) we have ,
From this equality, we immediately have equivalence of (3) and (4) .
Thus by the Maximum Modulus Principle, we find that, (3) holds if and only if |s 2 | < 3 and
(since Re(zx) < k for all z ∈ T ⇔ |x| < k .) Hence (3) ⇔ (5).
(2) ⇔ (6) : Note that no change occurs in the left hand side of (5 ′ ) if we replace s 2 and p by 3p and
2 + 2|s 1 s 2 − 9p| < 9 and |p| < 1.
Hence (2) ⇔ (6).
To complete the rest of the proof we need the following lemma. We shall get back to the proof again after the lemma.
where bc = 1 9
Proof. Clearly det B = S 1 S 2 9 − bc = p and
Let us get back to the proof of the Theorem 2.2.
(6) ⇒ (9): Suppose (6) holds. Now choose k to be the square root(any) of ( (6), the diagonal entries of 1 − B * B are positive. Again, using (6), by (7),
Thus A < 1 and we have x = (s 1 , s 2 , p) = (3b 11 , 3b 22 , det B). Hence (6) ⇒ (9).
we have with the help of B < 1 that
Thus
i.e (6) holds. Hence (8) ⇒ (6).
Hence, (2), (3) (6), (8), (9) are equivalent.
At this point it is evident that for the equivalence of (2) − (10) we need to show the following:
Now we are not with the hypothesis s 1 s 2 = 9p.
(2) ⇒ (7): Suppose (2) holds then (5) and (5 ′ ) hold true. By adding these two inequalities we get
Hence (2) ⇒ (7).
(7) ⇒ (10): Suppose (7) holds, then |p| < 1, otherwise, L.H.S of (7) will be strictly negetive, which is not possible. Let
Then
and also we have, by (7), |β 1 |+ |β 2 | < 3. Thus (10) holds. Hence (7) ⇒ (10).
(10) ⇒ (2): Suppose (10) holds. Thus |p| < 1, so we have
Also
Hence,
that is, |s 1 | 2 − |s 2 | 2 + 9|p| 2 + 6|s 2 −s 1 p| < 9. Thus (5) holds and so does (2). Thus (10) ⇒ (2)and consequently we have the equivalence of all of (2) − (10). The proof is now complete.
We have the following analogous characterizations for the closed symmetrized tridisc Γ 3 .
; (10) |p| ≤ 1 and there exist β 1 , β 2 ∈ C such that |β 1 | + |β 2 | ≤ 3 and
Proof. The equivalence of (1) and (10) has been established by Costara (Theorem 3.7 , [18] ) and also independently by the author (Theorem 3.4, [33] ). We shall prove (1) ⇔ (2). The proof of the equivalence of the other parts are similar to the those in Theorem 2.2 and we skip it.
(1) ⇔ (2) : Suppose (1) holds for a x = (s 1 , s 2 , p) ∈ C 3 . Consider ζ, η ∈ D, then for any r ∈ (0, 1) we have rζ, rη ∈ D and so 3 − s 1 rζ − s 2 rη + 3pr 2 ζη = 0.
Hence, by theorem (2.2), (rs 1 , rs 2 , r 2 p) ∈ G 3 for all r ∈ (0, 1). Therefore,
Conversely, suppose that x ∈ Γ 3 , but (1) doesn't hold. Then
and so |Φ(w, x)| > 1 for some w ∈ D. However, by Theorem 2.2, |Φ(w, ζ)| < 1 whenever w ∈ D and ζ ∈ G 3 . Since . Similarly x ∈ Γ 3 if and only ifx ∈ Γ 3 . Now if we calculate the centre and radius of the disc Φ(D,x) using (4), we find, by (8) , that the disc Φ(D,x) has centre β 1 and radius |β 2 |.
Define a mapping π as follows
Then condition (8) and (9) of Theorem (2.2) tell us that
where R I (2, 2) and R II (2) are the two standard Cartan domains, namely the open unit ball of the space of 2 × 2 complex matrices and the open unit ball of the space of 2 × 2 symmetric complex matrices respectively. Proof. Let x ∈ Γ 3 and let 0 ≤ r < 1, to prove G 3 and Γ 3 are starlike, we will show that rx ∈ G 3 for all such x and r. First note that, for any x ∈ C 3 , z ∈ C and r > 0 we have :
Now consider x ∈ Γ 3 , then by condition (2) of Theorem 2.4, we have Φ(., x) ∞ ≤ 1 which implies
Again for 0 ≤ r < 1,
Thus from (10) we have
which is equivalent to Φ(z, rx) ∈ D whenever x ∈ Γ 3 , z ∈ D and 0 ≤ r < 1. Thus Φ(D, rx) ⊂ D whenever x ∈ Γ 3 and 0 ≤ r < 1. That will imply, again by Theorem 2.2, that rx ∈ G 3 whenever x ∈ Γ 3 and 0 ≤ r < 1. Hence G 3 and Γ 3 are starlike. Now x = (3, 3, 1) ∈ Γ 3 but ix / ∈ Γ 3 , since ix fails satisfy condition (4) of Theorem 2.4. Hence Γ 3 is not circled and so G 3 is not circled either.
Preparatory results and proof of Theorem 1.1
In this section, we first make preparation with few results before descending into the proof of Theorem 1.1, the main result of this paper.
is an analytic function, by Open Mapping Theorem, either ψ 2 is a constant map or ψ 2 (D) is a open set in 3D. Hence for both the cases |ψ 2 (λ)
For Z ∈ M m×n (C) with Z < 1, we denote by M Z the following matricial Möbius transformation 
where
and e 1 , e 2 is the standard basis of 
satisfies the condition (13) . If [Z] 22 = 0, then the constant function G(λ) = Z will have the desired property and the equation (15) can be restated as
Being armed with these results we are now in a position to give a proof to Theorem 1.1.
Proof of Theorem 1.1. Hence by Schwarz lemma in one variable,
Since x ∈ G 3 , by (5), we have
By repeating the same with Θ we get Θ(., x) H ∞ ≤ |λ 0 |, that is
Hence (2) holds.
(2) ⇒ (3) is Obvious 
Then ψ is analytic and ψ(0) = (0, 0, 0), ψ(λ 0 ) = x. Also since F is in Schur class, F (λ) ≤ 1. Now by (7) ⇔ (1) of Theorem (2.4), ψ(λ) ∈ Γ 3 for any λ ∈ D and consequently ψ(D) ⊂ Γ 3 .
(3) ⇒ (4) : Suppose (3) holds and |s 2 | ≤ |s 1 |. Then
First consider the case of s 1 s 2 = 9p, then D(x) = |s 1 | 3 and so
Then, by Schwarz's Lemma, there exist analytic maps f, g : 
where (3b 11 , 3b 22 , det b) = (s 1 , s 2 , s 1 s 2 9 ) = (s 1 , s 2 , p) = x. Thus (3) ⇒ (4) is proved for the case of s 1 s 2 = 9p. Now consider the case s 1 s 2 = 9p. If we can construct F ∈ S 2×2 such that
, where x = (3b 11 , 3b 22 , det B) and the issue will be resolved in this case.
To construct such an F it is sufficient to find G ∈ S 2×2 such that the conditions in (13) hold for the matrix Z, since then the function F (λ) = G(λ)diag(λ, 1) will have the following properties Thus our aim is to find such a G ∈ S 2×2 . Lemma 3.3 guarantee the existence of such G, provided that Z ≤ 1.
Let s
So, by hypothesis and by (5),
This is because
Now by Theorem 2.4, we have
As (s 1 , s ′ 2 , p ′ ) ∈ Γ 3 , by (1) ⇔ (5) of Theorem 2.4, we have 9 − |s 1 | 2 − |s
Therefore,
Strict inequality occurs in the inequality (18) 
and strict inequality holds in inequality (19) if and only if D(s 1 , s 2 , p) < |λ 0 |. At this point we need two lemmas to complete the proof. We state and prove the lemmas first and then get back to the proof of this theorem again. 
Proof. We have
We already shown that
and, by condition (3 ′ ) of Theorem (2.4)
Hence, the diagonal entries of (I − Z * Z) and det(I − Z * Z) are non-negative.
. By using corresponding conditions in Theorem (2.2) instead of Theorem (2.4) 
and corresponding M (.) is defined by (11) . Then
where y = 2 |s 1 s 2 − 9p| 9
Proof. This is a straight forward but lengthy calculation which can be done in same fashion as it is in proof of Theorem 5.1 (with σ = 1). 
Thus by same reason as described above, for each ǫ > 0 with |λ ǫ | < 1, there exists F ǫ ∈ S 2×2 such that
Since, we have F ǫ (λ) ≤ 1 for all λ ∈ D and for each ǫ > 0 such that |λ ǫ | < 1, the set {F ǫ : ǫ > 0 and |λ ǫ | < 1} is uniformly bounded on D and hence on each compact subsets of D. So by Montel's Theorem, there exists a subsequence of {F ǫ } converging uniformly on each compact subset of D, to an analytic function F in Schur class, as ǫ −→ 0. Since Now we come to the last part of the proof. Let ψ = (ψ 1 , ψ 2 , ψ 3 ) be an analytic map from D to Γ 3 that maps 0 to (0, 0, 0). Then, by the already proven parts of Theorem (1.1), we have max
for each λ ∈ D \ {0}. Now since ψ(0) = (0, 0, 0), using L'Hospital's rule we get the following
Now inequality (21) is true for all λ ∈ D \ {0}, so dividing both side of (21) by |λ| and letting λ −→ 0 we have
The proof is now complete.
Corollary 3.6. Let (s 1 , s 2 , p) ∈ G 3 and |s 2 | ≤ |s 1 |. Then
Proof. If (s 1 , s 2 , p) = (0, 0, 0) then clearly the inequality holds. For (s 1 , s 2 , p) = (0, 0, 0) consider
since |s 2 | ≤ |s 1 | condition (3) of Theorem 1.1 is satisfied. Hence part-(2) of the same Theorem holds and so the above inequality in the statement follows.
Non-uniqueness in the Schwarz lemma
Unlike Schwarz's original lemma, there is no uniqueness statement in the case of Schwarz lemma for G 3 . Even if equality holds in part-(2) of Theorem (1.1), existence of the function ψ as described in the same theorem is not unique. We provide an example here. Since s 1 s 2 = 9p and D(x) = |λ 0 |, we have Z = 1. Now Z is hermitian and hence can be diagonalized as follows:
where U is the unitary matrix
are unit eigenvectors of Z corresponding to the eigenvalues −1 and 5/8. Note that G is a Schur Function if and only if U * GU is a Schur function. Consider
. Then H is a Schur function. Now take G = U HU * . Then G is a Schur function satisfying
Hence for each Schur function g with g(0) = 3/10 and g(−4/5) = 5/8 (22) there will be a Schur function G satisfying
Now define
where F (λ) = G(λ)diag(λ, 1). Then ψ(0) = (0, 0, 0) and ψ(λ 0 ) = x whenever g satisfies conditions (22) . Note that, since
and the matrix U is unitary, we have ψ 3 (λ) = det F (λ) = −λg(λ).Since the pseudo hyperbolic distance d( 
The interpolating function
In the previous section we saw that no uniqueness statement holds for interpolating functions in Theorem 1.1. In this section we provide, for λ 0 ∈ D \ {0} and x ∈ G 3 , an explicit description of all analytic functions ψ : D −→ G 3 such that ψ(0) = 0 and ψ(λ 0 ) = x. (19) . Then for any σ such that
we have Z(σ) < 1 and M (|λ 0 |) is not positive definite. Furthermore, for any α ∈ C 2 \ {0} such that
and any 2 × 2 function Q in the Schur class such that
where u(α), v(α) are given by equation (12) , the function π • F belongs toĨ where
Conversely, every function inĨ is of the form π • F for some choice of σ, α and Q satisfying the condition (24) , (25), (26) respectively and for F given by equation (27) .
A simple calculation (see the Appendix) shows that
. (28) So, Z(σ) = Z < 1 if and only if
that is, if and only if
and Y 2 as in (19) . Clearly s 1 =s 2 p, (otherwise s 1 =s 2 p will imply |s 1 | = |s 2 ||p| < |s 2 | = |s 2 | i.e. |s 1 | < |s 2 | which is a contradiction.) and so D(x) < |λ 0 | implies that
Then by inequality (19) ,
So (see the Appendix) we have
Hence
The graph of f (x) = x + 1 x is the following
f is continuous and has a point of minima at x = 1 and f (1) = 2. Since Y 2 > 2, the line x = Y 2 cuts the graph of f twice. Again since ξ 1 and ξ 2 are two solution of the equation ξ + 1/ξ = Y 2 So, it is clear using above figure, that ξ + 1/ξ < Y 2 when ξ 1 < ξ < ξ 2 . Again since ξ 1 < 1 < ξ 2 and K > 1, using (31), we have k > ξ 2 . Hence ξ < K when ξ 1 < ξ < ξ 2 . Equivalently when ξ + 1/ξ < Y 2 , automatically ξ < K holds. It follows that Z(σ) < 1 if and only if ξ 1 < σ 2 < ξ 2 . we claim that, for the same range of values of σ, det M (|λ 0 |) < 0. First note that :
Then (see the Appendix),
So
s 1w 3σλ 0 +s 2 σw 3
So,
Again,
and hence
Now by a straight forward calculation (see the Appendix)
and so y < y 2 . Thus det M (|λ 0 |) < 0 when ξ 1 < σ 2 < ξ 2 . Hence for any σ satisfying condition (24) we have Z(σ) < 1 and det M (|λ 0 |) is not positive definite. Moreover for σ, α and Q satisfying conditions (24) , (25) and (26) respectively, all conditions of part-(3) of Lemma 3.3 are satisfied and hence the function G = M −Z(σ) • (BQ) ∈ S 2×2 and satisfies [G(0)] 22 = 0 and G(λ 0 ) = Z(σ). Thus the function F , given by equation (27) , has the following properties
which implies that F ∈ S 2×2 . Also
Then ψ = π • F satisfies ψ(0) = (0, 0, 0) and ψ(λ 0 ) = (s 1 , s 2 , p) = x. Since F ∈ S 2×2 the function ψ is analytic from D to E. Thus ψ ∈Ĩ.
For the converse part suppose that ψ ∈Ĩ. By Fatou's Lemma, ψ has radial limits almost everywhere on T. We denote the radial limit function of ψ, byψ, which maps T almost everywhere to Γ 3 . Now since h = ψ 1 ψ 2 9 − ψ 3 is a bounded analytic function on D (eventually a Schur function by part-4 of Theorem 2.2), by inner-outer factorization, there exist f, g ∈ H ∞ such that f g = ψ 1 ψ 2 9 − ψ 3 , with |f | = |g| almost everywhere on T. As f g(0) = 0 without loss of generality assume g(0) = 0 and consider
a.e. on T and also Since s 1 s 2 = 9p, F is non-constant. Thus again by maximum modulus principle F (0) < 1 and hence F ∈ S 2×2 . Thus to complete the proof we need to show that F can be written in the form (27) for some σ, α and Q satisfying (24), (25) and (26) . As s 1 s 2 = 9p, f g(λ 0 ) = 0 and so both f (λ 0 ) and g(λ 0 ) are nonzero. Now let σ = f (λ 0 ) w then g(λ 0 ) = λ 0 w σ and so
We may assume that σ > 0 (otherwise F (λ 0 ) will be negative in that case replace F by U * F U with U = diag(1, −1)). Consider G(λ) = F (λ)diag(λ −1 , 1), then we have G ∈ S 2×2 and [G(0)] 22 = 0 and G(λ 0 ) = s 1 /3λ 0 σw σ −1 w s 2 /3 = Z(σ).
We also have F (λ) = G(λ)diag(λ, 1). Since we already proved that Z(σ) < 1 if and only if ξ 1 < σ 2 < ξ 2 , it follows, from the fact G ∈ S 2×2 , that condition (24) holds for the above choice of σ. Again by part-(2) of Lemma 3.3, there exist some α and Q satisfying the conditions (25) and (26) respectively and also by part-(3) of the same Lemma G = M −Z(σ) • BQ, and so F can be written in the form (27) . Hence the proof is complete.
Appendix
Proof of equation (20) : Proof of equation (32) :
