Abstract: Recent empirical work has considered the prediction of inflation by combining the information in a large number of time series. One such method that has been found to give consistently good results consists of simple equal weighted averaging of the forecasts over a large number of different models, each of which is a linear regression model that relates inflation to a single predictor and a lagged dependent variable. In this paper, I consider using Bayesian Model Averaging for pseudo out-of-sample prediction of US inflation, and find that it gives more accurate forecasts than simple equal weighted averaging. This superior performance is consistent across subsamples and inflation measures. Meanwhile, both methods substantially outperform a naive time series benchmark of predicting inflation by an autoregression.
Introduction.
Forecasting inflation is clearly of critical importance to the conduct of monetary policy, regardless of whether or not the central bank has a numerical inflation target. A simple Phillips curve, which uses a single measure of economic slack such as unemployment to predict future inflation, is probably the most common basis of inflation forecasting. The usefulness of the Phillips curve as a means of predicting inflation has however been questioned by several authors. For example, Atkeson and Ohanian (2001) found that Phillips curve based forecasts of inflation give larger out-of-sample prediction errors than a simple random walk forecast of inflation, although this specific result is very sensitive to the sample period and to the choice of inflation measure (Sims (2002) ). Cecchetti, Chu and Steindel (2000) consider inflation prediction with individual indicators, including unemployment, and argue that none of these gives reliable inflation forecasts. Stock and Watson (2001, 2002a) consider prediction of inflation in each of the G7 countries using a large number of possible models. Each model has a single predictor (plus lagged inflation). They find that most of the models they consider give larger outof-sample root mean square prediction error than a simple naive time series forecast based on fitting an autoregression to inflation. When a model does have predictive power relative to the naive time series forecast, this tends to be unstable. That is, the model that has good predictive power in one subperiod has little or no propensity to have good predictive power in another subperiod.
In recent years, researchers have however made substantial progress in forecasting inflation using large datasets (i.e. a large number of predictive variables), but where the information in these different variables is combined in a judicious way that avoids the estimation of a large number of unrestricted parameters. Bayesian VARs have been found to be useful in forecasting: these often use many time series, but impose a prior that many of the coefficients in the VAR are close to zero. Approaches in which the researcher estimates a small number of factors from a large dataset and forecasts using these estimated factors have also been shown to be capable of superior predictive performance (Stock and Watson (1999, 2002b) and Bernanke and Boivin (2003) ). Stock and Watson (2001, 2002a) however argue that the best predictive performance is obtained by constructing forecasts from a very large number of models and simply averaging these forecasts. Stock and Watson report that this gives the best predictive performance of international inflation (and also output growth), and that this is remarkably consistent across subperiods and across countries. Although the basic idea that forecast combination outperforms any individual forecast is part of the folklore of economic forecasting, going back to Bates and Granger (1969) , Stock and Watson underscore how consistent this is across time periods and variables being forecast. It is of course crucial to the result that the researcher just average the forecasts (or take a median or trimmed mean). It is in particular tempting to run a forecast evaluation regression in which the weights on the different forecasts are estimated as free parameters. While this leads to a better in-sample fit, it gives less good out-of-sample prediction.
1 Stock and Watson (2001, 2002a) do not offer a definitive explanation for why simple averaging of forecasts does so well, but the finding is sufficiently strong and 1 Better out-of-sample predictive power is obtained if the weights in the forecast evaluation equation are instead estimated by ridge regression (Chan, Stock and Watson (1998) , Stock and Watson (1999) ). Ridge regression is a shrinkage technique, so this is another example of how methods that avoid the estimation of a large number of unrestricted parameters give better forecasts.
general that forecasters ought to pay attention to this result, even without necessarily understanding exactly what is so effective about this particular form of shrinkage.
The result that equal weighted averaging gives the best forecasts is however odd.
Indeed it cannot be correct as a general principal that equal weighted averaging of forecasts is always optimal. For example, one can always just average the first two forecasts, call that a new forecast, and throw that back in the set of forecasts being considered. If equal weighting is always best, then this new forecast will get an equal weight. But this changes the weights on the original forecasts, which are no longer all equal. While it is easy to say this, it is much harder to come up with a concrete alternative forecasting strategy that actually does better than simple averaging in terms of out-of-sample prediction of inflation. That is the goal of this paper.
This paper considers the prediction of US inflation by Bayesian Model
Averaging, a technique which was not considered by Stock and Watson (2001, 2002a) .
Bayesian Model Averaging has been developed mainly, but not exclusively, by statisticians as opposed to econometricians. The idea is to consider prediction when the researcher does not know the true model, but has several candidate models. A forecast can be constructed putting weights on the predictions from each model. If these weights are all equal, then this is simple forecast averaging. The researcher can however start from the prior that all the models are equally good, but then estimate the posterior probabilities of the models, which can be used as weights instead.
The contribution of this paper is to argue that Bayesian Model Averaging generally does better than simple equal weighted model averaging for predicting US inflation. The result is remarkably consistent across measures of inflation, and across different time periods. Equal weighted model averaging substantially outperforms a naive time series forecast, but Bayesian Model Averaging does better again. Since equal weighted model averaging has been found in the literature to give good forecasting performance, and is found by Stock and Watson (2001, 2002a) to give the best inflation forecasts of all the methods that they consider, I conclude that Bayesian Model Averaging goes straight to the top of the class, or at least should be taken very seriously in the toolkit of inflation forecasters.
One does not have to be a subjectivist Bayesian to believe in the usefulness of Bayesian Model Averaging, or of Bayesian shrinkage techniques more generally. A frequentist econometrician can interpret these methods as pragmatic smoothing devices that can be useful for out-of-sample forecasting.
The plan for the remainder of the paper is as follows. In section 2, I shall describe the idea of Bayesian Model Averaging. The out-of-sample inflation prediction exercise is described in section 3. Section 4 concludes.
Bayesian Model Averaging
The idea of Bayesian Model Averaging was set out by Leamer (1978) , but has recently received a lot of attention in the statistics literature, including in particular Raftery, Madigan and Hoeting (1997), Hoeting, Madigan, Raftery and Volinsky (1999) and Chipman, George and McCulloch (2001) . It has also been used in a number of econometric applications, including output growth forecasting (Min and Zellner (1993) , Koop and Potter (2003) ), cross-country growth regressions (Doppelhofer, Miller and Sala-i-Martin (2000) and Fernandez, Ley and Steel (2001) ) and stock return prediction (Avramov (2002) and Cremers (2002) The models do not have to be linear regression models, but I shall henceforth assume that they are. The ith model then specifies that
where y is a time series that the researcher is trying to forecast (such as inflation), X is a matrix of predictors, β is a px1 parameter vector, For the parameter priors, I shall take the natural conjugate g-prior specification for β (Zellner (1986)), so that the prior for β conditional on 
Combining the model priors and parameter priors, equation (1) can then be evaluated for each model giving the posterior probability of each model and hence the weights to be assigned to forecast.
The prior for β is centered around zero and so within each model the parameter is shrunken towards zero, which corresponds to no predictability. The extent of this shrinkage is governed by φ . A smaller value of φ means more shrinkage, and makes the prior more informative, but this may help in out-of-sample forecasting. Researchers often try to make the prior as uninformative as possible (corresponding to a high value of φ ), but at least in the inflation forecasting problem considered in this paper, a more informative prior turns out to give better predictive performance.
One way of thinking about the role of φ is that it controls the relative weight of the data and our prior beliefs in computing the posterior probabilities of different models.
If φ =0, then ( | )
i P D M is equal for all models and so the posterior probability of each model being true is equal to the prior probability. The larger is φ , the more we are willing to move away from the model priors in response to what we observe in the data.
Application to U.S. Inflation Forecasting
The application I consider is to forecasting U.S. inflation. Following Stock and Watson (2001, 2002a) , each model that will be used for forecasting is of the form
where , t t h π + denotes the inflation rate from time t to time t+h, h is the forecasting horizon, t Z is a scalar predictor, and t ε is the error term, assumed to satisfy the restrictions above (so that it is a moving average process of order h-1). Each model has a different scalar predictor and different parameters but I do not explicitly subscript these to denote their dependence on the model. The forecasts will be compared with the naive time series model in which inflation is a simple autoregression gives a large number of alternative measures of economic slack and several asset prices.
The predictors used are similar to those considered by Stock and Watson (1999 , 2002a .
I consider pseudo out-of-sample prediction of inflation using equal weighted averaging across the models defined by the different predictors in equation (2).
Concretely, the equal weighted averaging h-step ahead forecast is given by 1 ,
where ˆt α , ˆt γ and ˆt ρ are the OLS estimates of the parameters of equation (2) 
where ( | )
P M D is the posterior probability that model i is the true model, computed using only data from date t and earlier, exactly as described in section 2 above. 4 As a benchmark, I also consider the naive time series forecast , t t t ht
where t α and t ρ are the OLS estimates of the parameters of equation (3) obtained using only data from date t and earlier.
For each quarter from 1971Q1 on, I computed the out-of-sample mean square prediction error of the equal weighted averaging forecast in equation (4) and the Bayesian
Model Averaging forecast in equation (5), both relative to the out-of-sample mean square prediction error from the naive forecast in (6). For the Bayesian Model Averaging, the forecasts are computed as described in the previous section, with the prior probabilities for all models being equal, for 20,5, 2,1, 0.5
A relative mean square prediction error less than one means that the forecast outperforms the naive time series forecast.
To investigate the possibility of forecast instability (forecasts working well in one subperiod but not another), I also computed these relative out-of-sample mean square prediction errors in two subsamples: for 1971Q1-1986Q4 and for 1987Q1-2003Q2.
The results are reported in Tables 1, 2 , 3 and 4, for prediction of CPI inflation, CPI core inflation, GDP deflator inflation and PCE deflator inflation, respectively. These results use all the predictors enumerated in the appendix for a total of 93 models. It is also possible to compute the relative out-of-sample mean square prediction errors using only asset prices as predictors, which is useful because these are available in real-time and are not subject to revision, although there are only 23 such models. The results, using asset prices only are reported in Tables 5, 6 5. The margin by which both equal weighted averaging and Bayesian Model Averaging outperform the naive time series benchmark is greater when using all predictors than when using asset prices only.
5 Bayesian Model Averaging outperforms equal weighted averaging and the naive time series benchmark in both subperiods, but the margin of improvement is greater in the second subperiod, which could be the result of having a longer span of data on which to base the forecasts.
6. These results are not qualitatively different across the four alternative inflation measures.
A natural question to ask is what fraction of the time the Bayesian Model
Averaging gives a forecast that turns out to be better than that from equal weighted model averaging, in the sense of being closer to the subsequent realized inflation rate. In Table   9 , I report the proportion of times that Bayesian Model Averaging gives the more accurate out-of-sample forecast, over the whole period 1971Q1-2003Q2 for all four inflation measures when using all possible predictors. In Table 10 , I report the proportion of times that Bayesian Model Averaging gives the more accurate out-of-sample forecast using asset prices alone. The elements of Tables 9 and 10 are mostly above 0.5, substantially so at longer horizons, indicating that Bayesian Model Averaging is usually more accurate than equal weighted averaging. This result is consistent across different inflation measures, and applies both when using all predictors and when using asset prices alone.
It is in fact easy to conduct a statistical test of the null hypothesis that Bayesian
Model Averaging and equal weighted averaging are equally likely to give forecasts that are closer to the actual inflation rate (i.e. that the population probability being estimated in Tables 9 and 10 
Conclusion and Future Research
A theme of much recent empirical work on inflation forecasting is that the judicious pooling of information from a large number of indicators provides the best approach to predicting inflation. One method that has been particularly promising is to simply average the forecasts from a large number of models, each of which has a single predictor variable. In this paper, I have considered instead using Bayesian Model Averaging for U.S. inflation forecasting and found that it fairly consistently outperforms this equal weighted forecast averaging. This result is consistent across different subperiods and across different inflation measures.
Equal weighted forecast averaging is a benchmark that has been found to provide good forecasts of inflation (and of many other variables). Stock and Watson (2001, 2002a) indeed argue that it is the best method for predicting inflation in the US and other G-7 countries among a wide range of forecasting methods that they consider. So, since
Bayesian Model Averaging does better than equal weighted averaging in predicting US inflation, it should be taken very seriously as a method for forecasting inflation. I do not mean to claim by this that Bayesian Model Averaging as I have implemented it in this paper is necessarily the best thing that a researcher could ever do. It may be possible to get still better forecasts by incorporating nonlinear models in the exercise, by incorporating Greenbook and private sector survey forecasts of inflation, by considering models with more than one predictor, or by using different shrinkage techniques.
The researcher using Bayesian Model Averaging has to select some prior hyperparameters, and the promising results obtain for values of these hyperparameters that imply considerable shrinkage. One approach would be to select prior hyperparameters at each point in time that maximize the historical pseudo-out-of-sample forecasting performance. 6 This kind of adaptive estimation strategy seems appropriate if one views Bayesian Model Averaging simply as a pragmatic forecasting device, as I do.
A purist Bayesian would however reject this approach because it gets the conditioning wrong by allowing the prior to depend on the data. 
where t r is the short-run interest rate, t E denotes the expectations operator at time t and t g is the output gap (see, for example, Clarida, Gali and Gertler (2000)). The expectation of future inflation is not observable. The standard empirical strategy is to rewrite (7) as v . They are looking for instruments that have predictive power for future inflation, but that are in the information set at time t. The more predictive power for future inflation a variable has, the stronger an instrument it is. The inflation forecast provided by Bayesian Model Averaging is therefore likely to be an excellent instrument allowing equation (7) or similar related equations to be estimated reliably.
One caveat with the results in this paper is that although I have shown that
Bayesian Model Averaging would have worked well in out-of-sample prediction over the last 30 years, I cannot be confident that it will continue to work well in the future.
Inflation is now at a lower level than it has been for the last 30 years and there is at least a possibility that there is some substantive nonlinearity leading inflation to behave differently at very low levels. 7 This caveat of course applies to equal weighted averaging and to other inflation forecasting methods too. Indeed one of the strengths of the Bayesian Model Averaging method is that I have found its superior performance relative to both a naive time series model and to equal weighted forecast averaging to be stable in the sense that it applies over at least two different subperiods. Notes: An asterisk denotes that the proportion is significantly different from 0.5 using a 10% two-tailed test as described in the text. 
Appendix: List of Predictors

