Abstract-The literature on Small and Medium Enterprises often discusses the emergent nature of the product development processes, however; it often does not address the lack of planning tools within such organizations. We aim to fill the gap in tool support for the planning process, by developing a discrete event simulation model to compute lead times of product development projects. The developed model explicitly captures the various tasks, teams, and developers within a distributed product development setting. Furthermore, it captures the iterative nature of the product development process and specifies the contextual relationships among tasks and among developers. The model was validated on a historical data set, as well as with case data from an ongoing project with a small-sized software firm. The model has been encapsulated into a tool using an easy-to-use desktop and iPad application. This work contributes to the practice of product development by allowing managers to model distributed product development teams, individual developers with varying levels of skills and expertise, as well as analyze and optimize the impact of various product development architectures on completion schedule and cost.
I. INTRODUCTION

A. Motivation
The economic success of most firms depends on their ability to identify the needs of customers and introduce new products over time [1] , [2] . The goal of product development (PD) process is to create products to meet those identified needs. Product development is defined as the set of activities beginning with the perception of a market opportunity and ending in the production, sale, and delivery of a product [3] . In today's environment of rapidly evolving customer preferences, speed and flexibility in developing new products is even more important [4] .
Modeling PD process provides an economical way of estimating the impact of different factors on PD process. The models can be useful in two main ways: (1) They can help the manager better understand how PD process works and how different factors interact and (2) They can help estimate important metrics to assesses the PD process. In our exploratory field research with small and medium software firms, PD project lead time and cost were identified by our interviewees as the two most important factors that managers would like to assess. Prior research further supported these qualitative findings [5] . PD process modeling can be the best tool to provide information about PD project cost and lead time.
While many large and small companies develop new and innovative products, our research focuses on product development processes of small and medium enterprises (SMEs). The existing literature mainly considers large enterprises [6] , [7] , [8] . Research on how SMEs develop PD capabilities is limited [9] , despite the fact that SMEs represent the greatest share of total enterprises (e.g., 99% in Europe [10] ), and significant differences exist between large and small firm product development processes [11] .
Another motivating factor for our research is the increased adoption of distributed PD by SMEs. Historically, disitributed PD was utilized by large enterprises to exploit economies of scale and labor arbitrage. Advancements in telecommunications technology (e.g., real-time video conferencing), increased automation of PD process, and product modularization trends enabled SMEs to successfully use distributed PD with multiple teams as a means of organizing their PD process. Past research has shown that the underlying dynamics of distributed teams differ from those of co-located teams [12] , [13] . Effective coordination of tasks between conventional team members is important but it becomes essential in globally distributed teams because they experience conflict and knowledge-transfer problems more often than conventional teams [14] , [15] .
Our goal with the research was to create an easy-to-use tool that adequately captured the complex process of distributed PD in a realistic way and was applicable to SMEs. Such a tool can be used to analyze various PD configurations before implementing them in a real life setting, as well as analyze the effects of various project parameters that can potentially impact the time and cost of PD projects.
B. Literature Review
Understanding and modeling a PD process is an important step in the construction of managerially useful decision aids [16] . PD process models can help the management focus on value-adding activities, provide current situation transparency and visibility to workforce, indicate process related best practices, provide a baseline for process management, allow process change analysis, and assist the comprehension of complex processes [17] . Various researchers conducted PD process modeling reviews in the past [18] , [19] , [20] . However, these reviews, while covering the same topic, have different March 3 -5, 2015 views on PD, hence different sets of PD models are usually analyzed by each review. It should also be noted, that the term "model" is often substituted by the terms "framework," "approach," "view," and "technique," while referring to PD modeling methods. Successful models need to capture most of the characteristics of PD processes. Fricke et al. [21] identified the following characteristics: creative and innovative, interdisciplinary, dynamic, strongly parallel and interrelated, iterative, communication intensive, anticipatory, planning intensive, risky and uncertain. Others also emphasized iterative (e.g., [22] ), concurrent (e.g., [23] ), and ambiguous (e.g., [24] ) aspects of PD.
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Generally, PD process modeling techniques have been classified in two categories: graph-based and matrix-based techniques. Some examples of the graph-based methods are signal flow graph [25] , graphical evaluation and review technique (GERT) [26] , [27] , integration definition (IDEF) [28] , [29] , [30] and continuous phase modulation (CPM) [31] among others. While graph-based methods are useful in terms of representing PD process, they fail to capture many of the PD characteristics identified above because "they focus on static control flow of processes" [32] . Matrix-based techniques, on the other hand, provide more flexibility to model various PD characteristics. At the core of most matrix-based modeling techniques is the design-structure matrix (DSM) [33] . For example, Smith and Eppinger [34] used the DSM representation with a Markov chain to create a predictive model for sequential iteration. DSM representation was also utilized to analyzed iterative processes and account for variations in task durations [5] , as well as developing a simulation to predict lead time of development projects [35] . While past research has been beneficial in developing useful PD methods, the following important factors have not been captured yet.
• Ability to model each individual developer and her impact on PD process. This is particularly important for SME product development analysis.
• Ability to explicitly capture factors related to distributed PD, such as different PD teams, time zones, and coordination effects among different teams/developers.
• Ability to alter various PD factors and easily estimate the impact on PD time and cost.
Furthermore, this work goes beyond being just a research undertaking and provides product and project managers in SMEs with an easy-to-use tool to analyze PD process.
II. MODEL DESCRIPTION
A. Overview
Our model employs a queuing-based discrete event simulation (DES) to estimate the lead time and cost. While in some circumstances it is possible to formulate PD process as a mathematical optimization problem, the complexity of realworld PD processes make raw optimization computationally unviable. In DES systems utilized in this paper, time advances in discrete steps defined by elapsed time between events [36] , hence, components of the system do not need to be scanned during times between events [35] . To build the DES model, the the main attributes that affect PD process of SMEs were identified [37] , along with the requisite modeling variables that had to be incorporated into the model (Table I) . Fig. 1 . First, the task model describes the initial tasks, including task types, duration, and dependency between tasks. Next, the task rework model represents the rework structure. This includes rework probabilities, i.e., probability that one task causes rework for another task, and rework impact, which indicates rework duration. The third component is the developer model, which describes attributes pertaining to developers. These attributes are the number and type of developers, team assignments, productivity level, learning curve, developer priority, coordination cost, and work hours. The last component is the queue, which stores the tasks before they are serviced by the developers.
Queuing-based DES models have been used extensively in a variety of domains, such as manufacturing, human supervisory control [38] , hospitals [39] , finance [40] , and air traffic control [41] . DES models have also been successfully used to model different aspects of PD. For example, Adler et al. [42] utilized DES technique to model workflow management, while Browning and Eppinger [5] modeled the impact of process architecture on PD schedule. Moreover, a discrete model was used to understand the effects of PD portfolio management in pharmaceutical industry [43] . Some of the advantages of queuing-based DES models include intuitiveness, close resemblance to the actual PD process that is being modeled, ability to easily represent task dependencies, parallel processing, stochastic nature of PD, and ease of incorporating attributes to describe various events [44] . The variables identified above were incorporated into the DES model, which is described in the next sections.
The model has been implemented both in the form of a desktop application running on Mac OS, as well as an iPad application.
B. Model Components
All of the model components are described below, along with input data required to run the model.
1) Tasks
There are two general categories of tasks. The first category is the initial tasks that need to be completed. These are the tasks that the manager thinks need to be completed for a given project to succeed. The next category of events represents the tasks that are the result of the rework caused by incomplete information at the time of initial task breakdown and planning. a) Initial tasks Initial tasks are pre-programmed in the system. Each task has its associated type and duration. When compiling a list of initial tasks, task dependencies are also specified. More specifically, the degree to which tasks can be processed in parallel and whether starting one task is dependent on finishing another are specified.
b) Rework generated tasks The iteration of design/development tasks is critical to any PD process [45] . While product quality generally improves with each successive iteration, it also contributes significantly to the cost and completion time of a project [35] . Much of the rework is caused by changes in information and/or assumptions upon which they were initially executed.
In this model, rework is taken into account using a DSM methodology to represent the probability that a rework is required, as well as the impact that the rework will have. These concepts are explained in more detail in the Arrival Processes and Service Processes sections.
2) Arrival Processes Each task in a DES simulation has associated interrarival time, which describes the arrival of successive tasks. Arrivals can occur at random times or at scheduled times. When at random, the interarrival times are usually characterized by a probability distribution [36] . The arrivals can also be either independent or dependent. In this model, arrivals can be dependent based on when other tasks are serviced, which can be of the same or have a different task type. To model the dependency of tasks, information flow between tasks is specified through a DSM. Servicing a task can trigger other tasks based on the dependency DSM, which is discussed in the next sections. The newly triggered tasks subsequently enter the queue and are later serviced according to the queue discipline. Servicing a task can also cause other tasks to be unblocked, i.e., these tasks are allowed to leave the queue and be serviced. To model the blocking/unblocking [46] , the flow of certain tasks in the queue is temporarily stopped until a condition is met (e.g., another task is serviced). The concept of dependency is extended in this model to account for tasks that may be unlocked after a certain percentage of a different task is finished, without waiting for the task to be fully completed (e.g., dependency of initial tasks, as described below).
a) Initial task interarrival times
Interarrival time of initial tasks is not explicitly modeled because availability of developers and dependency between tasks dictates when the initial tasks are serviced. To model dependency between tasks, information flow from task to task is specified through a dependency matrix . , is zero when there is no information flow from task to task and the two tasks can be processed in parallel.
, is one when there is information flow from task to task and the two tasks are either processed sequentially or there can be some overlap. To specify the level of overlap between tasks and , an overlap matrix is used.
, implies that task can be serviced before task has been completed and the level of overlap is · , where is the initial duration of task . Hence, for example, if 1/3, then task can start after 2/3 of task is completed.
b) Rework task interarrival times
Arrival of tasks associated with rework are modeled using a rework probability matrix , , which indicates probabilities that task causes rework for task during iteration. More specifically, the value of , implies whether rework is caused for task after iteration of task , i.e., the value of , is the success probability of the Bernoulli distribution.
3) Service Processes
Similar to arrival processes, service processes can also be either constant or of random duration. Also, different tasks can have different service times (or probability distributions).
a) Initial task service times
To indicate the predicted duration of initial tasks, the model allows product/project managers to input their pessimistic , likely , and optimistic estimates. Specifically, a time duration matrix , , uses latin hypercube sampling method to generate expected values for the duration of task [47] . Latin hypercube sampling has been shown to have a better convergence rate compared to a more popular random sampling method [47] , [48] . Since the estimate of initial service times of tasks is usually carried out by project managers based on their prior experience, we chose to capture the 10 th percentile of the expected duration, the mode and the 90 th percentile of the expected duration of a task ( , , ). It has been shown that the 10 th and 90 th percentiles of the expected duration are easier for humans to estimate than the 0 th and 100 th percentiles of the probability distribution function of expected durations [35] .
b) Rework service times Rework service times are modeled as fractions of initial service times. For example, if task requires a rework, its duration is modeled as a fraction of the initial task, i.e, = · , where is the initial duration of task and is the fraction of work that needs to be reworked for task during iteration. The values of are extracted from a three-dimensional matrix , , which also includes information about which task causes rework for task during iteration.
c) Factors impacting service time
While service times are generally extracted from a probability distribution function, they can be further impacted by a variety of factors. Some of the major factors impacting service times are the learning curve, individual developer performance variations, and coordination cost.
The learning curve measures a characteristic of a task when it repeats. This model assumes that the duration of task decreases by percentage every time task (or a portion of it) repeats until reaches some , which is the maximum possible gain from repeating task .
Another factor that can impact the service time is the individual differences between developers. More specifically, varying levels of developer experience, knowledge, and commitment levels can impact their performance, which in turn impacts task service times. To take this into account, the model allows the project manager to account for performance differences by specifying the performance level for each developer. Specifically, the model assumes a default performance level of 1. If a developer is assumed to have better than average performance, the manager can increase the performance level by increasing the number, e.g., a developer with a performance level of 1.5 implies that tasks will be completed 50% faster compared to a developer with a performance level of 1.
Lastly, the model also takes into account coordination cost between developers. The coordination cost refers to the amount of extra time that one developer needs to get accustomed to a task that another developer had been working on. The coordination cost is assumed to be zero for the same person, i.e., when a developer continues his own work there is no extra coordination cost that should be taken into account. Furthermore, the coordination cost is higher for developers that work in different teams and/or in different sites and is generally lower for developers working side by side in the same team/site. The model accounts for the coordination cost by adding ∆ to the service time of task when a developer from a different team previously worked on the same task. In this case, ∆ is known as the crosssite coordination cost for task .
4) Team Structure
To account for various team structures and their effect on product development process, the model takes into account the following factors.
a) Developer types
Developer types can be entered in the model, which is used to allocate tasks from the queue. Since all the tasks have their appropriate types, it is required that all task types have at least one matching developer with the same type. Otherwise, a task will never be serviced, if a developer with the same type does not exist.
b) Number of developers & priority levels
Developers can be of different type or they can have the same type. If developers have the same type, their priorities can be different. More specifically, two developers can be structural engineers but if one of them has a higher priority, a structural engineering task will be allocated to the developer with the higher priority, if he/she is available. c) Work hours Different teams can have different work hours in the model. This is especially useful when modeling a distributed product development process that includes teams in multiple times zones/countries. Knowing work hours of different teams helps take into account task distributions between developers working in different time zones, as well as modeling coordination cost between developers.
5) Queue
Queue serves as a temporary holding place for tasks before developers service them. However, besides serving just as a storage for the tasks, the queue has a discipline, which describes the logical ordering of tasks in a queue. It determines which task will be serviced first when a developer (server) becomes available [36] . There are numerous queue disciplines (e.g., first-in-first-out, service in random order, shortest processing time first) that can be implemented in a DES model. In this model, service according to priority queue discipline is implemented, which allocates highest priority task to the first available developer of the same task type (with the highest priority).
6) Servers/Developers
The developers in this model represent the servers of a queuing-based DES model. Since developers can work simultaneously, they can be viewed as parallel servers, where is the number of developers/servers. Nonetheless, it should be noted that these servers have varying characteristics (e.g., performance ratings, types of tasks they can service, work hours) and they do not always have to work in parallel. For example, if two developers work on a project that consists of two dependent tasks of different types, then one developer has to wait until the other developer finishes the task. This occurs despite the fact that both developers/servers, in theory, can work in parallel. Another important characteristic that describes the servers are work hours. In this model, the servers only become available during work hours and are inactive otherwise.
C. Model Outputs
The model is able to capture a variety of metrics that are useful for analyzing PD process. Specifically, being a queuingbased DES model, it is easy to capture long-run measures of performance of this queuing system. This metrics are the following: total and average time spent in the queue, total and time-average number of tasks in the queue, utilization of each server. Besides these DES metrics, the model also captures the total time it takes developers to complete all the tasks. Note that due to the ability to process tasks in parallel, the total time to service the tasks is generally less than the sum of times each individual developer spends on servicing tasks allocated to him/her. Moreover, knowing hourly rate associated with each developer, as well as costs associated with tasks waiting to be serviced, the model can calculate the total cost for completing all of the tasks. The last two metrics (i.e., total time and cost) are generally the most important metrics that a project/product manager tries to optimize before and during the development process.
III. VALIDATION
The objective of model validation is to confirm that the model accurately represents the real world system [36] . It is often too costly and time consuming to determine that a model is absolutely valid over the complete domain of its intended applicability. Instead, tests and evaluations are conducted until sufficient confidence is obtained that a model can be considered valid for its intended application [49] .
As one can expect, model validation and refinement is an iterative process [36] and can continue indefinitely by continuously recalibrating the model to characterize new systems (Fig. 2) . Ultimately, the modeler's judgment, time, and the cost associated with refinements dictates the number of readjustments needed to have a sufficiently well calibrated model.
To validate the DES model described above, a working simulation prototype was developed in MATLAB/Simulink environment, which was later expanded and converted into a software application using Objective C programming language.
The application was used to validate the model. First, replication validation of the model was established by using a previously collected dataset by Browning [45] . The dataset contains information on a preliminary unmanned aerial vehicle (UAV) design process at an aerospace company. More specifically, the dataset includes expected durations of different tasks, rework probabilities and rework impact, learning curve for the different tasks, and dependencies between tasks. To utilize the model to estimate the total project time, dependency matrix , initial task time matrix , rework probability ( ) and rework impact ( ) matrices were constructed. After 200 simulation runs, the average project duration was 143.1 days with standard deviation (SD) of 8.8 days. In comparison, Browning [45] estimated the project to have an average duration of 141 days with SD of 8 days. This confirms that the model is developed correctly and can be used to estimate PD project duration.
Next, the model was tested with a small software firm to predict the lead time for one of their projects. A project manager based in Armenia populated the model. Four developers worked on this project -two in Armenia and two in Palo Alto, CA. Characteristics of the developers modeled in the system are summarized in the Appendix. Also, the work hours of the Armenian team were 9am to 8pm and 7pm to 6am (Armenian time) for the Palo Alto team. Parameters for the model, such as the dependency matrix, along with rework probability and impact matrices are also presented in the Appendix. After 200 simulation runs, the model estimated total project duration to be 174.8 hours with SD of 15.7 hours. In reality, it took developers 168 hours to complete this project, which is within the SD of the predicted value. The results demonstrate predictive application of the model. Fig. 3 shows a Gantt chart of the tasks from one simulation run. More specifically, the chart shows task numbers with corresponding durations. In green color initial tasks are represented, while rework tasks are shown in light brown.
The model does not yet calculate the costs associated with the project. However, for the project described above the cost of the project can be estimated very accurately by multiplying each developer's work hours with his or her hourly pay rate. Since the model keeps track of each developer's average and total work hours, it is fairly easy to estimate the project cost as well.
IV. DISCUSSION
While the validation examples shown above use a UAV project and a software development project, the model is applicable to other PD areas as well. Currently, the model is being evaluated mainly with software development firms because their PD lifecycle is shorter (compared to most hardware development projects), which helps the authors collect feedback frequently. However, model structure is able to accommodate a wide variety of projects, as long as information about developers, tasks, dependencies between tasks is specified. Besides being able to predict the lead time of PD processes with sufficient accuaracy, the model can help project and product managers in other ways as well. The main applications of the model are specified below.
A. Model Applications 1) Resource allocation
The model allows considering the impact of schedule and cost based on various resource allocation patterns. For example, one of the firms using the model has evaluated the impact of assigning one of its senior developers to an outside project. After analyzing possible scheduling impact, the firm decided to postpone this new assignment. Analogously, the same firm used the model to evaluate the impact of hiring an intern for one of their projects, which the model predicted to have a negative impact on completion time due to low predicted performance rate, greater iteration rate and coordination cost of the intern. Similarly, the model can be used to identify possible bottlenecks and add or remove resources to improve the situation.
2) Process improvement
Besides being able to identify various scenarios for allocating resources, the model can help conduct sensitivity analysis and improve overall PD process. For example, new team structures can be evaluated. Also, by varying initial task durations and rework probabilities and impact, managers can assess how more or less emphasis on initial stages of PD affects overall process. Furthermore, managers can evaluate effects of modularity on PD process by varying task relatedness (i.e., concurrent, sequential, overlapping tasks) and rework that one task can create for another task.
3) Replanning As more information becomes available, managers can update the model with more exact values and reassess the situation. Improved prediction will have smaller variance, which will help better evaluate the risks of schedule or cost overrun.
B. Research Contributions
The current simulation model contributes the following to the practice of product development. First, the model uniquely accounts for multiple PD teams, which other models of PD do not consider. The teams can either be co-located or have a distributed pattern. The model also considers various time zones and work hours of different teams, which can significantly impact how much work is accomplished in a twenty-four hour period.
Second, rather than considering average work accomplished by a team of developers, as other models do, the model presented in this paper accounts for each developer's work. Hence, it provides project managers with the means to evaluate the impact of developers with various skill levels and expertise. This is especially relevant to PD process of SMEs because in small teams each developer is relatively more important than in large organizations and teams. Furthermore, it is easier to collect performance data on each individual developer at SMEs than it is in large enterprises.
Third, user-friendly implementation of the model provides an intuitive way of inputting required data and viewing simulation outcome, which allows for efficient optimization of PD process. Ability to switch between desktop and iPad applications seamlessly and continue working on the same project model makes the modeling tool even more practical. It allows managers to explore their assumptions and evaluate various alternative PD scenarios.
Lastly, average time and cost predictions are important measures of project performance, which the model generates after each simulation run. Additionally, the model shows the standard deviation associated with each prediction, which in many cases is as important as average time and cost predictions.
C. Limitations and Future Work
One of the limitations of the model is the fact that it uses a simple method when optimizing task assignments to developers by looking only one assignment ahead. This limitation is due to the great number of possible tasks and assignment opportunities, as well as uncertainty in future task durations. It should be noted that majority of similar past models do not employ any kind of optimization techniques at all.
Another limitation of the model is the generalized framing of performance and learning ratings. While these factors help differentiate between developers, for each developer they can vary from day to day, task to task for many different personal and non-personal reasons. Due to the interrelated structure of tasks and developers, this variance can, in fact, impact cost and schedule, but our model does not explicitly take that into account.
Currently, we are in the process of conducting more tests with various firms to collect feedback. The collected feedback will be used to improve the model and refine the desktop and iPad applications. The latter will be available free of charge on Apple's App Store. Also, with the ability to push updates to both the desktop version and the iPad version of the model remotely, this tool will stay up to date.
V. CONCLUSIONS
This paper presented a novel model based on DES approach for predicting lead times of distributed product development processes. While lead times are one of the main parameters that interest project and product managers, the model can be used to analyze bottlenecks and optimize resources, conduct replanning activities, and improve PD processes in place. Given the level of granularity of the model, it is especially applicable to SMEs, which currently lack similar tools and can use this model as a valuable PD aid. The modeling approach is valid for any product development process that has one or more teams of developers, including both hardware and software (and mixed) development projects. Furthermore, user-friendly desktop and tablet applications allow rapid dissemination of the model and make it easy for product/project managers to learn and use the model effectively.
