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Abstract
Let G be a graph and let f be a non-negative integer-valued function de"ned on V (G).
Then a cycle C is called an f-dominating cycle if dG(v; C)6f(v) holds for each v∈V (G),
where dG(v; C) denotes the distance between v and C. A set S is called an f-stable set if
dG(u; v)¿f(u) + f(v) holds for each pair of distinct vertices u, v in S, and denote by 
f(G)
the order of a largest f-stable set in G. In this paper, we prove that if a k-connected graph G
(k¿ 2) satis"es 
f+1(G)6 k, then G has an f-dominating cycle, where f + 1 is the function
de"ned by (f + 1)(v) = f(v) + 1. By taking an appropriate function as f, we can deduce a
number of known results from this theorem.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a graph. For x, y∈V (G), we denote by dG(x; y) the distance between x
and y. For a non-empty set of vertices S of G, we de"ne the distance between x and
S by dG(x; S)=min{dG(x; s): s∈ S}. If H is a subgraph of G, we often write dG(x; H)
instead of dG(x; V (H)). Let S and T be subsets of V (G). Then S is said to dominate
T if every vertex in T either belongs to S or has a neighbor in S. If S dominates
V (G), then S is called a dominating set. A cycle C in G is called a dominating cycle
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if V (C) is a dominating set of G. (In some literature, a dominating cycle is de"ned
as a cycle such that every edge in G is incident with a vertex in C.)
Let f be a non-negative integer-valued function de"ned on V (G). Then a cycle C
is called an f-dominating cycle if dG(x; C)6f(x) for every x∈V (G). By taking an
appropriate function as f, we can give a uni"ed view to many cycle-related problems.
If f is a constant function taking the value 0 (resp. 1), then an f-dominating cycle is
a hamiltonian cycle (resp. a dominating cycle) of G. Furthermore, given a prescribed
set S ⊂ V (G), if we set
f(v) =
{
0 if v∈ S;
diam(G) if v∈V (G)− S;
where diam(G) is the diameter of G, then an f-dominating cycle is a cycle passing
through every vertex in S.
The purpose of this paper is to give a ChvDatal–Erdo˝s-type theorem for a graph to
have an f-dominating cycle. Then we show that this theorem is a generalization of a
number of known results.
A set of vertices S ⊂ V (G) is said to be an f-stable set if dG(u; v)¿f(u) +
f(v) holds for each pair of distinct vertices u, v∈ S. If we take a constant function
taking the value one as f, an f-stable set is an ordinary stable set (also called an
independent set). The f-stability number, denoted by 
f(G), is de"ned by 
f(G) =
max{|S|: S is an f-stable set}. For an integer constant c, we de"ne the function f+c
by (f + c)(v) = f(v) + c(v∈V (G)).
In this paper, we prove the following theorem.
Theorem 1. Let G be a k-connected graph (k¿ 2) and let f be a non-negative
integer-valued function de8ned on V (G). If 
f+1(G)6 k, then G has an f-dominating
cycle.
Before we prove Theorem 1, we give its application. By setting f(v) = 0 for each
v∈V (G), we immediately obtain ChvDatal–Erdo˝s’ theorem. Let 
(G) be the indepen-
dence number of a graph G.
Theorem A (ChvData and ErdHos [4]). A k-connected graph (k¿ 2) G with 
(G)6 k
is hamiltonian.
Bondy and Fan [1] gave a degree-sum condition for a graph to have a dominating
cycle. Later Broersma [2] introduced the notion of -cycle as a generalization of a
dominating cycle. A cycle C in a graph G is said to be a -cycle if dG(x; C)¡
for each x∈V (G). For a positive integer d and a graph G, a set of vertices S of G is
called a d-independent set if dG(u; v)¿d for each pair of distinct vertices u, v in S.
De"ne 
ˆd(G) by 
ˆd(G)=max{|S|: S is a d-independent set}. He proved the following
theorem and showed that it extends the result of Bondy and Fan.
Theorem B (Broersma [2]). Let G be a k-connected graph (k¿ 2) and let  be a
positive integer. If 
ˆ2(G)6 k, then G has a -cycle.
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It is easy to see that if f is a constant function taking the value − 1, then Theo-
rem 1 coincides with Theorem B.
Theorem 1 also generalizes previous results on cycles passing through speci"ed
vertices. The following is a classical result by Dirac [5].
Theorem C (Dirac [5]). Every set of k vertices in a k-connected graph (k¿ 2) lies
in a cycle.
Theorem C was later extended by Fournier [6]. For a set of vertices X ⊂ V (G), we
de"ne the independence number of X , denoted by 
(X ), by 
(X ) = 
(G[X ]), where
G[X ] is the subgraph of G induced by X .
Theorem D (Fourier [6]). Let G be a k-connected graph (k¿ 2), and let X ⊂ V (G).
If 
(X )6 k, then G has a cycle which contains X .
In order to demonstrate the usefulness of Theorem 1, we give a further extension




ˆG;d(X ) = max{|S|: S ⊂ X; S is a d-independent in G}:
Note that 
ˆG;2(X )= 
ˆ2(G[X ]) = 
(X ), but for d¿ 3, 
ˆG;d(X ) and 
ˆd(G[X ]) may take
diMerent values.
Corollary 2. Let G be a k-connected graph (k¿ 2), and let X and Y be disjoint
subsets of V (G). If 
(X )+ 
ˆG;4(Y )6 k, then G has a cycle C which contains X and
dominates Y .
Corollary 2 coincides with Theorem D if Y = ∅.






diam(G) if v∈V (G)− (X ∪ Y ):
Then an f-dominating cycle is a required cycle. Let S be a maximum (f + 1)-stable
set, i.e. an (f + 1)-stable set of cardinality 
f+1(G). We claim |S|6 k.
First, suppose S 	⊂ X ∪ Y . If |S|¿ 2, then we can take a pair of distinct vertices u,
v such that u∈ S− (X ∪Y ) and v∈ S. Then dG(u; v)¿f(u)+f(v)+2¿ diam(G)+2,
a contradiction. Therefore, we have |S|6 1¡k.
Next, suppose S ⊂ X ∪ Y . Then by the de"nition of f, S ∩ X is an independent
set contained in X and Y ∩ S is a 4-independent set of G contained in Y . Thus, |S ∩
X |6 
(X ) and |S∩Y |6 
ˆG;4(Y ). Therefore, |S|=|S∩X |+|S∩Y |6 
(X )+
ˆG;4(Y )6 k.
Now in either case, we have 
f+1(G) = |S|6 k, and G has an f-dominating cycle by
Theorem 1.
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2. Terminology and lemmas
For graph-theoretic terminology not explained in this paper, we refer the reader to
[3]. Let W = w0w1 : : : wl be a walk in a graph G. Then l is called the length of W
and denoted by l(W ). The vertices w0 and wl are called the starting vertex and the
terminal vertex of W , respectively. For i, j with 06 i6 j6 l, we denote the subwalk
wiwi+1 : : : wj by wi
→
Wwj and its reverse wjwj−1 : : : wi by wj
←
Wwi. For A, B, X ⊂ V (G),
if w0 ∈A and wl ∈B, then W is said to be a walk from A to B. If (W−{w0; wl})∩X=∅,
we say that W is internally disjoint from X . For a, b∈V (G), a walk from {a} to {b}
is called an ab-walk.
For a vertex v in a graph G, we denote the neighborhood of v in G by NG(v), and
for A ⊂ V (G), we write NG(A) =
⋃
v∈A NG(v). Furthermore, if H is a subgraph of G,
we sometimes write NH (v) and NH (A) instead of NG(v) ∩ V (H) and NG(A) ∩ V (H),
respectively. If there is no fear of confusion, we often identify a subgraph H of a graph
G with its vertex set V (H). For example, we often write NG(H) instead of NG(V (H)).
Let f :V (G) → N . Then for a vertex x∈V (G) and X ⊂ V (G), we de"ne Nf(x)
and Df(X ) by
Nf(x) = {v∈V (G): dG(x; v)6f(x)}
and
Df(X ) = {v∈V (G): dG(v; X )6f(v)}:
Using this notation, we can say that an f-dominating cycle is a cycle C satisfying
Df(C) = V (G).
Although the following lemma is a trivial observation on Df(X ), it is frequently
used in the subsequent arguments.
Lemma 1. Let G be a graph and let f :V (G)→ N . Furthermore, let X , Y ⊂ V (G).
(1) If X ⊂ Y , then Df(X ) ⊂ Df(Y ).
(2) Df(X ∪ Y ) = Df(X ) ∪ Df(Y )
(3) Df(X )− Df(Y ) ⊂ Df(X − Y )
The next lemma is a simple but useful observation on a walk.
Lemma 2. Let G be a graph and let A, B ⊂ V (G). If G has a walk W from A to B,
Then G has a path P from A to B such that V (P) ⊂ V (W ) and that P is internally
disjoint from A ∪ B.
3. Proof of Theorem 1
In this section, we prove Theorem 1.
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Proof of Theorem 1. Assume G has no f-dominating cycle. Then for each cycle C in
G, Df(C) 	= V (G), and hence there exists a vertex y0 in V (G) − Df(C). Let H be
the component of G − V (C) with y0 ∈V (H). Now choose such C and y0 so that
(1) |Df(C)| is as large as possible, and
(2) |V (H)| is as small as possible, subject to (1).
The proof is divided into claims.
Claim 1. There exists no cycle C′ with Df(C) ⊂ Df(C′), V (H) ∩ V (C′) 	= ∅ and
NG(H) ∩ (V (C)− V (C′)) = ∅. In particular, G has no cycle C′ with V (C) ⊂ V (C′)
and V (H) ∩ V (C′) 	= ∅.
Proof. Assume there exists a cycle C′ with Df(C) ⊂ Df(C′), V (H)∩V (C′) 	= ∅ and
NG(H) ∩ (V (C) − V (C′)) = ∅. Then Df(C) = Df(C′) by the maximality of Df(C),
and hence y0 ∈V (H)− Df(C′). Since NG(H) ∩ (V (C)− V (C′)) = ∅, G − V (C′) has
a component H ′ with y0 ∈V (H ′) and V (H ′) ( V (H). This contradicts the minimality
of H .
Let NC(H) = {x1; x2; : : : ; xm}. We may assume x1, x2; : : : ; xm appear in the con-
secutive order along C. We consider xm+1 = x1. Let Ii = xi
→
Cxi+1 (16 i6m). We
call each Ii (16 i6m) an interval. Let x′i ∈NH (xi) and let Pi;j be an x′i x′j-path in
H (16 i; j6m). Possibly, x′i = x
′
j and l(Pi;j) = 0 for some i and j (i 	= j). For
v∈V (C), we denote by v+ and v− the successor and the predecessor of v along C,
respectively.
Claim 2. xi+1 	= x+i .







i . Then V (C) ⊂ V (C′) and
V (C′) ∩ V (H) 	= ∅. This contradicts Claim 1.
Since G is k-connected, we have m¿ 2k ¿k by Claim 2. A vertex v∈ Ii − {xi}




Cxi) (Fig. 1). If v is not
an essential vertex, it is called a non-essential vertex.
Claim 3. For each i (16 i6m), x+i is a non-essential vertex of Ii.
Proof. Since x+i
→
Cx+i = {x+i } ⊂ x+i
→
Cxi, we have Df(x+i
→




Claim 4. If v is a non-essential vertex of Ii, then each u∈ x+i
→
Cv− is a non-essential
vertex of Ii.
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Fig. 1. If v is an essential vertex, there exists a vertex y such that d(y; x+i
→






























Claim 5. For each i (16 i6m), xi+1 is an essential vertex of Ii.













Cxi ⊂ V (C′).
Therefore, by Lemma 1,







This implies Df(C) ⊂ Df(C′). Furthermore, V (H)∩V (C′) 	= ∅ and NG(H)∩ (V (C)−
V (C′)) = ∅. However, this contradicts Claim 1.
By Claims 3–5, each interval Ii has a unique vertex si such that si is a non-essential
vertex of Ii but s+i is an essential vertex of Ii. We call this si the border vertex of Ii.





Csj which is internally disjoint from C. In particular, there does not exist an









Csj which is internally disjoint





internally disjoint from C. Let the starting vertex and the terminal vertex of Q be ui
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Fig. 2. Ri and Rj .




Cuj is inclusion-minimal. By














By Claim 1, Df(C) 	⊂ Df(C′). Let v∈Df(C) − Df(C′). By Lemma 1, Df(C) −
Df(C′) ⊂ Df((x+i
→
Cu−i ) ∪ (xj
→




Cu−i ) ∪ Df(x+j
→
Cu−j ). By symmetry, we
may assume v∈Df(x+i
→
Cu−i ). Since ui ∈ x+i
→












Cu−j ). Now, since v∈Df(x+i
→
Cu−i ) ∩ Df(x+j
→
Cu−j ), there exist a vvi-path
Ri and vvj-path Rj for some vi ∈ x+i
→
Cu−i and vj ∈ x+j
→
Cu−j such that l(Ri)6f(v) and
l(Rj)6f(v) (Fig. 2).
If V (Ri) ∩ uj
→





Cxi) ⊂ Df(C′), a contradiction. Therefore, we have V (Ri)∩uj
→
Cxi=∅.
Similarly, we have V (Ri) ∩ ui
→















Cu−j , which is









Cu−j such that V (Q
′) ⊂ V (W ′) and Q′ is internally disjoint from C.




Cuj, and the claim
follows.
Claim 7. For each i, 16 i6m, there exists a vertex yi ∈Df(x+i
→
Csi) such that Nf(yi)
∩ V (C) ⊂ x+i
→
Csi.
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Cxi). Take yi ∈Df(x+i
→
Cs+i ) − Df(s+i
→





Cxi=∅ and hence Nf(yi)∩V (C) ⊂ x+i
→
Csi. Since s+i ∈ s+i
→
Cxi, if yi ∈Df({s+i }), then
yi ∈Df(s+i
→
Cxi) by Lemma 1(1), a contradiction. Thus, we have yi ∈Df(x+i
→
Cs+i ) −
Df({s+i }) ⊂ Df(x+i
→
Csi).
Claim 8. For each i, j with 16 i¡ j6m, dG(yi; yj)¿f(yi) + f(yj) + 2.
Proof. Let Qi be a shortest path from {yi} to V (C), and let Qj be a shortest path
from {yj} to V (C). Then both Qi and Qj are internally disjoint from C. Let vi and vj








































Cxi) = ∅. Thus, Q′ is internally disjoint from C, which contradicts Claim 6. Thus,








Cxi). Then by Claim
7, l(yi
→
Rv)¿f(yi) + 1 and l(v
→
Ryj)¿f(yj) + 1. Therefore, we obtain dG(yi; yj) =
l(R)¿f(yi) + f(yj) + 2.
Claim 9. For each i, 16 i6 l, dG(y0; yi)¿f(y0) + f(yi) + 2.
Proof. Let R be a shortest y0yi-path in G. Then since y0 ∈V (H), by the de"ni-
tion of an interval, {x1; : : : ; xm} ∩ V (R) 	= ∅. Let xj ∈V (R). Since y0 	∈ Df(C),
l(y0
→
Rxj)¿f(y0)+1. By Claim 5, si 	∈ {x1; : : : ; xm}, and hence by Claim 7 l(xj
→
Ryi)¿
f(yi) + 1. Therefore, we obtain dG(y0; yi) = l(R)¿f(y0) + f(yi) + 2.
Let Y ={y0; y1; : : : ; ym}. Then by Claims 8 and 9, Y is an (f+1)-stable set of order
m + 1¿k and hence 
f+1(G)¿k. This contradicts the assumption, and the theorem
follows.
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