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Abstract
Let A1, A2 be algebras and let M :A1 →A2, M∗ :A2 →A1 be maps. An elementary map of
A1 ×A2 is an ordered pair (M,M∗) such that{
M(AM∗(B)C) = M(A)BM(C),
M∗(BM(A)D) = M∗(B)AM∗(D)
for all A,C ∈A1, B,D ∈A2. In this paper, the general form of surjective elementary maps on stan-
dard subalgebras of nest algebras is described. In particular, such maps are automatically additive.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the result
Throughout, all algebras and vector spaces will be over the field F where F is the real
field R or the complex field C. Let H be a Hilbert space. By B(H) we denote the algebra
of all bounded linear operators on H and by I the identity operator on H . For x, y ∈ H , the
operator x ⊗ y is defined by z → (z, y)x for z ∈ H , where (·,·) denotes the inner product.
This operator has rank one if and only if both x and y are nonzero. For a closed subspace
P of H , we will denote the orthogonal projection onto it by the same symbol and usually
write P⊥ for the orthogonal complement of P . A nest on H is a totally ordered set of
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theoretic intersection) and ∨ (closed linear span). Given a nest N on H , the associated
nest algebra AlgN is defined by
AlgN = {A ∈ B(H): AP = PAP for all P ∈N }.
If N is trivial, that is N = {0,H }, then clearly AlgN = B(H). The notation AlgF N will
denote the set of all finite rank operators in AlgN which is an ideal of AlgN . For P ∈N ,
define
P− =
∨
{Q ∈N : Q ⊂ P } and P+ =
∧
{Q ∈N : P ⊂ Q}.
We also write 0− = 0 and H+ = H . Following the notation in [12], put
J (N ) = {P ∈N : P = 0 and P− = H }.
Then it is easy to see that∨
{P : P ∈ J (N )} = H and
∧
{P−: P ∈ J (N )} = 0.
Recalling that a standard operator algebra on H is a subalgebra A ⊆ B(H) containing
all finite rank operators in B(H), we similarly call a subalgebra A ⊆ AlgN a standard
subalgebra of AlgN if AlgF N ⊆A. For a general discussion of nest algebras we refer
to [3], in which the following basic properties concerning nest algebras can be found.
Lemma 1.1. Let N be a nest on a Hilbert space H . Then
(1) the rank one operator x ⊗ y ∈ AlgN if and only if there exists P ∈N such that x ∈ P
and y ∈ P⊥− , where P⊥− means (P−)⊥;
(2) every finite rank operator in AlgN is a finite sum of rank one operators in AlgN ;
(3) AlgF N is dense in AlgN in the strong operator topology.
Let A1, A2 be two algebras or two rings, and let M :A1 →A2, M∗ :A2 →A1 be two
maps. Call the ordered pair (M,M∗) an elementary map of A1 ×A2 (of length one) if{
M(AM∗(B)C) = M(A)BM(C),
M∗(BM(A)D) = M∗(B)AM∗(D) (1.1)
for all A,C ∈ A1,B,D ∈ A2. We say that (M,M∗) has some property if both M and
M∗ have the same property; for example, that (M,M∗) is additive means that M and M∗
are both additive. Obviously, if φ : A1 → A2 is a multiplicative bijective map then the
pair (φ,φ−1) is an elementary map of A1 ×A2. For T ,S ∈A1, let MT,S(A) = TAS for
A ∈A1. Then clearly (MT,S,MS,T ) is an elementary map of A1 ×A1. Another example
of an elementary map of A1 × A1 is a double centralizer on A1 if A1 is faithful [1]. It
should be mentioned that the concept of an elementary map comes from the recent papers
[1,2,16]. The papers [1,2] describe the general form of linear elementary maps of some
concrete algebras which include polynomial algebras, finite dimensional central simple
algebras, standard operator algebras and some special function algebras. The paper [16]
characterizes surjective elementary maps on standard operator algebras on Banach spaces.
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on Banach spaces.
The aim of this paper is to extend the result of [16] to standard subalgebras of nest
algebras on Hilbert spaces. Our main result reads as follows.
Theorem 1.1. Let Ni be a nest on a Hilbert space Hi , let Ai be a standard subalgebra
of AlgNi , where i = 1,2 and dimH1 > 1, and let M : A1 → A2, M∗ : A2 → A1 be
surjective maps such that the pair (M,M∗) is an elementary map of A1 ×A2. Suppose
that one of the following conditions holds:
(i) A1 and A2 are norm closed;
(ii) N1 satisfies 0+ = 0 and H1− = H1.
We have
(1) if F = R, then there are invertible bounded linear operators T : H1 → H2 and S :
H2 → H1 such that
M(A) = TAS and M∗(B) = SBT, A ∈A1, B ∈A2; (1.2)
(2) if F = C and dimH1 = ∞, then there are invertible bounded either simultaneously
linear or simultaneously conjugate-linear operators T : H1 → H2 and S : H2 → H1
such that M and M∗ are of the form (1.2);
(3) if F = C and dimH1 < ∞, then dimH1 = dimH2 = n for some positive integer n > 1.
In this case, M and M∗ can be supposed to act on block upper triangular algebras
T1 and T2 which are both in the algebra Mn(C) of all n × n matrices over C, re-
spectively. Thus there exist a ring automorphism τ of C and two invertible matrices
T ,S ∈Mn(C) such that
M(A) = T τ(A)S and M∗(B) = Sτ−1(B)T
for A ∈ T1, B ∈ T2. Here, τ(A) denotes the matrix obtained from A by applying τ to
every entry and τ−1(B) has the same meaning.
Of course, the map M defined by (1.2) does not map A1 into A2 in general. Under
which conditions we have M(A1) ⊆A2? For this question, we only give an easy result as
follows. If N2 = {T P : P ∈ N1} which means that N1 and N2 are similar [3], S = T −1
and Ai = AlgF Ni or Ai = AlgNi for i = 1,2, then M(A1) =A2. In this case, M is an
algebra isomorphism from A1 onto A2.
The proof of Theorem 1.1 is organized as follows. In Section 2 we establish the additiv-
ity of (M,M∗); in fact, we get much more. Section 3 proves that if F = R then (M,M∗)
is linear and, if F = C and dimH1 = ∞ then (M,M∗) is either linear or conjugate-linear.
In Section 4, the form of (M,M∗) is described in the linear case. Finally, Section 5 treats
the general case and hence completes the proof.
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[3,4,6,13,14,16,17]. However, Theorem 1.1 extends some known results on multiplicative
bijective maps or algebraic isomorphisms on standard subalgebras of nest algebras. Also,
from our result we can easily get the form of bijective double centralizers on standard
subalgebras of nest algebras without the linearity assumption.
2. Additivity
It is an interesting problem to study the interrelation between the multiplicative and
the additive structures of a ring. The first quite surprising result on how the multiplicative
structure of a ring determines its additive structure is due to Martindale who established
a condition on a ring R such that every multiplicative bijective map on R is additive [15,
Theorem]. By an idea from Martindale, the paper [13] proves that every multiplicative
bijective map on a standard subalgebra of a nest algebra on a Hilbert space is additive.
Recently, we extended Martindale’s result to elementary maps of rings, proving the fol-
lowing.
Proposition 2.1. [9, Theorem 2.1] Let R and R′ be two rings, and let R contain a family
{eα: α ∈ Λ} of idempotents which satisfies:
(1) xR= 0 implies x = 0;
(2) if eαRx = 0 for each α ∈ Λ, then x = 0;
(3) for each α ∈ Λ, eαxeαR(1 − eα) = 0 implies eαxeα = 0.
Suppose that M : R → R′ and M∗ : R′ → R are surjective maps such that the pair
(M,M∗) is an elementary map of R×R′. Then both M and M∗ are additive.
From Proposition 2.1 it follows that ifR is a prime ring containing a nontrivial idempo-
tent and R′ an arbitrary ring, then every surjective elementary map of R×R′ is additive
[9, Corollary 2.1]. In addition, for a nestN on a Hilbert space H of dimension at least 2, it
is easily verified that the family {P ∈N : 0 < P < I } of nontrivial idempotents in AlgN
satisfies conditions (1)–(3) of Proposition 2.1. Therefore, for an arbitrary ring R, every
surjective elementary map of AlgN ×R is additive [9, Corollary 2.3]. In the case where
AlgN is replaced by a standard subalgebra A of AlgN , we cannot directly apply Propo-
sition 2.1 to such an algebra A since an element P ∈N with 0 < P < I is not necessarily
in A. In fact, A might not have idempotents. However, an appropriate modification of the
proof of Proposition 2.1 can prove the following theorem which is the main result of this
section.
Theorem 2.1. Let N be a nest on a Hilbert space H where dimH  2, A be a stan-
dard subalgebra of AlgN and R be an arbitrary ring. Suppose that M :A → R and
M∗ :R→ A are surjective maps such that the pair (M,M∗) is an elementary map of
A×R. Then both M and M∗ are additive.
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are surjective maps such that⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
M( 12 (AM
∗(B)C +CM∗(B)A))
= 12 (M(A)BM(C) + M(C)BM(A)),
M∗( 12 (BM(A)D +DM(A)B))
= 12 (M∗(B)AM∗(D) +M∗(D)AM∗(B))
(2.1)
for A,C ∈A, B,D ∈R, then both M and M∗ are additive. Obviously, an elementary map
(M,M∗) ofA×R does not necessarily satisfy (2.1) and conversely, the pair (M,M∗) sat-
isfying (2.1) also may not be an elementary map of A ×R. The proof of Theorem 2.1
is similar to that of [10, Theorem 2.1] and it is included for the convenience of the
reader.
In what follows in this section, the notation of Theorem 2.1 will be kept and we write
F = AlgF N for simplicity. We shall organize the proof in a series of lemmas, in which
N is assumed to be nontrivial. Choose an element P1 ∈ N such that 0 < P1 < I and
denote by P2 = I − P1. Putting F11 = P1FP1, F12 = P1FP2 and F22 = P2FP2, then
F =F11 ⊕F12 ⊕F22 since F is an ideal of AlgN . Note that the notation Aij will denote
an arbitrary element of Fij if no special indication.
Lemma 2.1. We have
(1) M(0) = 0 and M∗(0) = 0;
(2) both M and M∗ are bijective;
(3) the pair (M∗−1 ,M−1) is an elementary map ofA×R, that is, the maps M∗−1 :A→R
and M−1 :R→A satisfy{
M∗−1(AM−1(B)C) = M∗−1(A)BM∗−1(C),
M−1(BM∗−1(A)D) = M−1(B)AM−1(D)
for all A,C ∈A and B,D ∈R;
(4) if S,A,B ∈A are such that M(S) = M(A) +M(B), then{
M(SXY) = M(AXY) +M(BXY),
M∗−1(XSY) = M∗−1(XAY) +M∗−1(XBY)
for all X,Y ∈A.
Proof. For the proofs of (1), (3) and (4), see [9]. To prove (2), it suffices to show that M and
M∗ are injective. Let A1,A2 ∈A such that M(A1) = M(A2) and let X,Y ∈F be arbitrary.
Since M∗ is surjective, we can choose B,D ∈ R such that M∗(B) = X, M∗(D) = Y .
Applying (1.1), we have
XA1Y = M∗
(
BM(A1)D
)= M∗(BM(A2)D)= XA2Y.
Consequently, A1 = A2 by Lemma 1.1(3). This shows that M is injective.
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trary. Since M∗M is also surjective, there exist X′, Y ′ ∈ A satisfying M∗M(X′) = X,
M∗M(Y ′) = Y . We then have
XM−1(B1)Y = M∗
(
M(X′)MM−1(B1)M(Y ′)
)
= M∗M(X′M∗(B1)Y ′)= M∗M(X′M∗(B2)Y ′)
= XM−1(B2)Y.
Hence M−1(B1) = M−1(B2) by Lemma 1.1(3) again and so B1 = B2. 
Lemma 2.2. [10, Lemma 2.5] Let A ∈A. Then
(1) F11AF12 = 0 implies P1AP1 = 0;
(2) F12AF22 = 0 implies P2AP2 = 0;
(3) F11AF22 = 0 implies P1AP2 = 0.
Lemma 2.3. We have
(1) M(A11 +A12 +A22) = M(A11) + M(A12) +M(A22);
(2) M∗−1(A11 + A12 +A22) = M∗−1(A11) +M∗−1(A12) +M∗−1(A22).
Proof. (1) By the surjectivity of M , there exists S ∈A such that
M(S) = M(A11) + M(A12) +M(A22).
For arbitrary X11 and Y12, from Lemma 2.1 we see that
M∗−1(X11SY12) = M∗−1(X11A11Y12) +M∗−1(X11A12Y12) +M∗−1(X11A22Y12)
= M∗−1(X11A11Y12).
Hence X11SY12 = X11A11Y12. It follows from Lemma 2.2(1) that P1SP1 = A11. Substitut-
ing {X11, Y22}, respectively {X12, Y22}, for {X11, Y12}, we can similarly get P1SP2 = A12
and P2SP2 = A22. Noting that P2SP1 = 0, we have S = P1SP1 + P1SP2 + P2SP2 =
A11 +A12 +A22.
(2) Lemma 2.1(3) tells us that the pair (M∗−1 ,M−1) is also an elementary map of
A×R. Therefore (2) holds. 
Lemma 2.4. We have
(1) M(A11B11A12 +A11B12A22) = M(A11B11A12) + M(A11B12A22);
(2) M∗−1(A11B11A12 + A11B12A22) = M∗−1(A11B11A12) + M∗−1(A11B12A22).
Proof. Applying Lemma 2.3, we have
M(A11B11A12 +A11B12A22)
= M(A11(B11 +B12)(A12 +A22))
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= M(A11)
(
M∗−1(B11) +M∗−1(B12)
)(
M(A12) +M(A22)
)
= M(A11)M∗−1(B11)M(A12) + M(A11)M∗−1(B11)M(A22)
+ M(A11)M∗−1(B12)M(A12) + M(A11)M∗−1(B12)M(A22)
= M(A11B11A12) +M(A11B11A22) +M(A11B12A12) + M(A11B12A22)
= M(A11B11A12) +M(A11B12A22).
Therefore (1) holds, and so does (2) because of Lemma 2.1(3). 
Lemma 2.5. We have
(1) M(A12 + B12) = M(A12) + M(B12);
(2) M∗−1(A12 +B12) = M∗−1(A12) + M∗−1(B12).
Proof. By Lemma 2.1(3), we only need to prove (1). Suppose that S ∈A satisfies M(S) =
M(A12) + M(B12). For arbitrary X11, Y11 and Z22, by Lemmas 2.1(4) and 2.4 we get
M∗−1(X11Y11SZ22) = M∗−1(X11Y11A12Z22) + M∗−1(X11Y11B12Z22)
= M∗−1(X11Y11A12Z22 +X11Y11B12Z22).
So X11Y11SZ22 = X11Y11(A12 + B12)Z22. It follows from Lemma 2.2(3) that P1SP2 =
A12 + B12. For any X11 and Y12, we have
M∗−1(X11SY12) = M∗−1(X11A12Y12) + M∗−1(X11B12Y12) = 0.
Hence X11SY12 = 0 and so P1SP1 = 0 by Lemma 2.2(1). By replacing {X11, Y12} with
{X12, Y22}, we similarly get P2SP2 = 0. Therefore S = P1SP2 = A12 + B12, as de-
sired. 
Lemma 2.6. We have
(1) M(A11 + B11) = M(A11) + M(B11);
(2) M(A22 + B22) = M(A22) + M(B22).
Proof. We only prove (1), and (2) can be proved similarly. Choose S ∈ A such that
M(S) = M(A11) + M(B11). Similar to the proof of Lemma 2.5, it is easily seen that
P1SP2 = P2SP2 = 0 and so S = P1SP1. For any X11 and Y12, applying Lemmas 2.1(4)
and 2.5, we obtain
M∗−1(X11SY12) = M∗−1(X11A11Y12) + M∗−1(X11B11Y12)
= M∗−1(X11A11Y12 +X11B11Y12).
It follows that X11SY12 = X11(A11 + B11)Y12. So P1SP1 = A11 + B11 by Lemma 2.2(1).
Hence S = A11 +B11 and so (1) holds. 
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mas 2.3 and 2.5–2.6.
Lemma 2.7. M is additive on F .
Now we are ready to complete the proof of Theorem 2.1.
Proof of Theorem 2.1. IfN = {0,H }, then AlgN = B(H) and the desired result follows
from [9, Corollary 2.2].
Suppose N = {0,H }. Let A,B ∈A. Choose S ∈A such that M(S) = M(A) + M(B).
Let X,Y ∈ F be arbitrary. Noting that AXY,BXY ∈ F , by Lemmas 2.1(4) and 2.7 we
have
M(SXY) = M(AXY) +M(BXY) = M(AXY + BXY).
Consequently, SXY = (A + B)XY and so S = A + B from Lemma 1.1(3). This proves
that M is additive.
To prove that M∗ is additive onR, let U,V ∈R. For any X,Y ∈F , by the additivity of
M we have
M
(
X
(
M∗(U) +M∗(V ))Y )
= M(XM∗(U)Y )+ M(XM∗(V )Y )
= M(X)UM(Y) + M(X)VM(Y) = M(X)(U + V )M(Y )
= M(XM∗(U + V )Y ).
It follows that X(M∗(U) + M∗(V ))Y = XM∗(U + V )Y , which forces M∗(U + V ) =
M∗(U) +M∗(V ) by Lemma 1.1(3) again. This completes the proof. 
By Lemma 2.1(2) and Theorem 2.1 we have immediately the following.
Corollary 2.1. Let Hi , Ni , Ai (i = 1,2), M and M∗ be as in Theorem 1.1, but neither
condition (i) nor condition (ii) in Theorem 1.1 is assumed. Then both M and M∗ are
bijective and additive.
3. Linearity and conjugate-linearity
In this section, let Hi , Ni , Ai (i = 1,2), M and M∗ be as in Theorem 1.1, but neither
condition (i) nor condition (ii) in Theorem 1.1 is assumed. Corollary 2.1 tells us that M
and M∗ are bijective and additive. Further, in this section we will prove that they are
either simultaneously linear or simultaneously conjugate-linear, where the case that H1 is
a complex Hilbert space of finite dimension is exceptional.
Let us begin with two known lemmas.
Lemma 3.1. [3, Lemma 17.9] Let N be a nest on a Hilbert space H and suppose that
T ∈ AlgN is nonzero. Then T has rank one if and only if whenever ATB = 0 with
A,B ∈ AlgN , then either AT = 0 or T B = 0.
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A,B ∈ B(H) such that the rank of A is greater than one. If Ax and Bx are linearly
dependent for every x ∈ K , then A and B are linearly dependent.
Lemma 3.3. Both M and M∗ preserve rank one operators in both directions.
Proof. We only give the proof for M . The proof for M∗ goes similarly. Let T ∈ A1.
Suppose first that T is of rank one and let B,D ∈ AlgN2 with BM(T )D = 0. For any
X,Y ∈ AlgF N2, we have XB,DY ∈ AlgF N2 and
M∗(XB)TM∗(DY) = M∗(XBM(T )DY )= 0.
Applying Lemma 3.1, M∗(XB)T = 0 or TM∗(DY) = 0. In the case that M∗(XB)T = 0,
let Q ∈ J (N2) be arbitrary and choose a nonzero u ∈ Q. For any v ∈ Q⊥−, then u⊗ v ∈A2
and there exists A ∈A1 such that M(A) = u ⊗ v. So
u⊗ (XBM(T ))∗v = M(A)XBM(T ) = M(AM∗(XB)T )= 0,
where (XBM(T ))∗ is the adjoint of XBM(T ). It follows that (XBM(T ))∗v = 0
which implies that (XBM(T ))∗(Q⊥−) = 0. Since
∧{Q−: Q ∈ J (N2)} = 0, we have∨{Q⊥−: Q ∈ J (N2)} = H2. Thus XBM(T ) = 0 and then BM(T ) = 0 by Lemma 1.1(3).
If TM∗(DY) = 0, we can similarly obtain that M(T )D = 0. By Lemma 3.1 again, it
follows that M(T ) is of rank one.
Conversely, suppose that M(T ) is of rank one. Taking into account Lemma 2.1(3), the
pair (M−1,M∗−1) is an additive elementary map of A2 × A1. Then we must have that
M−1 maps every rank one operator of A2 to a rank one operator of A1. So T is of rank
one. The proof is complete. 
Lemma 3.4. There exists an ring automorphism τ : F → F such that{
M(λA) = τ(λ)M(A),
M∗(λB) = τ−1(λ)M∗(B)
for all A ∈A1, B ∈A2 and λ ∈ F.
Proof. We claim that for every nonzero A ∈A1, there is a map τA : F → F such that
M(λA) = τA(λ)M(A), λ ∈ F. (3.1)
To prove it, we distinguish two cases.
Case 1. Suppose that A ∈A1 is of rank one. Define τA(0) = 0. For a nonzero scalar λ, by
Lemma 3.3 we can write M(A) = u1 ⊗v1 and M(λA) = u2 ⊗v2, where u1, u2, v1, v2 ∈ H2
are nonzero. Since M and M∗−1 are both surjective, it follows from Lemma 1.1(3) that
there exist E,F ∈A1 and u ∈ H2 such that (M∗−1(E)M(F)u, v2) = 0. Further, from(
M∗−1(E)M(F)u, v2
)
u2
= M(λA)M∗−1(E)M(F)u
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= (M∗−1(λE)M(F)u, v1)u1
we get a μ ∈ F such that u2 = μu1. In a similar way, we have v2 = μ′v1 for a μ′ ∈ F. Thus
there exists a unique scalar, say τA(λ), such that (3.1) holds.
Case 2. Suppose that A ∈ A1 is of rank at least two. Define τA(0) = 0 and let λ ∈ F
be nonzero. For every u ∈⋃{Q: Q ∈ J (N2)}, then there exists Q ∈ J (N2) such that
u ∈ Q. Choosing nonzero v ∈ Q⊥−, we have u ⊗ v ∈ A2 and M(E) = u ⊗ v for a rank
one operator E ∈A1 by Lemma 3.3. It follows from the result just proved in Case 1 that
M(λE) = τE(λ)M(E), where τE is a map from F into itself. Then, for any F ∈ A1 we
have
M(λA)M∗−1(F )u ⊗ v = M(λAFE) = M(AF(λE))
= M(A)M∗−1(F )M(λE) = τE(λ)M(A)M∗−1(F )u ⊗ v.
So M(λA)u = τE(λ)M(A)u by Lemma 1.1(3). Recalling that⋃{Q: Q ∈ J (N2)} is dense
in H2, then by Lemma 3.2 there exists a unique scalar, say τA(λ), satisfying (3.1).
Note that for every nonzero A ∈A1, τA is clearly additive and injective. We now want to
prove that it is also surjective. In fact, let μ ∈ F. Since the pair (M−1,M∗−1) is an additive
elementary map of A2 ×A1, we get similarly a scalar λ such that M−1(μM(A)) = λA.
Hence μM(A) = M(λA) = τA(λ)M(A), yielding that τA(λ) = μ.
Our next step will be to prove that τA is independent of A. Let A,B ∈ A1. Since τA
and τB are bijective, it is easily seen that A and B are linearly independent if and only
if M(A) and M(B) are also. Assume that A and B are linearly independent. Comparing
M(λ(A+B)) with M(λA)+M(λB) one can see that τA = τA+B = τB . In the case that A
and B are linearly dependent and nonzero, we can choose T ∈A1 such that T and A are
linearly independent because of dimH1  2. Then τA = τT = τB .
So far, we get an additive bijection τ : F → F such that M(λA) = τ(λ)M(A) for all
A ∈A1 and λ ∈ F. Also τ is clearly multiplicative. Thus τ is in fact a ring automorphism.
Finally, for B ∈ A2 and λ ∈ F we will prove M∗(λB) = τ−1(λ)M∗(B). For avoiding
triviality, we assume λ = 0. Letting X,Y ∈A2, then clearly M−1(λX) = τ−1(λ)M−1(X),
from which we have
M∗(λB)M−1(X)M∗(Y ) = M∗(λBXY) = M∗(B(λX)Y )
= M∗(B)M−1(λX)M∗(Y )
= τ−1(λ)M∗(B)M−1(X)M∗(Y ).
Since M−1(X) and M∗(Y ) run through the whole A1, we easily obtain M∗(λB) =
τ−1(λ)M∗(B) by Lemma 1.1(3). This completes the proof. 
Now we prove the main result in this section.
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(1) if F = R then both M and M∗ are linear;
(2) if F = C and dimH1 = ∞ then M and M∗ are either simultaneously linear or simul-
taneously conjugate-linear.
Proof. (1) It is immediate by Lemma 3.4, since the identity is the only ring automorphism
of R.
(2) We only need to check that τ is either the identity or the conjugate, where τ is as in
Lemma 3.4. Noting that τ(r) = r holds for every rational number r and τ(√−1) = ±√−1,
it suffices to prove that τ is continuous.
Let us first show that there exists an orthonormal sequence {xn} ⊂ H1 such that one of
the followings holds:
(i) xm ⊗ xn ∈A1 for all m > n;
(ii) xm ⊗ xn ∈A1 for all m < n.
In fact, if N1 is a finite set, then P = P− for every nonzero P ∈ N1 and the finite set
{P P−: P ∈N1} spans H1. Since dimH1 = ∞, we can choose P ∈N1 such that P P−
is of infinite dimension. Thus there exists an orthonormal sequence {xn} ⊂ P  P− satis-
fying both (i) and (ii). If N1 is an infinite set, then there is a sequence {Pn} ⊂N1 such that
for all n, either
(a) 0 ⊂ Pn+1 ⊂ Pn ⊂ H1 or
(b) 0 ⊂ Pn ⊂ Pn+1 ⊂ H1.
Indeed, if P = P+ for some P ∈ N1 with P = H1, then (a) holds; if P = P− for some
nonzero P ∈N1, then (b) holds; if P− = P = P+ for every nonzero P ∈N1 with P = H1,
then (a) or (b) hold. Suppose (a) holds. Choosing a unit vector xn ∈ Pn  Pn+1 for each n,
then {xn} is orthonormal and satisfies (i). In the case where (b) holds, we can similarly
obtain an orthonormal sequence {xn} ⊂ H1 satisfying (ii).
Now suppose on the contrary that τ is not continuous. It is well known that τ is un-
bounded on every neighborhood of 0. If there exists an orthonormal sequence {xn} ⊂ H1
such that (i) holds, then for every n, we can pick λn ∈ C such that |λn| < 1/2n and
∣∣τ(λn)∣∣> n‖M(xn+2 ⊗ xn+1)‖‖M∗−1(xn+1 ⊗ xn)‖‖M(xn+2 ⊗ x1)‖ .
Put y = ∑∞n=2 λnxn and T = y ⊗ x1. Then T ∈ A1 and for each n  2, we have by
Lemma 3.4,
n
∥∥M(xn+2 ⊗ xn+1)∥∥∥∥M∗−1(xn+1 ⊗ xn)∥∥
<
∣∣τ(λn)∣∣∥∥M(xn+2 ⊗ x1)∥∥
= ∥∥M(λnxn+2 ⊗ x1)∥∥
= ∥∥M((xn+2 ⊗ xn+1)(xn+1 ⊗ xn)T )∥∥
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∥∥M(xn+2 ⊗ xn+1)∥∥∥∥M∗−1(xn+1 ⊗ xn)∥∥∥∥M(T )∥∥.
It follows that ‖M(T )‖ > n for all n  2, which is impossible. For the case that there
exists an orthonormal sequence {xn} ⊂ H1 such that (ii) holds, we can similarly reach a
contradiction. Therefore τ is continuous, completing the proof. 
4. Linear case
This section is devoted to describing surjective linear elementary maps on standard
subalgebras of nest algebras. Throughout this section, assume that Hi , Ni , Ai (i = 1,2),
M and M∗ are as in Theorem 1.1, and assume that M and M∗ are both linear. Note that
unless specially indicated, neither condition (i) nor condition (ii) in Theorem 1.1 is as-
sumed. Also, an order isomorphism θ :N1 →N2 means a bijective map such that for all
P1,P2 ∈N1, P1 ⊆ P2 if and only if θ(P1) ⊆ θ(P2).
We begin with a basic result.
Lemma 4.1. There exist a dimension preserving order isomorphism θ :N1 →N2 and two
bijective linear maps
T :
⋃{
P : P ∈ J (N1)
}→⋃{Q: Q ∈ J (N2)},
C :
⋃{
P⊥− : P ∈ J (N1)
}→⋃{Q⊥−: Q ∈ J (N2)}
such that T (P ) = θ(P ), C(P⊥− ) = θ(P )⊥− for all P ∈ J (N1), and M(x ⊗ y) = T x ⊗ Cy
for all x ⊗ y ∈ AlgF N1.
Proof. From Lemma 1.1(2), Corollary 2.1 and Lemma 3.3, we can easily see that the
restriction of M to AlgF N1 is a bijective linear map onto AlgF N2 preserving rank one
operators in both directions. Then by [5, Theorem 2.6], one of the followings must occur:
(a) The lemma holds;
(b) There exist a dimension preserving order isomorphism θ :N⊥1 →N2 and two bijective
linear maps
T :
⋃{
P⊥− : P ∈ J (N1)
}→⋃{Q: Q ∈ J (N2)},
C :
⋃{
P : P ∈ J (N1)
}→⋃{Q⊥−: Q ∈ J (N2)}
such that T (P⊥− ) = θ(P⊥− ), C(P ) = θ(P⊥)⊥ for all P ∈ J (N1), and M(x ⊗ y) =
Ty ⊗ Cx for all x ⊗ y ∈ AlgF N1. Here N⊥1 = {P⊥: P ∈ N1} which is still a nest
on H1.
It is enough to prove that (b) is impossible. Suppose on the contrary that (b) occurs. We
claim thatJ (N1) only contains one element. Otherwise, assume that there are two different
elements P1,P2 ∈ J (N1) with P1 ⊂ P2. Choosing x2 ∈ P2 but x2 /∈ P1, then x2 /∈ P1− and
186 P. Li / J. Math. Anal. Appl. 320 (2006) 174–191there exist F ∈ AlgF N1 and y1 ∈ P⊥1− such that (Fx2, y1) = 0 because of Lemma 1.1(3).
Picking nonzero x1 ∈ P1 and y2 ∈ P⊥2−, we have x1 ⊗ y1, x2 ⊗ y2, x1 ⊗ y2 ∈ AlgF N1 and(
M∗−1(F )T y2,Cx1
)
Ty1 ⊗Cx2
= (T y1 ⊗ Cx1)M∗−1(F )(T y2 ⊗Cx2)
= M((x1 ⊗ y1)F (x2 ⊗ y2))= (Fx2, y1)M(x1 ⊗ y2) = (Fx2, y1)T y2 ⊗Cx1.
So x1 and x2 are linearly dependent since T and C are bijective. This contradicts the choice
of x2.
Therefore N1 = {0,H1} and so AlgN1 = B(H1). Let x, y ∈ H1 be arbitrary unit vec-
tors. Then
Ty ⊗ Cx = M((x ⊗ x)(x ⊗ y)(y ⊗ y))= (M∗−1(x ⊗ y)T y,Cx)T x ⊗ Cy.
It follows that x and y must be linearly dependent. This is a contradiction since dimH1 > 1.
This completes the proof. 
Lemma 4.2. If condition (i) in Theorem 1.1 holds, then
(1) each of the maps M , M∗, M−1 and M∗−1 is bounded;
(2) T and C in Lemma 4.1 are bounded.
Proof. (1) We present the proof for M and similar arguments can apply to other maps.
Since A1 and A2 are norm closed, by the closed graph theorem it suffices to prove that M
is a closed operator.
Suppose that {An}, A are in A1 and B in A2 such that An → A and M(An) → B .
Let Q,Q′ ∈ J (N2), u ∈ Q and v′ ∈ Q′⊥− be arbitrary. Then we have u ⊗ v,u′ ⊗ v′ ∈A2
where v ∈ Q⊥− and u′ ∈ Q′ are fixed nonzero vectors. Because of Lemma 3.3, we write
M∗(u ⊗ v) = x ⊗ y and M∗(u′ ⊗ v′) = x′ ⊗ y′. Let P,P ′ ∈ J (N1) be such that x ∈ P ,
y ∈ P⊥− , x′ ∈ P ′ and y′ ∈ P ′⊥−. Define
Ψ (D) = (u′ ⊗ v′)M(D)(u ⊗ v), D ∈A1.
Then
Ψ (D) = M∗−1(x′ ⊗ y′)M(D)M∗−1(x ⊗ y)
= M∗−1((x′ ⊗ y′)D(x ⊗ y))= M∗−1((Dx,y′)x′ ⊗ y).
If P ⊇ P ′ then P⊥− ⊆ P ′⊥−. So x′ ⊗ y ∈ A1 and we can write Ψ (D) = (Dx,y′)M∗−1 ×
(x′ ⊗ y). If P ⊂ P ′ then P ⊆ P ′−. In this case, x′ ⊗ y is not necessarily inA1; however, we
have Ψ = 0 since (Dx,y′) = 0 holds for all D ∈A1. It follows that Ψ is always bounded
on A1. Thus we get(
M(A)u, v′
)
u′ ⊗ v = (u′ ⊗ v′)M(A)(u ⊗ v)
= lim
n→∞(u
′ ⊗ v′)M(An)(u ⊗ v) = (u′ ⊗ v′)B(u ⊗ v)
= (Bu, v′)u′ ⊗ v,
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Q: Q ∈ J (N2)
}= H2 =∨{Q′⊥− : Q′ ∈ J (N2)},
we obtain M(A) = B , as desired.
(2) Since M is bounded, the proof is in the same way as the corresponding part of the
proof of [5, Theorem 2.7] (or, [4, Theorem 3.5]). Hence we omit it. We are done. 
Lemma 4.3. If condition (ii) in Theorem 1.1 holds, then T and C in Lemma 4.1 are invert-
ible bounded linear operators from H1 onto H2.
Proof. Letting θ be as in Lemma 4.1, then clearly θ(0) = 0, θ(0+) = 0+, θ(H1−) = H2−
and θ(H1) = H2. So N2 also satisfies 0+ = 0 and H2− = H2. Hence T and C are in fact
bijective linear maps from H1 onto H2. Then it remains to prove that T and C are bounded.
For this, we only need to prove that they are closed.
Assume that {xn}, x in H1 and y in H2 are such that xn → x and T xn → y. Let A ∈A1
be arbitrary. Noting that N1 satisfies 0+ = 0 and H1− = H1, we can choose 0 = e ∈ 0+ in
H1 and 0 = h ∈ H⊥1−. Then e ⊗ f,x ⊗ h, e ⊗ h ∈A1 for any f ∈ H1. Thus by Lemma 4.1,(
M∗−1(A)T x,Cf
)
T e ⊗Ch = M((e ⊗ f )A(x ⊗ h))= (Ax,f )T e ⊗ Ch,
which implies (M∗−1(A)T x,Cf ) = (Ax,f ) since T e ⊗ Ch = 0. Similarly, we have
(M∗−1(A)T xn,Cf ) = (Axn,f ) for each xn. Taking the limit in this equality, we
obtain (M∗−1(A)y,Cf ) = (Ax,f ). So (M∗−1(A)T x,Cf ) = (M∗−1(A)y,Cf ). Since
C :H1 → H2 is bijective, it follows M∗−1(A)T x = M∗−1(A)y. Further, T x = y because
of Lemma 1.1(3), and hence T is closed.
In a similar way, we can prove that C is also closed. This completes the proof. 
Now we are in a position to prove the main result of this section.
Theorem 4.1. If either condition (i) or condition (ii) in Theorem 1.1 holds, then there exist
invertible bounded linear operators T : H1 → H2 and S : H2 → H1 such that M and M∗
are of the form (1.2).
Proof. Let T and C be as in Lemma 4.1. Suppose that condition (i) in Theorem 1.1 holds.
Since
⋃{P : P ∈ J (N1)} and ⋃{P⊥− : P ∈ J (N1)} are both dense in H1, it follows from
Lemma 4.2 that T and C can be extended to be bounded linear operators, denoted still by
the same notation, from H1 into H2. We will show that these two extended operators are
also invertible. We only give the proof for T . The proof for C goes similarly.
Let T x = 0 for some x ∈ H1 and let {xn} in⋃{P : P ∈ J (N1)} such that xn → x. Then
T xn → 0. For each xn, choose Pn ∈ J (N1) such that xn ∈ Pn and a unit vector yn ∈ P⊥n−.
By Lemma 4.1, we have M(xn ⊗ yn) = T xn ⊗Cyn. Since M−1 and C are bounded,
‖xn‖ = ‖xn ⊗ yn‖ =
∥∥M−1(T xn ⊗ Cyn)∥∥ ∥∥M−1∥∥‖C‖‖T xn‖.
Thus xn → 0 and hence x = 0. This means that T is injective.
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such that un → u. By Lemma 4.1, the restriction of T to⋃{P : P ∈ J (N1)} is a surjective
map onto
⋃{Q: Q ∈ J (N2)}. So, for every un, there exists Pn ∈ J (N1) and xn ∈ Pn
such that T xn = un. Choose a unit vector yn ∈ P⊥n− for each n. For m, n, without loss of
generality, assume Pm ⊆ Pn. Then (xm − xn) ⊗ yn ∈ AlgF N1 and
‖xm − xn‖ =
∥∥(xm − xn) ⊗ yn∥∥= ∥∥M−1(T (xm − xn) ⊗Cyn)∥∥
 ‖M−1‖‖C‖‖um − un‖,
so that {xn} is a Cauchy sequence in H1. Consequently, xn → x for some x ∈ H1 and
moreover, T x = u since T is bounded, as desired.
In the case where condition (ii) in Theorem 1.1 holds, Lemma 4.3 tells us that T and C
are exactly invertible bounded linear operators from H1 onto H2.
In either case, we always put S = C∗ where C∗ is the adjoint of C. Then T : H1 → H2
and S : H2 → H1 are invertible bounded linear operators and{
M(x ⊗ y) = T (x ⊗ y)S,
M∗(u ⊗ v) = S(u ⊗ v)T
for x ⊗ y ∈A1, u ⊗ v ∈A2. Indeed, the first equality is obvious by Lemma 4.1. To prove
the second one, let R,R′ ∈A1 be arbitrary rank one operators. Then for u ⊗ v ∈A2,
T RM∗(u ⊗ v)R′S = M(RM∗(u ⊗ v)R′)= M(R)(u ⊗ v)M(R′)
= T RS(u ⊗ v)T R′S.
So M∗(u ⊗ v) = S(u ⊗ v)T because of Lemma 1.1(2)–(3). Also, we have clearly{
M∗−1(x ⊗ y) = S−1(x ⊗ y)T −1,
M−1(u ⊗ v) = T −1(u ⊗ v)S−1
for x ⊗ y ∈A1, u ⊗ v ∈A2.
We now are ready to prove that M(A) = TAS for every A ∈A1. Let P,P ′ ∈ J (N1),
x ∈ P and y′ ∈ P ′⊥− be arbitrary. Fix nonzero vectors y ∈ P⊥− and x′ ∈ P ′. Then
x ⊗ y, x′ ⊗ y′ ∈ A1. If P ′ ⊆ P then x′ ⊗ y ∈ A1 and by Lemma 2.1(3), for A ∈ A1 we
have
(Ax,y′)S−1(x′ ⊗ y)T −1 = (Ax,y′)M∗−1(x′ ⊗ y) = M∗−1((x′ ⊗ y′)A(x ⊗ y))
= M∗−1(x′ ⊗ y′)M(A)M∗−1(x ⊗ y)
= S−1(x′ ⊗ y′)T −1M(A)S−1(x ⊗ y)T −1
= (T −1M(A)S−1x, y′)S−1(x′ ⊗ y)T −1.
Hence(
T −1M(A)S−1x, y′
)= (Ax,y′). (4.1)
If P ⊂ P ′, then (Ax,y′) = 0 since P ⊆ P ′−. Also,(
T −1M(A)S−1x, y′
)
S−1(x′ ⊗ y)T −1 = M∗−1((x′ ⊗ y′)A(x ⊗ y))= 0
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ing that
⋃{P : P ∈ J (N1)} is dense in H1, we have T −1M(A)S−1 = A, which means
M(A) = TAS.
Similarly, we can prove that M∗(B) = SBT for all B ∈ A2. Thus, M and M∗ satisfy
(1.2). The proof is complete. 
5. General case
In this section, we will complete the proof of Theorem 1.1. As we done in [11], in order
to treat the conjugate-linear case, we introduce the notion of the ‘conjugate’ of a Hilbert
space H . Let H ◦ be the same set H , in which the operation ‘addition’ is the same as that
on H , the operation ‘scalar multiplication’ is defined by λ ◦ x = λx and the operation
‘inner product’ is defined by (x, y)◦ = (y, x), where λ ∈ C and x, y ∈ H ◦. With the new
algebraic structure and inner product, it is easy to see that H ◦ is a Hilbert space. We call
H ◦ the conjugate Hilbert space of H [7, p.131]. If H1 and H2 are Hilbert spaces and T is
a map from the set H1 into the set H2, then the following statements are equivalent:
(1) T : H1 → H2 is linear;
(2) T : H ◦1 → H ◦2 is linear;
(3) T : H1 → H ◦2 is conjugate-linear;
(4) T : H ◦1 → H2 is conjugate-linear.
Of course, continuity of T is the same in these four situations, since the norm on Hi is the
same as that on H ◦i for i = 1,2.
Proof of Theorem 1.1. (1) If F = R then M and M∗ are linear by Theorem 3.1. So the
required result follows immediately from Theorem 4.1.
(2) If F = C and dimH1 = ∞, then M and M∗ are either simultaneously linear or si-
multaneously conjugate-linear by Theorem 3.1. Because of Theorem 4.1, it suffices to give
the proof for the conjugate-linear case. Denote by N ◦2 and A◦2 the same sets N2 and A2,
respectively. Then N ◦2 can be considered as a nest on H ◦2 and the associated nest algebra
AlgN ◦2 is a subalgebra of B(H ◦2 ), in which the operations ‘addition’ and ‘multiplication’
are the same as those in B(H2) and ‘scalar multiplication’ is given by λ ◦ A = λA for
λ ∈ C, A ∈ B(H ◦2 ). Obviously, AlgN ◦2 = AlgN2 as a set, and A◦2 is a standard subalgebra
of AlgN ◦2 . Thus, M : A1 → A◦2 and M∗ : A◦2 → A1 are bijective linear maps such that
the pair (M,M∗) is an elementary map of A1 ×A◦2. Also, if A2 is norm closed and N2
satisfies 0+ = 0, H2− = H2, then the same statements are true for A◦2 and N ◦2 . Applying
Theorem 4.1 and noting that T : H1 → H ◦2 (respectively, S : H ◦2 → H1) is linear if and
only if T : H1 → H2 (respectively, S : H2 → H1) is conjugate-linear, the required result
follows directly.
(3) Suppose that F = C and dimH1 < ∞. Then dimA1 < ∞ and clearly, dimA2 < ∞
because of Lemma 3.4, the bijectivity and additivity of M . So dimH2 < ∞. Consequently,
A1 = AlgN1 and A2 = AlgN2. In the following, let τ stand for the ring automorphism of
C in Lemma 3.4.
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H1− = H1. Select nonzero vectors x0 ∈ H1 and y0 ∈ H⊥1− such that (x0, y0) = 1. Then
x ⊗y0 ∈A1 for every x ∈ H1. Write M∗−1(x0 ⊗y0) = u0 ⊗v0 where u0, v0 ∈ H2. Assume
that {x1, . . . , xn} is a linearly independent set in H1. For each i, put ui = M(xi ⊗y0)u0 and
let λi ∈ C such that ∑ni=1 λiui = 0. Denote by x =∑ni=1 τ−1(λi)xi . Then by Lemma 3.4,
we have M(x ⊗ y0)u0 = 0 and
M(x ⊗ y0) = M
(
(x ⊗ y0)(x0 ⊗ y0)(x0 ⊗ y0)
)
= M(x ⊗ y0)M∗−1(x0 ⊗ y0)M(x0 ⊗ y0)
= M(x ⊗ y0)(u0 ⊗ v0)M(x0 ⊗ y0) = 0.
Thus x = 0 which implies λ1 = · · · = λn = 0. This proves that the set {u1, . . . , un} is
linearly independent and hence dimH1  dimH2. Similarly, we have dimH1  dimH2.
Let dimH1 = dimH2 = n where n > 1 is some positive integer. Then there exist two
block upper triangular matrix algebras T1 and T2 in the algebra Mn(C) of all n × n ma-
trices over C such that, A1 and A2 are isomorphic to T1 and T2, respectively. So M and
M∗ can be supposed to act on T1 and T2, respectively. For A = [aij ] ∈Mn(C), define
τ(A) = [τ(aij )] and τ−1(A) = [τ−1(aij )]. Introduce two new maps: M1 : T1 → T2 and
M∗1 :T2 → T1 given by
M1(A) = M
(
τ−1(A)
)
and M∗1 (B) = M
(
τ(B)
)
for A ∈ T1 and B ∈ T2. It is easy to verify that M1 and M∗1 are bijective linear maps
such that the pair (M1,M∗1 ) is an elementary map of T1 × T2. Applying Theorem 4.1
to (M1,M∗1 ), then there exist two invertible matrices T ,S ∈Mn(C) such that M1(A) =
TAS and M∗1 (B) = SBT for all A ∈ T1, B ∈ T2. So M(A) = M1(τ (A)) = T τ(A)S and
M∗(B) = M∗1 (τ−1(B)) = Sτ−1(B)T for all A ∈ T1, B ∈ T2. This completes the proof. 
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