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V textu je popsa´n morfologicky´ analyza´tor cˇesˇtiny, ktery´ vyuzˇ´ıva´ slovn´ıkovy´ prˇ´ıstup. Slovn´ık
je ulozˇen pomoc´ı deterministicke´ho konecˇne´ho automatu. Dalˇs´ı cˇa´st textu je zameˇrˇena na
analy´zu cˇ´ıslovek, a to zejme´na na z´ıska´va´n´ı numericky´ch hodnot, ktere´ reprezentuj´ı. Vedle
analy´zy slov je nast´ıneˇna podpora pro generova´n´ı vazeb mezi za´kladn´ımi tvary.
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Abstract
We describe morphemic analyser using dictionary approach. Dictionary is saved as determi-
nistic finite state automata. Another part of text deals with analysis of numerals, especially
retrieving numeric value from that words. Besides the analysis there is description of gene-
rating word-formation relationships in this work.
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Tato pra´ce se zaby´va´ morfologicky´m analyza´torem cˇesˇtiny. Hlavn´ı funkc´ı analyza´toru je
z´ıska´n´ı za´kladn´ıho tvaru a mluvnicke´ kategorie slova.
Ve v´ıcejazycˇny´ch slovn´ıc´ıch se slova uva´deˇj´ı v za´kladn´ım tvaru, proto je prˇi automati-
zovane´m prˇekladu mezi jazyky nutne´ hledane´ slovo nejprve prˇeve´st na za´kladn´ı tvar, a azˇ
pote´ zacˇ´ıt slovo vyhleda´vat v prˇekladove´m slovn´ıku.
Mluvnicke´ kategorie slova lze vyuzˇ´ıt prˇi implementaci ”inteligentn´ıch“ korektor˚u cˇesˇtiny,
ktere´ budou do jiste´ mı´ry schopny kontrolovat slovosled, cˇi shodu podmeˇtu s prˇ´ısudkem.
Proble´m, ktery´ bylo nutno vyrˇesˇit, je velka´ prostorova´ na´rocˇnost. Vzˇdyt’ cˇesˇtina ob-
sahuje v´ıce nezˇ 30 milion˚u tvar˚u slov, prˇicˇemzˇ ke kazˇde´mu tvaru mus´ı by´t prˇiˇrazen od-
pov´ıdaj´ıc´ı za´kladn´ı tvar a r˚uzne´ morfologicke´ kategorie. V oneˇch trˇiceti milionech slov jsou
rozliˇsova´ny i tvary, ktere´ jsou sice reprezentova´ny stejny´mi hla´skami, ale maj´ı r˚uzny´ mor-
fologicky´ vy´znam.
Kapitola 3 prˇedva´d´ı mozˇnost, jak lze efektivneˇ sn´ızˇit pocˇet tvar˚u, ktere´ musej´ı by´t
ulozˇeny ve slovn´ıku, anizˇ by se sn´ızˇilo pokryt´ı slov, ktere´ analyza´tor poskytuje.
Kapitola 4 se zaob´ıra´ generova´n´ım slovotvorny´ch vazeb. Tyto vazby spojuj´ı slova, ktera´
jsou odvozena ze stejne´ho za´kladu a maj´ı tedy podobny´ vy´znam. Vazby da´le nesou se´man-
tickou informaci o tom, jak se vy´znam slova upravuje oproti vy´znamu za´kladn´ıho slova.
Dalˇs´ı problematikou, popsanou v kapitole 5, je analy´za cˇ´ıslovek. Tento slovn´ı druh ma´, jizˇ
ze sve´ podstaty, potencia´lneˇ mnohem veˇtsˇ´ı pocˇet tvar˚u, nezˇ zbyle´ slovn´ı druhy dohromady.
Tuto ”explozi“ pocˇtu tvar˚u maj´ı na sveˇdomı´ zejme´na cˇ´ıslovky, ktere´ jsou slozˇeny z v´ıce
korˇen˚u. Text se snazˇ´ı nale´zt, jak tyto cˇ´ıslovky efektivneˇ ulozˇit, anizˇ by rychlost analy´zy
klesla pod u´nosnou mez.
Analyza´tor u cˇ´ıslovek rozpozna´va´ nejen jejich za´kladn´ı tvar a morfologickou kategorii,
ale i cˇ´ıselnou hodnotu, kterou dana´ cˇ´ıslovka reprezentuje.
Teorie, zaby´vaj´ıc´ı se ulozˇen´ım slovn´ıku, je strucˇneˇ uvedena v kapitole 6.
Vy´slednou implementaci analyza´toru popisuje kapitola 7. Da´le je zde prˇedstavena knihov-
na libma, ktera´ cely´ analyza´tor zapouzdrˇuje a svy´m rozhran´ım umozˇnˇuje snadny´ prˇ´ıstup
ke vsˇem jeho funkc´ım.
Jelikozˇ autor nema´ lingvisticke´ vzdeˇla´n´ı, je cely´ text doplneˇn mnozˇstv´ım na´zorny´ch





Morfologie, cˇili tvaroslov´ı, je jedn´ım z mnoha podobor˚u lingvistiky. Tato discipl´ına se zaby´va´
stavbou slov, slovn´ımi druhy a postupy jak tyto druhy pravidelneˇ odvozovat. Da´le se zaby´va´
vy´znamem teˇchto druh˚u [1].
Morfologie se deˇl´ı do dvou cˇa´st´ı. Sklonˇova´n´ım a cˇasova´n´ım ohebny´ch slovn´ıch druh˚u se
zaby´va´ flektivn´ı morfologie. Cˇesˇtina patrˇ´ı mezi flektivn´ı jazyky, tedy ty, ktere´ se ohy´baj´ı
pomoc´ı koncovek [8]. V neˇktere´ literaturˇe je tvaroslov´ım mysˇlena pra´veˇ flektivn´ı morfologie.
Odvozova´n´ım slovn´ıch druh˚u se zaby´va´ derivacˇn´ı morfologie. Slova se odvozuj´ı po-
stupny´m prˇida´va´n´ım prˇedpon a slovotvorny´ch prˇ´ıpon. Toto odveˇtv´ı se te´zˇ nazy´va´ slovo-
tvorba.
2.1 Za´kladn´ı pojmy
Nezˇ prˇistoup´ıme k dalˇs´ımu vy´kladu, je nutne´ si sjednotit terminologii.
Korˇen (root): Jedna´ se o slovotvorny´ za´klad slov. Korˇen nese hlavn´ı se´mantickou infor-
maci. V cˇesˇtineˇ se korˇen prˇi ohy´ba´n´ı slov meˇn´ı jen ve vy´jimecˇny´ch prˇ´ıpadech.
Prˇedpona (prefix): Ve sloveˇ se nacha´z´ı prˇed korˇenem. Prˇedpona pozmeˇnˇuje vy´znam
p˚uvodn´ıho slova. Slovo mu˚zˇe obsahovat i neˇkolik po sobeˇ jdouc´ıch prˇedpon.
Infix: Nacha´z´ı se za korˇenem slova. Tato jednotka se v cˇesˇtineˇ vyskytuje jen zrˇ´ıdka. Slouzˇ´ı
k zes´ılen´ı vy´znamu prˇ´ıdavny´ch jmen nebo prˇ´ıslovc´ı [8].
Interfix: Tato cˇa´st se vyuzˇ´ıva´ prˇi skla´da´n´ı slov. Jedna´ se o pomocnou jednotku, ktera´
nenese se´mantickou informaci.
Prˇ´ıpona (suffix): Nacha´z´ı se za korˇenem. Podobneˇ jako prˇedpona meˇn´ı vy´znam slova,
ale na rozd´ıl od prˇedpony mu˚zˇe slovo po prˇida´n´ı prˇ´ıpony zmeˇnit slovn´ı druh. Kazˇde´ slovo
mu˚zˇe obsahovat v´ıce prˇ´ıpon.
Vy´sˇe popsany´ typ prˇ´ıpon je v literaturˇe oznacˇova´n jako tzv. kmenotvorne´ prˇ´ıpony.
Koncovka (ending): Nacha´z´ı se za prˇ´ıponami. Neˇkdy je oznacˇova´na jako tzv. tvaro-
tvorna´ prˇ´ıpona. Koncovky nesou informaci o pa´du, cˇ´ıslu, rodu, osobeˇ, atd. Proto se prˇi
sklonˇova´n´ı a cˇasova´n´ı slov meˇn´ı jen tato cˇa´st slova.
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Kmen (stem): Odstraneˇn´ım koncovky ze slova z´ıska´me kmen slova. Kmen zahrnuje
vsˇechny korˇeny spolu se slovotvorny´mi prˇ´ıponami, ktere´ slovo obsahuje.
Prˇ´ıklad 2.1: Vztah mezi za´kladn´ımi pojmy
korˇen: ne–let–eˇt, let–adlo
prˇedpona: ne–umeˇt, prˇe–le´zt
prˇ´ıpona: plav–at, plav–b–a, plav–´ıc–´ı se
infix: mal–il–inky´
interfix: velk–o–meˇsto, trˇi–a–dvacet
koncovka: mlad–y´, mlad–a´, mlad–e´ho





Za´kladn´ı tvar (lemma): Jedna´ se o tvar slova, ve ktere´m je uva´deˇn ve slovn´ıc´ıch. Pod-
statna´ jme´na by´vaj´ı uva´deˇna v prvn´ım pa´du cˇ´ısla jednotne´ho. Prˇ´ıdavna´ jme´na se zapisuj´ı
ve stejne´m pa´du a cˇ´ısle jako podstatna´ jme´na, za´kladn´ım rodem by´va´ rod muzˇsky´, pouzˇ´ıva´
se 1. stupenˇ. U sloves se uva´d´ı tvar v infinitivu. Dalˇs´ı ohebne´ druhy se zapisuj´ı obdobneˇ.
Neohebne´ slovn´ı druhy maj´ı jen jeden tvar, v neˇmzˇ jsou take´ ulozˇeny ve slovn´ıc´ıch.
2.2 Tvorˇen´ı slov
Vlivem sta´le´ho vy´voje veˇdy a technologie, vznika´ potrˇeba novy´ch pojmu˚ a oznacˇen´ı.
Jednou z mozˇnost´ı je pouzˇit´ı jizˇ existuj´ıc´ıch vy´raz˚u, ktery´m se prˇiˇrad´ı novy´ vy´znam.
Tento zp˚usob lze pouzˇ´ıvat jen omezeneˇ, aby bylo vzˇdy jasne´, jaky´ z vy´znamu˚ meˇl mluvcˇ´ı
na mysli.
Dalˇs´ım zp˚usobem rozsˇiˇrova´n´ı slovn´ı za´soby je prˇej´ıman´ı termı´n˚u z ciz´ıch jazyk˚u. Neˇktera´
z prˇejaty´ch slov se v jazyku ujmou natolik, zˇe jsou pouzˇ´ıva´na sˇirokou verˇejnost´ı. Ale veˇtsˇina
z teˇchto vy´raz˚u je zna´ma´ jen v u´zke´m kruhu odborne´ verˇejnosti a pro zbytek populace je
cˇa´stecˇneˇ nebo u´plneˇ nesrozumitelna´.
Vy´sˇe uvedene´ zp˚usoby rozsˇiˇrova´n´ı slovn´ı za´soby byly uvedeny jen pro u´plnost a da´le se
jimi nebudeme zaby´vat.
2.2.1 Odvozova´n´ı slov
Slova se deˇl´ı na motivovana´ a nemotivovana´. Motivovana´ slova jsou ta, jejichzˇ vy´znam
lze vysveˇtlit jiny´m slovem. Nemotivovana´ slova takto vysveˇtlit nelze, tato slova slouzˇ´ı jen
k oznacˇen´ı veˇc´ı [5].
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Prˇ´ıklad 2.2: Motivovana´ a nemotivovana´ slova
Motivovana´ slova: hrˇiˇsteˇ je mı´sto, kde se hraje
Nemotivovana´ slova: ka´men, strom
Motivovana´ slova se odvozuj´ı pomoc´ı prefixace a sufixace. Prˇi prefixaci se ke slovu
prˇipojuje prˇedpona, ktera´ meˇn´ı vy´znam slova. Sufixace je zp˚usob, prˇi ktere´m se ke kmeni
prˇipojuje slovotvorna´ prˇ´ıpona, ktera´ meˇn´ı nejen vy´znam slova, ale i mluvnickou kategorii
slova. Prˇehled nejcˇasteˇji pouzˇ´ıvany´ch prˇedpon a prˇ´ıpon je uveden ve Slovn´ıku spisovne´
cˇesˇtiny [3].
Vztah mezi odvozeny´mi slovy se nazy´va´ fundace. Fundovane´ slovo je to, ktere´ bylo
odvozeno od slova vy´choz´ıho. Vy´choz´ı slovo se oznacˇuje jako funduj´ıc´ı.
Slova, ktera´ byla odvozena od spolecˇne´ho za´kladu patrˇ´ı do jednoho slovotvorne´ho ”hn´ız-
da“, prˇicˇemzˇ odvozova´n´ı mohlo probeˇhnout ve v´ıce nezˇ jednom kroku. Prˇedpony a prˇ´ıpony
vyjadrˇuj´ı, jaky´ vztah (fundace) je mezi vy´choz´ım a odvozeny´m slovem. Naprˇ´ıklad prˇ´ıpona
ost prˇidana´ k prˇ´ıdavne´mu jme´nu vytvorˇ´ı podstatne´ jme´no, ktere´ bude popisovat vlastnost
koresponduj´ıc´ı s vy´znamem p˚uvodn´ıho slova.
Dı´ky teˇmto vlastnostem odvozeny´ch slov stacˇ´ı, k porozumeˇn´ı nezna´my´ch slov, zna´t
jen vy´znam neˇktere´ho slova z hn´ızda. Vy´znam ostatn´ıch slov z hn´ızda lze odvodit d´ıky
zkusˇenosti, co jednotlive´ prˇedpony a prˇ´ıpony vyjadrˇuj´ı u slov v jiny´ch hn´ızdech.







Na diagramu 2.2 je zna´zorneˇna cˇa´st slovotvorne´ho hn´ızda spolu s vazbami mezi jednot-
livy´mi tvary. Fundace je zna´zorneˇna sˇipkou, ktera´ smeˇrˇuje od funduj´ıc´ıho slova ke slovu
fundovane´mu. Korˇen je cˇa´st slova, ktera´ je spolecˇna´ vsˇem slov˚um v hn´ızdeˇ. Prˇ´ısneˇ vzato,
korˇen do hn´ızda nepatrˇ´ı, protozˇe se nejedna´ o regule´rn´ı slovo.
2.2.2 Skla´da´n´ı slov
Slova, ktera´ jsou vytvorˇena spojen´ım v´ıce korˇen˚u, se nazy´vaj´ı ”slozˇeniny“. Kazˇdy´ z korˇen˚u
prˇina´sˇ´ı vy´sledne´mu slovu sv˚uj specificky´ vy´znam. Jiny´mi slovy lze rˇ´ıct, zˇe vy´znam vy´sledne´ho
slova je sjednocen´ım vy´znamu˚ jednotlivy´ch korˇen˚u. Dı´ky tomu maj´ı takto slozˇena´ slova
prˇesneˇji definovany´ vy´znam, cˇehozˇ se vyuzˇ´ıva´ v odborny´ch cˇi geograficky´ch na´zvech. Tvorˇen´ı
slov t´ımto zp˚usobem nen´ı v cˇesˇtineˇ tak cˇaste´ jako v jiny´ch jazyc´ıch (naprˇ´ıklad v neˇmcˇineˇ).
Nejcˇasteˇji se vyskytuj´ı slozˇeniny vytvorˇene´ z prˇ´ıdavny´ch jmen. Prˇi skla´da´n´ı teˇchto slov
se vezme kmen z prvn´ıho slova, ke ktere´mu se prˇipoj´ı slovo druhe´. Mezi tyto cˇa´sti se cˇasto
vkla´da´ interfix, ktery´ zajiˇst’uje snadnou vy´slovnost vy´sledne´ho slova.
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Prˇ´ıklad 2.3: Slova slozˇena´ z v´ıce korˇen˚u
Vodomeˇr : prˇ´ıstroj, ktery´ meˇrˇ´ı pr˚utok vody.
Cˇeskomoravska´ vrchovina: geograficky´ u´tvar na pomez´ı Cˇech a Moravy.
Prˇ´ıklad 2.4: Tvorba slozˇeniny
velke´ meˇsto → velk–o–meˇsto
Definice 2.1 Prvn´ı cˇa´st slozˇeniny m˚uzˇe by´t cha´pa´na jako prˇedpona [1].
Dı´ky te´to definici lze prˇeve´st skla´da´n´ı slov na prefixaci, tedy zp˚usob tvorby slov pomoc´ı





V te´to kapitole budou prˇedstaveny konkre´tn´ı prˇedpony.
3.1 Negace
Za´por se vytvorˇ´ı prˇida´n´ım prˇedpony ne. T´ımto postupem lze vytvorˇit slovo s opacˇny´m
vy´znamem z prˇ´ıdavny´ch jmen, sloves, prˇ´ıslovc´ı a z neˇktery´ch jmen podstatny´ch.
Pro vyja´drˇen´ı za´poru lze take´ vyuzˇ´ıt neˇktere´ z antonym. Bohuzˇel, ne vsˇechna slova
maj´ı odpov´ıdaj´ıc´ı antonymum. Nav´ıc neˇktera´ antonyma nejsou zcela prˇesny´m doplnˇkem
p˚uvodn´ıho vy´razu. Za prˇ´ıklad vezmeˇme slova klesaj´ıc´ı a nerostouc´ı. Jejich vy´znam je velice
podobny´, ale kazˇde´ho matematika popud´ı, nebudeme-li rozliˇsovat mezi klesaj´ıc´ımi a neros-
touc´ımi posloupnostmi.
Dalˇs´ım d˚uvodem pro uprˇednostneˇn´ı tvaru s prˇedponou mu˚zˇe by´t stylistika. Neˇkdy je
pouzˇit´ı antonyma spolecˇensky nevhodne´. Porovnejme slova osˇkliva´ a nepeˇkna´. Kazˇdy´ c´ıt´ı,
zˇe pouzˇit´ı slova s prˇedponou je spolecˇensky prˇijatelneˇjˇs´ı.
Prˇi tvorˇen´ı negac´ı je nutne´ da´vat pozor na neˇktere´ vy´jimky. Tyto vy´jimky jsou shrnuty
v prˇ´ıkladu 3.1. Pod´ıvejme se na problematiku z druhe´ strany, tedy na to jak z negovane´ho
tvaru z´ıskat p˚uvodn´ı vy´raz. Mus´ıme si uveˇdomit, zˇe ne vsˇechna slova zacˇ´ınaj´ıc´ı prˇedponou ne
jsou za´porem neˇjake´ho kladne´ho tvaru. Pro prˇ´ıklad takove´ho slova uved’me vy´raz nena´vist.
Prˇ´ıklad 3.1: Tvorˇen´ı negac´ı
pravidelne´: nedobry´, nepracoval, nehezky
vy´jimky: za´por slovesa by´t v 3. osobeˇ: je → nen´ı
zkra´cen´ı samohla´sky: bra´t → nebrat
3.2 Superlativy
U neˇktery´ch prˇ´ıdavny´ch jmen a prˇ´ıslovc´ı lze vyjadrˇovat mı´ru kvality tzv. stupnˇova´n´ım.
Prvn´ı stupenˇ (pozitiv) vyjadrˇuje vlastnost. Druhy´ (komparativ) slouzˇ´ı k porovna´n´ı prˇedmeˇt˚u.
Trˇet´ı stupenˇ (superlativ) oznacˇuje nejvysˇsˇ´ı mı´ru.
Komparativ se nejcˇasteˇji tvorˇ´ı pomoc´ı prˇ´ıpon eˇjˇs´ı, sˇ´ı. Superlativ vznika´ sloucˇen´ım
prˇedpony nej s druhy´m stupneˇm prˇ´ıdavne´ho jme´na. Poznamenejme, zˇe ne vsˇechna slova
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ma´ smysl stupnˇovat, zejme´na slova vyjadrˇuj´ıc´ı la´tku, naprˇ´ıklad drˇeveˇny´. Vedou se spory,
zda lze stupnˇovat slovo optima´ln´ı, ktere´ jizˇ samo vyjadrˇuje nejveˇtsˇ´ı mı´ru.
Neˇktera´ prˇ´ıdavna´ jme´na se stupnˇuj´ı nepravidelneˇ, ovsˇem tato nepravidelnost se ty´ka´
jen tvorˇen´ı komparativu. Naproti tomu je tvorba superlativ˚u zcela pravidelna´.
Prˇ´ıklad 3.2: Stupnˇova´n´ı prˇ´ıdavny´ch jmen
pravidelne´: vysoky´ → vysˇsˇ´ı → nejvysˇsˇ´ı
nepravidelne´: dobry´ → lepsˇ´ı → nejlepsˇ´ı
3.3 Prˇedpony prˇejate´ z latiny
Zvla´sˇteˇ v odborne´ cˇesˇtineˇ se pouzˇ´ıvaj´ı prˇedpony pocha´zej´ıc´ı z latiny. Mezi neˇ patrˇ´ı prˇedpony
hyper, super, supra a ultra. Tyto prˇedpony lze spojovat s podstatny´mi jme´ny, prˇ´ıdavny´mi
jme´ny a prˇ´ıslovci.
Mozˇna´ pra´veˇ d´ıky sve´mu odborne´mu na´dechu, se takto tvorˇena´ slova sta´le cˇasteˇji vy-
skytuj´ı v me´di´ıch, odkud se dosta´vaj´ı do podveˇdomı´ sˇirsˇ´ıho okruhu lid´ı.
Prˇ´ıklad 3.3: Prˇedpony prˇejate´ z latiny
supravodivost
ultrazvuk
3.4 Slozˇene´ geograficke´ na´zvy
Jedna´ se prˇedevsˇ´ım o prˇ´ıdavna´ jme´na, ktera´ jsou slozˇena z v´ıce korˇen˚u, ktere´ oznacˇuj´ı
geograficke´ na´zvy. Vsˇimneˇme si, zˇe druha´ cˇa´st z teˇchto slozˇenin jsou za´rovenˇ regule´rn´ı
slova. Podle definice 2.1 lze oznacˇit cˇa´st, ktera´ tomuto ”vnorˇene´mu“ slovu prˇedcha´z´ı, jako
prˇedponu. Poznamenejme, zˇe se t´ımto postupem za prˇedpony oznacˇ´ı i interfix. Takto
z´ıskanou prˇedponu lze prˇipojit k jine´mu slovu, cˇ´ımzˇ z´ıska´me novy´ vy´raz.
Tento postup ma´ hned neˇkolik slabin. Prvn´ım proble´mem je z´ıska´n´ı vhodne´ho seznamu
prefix˚u. Druha´ neprˇ´ıjemnost se u´zce doty´ka´ se´mantiky. Je zrˇejme´, zˇe tyto prˇedpony nelze
skla´dat s libovolny´mi slovy. Vy´beˇr vhodny´ch slov vsˇak za´vis´ı nejen na morfologicke´ kategorii,
ale i na vy´znamu slova.




Jak jizˇ bylo rˇecˇeno, slova se mohou skla´dat i z v´ıce nezˇ jedne´ prˇedpony. Kazˇda´ pouzˇita´
prˇedpona upravuje vy´znam slova stejny´m zp˚usobem, jako kdyzˇ je pouzˇita samostatneˇ.
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Stejneˇ jako vsˇe, ma´ i skla´da´n´ı prˇedpon sva´ pravidla. I kdyzˇ skladba cˇeske´ veˇty umozˇnˇuje
pouzˇit´ı v´ıce za´por˚u, prˇi stavbeˇ slova toto neplat´ı. Trˇet´ı stupenˇ se tvorˇ´ı spojen´ım prˇ´ıpony
nej a druhe´ho stupneˇ, proto je nemozˇne´ pouzˇ´ıt stejnou prˇedponu dvakra´t. Protozˇe podruhe´
by byla prˇedpona jizˇ aplikova´na na superlativ.
Dalˇs´ım pravidlem je to, zˇe prefix nej se vzˇdy1 nacha´z´ı na nejleveˇjˇs´ı pozici ve sloveˇ.
Obdobneˇ je tomu prˇi pouzˇit´ı negace, jen s ohledem na prˇedchoz´ı pravidlo.
Pravdeˇpodobneˇ d´ıky ciz´ımu p˚uvodu latinsky´ch prˇedpon jsou pravidla pro jejich pouzˇit´ı
libera´lneˇjˇs´ı, nezˇ u jiny´ch prˇedpon. Pomineme-li cˇistotu jazyka, je mozˇne´ tyto prefixy umı´stit
libovolneˇ prˇed i za vy´sˇe uvedene´ prˇedpony.
Prˇ´ıklad 3.5: Skla´da´n´ı prˇedpon
chybne´ tvary: ne–ne–dobry´, nej–peˇkny´, ne–nej–peˇkneˇjˇs´ı
spra´vne´ tvary: ne–dobry´, nej–peˇkneˇjˇs´ı, nej–ne–peˇkneˇjˇs´ı




Slovotvorne´ vazby byly cˇa´stecˇneˇ prˇedstaveny v kapitole 2.2.1, ktera´ popisovala tvorbu slov
odvozova´n´ım. Jednotlive´ vazby reprezentuj´ı prefixy a sufixy, ktere´ meˇn´ı vy´znam fundo-
vane´ho slova.
4.1 Slovotvorne´ vzory
Cˇla´nek [5] popisuje, jak lze neˇktere´ vazby seskupit tak, zˇe vytvorˇ´ı slovotvorny´ vzor – analogie
k vzor˚um z klasicke´ mluvnice, ktery´mi se zaby´va´ flektivn´ı morfologie.
Klasicke´ vzory obmeˇnˇuj´ı slovo pomoc´ı koncovek, cozˇ ma´ za na´sledek, zˇe slovu po aplikaci
vzoru z˚usta´va´ stejny´ slovn´ı druh i vy´znam slova. Naproti tomu slovotvorne´ vzory meˇn´ı slovo
pomoc´ı prˇedpon a prˇ´ıpon, d´ıky cˇemuzˇ slovo meˇn´ı nejen vy´znam, ale i slovn´ı druh.
Jizˇ zmı´neˇny´ cˇla´nek [5] uva´d´ı jako prˇ´ıklad takove´ho vzoru vzor humanismus Diagram 4.1,
na ktere´m je tento vzor uvedeny´ (oproti diagramu z p˚uvodn´ıho textu je zjednodusˇen). Podle
tohoto vzoru jsou vytva´rˇena slova realismus, idealismus, apod.







Na diagramu 4.2 je zna´zorneˇna cˇa´st vzoru deˇlat. Slova, ktera´ lze odvodit od zmı´neˇne´ho
vzoru jsou v cˇa´rkovane´m obde´ln´ıku. V modry´ch oblastech jsou slova, ktera´ na´lezˇ´ı vzoru
udeˇlany´. Je tedy zrˇejme´, zˇe slovotvorne´ vzory lze da´le skla´dat do hierarchie.
Pro z´ıska´n´ı vsˇech slov, ktere´ lze odvodit z dane´ho vzoru, je nutne´ postupneˇ aplikovat
vsˇechny ”podvzory“, ktere´ jsou v hlavn´ım vzoru obsazˇeny.
4.2 Mnozˇiny vazeb
Z diagramu˚ je patrne´, zˇe tyto vzory jsou tvorˇeny stromovitou hierarchi´ı slovotvorny´ch vazeb.
Kazˇda´ z teˇchto vazeb vytva´rˇ´ı bud’ slovo, na ktere´ se jizˇ nebudou aplikovat dalˇs´ı vazby nebo










Vsˇimneˇme si rozd´ılu mezi teˇmito vazbami a slovotvorny´mi vzory. Jednotlive´ vzory zahr-
nuj´ı vsˇechny odvozene´ tvary od dane´ho slova. Tedy vzor humanismus zahrnuje slova huma-
nismus, humanisticky´, humanizace, atd. Na rozd´ıl od vzoru je mnozˇina vazeb skutecˇneˇ jen
seznam prˇedpon a prˇ´ıpon, ktery´mi jsou tvorˇeny dalˇs´ı tvary. Pokud bychom mnozˇinu vazeb
pojmenovali podle tvaru, na ktery´ ji lze aplikovat a jednotlive´ vazby pojmenovali podle
tvar˚u, ktere´ vytva´rˇ´ı, pak by mnozˇina vazeb humanismus zahrnovala slova humanisticky´,
humanizace, ale jizˇ ne tvar humanismus.

















Slovo je jednoznacˇneˇ urcˇene´, pokud zna´me kmen, z ktere´ho bylo odvozeno a posloupnost
vazeb, ktere´ byly na kmen aplikova´ny.
Prˇ´ıklad 4.1: Analy´za slova vzdeˇlanost
Kmen: deˇl
Posloupnost vazeb: -at → vz- → -ny´ → -ost
Abychom zjistili, jaky´ vztah je mezi dvojic´ı slov, mus´ıme udeˇlat analy´zu obou slov
zvla´sˇt’, cˇ´ımzˇ z´ıska´me jejich korˇeny a vazby, ktery´mi byla vytvorˇena. Pokud jsou korˇeny
analyzovany´ch slov shodne´, pak obeˇ slova patrˇ´ı do shodne´ho slovotvorne´ho hn´ızda. Jestlizˇe
slova na´lezˇ´ı do stejne´ho hn´ızda, pak je jejich vztah prˇesneˇ urcˇen vazbami, ktery´mi jsou
tvorˇena. Cˇ´ım v´ıce spolecˇny´ch vazeb smeˇrem od korˇene dvojice slov ma´, t´ım v´ıce si jsou
dana´ slova podobna vy´znamem.
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Jako prˇ´ıklad vezmeˇme dvojici slov vzdeˇlanost a vzdeˇlaneˇ z diagramu 4.3. Obeˇ slova patrˇ´ı
do stejne´ho hn´ızda, co v´ıc, posloupnost vazeb, ktery´mi jsou tvorˇena, se liˇs´ı azˇ v posledn´ı
vazbeˇ, cozˇ znacˇ´ı, zˇe dana´ slova maj´ı velmi podobny´ vy´znam. Podle rozd´ılny´ch vazeb lze
nav´ıc vyvodit, co dana´ slova vyjadrˇuj´ı (–nost znacˇ´ı, zˇe se jedna´ o vlastnost; –eˇ oznacˇuje
prˇ´ıslovce).
Neˇktera´ slova mohou by´t odvozena v´ıce zp˚usoby. Acˇkoliv je tvar vy´sledne´ho slova
shodny´, vy´znam teˇchto slov je jiny´. Prˇ´ıklad 4.2 byl prˇevzat z textu [8].
Prˇ´ıklad 4.2: Alternativn´ı analy´za slova
sval-ovec: parazit zˇij´ıc´ı uvnitrˇ sval˚u




Tato kapitola bude popisovat slovn´ı druh, ktery´ vyjadrˇuje pocˇet cˇi mnozˇstv´ı. Cˇ´ıslovky jsou
jedn´ım z nejproblematicˇteˇjˇs´ıch slovn´ıch druh˚u. I kdyzˇ se tento druh tradicˇneˇ rˇad´ı mezi
ohebne´ druhy, existuj´ı cˇ´ıslovky, ktere´ se nesklonˇuj´ı. Neˇktere´ ohebne´ tvary se sklonˇuj´ı podle
vlastn´ıch vzor˚u, jine´ pouzˇ´ıvaj´ı vzory z jiny´ch slovn´ıch druh˚u, a to nejcˇasteˇji z prˇ´ıdavny´ch
nebo podstatny´ch jmen. Da´le existuj´ı cˇ´ıslovky, ktere´ mohou by´t zarˇazeny do jiny´ch slovn´ıch
druh˚u.
5.1 Druhy cˇ´ıslovek
Cˇ´ıslovky se deˇl´ı na urcˇite´ a neurcˇite´. Take´ je mozˇno je rozdeˇlit do druh˚u, podle toho, co
oznacˇuj´ı. Mezi za´kladn´ımi druhy jsou popsa´ny tradicˇn´ı cˇ´ıslovky. Po popisu za´kladn´ıch druh˚u
na´sleduj´ı cˇ´ıslovky, ktere´ mohou by´t alternativneˇ zarˇazeny do jiny´ch slovn´ıch druh˚u.
5.1.1 Urcˇite´ a neurcˇite´
Urcˇite´ cˇ´ıslovky popisuj´ı prˇedmeˇt kvantitativneˇ, tj. nesou konkre´tn´ı hodnotu. Naproti tomu,
cˇ´ıslovky neurcˇite´ se pouzˇ´ıvaj´ı ke kvalitativn´ımu, va´gn´ımu popisu. V neˇktery´ch situac´ıch
jsou i cˇ´ıslovky urcˇite´ pouzˇity v prˇenesene´m vy´znamu tak, zˇe je lze povazˇovat za cˇ´ıslovky
neurcˇite´. V prˇenesene´m vy´znamu se jako cˇ´ıslovky pouzˇ´ıvaj´ı i neˇktera´ podstatna´ jme´na.
Prˇ´ıklad 5.1: Urcˇite´ a neurcˇite´ cˇ´ıslovky
urcˇite´: dva; sto
neurcˇite´: mnoho; ma´lo
neurcˇite´ (cˇ´ıslovka urcˇita´ v prˇenesene´m vy´znamu): rˇ´ıkat neˇco poste´
neurcˇite´ (podst. jm. v prˇenesene´m vy´znamu): morˇe slib˚u
5.1.2 Za´kladn´ı druhy cˇ´ıslovek
Za´kladn´ı (cardinalia): Tyto cˇ´ıslovky vyjadrˇuj´ı pocˇet. Pta´me se na neˇ ota´zkou kolik.
• Mezi tyto cˇ´ıslovky patrˇ´ı:
jedna; dva; deset; jedena´ct; dvacet; jednadvacet; sto; tis´ıc; mnoho; neˇkolik; v´ıce
• Veˇtsˇ´ı hodnoty se zapisuj´ı posloupnost´ı jednodusˇsˇ´ıch cˇ´ıslovek oddeˇleny´ch mezerou:
dvacet jedna; dveˇ steˇ; tis´ıc sto dvacet sedm
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• Z pragmaticky´ch d˚uvod˚u se cˇa´stky na slozˇenka´ch zapisuj´ı jedn´ım slovem:
tic´ıctrˇistaosmdesa´tˇsest
Rˇadove´ (ordinalia): Teˇmito cˇ´ıslovkami se vyjadrˇuje porˇad´ı. Pta´me se na neˇ ota´zkou
kolika´ty´. Tento druh je velice podobny´ prˇ´ıdavny´m jme´n˚um.
• Mezi tyto cˇ´ıslovky patrˇ´ı:
prvn´ı; prvy´; desa´ty´; jedena´cty´; dvaca´ty´; peˇtatrˇica´ty´; sty´; tis´ıc´ı; milionty´; neˇkolika´ty´
• Jedn´ım slovem se take´ zapisuj´ı:
dvousty´; trˇina´ctisty´; sˇestit´ıs´ıc´ı; desetitis´ıc´ı; stotis´ıc´ı
Slozˇiteˇjˇs´ı cˇ´ıslovky se p´ıˇs´ı oddeˇleneˇ. Naprˇ´ıklad cˇ´ıslo 7892. zap´ıˇseme posloupnost´ı sedmitis´ıc´ı
osmisty´ devadesa´ty´ druhy´ nebo sedmitis´ıc´ı osmisty´ dvaadevadesa´ty´.
Na´sobne´ (multiplicativa): Tyto cˇ´ıslovky vyjadrˇuj´ı pocˇet opakova´n´ı nebo srovna´n´ı.
Pta´me se na neˇ ota´zkou kolikra´t. Jsou velice podobne´ prˇ´ıdavny´m jme´n˚um a prˇ´ıslovc´ım.
Snadno se poznaj´ı podle toho, zˇe to jsou slozˇeniny, ktere´ v posledn´ı cˇa´sti obsahuj´ı slova
kra´t nebo na´sobneˇ.
• Prˇed cˇa´st´ı kra´t se cˇ´ıslovky nacha´zej´ı v za´kladn´ım tvaru:
dvakra´t; desetkra´t; stokra´t; dveˇsteˇkra´t; tis´ıckra´t; desettis´ıckra´t; neˇkolikra´t
• V neˇktery´ch textech se objevuj´ı i slozˇeniny ve tvaru:
stodvacetpeˇtkra´t
Prefix prˇed na´sobneˇ je ve stejne´m tvaru jako u slozˇenin, ktere´ jsou prob´ıra´ny v jednom
z na´sleduj´ıc´ıch odstavc˚u.
Druhove´ (specialia): Teˇmito cˇ´ıslovkami se vyjadrˇuje pocˇet druh˚u. Pta´me se na neˇ
ota´zkou kolikero. Tvorˇ´ı se prˇida´n´ım prˇ´ıpony ero.
• Prˇ´ıklad pravidelneˇ tvorˇeny´ch cˇ´ıslovek:
cˇtvero; desatero; devatena´ctero; dvacatero; stero; tis´ıcero; neˇkolikero
• Vy´jimkou jsou cˇ´ıslovky odvozene´ od hodnoty dva a trˇi:
dvoj´ı; troj´ı
• Slozˇiteˇjˇs´ı tvar slozˇeny´ do jednoho slova:
sedmsetosmdesatero
5.1.3 Dalˇs´ı cˇ´ıslovky
Zde pop´ıˇseme cˇ´ıslovky, ktere´ se neˇkdy rˇad´ı do jiny´ch slovn´ıch druh˚u, nejcˇasteˇji do pod-
statny´ch nebo prˇ´ıdavny´ch jmen.
Na´zvy cˇ´ıslic: Tyto cˇ´ıslovky slouzˇ´ı k pojmenova´n´ı cˇ´ısel. Pta´me se na neˇ ota´zkou kolika´tka.
Cˇ´ıslovky tohoto typu se snadno rozeznaj´ı podle posledn´ı slabiky ka. Hojneˇ se pouzˇ´ıvaj´ı
v hovorove´ cˇesˇtineˇ k vyja´drˇen´ı pocˇtu nebo kvality.
Cˇasto zastupuj´ı podstatna´ jme´na v prˇenesene´m slova smyslu. Naprˇ´ıklad fotbalova´ je-
dena´ctka oznacˇuje ty´m cˇ´ıtaj´ıc´ı jedena´ct hra´cˇ˚u, Dvana´ctka pro dvana´cti stupnˇove´ pivo.
Jednicˇkou je cˇasto mysˇlena tramvaj cˇ´ıslo jedna. Dalˇs´ım tvarem mu˚zˇe by´t peˇtistovka, ktera´
oznacˇuje bankovku s hodnotou peˇt set korun. Tato slova jsou take´ pouzˇ´ıva´na k rozliˇsen´ı
mezi typy produkt˚u. Naprˇ´ıklad Peugeot trˇi sta sˇestka.
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Zlomky: Tyto cˇ´ıslovky oznacˇuj´ı hodnoty pod´ılu. Opeˇt je lze snadno rozliˇsit od jiny´ch
cˇ´ıslovek d´ıky prˇ´ıponeˇ ina na konci tvaru. Zlomky jsou tvorˇeny pravidelneˇ azˇ na tvary
odvozene´ od cˇ´ıslovky p˚ul.
• Mezi tyto cˇ´ıslovky patrˇ´ı:
polovina; trˇetina; desetina; dvacetina; setina; tis´ıcina; miliontina; dvoutrˇetinovy´
Slozˇeniny: Tento typ slov ma´ prefix tvorˇen pomoc´ı korˇen˚u reprezentuj´ıc´ıch cˇ´ıselnou hod-
notu. Zbyla´ cˇa´st je tvorˇena podstatny´m jme´nem, prˇ´ıdavny´m jme´nem nebo prˇ´ıslovcem. Tato
cˇa´st nese morfologickou informaci, proto tento typ slov nen´ı cˇ´ıslovkou, ale prˇej´ıma´ slovn´ı
druh od koncove´ cˇa´sti. Na´sobne´ cˇ´ıslovky obsahuj´ıc´ı korˇen na´sob jsou tvorˇeny stejneˇ jako
zbyla´ slova z te´to skupiny.
• Mezi tato slova patrˇ´ı:
troju´heln´ık; jedenadvacetic´ıpy´; tis´ıcicˇlenny´; stodvacetina´sobneˇ, peˇtiaktovka
5.2 Analy´za cˇ´ıslovek
V na´sleduj´ıc´ı kapitole bude popsa´n postup, jak analyzovat cˇ´ıslovky. Analy´za cˇ´ıslovek vrac´ı
jejich morfologickou kategorii a prˇ´ıpadneˇ cˇ´ıselne´ hodnoty, pokud analyzovana´ slova patrˇ´ı
mezi cˇ´ıslovky urcˇite´.
5.2.1 Tokenizace
Tokenizac´ı je mysˇleno rozdeˇlen´ı slozˇene´ho slova do jednodusˇsˇ´ıch jednotek (token˚u, lexe´mu˚),
ktery´mi jsou v nasˇem prˇ´ıpadeˇ korˇeny a interfixy. Nejdrˇ´ıve je nutne´ nale´zt vsˇechny tyto
jednotky, nacha´zej´ıc´ı se na zacˇa´tku slova. Prˇ´ıpony a koncovku, ktere´ se jsou za posledn´ım
nalezeny´m korˇenem, oznacˇ´ıme jako koncovou cˇa´st. Tato cˇa´st nese informaci o druhu cˇ´ıslovky.
Da´le vyjadrˇuje morfologickou kategorii.
Ve forma´ln´ıch jazyc´ıch se prˇi rozkla´da´n´ı textu na jednotlive´ tokeny vyuzˇ´ıva´ specificky´ch
vlastnost´ı dane´ho jazyka. Jako prˇ´ıklad uved’me na´zev promeˇnne´. V programovac´ıch jazyc´ıch
se tento lexe´m zapisuje veˇtsˇinou jako posloupnost znak˚u a cˇ´ıslic. Dostaneme-li se prˇi cˇten´ı
textu na posloupnost znak˚u, ma´me jistotu, zˇe prvn´ı nevyhovuj´ıc´ı znak, po te´to posloupnosti,
oznacˇuje konec promeˇnne´.
U prˇirozene´ho jazyka mus´ıme zvolit jiny´ postup. Ulozˇme si do seznamu vsˇechny zna´me´
korˇeny a interfixy. Analyzovane´ slovo budeme procha´zet zleva. Pokud zacˇa´tek slova od-
pov´ıda´ neˇjake´ jednotce ze seznamu, ulozˇme si tuto jednotku a pokracˇujme bezprostrˇedneˇ
za touto cˇa´st´ı. Jestlizˇe v seznamu nen´ı odpov´ıdaj´ıc´ı jednotka, bude zbytek slova koncovou
cˇa´st´ı.
Budou-li v seznamu tokeny dva, dvana´ct a dvacet, je nutne´ zajistit, aby se prˇi nalezen´ı
tokenu dva pokracˇovalo v hleda´n´ı, zda se nejedna´ o token dvana´ct cˇi dvacet. Toto ovsˇem
zbytecˇneˇ komplikuje vyhleda´va´n´ı korˇen˚u. Proto je pro uvedeny´ algoritmus vy´hodne´, aby
v seznamu token˚u byly jen takove´, ktere´ nejsou prefixem jine´ho.
5.2.2 Vy´pocˇet hodnoty
V na´sleduj´ıc´ı cˇa´sti pop´ıˇseme postup vy´pocˇtu hodnoty, kterou reprezentuje analyzovana´
cˇ´ıslovka.
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Slova obsahuj´ıc´ı jednu cˇ´ıslici
Jestlizˇe slovo obsahuje pra´veˇ jeden korˇen s cˇ´ıselnou hodnotou, pak cele´ slovo naby´va´ te´to
hodnoty. Jedna´ se o nejjednodusˇsˇ´ı mozˇnost.
Slova vyjadrˇuj´ıc´ı hodnotu od 10 do 99
Tuto problematiku rozlozˇme na neˇkolik d´ılcˇ´ıch proble´mu˚.
Hodnoty od 11 do 19: Tyto cˇ´ıslovky se skla´daj´ı ze dvou korˇen˚u. Prvn´ı z korˇen˚u oznacˇuje
jednotky. Druhy´m je korˇen na´ct, ktery´ vyjadrˇuje, zˇe se k jednotka´m ma´ prˇicˇ´ıst hodnota 10.
Des´ıtky: I tyto cˇ´ıslovky jsou slozˇeny ze dvou korˇen˚u. Prvn´ım je opeˇt jednotka. Druhy´m
korˇenem cet je vyja´drˇeno, zˇe ma´ by´t jednotka vyna´sobena cˇ´ıslem 10.
Slozˇene´ des´ıtky: Jedna´ se o slozˇeniny z jednotek a des´ıtek. Tyto dveˇ cˇa´sti jsou spo-
jeny pomoc´ı interfixu a. Zde se nacha´z´ı prvn´ı proble´m. Hodnoty korˇen˚u nelze zpracova´vat
v porˇad´ı, v jake´m se vyskytuj´ı ve sloveˇ. Nejprve se mus´ı vyhodnotit des´ıtky, ktere´ se pote´
prˇicˇtou k hodnoteˇ prvn´ıho korˇene.
Prˇ´ıklad 5.2: Vy´pocˇet hodnot u cˇ´ıslovek od 11 do 99
dva–na´ct → 2 + 10
dva–cet → 2 ∗ 10
peˇt–a–dva–cet → 5 + (2 ∗ 10)
Vysˇsˇ´ı hodnoty
Korˇeny set, tis´ıc a milion upravuj´ı rˇa´d prˇedchoz´ıch cˇ´ıslovek. Pokud se cˇ´ıslovka skla´da´ z v´ıce
rˇa´d˚u, je nutne´ rozliˇsit rˇa´d, ke ktere´mu jednotlive´ cˇ´ıslice patrˇ´ı. Rˇa´dy jsou skla´da´ny zleva od
nejveˇtsˇ´ıho po rˇa´d s jednotkami. Korˇen oznacˇuj´ıc´ı rˇa´d je vzˇdy posledn´ım korˇenem v rˇa´du.
U sta tis´ıc˚u lze pozorovat jaky´si vnorˇeny´ rˇa´d stovek, ktery´ prˇedcha´z´ı tis´ıc˚um.
Prˇ´ıklad 5.3: Vy´pocˇet hodnot u cˇ´ıslovek od 11 do 99
sto → 100
dveˇ–steˇ → 2 ∗ 100
trˇi–na´ct–i–sty´ → (3 + 10) ∗ 100
sedm–set–dva–cet–tis´ıc–sˇest–set → [(7 ∗ 100) + (2 ∗ 10)] ∗ 1000 + 6 ∗ 100
Zlomky
Veˇtsˇina zlomk˚u je zakoncˇena prˇ´ıponou in. Je-li ve sloveˇ obsazˇena tato koncovka, pak je
nutne´ hodnotu cˇ´ıslovky prˇevra´tit. Korˇen nepravidelne´ cˇ´ıslovky p˚ul vyjadrˇuje hodnotu 0,5.
Prefix zlomku mu˚zˇe vyjadrˇovat hodnotu cˇitatele. Hodnotou cˇitatele vyna´sob´ıme vy´sledny´
zlomek.
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Prˇ´ıklad 5.4: Vy´pocˇet hodnot u zlomk˚u
peˇt–ina → 5−1
dvou–trˇet–inovy´ → 2 ∗ 3−1
5.2.3 Se´manticke´ akce
Z prˇedchoz´ıho textu vyply´va´, zˇe u korˇene nestacˇ´ı ukla´dat jen hodnotu, ale i operaci, ktera´
se ma´ prove´st. Kv˚uli zlomk˚um je nutne´ ukla´dat informaci o operaci i u koncovy´ch cˇa´st´ı.
Zˇa´dna´ operace: Tuto akci obsahuj´ı vsˇechny interfixy a veˇtsˇina koncovy´ch cˇa´st´ı. Oznacˇuj´ı
se j´ı jednotky, ktere´ neobsahuj´ı informaci o hodnoteˇ.
Hodnota: Tato akce je prˇiˇrazena ke korˇen˚um jednotlivy´ch cˇ´ıslic a znacˇ´ı, zˇe se hodnota
korˇene ma´ prˇicˇ´ıst k mezivy´sledku.
Rˇa´d: Tato akce se prˇiˇrazuje ke korˇen˚um, ktere´ meˇn´ı rˇa´d prˇedcha´zej´ıc´ıch cˇ´ıslic. Mezi-
vy´sledek se podle hodnoty rˇa´du rozdeˇl´ı na dveˇ cˇa´sti. Cˇa´st s nizˇsˇ´ım rˇa´dem bude vyna´sobena
hodnotou odpov´ıdaj´ıc´ı rˇa´du. Do mezivy´sledku se ulozˇ´ı soucˇet prvn´ı cˇa´sti a nove´ hodnoty
z druhe´ cˇa´sti.
Zlomek: Tuto akci obsahuj´ı koncove´ cˇa´sti, ktere´ oznacˇuj´ı zlomek. Do mezivy´sledku se
ulozˇ´ı jeho prˇevra´cena´ hodnota. Pokud byl ve zlomku i prefix oznacˇuj´ıc´ı cˇitatele, je prˇevra´cena´
hodnota vyna´sobena t´ımto cˇitatelem.
Neurcˇita´ hodnota: Tato akce je nutna´ k oznacˇen´ı korˇen˚u s neurcˇitou hodnotou. Jestlizˇe
se v cˇ´ıslovce vyskytne alesponˇ jeden takovy´to korˇen, z´ıska´va´ cela´ cˇ´ıslovka neurcˇitou hodnotu.
Tato hodnota bude reprezentova´na hodnotou NAN1 z rea´lny´ch cˇ´ısel.
5.2.4 Gramatika
Hlavn´ı funkc´ı gramatiky je ulozˇen´ı korektn´ıch tvar˚u cˇ´ıslovek. Kazˇdy´ typ tvar˚u je reprezen-
tova´n rˇa´dkem, ktery´ obsahuje posloupnost korˇen˚u. Posledn´ım cˇlenem te´to posloupnosti je
oznacˇen´ı koncove´ cˇa´sti, ktera´ mu˚zˇe za dany´m tvarem na´sledovat.
Kromeˇ prima´rn´ı funkce lze gramatiku pouzˇ´ıt k u´praveˇ priorit operac´ı prˇi vy´pocˇtu hod-
not. Prvn´ı situac´ı, kdy je potrˇeba upravit porˇad´ı operac´ı, je z´ıska´va´n´ı hodnoty ze slozˇeny´ch
des´ıtek. Zde je potrˇeba nejprve vypocˇ´ıtat hodnotu des´ıtky a azˇ pote´ k te´to hodnoteˇ prˇicˇ´ıst
hodnotu prvn´ı jednotky. Tohoto chova´n´ı lze dosa´hnout, pokud se prvn´ı jednotka ulozˇ´ı do
pomocne´ promeˇnne´ a do mezivy´sledku se prˇicˇte azˇ po zpracova´n´ı rˇa´du.
Dalˇs´ı jev, ktery´ lze v gramatice lehce rozpoznat, je prefix zlomku obsahuj´ıc´ı cˇitatele.
Opeˇt lze prioritu snadno upravit t´ım, zˇe se tento prefix ulozˇ´ı do pomocne´ promeˇnne´. Po




5.2.5 Algoritmus pro analy´zu cˇ´ıslovek
Algoritmu se prˇeda´va´ slovo, ktere´ je urcˇene´ k analy´ze. Ze zacˇa´tku tohoto slova se separuje
korˇen. V seznamu mozˇny´ch korˇen˚u je uchova´na jeho se´manticka´ akce a unika´tn´ı oznacˇen´ı.
Analyzovane´ slovo se zkra´t´ı o nalezeny´ token, t´ım zajist´ıme, zˇe se budeme da´le zaby´vat
jen dosud nezpracovanou cˇa´st´ı slova. Pote´ se se´mantickou akc´ı provede aktualizace hodnoty
analyzovane´ cˇ´ıslovky.
Jestlizˇe je nutne´ pozmeˇnit prioritu vy´pocˇtu, je tato skutecˇnost poznamena´na bezprostrˇed-
neˇ za na´zvem korˇene v gramatice. Pokud gramatika ocˇeka´va´, zˇe dalˇs´ı cˇa´st slova mu˚zˇe by´t
koncovou cˇa´st´ı, pak oveˇrˇ´ı, zda zbytek analyzovane´ho slova odpov´ıda´ neˇktere´ z ocˇeka´vany´ch
prˇ´ıpon a koncovek. Seznam teˇchto cˇa´st´ı je ulozˇen obdobneˇ jako seznam korˇen˚u. Jestlizˇe je
nalezena odpov´ıdaj´ıc´ı koncovka, pak se provede jej´ı se´manticka´ akce a algoritmus koncˇ´ı.
Algoritmus 5.1: Analy´za cˇ´ıslovek
1. Nacˇti novy´ token.
2. Kdyzˇ byl nacˇten novy´ token a za´rovenˇ tento token byl nalezen v gramatice.
3. Odstranˇ nalezeny´ token ze zacˇa´tku analyzovane´ho slova.
4. V gramatice se posunˇ na dalˇs´ı korˇen.
5. Proved’ se´mantickou akci.
6. Kdyzˇ je trˇeba zmeˇnit porˇad´ı vy´pocˇtu hodnoty.
7. Ulozˇ aktua´ln´ı hodnotu do pomocne´ promeˇnne´
8. Kdyzˇ je konec pravidla v gramatice
9. Kdyzˇ zbytek analyzovane´ho slova je jednou z koncovy´ch cˇa´st´ı.
10. Proved’ se´mantickou akci koncove´ cˇa´sti.
11. Ukoncˇi analy´zu.
12. Pokracˇuj bodem 1.
13. Jinak ukoncˇi analy´zu.
5.2.6 Prˇ´ıklad z´ıska´n´ı hodnoty z cˇ´ıslovky
Pro ilustraci se´manticky´ch akc´ı uved’me prˇ´ıklad z´ıska´n´ı hodnoty hodnoty z cˇ´ısla sedmset-
dvacettis´ıcsˇestsetpeˇtkra´t (720 605). Ve trˇet´ım sloupci tabulky je vy´raz, ktery´ se vypocˇ´ıta´va´
po prˇijmut´ı lexe´mu, jehozˇ tvar je napsa´n v prvn´ım sloupci.
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Prˇ´ıklad 5.5: Z´ıska´n´ı hodnoty cˇ´ıslovky
korˇen se´manticka´ akce u´prava hodnoty
sedm hodnota 7 0 + 7→ 7
set rˇa´d 100 (7 mod 100) ∗ 100 + b7/100c → 700 + 0→ 700
dva hodnota 2 700 + 2→ 702
cet rˇa´d 10 (702 mod 10) ∗ 10 + b702/10c → 20 + 700→ 720
tis´ıc rˇa´d 1000 (720 mod 1000) ∗ 1000 + b720/1000c
→ 720 000 + 0
→ 720 000
sˇest hodnota 6 720 000 + 6→ 720 006
set rˇa´d 100 (720 006 mod 100) ∗ 100 + b720 006/100c
→ 600 + 720 000
→ 720 600




V te´to kapitole pop´ıˇseme vyhleda´vac´ı strukturu TRIE. Jej´ı pojmenova´n´ı pocha´z´ı z an-
glicke´ho ”information retrieval“. Dı´ky svy´m prˇ´ıznivy´m vlastnostem je cˇasto pouzˇ´ıva´na
naprˇ´ıklad prˇi ukla´da´n´ı asociativn´ıch pol´ı. Tato struktura existuje v neˇkolika proveden´ıch.
Dalˇs´ı text se bude veˇnovat varianteˇ ”v´ıcecestna´ TRIE“, ktera´ je vhodna´ pro ulozˇen´ı kl´ıcˇ˚u
reprezentovany´ch rˇeteˇzci.
6.1 Popis struktury
Jelikozˇ se jedna´ o variantu vyhleda´vac´ıho stromu, zaved’me pojem strom:
Definice 6.1 Korˇenovy´ strom je acyklicky´ graf, ktery´ ma´ jeden zvla´sˇtn´ı uzel, ktery´ na-
zy´va´me korˇenem. Korˇen je uzel, pro neˇjˇz plat´ı, zˇe z kazˇde´ho uzlu stromu vede jen jedna
cesta do korˇene. Z kazˇde´ho kazˇde´ho uzlu vede jen jedna hrana smeˇrem ke korˇeni do uzlu,
ktere´mu se rˇ´ıka´ rodicˇovsky´ a libovolny´ pocˇet hran k uzl˚um, ktery´m se rˇ´ıka´ synovske´ [2].
Definice 6.2 List stromu je uzel, ktery´ nema´ synovske´ uzly.
Definice 6.3 Vı´cecestny´ strom je takovy´ strom, v neˇmzˇ rodicˇovske´ uzly mohou mı´t v´ıce
nezˇ dva synovske´ uzly.
Definice 6.4 Vı´cecestne´ TRIE je v´ıcecestny´ strom, ktery´ ma´ kl´ıcˇe prˇidruzˇeny ke kazˇde´mu
ze svy´ch list˚u a je rekurzivneˇ definova´n takto: TRIE pro pra´zdnou mnozˇinu kl´ıcˇ˚u je pra´zdny´
odkaz. TRIE pro jeden kl´ıcˇ je list obsahuj´ıc´ı tento kl´ıcˇ. TRIE pro mnozˇinu kl´ıcˇ˚u s mohut-
nost´ı veˇtˇs´ı nezˇ jedna je vnitrˇn´ı uzel s odkazy ukazuj´ıc´ımi do dalˇs´ıch TRIE pro kl´ıcˇe se vsˇemi
mozˇny´mi hodnotami cˇ´ıslic s uvazˇovany´m odstraneˇn´ım vedouc´ı cˇ´ıslice pro u´cˇely vytva´rˇen´ı
podstrom˚u [6].
Jednotlive´ kl´ıcˇe jsou ulozˇeny v listech stromu, prˇicˇemzˇ posloupnost hodnot rodicˇovsky´ch
uzl˚u odpov´ıda´ hodnota´m na zacˇa´tku kl´ıcˇe. Proto se tato struktura take´ oznacˇuje jako
prefixovy´ strom.
Na diagramu 6.1 je zna´zorneˇne´ TRIE obsahuj´ıc´ı kl´ıcˇe LES, LED, ROD a ROK. Prvn´ı dva
uvedene´ kl´ıcˇe maj´ı spolecˇny´ prefix LE. Tento prefix je, podle definice 6.4, ulozˇen v automatu
jako spolecˇna´ cˇa´st kl´ıcˇ˚u. Z posledn´ıho uzlu prefixu vedou hrany do uzl˚u tak, aby byly
pokryty vsˇechny kl´ıcˇe s t´ımto prefixem (tj. hrany se znaky ze 3. pozice v kl´ıcˇ´ıch s prefixem









Rozd´ıl prˇi vyhleda´va´n´ı pomoc´ı TRIE a vyhleda´va´n´ım pomoc´ı jiny´ch struktur je v tom,
zˇe se prˇi porovna´va´n´ı jednotlivy´ch uzl˚u nepracuje s hodnotou cele´ho kl´ıcˇe, ale jen s vybranou
cˇa´st´ı. Vy´beˇr cˇa´sti pro porovna´n´ı je za´visly´ na vzda´lenosti porovna´vane´ho uzlu od korˇene
stromu.
Opeˇt uvazˇujme TRIE z diagramu 6.1. Budeme vyhleda´vat kl´ıcˇ ROD. Zacˇneme v korˇen-
ove´m uzlu, ze ktere´ho se prˇesuneme do synovske´ho uzlu, ktery´ obsahuje prvn´ı znak hle-
dane´ho slova (tj. R). V nove´m uzlu postup opakujeme pro druhy´ znak (tj. O). Hleda´n´ı
prohla´s´ıme za u´speˇsˇne´, jestlizˇe jsme v posledn´ım kroku dosa´hli listove´ho uzlu a obsah to-
hoto uzlu se shoduje se zbytkem kl´ıcˇe, tedy rˇeteˇzcem za posledneˇ porovna´vany´m znakem.
Upozorneˇme na situaci, kdy je neˇktery´ z kl´ıcˇ˚u prefixem jine´ho kl´ıcˇe. V tomto prˇ´ıpadeˇ
kratsˇ´ı z dvojice porusˇuje definici, zˇe kl´ıcˇe jsou ulozˇeny v listech. Proto je vhodne´ zajistit, aby
se takova´ dvojice nemohla ve stromu vyskytnout. Jednou z mozˇnost´ı je zave´st pevnou de´lku
kl´ıcˇe a ponecha´n´ım podmı´nky, zˇe kazˇdy´ kl´ıcˇ mus´ı by´t unika´tn´ı. Ze zrˇejmy´ch d˚uvod˚u nen´ı
toto rˇesˇen´ı prˇ´ıliˇs vhodne´ pro ulozˇen´ı kl´ıcˇ˚u, ktere´ reflektuj´ı slova z neˇktere´ho z prˇirozeny´ch
jazyk˚u.
Proto budeme vyuzˇ´ıvat druhe´ mozˇnosti, ktera´ spocˇ´ıva´ v rozsˇ´ıˇren´ı kl´ıcˇe o specia´ln´ı znak,
ktery´ bude pouzˇ´ıva´n vy´hradneˇ jako posledn´ı znak kl´ıcˇe.
6.2 Souvislost s konecˇny´mi automaty
V te´to kapitole je konecˇny´m automatem mysˇlen nedeterministicky´ konecˇny´ automat, podle
definice z textu prof. Meduny [4].
Definice 6.5 Nedeterministicky´ konecˇny´ automat A je peˇtice A = (Q,T, δ, s, F )
kde: Q je abeceda znak˚u
T je abeceda vstupn´ıch symbol˚u
δ : Q× T → 2Q je mnozˇina prˇechod˚u
s ∈ Q je pocˇa´tecˇn´ı stav
F ⊇ Q je mnozˇina koncovy´ch stav˚u
Stromovou strukturu lze pomoc´ı jednoduche´ho algoritmu prˇeve´st do reprezentace po-
moc´ı konecˇny´ch automat˚u. Abychom mohli TRIE povazˇovat za konecˇny´ automat, je nutne´
oznacˇit korˇenovy´ uzel za pocˇa´tecˇn´ı stav automatu. Da´le mus´ıme hodnoty jednotlivy´ch uzl˚u
prˇiˇradit hrana´m do teˇchto uzl˚u smeˇrˇuj´ıc´ıch. Hodnoty listovy´ch uzl˚u je nutne´ rozepsat jako
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posloupnosti hran a stav˚u. Posledn´ım krokem je oznacˇen´ı koncovy´ch stav˚u. Jako koncovy´
stav je oznacˇen kazˇdy´ stav, z ktere´ho nevede alesponˇ jedna hrana.
Prˇeveden´ı TRIE ze stromove´ struktury do podoby konecˇne´ho automatu nen´ı bezu´cˇelne´.
T´ımto krokem z´ıska´me veˇtsˇ´ı volnost prˇi ukla´da´n´ı slov. Velikou vy´hodou je mozˇnost pouzˇit´ı
algoritmu pro minimalizaci konecˇny´ch automat˚u. Dı´ky te´to optimalizaci jsou zkompri-
mova´ny nejen prˇedpony, ale i koncove´ cˇa´sti slov (viz diagram 6.3).



























Pro ulozˇen´ı slovn´ıku byl pouzˇit bal´ık FSA, ktery´ slovn´ık ukla´da´ pomoc´ı struktury TRIE
prˇevedene´ na konecˇne´ automaty.
7.1 FSA (Finite State Automata)
Autorem FSA je Jan Daciuk z Gdanˇske´ univerzity. Bal´ık obsahuje neˇkolik programu˚. Jedn´ım
z nejd˚ulezˇiteˇjˇs´ıch je fsa build, ktery´ prˇevede slovn´ık z textove´ho forma´tu do bina´rn´ıho.
V textove´m souboru je kazˇdy´ tvar slova na samostatne´m rˇa´dku. Spolu s tvarem slova je
ulozˇeno jeho lemma a anotace.
Lemma se zapisuje pomoc´ı forma´tu oznacˇovane´m Kendings. Tento forma´t je slozˇen ze
dvou cˇa´st´ı. Prvn´ı oznacˇuje kolik p´ısmen ma´ by´t odebra´no od konce tvaru. Druhou cˇa´st´ı je
text, ktery´m se nahrad´ı odebrana´ cˇa´st.
Forma´t anotace nen´ı bal´ıkem omezen. V pouzˇite´m slovn´ıku byl vyuzˇit forma´t popsany´
v diplomove´ pra´ci Radka Sedla´cˇka [7]. Da´le byla k anotaci prˇida´na informace o vzoru, podle
ktere´ho je dane´ slovo sklonˇova´no.
Funkci morfologicke´ho analyza´toru zasta´va´ program fsa morph. Ostatn´ı programy v bal´ı-
ku jsou urcˇeny ke kontrole pravopisu, doplnˇova´n´ı diakriticky´ch zname´nek, prˇiblizˇne´mu
urcˇen´ı morfologicke´ analy´zy, atd.
Cely´ bal´ık je sˇ´ıˇren pod svobodnou licenc´ı GPL. Tato licence umozˇnˇuje pouzˇ´ıt zdrojove´
ko´dy s podmı´nkou, zˇe vy´sledny´ produkt bude znovu sˇ´ıˇren pod stejnou licenc´ı.
Prˇ´ıklad 7.1: Zdrojova´ data pro vytvorˇen´ı automatu
psı´+A+k2eAgInPc5d1+vlcˇı´
kocˇkou+Ca+k1gFnSc7+matka
Jednotliva´ pole jsou oddeˇlena znakem ”+“. Pole oznacˇuj´ı v porˇad´ı zleva tvar slova, Ken-
dings, anotaci a vzor. Anotace druhe´ho rˇa´dku oznacˇuje, zˇe dane´ slovo je podstatne´ jme´no,
rodu zˇenske´ho, cˇ´ısla jednotne´ho v 7. pa´du.
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7.2 Prˇedpony
7.2.1 Ulozˇen´ı prˇedpon v automatu
Velky´ vy´znam pro pouzˇit´ı budouc´ı aplikace ma´ zp˚usob ulozˇen´ı seznamu prˇedpon. Tento
seznam by bylo mozˇne´ ulozˇit do zvla´sˇtn´ıho souboru, ktery´ by se musel prˇi analy´ze kazˇde´ho
slova prohleda´vat, zda se neˇktera´ z prˇedpon uvedeny´ch v tomto souboru neshoduje s prˇed-
ponou analyzovane´ho slova.
Dalˇs´ı mozˇnost´ı je ulozˇit prˇedponu spolu s ostatn´ımi slovy do automatu. Pokud se prˇi
vyhleda´va´n´ı nalezne kl´ıcˇ odpov´ıdaj´ıc´ı prˇedponeˇ, mu˚zˇe se analyza´tor pokusit zjistit, zda
zbytek slova za prˇedponou nepatrˇ´ı mezi slova, ktera´ lze spojit s danou prˇedponou. Toto
slovo se vyhleda´va´ stejneˇ jako kazˇde´ jine´, tedy zacˇne se v korˇenu. Prˇedpona zde hraje u´lohu
jake´hosi skoku na zacˇa´tek automatu. Touto rekurz´ı je i elegantneˇ vyrˇesˇeno skla´da´n´ı v´ıce
prˇedpon.
Prˇi ulozˇen´ı prˇedpon spolu s ostatn´ımi slovy je nutne´ zajistit, aby analyza´tor nezahrnul
prˇedpony mezi regule´rn´ı slova. Toho dosa´hneme t´ım, zˇe prvn´ı cˇa´st za´znamu nebude od
zbytku za´znamu oddeˇlena znakem ”+“, tak jak je tomu u obycˇejny´ch slov, ale znakem ”!“.
Z analy´zy vyply´va´, zˇe prˇedpony lze prˇipojovat jen k neˇktery´m slov˚um. Vy´beˇr teˇchto
slov se prova´d´ı pomoc´ı jejich anotace. Take´ je nutne´ mı´t prostrˇedek pro u´pravu anotace,
pro prˇ´ıpad zˇe ma´ prˇida´n´ı prefixu za na´sledek jej´ı zmeˇnu. Tyto funkce zajiˇst’uj´ı dveˇ anotace,
ktere´ jsou v za´znamu s prˇedponou ulozˇeny bezprostrˇedneˇ za znakem ”!“.
Prˇ´ıklad 7.2: Za´znam s prˇedponou
ne!k2eAd1+eN
Tento za´znam popisuje prˇedponu ne. Tato prˇedpona se mu˚zˇe prˇipojit k prˇ´ıdavne´mu jme´nu
v 1. stupni, ktere´ nen´ı negac´ı. Anotace uvedena´ za znakem ”+“ oznacˇuje, zˇe se slovo meˇn´ı
na negaci.
7.2.2 Manipulace s anotac´ı
Prˇi pra´ci s anotac´ı je vyuzˇito toho, zˇe kazˇda´ informace je ulozˇena v pa´ru vlastnost, hodnota.
Prˇi vy´beˇru slov je za shoduj´ıc´ı se oznacˇeno jen takove´ slovo, u ktere´ho odpov´ıdaj´ı vsˇechny
pa´ry informac´ı uvedene´ v anotaci s anotac´ı, podle ktere´ se porovna´va´. Porˇad´ı jednotlivy´ch
pa´r˚u neovlivnˇuje vy´sledek porovna´n´ı.
U´prava anotace slova prob´ıha´ opeˇt podle anotace, ktera´ je uvedena v za´znamu s prˇed-
ponou. Tato anotace je postupneˇ procha´zena pa´r po pa´ru. Kazˇdy´ z teˇchto pa´r˚u upravuje
jednu informaci ve vy´sledne´ anotaci.
7.2.3 Osˇetrˇen´ı vy´jimek
V odstavci 3.1 jsou uvedeny neˇktere´ z vy´jimek prˇi skla´da´n´ı slova s prˇedponou. Neˇktere´
z teˇchto vy´jimek mohou by´t vysveˇtleny pomoc´ı fonetiky1. K rˇesˇen´ı vyuzˇijme toho, zˇe teˇchto
slov, je mizive´ procento z celkove´ho pocˇtu slov. Do slovn´ıku ulozˇme i spra´vnou variantu
s prˇedponou a vy´choz´ı tvar oznacˇme jako slovo, ke ktere´mu se prˇedpony nemaj´ı prˇipojovat.
Tento prˇ´ıstup ma´ i tu vy´hodu, zˇe jej lze vyuzˇ´ıt i pro dalˇs´ı slova, ke ktery´m se nemaj´ı
prˇedpony va´zat.
1Jedna z mnoha veˇd, ktera´ spolu s morfologi´ı patrˇ´ı do lingvistiky. Tato veˇda se zaby´va´ hla´skami.
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Prˇ´ıklad 7.3: Osˇetrˇen´ı vy´jimky prˇi tvorˇen´ı negace ze slov bra´t a nena´videˇt
nebrat+A+k5eNaImF+bra´t
bra´t+A+!k5eAaImF+bra´t
Na prvn´ım rˇa´dku je negace slova ve spra´vne´ formeˇ. Dalˇs´ı rˇa´dek obsahuje p˚uvodn´ı tvar
slova. Znak ”!“ prˇed anotac´ı oznacˇuje, zˇe se k tomuto tvaru nema´ prˇipojovat zˇa´dna´
prˇedpona.
nena´videˇt+A+!k5eAaImF+za´videˇt
Acˇkoliv toto slovo vyjadrˇuje za´pornou vlastnost, nen´ı negac´ı. Aby mohl by´t tvar oznacˇen
za negaci mus´ı ”negovat“ jiny´ tvar. Jelikozˇ neexistuje neˇco jako na´videˇt, nemu˚zˇe by´t tento
tvar oznacˇen za negaci.
Posledn´ı specia´ln´ı znacˇkou se oznacˇuje prˇedpona, ktera´ nema´ by´t zahrnuta do lemma.
Morfologicky´ analyza´tor prˇedpony do lemma zahrnuje podle sve´ho nastaven´ı. Tato znacˇka
urcˇuje, ktere´ prˇ´ıpony nemohou by´t do lemma zahrnuty v zˇa´dne´m prˇ´ıpadeˇ.
Prˇ´ıklad 7.4: Vyjmut´ı prˇedpony z lemma
nej!#k5d2+d3
Jelikozˇ tato prˇedpona jen upravuje tvar ve 2. stupni na tvar ve 3. stupni. Kdybychom tuto
prˇedponu zahrnuli, pak by vy´sledne´ lemma mohlo by´t naprˇ´ıklad slovo nejmlady´.
7.2.4 Analy´za slov s prˇedponou
Nejprve popiˇsme postup analy´zy slova bez prˇedpony. Vyhleda´va´n´ı zacˇ´ına´ od korˇene slovn´ıku.
V prvn´ım kroku oznacˇme korˇen za vy´choz´ı uzel. V tomto uzlu vyhleda´me hranu, oznacˇenou
prvn´ım znakem analyzovane´ho tvaru. Uzel, na ktery´ ukazuje tato hrana opeˇt oznacˇme jako
vy´choz´ı uzel a pokracˇujme vyhleda´va´n´ım hrany, ktera´ je oznacˇena na´sleduj´ıc´ım p´ısmenem
z analyzovane´ho slova. Takto pokracˇujeme, dokud nebudeme v uzlu, ktery´ odpov´ıda´ po-
sledn´ımu znaku slova. Pokud hrana pro ocˇeka´vany´ znak neexistuje, pak toto slovo nen´ı ve
slovn´ıku ulozˇeno a analy´za koncˇ´ı.
Po nalezen´ı posledn´ıho znaku slova je nutne´ zkontrolovat, zda z aktua´ln´ıho uzlu vede
hrana, ktera´ je oznacˇena specia´ln´ım znakem, ktery´ oznacˇuje konec kl´ıcˇe. Toto je nutne´
k oveˇrˇen´ı, zda jsme nacˇetli cely´ kl´ıcˇ. Posloupnost na´sleduj´ıc´ıch hran odpov´ıda´ anotaci nale-
zene´ho slova. Nutno poznamenat, zˇe jeden tvar mu˚zˇe mı´t neˇkolik anotac´ı, ktere´ lze snadno
z´ıskat neˇktery´m z algoritmu˚ pro pr˚uchod stromu.
Slovo s prˇedponou se hleda´ obdobneˇ. Jedina´ u´prava algoritmu spocˇ´ıva´ v tom, zˇe se prˇi
vyhleda´va´n´ı hrany, odpov´ıdaj´ıc´ı hledane´mu znaku, hleda´ zda z uzlu nevede hrana oznacˇuj´ıc´ı
konec prˇ´ıpony (znak ”!“). Pokud je tento znak nalezen, ulozˇ´ı se anotace, ktere´ urcˇuj´ı, ke
ktery´m slov˚um lze tuto prˇedponu prˇipojit a jak ma´ by´t anotace teˇchto slov upravena.
Pote´ rekurzivneˇ hleda´me cˇa´st slova za prˇedponou. V prˇ´ıpadeˇ, zˇe nalezene´ slovo nen´ı
oznacˇene´ jako takove´, ke ktere´mu se nemaj´ı prˇipojovat prˇ´ıpony a za´rovenˇ se anotace nale-
zene´ho slova shoduje s prvn´ı z anotac´ı ulozˇeny´ch u prˇedpon, pak se provede u´prava anotace.
Pokud nebylo nalezeno zˇa´dne´ slovo, pak se nejedna´ o prˇedponu a pokracˇuje se v analy´ze.
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Spra´vne´ skla´da´n´ı v´ıce prˇedpon je osˇetrˇeno t´ım, zˇe se anotace upravuje postupneˇ od
nejpraveˇjˇs´ı k nejleveˇjˇs´ı prˇedponeˇ. Tento postup prˇ´ımo koresponduje s tvorbou slov pomoc´ı
prˇida´va´n´ı prˇedpon.
7.2.5 Porovna´n´ı velikosti
Pouzˇit´ım nove´ implementace vy´znamneˇ klesl pocˇet slov, ktery´ mus´ı by´t ulozˇen ve slovn´ıku.
Vı´ce nezˇ jedena´ct milion˚u negac´ı je ulozˇeno pomoc´ı deseti rˇa´dk˚u. Obdobneˇ je tomu u te´meˇrˇ
cˇtyrˇ milion˚u superlativ˚u. Dı´ky teˇmto u´spora´m se velikost slovn´ıku zmensˇila te´meˇrˇ na trˇetinu
p˚uvodn´ı velikosti.
Velikost vy´sledne´ho bina´rn´ıho souboru klesla pod desetinu p˚uvodn´ı velikosti. To je
zp˚usobeno t´ım, zˇe se efektivneˇji aplikuje sloucˇen´ı prefix˚u, ale prˇedevsˇ´ım minimalizace au-
tomatu.
Tabulka 7.1: Parametry analyza´toru prˇi pouzˇit´ı r˚uzny´ch implementac´ı
Implementace Pu˚vodn´ı S prˇedponami
Velikost slovn´ıku [MB] 1 500,0 535,0
Velikost FSA [MB] 53,0 4,1
Rychlost [slov/s] 572 030,2 213 892,8
7.2.6 Test rychlosti
Obeˇ implementace byly testova´ny v jedena´cti experimentech. Vy´sledky byly oveˇrˇeny pomoc´ı
t–testu. Kazˇdy´ experiment spocˇ´ıval v proveden´ı analy´zy te´meˇrˇ osmi milion˚u slov. Testy byly
provedeny na syste´mu s teˇmito parametry: CPU: Intel(R) Core(TM)2 Quad CPU Q6700
@ 2.66GHz; RAM: 4 GB; GNU/Linux (kernel 2.6.22).
Rychlost analy´zy za pouzˇit´ı nove´ implementace klesla na polovinu. Hodnota t z t–testu
je 352,9. Toto zpomalen´ı je zp˚usobeno t´ım, zˇe se mus´ı vzˇdy prohleda´vat vsˇechny hrany
vedouc´ı z uzlu. Seznam hran je serˇazen sestupneˇ podle pocˇtu slov, na ktera´ dana´ hrana
smeˇrˇuje. Pu˚vodn´ı implementace mu˚zˇe, bezprostrˇedneˇ po nalezen´ı vyhovuj´ıc´ı hrany, prˇej´ıt
na dalˇs´ı uzel. Nova´ implementace mus´ı zkontrolovat, zda nen´ı jednou z hran i ta, ktera´
oznacˇuje prˇedponu. Toto prohleda´va´n´ı je, zvla´sˇteˇ v uzlech bl´ızky´ch korˇeni, d˚uvodem takto
vy´razne´ho zpomalen´ı.
7.3 Cˇ´ıslovky
Prˇi analy´ze cˇ´ıslovek je nutne´ vyrˇesˇit proble´m s abnorma´ln´ım pocˇtem slov. Uvazˇujme slozˇeniny
s cˇ´ıselny´m prefixem. Tvar˚u, ke ktery´m lze prˇipojit cˇ´ıselny´ prefix je kolem dvaceti tis´ıc.
Budeme-li cht´ıt umeˇt zanalyzovat vsˇechna tato slova s prefixem maj´ıc´ım hodnotou do sto
tis´ıc, z´ıska´me dveˇ miliardy mozˇny´ch tvar˚u. A to je jen cˇa´st z celkove´ho pocˇtu cˇ´ıslovek. Proto
je prˇi analy´ze cˇ´ıslovek nutne´ zvolit jiny´ postup, nezˇ prˇi analy´ze ostatn´ıch slovn´ıch druh˚u.





Za tokeny jsou povazˇova´ny vsˇechny korˇeny, interfixy a prˇedpony, pomoc´ı ktery´ch se tvorˇ´ı
cˇ´ıslovky. U token˚u je nutne´ uchova´vat hodnoty a operace, ktere´ reprezentuje. Da´le je nutne´
uchova´vat jednoznacˇne´ identifika´tory jednotlivy´ch token˚u. Kv˚uli zjednodusˇen´ı analy´zy, je
nutne´ zajistit, aby zˇa´dny´ z token˚u nebyl prefixem jine´ho tokenu.
Prˇ´ıklad 7.5: Za´pis token˚u
troj#b3d#+3
tisı´c#bTa#*3
Za´znamy jsou rozdeˇleny znakem ”#“. Prvn´ı cˇa´st obsahuje korˇen, ve druhe´ je ulozˇen jeho
identifika´tor a v posledn´ı cˇa´sti je ulozˇena operace s hodnotou. Druhy´ rˇa´dek je obdobny´.
Operace na druhe´m rˇa´dku znacˇ´ı, zˇe tento korˇen na´sob´ı hodnotu mezivy´sledku hodno-
tou 103.
Za´pis koncovy´ch cˇa´st´ı
Vedle token˚u je potrˇeba ukla´dat i seznam koncovy´ch cˇa´st´ı. Do tohoto seznamu spadaj´ı
jednak koncovky cˇ´ıslovek, ale take´ i cˇa´sti slozˇenin vyskytuj´ıc´ı se za cˇ´ıselny´m prefixem.
U koncovy´ch cˇa´st´ı je nutne´ ukla´dat operace a unika´tn´ı identifika´tory. Vlastn´ı koncova´ cˇa´st
je ve stejne´m forma´tu jako za´znam slova, ktere´ se ukla´da´ do slovn´ıku klasicky´m zp˚usobem.





Tato cˇa´st souboru oznacˇuje koncovky cˇ´ıslice nula. Znak ”;“ oznacˇuje rˇa´dky s komenta´rˇi.
Na na´sleduj´ıc´ım rˇa´dku je identifika´toru skupiny koncovek. Na´zev operace, ktera´ ma´ by´t
provedena je v za´znamu ulozˇena prˇed znakem ”#“. Za t´ımto znakem se nacha´z´ı anotace
jako u klasicke´ho slovn´ıku, tedy znaky z konce slova, za ktery´mi na´sleduje Kendings,
anotace a vzor.
Za´pis gramatiky
V gramatice jsou ulozˇeny vsˇechny mozˇne´ kombinace token˚u a koncovy´ch cˇa´st´ı. Na tyto cˇa´sti
se odkazuje vy´hradneˇ pomoc´ı jejich identifika´tor˚u. Kazˇdy´ tvar je ulozˇen na samostatne´m
rˇa´dku. Pokud je tvar slozˇen z v´ıce token˚u, jsou tyto tokeny oddeˇleny tecˇkou. Identifika´tor
koncove´ cˇa´sti je od prefixu oddeˇlen pomoc´ı znaku ”#“. Gramatika ma´ i funkci pro zmeˇnu
priority vy´pocˇtu hodnoty. Pokud je mezi korˇeny znak ”!“, pak ma´ by´t hodnota mezivy´sledku
ulozˇena do pomocne´ promeˇnne´. Znak ”@“ oddeˇluje cˇa´st, ktera´ reprezentuje hodnotu cˇitatele
od zbytku zlomku.
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Pro zjednodusˇen´ı za´pisu, lze skupinu tvar˚u oznacˇit jako non-termina´l. Tato oznacˇen´ı
lze da´le kombinovat mezi sebou i s jiny´mi korˇeny. Pocˇa´tecˇn´ı non-termina´l je oznacˇen zna-
kem ” “. Da´le je uveden dalˇs´ı non-termina´l ”+“, obsahuj´ıc´ı seznam koncovy´ch cˇa´st´ı, ktere´
reprezentuj´ı cˇ´ıslovku i bez prˇedpony.










; cˇı´slovky jedenadvacet, dvaatrˇicet, ...
DVAADVACET_a:
JEDNOTKY_a!DVACET_a
Komenta´rˇe jsou oznacˇeny znakem ”;“. Na posledn´ım rˇa´dku je upravena posloupnost ope-
rac´ı tak, aby se nejdrˇ´ıve vypocˇ´ıtaly des´ıtky, ke ktery´m se na´sledneˇ prˇicˇte hodnota prˇed
nimi (JEDNOTKY a).
7.3.2 Ulozˇen´ı v automatu
Vy´sˇe popsane´ soubory jsou pomoc´ı skriptu prˇevedeny do tvaru, ktery´ je vhodny´ pro program
fsa build. Pocˇa´tecˇn´ı non-termina´l je rozgenerova´n tak, zˇe kazˇdy´ rˇa´dek obsahuje jen korˇeny
a koncove´ cˇa´sti.
Pro zjednodusˇen´ı manipulace s vy´sledny´m slovn´ıkem, ulozˇ´ıme vsˇechny trˇi seznamy do
jednoho automatu. Kazˇde´mu ze seznamu˚ prˇida´me unika´tn´ı prefix, cˇ´ımzˇ, d´ıky rekurzivn´ı
definici TRIE rozdeˇl´ıme automat do neˇkolika diskre´tn´ıch cˇa´st´ı (viz diagram 7.1).
Do cˇa´sti obsahuj´ıc´ı tokeny vede hrana T, do seznamu koncovy´ch cˇa´st´ı vede hrana E.
Gramatika je reprezentova´na hranou G, ktera´ ukazuje do vlastn´ı gramatiky a hranou M, ve
ktere´ je ulozˇen seznam koncovy´ch cˇa´st´ı, ktere´ mohou tvorˇit slovo i bez prˇidane´ho prefixu.
7.3.3 Zpracova´n´ı cˇ´ıslovek
Cˇ´ıslovky jsou analyzova´ny na dvou u´rovn´ıch. Prvn´ı cˇa´st ma´ za u´kol rozdeˇlen´ı slova na to-
keny. Druha´ cˇa´st ma´ za u´kol zkontrolovat, zda je posloupnost token˚u uvedena v gramatice.
Da´le ma´ za u´kol vy´pocˇet hodnoty cˇ´ıslovky. Pouzˇijeme-li termı´ny z konstrukce prˇekladacˇ˚u,
pak budeme prvn´ı cˇa´st oznacˇovat za lexika´ln´ı analy´zu. Druha´ cˇa´st pak zahrnuje syntaktic-
kou a se´mantickou analy´zu.
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Tokeny se z analyzovane´ho slova separuj´ı t´ımto zp˚usobem: Postupneˇ se procha´z´ı automatem
po hrana´ch odpov´ıdaj´ıc´ıch znak˚um z pocˇa´tku slova. Jestlizˇe budeme v uzlu, ze ktere´ho vede
hrana znacˇ´ıc´ı konec tokeny, pak byl token nalezen. Toto lze prˇedpokla´dat d´ıky tomu, zˇe
zˇa´dny´ token nen´ı prefixem jine´ho tokenu. Lexika´ln´ı analy´za vrac´ı, bud’ chybu, to kdyzˇ se
na zacˇa´tku slova nevyskytuje zˇa´dny´ token. Prˇi u´speˇchu se vrac´ı identifika´tor tokenu, jeho
operace a zbytek analyzovane´ho slova po odebra´n´ı nalezene´ho tokenu.
Syntakticka´ a se´manticka´ analy´za
Tato cˇa´st prˇ´ımo vyuzˇ´ıva´ vy´sledk˚u lexika´ln´ı analy´zy. V prvn´ım kroku se zkontroluje, zda
analyzovane´ slovo nepatrˇ´ı mezi koncove´ cˇa´sti, ktere´ jsou za´rovenˇ slovy. Po te´to kontrole jizˇ
nasta´va´ samotne´ zpracova´n´ı gramatikou.
Pomoc´ı lexika´ln´ı analy´zy se z´ıska´ prvn´ı token. Tento token se vyhleda´ v gramatice.
Nebyl-li tento token v gramatice nalezen, pak analy´za koncˇ´ı. Jestlizˇe bylo hleda´n´ı u´speˇsˇne´,
pak hrany vycha´zej´ıc´ı z posledn´ıho uzlu ovlivnˇuj´ı dalˇs´ı beˇh analyza´toru.
Je-li hrana oznacˇena znakem ”.“, pak se pokracˇuje nacˇten´ım dalˇs´ıho tokenu. Jestlizˇe
je hrana oznacˇena znaky ”@“ nebo ”!“, pak se hodnoty mezivy´sledku ulozˇ´ı do prˇ´ıslusˇny´ch
promeˇnny´ch a opeˇt se pokracˇuje nacˇten´ım na´sleduj´ıc´ıho tokenu.
Hrana ”#“ znacˇ´ı, zˇe za n´ı na´sleduje identifika´tor konecˇny´ch cˇa´st´ı. Mezi teˇmito cˇa´stmi se
zkus´ı vyhledat analyzovane´ slovo bez jizˇ nalezeny´ch token˚u. Prˇi nalezen´ı odpov´ıdaj´ıc´ı kon-
cove´ cˇa´sti, je analy´za u´speˇsˇna´ a vrac´ı morfologicke´ informace ulozˇene´ v koncovce a cˇ´ıselnou
hodnotu cˇ´ıslovky.
Hodnota cˇ´ıslovky se vypocˇ´ıta´va´ vzˇdy po oveˇrˇen´ı, zˇe nalezeny´ token patrˇ´ı do gramatiky.
Dalˇs´ı u´prava hodnoty prob´ıha´ prˇi nalezen´ı odpov´ıdaj´ıc´ı koncove´ cˇa´sti.
7.3.4 Test rychlosti analy´zy
Implementace zpracovan´ı cˇ´ıslovek, kterou popisuje tento dokument, je jizˇ druhou verz´ı.
Testy v te´to kapitole porovna´vaj´ı tyto dveˇ varianty.
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Popis p˚uvodn´ı verze
V prvn´ı verzi byly vsˇechny cˇa´sti, tedy tokeny, koncovky a gramatika v separa´tn´ıch soubo-
rech, cozˇ zbytecˇneˇ znesnadnˇovalo jej´ı pouzˇit´ı. Gramatika obsahovala jen seznam korˇen˚u.
Zmeˇna priority vy´pocˇtu, cˇi oznacˇen´ı cˇa´sti slova za cˇitatel nebylo mozˇne´. Vy´pocˇet slozˇeny´ch
des´ıtek byl realizova´n tak, zˇe tvary des´ıtek byly reprezentova´ny vlastn´ımi korˇeny. To ovsˇem
komplikovalo lexika´ln´ı analy´zu, protozˇe prefixy teˇchto korˇen˚u kolidovaly s korˇeny jednotek.
Dalˇs´ım proble´mem bylo, zˇe nesˇlo prˇiˇradit koncovky ke konkre´tn´ım tvar˚um prˇ´ımo v gra-
matice. To bylo ”obcha´zeno“ t´ım, zˇe pro kazˇdou sadu koncovek musela by´t zvla´sˇtn´ı grama-
tika a seznam token˚u. To opeˇt velice komplikovalo analy´zu, protozˇe kazˇde´ slovo muselo by´t
testova´no neˇkolika gramatikami.
Velky´ pocˇet soubor˚u byl cˇa´stecˇneˇ eliminova´n t´ım, zˇe ty typy cˇ´ıslovek, jejichzˇ pocˇet
to umozˇnˇoval, byly vygenerova´ny do klasicke´ho slovn´ıku. Tento slovn´ık byl zhruba stejne´
velikosti jako slovn´ık pro zbyle´ slovn´ı druhy. I prˇi pouzˇit´ı tohoto slovn´ıku bylo sta´le nutne´
analyzovat kazˇde´ slovo neˇkolika gramatikami.
Vsˇechny tyto neprˇ´ıjemne´ vlastnosti byly ve druhe´ verzi odstraneˇny.
Tabulka 7.2: Porovna´n´ı pocˇtu a velikosti soubor˚u
Pocˇet soubor˚u Celkova´ velikost soubor˚u
Pu˚vodn´ı implementace 7 2,4MB
Nova´ implementace 1 51KB
Zp˚usob testova´n´ı
Testova´n´ı prob´ıhalo na stejne´m syste´mu jako testova´n´ı prˇedpon (viz kapitola 7.2.6). Vy´sledky
jsou aritmeticky´m pr˚umeˇrem jedena´cti experiment˚u. Jako testovac´ı data byly pouzˇity tyto
trˇi soubory:
words.txt – seznam slov ze vsˇech slovn´ıch druh˚u, vyj´ımaje cˇ´ıslovky. Soubor obsahuje
3 959 306 slov.
numbers.txt – seznam obsahuj´ıc´ı jen cˇ´ıslovky. Soubor obsahuje 1 000 000 slov.
merge.txt – sloucˇen´ı vy´sˇe uvedeny´ch slovn´ık˚u.
Tabulka 7.3: Porovna´n´ı rychlosti v za´vislosti na druhu analyzovany´ch slov
words.txt numbers.txt merge.txt
Pu˚vodn´ı implementace [slov/s] 191 624, 75 85 884, 64 238 575, 87
Nova´ implementace [slov/s] 221 656, 54 75 669, 28 278 420, 67
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Tabulka 7.3 ukazuje, zˇe nova´ implementace je rychlejˇs´ı na souboru slov, ktere´ patrˇ´ı
prˇeva´zˇneˇ do jine´ho slovn´ıho druhu nezˇ do cˇ´ıslovek. Analy´za cˇ´ıslovek je mı´rneˇ pomalejˇs´ı, cozˇ
prˇi norma´ln´ı skladbeˇ slov nezp˚usob´ı velke´ zpomalen´ı.
7.4 Slovotvorne´ vazby
Pro generova´n´ı slovotvorny´ch vazeb byl zvolen postup, kdy je na funduj´ıc´ı slovo aplikova´na
mnozˇina vazeb.
7.4.1 Ulozˇen´ı vazeb
Vazby nesou hned neˇkolik informac´ı, proto bylo nutne´ navrhnout vhodny´ forma´t pro jejich
zada´va´n´ı.
Z kmene mohou ve´st jen dva typy vazeb a to vazby s prˇedponou nebo prˇ´ıponou.
Prˇedpony lze na kmen aplikovat bez dalˇs´ıch jeho u´prav. U prˇ´ıpon je nutno prˇed jejich
pouzˇit´ım odstranit koncovku. Kazˇda´ vazba da´le nese se´mantickou informaci. Pokud vazba
vytvorˇ´ı tvar, ze ktere´ho lze odvozovat dalˇs´ı tvary, je nutne´ specifikovat mnozˇinu vazeb, ktere´
mohou by´t na tvar aplikova´ny.
Prˇ´ıklad 7.8: Ulozˇen´ı vazeb
Deˇlat_A:
= Deˇlat
@ prˇe, P01: Deˇlat
@ u, P02: Deˇlat
@ vz, P03: Vzdeˇlat
Deˇlat:
& 2 a´nı´, Sub21
& 1 ny´, Adj98 :Deˇlany´
Deˇlany´:
& 1 eˇ, Adv00
Rˇa´dek zacˇ´ınaj´ıc´ı znakem ”=“ oznacˇuje, zˇe se na dany´ tvar ma´ aplikovat mnozˇina vazeb,
jej´ızˇ oznacˇen´ı je ulozˇeno za t´ımto znakem. Rˇa´dky zacˇ´ınaj´ıc´ı znakem ”@“, reprezentuj´ı hranu
s prˇedponou. Rˇa´dky s prˇ´ıponami zacˇ´ınaj´ı znakem ”&“. Za t´ımto u´vodn´ım znakem jsou
ulozˇeny informace, pomoc´ı ktery´ch se uprav´ı tvar. Cˇ´ıslo se uva´d´ı jen u vazby s prˇ´ıponou.
Toto cˇ´ıslo uva´d´ı, kolik znak˚u ma´ by´t odstraneˇno z konce tvaru. Da´le je uvedena prˇedpona
nebo prˇ´ıpona, ktera´ ma´ by´t ke slovu prˇipojena.
Za znakem ”,“ je uvedeno oznacˇen´ı hrany, toto oznacˇen´ı mu˚zˇe by´t pouzˇito k ulozˇen´ı
se´mantiky. Za znakem dvojtecˇky je uvedeno oznacˇen´ı mnozˇiny vazeb, ktera´ ma´ by´t na tvar
aplikova´na. Pokud se na rˇa´dku nevyskytuje dvojtecˇka, pak se jedna´ o koncovy´ tvar (tj. jizˇ
se z neˇj neodvozuj´ı dalˇs´ı tvary).
7.4.2 Ulozˇen´ı korˇen˚u
Ke kazˇde´mu kmenu je ulozˇena mnozˇina vazeb, pomoc´ı ktery´ch se odvozuj´ı dalˇs´ı tvary
hn´ızda.
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Prˇ´ıklad 7.9: Ulozˇen´ı korˇen˚u
deˇl: Deˇl
Prˇed znakem dvojtecˇky je ulozˇen tvar korˇene. Za dvojtecˇkou se nacha´z´ı oznacˇen´ı mnozˇiny
vazeb, ktera´ se bude na kmen aplikovat.
7.4.3 Ulozˇen´ı v automatu
Do automatu se ukla´daj´ı vzˇdy dvojice slov. Prvn´ı z nich je slovo odvozene´, druhy´m je
funduj´ıc´ı slovo. Spolu s teˇmito slovy je ulozˇena i vazba, ktera´ obeˇ slova spojuje. Funduj´ıc´ı
slovo je ulozˇeno pomoc´ı Kendings. Pro ulozˇen´ı slov, ktera´ byla odvozena pomoc´ı prefixace,
byla navrhnuta obdoba Kendings. V te´to varianteˇ se ukla´da´ jen pocˇet p´ısmen, ktere´ maj´ı
by´t odstraneˇny ze zacˇa´tku slova. Od p˚uvodn´ı varianty je odstranˇova´n´ı prefixu rozliˇseno t´ım,
zˇe je cˇ´ıselna´ hodnota reprezentova´na maly´m p´ısmenem a nikoliv velky´m.
7.4.4 Vyhleda´n´ı analy´zy slova
Kazˇde´ slovo ma´ v automatu ulozˇen tvar, ze ktere´ho bylo slovo odvozeno. S t´ımto tvarem je
ulozˇena i se´manticka´ informace o vazbeˇ. Vyhleda´n´ım slova v automatu z´ıska´me slovo, ktere´
je v hierarchii bl´ızˇe ke kmeni. Da´le t´ımto z´ıska´me se´mantickou informaci. Toto hleda´n´ı se
opakuje vzˇdy se z´ıskany´m (funduj´ıc´ım) slovem. Hleda´n´ı koncˇ´ı u slova, ke ktere´mu jizˇ nelze
z´ıskat vy´choz´ı slovo, protozˇe nalezene´ slovo je korˇenem.
7.5 Knihovna libma
V te´to kapitole je jen na´stin funkcionality knihovny. Na prˇilozˇene´m datove´m me´diu je spolu
s knihovnou ulozˇena i jej´ı podrobna´ dokumentace.
Tato knihovna zapouzdrˇuje vsˇechny funkce, ktere´ byly popsa´ny v tomto dokumentu, do
jednoho rozhran´ı. Knihovna je napsa´na v jazyce C++. Na rozd´ıl od vy´konny´ch funkc´ı, ktere´
pouzˇ´ıvaj´ı vlastn´ı, optimalizovane´ datove´ typy, je rozhran´ı knihovny zalozˇeno jen na typech
z STL2. Dı´ky tomu je pro nove´ho uzˇivatele knihovny snadneˇjˇs´ı ji zacˇ´ıt vyuzˇ´ıvat. Bohuzˇel je
nutne´ uve´st, zˇe pouzˇit´ı standardn´ıch typ˚u ma´ za na´sledek zpomalen´ı analy´zy, prˇed kterou
mus´ı by´t tyto typy prˇevedeny na typy vyuzˇ´ıvane´ vy´konny´mi funkcemi. Dalˇs´ım prostrˇedkem,
ktery´m je uzˇivateli ulehcˇen prˇechod na knihovnu, jsou okomentovane´ demonstracˇn´ı prˇ´ıklady.
Prˇed vlastn´ı prac´ı s knihovnou je nutne´ vybrat datove´ soubory se slovn´ıky. Seznam
teˇchto soubor˚u je uveden v konfiguracˇn´ım souboru. Tento soubor slouzˇ´ı i pro nastaven´ı
jiny´ch vlastnost´ı analyza´toru, jako je trˇeba u´rovenˇ lemmatizace cˇi citlivost na velikost
p´ısmen.
Analyza´tor je reprezentova´n trˇ´ıdou ma fsa, jej´ızˇ konstruktor ocˇeka´va´ jeden parametr
s cestou ke konfiguracˇn´ımu souboru. Vlastnosti analyza´toru lze nastavovat pomoc´ı Get/Set
rozhran´ı.
Vlastn´ı morfologickou analy´zu prova´d´ı funkce Morph, ktere´ je prˇeda´no slovo urcˇene´
k analy´ze a vektor rˇeteˇzc˚u, do ktere´ho ma´ by´t vy´sledna´ analy´za ulozˇena. Pro z´ıska´n´ı cˇ´ıselne´
hodnoty slouzˇ´ı funkce GetValue, ktera´ vrac´ı hodnotu posledneˇ analyzovane´ho slova. Funkce
vrac´ı hodnotu NAN, jestlizˇe posledneˇ analyzovane´ slovo nereprezentovalo cˇ´ıselnou hodnotu.
2Standard Template Library
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V adresa´rˇi pylibma je ulozˇen modul s rozhran´ım pro jazyk Python. Toto rozhran´ı se
nechova´ zcela prˇesneˇ jako origina´ln´ı knihovna, protozˇe se snazˇ´ı zachovat princip nejmensˇ´ıho
prˇekvapen´ı, ktery´ se v tomto jazyce uplatnˇuje.
Knihovna byla testova´na na operacˇn´ım syste´mu GNU/Linux a FreeBSD. Jine´ syste´my
testova´ny nebyly. Cela´ knihovna je sˇ´ıˇrena pod svobodnou licenc´ı GPL.
Prˇ´ıklad 7.10: Konfiguracˇn´ı soubor pro knihovnu libma
# Language file
language = "lang/cz.lang"
# Level of base form
# 0 - without prefixes
# 1 - with prefixes
lemmatization = 0
# Letters case
# 0 - exactly same as word in dictionary
# 1 - first letter could be changed to upper case
# 2 - all of above and capitalized word will be accepted too





Promeˇnna´ ”language“ obsahuje cestu k souboru, ktery´ popisuje jednotliva´ p´ısmena cˇesˇtiny.
Tento popis je vyuzˇit prˇi prˇeva´deˇn´ı velky´ch a maly´ch p´ısmen s diakritikou. Dalˇs´ı promeˇnna´
nastavuje, zda se bude za za´kladn´ı tvar pozˇadovat slovo spolu s prˇedponou nebo slovo
bez prˇedpony. Promeˇnna´ ”case“ nastavuje citlivost k velikosti p´ısmen. Hodnotou 3 je
nastaveno, zˇe slova budou prˇijata bez ohledu na velikost jejich p´ısmen.
Pote´ jizˇ na´sleduj´ı dveˇ datove´ promeˇnne´, ktery´mi se vyb´ıraj´ı klasicke´ slovn´ıky. Slovn´ık




V prˇedchoz´ıch kapitola´ch bylo prˇedvedeno, jak lze specia´ln´ım ulozˇen´ım prˇedpon razantneˇ
zmensˇit objem dat, ktery´ je nutny´ k ulozˇen´ı slovn´ıku s morfologickou anotac´ı.
Aby byla co nejv´ıce vyuzˇita rychlost vyhleda´va´n´ı v klasicke´ TRIE, byly specia´lneˇ ulozˇeny
jen nejfrekventovaneˇjˇs´ı prˇedpony, ktere´ se nav´ıc na slova aplikuj´ı, azˇ na pa´r vy´jimek, pravi-
delneˇ, cˇ´ımzˇ odpadla potrˇeba udrzˇovat seznamy slov a prˇedpon, ktere´ lze spolu slucˇovat.
Vy´sledna´ implementace je schopna ulozˇit shodnou mnozˇinu tvar˚u na zhruba desetkra´t
mensˇ´ım prostoru.
Pro analy´zu cˇ´ıslovek byl navrhnut silny´ apara´t, ktery´m lze obsa´hnout vsˇechny druhy
cˇ´ıslovek a co v´ıc, z´ıskat z nich cˇ´ıselnou hodnotu. Nyneˇjˇs´ı syste´m umı´ analyzovat neˇkolik
miliard tvar˚u cˇ´ıslovek, ale i prˇes tento pocˇet je sta´le nutne´ doplnˇovat ”slovn´ık“ me´neˇ cˇasty´mi
tvary prˇida´vat, aby se dosa´hlo co nejveˇtsˇ´ıho pokryt´ı tohoto slovn´ıho druhu.
V budoucnosti bude pra´ce na analyza´toru pokracˇovat. Zejme´na se dopln´ı definice slovo-
tvorny´ch vazeb tak, aby byla i tato cˇa´st analyza´toru pouzˇitelna´ v praxi. Implementace pro
generova´n´ı vazeb bude doplneˇna dvouu´rovnˇovou morfologi´ı. Prvn´ı u´rovenˇ bude zajiˇst’ovat
generova´n´ı novy´ch tvaru, zat´ımco druha´ u´rovenˇ bude vy´sledne´ tvary upravovat podle za´sad
fonologie.
Do analyza´toru budou prˇida´ny funkce, ktere´ budou schopny ze zadane´ho tvaru generovat
vsˇechny mozˇne´ tvary tohoto slova nebo vracet tvar podle zvolene´ morfologicke´ kategorie.
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