In many natural language processing applications two or more models usually have to be involved for accuracy. But it is difficult for minor models, such as "backoff" taggers in part-of-speech tagging, to cooperate smoothly with the major probabilistic model. We introduce a two-stage approach for model selection between hidden Markov models and other minor models. In the first stage, the major model is extended to give a set of candidates for model selection. Parameters weighted hidden Markov model is presented using weighted ratio to create the candidate set. In the second stage, heuristic rules and features are used as evaluation functions to give extra scores to candidates in the set. Such scores are calculated using a diagnostic likelihood ratio test based on sensitivity and specificity criteria. The selection procedure can be fulfilled using swarm optimization technique. Experiment results on public tagging data sets show the applicability of the proposed approach.
Introduction
Hidden Markov Models (HMM) have found many successful applications in Natural Language Processing (NLP) areas [1, 2, 3] , and model selection with HMMs is widely used to achieve better performance [4, 5, 6] . GRAMOFON [7] uses modelnetwork for the selection of an appropriate subset of models for the case that different models share similar error characteristics. Chien and Furui [8] develop a predictive information criterion to estimate HMM and simultaneously select the proper size of HMM to represent the observed data. HMM model selection is useful not only for the adaptation of HMM parameters [9] , but also for the representation of n-gram language model [10] . Full model selection (FMS) problem is defined in [11] as selecting; the combination of a pool of processing methods, feature selection and learning algorithms that obtain the lowest classification error for a given data set. Its task also includes the selection of hyperparameters for the considered methods. In FMS both the model parameters and hyperparameters are optimized simultaneously according to the same training set. In many applications including part-of-speech (POS) tagging, however, each model as a candidate for model selection may have different function and emphasis. A few major models use many random variables to model context relationship and conditional independence structure, whereas other minor models include heuristic rules and features. Although minor models may not be able to handle the whole recognition problem, they sometimes accommodate the experiences of field experts in a direct and easy way. It is usually difficult for the major probabilistic model and minor models to work together smoothly. We present a method to exploit the potential performance of the major models in POS, i.e. HMM, by overcoming the limitation of training corpus with the help of minor models.
In many applications, including POS, HMM is a major model. The delicate structures make HMM capable of classifying complex and structured objects in sequence recognition problems. The parameters of HMM include transition probabilities and emission probabilities, both of which are learned from labeled training data. As in many machine learning problems, however, the robustness of model is hindered by the lack of sufficient labeled training data. Freitag [12] uses a statistical technique called "shrinkage" for smoothing in parameter estimation. Selfadaptive design approach [13] focuses on learning the correct states number with a self-adaptive procedure. The design of [14] aims to fit the length distribution of sequences. Although above methods have made progressive effort to balance the delicacy of structures and the robustness of parameters estimation in many fields, such balanced models still bear parameters uncertainty because in practice the trained model parameters are limited by the sparseness and noisiness of training data.
Theoretically, HMM is faster than exponential models such as conditional random fields (CRF), but classically HMM does not provide an easy way to use features. Besides, as a statistical model, HMM has only one set of determined parameters and is hard to deal with the influence of sparseness and noisiness of training data. We try to increase the robustness by extending learned parameters into intervals and to improve the performance by introducing model selection with likelihood ratio. We propose a two-stage approach for model selection between hidden Markov model and other minor models that use heuristic rules and features. In the first stage, the major model is extended to give a set of candidates for model selection. Parameters Weighted Hidden Markov Model (PWHMM) is presented using weighted ratio to create a set of HMM models which can be viewed intuitively as learned from different part of training data that emphasize either the transition probabilities or the emission probabilities. In the second stage, heuristic rules and features are used as minor models to give extra scores to candidates in the set. Such scores are calculated using a diagnostic likelihood ratio test. The selection procedure can be fulfilled using optimization techniques such as swarm intelligence.
The remainder of this paper is organized as follows. In Section 2 we review the background and related work. In Section 3 we present the details of the two-stage HMM model selection strategy. Next, we present our experimental evaluation of our method for POS tagging problem in Section 4, followed by the conclusions in Section 5.
Background and Related Work
POS tagging is considered a fundamental part of natural language processing, which aims to computationally determine a POS tag for a token in text context. POS tagger is a useful preprocessing tool in many NLP applications such as information extraction and information retrieval [1, 2, 15, 16, 17, 18] .
POS tagging problem has been modeled with many machine learning techniques, which include hidden Markov models [1] , maximum entropy models [19] , support vector machines, conditional random fields [20] , etc. Each model can have good performance after careful adjustment such as feature selection, but HMMs have the advantages of small amount of data calculation and simplicity of modeling. In [15] , HMMs combined with good smoothing techniques and with handling of unknown words work better than other models. For such a sequence recognition problem, the classical EM algorithms and Viterbi algorithms for HMM can be found in [21, 22, 23, 24] .
In part-of-speech tagging and many other applications in NLP, there are many minor models called "backoff" tagger, which means the major tagger leaves "notsure" tokens blank and pass the tagging work to the "backoff" tagger [25] . But the most widely used HMM state sequence recognition criterion is to find the single best state sequence, so the "backoff" taggers are not suitable to use. Besides, the usage of "backoff" taggers may lose the context dependent information and harms the effort of probabilistic models on capturing context relationship to achieve an accurate tagger. The proposed approach chooses to output the whole sequences produced by probabilistic models and simultaneously to overcome the intrinsic disadvantages of probabilistic models on overtraining and data sparseness with the adjustment by minor models.
HMM is a probabilistic model for modeling time series data. It extends the concept of Markov random process to include the case where the observation is a probabilistic function of the states. Thus, HMM is a double stochastic process that allows a flexible layer of random variables for a large amount of observable events. One of them is hidden state which is not directly visible, and each state can emit observable output symbols determined by its own probability distribution.
This extension makes HMM applicable to many fields of interest such as NLP, where the amount of observable events, i.e. words, is often as big as hundreds of thousands [21] . However, this delicacy of structures leaves the robustness of the model easily influenced by the bias of the training set.
The potential performance of HMM is limited because it is traditionally based on pre-determined model parameters. By randomizing the learned model parameters, there is room for HMM algorithms to perform better. The methods in [26, 27] need the representation of fuzzy relationship or fuzzy rules and are less cost-effective than the proposed work. Our approach is more specific to HMM structure, i.e. directly using the ratio between transition probabilities and emission probabilities. Zeng [28] presents a fuzzy-set method to allow randomness in HMM and achieves robust performance on speech variation, but a Gaussian primary membership function has to be used for each state. In our study, the ratio between transition parameters and emission parameters is weighted to adjust the bias of HMM. The sensitivity and specificity is used by Li [29] only as optimization criteria for support vector machine model selection. We use a diagnostic likelihood ratio test to enable the help of experience-rules and features that are difficult to use in HMM.
Model Selection Strategy
We propose a two-stage approach to exploit the potential performance of HMM by overcoming the limitation of training corpus with the help of minor models. As in Fig. 1 , in the first stage PWHMM produces a set of HMM models, in the second stage minor models can give more extra scores to promising candidates in the set. Such scores are calculated using a diagnostic likelihood ratio test.
First we present the specification of PWHMM. Afterward we discuss the usage of diagnostic likelihood ratio for model selection in Section 3.2 and provide an algorithms to search the best model in the set in Section 3.3.
Parameters Weighted Hidden Markov Model
To create a set of HMM candidates around the HMM learned through dataset, the Parameters Weighted Hidden Markov Model (PWHMM) is presented using weighted ratio. Such HMM set can be viewed intuitively as learned from different part of training data that emphasize either the transition probabilities or the emission probabilities.
For clarity purposes, the specification of PWHMM is presented based on the classical HMM [21] as follows:
• States S = {S 1 , · · · , S N } denotes the hidden state set, N represents the number of these states. In POS tagging problem, S stands for the part-of-speech tags. The part-of-speech tags carry structural significance although they are hidden in human language.
• Outputs represents the number of these symbols. In POS tagging problem, V stands for vocabulary of the language and M is the alphabet size.
• Transition probability matrix A = a ij denotes the state transition matrix, where
In POS tagging problem, A depicts the statistical frequency of the transitions between part-of-speech tags.
• Observation symbols emission distribution B = b j (k) denotes the observation symbols emission distribution, where
In POS tagging problem, B depicts the statistical frequency of words being categorized into some part-of-speech tags.
• Initial states distribution Π denotes the initial states distribution. It is a vector of initial states, where
Where q 1 is the state at initial time that satisfies two constraints 0
• Observation Sequence Observation Sequence is a sequence of tokens to recognize. O denotes the observation sequence and
and T is the length of the sequence. In POS tagging problem, O is the sentence in the target language.
• Ratio Weighting The Ratio Weighting R is defined to adjust the ratio between the transition probabilities and the emission probabilities.
• Interval Width Interval Width is the effective and efficient range for Ratio Weighting R. This interval is chosen to be symmetrically around 1 and is determined experimentally as in this paper.
• State Sequence Set State Sequence Set is a set of states sequence produced with Ratio Weighting R. Q(R) denotes the state sequence set. In POS tagging problem, Q = q 1 q 2 ...q T stands the labeled tags.
• Sequence Value Given an observation sequence, sequence value is the log-likelihood value of a state sequence produced by HMM Viterbi algorithm. The sum of logarithms likelihood probabilistic value along the sequence Q
(R) is denoted by L(Q(R)).
We present W-Viterbi algorithm in Algorithm 1 for model expansion. According to [21] , the most widely used state sequence recognition criterion is to find the single best state sequence by the following equation.
Given a Ratio Weighting R, W-Viterbi algorithm can recognize a sequence of tokens by solving Eq. (2), where δ t (j) is the best score along a single path at time t which accounts for the first t observations and ends in state S j . Our proposed method is basically a dynamic programming method to find the optimal state sequence associated with the given observation sequence.
From the view of dynamic programming, the value function (2) consists of two parts, the vertex value and the node value. So the Ratio Weighting R in PWHMM can be viewed as a ratio between the vertex value and the node value in dynamic programming. From the experimental evaluation, we will show that better candidate models can be produced by the adjustment of this ratio. So this method can be extended to other dynamic programming problems.
Minor models used as likelihood ratio
In the second stage, minor models are used as evaluation functions to act as extra scores for HMM candidate. Minor models such as "backoff" taggers can be easily
Algorithm 1 Weighted-Viterbi Algorithm
ψ 1 (i) = 0 // an array to store best states 04.
Store state sequence from t = T − 1 to 1:
coded into evaluation functions. Affix tagger is one of the "backoff" taggers that use heuristic rules based on affix (and suffix) of a token to produce a tag. It can be coded into an evaluation function that counts the number of right token-tag pairs under the rules. Another evaluation function, Unknown-pairs, counts the number of token-tag pairs that did not appear in the training set.
Such scores are calculated using a diagnostic likelihood ratio test based on sensitivity and specificity criteria. The calculated likelihood ratio provides a direct estimate of how much a test result will change the possibility of being a good solution. The possibility of Q(R) as a good solution is measured using the HMMlog-likelihood.
The likelihood ratios LRs are calculated using Tab. I and Eq. (3). The test is specific to the candidate solutions Q(R) and the HMM-produced solution Q (1) . The test result positive means the evaluation function scores more on Q(R) than Q(1), and negative means the inverse. The fact better indicates Q(R) is a good solution (better than the HMM-produced solution), whereas the worse indicates the opposite fact. The number of occurrences of above conditions are counted as a, b, c, d as in Tab. I. The likelihood ratio is calculated using the sensitivity and specificity of the test as in Eq. (3). Sensitivity is the proportion of actual positives which are correctly identified as such. Specificity measures the proportion of negatives which are correctly identified. An applicable evaluation function should have reasonable sensitivity and specificity values. So the sensitivity and specificity criteria can be used to test if a minor model is helpful. the test is negative. Since we use log-likelihood in HMM, the logarithm values are used for LRs. To overcome the imbalance of the numbers positive features and negative features, we use the mean value of logarithmic likelihood ratios for each minor model.
Model selection algorithm
We first define some terminologies for model selection between PWHMM and minor models.
• Minor Models Vector Minor Models M M odels are a set of heuristic rules or features that can be coded into evaluation functions. Score(Q) denotes the score by such associated evaluation functions on State Sequence Qs given by the Observation Sequence O and the training dataset.
• Likelihood Ratio Vector The Likelihood Ratio Vector is the result of likelihood ratio test for minor models, and is denoted by LRs. LRs is calculated as in section 3.2 by a function using Minor Models Vector, the training corpus and the sequences given by the Ratio Interval.
• Ratio Weighting Fitness The Ratio Weighting Fitness is the fitness value for a given Ratio Weighting R, and is denoted as F itness(R). It is used in the proposed two-stage model selection to search for best state sequence by applying the LRs to L.
The algorithm for finding the best state sequence in our model selection method can now be stated in Algorithm 2. Q(R) and L(R) are calculated in line 5. Then, the likelihood ratio test is performed (lines 7-10). Lines 11-13 calculate the fitness and choose the solution of best model with biggest fitness.
The object function in Eq. (2) is hard to use gradient optimization because the form of recursion [30] . To solve this optimization problem, we turn to Particle Swarm Optimization (PSO) which is inspired by social behavior patterns of organisms that live and interact within large groups. In particular, it incorporates swarming behaviors observed in flocks of birds, schools of fish, or swarms of bees, and even human social behavior, from which the swarm intelligence paradigm has emerged [31, 32] . It could be implemented and applied easily to solve various logLR
if F itness > best F itness:
Update positions of particles 15. end foreach 16 . Return Q best function optimization problems, or the problems [33] that can be transformed to function optimization problems. As an algorithm, its main strength is its fast convergence [34, 35] , which compares favorably with many other global optimization algorithms. The classical particle swarm model consists of a swarm of particles which are initialized with a population of random candidate solutions. They move iteratively through the d-dimension problem space to search the new solutions, where the fitness f can be calculated as the certain qualities measure. Each particle has a position represented by a position-vector ⃗ x i (i is the index of the particle), and a velocity represented by a velocity-vector ⃗ v i . Each particle remembers its own best position so far in a vector ⃗ x # i , and its j-th dimensional value is x # ij . The best position-vector among the swarm so far is then stored in a vector ⃗ x * , and its j-th dimensional value is x * j . During the iteration time t, the update of the velocity from the previous velocity to the new velocity is determined by Eq. (6). The new position is then determined by the sum of the previous position and the new velocity by Eq. (7). The pseudo-code for particle swarm optimization algorithm is illustrated in Algorithm 3.
Algorithm 3 Particle Swarm Algorithm 01. Initialize the size of the particle swarm n, and other 02. parameters; Initialize the positions and the velocities 03. for all the particles randomly. 04. While (the end criterion is not met) do 05. t = t + 1; 06. Calculate the fitness value of each particle;
For j = 1 to d 12.
Update the j-th dimension value of ⃗ x i and ⃗ v i 13.
according to Eqs. (6), (7) 
Experiment and Discussion

Datasets
In this experiment, 7 article categories (including news, reviews, etc.) in Brown Corpus are used as datasets. The features of the datasets are shown in Tab. III. This corpus has POS tagged as 70 states. In each article category, the first 200 sentences are used as test set in 10 groups and the following 700 sentences are employed as training set.
Experimental settings
In targeted POS tagging problem, we choose the NLTK [25] implementation of HMM as baseline. The Brown corpus can be imported into nltk. To keep comparison clear, both the developed method and the baseline use the same supervised training algorithm implemented in NLTK, which is implemented in hmm module. We use two-stage method. In the first stage, the PWHMMs use weighted ratio to create a set of HMM models. The interval width is determined experimentally as 0.8. As in Fig. 2 , five data groups are used to show the typical case of the change of accuracy according to the interval width. The performance starts to become stable with width 0.8 and rarely changes after width 1.2. The experiment shows that the performance of HMM can be improved with Interval Width. 
Tab. V Accuracy details.
In the second stage, the likelihood ratio LRs is calculated to be [2.24, −4.11] using four categories of corpus in Tab. II. We use unknown pairs heuristic as the only simple minor model. To make the fitness function evaluate the solution of sequence recognition by minor models as well as by HMM, the likelihood ratio test is designed to get the weights of the likelihood modification. In the calculation of likelihood ratio, the feature is positive when the number of unknown pairs of the candidate path is larger than the number of the original path, and is negative when less. The LRs is calculated using a, b, c and d according to Tab. I and Eq. (3). Afterward PSO parameters are set as in Tab. IV. The PSO convergence is always fast due to the dimension in this problem. When we choose population size as 10, the maximum evaluation 50 is enough to converge.
Results
The performance metric used in this study is the accuracy of the prediction of token-tag pairs. Seven categories in the corpus are used to show that the proposed method is robust in improving the performance of HMM. The results regarding the performance of the developed method are reported in Tab. V. Fig. 3 compares the mean accuracies of the developed method with that of HMM. As illustrated, the proposed method always performs better than HMM. To show the stability of the developed method, Figs. 4, 5, 6 and 7 report the four runs of whole test sets on four corpus categories. As in Tab. VI, the standard deviation is very small. Although random search is used in the second stage, the performance of each run changes very little and always stands above the baseline.
Discussion
Our proposed method clearly outperforms the baseline on various text categories. This improvement comes from the usage of knowledge in our approach. The reason of stability is that our approach avoids heavy usage of intervals. It exploits the structure of HMM to keep the adjustment simple, i.e. directly using the ratio between transition probabilities and emission probabilities.
By presenting the PWHMM and searching for best ratio weighting, the performance of HMM is improved with the help of a minor model. The validity of the two-stage model selection with HMM and likelihood ratio is confirmed.
Conclusion
The proposed approach is the re-optimization of classical HMM. Compared with HMM, our approach has two advantages. First, our approach is more robust to the influence of sparseness and noisiness of training data. Since the learned parameters are extended into intervals, better solutions can be provided by a set of HMM models, i.e. PWHMM. Second, it is easier to use features and rules in our approach than in HMM. Features and rules can be adapted into our approach as minor models.
According to the experiment, our two-stage model selection method robustly outperforms the baseline on various text categories. The performance of the proposed method is stable among each runs of random search. Besides, the output state sequence Q is based on the single best state sequence criterion and keeps context information not impaired when using minor models.
