Abstract. We study the Maxwell system with mixed boundary conditions in a Lipschitz domain Ω in R 3 . It is assumed that two disjoint, relatively open subsets Σ e , Σ h of ∂Ω such that Σ e ∩ Σ h = ∂Σ e = ∂Σ h have been fixed, and one prescribes the tangential components of the electric and magnetic fields on Σ e and Σ h , respectively. Under suitable geometric assumptions on ∂Ω, Σ e and Σ h , we prove that this boundary value problem is well-posed when L pestimates for the nontangential maximal function are sought, with p near 2. A higher-dimensional version of this result is established as well, in the language of differential forms. This extends earlier work by R. Brown and by the author and collaborators.
Introduction
Let Ω ⊂ R 3 be a bounded Lipschitz domain, and fix k ∈ C with Im k > 0. Under these assumptions, it has been proved in [20] , [18] that the boundary problem for the Maxwell system 
is well-posed whenever 1 < p < 2 + ε, for some small ε = ε(∂Ω, k) > 0. Here and elsewhere, (·) * denotes the nontangential maximal function associated with Ω and all boundary traces are taken in the sense of nontangential limits; see the body of the paper (particularly §2) for all relevant definitions.
The aim of this paper is to continue this study by considering the case when the Maxwell system is equipped with mixed boundary conditions. To state these explicitly, we need some notation. Throughout the paper, we write ( This type of boundary condition is physically relevant since it arises naturally in semi-conductor modeling [13, 14, 15] , where Σ e is the insulating part and Σ h represents the electric contacts. The boundary conditions (1.3) also appear naturally in many microwave problems; cf. the discussion in [1] . In [9] , necessary and sufficient conditions for the solvability of magnetostatic and electrostatic problems with mixed boundary conditions in Lipschitz domains are presented. Another context where mixed boundary conditions intervene naturally is scattering phenomena from partially coated perfect conductors. Cf. [5] and the survey [4] .
At the scalar level, R. Brown [3] was the first to succeed in treating the case of the Helmholtz operator with L 2 mixed (Dirichlet and Neumann) boundary conditions:
in a suitable subclass of Lipschitz domains, referred to in the sequel as creased domains. Informally speaking, this requires the two pieces Σ D and Σ N , in which ∂Ω is partitioned, to meet at an angle < π. Brown also made the observation that this type of restriction is necessary given that the harmonic function u(x, y) = Im (x + iy) 1/2 , x ∈ R, y > 0, has zero tangential and normal derivatives on the positive and negative real semi-axis, respectively. This analysis has been subsequently extended to allow L p -data with 1 < p ≤ 2 in [22] . Here we take the first steps aimed at generalizing this work from scalar equations to systems. Even though, in broad outline, we follow the same approach as in [3] , the technical details are rather different, as the algebra is considerably more subtle. We now recall the class of creased domains introduced by R. Brown in [3] (specialized to the three-dimensional setting). Let Ω ⊆ R 3 be a bounded Lipschitz domain. Assume that ∂Ω can be decomposed into two pieces Σ e , Σ h as in (1.2) and that there exist two numbers κ e ≥ 0, κ h ≥ 0 with κ e + κ h > 0, which also satisfy the following properties. For each boundary point x o there exist r > 0 and two Lipschitz functions ϕ : R 2 → R and ψ : R → R for which (1.5)
and such that (1.6) ∂ x 1 ϕ ≥ κ e on {(x 1 , x 2 ) : x 1 < ψ(x 2 )},
Roughly speaking, the two pieces Σ e and Σ h are separated by a Lipschitz curve, Γ := ∂Σ e = ∂Σ h (the 'crease' of the domain) and meet at an angle which is strictly Figure 1 less than π. This is illustrated in Figure 1 . Thus, ∂Ω is inherently non-smooth. As pointed out by Brown [3] the class of creased domains is natural, since in the class of domains with piece-wise boundaries the well-posedness of (1.4) fails precisely when (1.6) is violated. Our first main result is as follows. 
has a a unique solution. Moreover, this solution satisfies the natural estimate
A few remarks are in order here. First, the condition that
is also necessary given the class of functions in which a solution (E, H) is sought. This amounts to asking f , g to be tangential fields, with L p integrable components, and such that their surface divergence is in L p as well. Second, when k ∈ R, the problem (1.7) is, generally speaking, only Fredholm solvable. Third, while our current methods allow us to treat the case when |p − 2| is small, we conjecture that the optimal range of p's is 1 < p < 2 + ε.
There is a higher-dimensional, higher-degree extension of this result. To state it, call a bounded Lipschitz domain Ω in R n , n ≥ 2, a creased domain, in the sense of Brown, if (1.5)-(1.6) hold with x 3 replaced by x n and x 2 replaced by x := (x 2 , ..., x n−1 ) (with a natural interpretation when n = 2). In this setting, if k ∈ C, Im k ≥ 0 and ∈ {0, 1, 2, ..., n}, the goal is to determine two differential forms E and H, respectively, of degrees ( + 1) and , in Ω such that
Theorem 1.2. With the above notation and hypotheses, there exists
Let us point out that this last result contains both Theorem 1.1, to which it reduces when n = 3, after some simple, natural identifications, and Brown's main result in [3] , pertaining to the well-posedness of (1.4). The latter is obtained by taking p = 2, = 0, Σ e = Σ N , Σ h = Σ D , and then setting u := H. In particular, the class of creased domains retains its significance in the present context as well.
Even though Theorem 1.2 is our most general result, we opted to first present a detailed proof for Theorem 1.1, and then highlight both the differences and the analogies between this and its more involved higher-dimensional/degree version. The plan of the paper is as follows. In §2 we review potential theoretic concepts, first in the three-dimensional context (for vector fields; cf. §2.1) and then in Euclidean spaces of arbitrary dimension (working with differential forms; cf. §2.2). Certain new Rellich type estimates, most useful in the context of (1.7), are deduced in §3. Then, in §4, the graph-domain version of (1.7) is proved to be well-posed for purely imaginary wave numbers. This argument is subsequently adapted to the bounded domain case (and k ∈ C with Im k > 0) in §5, where the proof of Theorem 1.1 is completed. Finally, in §6, we discuss the proof of Theorem 1.2.
In closing, we would like to point out that the structural richness of the higherdegree case (cf. [19] , [2] ) allows for a larger variety of mixed problems which can be treated along similar lines. In turn, such results are useful for proving regularity results for differential forms with mixed boundary conditions. A typical result reads as follows:
granted that Ω is a creased domain with boundary splitting ∂Ω = Σ n Σ t . We plan to return to this topic on a different occasion.
Preliminaries
2.1. Vector potential theory. Call a bounded domain Ω ⊂ R 3 Lipschitz if the following condition is satisfied. For each boundary point x ∈ ∂Ω there exist a neighborhood U of x in R 3 , a system of coordinates (isometric to the standard one) in R 3 and a real-valued Lipschitz function ϕ such that ∂Ω ∩ U = U ∩ graph ϕ, where the graph of ϕ is considered in the new system of coordinates.
Let dσ be the surface measure on ∂Ω so that ν, the outward unit normal to Ω, is well-defined dσ-a.e. on ∂Ω. Also, for some sufficiently large, fixed, µ > 0 let γ(x) := {y ∈ Ω : |x − y| ≤ (1 + µ)dist (y, ∂Ω)} be a nontangential cone with vertex at x ∈ ∂Ω. The nontangential boundary trace of a (possibly vector-valued) function u defined in Ω is then defined as
Also, the nontangential maximal function of u is defined by
Next, we briefly discuss layer potential operators associated with the Helmholtz operator ∆ + k 2 and the Lipschitz domain Ω ⊂ R 3 . Recall that for each k ∈ C,
is the canonical (radial) fundamental solution for ∆ + k 2 in R 3 . The single layer acoustic potential operator and its boundary versions are then defined by
The action of the operators S k , S k on vector fields is defined component-wise. It is then easy to check that
In addition, at almost any x ∈ ∂Ω,
where ∂ ν = j ν j ∂ j is the normal derivative and K * k is the formal transpose of the principal-value integral operator
the so-called (boundary-version) double layer acoustic potential operator. Combining the techniques of [8] with the results in [6] we can infer that for any vector field
Turning to function spaces, we next set
From the above discussion and since for f ∈ L p t (∂Ω) one has ν × (ν × f ) = −f , we see that
e. on ∂Ω, where, for a vector-valued density f on ∂Ω,
is the so-called magnetic dipole operator on ∂Ω. Once again relying on the results of [6] one can show that, for each 1 < p < ∞, the operator M k is a bounded mapping of L p t (∂Ω). For a scalar function η, set ∇ tan η := ∇η −(∂ ν η)ν for the tangential gradient and,
where η is an arbitrary Lipschitz continuous function on ∂Ω. Thus, Div is welldefined as a mapping from
and that the operator ν, curl · involves only tangential derivatives so that the right-hand side of (2.14) is well-defined and belongs to L
form a basis for the tangent plane to ∂Ω at the point (x , ϕ(x )) for almost every x ∈ R 2 . 
where the intervening constants depend only on ∇ϕ
In this case,
Proof. The crux of the matter is the observation that, if
after an integration by parts.
Next we study the action of the surface divergence operator in connection with the boundary integral operators introduced earlier. Two identities are going to be important for us here. First, for
In particular, M k is well-defined and bounded on the space
equipped with the natural norm, for each 1 < p < ∞. Moreover, it has been proved in [20] , [18] that there exists ε = ε(∂Ω) > 0 such that the operators ±
Finally, we specialize the wave number k by taking k ∈ iR + , i.e. k = iω, ω > 0. Then for each 1 < p < ∞,
where C = C(∂Ω, p) > 0 is independent of ω > 0. It is essentially well known (cf. [7] for the case ω = 0) that for each 1 < p < 2 + ε the operators ±
. This will play a role in §4. For homogeneity reasons, we find it convenient to equip the space (2.23) with a family of (mutually equivalent) norms indexed by ω > 0:
It follows that for each
uniformly in ω > 0. In fact, from the work in [20] , [18] we infer that there exists ε = ε(∂Ω) > 0 such that for each 1 < p < 2 + ε the operators ±
(∂Ω) and, granted that 2 − ε < p < 2 + ε,
uniformly in ω > 0.
Differential forms rudiments.
We start by reviewing some basic definitions; cf. [23] for more details. For 0 ≤ ≤ n, we let Λ := Λ R n stand for the vector space of differential forms of degree with real (or complex) coefficients. That is, E ∈ Λ if and only if E = |I|= E I dx I , where the sum is performed over all increasing multi-indices I ∈ {1, 2, ..., n} and dx
I , and As is well known, * * = (−1) (n− ) on Λ . In the sequel ∧ and ∨ will denote, respectively, the exterior and interior products of forms.
Some elementary properties of these operators are collected below.
Lemma 2.2. For α, β ∈ R
n and E, F ∈ Λ , G ∈ Λ −1 , the following are true:
Its formal transpose δ, the so called co-differential operator, is then given by (2.32)
with the convention that, if I is a permutation of an increasing multi-indexĪ, then we set E I := ε 
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We now introduce a distinguished elementary solution Φ k for the Helmholtz
where ω n denotes the area of the unit sphere in R n . See [10] for more details. Note that (2.35) reduces precisely to (2.3) when n = 3. Now let Ω be a Lipschitz domain in R n and, in analogy to (2.4), define the single layer acoustic potential
From [6] and classical arguments, we infer the following.
Lemma 2.4. Let Ω be a Lipschitz domain in
We continue to assume that Ω is a Lipschitz domain in R n . A differential form E defined a.e. on ∂Ω is called tangential if ν ∨ E = 0 a.e. on ∂Ω, and normal if ν ∧ E = 0 a.e. on ∂Ω. The tangential component of E, E t , is given by E t := ν ∨ (ν ∧ E), whereas the normal component is given by E n := ν ∧ (ν ∨ E). This terminology is suggested by the fact that E = E t + E n and E t , E n = 0, so that Next, define the boundary exterior derivative of a tangential differential form
and then introduce
equipped with the family of mutually equivalent norms
Similarly, define the boundary exterior co-derivative of a differential form f ∈ L 1 loc (∂Ω, Λ ), normal to ∂Ω, as the functional
Clearly, for each 0 ≤ ≤ n, the Hodge star-operator is an isomorphism between L 
Next we define two principal-value integral operators acting on a differential form f on ∂Ω by (2.49)
Note that M k * = − * N k . It follows from the results of [6] and well-known techniques that, for each 1 < p < ∞ and each 0 ≤ l ≤ n, the operator M k is well-defined and bounded on L p t (∂Ω, Λ ). Moreover, since (2.50)
t (∂Ω, Λ ), we may also conclude that M k is well-defined and bounded on L Moreover, an identity analogous in spirit to (2.50) holds for this operator as well.
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As a final note, we would like to mention here that invertibility results for the operator ± 1 2 I +M k , ± 1 2 I +N k on these spaces (with p near 2) have been established in [12] and [18] .
Rellich type estimates for vector fields
, and so that the nontangential trace (∇U )| ∂Ω exists in L 2 (∂Ω). Under these conditions, the following Rellich type identity can be verified via successive integrations by parts: (3.1)
See [20] , [18] for related matters. We now specialize this identity to the following situation. Fix ω > 0 and let E, H solve
i.e., Maxwell's system with wave number k = iω, and assume that E * , H * ∈ L 2 (∂Ω) and the boundary restrictions E| ∂Ω , H| ∂Ω exist a.e. in the nontangential limit sense. Furthermore, decompose the boundary ∂Ω = Σ e Σ h as in (1.2), and assume that it is possible to find a constant vector field Θ such that (3.3) ν, Θ ≤ −κ a.e. on Σ e and ν, Θ ≥ κ a.e. on Σ h , for some fixed κ > 0. Taking U := H in Ω we may then write, based on (3.1),
In turn, these allow us to estimate (3.5)
In order to continue, observe that
Consequently, using this, (1.2), and Cauchy-Schwarz's inequality, we see that for each ε > 0 there exists C ε > 0 such that
Hence, the Pythagorean Theorem, (1.2), (3.5) and (3.7), yield (3.8)
for each ε > 0. In fact, a similar reasoning in which we reverse the roles of E and H, on the one hand, and the roles of Σ e and Σ h , on the other hand, gives
for each ε > 0. Adding up (3.8), (3.9), absorbing the terms with small coefficients in the left-hand side, and keeping in mind that
finally leads to the conclusion that
For further reference we also note that (3.12)
thanks to (3.6) and (3.11).
Well-posedness in the graph case
Let Ω ⊂ R 3 be a Lipschitz domain. For an open subset Σ ⊆ ∂Ω and 1 < p < ∞ set (4.1)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where the tilde denotes the extension by zero to ∂Ω. Much as with (2.23)-(2.25), we equip the second space listed above with a family of (mutually equivalent) norms indexed by ω > 0:
A similar family of norms is used in conjunction with L p,Div t,0 (Σ). More specifically, we set
More can be said when Σ is "reasonable" (which is going to be the case for the applications we have in mind). Concretely, let π : R 3 → R 2 , π(x) := x be the natural projection onto R 2 and assume that Σ ⊂ ∂Ω is such that πΣ, the image of Σ under π, is a Lipschitz domain in R 2 . In this situation, it follows from Proposition 2.1, [17] and a dilation argument that
with constants which depend only on the Lipschitz character of Ω and πΣ.
Let Ω ⊆ R 3 be the domain above the graph of the Lipschitz function ϕ : R 2 → R. Assume that there exist yet another Lipschitz function ψ : R → R and constants
We set (4.7)
and observe that if we take the vector field Θ := 1, 0, (κ e − κ h )/2 , then the estimates in (3.3) hold with κ :=
Our goal is to prove the well-posedness of (1.7) in this graph setting for k ∈ iR + , say k = iω, ω > 0. To this end, fix ω > 0 and let ε = ε(∂Ω) > 0 be sufficiently small. It has been shown in [20] , [18] 
is well-posed. Therefore, the operator
is well-defined, linear and bounded. Thus, matters are reduced to showing that Λ is an isomorphism if 2 − ε < p < 2 + ε. We proceed in a series of steps, starting with
Step I. We claim that the operator in question is bounded from below when p = 2 (assuming that the norms (4.2), (4.3) are used). Indeed, thanks to the Rellich estimate (3.11) we may write
, where the last step utilizes the fact that ν×H = 0 on Σ h . As always, the intervening constants depend exclusively on ∇ϕ L ∞ . This aspect is going to play an important role later on.
Step II. We now construct a one-parameter family of operators {Λ θ } θ indexed continuously for θ ∈ [0, 1] and such that Λ = Λ 1 . Concretely, following [3] we introduce
and set (4.12)
For each θ ∈ [0, 1], consider now the lifting operator L θ defined as the linear isomorphism
where T j θ , j = 1, 2, are as in (2.15) but with ϕ θ in place of ϕ. Then L θ can also naturally be viewed as an isomorphism mapping
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Let ν θ stand for the outward unit normal to ∂Ω θ . A straightforward computation yields
It is also convenient to lift scalar-valued functions via
Once again, this operator naturally adapts as an isomorphism between
. In what follows, no notational distinction will be made between (4.13), (4.14), (4.16), and (4.17), as the nature of the operator should, in each particular case, be clear from the context.
If Λ θ stands for the analogue of (4.9) constructed in connection with Ω θ and Σ e θ in place of Ω and Σ e , respectively, then the composition
is well-defined, linear and bounded. The claim that we make at this stage is that
is continuous. As a first step in this direction we recall from [20] , [18] that the solution (E, H) of (4.8) can be expressed in terms of the dataf as (4.20)
where it is useful to keep in mind that curl curl = −∆ + ∇ div. Next, note from (2.22) that (4.21)
If we now label with the subscript θ objects defined in connection with ∂Ω θ much as they have been originally introduced for ∂Ω, we see that the analogue of the operator (4.9) becomes (4.23)
. Let us also note that, thanks to (2.14),
. Consequently, the fact that the mapping (4.19) is continuous will follow as soon as we can prove similar continuity claims for the assignments θ → Ψ j (θ), 1 ≤ j ≤ 6, where (4.25)
Going further, these claims are going to be simple consequences of the fact that
This, in turn, can be verified based on the definitions of L θ and ϕ θ , the identity (4.15), Proposition 2.1, (2.7), (2.12), the fact that taking the inverse is a continuous operation on the space of linear isomorphisms, and the detailed analysis of how the norm of a Calderón-Zygmund type operator defined on the graph of a Lipschitz function φ depends on ∇φ L ∞ (a good reference in this regard is [11] ). As far as (4.26) is concerned, the interested reader is also referred to [16, 7] for more details in similar circumstances. Step III. We now claim that Λ 0 is onto whenever 1 < p < 2 + ε. To this end, suppose that
Let ν h := (−κ, 0, 1)/ √ 1 + κ 2 be the unit normal to the plane Π h := {(x 1 , x 2 , κx 1 ) :
, then the function R 3 ) . There remains to compute and estimate the surface-divergence of F . For this, we shall employ Gauss' identity to the effect that
provided the following hold. First, Σ is a (reasonably smooth) surface whose area element is denoted by dσ. Its boundary, ∂Σ, has ds as its arc-length and γ as its unit normal. Second, f is a vector field tangent to Σ and η is a scalar-valued function defined on Σ. Both f and η aare assumed to be sufficiently well-behaved.
Pick an arbitrary, Lipschitz continuous, compactly supported, scalar-valued function η, defined on Σ e RΣ e , and recall that Γ := ∂Σ e = ∂Σ h . Then (temporarily ignoring smoothness issues -these can be dealt with via a limiting argument) we may write (4.33) Figure 2 as the two path integrals cancel each other, due to the fact that R ≡ id on Γ ⊂ Π h . Consequently,
, as desired. To continue, we note that for general vector fields f , g,
Furthermore, if we set
If we now introduceÊ := RER andĤ := −RHR in Ω R , then (Ê,Ĥ) solve a boundary problem similar to (4.36) except that, this time, the boundary data is
However, since −RF R = F , from the uniqueness part for (1.1) it follows thatÊ = E andĤ = H in Ω R . In particular, on Σ h , H = −RH, i.e., H is normal to the support plane Π h and, ultimately,
(Σ e ) was arbitrary, this finishes the proof of the ontoness of the operator Λ 0 .
Step IV. The final claim is that Λ = Λ 1 is invertible for 2 − ε < p < 2 + ε. Indeed, when p = 2, the fact that Λ 0 is invertible follows from Steps I and III. Hence, thanks to (4.27), Λ 1 is Fredholm with index zero. Since it is also one-to-one, by (4.10), it follows that Λ is an isomorphism for p = 2. Finally, passing from p = 2 to |p − 2| < ε can be done via functional analysis, by invoking certain well-known stability results.
Well-posedness for bounded Lipschitz domains
In this section we prove Theorem 1.1 as stated. In a first stage, we assume that k = iω for some large ω > 0 and seek to construct an "approximate" solution to (1.7) when p = 2.
We begin by reviewing the assumptions made on the bounded Lipschitz domain Ω. Assume that ∂Ω = Σ e Σ h and that there exist a finite collection of points {x j } j and r > 0 with ∂Ω ⊂ j B r (x j ), such that for each j the following holds. There exists a domain Ω j with boundary decomposition Σ e j , Σ h j , which are rigid motions of the graph domains satisfying (4.6)-(4.7), so that
Next, let {ξ j } j be a smooth partition of unity, subordinate to the cover {B r (x j )} j of ∂Ω and, for each j, pick η j ∈ C ∞ (B 2r (x j )) with η j ≡ 1 on supp ξ j . Relying on the results from the previous section, for each j solve
where Ω j , Σ e j , Σ h j are as in (5.1) and ν j is the unit normal to ∂Ω j . In particular, our analysis from §4 gives
and (5.6)
Note that div K = ω j ∇η j , H j and div J = −ω j ∇η j , E j so that
and, by (3.12),
Next, consider Π ω := (∆ − ω 2 ) −1 , the Newtonian potential corresponding to the Helmholtz operator with wave number k = iω, ω > 0, and introduce (5.9)
where the tilde denotes extension (to R 3 ) by zero outside Ω. Then, via a direct computation,
Furthermore, since
we may write (5.12)
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Thus, if we now set E :=Ê − E , H :=Ĥ − H , it follows that (5.13)
Consequently, since for Ω bounded and ω ≥ 1, 1 < p < ∞,
we may eventually conclude from (5.7), (5.15), (5.14) , that for ω ≥ 1
Moreover, H L 2 (∂Ω) can be estimated in a similar fashion. Next, curl E = −ω H + K and curl
uniformly for ω large. Hence, finally, (5.18)
uniformly for ω large. In turn, this implies that the "mixed tangential trace" operator
is invertible for ω > 0 large, since it satisfies
This shows that the mixed boundary value problem (1.7) is always well-posed if p = 2 and k = iω with ω > 0 large. Since, from [20] , [18] we know that any two vector fields E, H satisfying
with 1 < p < 2 + ε, are always representable in the form
(∂Ω), it follows that the singular integral operator
is invertible if k = iω with ω > 0 large enough. On the other hand, it is possible to find a smooth vector field Θ such that (3.3) holds in this context (by patching together constant fields, suitably chosen for each graph domain via a partition of unity). Hence, the analogue of the Rellich estimate (3.11) is, in the present context,
When written for E, H of the form (5.22), this yields (5.24) ). The first inequality above is nontrivial and has been established in [20] . In particular, the operator (5.23) is semi-Fredholm for any Im k ≥ 0.
From the standard energy identity we also get that, if Im k > 0, then
from which we may conclude that T k is one-to-one provided Im k > 0. Finally, the application
is continuous. In fact, it is not difficult to check that for any bounded Lipschitz domain Ω and any 1 < p < ∞, 
The higher-dimensional setting
Here we present the proof of Theorem 1.2. Since this largely parallels the proof of Theorem 1.1, we sketch the main steps and only emphasize those aspects which require new tools and/or ideas.
For starters, the spaces involved in the formulation of (1.9) can be introduced in a thoroughly analogous fashion to (4.1). Next, given a bounded Lipschitz domain Ω in R n , n ≥ 2, k ∈ C, Im k ≥ 0 and ∈ {0, 1, 2, ..., n}, it has been proved in [12] that one can find a ( + 1)-form E and a -form H, smooth in Ω such that 
obeying natural estimates. Therefore, much as in the three-dimensional setting, we may assume g = 0 in (1.9), whenever convenient. The relevant Rellich type identity, already proved in [12] , amounts to the following. If {e j } n j=1 is the standard orthonormal basis in R n , then, for any form E ∈ C ∞ (Ω, Λ ) and any vector field Θ = {Θ j } j in R n , with smooth, real-valued components, we have induces two linear isomorphisms:
as well as
t (∂Ω, Λ n− −1 ), (6.14) where d R n−1 denotes the exterior derivative operator in R n−1 . In each case, its inverse is given by (6.15 )
Proof. To begin with, |L f | = | * [ν ∧ pr π * (f )]| = |ν ∧ pr π * (f )| = |π * (f )| ≈ |f |, thanks to Lemma 6.1 and the fact that the Hodge star-operator is an isometry. This ensures that the operator in (6.13) is well-defined and bounded.
Next, since δ ∂ ( * g) = (−1)
n (∂Ω, Λ ), it follows that (6.17)
based on Lemma 6.1, Lemma 6.2, and the fact that the exterior derivative operator commutes with pull-back. This justifies (6.16).
Finally, that (6.15) is the inverse of (6.12) follows once again from Lemma 6.1 via straightforward calculations.
With Proposition 6.3 in hand, the same type of deformation argument as in
Step II of §4 can be performed, given that the integral operators involved -cf. (2.35), (2.36), (2.49), (2.50) -have the same nature as those encountered in the three-dimensional setting.
Next, we explain how the reflection argument from (4.28)-(4.36) should be carried out in the present context. Much as in §4, we flatten Σ h and let R stand for the reflection operator across the supporting hyperplane Π h := {(x 1 , x , κx 1 ) : x 1 ∈ R, x ∈ R n−2 }. Denote by R * the associated pull-back map and let Ω R retain the
