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Abstract 
Cluster analysis is an important exploratory tool which reveals underlying structures in data and organizes them in clusters 
(groups) based on their similarities. The fuzzy approach to the clustering problem involves the concept of partial memberships of 
the instances in the clusters, increasing the flexibility and enhancing the semantics of the generated clusters. Several fuzzy 
clustering algorithms have been devised like fuzzy c-means (FCM), Gustafson-Kessel, Gath-Geva, kernel-based FCM etc. 
Although these algorithms do have a myriad of successful applications, each of them has its stability drawbacks related to several 
factors including the shape and density of clusters, the presence of noise or outliers and the choices about the algorithm’s 
parameters and cluster center initialization. In this paper we are providing a heterogeneous cluster ensemble approach to improve 
the stability of fuzzy cluster analysis. The key idea of our methodology is the application of different fuzzy clustering algorithms 
on the datasets obtaining multiple partitions, which in the later stage will be fused into the final consensus matrix. Finally we 
have experimentally evaluated and compared the accuracy of this methodology.  
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility ofthe Organizing Committee of ICAFS 2016. 
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1.  Introduction 
Clustering is an unsupervised learning form which aims at revealing patterns by partitioning the instances of a 
dataset into clusters (groups) based solely on the similarity between the data, without any preliminary information 
about instance distributions being available. The central idea of clustering is the distribution of the data points into 
                                                          
* Corresponding author 
Email: ebedalli@epoka.edu.al
 
 2016 The Authors. Published by Elsevi r B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of ICAFS 2016
130   Erind Bedalli et al. /  Procedia Computer Science  102 ( 2016 )  129 – 136 
clusters (groups, collections) so that each instance (data point) is typically more similar to the instances belonging to 
the same cluster than to the instances in other clusters1. There is a wide application area of clustering including 
business, cognitive sciences, medicine, finance, education etc. Regarding the membership values of the instances in 
the clusters, two major types of clustering can be distinguished: classical (hard) and fuzzy (soft) clustering. In the 
case of classical clustering the instances are distributed in clusters where each instance belongs exclusively to one of 
the clusters, while in case of fuzzy clustering the instances have partial memberships (a value between 0 and 1) into 
several clusters simultaneously. The generated soft clusters are frequently very useful in disclosing more subtle 
relationships between the data elements and the clusters, what makes the fuzzy clustering not only more flexible but 
also more realistic2 . 
Fuzzy c-means (FCM) algorithm is considered as the backbone of fuzzy cluster analysis and it is one the most 
important algorithms in the entire domain of unsupervised learning. It is expressed as a nonlinear optimization 
problem of an objective function, solved by a numerical iterative scheme. Several other prominent fuzzy clustering 
algorithms are developed as modifications of the FCM algorithm intending to improve the accuracy by adapting it to 
the nature of specific datasets. Gustafson-Kessel algorithm (GK), Gath-Geva algorithm (GG) and kernel-based 
fuzzy clustering (KFCM) are some highly reputable algorithms developed as variations of the FCM and we shall 
make extensive use of them while applying the heterogeneous clustering ensemble model. Although these 
algorithms do have a myriad of successful applications, each of them has its stability drawbacks related to several 
factors including the shape, size and density of clusters, the presence of noise or outliers and the choices about the 
algorithm’s parameters and cluster center initialization. In certain situations the generated clusters may be unrealistic 
and the quality of the whole study may be compromised2,3 .  
The central idea of fuzzy cluster ensemble approach is the application of the clustering procedures on the data 
several times (instead of just once), and later combining the results into a single final partition. This technique aims 
to improve the accuracy and to provide stability in the fuzzy cluster analysis procedures4,6,7 . In this context we are 
focused vastly on improving the stability, assuming that we can tolerate the higher computational complexity this 
method has compared to applying just one of the mentioned specific fuzzy clustering algorithms. 
2. An overview of the fuzzy clustering algorithms employed in our model 
In this section we are going to briefly describe the fuzzy clustering algorithms which will be employed in our 
heterogeneous ensemble model, which are: fuzzy c-means algorithm, Gustafson-Kessel algorithm (GK), Gath-Geva 
algorithm (GG) and kernel-based fuzzy clustering (KFCM).  
2.1. Fuzzy c-means algorithm (FCM) 
This method was developed by Dunn and improved by Bezdek and is one the most widely-used unsupervised 
learning algorithms. The algorithm is essentially a data-driven procedure, as no prior information (like labels of 
some data) are provided. FCM works as an iteration scheme, aiming to achieve a nonlinear optimization of an 
objective function defined as5 : 
ܬ ൌ σ σ ߤ௜௝
ఝ݀ଶ൫ݔ௜ǡ ܿ௝൯௖௝ୀଵ௡௜ୀଵ
Here ݊ represents the number of instances in the data set, c represents the number of the clusters, ୨is the center 
(prototype) of the j-th cluster,  ୧the -th element, Ɋ୧୨the membership of the ୧element in the ୨ cluster, ሺ୧ǡ ୨ሻthe 
distance from ୧to ୨ according to a certain distance metric and ɔthe fuzzy exponent which varies in ሾͳǡሻ. The 
algorithm takes as parameters the number of the clusters (c), the fuzzy exponent ĳ (such that ĳ > 1) and the scale of 
toleranceɂ. There are several possible choices for the distance metrics like the Euclidean distance, the Manhattan 
distance, the Minkowski distance, the maximum distance etc. In the experimental results section, we will specify 
also our choices about the fundamental parameters of the algorithm. The FCM algorithm is briefly described by the 
given pseudo-code5,6: 
 
1. Initialize (typically randomly) the centers of the clusters. 
2. Initialize the ଴ partition matrix (assigning 0 to all its entries) 
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3. Initialize݇ ൌ ͳ (iteration counter) 
4. Compute the distance of each instance from each cluster center according to chosen distance metrics.  
5. Update entries of the partition matrix ୩ ൌ ሾɊ୧୨ሿ, according toɊ୧୨=
ୢ౟ౠ
ష మಞషభ
σ ୢ౟ౡ
ష మಞషభౙ
ౡసభ
 
6. Update the centers of the clusters according to ୧ ൌ
σ ஜ౟ౠ
ಞଡ଼ౠ
౤
ౠసభ
σ ஜ౟ౠ
ಞ౤
ౠసభ
 
7. k = k+1 (increment the iteration counter) 
8. Ifԡ୩ିଵ െ ୩ିଶԡ ൐ ߝcontinue to step 4. 
9. END. 
The fuzzy c-means algorithm is generally efficient and has a decent accuracy when the dataset is characterized by 
hyper-spherical shapes of roughly equal size, but its accuracy is significantly deteriorated when the datasets contain 
clusters of various shapes, sizes or densities. Also this algorithm is sensitive to the presence of noise and outliers. 
2.2. Gustafson-Kessel (GK) algorithm 
Gustafson-Kessel algorithm was developed as an extension of the FCM algorithm method employing an adaptive 
distance norm in order to make possible the detection of clusters of various shapes (but roughly same sizes) within 
the same dataset. The objective function and the parameters of GK algorithm are the same as FCM algorithm, so the 
essential change is in the way the distance is evaluated5,6 : 
݀ଶ൫ݔ௝ǡ ܿ௜൯ ൌ ൫ݔ௝ െ ܿ௜൯
்
௜ܸ൫ݔ௝ െ ܿ௜൯
The algorithm is briefly described by the given pseudo-code: 
1. Initialize (typically randomly) the centers of the clusters. 
2. Initialize the଴partition matrix (assigning 0 to all its entries) 
3. Initialize ݇ ൌ ͳ (iteration counter) 
4. Evaluate the covariance matrix:   	୧ ൌ
σ σ ஜ౟ౠ
ಞ൫୶౟ିୡౠ൯൫୶౟ିୡౠ൯
౐౤
ౠసభ
ౡ
౟సభ
σ σ ஜ౟ౠ
ಞ౤
ౠసభ
ౡ
౟సభ
 
5. Evaluate the new distances: ଶ൫୨ǡ ୧൯ ൌ ൫୨ െ ୧൯
୘
୧൫୨ െ ୧൯ , where୧ ൌ ȁ	୧ȁଵȀ୮	୧ିଵ 
6. Update the partition matrix୬୰ ൌ ሾɊ୧୨ሿ, according to: Ɋ୧୨=
ቀୢ൫୶ౠǡୡ౟൯ቁ
ష మಞషభ
σ ቀୢ൫୶ౠǡୡ౪൯ቁ
ష మಞషభౡ
౪సభ
 
7. Update the centers of the clusters according to:୧ ൌ
σ ஜ౟ౠ
ಞଡ଼ౠ
౤
ౠసభ
σ ஜ౟ౠ
ಞ౤
ౠసభ
 
8. k = k+1 (increment the iteration counter) 
9. Ifԡ୩ିଵ െ ୩ିଶԡ ൐ ߝcontinue to step 4. 
10. END. 
2.3. Gath-Geva (GG) algorithm 
Gath-Geva algorithm was developed as an extension of the GK algorithm aiming at the detection of clusters of 
not only various shapes, but also various sizes and densities. The pseudocode is very similar to GK algorithm with 
the main difference consisting in the way the distance metric is evaluated5: 
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݀ଶ൫ݔ௝ǡ ܿ௜൯ ൌ ሺͳȀ݌௜ሻሺʹߨሻ௡Ȁଶඥȁܨ௜ȁ݁൫௫ೕି௖೔൯
೅
௏೔൫௫ೕି௖೔൯ , where݌௜ ൌ
ଵ
௡
σ ߤ௜௝௡௝ୀ௜
From the point of view of probability theory, the distance ݀ଶ൫ݔ௝ǡ ܿ௜൯ is inversely proportional to the probability that 
the element ݔ௝ will belong to the ܿ௜ cluster where the instances are assumed to belong to a normal distribution. In 
comparison to the Gustafson-Kessel algorithm we may point out the presence of an exponential term in the distance 
metrics which causes the distance to change much faster. The crucial advantage of Gath-Geva algorithm is the 
capability of distinguishing clusters of various densities and sizes. On the other hand this algorithm suffers the 
drawback of being highly sensitive to initialization (of cluster centers). 
2.4. Kernel based fuzzy c-means (KFCM) algorithm 
The central idea of the kernel-based fuzzy c-means algorithm is making use of a nonlinear mapping (known as 
the kernel function) from the feature space to a high dimensional kernel space. This nonlinear map enables the 
detection of complex structures (which cannot be linearly separated in the feature space), as in the kernel space they 
are transformed into simpler linearly separable structures.  The nonlinear map is denoted as: ߔǣ ݔ ՜ ߔሺݔሻ. The 
objective function that we aim to optimize is [6]: 
ܬ ൌ෍෍ߤ௜௝
ఝฮߔሺݔ௜ሻ െ ߔ൫ ௝ܿ൯ฮ
ଶ
௖
௝ୀଵ
௡
௜ୀଵ
Hereฮߔሺݔ௜ሻ െ ߔ൫ ௝ܿ൯ฮ
ଶ
ൌ ܭሺݔ௜ǡ ݔ௜ሻ ൅ ܭ൫ ௝ܿǡ ௝ܿ൯ െ ʹܭሺݔ௜ǡ ܿ௝ሻ where ܭሺݔǡ ݕሻ is an inner product kernel. In our 
experimental research we have utilized the Gaussian kernel function, i.e. ܭ൫ݔ௜ǡ ݔ௝൯ ൌ ݁
ି
ቛೣ೔షೣೕቛ
మ
మ഑మ  where the 
parameterߪ is some positive real value, so ܭሺݔǡ ݔሻ ൌ ͳ.Consequently the objective function is equivalent to: 
ܬ ൌ ʹ෍෍ߤ௜௝
ఝሺͳ െ ܭሺݔ௜ǡ ܿ௝ሻሻ
௖
௝ୀଵ
௡
௜ୀଵ
The algorithm is briefly described by the given pseudo-code: 
1. Initialize (typically randomly) the centers of the clusters. 
2. Initialize the ଴ partition matrix (assigning 0 to all its entries) 
3. Initialize ݇ ൌ ͳ (iteration counter) 
4. Update the partition matrix୬୰ ൌ ሾɊ୧୨ሿ, according to: Ɋ୧୨ ൌ
ሺଵȀሺଵି୏ሺ୶ౠǡୡ౟ሻሻሻభȀሺಞషభሻ
σ ሺଵȀሺଵି୏ሺ୶ౠǡୡ౪ሻሻሻభȀሺಞషభሻౡ౪సభ
 
5. Update the centers of the clusters according to: ୧ ൌ
σ ஜ౟ౠ
ಞ୏ሺ୶ౠǡୡ౟ሻ୶ౠ
౤
ౠసభ
σ ஜ౟ౠ
ಞ୏ሺ୶ౠǡୡ౟ሻ౤ౠసభ
 
6. k = k+1 (increment the iteration counter) 
7. Ifԡ୩ିଵ െ ୩ିଶԡ ൐ ߝcontinue to step 4. 
8. END. 
3. Strategies for constructing fuzzy cluster ensemble models 
There are several options that may be selected while constructing a fuzzy cluster ensemble. Firstly there are several 
possibilities about the clustering algorithm(s) that will be employed to generate the partitions1,3,7,8 :   
x The same clustering algorithm may be applied several times with different initializations (of the cluster centers) 
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x The same clustering algorithm may be applied several times changing one or a few parameters of the algorithm 
(i.e. the fuzzy exponent, the distance metric etc.) 
x The same clustering algorithm may be applied several times with different subsets of features being employed in 
the clustering procedure.  
x Different clustering algorithms may be applied (this technique is referred to as heterogeneous clustering) 
x The same of a few different clustering algorithms may be applied on different subsets of instances of the entire 
data set(this is commonly referred as distributed clustering) 
 
Also other cluster ensemble models may be constructed intertwining two or more among the major techniques 
listed above7,9 . Our fuzzy cluster ensemble model (which will be explained in details in the next section) is 
constructed intertwining the first and fourth techniques. So we apply four different clustering algorithms (described 
in the previous section), several times each, using different random initializations.   
After the completion of the first phase of the fuzzy cluster ensemble, several different fuzzy partitions of the 
dataset will be generated. During the second phase these partitions will be fused together in order to get the final 
consensus partition, since the expected final result of a clustering procedure must certainly be a single partition. 
Even for the second phase there are several techniques that may be employed for maintaining the fusion, where 
some of the most frequently used are10,11 : 
x The re-labeling approach (commonly referred to as the direct approach) aims at setting up relationships between 
the clusters which are generated from different partitions in order to combine the data points placed in the 
corresponding clusters. 
x The graph-theoretic approaches rely on concepts of graph theory to fuse the generated partitions into a single 
concluding partition. Some of the most prominent graph theoretic approaches are: Hyper-graph Partitioning 
Algorithm (HGPA),Cluster-based Similarity Partitioning Algorithm (CSPA), Hybrid Bipartite Graph 
Formulation (HBGF) and Meta-clustering Algorithm (MCLA). 
x The pair-wise approach (commonly referred to as the co-association approach) employs a coincidence matrix 
between all pairs of instances. In the case of the classical clustering, the entries of these matrices would be 0 ore 1 
(depending on whether the pair of instances belong to the same cluster or not). In the case of fuzzy clustering the 
entries of the coincidence matrices are real values between 0 and 1 which will be evaluated making use of t-
norms.  Later these matrices are combined to produce the final clustering. 
Our fuzzy cluster ensemble model employs the pair-wise approach to construct the coincidence matrices for each 
partition. Finally the consensus clustering will be constructed based on the entries of the coincidence matrices. 
Again there are several options that can be selected to accomplish this stage10,12 : 
x A threshold value is assigned, according to which the values of the incidence matrix will be modified. So the 
values greater than or equal to the threshold are set to 1 and the values smaller than the threshold are set to 0. The 
final consensus partition is generated directly from the new entries of the incidence matrix. 
x The entries of the incidence matrix may be considered as similarity values and a (fuzzy) clustering algorithm may 
be executed on them to construct the final consensus partition.  
4. The implemented heterogeneous cluster ensemble 
In this section we will describe the heterogeneous model that we have implemented and evaluated 
experimentally. As we have already mentioned, a cluster ensemble model is heterogeneous if the partitions in the 
first stage are obtained applying different clustering algorithms. In our model we have employed four fuzzy 
clustering algorithms, namely the fuzzy c-means algorithm (FCM), Gustafson-Kessel algorithm (GK), Gath-Geva 
algorithm (GG) and kernel-based fuzzy clustering (KFCM). The initial cluster centers will be randomly selected 
several times and for each initialization of the centers, all the mentioned algorithms are executed to generate several 
different partitions. The procedure of the random initialization for the centers will be repeated k times (where k is 
one of the parameters of our model). It is worth pointing out that the total number of generated partitions will be 4k 
since four fuzzy clustering algorithms are executed for each initialization.  In all cases the value of the fuzzy 
exponent that we have picked was ĳ = 2. The FCM algorithm is applied with the Euclidean distance metric and the 
kernel-based fuzzy c-means is applied with the Gaussian kernel function. In the next stage the collection of 
partitions that are generated, will be fused into the coincidence matrix. While evaluating the entries of the 
coincidence matrix, the product t-norm ܶሺݔǡ ݕሻ ൌ ݔݕ is employed. Finally the values of the incidence matrix are 
134   Erind Bedalli et al. /  Procedia Computer Science  102 ( 2016 )  129 – 136 
clustered again using the FCM algorithm to generate the consensus clustering. The entire model can be described by 
the following pseudocode: 
 
1. For ܿ ൌ Ͳ to  െ ͳ repeat steps I -V. 
I. Initialize randomly the centers of the clusters. 
II. The fuzzy c-means algorithm is applied on the dataset using the initialization of the step 2, 
generating the partition ସୡାଵ.  
III. The Gustafson-Kessel algorithm is applied on the dataset using the initialization of the step 2, 
generating the partition ସୡାଶ.  
IV. The Gath-Geva algorithm is applied on the dataset using the initialization of the step 2, generating 
the partition ସୡାଷ. 
V. The kernel-base fuzzy c-means algorithm is applied on the dataset using the initialization of the 
step 2, generating the partition ସୡାସ. 
2. For ܿ ൌ Ͳ to  െ ͳ 
For ݅ ൌ ͳ to . 
For ݆ ൌ ͳ to  
 Evaluate the respective entry in the coincidence matrix as: 
ሺୡሻ୧୨ ൌ σ ሺሺୡሻ୲୧ǡ ሺୡሻ୲୨ሻ୩୲ୀଵ . 
3. For ݅ ൌ ͳ to ݊. 
For ݆ ൌ ͳ to ݊ 
Evaluate the respective entry of the  כ matrix as:  ୧୨כ ൌ
ଵ
ସ୩
σ ሺ୲୧ǡ ୲୨ሻସ୩ିଵ୲ୀ଴   
4. Apply the fuzzy c-means algorithm on the rows of כ matrix to provide the final consensus clustering. 
5. END 
5. Experimental results
In order to estimate the accuracy of the heterogeneous cluster ensemble model that we constructed, several 
experimental procedures were carried out on a group of benchmark datasets and a couple of synthetic datasets. For 
each dataset we have applied firstly each of the fuzzy clustering algorithms separately and later the ensemble 
method several times varying the value of the parameter k of our model with values 4, 10, 15, 25. The datasets that 
we have been using in our experiments were five public datasets from the UCI machine learning repository [13], 
namely Glass, Wine, Breast Cancer Wisconsin (Diagnostic), Yeast, Vehicle Silhouettes and two synthetic data sets. 
We are giving some brief descriptions about these datasets: 
x The Glass data set contains values of samples of glass, with attributes representing chemical and optical 
properties of the instances. 
x The Wine data set contains the results of a chemical analysis of wines grown in the same region in Italy but 
derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of 
the three types of wines.  
x The Breast Cancer Wisconsin (Diagnostic) dataset contains features which are computed from a digitized image 
of a fine needle aspirate (FNA) of a breast mass. They describe characteristics of the cell nuclei present in the 
image. Among the numerical attributes are the radius, texture, perimeter, area, smoothness, compactness, 
concavity etc.  
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x The Yeast data-set contains information about proteins within yeast cells with the class attribute denoting the 
localization within the cell.  
x The Vehicle Silhouettes (by Statlog) dataset contains features of silhouettes of vehicle seen from many different 
angles. 
The main characteristics of the datasets are provided in the following table: 
Table 1. The main characteristics of the used datasets 
Dataset Number of attributes Number of instances 
Glass 9 214 
Wine 13 178 
BCW (D) 32 569 
Yeast 8 1484 
V.S. 18 846 
Synth1 9 250 
Synth2 12 320 
 
 For each data set we do not make use of the prior labeling information that may be available about, while 
applying the clustering procedures. Only after the final results are generated, we utilize the available labels to 
evaluate the accuracy of the clustering model. The following table summarizes the outcomes about the accuracy 
derived from our experimental studies: 
Table 2. Accuracy of the clustering models 
Dataset FCM GK GG KFCM 
Heterogeneous ensemble 
K=4 K=10 K=15 K=25 
Glass 0.673 0.661 0.625 0.688 0.682 0.696 0.708 0.707 
Wine 0.627 0.607 0.636 0.655 0.643 0.651 0.650 0.654 
BCW (D) 0.524 0.531 0.541 0.536 0.571 0.580 0.598 0.604 
Yeast 0.656 0.645 0.621 0.653 0.661 0.672 0.670 0.671 
V.S. 0.576 0.581 0.575 0.586 0.579 0.592 0.601 0.598 
Synth1 0.708 0.697 0.667 0.710 0.712 0.719 0.729 0.733 
Synth2 0.681 0.675 0.682 0.670 0.677 0.682 0.691 0.688 
6.  Conclusions 
In this study we have presented a heterogeneous cluster ensemble model in order to improve the stability of the 
fuzzy clustering procedures. Several fuzzy clustering algorithms are known in theory like the fuzzy c-means 
algorithm, Gustafson-Kessel algorithm, Gath-Geva algorithm, kernel-based fuzzy c-means algorithm etc. Even 
though these algorithms have been proven to be very successful in many scenarios, all of them occasionally exhibit 
the drawback of instability, which is related to specific factors concerning both the nature of the algorithm and the 
nature of the dataset.  The cluster ensemble approach intends to improve the stability of the clustering procedure, but 
it increases significantly the computational complexity. In our scenarios we are working under the assumption that 
we are particularly interested in the accuracy and we can tolerate a considerably higher computational complexity.  
Our heterogeneous cluster ensemble model consists of three main phases. During the first phase many partitions 
of the dataset are generated by multiple runs of fuzzy clustering algorithms. In the second phase the partitions are 
fused to create the coincidence matrix, making use of the product t-norm. . In the final phase fuzzy clustering 
algorithm is applied on the entries of the coincidence in order to construct the concluding consensus clustering.  
Experimental procedures conducted on seven datasets (including five datasets of the UCI repository and a couple 
of synthetic datasets) testified a better accuracy of the heterogeneous cluster ensemble model compared the 
applications of a single fuzzy clustering algorithm. 
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