Abstract. This paper focuses on analyzing extensive results generated from running diverse multi-robot patrolling algorithms with different configurations towards measuring the influence of the variables of the general problem. In order to do this, a statistical technique by the name of Analysis of Variance (ANOVA) is employed to compare the parameters and identify the ones which give raise to the total dispersion of the data set, at the same time accessing their contribution to the obtained results. It is shown that by applying such technique, it is possible to compute a data-related model for the Multi-Robot Patrolling Problem (MRPP).
Introduction
This work addresses cooperative multi-robot systems in area patrolling missions. In such tasks, agents must coordinately visit all regions of an area, at regular intervals, in order to protect or supervise them. Since it involves several variables, the multi-robot patrolling problem is highly complex and no optimal patrolling strategy has been proven to exist for all cases. In a recent work [1] , we implemented and compared five representative strategies to solve the problem using Stage/ROS simulator [2] . Aiming to promote transparent comparisons between all algorithms, it was necessary to test them in environments with different connectivity and teamsizes. Naturally, the combination of these factors produced a large set of results, which were only qualitatively discussed therein.
Related Work
During the last decade, several authors have proposed different algorithms for solving the MRPP, which mainly differ in terms of planning strategy, communication paradigm, coordination scheme, complexity, agent perception, decision-making and performance evaluation. Pioneer work on this field was presented in [3] and [4] , where very simple approaches with reactive and cognitive agents were proposed as well as a first evaluation criterion based on idleness. Following these works, more advanced approaches based on graph theory became also popular like [5] and [6] , which use graph partitioning to assign efficient patrol routes to different robots. Based on a similar idea, in [7] a technique to reduce the patrolling graph to multiple spanning trees, assigning a spanning tour around each tree was recently presented. In contrast, many authors have proposed new algorithms for multi-robot patrolling based on other concepts, like task allocation [8] , negotiation mechanisms [9] , swarm intelligence [10] , neural networks [11] or game theory [12] . For a more complete survey of multirobot patrolling strategies, the interested reader is referred to [13] .
On the other hand, ANOVA is a powerful statistical technique which enables the comparison between parameters of more than two populations [14] . From the analysis of the total dispersion present in a data set, it allows us to identify the source of the variations that led to that dispersion and evaluate the contribution of each factor, determining whether a significant relation exists between variables. The experiments presented in this work consider three factors (algorithm, teamsize and connectivity), thus the analysis of variance used to study their effects is called a three-way ANOVA.
ANOVA has been used as a tool in a wide range of scientific literature. For example, the relationships between group size and efficiency in robotic ant-like foraging tasks are studied in [15] . Different teams of robots were compared in 3 sets of experiments with different food distributions. To test the effect of group size, oneway ANOVAs were performed. Relationships between sets of experiments and group size were also inspected using two-way ANOVAs. Generally, it was concluded that group size has a significant effect on colony foraging efficiency. Results also show that in environments where robots are able to recruit other robots (call others to where the "food" is) the foraging efficiency significantly increases when compared to situations where robots cannot communicate.
Preliminaries
Every patrolling algorithm implicated in the results set, assume a topological environment, which is a common assumption in the MRPP [13] , and the decisionmaking process is related to the computation of paths in the navigation graph so that robots effectively patrol a given environment, visiting all vertices of the graph. Since they are governed by different patrolling rules, it is necessary to define an evaluation metric to compare the performance of these algorithms. In this work the average graph idleness Idl G is used, defined as the average idle time of all vertices of the graph G during the multi-robot patrolling mission [1] . Results are therefore expressed by Idl G in seconds. The lower the Idl G , the better the performance is.
The dataset considered is the result of the extensive simulation process described in [1] . Note that these simulations are fairly realistic, given that a community recognized robotic framework was used (ROS [17] ), considering the robot's dynamics; and results are based on the actual time instead of simulation iterations, unlike previous works.
Five state-of-the art patrolling algorithms were implemented, namely: Conscientious Reactive (CR) [3] , Heuristic Conscientious Reactive (HCR) [4] , Heuristic Pathfinder Conscientious Cognitive (HPCC) [4] , Cyclic Algorithm for Generic Graphs (CGG) [5] and Generalized MSP Algorithm (MSP) [5] . These algorithms were combined with six different teamsizes: 1, 2, 4, 6, 8 and 12; and three environments with different connectivity properties: low connectivity (A), medium connectivity (B) and high connectivity (C). All trials were repeated three times. Tables 1, 2 and 3 present a summary of the performance results obtained in the experiments. In the next section three-way ANOVA is applied to quantitatively measure the influence of the parameters tested in the experiments.
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Applying ANOVA to the Dataset
The purpose of this analysis is to access the influence of three important parameters in the results: patrolling algorithm or strategy, teamsize and environment connectivity. Linear models are considered, assuming that the probability distribution of the response is normal, mutually independent and homoscedastic (i.e., the variance of the data inside the groups is equivalent). In the general case, the ANOVA fundamental test, which makes use of the F-statistics distribution usually with 95% of confidence bounds, verifies the significance of the factors by checking the group's variable effect (α i ) [14] : 
where H 0 is the null hypothesis and H 1 is the alternative hypothesis. If the probability of the null hypothesis is near 0, a main effect is present due to the associated factor, meaning that the result is statistically significant. Arbitrarily high n-way ANOVA divides the total variation, given by the deviation of all observations from the global mean, into variations given by different factors and residual variation (or error). Also, if the model has a non-additive effect, variations given by the interaction of factors are also considered. These variations are calculated through sums of squares. In this work, a model with first-order interaction effects between pairs of factors was adopted. This model explains 99.75% of the variation of the results. The ANOVA table, presented in Figure 1 , illustrates the model used. The only factor that has no relevant significance is the algorithm-teamsize interaction. In this case, the null hypothesis is accepted: In fact, this is expectable as seen on the Idl G values of each of the tables, which do not differ much when each of the associated columns are compared as a whole. The significance of the factor algorithm is also reduced; however, the null hypothesis cannot be accepted in this case. Idl G values vary deeply when teamsize changes which is the factor with more significance in the MRPP. After teamsize, the most significant factor is the connectivity of the environment as expected. Additionally, the interaction of these two factors is the most significant interaction. Figure 2 presents the approximately additive effect of interaction teamsize-algorithm and the non-additive effect of the interaction teamsize-connectivity is presented in Figure 3 .
Fig. 2.
The factors algorithm and teamsize present an approximate additive effect, which is clear by the near parallel curves. In this chart, the environment used was map A. A more complete model could eventually be obtained by considering secondorder interaction of the three factors. However, this interaction is only responsible for the remaining 0.25% variation of the results and, therefore, it is ignored.
Extracting a Data-Related Model
As seen before, the ANOVA table in Figure 1 shows that the interaction between algorithm and teamsize has no relevant significance, which is an important property associated to the results obtained. Therefore we can build a simplified model which does not consider that interaction (as well as second-order interactions), accounting for 99.55% of the variation of the results. To describe such situations, the general expression of the model is [16] :
with the following restrictions: 
µ represents a global parameter, while the effects of algorithm, teamsize and connectivity are described by α i , β j and γ k respectively. δ jk represents the effect of the teamsize-connectivity interaction and ε ik describes the effect of the algorithm-connectivity interaction. E ijk is the error and E ijk ~ N (0,σ 2 ). The parameters of the model can be estimated efficiently via the least squares methods. Thus, we obtain: Having all data available, it is now possible to compute the parameters of the model using (6) . Due to space limitations, the numerical results obtained are omitted. The model's parameters help us to understand the values of each x ijk , clarifying the sources of variability and identifying the main factors that explain the results obtained.
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Conclusions and Future Work
In this work, an extensive quantitative analysis of results obtained using multi-robot patrolling strategies with different teamsizes and environments was described. Analysis of Variance (ANOVA) was used to understand the significance of the different factors involved in the problem and a data-related model was calculated to explain the results. The results presented were somehow unforeseen, given that the patrolling algorithms proved to be much less significant as a factor than teamsize and connectivity of the environment, which represents an important conclusion to this field. Therefore, future work should focus mostly on approaches that ensure scalability and are appropriate, or perhaps can adapt, to all kinds of environment.
