In vitro cell imaging is a useful exploratory tool for cell behavior monitoring with a wide range of applications in cell biology and pharmacology. Combined with appropriate image analysis techniques, this approach has been shown to provide useful information on the detection and dynamic analysis of cell events. In this context, numerous efforts have been focused on cell migration analysis. In contrast, the cell division process has been the subject of fewer investigations. The present work focuses on this latter aspect and shows that, in complement to cell migration data, interesting information related to cell division can be extracted from phasecontrast time-lapse image series, in particular cell division duration, which is not provided by standard cell assays using endpoint analyses. We illustrate our approach by analyzing the effects induced by two sigma-1 receptor ligands (haloperidol and 4-IBP) on the behavior of two glioma cell lines using two in vitro cell models, i.e., the low-density individual cell model and the highdensity scratch wound model. This illustration also shows that the data provided by our approach are suggestive as to the mechanism of action of compounds, and are thus capable of informing the appropriate selection of further time-consuming and more expensive biological evaluations required to elucidate a mechanism.
Introduction
In vitro cell observations have been extensively used for many years in a wide range of applications, including cell migration analysis and drug testing [1] [2] [3] . With their high quantum efficiency, low-noise characteristics, and ease of use, imaging systems for digital micrography have revolutionized the study of the dynamic events of cell biology. In the oncology context, the main advantages of this approach are to allow fast observation and qualification of the effects of anti-cancer compounds on cell behavior, in particular cell migration and cell division, two key processes involved in the development of malignancies. Cell migration processes have been the subject of numerous efforts on cell behavior monitoring carried out at different levels of complexity and biological realism by means of imaging technologies and image-based analyses [1, 4] . Compared to cell migration, aspects of the process of cell division have been less investigated. This could be due to the fact that the detection and the dynamic analysis of less frequent cellular events such as cell division require the handling of considerably larger amounts of image data acquired during experiments lasting over several days. However, the computer resources available today enable long-term timelapse cell imaging, covering multiple cell cycles [5] .
Unfortunately, dynamic imaging data are often difficult to interpret solely through visual inspection, and this constitutes a substantial bottleneck in the evaluation process. Therefore, specialized image processing methods for object detection, motion estimation, quantification, and validation are required to transform the vast amounts of unstructured image data into quantitative information for cell behavior analysis. This motivates the development of automated image analysis tools for large-scale experiments, enabling screening applications in cell biology and pharmacology.
In the context of long-term time-lapse imaging, the present study focuses on phase-contrast microscopy, a relatively inexpensive tool that avoids various drawbacks associated with fluorescent microscopy. These disadvantages include the numerous fluorescent excitations that are required for image acquisition and invariably cause photobleaching and/or photodamage to living cells, as well as limitations due to marker fading and problematic marker transfer during cell division. In the present study, we show that the combination of phase-contrast time-lapse videomicroscopy with appropriate image analysis methods constitutes an efficient tool for the broadest screening of both cell migration and division behaviors and their possible variations under drug exposure or other experimental manipulations. More specifically, we were able to extract information related to cell division duration that is not available from standard cell assays using endpoint analyses.
As we previously discussed, distinguishing between the contributions of cell migration and cell proliferation in druginduced effects in vitro requires appropriate cell models and correct interpretation of the extracted measurements [3] . Thus, in order to illustrate our methodology, we used two different in vitro cell models with which we characterized the effects induced on two glioma cell lines by 4-IBP and haloperidol, two different ligands that bind to the sigma-1 receptor [6] . While these compounds are known as anti-psychotic drugs, their potential anti-cancer properties were also suggested in the literature [7] [8] [9] . Our approach enabled us to confirm this potential and to suggest possible mechanisms of action of these drugs.
Materials and methods

Cell lines and compounds
Two human cancer cell lines: U373-MG glioblastoma (HTB-17) and T98G glioblastoma (CRL-1690) were obtained from the American Type Culture Collection (ATCC, Manassas, VA) and were thereafter maintained in vitro in accordance with ATCC recommendations. Cells were cultured in minimal essential medium (MEM; GibcoBRL/Life Technologies/Invitrogen, Merelbeke, Belgium), to which 5% fetal calf serum (FCS; GibcoBRL) was added, and the media were supplemented with a mixture of 0.6 mg/ml glutamine (GibcoBRL), 200 IU/ml penicillin (GibcoBRL), 200 IU/ml streptomycin (GibcoBRL), and 0.1 mg/ml gentamicin (GibcoBRL). The FCS was heatinactivated for 1 h at 56°C. All cells were incubated in a 5% CO 2 atmosphere at 37°C in sealed (air-tight) Falcon plastic dishes (Nunc/Invitrogen SA, Merelbeke, Belgium).
4-IBP (4-(N-benzylpiperidin-4-yl)-4-iodobenzamide) and haloperidol hydrochloride were obtained from Tocris Bioscience (Bristol, United Kingdom). The haloperidol concentration mentioned in our experiments only relates to the active ingredient (i.e., haloperidol without the hydrochloride excipient).
MTT assay for cell growth rate analysis As a standard reference for further analyses carried out by means of time-lapse cell monitoring (see below), the influence of 4-IBP and haloperidol on the overall growth rates of the two human cancer cell lines under study was determined by means of the standard colorimetric MTT assay, as previously described [10] . We used a relatively low cell density (20,000 cells/ml culture medium in 96-microwell plates) to better parallel the information extracted by time-lapse imaging of low-density cell cultures (see below). Each experiment was conducted in a minimum of 12 replicates. The tumor cells were incubated in the absence (control) or the presence of 10 µM 4-IBP or 5 µM haloperidol, for 1, 2, 3, or 6 days before the overall growth rates were determined. These drug concentrations were chosen on the basis of previous screening using time-lapse imaging (see below) in order to avoid cell toxicity (i.e., cell death), a prerequisite for subsequent analyses of drug-induced effects on cell proliferation and cell migration.
Low-density individual cell models and high-density scratch wound models
In the individual cell models, the U373 and T98G glioblastoma cells were seeded at 10 5 cells in 25 cm 2 culture flasks and 7 ml of culture media. After one wash with PBS, the cells were cultured in culture medium with or without 10 µM of 4-IBP or 5 µM of haloperidol.
In the scratch wound model, the U373 and T98G glioblastoma cells were grown to confluence in 25 cm 2 culture flasks. In each flask, a scratch wound was carried out by creating a linear cell-free region using a pipette tip [10] . To eliminate cell debris, the cultures were washed twice with PBS before their incubation in culture medium with or without 10 µM of 4-IBP or 5 µM of haloperidol. In each model, compound-mediated effects on cell behavior were monitored in the absence or presence of drugs through timelapse phase-contrast imaging using a 10:1 and a 5:1 magnification ratio for the individual cell models and the scratch wound models, respectively (see below).
Time-lapse phase-contrast imaging
We developed and implemented specialized software packages on computers connected to phase-contrast videomicroscopy systems placed in 37°C-heated incubators. The images were acquired and stored as previously described [10, 11] . Briefly, images were obtained under a phase-contrast microscope (Olympus, Aartselaan, Belgium; model IX50, with a 10:1 or 5:1 magnification ratio) with a CCD video camera (model KP-M1E/K-S10, Hitachi Denshi, Tokyo, Japan) coupled to an acquisition board (32-bit Matrix Vision PC-GRAB-GI frame grabber). The dimensions of the images were 700 × 500 pixels 2 discretized into 256 grayscale values (8 bits per pixel) with a pixel size of about 1 µm at a 10:1 magnification ratio. Some experiments were acquired using a digital 3.0M-PIXEL-USB2.0 camera (model CG-032, Sharp Vision, Guangzhou, China) driven by in-house-developed time-lapse software (written in Python language with the videocapture library). For this setup, the resolution used was 1024 × 768 pixels 2 discretized into 256 grayscale values (8 bits per pixel) resulting in a pixel size of about 0.63 µm at a 10:1 magnification ratio. An image was acquired every 4 min over a period of several hours (48 or 72 h). As detailed below, the resulting image sequences were then analyzed through specialized image analysis methods in order to quantify compoundmediated effects on cell motility-and cell division-related features. In addition, as illustrated by the provided supplementary materials, movies were generated from these sequences to enable a rapid viewing of the cell behavior for the duration of the experiments, also enabling the control of drug cytotoxicity.
Analysis of individual cell behavior
The monitoring of cells in sparse conditions (i.e., low-density cultures) enables individual cell behaviors to be characterized. Two approaches were investigated in the analysis of low-density cell models: (i) the cell tracking approach, which aims to establish cell trajectories, and (ii) the cell division detection approach, which aims to establish all occurrences of cell divisions with their durations.
The cell tracking approach
As we showed previously [10] [11] , unmarked cells observed in vitro under phase-contrast microscopy can be efficiently and automatically tracked, enabling the individual cell trajectories to be reconstituted and characterized by different measurements. If the cell tracking is done in the backward direction with respect to time (i.e., from the last to the first frame of the image sequence), a cell division event corresponds to the fusion of two "backward" cell trajectories [11] . However, as detailed in the discussion, this indirect approach, which uses cell trajectory merging for detecting cell division, suffers from several drawbacks, leading to non-detection of division events. This is why in the present study we restricted the use of our cell tracking algorithm to the establishment of individual cell trajectories and the characterization of cell motility behavior by means of quantitative features as previously described [11] [12] . More specifically, we used the MRDO (maximum relative distance from the origin) feature, which refers to the greatest linear distance between the initial and all the subsequent positions of a tracked cell. This distance is normalized with regards to the cell observation time. This feature was chosen for its robustness and its interpretation in terms of cell movement magnitude [11] . As described below, we completed individual cell behavior characterization with a relatively simple and direct approach for the detection of cell division events, which avoided certain problems 
The cell division approach
The detection of specific events such as cell divisions can be considered as a low-level shape recognition problem. The human operator is able to detect the cells undergoing division on a still image due to the characteristic roundness and brightness of the dividing cells (Fig. 1A) . Based on this observation, we developed a custom division detector capable of identifying cells undergoing division without resorting to cell tracking. As detailed below, this detector method is based on an automatic event detection completed by an interactive (manual) validation/correction procedure. The automatic event detection is accomplished in two steps. While the first stage identifies the candidate dividing cells on each frame by threshold-based segmentation, the second stage chains the candidates from one frame to the next in order to establish the cell divisions in time. To validate the automatic cell division detection, we also developed an interactive computer tool providing cell counts on selected images by simply clicking on cells with the computer mouse.
Cell division detection. As mentioned above, the object of interest (cell division) exhibits a very bright pattern with respect to the other "normal" cells (Fig. 1A) . A simple image threshold is thus used to isolate only the brightest pixels present in a typical acquired image. In order to increase robustness regarding the acquisition parameters (such as light, contrast, etc.) we used an adaptive segmentation method based on a percentile of the grayscale value distribution. Since the active areas (i.e., the bright halos corresponding to division candidates) concern only a small fraction of the entire image surface, we used a threshold value, Th, that retains 2% of the highest grayscale values observed in the frame. In fact, our images present grayscale value histograms that exhibit a thin distribution in the highest values (data not shown). Consequently, a wide range of high threshold values provides very similar segmentation results. After this thresholding, all pixels with a grayscale value higher than Th are labeled into objects. However, only the objects larger than a surface threshold, Sth, are selected (experimentally Sth was set to 500 pixels 2 , which corresponds to a dividing cell area with a typical diameter of 25 pixels in our 700 × 500 images). Consequently, only sufficiently large and bright image areas are considered as cell division candidates. This filter eliminates the halo areas that are usually present around a non-dividing cell in contrast-phase imaging. Cell division candidate linkage. As a cell division appears in a number of consecutive frames (depending of the cell division duration, see Fig. 1A and supplementary materials), this step aims to correctly link the cell division candidates detected in a series of frames. As a cell undergoing division remains in a close space neighborhood, the inter-frame linkage is performed using a distance measure based on both frame number t (i.e., time) and the centroid position of candidate i, labeled
locates candidate i detected in frame t 1 and C j (t 2 ) locates candidate j detected in frame t 2 , the square distance between them is computed as follows:
where w is the sensitivity to the time difference during the candidate linkage. A low w value diminishes the influence of the (t 2 − t 1 ) factor in distance D and thus allows the linking of co-localized candidates even if the cell division candidate is lost (i.e., not detected) during a series of frames. At the other extreme, a high w value imposes that the candidates have to be close in position and time to be linked. A typical w value of 0.2 was chosen (observed as not critical in our experiments).
The linkage process is carried out from the first to the last frame, maintaining a list of candidate events that is updated at each step. The event list is initialized with the position and time of all the detected candidates in frame 1 (i.e., C i (1)). In each subsequent frame (t + 1), each detected candidate, C k (t + 1), is compared to all the event positions included in the list using Eq. (1). The smallest square distance is identified; if it is smaller than a certain threshold, Dth, (set to 1000 in our experiments), the position of the corresponding nearest event is updated with C k (t + 1) and the resulting link is memorized. If it is not the case, i.e., all the distances are higher than Dth, C k (t + 1) is appended to the event list as a new event (i.e., the beginning of a new cell division). At the end of the sequence analysis, all events are linked into different cell divisions, making available the number of cell divisions as well as their durations. Automatic invalidation. This stage enables the automatic suppression of (i) too short divisions (i.e., lasting less than 24 min or six frames) and (ii) the divisions still in progress at the end of the sequence (i.e., detected in the last frame), and thus for which the division duration could not be correctly evaluated.
Interactive validation. As detailed in the Results section, the various experiments analyzed provided us the following observations. While few cell divisions were missed (essentially for cells located near the image borders), we observed a number of (i) false detections (e.g., when non-dividing cells present very large and bright halos in consecutive frames, especially under a treatment that affects cell division), and (ii) erroneous links between two division events occurring in close proximity (see Results). To improve the result accuracy, we added an interactive step that allows the user to manually delete a part of the sequence (or the complete sequence) of linked events corresponding to a division candidate. For each candidate, a graphical user interface displays a sequence of thumbnails centered on the cell (Fig. 1A ), and the user is then asked to remove the part of the sequence that is out of a cell division, thus improving the identification of the actual beginning and end of a cell division. This very fast validation step is particularly useful for enhancing the computation of the cell division durations. This information is rarely available from standard biological assays. This is why we favored the extraction of this kind of information in our experiments by suppressing the false detections as well as cell division events that were not completely detected (e.g., due to dividing cells entering, leaving, or located on the borders of the observed microscopic field). The validated sequence is added to the automatically extracted event information for further comparative analyses.
Analysis of the cell recolonization process
The scratch wound model enables cell behavior to be monitored in terms of wound recolonization [10] . This process involves both cell migration and cell growth, and this latter process relates to cell proliferation and eventually cell death (e.g., in the case of cytotoxic treatments). The typical information that can be extracted from the time-lapse imaging of a scratch wound experiment is the net increase in the total area covered by the cells and its evolution in time (i.e., the speed of recolonization of the scratch area). As illustrated in Fig. 2A , the cell-free area appears as a relatively uniform surface without object borders. As detailed below, we developed two approaches aiming to segment this cell-free part (background) from the surface covered by the cells (objects). This segmentation identifies the wound borders from which the progression can be monitored in time and characterized by means of different measures of interest, such as the percentage of areas recolonized by the cells and the rate of advance of the wound edge [3] . As previously discussed [3] , these usual measurements are often erroneously employed to quantify only cell migration, whereas recolonization involves both cell migration and cell growth. The respective influences of these two processes are difficult to quantify on the scratch wound model. In the present study we used this model to analyze the combined influences of cell migration and cell growth; each process was previously evaluated by means of appropriate tests (e.g., MTT or cell division detection) on the one hand, and cell tracking in low-density models on the other (keeping in mind that the culture conditions were not the same).
In the present study, the area progressively filled by the cells was identified through two different methods of automatic image segmentation. The first method was based on a simple gradient thresholding, and the second method was based on the marked watershed transform. These two methods require the user to identify the initial scratch location in the first frame of each sequence (at time t 0 ) by manually clicking on the four corners of the visible scratch area, whereas this initialization can be easily avoided in the case of the second method (see below). The rest of the sequence analysis is carried out automatically.
Gradient thresholding-based segmentation method
A quadrilateral mask is constructed from the four points identified by the user in the first frame of each experiment. This mask identifies the initial wound surface taken into account for the analysis of the subsequent frames. In these frames, the surface uncovered by cells is evaluated by simply identifying the part of the image with few borders (i.e., presenting high spatial frequencies), which exhibits a smooth and continuous pattern constituted of intermediate grayscale pixels. In contrast, the regions occupied by cells show complex patterns constituted of bright as well as dark pixels (see Fig. 2A ). This observation led us to use a simple border detection algorithm based on a soft (rank-based) morphological gradient filter.
Soft morphological gradient. For each pixel of the current image, the grayscale distribution is determined in a neighborhood with an arbitrary radius of six pixels (chosen with respect to the observed object size). The soft morphological gradient value of each pixel is computed by subtracting the 20% percentile from the 80% percentile of this distribution, instead of the difference between the maximum and minimum values usually computed in the standard morphological gradient. This makes the gradient value insensitive to outlier grayscale values (possibly due to noise). Fig. 2B illustrates the gradient image computed on Fig. 2A , in which bright and dark pixels indicate high and low gradient values, respectively. The resulting gradient values thus are high for pixels close to the cell borders and low inside regions without borders, i.e., inside cells and, more interestingly, inside the cell-free area (Fig. 2B) .
Gradient threshold. The cell-free background is then identified by selecting the pixels with low gradient values using a threshold, Th b , which is experimentally set to 3. This means that if the maximum grayscale dynamic observed in a pixel neighborhood is lower than 3 levels, the central pixel of the neighborhood is considered as background.
This simple method has to be considered as naive because some common artifacts (e.g., due to illumination imperfections) give rise to biased results. Indeed, due to non-linearity in the acquisition chain, a variation in light intensity (also referred to as "vignette") induces variations in grayscale dynamics inside an object that depend on the object location inside the observed field. Consequently, the method based on a simple gradient threshold is sensitive to light intensity variations occurring in locations close to the scratch borders (see Results). To overcome this problem and make the background detection more robust to acquisition imperfections (i.e., independent of the chosen parameters such as threshold value), we developed a second and more sophisticated approach that involves the watershed transform.
Watershed-based segmentation method
One main characteristic of the watershed transform is the identification of saddle points in a gradient image starting from local minima. In the present case, the gradient minima correspond to either cell centers or uncovered background, and the saddle points (or borders) correspond to the edges of the cells present in the image (see Fig. 2B ). As illustrated in the results, the advantage of the watershed transform is its robustness with respect to variations in the gradient slope values, thus enabling reproducible identification of borders even after illumination changes (e.g., vignetting).
From the quadrilateral mask identified by the user, a central straight line is computed by averaging the vertical position of both wound edges (see Fig. 2A ). For each frame of the sequence, the scratch area uncovered by cells is evaluated using a marked watershed transform based on the soft morphological gradient detailed above (Fig. 2B) . The different processing steps are illustrated in Figs. 2C-F. Marked watershed transform. The watershed transform is a powerful method of image partitioning between regions of interest (e.g., the cells from background) by exploiting the borders present in the image to generate closed contours [13] . However, this approach is highly sensitive to the presence of small variations in the images (often the case in phase-contrast imaging) and usually results in image oversegmentation. One standard way to overcome this drawback is to use markers to identify image areas belonging to the different image regions that require segmentation [14] . In view of the gradient image property reported above, we used as markers the pixels corresponding to the local minima of the gradient image. Local minima are identified with a certain tolerance, i.e., a pixel is considered as a minimum if its grayscale value is close (to a certain extent) to the minimal value present in its neighborhood. Fig. 2C identifies (in dark pixels) the local minima present in the gradient image, which were subsequently used as markers for the watershed transform. Figs. 2D-E illustrate the result of the marked watershed transform and show that the parts of the image covered by the cell culture are fragmented into many smaller "basins" (corresponding to the cells). In contrast, the central cell-free part is covered by a few large basins that cross the central line of the wound (Fig. 2D) . The basins presenting sufficiently large areas (i.e., greater than a threshold, Th w ) identify the uncovered scratch region (background). In our images, the basins corresponding to cells usually measure about a hundred pixels 2 . We therefore fixed Th w to 1000 to select the basins belonging to the background only (see the hatched part in Fig. 2E ). Analysis of an image sequence illustrated in Fig. 2F reveals the wound edge progression by showing the different consecutively determined wound areas; the central hatched area identifies the part of the scratch remaining uncovered at the end of the sequence. It should be noted that variations in the values of the watershed method parameter values (such as the number of markers inside the cell-occupied area) may induce small variations in the watershed fragmentation of the cell areas without changing the resulting scratch area (data not shown). Finally, this method can be easily adapted to avoid the manual initialization step. This requires automatic identification in the first frame of the large basins located in the central part of the image. These basins define the initial scratch wound area from which the central line can be easily determined.
Recolonization measurements
In our experiments, we measured the recolonized scratch surface across the different frames of the image sequences by subtracting the cell-free surface measured in the current frame (at time t) from that measured in the first one (at time t 0 ). As the scratch wounds were manually created in confluent cell cultures, variations were observed between the initial scratch surfaces measured at time t 0 . This is why we divided all the measurements by the smallest scratch surface measured at t 0 across all the experiments under comparison. This means that the percentage of wound recolonization reached 100% when a surface equal to the smallest wound surface was recolonized by cells. All the image analysis methods described in this section were coded into Matlab (version 5.3 r11); soft gradient and watershed transform functions were coded in C language and compiled with the Matlab Mex function. The programs were run on a standard Pentium V PC.
Results
Standard evaluation of overall glioma cell growth by means of the MTT assay
A MTT cell assay was used to provide a standard reference for druginduced effects on cell growth and, more specifically, for the further measurements of cell proliferation provided by analyzing the time-lapse imaging of the individual cell models (see below). The results shown in Fig. 3A provide evidence that 4-IBP strongly reduced T98G and U373 cell growth as compared to control, with a peak effect reaching a mean of 70% of inhibition and occurring after 3 days for both cell types. In comparison, after 3 days, haloperidol only induced a mean of 23% and 24% cell growth inhibition for T98G and U373 cells, respectively. Cell growth inhibition may result in an increase in cell death (cytotoxic effects) and/or a decrease in cell proliferation (cytostatic effects). As detailed below, the time-lapse phase-contrast monitoring of cell cultures is able to provide more specific information on these cell growth-inhibition effects. Furthermore, this monitoring enables following the same cell culture from the beginning to the end of the experiment, whereas the MTT assay requires different cell cultures growing in different wells that are then stopped at the chosen time steps (without possibility of precise evaluation of the number of cells seeded at day 0 in each condition).
Analysis of glioma cell division and cell migration by phase-contrast monitoring of low-density cell cultures
Cell viability
The movies constructed on the image sequences taken on the lowdensity cell cultures enabled us to exclude drug-induced cytotoxic effects (i.e., stimulation of cell death) at the concentrations used. Fig. 3B shows images of U373 cells extracted from these images sequences. As detailed below, a simple cell counting carried out on images extracted from the different sequences provided us a direct control on the drug-induced effects on cell growth at different time steps in the same cell culture.
Specific analysis of cell division rate and duration
Global cell counts carried out on different images (i.e., every 12 h) extracted from the time-lapse sequences provided us useful references for the cell division information extracted by image analysis. The sole source of errors in these count-based cell growth measurements concerns the few cells entering or leaving the observed microscopic field. The resulting cell growth curves are shown in Fig. 4A and evince typical exponential patterns in the CT conditions (dark symbols). These results also confirm that 4-IBP induced a strong growth inhibition that increased with time (reaching 54% and 58% of inhibition after 3 days for U373 and T98G, respectively), whereas haloperidol caused smaller inhibitive effects that remained more constant with time (between 15% and 21% of inhibition for U373 and between 12% and 20% for T98G depending of the period analyzed).
Because no cell death was observed, these counts provided the number of cell divisions occurring after 3 days in the different conditions. These division numbers correspond to the differences between the numbers of cells counted in the last and first frames, which have to be normalized by the number of cells counted in the Fig. 4 -A) Cell growth curves resulting from cell counts in image sequences. These curves confirm (in terms of cell counts) the strong inhibition induced by 4-IBP over 3 days, whereas the inhibition induced by haloperidol remains much more modest. B) Specific drug-induced effects on cell division duration. Distribution of the cell division durations measured in the different conditions using the method illustrated in Fig. 1 , before (open boxes) and after (black boxes) interactive validation of all the events. Each condition was run in three independent experiments pooled for statistical analysis. The data are expressed in terms of medians (dots), 25%-75% percentile ranges (boxes) and non-outlier min-max ranges (bars). The statistical significance levels were computed by means of Mann-Whitney tests (⁎⁎⁎: p < 0.001).
first frame for comparison purposes. Table 1 compares the results obtained by cell counts and those provided by the automatic procedure of cell division detection before and after manual validations of all the division events. The manual validations carried out on six experiments (three control and three treated conditions) required about 2 h. Table 1 shows that the automatic method without manual validation tended to overestimate the number of division events, particularly in the case of the 4-IBP treatment, which strongly affected the cell division process and the cell aspects. In this case, we indeed observed numerous cells taking a rounded bright pattern that seemed to enter into division and finally came back to a standard non-dividing aspect without any division. The manual validation step enabled the removal of these "natural" false-positive cases. While in some cases the validation process provided lower numbers of division events (see below), Table 1 reveals the high level of agreement in the results in terms of drug-induced effects, which are expressed as the percentage of cell divisions observed under treatment compared to those in control (a difference from 1 to 3.4% at most with the cell count method). These results again evidence strong inhibition induced by 4-IBP on the two glioma cell lines (between 70% and 80%), whereas haloperidol was less active (around 30% of inhibition).
In addition to the suppression of false-positive events, the validation process improved the evaluation of the durations of the true-positive division events, a unique kind of information provided by our approach. Fig. 4B compares the distributions of these durations measured in the different conditions with and without manual validation. In the two cases, these results demonstrate that both treatments significantly increased the cell division durations by a factor reaching about 1.3 (for haloperidol on U373 and T98G cells) to 1.8 (for 4-IBP on U373 cells) on the medians, together with an increase in duration heterogeneity. Duration heterogeneity was enhanced in the absence of manual validation because of abnormally long division events. These resulted from erroneous links between two different cell division events occurring in close proximity (see the comparative analysis below). By stopping the division sequence at the end of the first division, the manual validation stage improved the evaluation of cell division durations but caused the loss of the second event. This explains the lower numbers of division events reported in Table 1 (as compared to the cell count method).
Detailed comparison between the automatically provided data and the user-validated data aiming to reduce the validation stage Table 2 summarizes the results of the analysis comparing the data obtained before and after the manual validation. This shows that the false-positive rates are about 13% in the CT conditions and can reach high values in the treated conditions, especially under 4-IBP for the reasons explained above (i.e., "natural" false-positive events comprising cells entering into division and then returning to a standard state). The erroneous links between two different division events concern about 9% of the total number of analyzed cases (less in the CT condition than under both treatments that increased the division durations). Interestingly, the correction of about 95% of these erroneous links could be carried out by a manual validation targeting about 30% of the longest events (see "Long events" in Table 2 ). In addition, this subset of the longest events also includes a majority of the false-positive events (including the "natural" ones that are difficult to automatically Data pooled for three experiments per condition: Cell_T 0 = number of cells in the first frame; Div_Count = difference between cell counts manually carried out on the last and the first frame; Div_Auto = number of automatically detected cell division events before or after manual validations ( + validation); CT = control; Halop = haloperidol. ⁎ % of variation in cell division counts between treated and control cells after normalization by Cell_T 0 in each condition. Data pooled for three experiments per condition: Total = total number of automatically detected division events; Auto. Valid. = number of events after automatic validation (removal of too short or unfinished events); Man. Valid = number of events after manual validation; Lost = number of events lost due to automatic validation; False + = number of falsepositive events remaining after automatic validation; Link errors = number of erroneous links (after automatic validation); Min. link duration = only 5% of the erroneously linked events had a duration shorter than this value (percentile 5%); Long events = total percentage of events (after automatic validation) having a duration longer than "Min. link duration". All percentages were computed with respect to "Auto. Valid." identify). In conclusion, a manual validation of only 30% of the longest events should enable the correction of a large majority of the errors carried out by the automatic detection process, including the largest errors in terms of division duration. in Fig. 5 . Fig. 5A shows examples of individual cell trajectories established by means of our cell tracking method under different conditions. The cell trajectories were characterized by a set of quantitative features based on distances and speeds. Fig. 5B illustrates the statistical results obtained in terms of the MRDO feature; similar effects were observed with other measurements (data not shown). Figs. 5A-B show that 4-IBP and haloperidol both exhibited significant inhibitory effects on the cell migration ability of the U373 cells. As compared to control, the effects observed 12 h after the 4-IBP treatment reached about 48% (in median) of inhibition in terms of the MRDO feature. While remaining highly significant, the magnitude of these effects decreased slightly with time (reaching 34% in median as compared to control after 48 h), paralleling a progressive decrease in motile ability measured on the control cells. This could be due to a gradual impoverishment of the culture media. In comparison, the inhibitory effects of haloperidol reached 28% (in median) 12 h after treatment, 39% after 24 h (data not shown), and 34% after 48 h (Fig. 5B) . The T98G showed lower sensitivity to both treatments in terms of motility (between 22% and 23% of inhibition in median), which required 48 h to become evident under haloperidol treatment (Fig. 5B) .
Specific analysis of cell migration
Analysis of glioma cell colonization by means of phasecontrast monitoring of high-density scratch wound models
Watershed-based segmentation is more robust than thresholdbased methods
As illustrated in Fig. 6A , changing the threshold value from 1 (frame i) to 4 (frame iv) may dramatically change the scratch surface detected by the naive threshold-based method. This is due to uneven illumination (more present at lower magnification), which locally causes small changes in the gradient values. The consequences are illustrated in Fig. 6A , where the pixels in the left and right parts of the scratch area are more rapidly detected as background (i.e., cell-free area) than those situated in the middle of the field of view. We also tested a texture-based method using a morphological gradient that attributes higher values to the cellcovered areas than to the background (scratch area). However, the determination of a threshold value for this gradient also appeared to be sensitive to illumination differences occurring during acquisition (e.g., vignetting, saturation; data not shown). In contrast to threshold-based methods, the watershed transform is based on a local processing where no global threshold is used. As illustrated in Figs. 2C-D, the watershed solution is not significantly influenced by the illumination variations observed in Fig. 2A . It should be noted that we also tested various techniques of image preprocessing to solve illumination problems. However, because of the non-linearities encountered in the images acquired under low magnification (5:1), after preprocessing it was difficult to establish an efficient gradient threshold value (data not shown).
To quantify the accuracy of the watershed-based method, we compared the scratch wound surfaces provided by this method to those obtained through a manual method usually applied in practice. This latter method serves, at best, to approximate the scratch wound surface with a quadrilateral drawn on the image from four corners defined by the user. This quadrilateral determines a surface with positive and negative errors considered as equally distributed, thus providing a good approximation of the actual scratch area. In agreement with this expectation, the comparison between manual and automatic segmentation demonstrated positive and negative discordances that counterbalanced each other and reached between 2% and 3% of the image (data not shown).
Analysis of cell colonization
Cancer cell colonization results from a combination of cell growth and migration processes. The combination of drug-induced effects on these two cell compartments (illustrated separately in Figs. [4] [5] can be observed through time-lapse imaging of scratch wound models. Fig. 6B shows the results obtained by analyzing the resulting image sequences using the watershed-based segmentation method illustrated in Fig. 2 . The combined inhibition induced by 4-IBP on glioma cell growth and cell migration resulted in a strong and early inhibition of the cell colonization process for both glioma cell lines. In comparison, haloperidol caused a later and reduced inhibition in agreement with the results reported above.
Discussion
In the context of anti-cancer drug screening, it is generally acknowledged that in vivo assays are very time-consuming, laborious, and expensive, and that they conflict with the current needs for rapid screenings of potential drugs. Furthermore, there is an increasing demand for a reduction in the use of laboratory animals, and therefore, an ongoing interest in the development of alternative in vitro screening procedures based on cell assays.
Many in vitro cell assays are based on endpoints at which changes in cell processes are quantified using different cell cultures grown in parallel and submitted to experimental or control treatments over different time periods. This approach does not permit the monitoring of dynamic cell processes, such as cell proliferation and cell migration, which play key roles in cancer aggressiveness [15, 16] , nor does it allow for the control of possible variations in the initial cell density conditions, with significant consequences in the results of long-term experiments. As illustrated in the present study, time-lapse cell imaging, combined with relatively simple image analysis methods, provides an efficient means of wide screening and quantitative characterization of dynamic cell behavior involving cell division and cell migration, with possible extensions to cell-cell interactions [17] . In biological and pharmacological studies, the most targeted cell process is cell growth using endpoint analysis of standard cell assays [18] . These assays do not permit clarification of the interplay between cell proliferation and cell death. This distinction requires additional means, such as automatic, computerized approaches for the counting of fixed cells specifically stained to distinguish between living and dead cells [19] . In the present study, we show that time-lapse imaging of low-density cell models enables (i) easy identification of whether cell death takes part in cell growth inhibition, and evaluation of specific variations in both (ii) cell migration and (iii) cell proliferation behavior. Finally, extending our analyses through the monitoring of high-density scratch wound models enabled us to complement the extracted information by characterizing the cell colonization process combining cell proliferation and cell migration.
Technological developments adapted to phase-contrast microscopy now enable simultaneous analysis of multiple conditions [20] [21] , thus making high-throughput monitoring possible. However, phase-contrast technology suffers some drawbacks (image artifacts, illumination problems) that require the development of robust image analysis methods. In this context, we previously proposed a cell tracking method that we validated as a robust and efficient approach to extracting cell migration information [11] . This approach is also able to indirectly provide cell lineage information, including detection and characterization of cell division events, by identifying cell trajectory fusions [22] . However, this indirect approach suffers some shortcomings, specifically, a high risk of missing the detection of division events. Indeed, this trajectory-based approach requires that all the cells present at any moment in the microscopic field are correctly tracked during the entire image sequence, because any cell loss may prevent the detection of trajectory merging, and hence of cell division events. In contrast, a reasonable number of (complete or partial) cell losses have no significant effect on cell motility features (which are computed, at worst, on a smaller number of shortened trajectories) if the time during which each cell is tracked is taken into account [11] . A number of studies aim to improve cell lineage reconstruction from cell tracking approaches by including complex processes of inter-frame matching based on probabilistic models [23, 24] . However, this approach has typically been applied to weakly motile cells (such as progenitor cells) and often requires tuning or learning stages that generally involve relatively constant cell morphology characteristics. This approach is therefore not very appropriate for migrating cancer cells, which present comparatively higher motility potential accompanied with strong morphological variations. As shown in the present study, a direct approach focusing on the characteristic patterns of dividing cells constitutes an efficient alternative in contexts where the lineage information is of secondary importance. Combined with a reduced stage of interactive validation (targeting the longest events automatically detected), this approach is able to provide accurate information on cell division dynamics. Future developments will aim to improve the automatic portion of our approach by including a round shape detector (for identifying the beginning of a cell division) and investigating more sophisticated linkage processes. The combination of both improvements should reduce false-positive detections and solve the problems arising from cell divisions that occur in close proximity. In addition, the method parameters could be automatically adapted on the basis of the information provided by manual validations carried out on a reduced number of cell divisions.
For the analysis of cell recolonization in the scratch wound model, we implemented a robust method based on a watershed transform that has the advantage of being less sensitive to illumination problems (e.g., vignetting, variation in light intensity) commonly encountered in phase-contrast imaging. This robustness relates to two essential features of our method. First, all the processing steps involved in the watershed approach are based on local image properties. Second, the watershed transform locates the basin borders on the "saddle" points of the gradient image and therefore is less sensitive to variations in the local grayscale dynamic.
The experimental results provided by our methodology show that the two sigma-1 receptor ligands induced similar inhibitive effects on glioma cell division and migration, although 4-IBP appeared more efficient without being cytotoxic at high concentration. This suggests that this cytostatic compound should not be very toxic in vivo, as previously evidenced [8] , and opens new potential applications for this family of anti-psychotic drugs. In addition, the results strongly imply drug actions on the cell cycle as well as on the actin cytoskeleton, which is a key actor in cancer cell division and migration [10, 25] .
In conclusion, phase-contrast cell monitoring and image analysis allow fast observation and characterization of cell behavior. This characterization may help to provide insights into the potential mechanisms of action of compounds. This information can then guide the selection of further time-consuming and expensive biological evaluations that are required to fully elucidate the true mechanisms.
