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1 Introduction and Preliminaries
The bi-periodic Fibonacci {qn}n∈N sequence is defined by
qn =
{
aqn−1 + qn−2, if n is even
bqn−1 + qn−2, if n is odd
, (1.1)
where q0 = 0, q1 = 1 and a, b are nonzero real numbers.
Also, the bi-periodic Fibonacci {Fn}n∈N matrix sequence is given as
Fn =
( (
b
a
)ε(n)
qn+1
b
a
qn
qn
(
b
a
)ε(n)
qn−1
)
, (1.2)
1
where a, b are nonzero real numbers and
ε(n) =
{
1, n odd
0, n even
. (1.3)
In addition to these sequences, the other sequences appear in many
branches of science and have attracted the attention of mathematicians (see
[1]-[4],[8]-[13] and the references cited therein).
Also, the polynomials have attracted the attention of some mathemati-
cians [6, 7, 14]. In [14], the authors gave the bi-periodic Fibonacci polyno-
mial as
qn (a, b, x) =
{
axqn−1 (a, b, x) + qn−2 (a, b, x) , if n is even
bxqn−1 (a, b, x) + qn−2 (a, b, x) , if n is odd
(1.4)
which q0 (a, b, x) = 0, q1 (a, b, x) = 1 and a, b are nonzero real numbers and
they obtained some properties of this polynomial. Hoggatt and Bicknell, in
[7], defined the Fibonacci, Tribonacci, Quadranacci, r-bonacci polynomials.
They generalized Fibonacci polynomials and their relationship to diagonals
of Pascal’s triangle. In [6], they give k-Fibonacci polynomials and offered the
derivatives of these polynomials in the form of convolution of k-Fibonacci
polynomials.
While on the one hand the sequences and polynomials was defined, on the
other hand it was introduced some transorms for the given sequences. Bi-
nomial transform, k-Binomial transform, rising and fallling binomial trans-
forms are a few of these transforms (see [5, 15]).
In this study, firstly, we introduce bi-periodic Fibonacci matrix polyno-
mial and give some properties of this polynomial. In Section 3, we have
the new matrix polynomial by using bi-periodic Fibonacci matrix polyno-
mial. And, we get the binomial, k-binomial, rising and falling transforms
for the matrix polynomial as the first time in the literature. Then, we give
the recurrence relations, generating functions and Binet formulas for these
generalized Binomial transforms.
2
2 The bi-periodic Fibonacci matrix polynomial
In this section, we focus on the bi-periodic matrix polynomial and give some
properties of this generalized polynomial. Hence, we firstly define the bi-
periodic Fibonacci matrix polynomials.
Definition 2.1 For n ∈ N and any two nonzero real numbers a, b, the bi-
periodic Fibonacci matrix polynomial (Fn (a, b, x)) is defined by
Fn (a, b, x) =
{
axFn−1 + Fn−2, if n is even
bxFn−1 + Fn−2, if n is odd
(2.1)
with initial conditions F0 (a, b, x) =
(
1 0
0 1
)
and F1 (a, b, x) =
(
bx b
a
1 0
)
.
In Definition 2.1, the matrix F1 is analogue to the Fibonacci Q-matrix
which exists for Fibonacci numbers.
Theorem 2.2 Let Fn (a, b, x) be as in (2.1). Then the following equalities
are valid for all positive integers:
(i) Fn (a, b, x) =
( (
b
a
)ε(n)
qn+1 (a, b, x)
b
a
qn (a, b, x)
qn (a, b, x)
(
b
a
)ε(n)
qn−1 (a, b, x)
)
,
(ii) det(Fn (a, b, x)) =
(− b
a
)ε(n)
,
where qn (a, b, x) is nth bi-periodic Fibonacci polynomial.
Proof. By using the iteration, it can be obtained the desired results. 
We obtained the Cassini identity for bi-periodic Fibonacci polynomials
[14]. Using the determinant of Fn (a, b, x) in Theorem 2.2, again we get
a1−ε(n)bε(n)qn+1 (a, b, x) qn−1 (a, b, x)− aε(n)b1−ε(n)q2n (a, b, x) = a (−1)n .
Theorem 2.3 For bi-periodic Fibonacci matrix polynomial, we have the
generating function
∞∑
i=0
Fi (a, b, x) ti = 1
1− (abx2 + 2) t2 + t4
(
1 + bxt− t2 b
a
t+ bxt2 − b
a
t3
t+ axt2 − t3 1− (abx2 + 1)t2 + bxt3
)
.
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Proof. Assume that G(t) is the generating function for the polynomial
{Fn (a, b, x)}n∈N. Then, we can write(
1− bxt− t2)G (t) = F0 (a, b, x) + t (F1 (a, b, x)− bxF0 (a, b, x))
+
∞∑
i=2
(Fi (a, b, x) − bxFi−1 (a, b, x)−Fi−2 (a, b, x)) ti.
Since F2i+1 (a, b, x) = bxF2i (a, b, x) + F2i−1 (a, b, x), we get(
1− bxt− t2)G (t) = F0 (a, b, x) + t (F1 (a, b, x)− bxF0 (a, b, x))
+
∞∑
i=1
(F2i (a, b, x) − bxF2i−1 (a, b, x) −F2i−2 (a, b, x)) t2i
= F0 (a, b, x) + t (F1 (a, b, x)− bxF0 (a, b, x))
+ (a− b)xt
∞∑
i=1
F2i−1 (a, b, x) t2i−1.
Now, let
g(t) =
∞∑
i=1
F2i−1 (a, b, x) t2i−1.
Since
F2i+1 (a, b, x) = bxF2i (a, b, x) +F2i−1 (a, b, x)
= bx(axF2i−1 (a, b, x) + F2i−2 (a, b, x)) + F2i−1 (a, b, x)
= (abx2 + 1)F2i−1 (a, b, x) + bxF2i−2 (a, b, x)
= (abx2 + 1)F2i−1 (a, b, x) + F2i−1 (a, b, x)−F2i−3 (a, b, x)
= (abx2 + 2)F2i−1 (a, b, x)−F2i−3 (a, b, x) ,
we have(
1− (abx2 + 2) t2 + t4) g (t) = F1 (a, b, x) t+ F3 (a, b, x) t3 − (abx2 + 2)F1 (a, b, x) t3
+
∞∑
i=3
{
F2i−1 (a, b, x) − (abx2 + 2)F2i−3 (a, b, x)
+ F2i−5 (a, b, x)
}
t2i−1.
Therefore,
g (t) =
F1 (a, b, x) t+ F3 (a, b, x) t3 − (abx2 + 2)F1 (a, b, x) t3
1− (abx2 + 2) t2 + t4
=
F1 (a, b, x) t+ (bxF0 (a, b, x)−F1 (a, b, x))t3
1− (abx2 + 2) t2 + t4
4
and as a result, we get
G (t) =
F0 (a, b, x) + tF1 (a, b, x) + t2
(
axF1 (a, b, x)−F0 (a, b, x)− abx2F0 (a, b, x)
)
+ t3 (bxF0 (a, b, x)−F1 (a, b, x))
1− (abx2 + 2) t2 + t4 .
which is desired equality. 
Theorem 2.4 For every n ∈ N, we write the Binet formula for the bi-
periodic Fibonacci matrix polynomial as the form
Fn (a, b, x) = A1 (αn − βn) +B1
(
α2⌊n2 ⌋+2 − β2⌊n2 ⌋+2
)
,
where
A1 =
{F1 (a, b, x) − bxF0 (a, b, x)}ε(n)
{
axF1 (a, b, x)−F0 (a, b, x)
−abx2F0 (a, b, x)
}1−ε(n)
(ab)⌊n2 ⌋ (α− β) x2⌊n2 ⌋
,
B1 =
(b)ε(n)F0 (a, b, x)
(ab)⌊n2 ⌋+1 (α− β)xn+2ε(n+1)
, ε(n) = n− 2
⌊n
2
⌋
and α, β are roots of r2 − abx2r − abx2 = 0 equation.
Proof. Using the partial fraction decomposition, we can rewrite G (t) as
G (t) =
1
α− β


t {β (F1 (a, b, x) − bxF0 (a, b, x))− bxF0 (a, b, x)}
+ β
(
abx2F0 (a, b, x) + F0 (a, b, x)− axF1 (a, b, x)
)
+abx2F0 (a, b, x)− axF1 (a, b, x)
t2−(β+1)
+
t {α (bxF0 (a, b, x)−F1 (a, b, x)) + bxF0 (a, b, x)}
+α
(
axF1 (a, b, x) −F0 (a, b, x)− abx2F0 (a, b, x)
)
+axF1 (a, b, x) − abx2F0 (a, b, x)
t2−(α+1)


.
Since the Maclaurin series expansion of the function A−Bt
t2−C is given by
A−Bt
t2 − C =
∞∑
n=0
BC−n−1t2n+1 −
∞∑
n=0
AC−n−1t2n,
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the generating function G (t) can also be expressed as
G(t) =
1
α− β


∞∑
n=0
{
α (F1 (a, b, x) − bxF0 (a, b, x))
−bxF0 (a, b, x)
}
(β + 1)n+1
+
{
β (bxF0 (a, b, x)−F1 (a, b, x))
+bxF0 (a, b)
}
(α+ 1)n+1
(α+1)n+1(β+1)n+1
t2n+1
−
∞∑
n=0
α
(
axF1 (a, b, x) −F0 (a, b, x)− abx2F0 (a, b, x)
)
+axF1 (a, b, x)− abx2F0 (a, b, x)
(α+1)n+1(β+1)n+1
(β + 1)n+1 t2n
−
∞∑
n=0
β
(
abx2F0 (a, b, x) + F0 (a, b, x) − axF1 (a, b, x)
)
+abx2F0 (a, b, x) − axF1 (a, b, x)
(α+1)n+1(β+1)n+1
(α+ 1)n+1 t2n


.
Thus, we obtain
G(t) =
1
α− β
∞∑
n=0
(
1
abx2
)n+1

−abx2 (F1 (a, b, x)− bxF0 (a, b, x))β2n+1
−abx2 (bxF0 (a, b, x)−F1 (a, b, x))α2n+1
−bxF0 (a, b, x) β2n+2 + bxF0 (a, b, x)α2n+2

 t2n+1
+
1
α− β
∞∑
n=0
(
1
abx2
)n+1


−abx2
(
axF1 (a, b, x)−F0 (a, b, x)
−abx2F0 (a, b, x)
)
β2n
−abx2
(
abx2F0 (a, b, x) + F0 (a, b, x)
−axF1 (a, b, x)
)
α2n
−F0 (a, b, x) β2n+2 + F0 (a, b, x)α2n+2


t2n.
Combining the sums, we get
G(t) =
∞∑
n=0


{
F1 (a, b, x)
− bxF0 (a, b, x)
}ε(n)

−abx2F0 (a, b, x)
+axF1 (a, b, x)
−F0 (a, b, x)


1−ε(n)(
αn−βn
(abx2)⌊n2 ⌋(α−β)
)
+(bx)ε(n)F0 (a, b, x)
(
α2(⌊n2 ⌋+1)−β2(⌊n2 ⌋+1)
(abx2)⌊n2 ⌋+1(α−β)
)


tn.
Therefore, for all n ≥ 0, from the definition of generating function, we
have
Fn (a, b, x) = A1 (αn − βn) +B1
(
α2⌊n2 ⌋+2 − β2⌊n2 ⌋+2
)
,
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which is desired. 
Now, for bi-periodic Fibonacci matrix polynomial, we give the some
summations by considering its Binet formula.
Corollary 2.5 For k ≥ 0, the following statements are true:
(i)
n−1∑
k=0
Fk (a, b, x) =
aε(n)b1−ε(n)Fn (a, b, x) + a1−ε(n)bε(n)Fn−1 (a, b, x)
−aF1 (a, b, x) + abxF0 (a, b, x) − bF0 (a, b, x)
abx
,
(ii)
n∑
k=0
Fk (a, b, x) t−k = 1
1− (ab+ 2)t2 + t4


Fn−1 (a, b, x)
tn−1
− Fn+1 (a, b, x)
tn−3
+
Fn (a, b, x)
tn
− Fn+2 (a, b, x)
tn+2
+t4F0 (a, b, x) + t3F1 (a, b, x)
−t2 [(abx2 + 1)F0 (a, b, x) − axF1 (a, b, x)]
−t (F1 (a, b, x) − bxF0 (a, b, x))


,
(iii)
∞∑
k=0
Fk (a, b, x) t−k = t
1− (abx2 + 2)t2 + t4
(
t3 + bxt2 − t b
a
t2 + bxt− b
a
t2 + axt− 1 t3 − (abx2 + 1) t+ bx
)
,
where α, β are roots of r2 − abx2r − abx2 = 0 equation and ε(n) =
n− 2 ⌊n2 ⌋.
3 Binomial transforms for Fibonacci matrix poly-
nomial
In this section, we mainly focus on the new matrix polynomial that obtained
by using the bi-periodic Fibonacci matrix polynomial.
7
Definition 3.1 For n ∈ N, the matrix polynomial (An (a, b, x)) obtained by
using bi-periodic Fibonacci matrix polynomial is defined by
An (a, b, x) =
√
xa
ε(n)
2 b
1−ε(n)
2 Fn (a, b, x) (3.1)
where a, b are nonzero real numbers and ε(n) = n− 2 ⌊n2 ⌋ .
In the following, we introduce the binomial transform and k-binomial
transform of the this matrix polynomial.
Definition 3.2 For n ∈ N, the binomial and k-binomial transforms of the
matrix polynomial (An (a, b, x)) are defined by
bn (a, b, x) =
n∑
i=0
(
n
i
)
Ai (a, b, x) , (3.2)
wn (a, b, x) =
n∑
i=0
(
n
i
)
knAi (a, b, x) , (3.3)
respectively, where a, b are nonzero real numbers.
Throughout this section, we will take k = x
√
ab.
Now, we give some properties for the binomial transform of the matrix
polynomial (An (a, b, x)).
Theorem 3.3 The binomial transform of the matrix polynomial (An (a, b, x))
verifies the following relations:
(i) bn+1 (a, b, x) =
n∑
i=0
(
n
i
)
√
xa
ε(n)
2 b
1−ε(n)
2
(
Fi (a, b, x) + a
1−2ε(i)
2 b
2ε(i)−1
2 Fi+1 (a, b, x)
)
,
(ii) bn+1 (a, b, x) =
(
x
√
ab+ 2
)
bn (a, b, x) − x
√
abbn−1 (a, b, x) ,
(iii) bn (a, b, x) = C (r
n
2 (x)− rn1 (x)) +
√
bxF0(a,b,x)
2 (r
n
2 (x) + r
n
1 (x)) ,
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(iv) bn (t) =
√
bxF0(a,b,x)+t(
√
axF1(a,b,x)−
√
bx(1+x
√
ab)F0(a,b,x))
1−(x
√
ab+2)t+x
√
abt2
,
(v)
∞∑
n=0
bn(a,b,x)tn
n! = C
(
er2(x)t − er1(x)t)+ √bx2 F0 (a, b, x) (er2(x)t + er1(x)t) ,
where r1(x), r2(x) are roots of the r
2−
(
x
√
ab+ 2
)
r+x
√
ab = 0 equation
and C = bx
√
axF0(a,b)−2√axF1(a,b)
2
√
abx2+4
.
Proof. We will prove the first two equalities because the proof of the others
can be done in similar ways.
(i) By considering the property of binomial numbers, we can write
bn+1 (a, b, x) =
n+1∑
i=0
(
n+ 1
i
)
Ai (a, b, x) =
n+1∑
i=0
(
n+ 1
i
)
√
xa
ε(i)
2 b
1−ε(i)
2 Fi (a, b, x)
=
n+1∑
i=0
[(
n
i
)
+
(
n
i− 1
)]
√
xa
ε(i)
2 b
1−ε(i)
2 Fi (a, b, x) .
If necessary arrengements are made, we have
bn+1 (a, b, x) =
n∑
i=0
(
n
i
)
√
xa
ε(i)
2 b
1−ε(i)
2 Fi (a, b, x) +
n+1∑
i=0
(
n
i− 1
)
√
xa
ε(i)
2 b
1−ε(i)
2 Fi (a, b, x)
=
n∑
i=0
(
n
i
)
√
xa
ε(i)
2 b
1−ε(i)
2 Fi (a, b, x) +
n∑
i=0
(
n
i
)
√
xa
1−ε(i)
2 b
ε(i)
2 Fi+1 (a, b, x)
=
n∑
i=0
(
n
i
)
a
ε(n)
2 b
1−ε(n)
2
(√
xFi (a, b, x) +
√
xa
1−2ε(i)
2 b
2ε(i)−1
2 Fi+1 (a, b, x)
)
.
Also, we can write as bn+1 (a, b, x) = bn (a, b, x)+
n∑
i=0
(
n
i
)
Ai+1 (a, b, x) .
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(ii) By using the equation (i), we can write
bn+1 (a, b, x) =
n∑
i=1
(
n
i
)
√
xa
ε(i)
2 b
1−ε(i)
2
(
Fi (a, b, x) + a
1−2ε(i)
2 b
2ε(i)−1
2 Fi+1 (a, b, x)
)
+
√
bxF0 (a, b, x) +
√
axF1 (a, b, x)
=
(
x
√
ab+ 1
) n∑
i=1
(
n
i
)
√
xa
ε(i)
2 b
1−ε(i)
2 Fi (a, b, x)
+
n∑
i=1
(
n
i
)
√
xa
1−ε(i)
2 b
ε(i)
2 Fi−1 (a, b, x) +
√
bxF0 (a, b, x) +
√
axF1 (a, b, x)
=
(
x
√
ab+ 1
)
bn (a, b, x) +
n∑
i=1
(
n
i
)
√
xa
1−ε(i)
2 b
ε(i)
2 Fi−1 (a, b, x)
−x
√
abF0 (a, b, x) +
√
axF1 (a, b, x)
Thus, we obtain
bn (a, b, x) =
(
x
√
ab+ 1
)
bn−1 (a, b, x) +
n−1∑
i=1
(
n− 1
i
)
√
xa
1−ε(i)
2 b
ε(i)
2 Fi−1 (a, b, x)
−x
√
abF0 (a, b, x) +
√
axF1 (a, b, x)
= x
√
abbn−1 (a, b, x) +
n−1∑
i=0
(
n− 1
i
)
√
xa
ε(i)
2 b
1−ε(i)
2 Fi (a, b, x)
+
n−1∑
i=1
(
n− 1
i
)
√
xa
1−ε(i)
2 b
ε(i)
2 Fi−1 (a, b, x) − x
√
abF0 (a, b, x) +
√
axF1 (a, b, x)
= x
√
abbn−1 (a, b, x) +
n∑
i=1
(
n
i
)
√
xa
1−ε(i)
2 b
ε(i)
2 Fi−1 (a, b, x)
−x
√
abF0 (a, b, x) +
√
axF1 (a, b, x)
And we get
bn+1 (a, b, x) =
(
x
√
ab+ 1
)
bn (a, b, x) + bn (a, b, x)− x
√
abbn−1 (a, b, x) .

From the definition of binomial and k-binomial transform, we obtain
wn (a, b, x) = k
nbn (a, b, x) =
(
x
√
ab
)n
bn (a, b, x) . Thus, for every n ∈ N, in
the following equalities are true.
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• wn+1 (a, b, x) =
(
abx2 + 2x
√
ab
)
wn (a, b, x)− abx3
√
abwn−1 (a, b, x) ,
• wn (t) =
√
bxF0(a,b,x)+t(ax
√
bxF1(a,b,x)−(bx
√
ax+abx2
√
bx)F0(a,b,x))
1−(abx2+2x
√
ab)t+abx3
√
abt2
,
• wn (a, b, x) = C (rn4 (x)− rn3 (x)) +
√
bxF0(a,b,x)
2 (r
n
4 (x) + r
n
3 (x)) ,
where r3(x) and r4(x) are roots of r
2−
(
2x
√
ab+ abx2
)
r−x3ab√ab = 0
equation and C = bx
√
axF0(a,b,x)−2
√
axF1(a,b,x)
2
√
abx2+4
.
Now, we introduce the rising k-binomial transform of the matrix poly-
nomial (An (a, b, x)).
Definition 3.4 For n ∈ N, the rising k-binomial transform of the matrix
polynomial (An (a, b, x)) is defined by
rn (a, b, x) =
n∑
i=0
(
n
i
)
kiAi (a, b, x) (3.4)
where a, b are nonzero real numbers.
Theorem 3.5 For every n ∈ N, the rising k-binomial transform of the
matrix polynomial (An (a, b, x)) is the polynomial {A2n (a, b, x)}, that is
rn (a, b, x) = A2n (a, b, x) . (3.5)
Proof. From the Theorem 2.4, we can write
rn (a, b, x) =
n∑
i=0
(
n
i
)(
x
√
ab
)i√
xa
ε(i)
2 b
1−ε(i)
2 Fi (a, b)
=
n∑
i=0
(
n
i
)
(ab)
i
2 xi+
1
2 a
ε(i)
2 b
1−ε(i)
2
[
A1
(
αi − βi)+B1 (α2⌊ i2⌋+2 − β2⌊ i2⌋+2)] .
Consequently, making the necessarry arrangements, we have
=
√
bx
[
A1
(
α2n − β2n)+B1 (α2n+2 − β2n+2)] = √bxF2n (a, b, x) = A2n (a, b, x) .

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Theorem 3.6 For every n ∈ N, the recurrence relation for rising k-binomial
transform of the matrix polynomial (An (a, b, x)),
rn+1 (a, b, x) =
(
abx2 + 2
)
rn (a, b, x)− rn−1 (a, b, x) , (3.6)
where r0 =
√
bxF0 (a, b, x) and r1 =
√
bxF0 (a, b, x) + ax
√
bxF1 (a, b, x) .
Proof. For the matrix polynomial (A2n (a, b, x)), the following relation can
be written
A2n+2 (a, b, x) =
√
bxF2n+2 (a, b, x) =
√
bx (axF2n+1 (a, b, x) + F2n (a, b, x))
=
√
bx (ax (bxF2n (a, b, x) + F2n−1 (a, b, x)) + F2n (a, b, x))
=
√
bx
((
abx2 + 1
)F2n (a, b, x) + F2n (a, b, x) −F2n−2 (a, b, x))
=
(
abx2 + 2
) (√
bxF2n (a, b, x)
)
−
√
bxF2n−2 (a, b, x)
=
(
abx2 + 2
)A2n (a, b, x)−A2n−2 (a, b, x) .
Therefore, from the Theorem 3.5, we find the desired result. 
In the following, we introduce the falling k-binomial transform of the
matrix polynomial (An (a, b, x)).
Definition 3.7 For n ∈ N, the falling k-binomial transform of the matrix
polynomial (An (a, b, x)) is defined by
fn (a, b, x) =
n∑
i=0
(
n
i
)
kn−iAi (a, b, x) (3.7)
where a, b are nonzero real numbers.
Theorem 3.8 For every n ∈ N, the recurrence relation for falling k-binomial
transform of the matrix polynomial (An (a, b, x)),
fn+1 (a, b, x) = 3x
√
abfn (a, b, x)−
(
2abx2 − 1) fn−1 (a, b, x) ,
where f0 (a, b, x) =
√
bxF0 (a, b, x) and f1 (a, b, x) = bx
√
axF0 (a, b, x) +√
axF1 (a, b, x) .
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Proof. Firstly, we prove that
fn+1 (a, b, x) =
n∑
i=0
(
n
i
)
(ab)
n+1−i
2 xn+1−i (Ai+1 (a, b, x) +Ai (a, b, x))
=
n∑
i=0
(
n
i
)
(ab)
n+1−i
2 xn+1−iAi+1 (a, b, x) + x
√
abAn (a, b, x) .
Thus, similar to the (ii) of Theorem 3.3, the proof can be done. 
Theorem 3.9 For every n ∈ N, the Binet formula for falling and rising
k-binomial transform of the matrix polynomial (An (a, b, x)),
fn (a, b, x) = C (r
n
8 (x)− rn7 (x)) +
√
bxF0 (a, b, x)
2
(rn8 (x) + r
n
7 (x)) ,
rn (a, b, x) = C (r
n
6 (x)− rn5 (x)) +
√
bxF0 (a, b, x)
2
(rn6 (x) + r
n
5 (x)) ,
where r5(x) and r6(x) are roots of r
2 − (abx2 + 2) r + 1 = 0 and C =
bx
√
axF0(a,b,x)−2
√
axF1(a,b,x)
2
√
abx2+4
also r7(x) and r8(x) are roots of r
2 − 3x√abr +
2abx2 − 1 = 0.
Proof. Using the initial conditions, the Theorem can be proved. 
Conclusion
In this paper, we define the matrix polynomial and give new equalities
for it. Then, defining the transforms for this matrix polynomial, we get
some properties of this transforms. Thus, it is obtained a new genaralization
for the polynomials, matrix sequences and number sequences that have the
similar recurrence relation in the literature. That is,
• If we take a = b = 1 in Section 2, we get the some properties of the
Fibonacci polynomial.
• If we take a = b = 2 in Section 2, we get the some properties of the
Pell polynomial.
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• If we take a = b = k in Section 2, we get the some properties of the
k-Fibonacci polynomial.
If we choose x = 1 in Section 3, then we obtain some properties for bi-
nomial transforms of bi-periodic Fibonacci matrix sequence and bi-periodic
Fibonacci numbers.
Also, for different values of a and b, we obtain the some properties of bi-
nomial transforms of the well-known matrix sequence and number sequence
in the literature:
• If we choose a = b = 1, we obtain the some properties for binomial
transforms of Fibonacci matrix sequence and Fibonacci numbers.
• If we choose a = b = 2, we obtain the some properties for binomial
transforms of Pell matrix sequence and Pell numbers.
• If we choose a = b = k, we obtain the some properties for binomial
transforms of k-Fibonacci matrix sequence and k-Fibonacci numbers.
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