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We consider uncertainties in the case of flavor and mass eigenstates of neutrinos from the view-
point of majorization uncertainty relations. Nontrivial lower bounds are a reflection of the fact
that neutrinos cannot be simultaneously in a flavor and mass eigenstate. As quantitative measures
of uncertainties, both the Re´nyi and Tsallis entropies are utilized. In a certain sense, majoriza-
tion uncertainty relations are directly connected to measurement statistics. On the other hand,
magnitudes of elements of the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix are not known
exactly. Hence, some conditions on applications of majorization uncertainty relations follow. We
also discuss the case with detection inefficiencies, since it can naturally be incorporated into the
entropic framework. Finally, some comments on applications of entropic uncertainty relations with
quantum memory are given. The latter may be used in entanglement-assisted studying parameters
of three-flavor neutrino oscillations.
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I. INTRODUCTION
The Heisenberg uncertainty principle [1] is now recognized not only as a kind of the Rosetta Stone in quantum
theory. It brightly emphasizes the role of observer effect in science by saying that measurements of certain system
cannot be made without affecting something in this system. As a formal mathematical inequality, the traditional
position-momentum uncertainty relation was originally derived by Kennard [2]. For any pair of observables, the
corresponding formulation was presented by Robertson [3]. The latter has later been criticized for several reasons
[4, 5]. Entropic uncertainty relations were proposed as an alternative to more traditional approach dealing with
the product of standard deviations. For the case of canonically conjugate variables, this approach was initiated by
Hirschman [6] and later developed in [7, 8]. Basic advantages of the entropic approach are reviewed in [9–12]. For
observables with finite spectra, the famous result of Maassen and Uffink [5] plays the basic role for many formulations.
Another viewpoint on the Maassen–Uffink bound is inspired by the role of “side information” [13].
Entropic uncertainty relations of the Maassen–Uffink type are actually Kraus’ conjecture [14] proved on the base
of Riesz’s theorem [15]. Hence, entropic parameters involved should satisfy certain condition. There are efforts
to formulate entropic uncertainty relations beyond this restriction. In some cases, the corresponding optimization
problem can be resolved explicitly [16]. Using the so-called Salicru´ entropies, the authors of [17, 18] considered
the constrained optimization problem in geometrical terms. This allows them to overcome the conjugacy constraint
imposed on the entropic indices by the Riesz theorem. Majorization relations offer an alternative way to express the
uncertainty principle in terms of probabilities per se [19]. On the other hand, majorization relations directly lead
to desired inequalities in terms of the Shannon entropy or certain generalized entropies. First majorization entropic
uncertainty relations were based on tensor products of probability vectors [20, 21]. Stronger bounds obtained in [22]
are based on majorization relations applied to direct-sums of probability vectors.
Uncertainty relations are important not only from the conceptual viewpoint. New interest to them is stimulated by
recent progress in using quantum systems as an informational resource [9, 11]. It seems that applications of various
uncertainty relations in the context of particle physics have found less attention than they deserve. In this regard,
questions of neutrino physics seem to be especially interesting. Neutrino physics had come across revolutionary ideas
right since its appearing. In particular, one of explanations of experimental data in studying β-decay resulted in
the claim that conservation laws hold only statistically [23]. Pauli’s proposal provides an alternative to such radical
concepts. Neutrino oscillations predicted by Pontecorvo in 1957 [24] was for a time the long-standing question of
fundamental physics. The experimental discovery of neutrino oscillation was recognized with the 2015 Nobel Prize
for Physics. The flavor eigenstates of neutrinos and the mass ones form two different bases of the effective three-
dimensional Hilbert space. The relation between these bases is given by the Pontecorvo–Maki–Nakagawa–Sakata
(PMNS) matrix [25, 26]. The authors of [27] studied corollaries of this fact on the base of Robertson’s formulation
and the Maassen–Uffink bound.
The aim of this work is to apply majorization uncertainty relations to the case of flavor and mass states of neutrinos.
The paper is organized as follows. In Section II, we briefly recall majorization uncertainty relations of the two types.
Definitions of the used entropic functions are presented as well. To address the question of entanglement-assisted
determination of the PMNS matrix, the approach of Coles and Piani [28] seems to be required. It turns out that the
entropic bound of [28] is of interest even beyond the case of quantum “side information”. In Section III, majorization
uncertainty relations are applied to the flavor and mass eigenbases. We also discuss how this step depends on the
2magnitudes of elements of the PMNS matrix. The case of detection inefficiencies as addressed as well. In Section IV,
brief remarks are given on the question of entanglement-assited determination of the PMNS matrix. In section V, we
conclude the paper with a summary of results obtained.
II. ON MAJORIZATION UNCERTAINTY RELATIONS IN GENERAL
In this section, we briefly recall a general formulation of majorization uncertainty relations for two von Neumann
measurements in finite dimensions. For two integers m,n ≥ 1 the symbol Mm×n(C) denotes the space of all m × n
complex matrices. We will merely write Mn(C) for the case m = n. For any A ∈ Mm×n(C), the square matrices
A
†
A and AA† have the same non-zero eigenvalues. Taking the square root of these eigenvalues, we obtain non-zero
singular values σj(A) of A. For more details on the singular value decomposition, see the standard reference [29]. We
will further use the spectral norm of A defined as
‖A‖∞ = max
j
σj(A) . (2.1)
To pose majorization uncertainty relations formally, one should expect spectral norms of submatrices of a certain
unitary matrix [20, 22]. Let us consider two orthonormal bases denoted by X = {|xi〉} and Z = {|zj〉} with
i, j = 1, . . . , d. For the pre-measurement state ρ, we write probabilistic vectors p and q with elements
pi = 〈xi|ρ|xi〉 , qj = 〈zj |ρ|zj〉 . (2.2)
To the above orthonormal bases, we assign the unitary matrix W of size d with entries wij = 〈xi|zj〉. Entropic
uncertainty relations are formulated in terms of certain characteristics of this matrix.
It is instructive to recall the Maassen–Uffink relation [5]. For the given probability distribution, the Shannon
entropy is written as
H1(p) = −
∑
i
pi ln pi . (2.3)
Let us define
η1 := max
ij
|wij | ; (2.4)
Maassen and Uffink proved that [5]
H1(X ;ρ) +H1(Z;ρ) ≥ −2 ln η1 , (2.5)
where H1(X ;ρ) and H1(Z;ρ) are obtained by substituting the probabilities (2.2). Our knowledge of parameters of
flavor-mass transitions is only statistical. At the same time, using majorization uncertainty relations involves exact or
approximate determination of matrix elements of the corresponding unitary matrix. In this regard, other formulations
of entropic uncertainty relations can be applied. Although resulting bounds are weaker than majorizations, they may
be derived under lesser restrictions. In this regard, we will adopt uncertainty relations of Coles and Piani [28] who
derived an improvement of (2.5). In our notation, their result is expressed as
H(X ;ρ) +H(Z;ρ) ≥ −2 lnη1 + (1 − η1) ln
(
η1
η2
)
, (2.6)
where η2 is the second largest value among moduli |wij |. It is actually an improvement when η2 does not reach η1.
Note also that Coles and Piani actually derived entropic uncertainty relations with quantum side information. We
will discuss such relations in Sect. IV.
Let us proceed to general formulation of majorization uncertainty relations. By SUB(W, k), we mean the set of all
its submatrices of class k defined by
SUB(W, k) := {M ∈Mr×r′(C) : r + r′ = k + 1, M is a submatrix of W} . (2.7)
The majorization relations of [20, 22] are formulated in terms of positive quantities
ζk := max
{‖M‖∞ : M ∈ SUB(W, k)} . (2.8)
3Majorization relations of the tensor-product type [20, 21] are reached by finding a probability vector ω′ such that
p⊗ q ≺ ω′ . (2.9)
As was shown in [20, 21], we can merely take
ω′ = (ξ1, ξ2 − ξ1, . . . , ξd − ξd−1) , ξk = (1 + ζk)
2
4
. (2.10)
We will also use majorization relations of the direct-sum type originally introduced in [22]. This approach, usually
producing stronger bounds, is based on the relation
p⊕ q ≺ {1} ⊕ ω , (2.11)
where a suitable probability vector ω has to be found. The authors of [22] have shown that generated probabilistic
vectors obey (2.11) with
ω = (ζ1, ζ2 − ζ1, . . . , ζd − ζd−1) . (2.12)
Here, the positive elements ζk are determined according to (2.7) and (2.8) with the unitary matrix W =
[[〈ai|bj〉]].
Strictly speaking, the integer subscript k in (2.8) runs from 1 up to d2 − 1. However, the condition of unitarity at
once leads to ζd = 1. Next numbers of the sequence {ζk} will be 1 as well. The same holds for the numbers ξk.
In principle, the majorization relations (2.9) and (2.12) already impose restrictions on generated probabilistic
vectors. On the other hand, the consistency of given vectors with such relations is difficult to check directly. It is
helpful to convert (2.9) and (2.12) into the corresponding inequalities between suitably chosen entropic functions. So,
we briefly recall entropic functions of the Re´nyi and Tsallis type. For 0 < α 6= 1, the Re´nyi α-entropy is defined as
[30]
Rα(p) :=
1
1− α ln
(∑
i
pαi
)
. (2.13)
It is a non-increasing function of the parameter α [30]. For α → 0, we get the so-called max-entropy equal to the
logarithm of the number of nonzero probabilities. Tsallis entropies form another important family of generalized
entropies. The Tsallis α-entropy of degree 0 < α 6= 1 is defined by [31]
Hα(p) :=
1
1− α
(∑
i
pαi − 1
)
= −
∑
i
pαi lnα(pi) . (2.14)
Here, the α-logarithm of positive y is given as lnα(y) =
(
y1−α − 1)/(1 − α). In the limit α → 1, both the entropies
(2.13) and (2.14) reduce to the standard Shannon entropy. Basic properties of the above entropies with some physical
applications are discussed in [32, 33].
The entropic framework allows one to take into account possible inefficiencies of the detectors used. Apparently,
this case is especially important in studies of neutrinos. As measurement devices inevitably suffer from losses, the
“no-click” probability should be put into our consideration. Let the parameter κ ∈ [0; 1] characterizes a detector
efficiency. To the given value η and probability distribution {pi}, we assign a “distorted” distribution p(κ) such that
p
(κ)
i = κ pi , p
(κ)
∅
= 1− κ . (2.15)
The probability p
(κ)
∅
corresponds to the no-click event. The above formulation was proposed in studying cycle scenarios
of the Bell type [34]. As was mentioned in [35, 36], one has
Hα
(
p(κ)
)
= καHα(p) + hα(κ) , (2.16)
where the binary Tsallis entropy hα(κ) reads as
hα(κ) = −κα lnα(κ) − (1− κ)α lnα(1− κ) . (2.17)
For the Shannon entropies, we merely write
H1
(
p(κ)
)
= κH1(p) + h1(κ) . (2.18)
4The majorization relations (2.9) and (2.12) are reformulated in entropic terms as follows. As the Re´nyi entropy is
Schur concave, the majorization relation (2.9) implies that, for α > 0, we have [20]
Rα(p) +Rα(q) ≥ Rα(ω′) . (2.19)
The majorization relation (2.11) allows us to improve entropic bounds [22]. For 0 < α ≤ 1, one obtains
Rα(p) +Rα(q) ≥ Rα(ω) . (2.20)
This bound is stronger, since ω ≺ ω′ and, therefore, Rα(ω) ≥ Rα(ω′) [22]. For α > 1, relation (2.20) is not valid in
general. Nevertheless, the authors of [22] proved another inequality
Rα(p) +Rα(q) ≥ 2
1− α ln
(
1
2
+
1
2
∑
i
ωαi
)
, (2.21)
which holds for α > 1. The sum of two Tsallis α-entropies is bounded from below similarly to (2.20). For all α > 0,
we have
Hα(p) +Hα(q) ≥ Hα(ω) . (2.22)
Some extensions of the above majorization relations were discussed in the literature, including the case of several
orthonormal bases [20, 22], quantum operations [37] and mixed states [38].
III. MAJORIZATION UNCERTAINTY RELATIONS CONNECTED WITH THE PMNS MATRIX
Although the authors of [25, 26] considered only a 2× 2 lepton mixing matrix, the 3× 3 mixing matrix is currently
referred to as the Pontecorvo–Maki–Nakagawa–Sakata one. First of all, we briefly recall basic facts about the PMNS
matrix. In general, the neutrino oscillation formalism was developed in [39, 40]. Some important questions concerning
the standard treatment of neutrino oscillations are discussed in [41]. We restrict our consideration to the points that
are required to apply majorization uncertainty relations. The flavor states of neutrinos form the orthonormal basis
denoted by F = {|νe〉, |νµ〉, |ντ 〉}. Another basis in the three-dimensional flavor-mass space is formed by the mass
eigenstates, i.e., M = {|ν1〉, |ν2〉, |ν3〉}. The PMNS matrix describes how amplitudes with respect to the flavor
eigenstates are expressed via amplitudes with respect to the mass eigenstates. Both the bases are orthonormal, so
that
〈νβ |νγ〉 = δβγ , 〈νi|νj〉 = δij . (3.1)
Kets of these bases are connected via the unitary 3× 3-matrix U = [[uβi]], so that [27]
|νβ〉 =
∑
i
u∗βi |νi〉 , |νi〉 =
∑
β
uβi |νβ〉 . (3.2)
The PMNS matrix is usually parameterized by three mixing angles, known as θ12 θ23, θ13, and a single phase δ that
characterizes charge-parity violations. Then the PMNS matrix is expressed as
UPMNS =

1 0 00 c23 s23
0 −s23 c23



 c13 0 s13e
−iδ
0 1 0
−s13eiδ 0 c13



 c12 s12 0−s12 c12 0
0 0 1


=

 c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

 , (3.3)
where cij ≡ cos θij and sij ≡ sin θij . In the case of Majorana neutrinos, there is requirement of particle and antiparticle
to be identical. Here, the two extra phases φ1 and φ2 should be added, namely
U = UPMNS

1 0 00 eiφ1 0
0 0 eiφ2

 . (3.4)
We will see that majorization uncertainty relations are formulated irrespectively to the “Majorana-like” phases. It
must be stressed that the PMNS matrix is assumed to be unitary. The latter is necessary to apply majorization
5sin2 θ12 θ12 in
◦ sin2 θ23 θ23 in
◦ sin2 θ13 θ13 in
◦ δ in ◦
bfp ±1σ¯ 0.310+0.013
−0.012 33.82
+0.78
−0.76 0.582
+0.015
−0.019 49.7
+0.9
−1.1 0.02240
+0.00065
−0.00066 8.61
+0.12
−0.13 217
+40
−28
3σ¯ range 0.275 ÷ 0.350 31.61 ÷ 36.27 0.428 ÷ 0.624 40.9÷ 52.2 0.02044 ÷ 0.02437 8.22 ÷ 8.98 135÷ 366
TABLE I: The NuFit results based on data available in November 2018.
uncertainty relations immediately. The unitarity does not hold in models based on the seesaw mechanism. It is
actually far from clear that this mechanism is responsible for neutrino masses. Questions of testing such models are
discussed in [42].
Let us quote some results of NuFIT [43], which provides an updated global analysis of neutrino oscillation measure-
ments and numerical bounds on the parameters. We will use the best-fit values based on data available in November
2018 and with the inclusion data on atmospheric neutrinos provided by the Super-Kamiokande collaboration. For a
general review of particle physics data, see [44] and references therein. High-energy neutrino astrophysics is reviewed
in [45]. The best-fit values from NuFIT [43] using normal ordering are reproduced in Table I. The 3σ¯ ranges of the
magnitude of the elements of the three-flavor mixing matrix under the unitarity assumption are the following [43]:


|ue1| |ue2| |ue3|
|uµ1| |uµ2| |uµ3|
|uτ1| |uτ2| |uτ3|

 =


0.797÷ 0.842 0.518÷ 0.585 0.143÷ 0.156
0.235÷ 0.484 0.458÷ 0.671 0.647÷ 0.781
0.304÷ 0.531 0.497÷ 0.699 0.607÷ 0.747

 . (3.5)
These ranges should be taken into account in comparing magnitudes of different elements of the PMNS matrix.
Let us begin with formulating majorization uncertainty relations for the best-fit values of the parameters. If we
substitute the bfp-values from Table I, then
ζ1 = c12c13 = 0.8213 , ζ2 = c13 = 0.9887 , ζ3 = 1 . (3.6)
For 0 < α ≤ 1, Re´nyi-entropy majorization uncertainty relation are written as
Rα(F ;ρ) +Rα(M;ρ) ≥ Rα(ω) , ω = (0.8213, 0.1674, 0.0113) , (3.7)
where ρ is any density matrix in the three-dimensional flavor-mass space. In particular, the sum of Shannon entropies
satisfy
H1(F ;ρ) +H1(M;ρ) ≥ 0.5114 . (3.8)
If a neutrino is prepared in one of the flavor eigenstates, then entropies associated with mass measurement bounded
from below according to (3.7) and (3.8). The right-hand side of (3.8) exceeds the Maassen–Uffink bound −2 ln 0.8213 =
0.3937 by 30 %. It is useful to compare these bounds with that follows from (2.6). For the bfp-values, we obtain
η1 = 0.8213 and η2 = 0.7543, which give the bound 0.4089. The latter exceeds the Maassen–Uffink bound by 4 %.
On the other hand, we will see that the use of (2.6) allows us to vary values of the parameters within wider ranges.
The product-type entropic relation (2.19) holds for all α > 0. The sum-type entropic relation is expressed as (2.20)
for 0 < α ≤ 1 and as (2.21) for α > 1. We shall compare these entropic bounds for the best-fit values of the parameters.
For α ∈ (0; 2], these bounds are shown in Fig. 1 for ω′ = (0.8293, 0.1595, 0.0112) and ω = (0.8213, 0.1674, 0.0113).
For α→ 0, both the curves go to the value ln 3 ≈ 1.0986. The latter is the max-entropy of a probabilistic vector with
three non-zero elements. It is also seen that for α > 1.29 the bound (2.19) is slightly stronger. At the same time, the
product- and sum-types lower bounds on the sum of Re´nyi entropies almost coincide, at least in the considered range
of α. In the context of the PMNS matrix, these bounds can hardly lead to different findings. The curves also reflect
the fact that the Re´nyi α-entropy cannot increase with growth of α. The presented entropic relations principally
differ from uncertainty relations of the Maassen–Uffink type. Except for the case of Shannon entropies, relations of
the Maassen–Uffink type give a restriction on the sum of two entropies with unequal orders. It is natural since the
Riesz theorem [15] is used here.
We shall now discuss the values involved in (2.6). It is instructive to reviewing the ranges summarized (3.5). Hence,
we finally obtain
η1 = c12c13 , η2 = c13 max{c23, s23} . (3.9)
This result can be justified as follows. The left least value of |ue1| is greater than the right least values of other
magnitudes. It is also seen from (3.5) that the elements |uµ3| and |uτ3| are candidates for η2. The maximum of them
is just c13max{c23, s23}. The latter should be compared only with |uµ2| and |uτ2|, the ranges of which are partially
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FIG. 1: Comparing the product- and sum-types lower bounds on the sum of two Re´nyi α-entropies for α between 0 and 2.
overlap with the ranges of |uµ3| and |uτ3|. Irrespectively to possible values of δ, the squares |uµ2|2 and |uτ2|2 are both
less than
max{c23, s23}2
[
c212 + s
2
12s
2
13 + 2c12s12s13
]
. (3.10)
Inspecting 3σ¯ ranges of Table I, we finally obtain
c13 ≥
√
1− 0.02437 = 0.98774 , c12 + s12s13 <
√
1− 0.275 +
√
0.350 · 0.02437 = 0.94382 . (3.11)
The former is strictly larger than the latter, as claimed. In neutrino physics, the result (4.5) and its corollaries
could be used with substituting (3.9). Here, we have to deal with entangled lepton-neutrino states. Of course, a
determination of involved quantities in practice is challenging. On the other hand, this is typical for almost all
questions in experimental neutrino physics.
Let us proceed to calculations of the numbers ζ1, ζ2, ζ3 under assumption that the matrix U is unitary. We should
take into account that values of the corresponding angles are not known exactly. Nevertheless, there are the ranges in
which they lie. Of course, each range can be given only with respect to some level of confidence. It is clear that ζ1 is
obtained as |ue1| = c12c13. This result holds within 3σ¯ ranges. It also follows from the unitarity that ζ3 = 1. Indeed,
complete rows and columns of a unitary matrix are unit vectors. Hence, the largest singular value is equal to 1. The
crucial question is the value of ζ2. Substituting k = 2 into (2.8), we deal with inspecting sub-rows and sub-columns of
UPMNS, each with two entries. Posing the task formally, we should find the maximum among quantities of the forms√
|uβi|2 + |uβj |2 ,
√
|uβi|2 + |uγi|2 . (3.12)
First, we begin with reviewing the matrix (3.5) representing the 3σ¯ ranges. If we take two elements of the first row or
column, then the maximum is reached for coupling with |ue1|. In this subset of submatrices, the quantity of interest
is equal to √
|ue1|2 + |ue2|2 = c13 . (3.13)
Further, one can restrict a consideration to rows and columns of the submatrix obtained by removing row 1 and
column 1. Taking into account the equality √
|uµ3|2 + |uτ3|2 = c13 , (3.14)
we should compare |uµ2| with |uτ3| and |uτ2| with |uµ3|. It is clear that the above quantities do not depend on the
extra phases φ1 and φ2.
It is sufficient to use a numerical inspection, which results in the following. If we restrict to the known 1σ¯ ranges,
then |uµ2| < |uτ3| and |uτ2| < |uµ3|. Indeed, then δ lies between 189◦ and 257◦, whence
|uµ2| ≤
√
c212c
2
23 + s
2
12s
2
23s
2
13 + 2c12c23s12s23s13 cos(9
◦) . (3.15)
7As s213 lies between 0.02174 and 0.02305, the latter will maximize |uµ2| and minimize |uτ3|. Substituting s213 = 0.02305
into (3.15) and maximizing the ratio
∣∣uµ2/uτ3∣∣ with respect to other two angles within their 1σ¯ ranges, one gets
max
∣∣∣∣uµ2uτ3
∣∣∣∣ = 0.94991 . (3.16)
In a similar manner, we further write
|uτ3| ≤
√
c212s
2
23 + s
2
12c
2
23s
2
13 − 2c12s23c12s23s13 sin(13◦) <
√
c212s
2
23 + s
2
12c
2
23s
2
13 . (3.17)
Substituting s213 = 0.02305 into (3.17) and maximizing the corresponding ratio with respect to other two angles, we
have
max
∣∣∣∣uτ2uµ3
∣∣∣∣ < max
√
c212s
2
23 + s
2
12c
2
23s
2
13
|uµ3| = 0.85266 . (3.18)
Thus, using the best-fit values ±1σ¯ from Table I implies ζ2 = c13. In the mentioned ranges, we can use majorization
uncertainty relations obtained for
ω = (c12c13, c13 − c12c13, 1− c13) . (3.19)
In any case, new data may allow us to obtain more restrictions.
Finally, we consider uncertainty relations in the case of detection inefficiencies. Due to (2.17), this case is easily
examined in terms of Tsallis entropies. Let measurement data with respect to the bases F andM are characterized by
the efficiencies κF and κM, respectively. We will suppose that they are not less than 1/2. For instance, measurements
results may initially be sieved to provide this condition. Otherwise, calculating any information-theoretic function
seems to be irrelevant. Combining (2.22) with (2.17) finally gives
H(κF )α (F ;ρ) +H(κM)α (M;ρ) ≥ καHα(ω) + 2hα(κ) , κ = min{κF ,κM} . (3.20)
By H
(κF )
α (F ;ρ) and H(κM)α (M;ρ), we mean here the α-entropies calculated with “distorted” actual distributions. In
particular, the Shannon entropies obey
H
(κF )
1 (F ;ρ) +H(κM)1 (M;ρ) ≥ κH1(ω) + 2h1(κ) . (3.21)
Thus, detection inefficiencies produce additional uncertainties in the entropies of actually measured data. For too
small values of κ, no useful conclusions could be extracted from data of such a kind.
IV. NOTES ON ENTANGLEMENT-ASSISTED DETERMINATION OF THE PMNS MATRIX
The authors of [27] have formulated a protocol to determine the PMNS matrix from quantum manipulations and
measurements on an entangled lepton-neutrino pair. They also assume to use such results with the “quantum-memory”
uncertainty relation derived in [13]. We wish only note that stronger relation of [28] can quite be used in this context.
Uncertainty relations in the presence of quantum memory are posed as follows [13, 28]. Let ρAB be density matrix of
a system of two subsystems A and B. The reduced densities are obtained by partial tracing, viz.
ρA = TrB(ρAB) , ρB = TrA(ρAB) . (4.1)
To the given orthonormal basis X = {|xi〉} in HA, we assign the linear map
ρA 7→ ΦX (ρA) :=
∑
i
|xi〉〈xi|ρA|xi〉〈xi| . (4.2)
Taking the two bases X = {|xi〉} and Z = {|zj〉} in HA, we further define the density matrices
ρXB = (ΦX ⊗ id)(ρAB) , ρZB = (ΦZ ⊗ id)(ρAB) , (4.3)
where id : ρB 7→ ρB is the identity map. The quantum conditional entropy S1(A|B) is defined as [46]
S1(A|B) := S1(ρAB)− S1(ρB) , (4.4)
8where S1(̺) = −Tr(̺ ln̺) denotes the von Neumann entropy. Coles and Piani showed that [28]
S1(X |B) + S1(Z|B) ≥ −2 ln η1 + (1− η1) ln
(
η1
η2
)
+ S1(A|B) . (4.5)
The two terms S1(X |B) and S1(Z|B) are nonnegative since they represent entropies of classical probability distribu-
tions. On the other hand, the conditional entropy S1(A|B) can be negative if ρAB is entangled. For pure states of
the form (1/
√
3)
(|νe〉 ⊗ |e+〉+ |νµ〉 ⊗ |µ+〉+ |ντ 〉 ⊗ |τ+〉), we have S1(ρAB) = 0 and S1(ρA) = ln 3. The second term
in the right-hand side of (4.5) is nonnegative. Replacing it with zero, one obtains the uncertainty relation proved in
[13], namely
S1(X |B) + S1(Z|B) ≥ −2 lnη1 + S1(A|B) . (4.6)
The latter is mentioned in [27] as a tool for entanglement-assisted determination of the PMNS matrix. Instead of
(4.6), we recommend to apply (4.5). In the case of product states, we have the additivity property [46]
S1
(
ρA ⊗ ρB
)
= S1(ρA) + S1(ρB) . (4.7)
If the measured system is not coupled with other ones, the inequality (4.5) reduces to
H1(X ;ρA) +H1(Z;ρA) ≥ −2 ln η1 + (1 − η1) ln
(
η1
η2
)
+ S1(ρA) . (4.8)
Without S1(ρA) ≥ 0, the latter gives (2.6). Vanishing the second term in the right-hand side of (4.8), we get the
Maassen–Uffink bound added by the von Neumann entropy of the measured state, namely
H1(X ;ρA) +H1(Z;ρA) ≥ −2 ln η1 + S1(ρA) . (4.9)
As was shown in [47], this result also follows from the monotonicity of the quantum relative entropy. Thus, the
relation (4.8) should be used instead of (4.9).
V. CONCLUSIONS
It is well known that entropic uncertainty relations provide a powerful and flexible tool to express quantitatively
the uncertainty principle. Recently, the authors of [27] applied entropic uncertainty relations of the Maassen–Uffink
type to neutrino states in the three-dimensional flavor-mass space. We have shown that majorization uncertainty
relations of [20, 22] can fruitfully be used in this context. On the one hand, majorization relations have provided
stronger entropic bounds, at least within the known 1σ¯ ranges of parameters of the PMNS matrix. On the other hand,
an application of majorization relations demands more complicated analysis. Nevertheless, such uncertainty relations
also an attention as a tool for further determination of the PMNS matrix. Within the 3σ¯ ranges, we obtained used in
the lower bound of Coles and Piani [28]. This bound slightly improves the Maassen–Uffink uncertainty relation [5].
Using the bfp values presented in [43], the majorization approach provide stronger bound that exceeds the Maassen–
Uffink one by 30 %. To write analytical expressions for key parameters in majorization, one should restrict a consider-
ation to certain ranges of mixing angles. We also considered the case of detection inefficiencies. It is natural that such
inefficiencies produce some additional level of uncertainty. One may again see that setup of neutrino experiments and
analysis of their results are actually a challenge to our abilities. This fact does not implies that concepts and notions of
quantum information theory cannot be applied in studies of neutrinos. Some efforts in information-theoretic analysis
of three-flavor neutrino oscillations have been accomplished in [48]. However, uncertainty relations remained beyond
this examination. We hope that the presented results together with findings of [27] will found use in neutrino physics.
[1] W. Heisenberg, U¨ber den anschaulichen inhalt der quanten theoretischen kinematik und mechanik. Z. Phys. 43, 172–198
(1927)
[2] E.H. Kennard, Zur quantenmechanik einfacher bewegungstypen. Z. Phys. 44, 326–352 (1927)
[3] H.P. Robertson, The uncertainty principle. Phys. Rev. 34, 163–164 (1929)
[4] D. Deutsch, Uncertainty in quantum measurements. Phys. Rev. Lett. 50, 631–633 (1983)
[5] H. Maassen and J.B.M. Uffink, Generalized entropic uncertainty relations. Phys. Rev. Lett. 60, 1103–1106 (1988)
9[6] I.I. Hirschman, A note on entropy. Amer. J. Math. 79, 152–156 (1957)
[7] W. Beckner, Inequalities in Fourier Analysis. Ann. Math. 102, 159–182 (1975)
[8] I. Bia lynicki-Birula and J. Mycielski, Uncertainty relations for information entropy in wave mechanics. Commun. Math.
Phys. 44, 129–132 (1975)
[9] S. Wehner and A. Winter, Entropic uncertainty relations – a survey. New J. Phys. 12, 025009 (2010)
[10] I. Bia lynicki-Birula and  L. Rudnicki, Entropic uncertainty relations in quantum physics. In: Statistical Complexity, 1–34
(Springer, Berlin, 2011)
[11] P.J. Coles, M. Berta, M. Tomamichel, and S. Wehner, Entropic uncertainty relations and their applications. Rev. Mod.
Phys. 89, 015002 (2017)
[12] A. Hertz and N.J. Cerf, Continuous-variable entropic uncertainty relations. E-print arXiv:1809.01052 [quant-ph] (2018)
[13] M. Berta, M. Christandl, R. Colbeck, J.M. Renes, and R. Renner, The uncertainty principle in the presence of quantum
memory. Nature Phys. 6, 659–662 (2010)
[14] K. Kraus, Complementary observables and uncertainty relations. Phys. Rev. D 35, 30703075 (1987)
[15] M. Riesz, Sur les maxima des forms biline´aires et sur les fonctionnelles line´aires. Acta Math. 49, 465–497 (1927)
[16] A.E. Rastegin, Notes on entropic uncertainty relations beyond the scope of Riesz’s theorem. Int. J. Theor. Phys. 21,
1300–1315 (2012)
[17] S. Zozor, G.M. Bosyk, and M. Portesi, On a generalized entropic uncertainty relation in the case of the qubit. J. Phys. A:
Math. Theor. 46, 465301 (2013)
[18] S. Zozor, G.M. Bosyk, and M. Portesi, General entropic-like uncertainty relations for N-level systems. J. Phys. A: Math.
Theor. 47, 495302 (2014)
[19] M.H. Partovi, Majorization formulation of uncertainty in quantum mechanics. Phys. Rev. A 84, 052117 (2011)
[20] Z. Pucha la,  L. Rudnicki, and K Z˙yczkowski, Majorization entropic uncertainty relations. J. Phys. A: Math. Theor. 46,
272002 (2013)
[21] S. Friedland, V. Gheorghiu, and G. Gour, Universal uncertainty relations, Phys. Rev. Lett. 111, 230401 (2013)
[22]  L. Rudnicki, Z. Pucha la, and K. Z˙yczkowski, Strong majorization entropic uncertainty relations. Phys. Rev. A 89, 052115
(2014)
[23] K. Zuber, Neutrino Physics (CRC Press, Boca Raton, 2012)
[24] B. Pontecorvo, Mesonium and antimesonium. Sov. Phys. JETP. 6, 429–431 (1957)
[25] B. Pontecorvo, Inverse beta processes and nonconservation of lepton charge. Sov. Phys. JETP 7, 172–173 (1958)
[26] Z. Maki, M. Nakagawa, and S. Sakata, Remarks on the unified model of elementary particles. Prog. Theor. Phys. 28,
870–880 (1962)
[27] S. Floerchinger and J.-M. Schwindt, Neutrino flavor-mass uncertainty relations and an entanglement-assisted determination
of the PMNS matrix. E-print arXiv:1811.06403 [hep-ph] (2018)
[28] P.J. Coles and M. Piani, Improved entropic uncertainty relations and information exclusion relations. Phys. Rev. A 89,
022112 (2014)
[29] R.A. Horn and C.R. Johnson, Matrix Analysis (Cambridge University Press, Cambridge, 1990)
[30] A. Re´nyi, On measures of entropy and information. In: Proc. 4th Berkeley Symposium on Mathematical Statistics and
Probability, 547–561 (University of California Press, Berkeley–Los Angeles, 1961)
[31] C. Tsallis, Possible generalization of Boltzmann-Gibbs statistics. J. Stat. Phys. 52, 479–487 (1988)
[32] S. Abe, Heat and entropy in nonextensive thermodynamics: transmutation from Tsallis theory to Re´nyi-entropy-based
theory. Physica A 300, 417–423 (2001)
[33] I. Bengtsson and K. Z˙yczkowski, Geometry of Quantum States: An Introduction to Quantum Entanglement (Cambridge
University Press, Cambridge, 2006)
[34] R. Chaves and T. Fritz, Entropic approach to local realism and noncontextuality. Phys. Rev. A 85, 032113 (2012)
[35] A.E. Rastegin, Tests for quantum contextuality in terms of q-entropies. Quantum Inf. Comput. 14, 0996–1013 (2014).
[36] A.E. Rastegin, Uncertainty relations for MUBs and SIC-POVMs in terms of generalized entropies. Eur. Phys. J. D 67,
269 (2013)
[37] A.E. Rastegin and K. Z˙yczkowski, Majorization entropic uncertainty relations for quantum operations. J. Phys. A: Math.
Theor. 49, 355301 (2016)
[38] Z. Pucha la,  L. Rudnicki, A. Krawiec, and K. Z˙yczkowski, Majorization uncertainty relations for mixed quantum states. J.
Phys. A: Math. Theor. 51, 175306 (2018)
[39] B. Kayser, On the quantum mechanics of neutrino oscillation. Phys. Rev. D 24, 110–116 (1981)
[40] W. Grimus, P. Stockinger, Real oscillations of virtual neutrinos. Phys. Rev. D 54, 3414–3419 (1996)
[41] H.J. Lipkin, Quantum theory of neutrino oscillations for pedestrians: simple answers to confusing questions. Phys. Lett.
B 642, 366–371 (2006)
[42] R.N. Mohapatra, S. Antusch, K.S. Babu, et al., Theory of neutrinos: a white paper. Rep. Prog. Phys. 70, 1757–1867
(2007)
[43] http://www.nu-fit.org
[44] J. Beringer, J.-F. Arguin, R.M. Barnett, et al. (Particle Data Group), Review of particle physics. Phys. Rev. D 86, 010001
(2012)
[45] U.F. Katz and Ch. Spiering, High-energy neutrino astrophysics: Status and perspectives. Prog. Part. Nucl. Phys. 67,
651–704 (2012)
[46] M.A. Nielsen and I.L. Chuang, Quantum Computation and Quantum Information (Cambridge University Press, Cambridge,
10
2000)
[47] P.J. Coles, R. Colbeck, L. Yu, and M. Zwolak, Uncertainty relations from simple entropic properties. Phys. Rev. Lett.
108, 210405 (2012)
[48] S. Banerjee, A.K. Alok, R. Srikanth, and B.C. Hiesmayr, A quantum-information theoretic analysis of three-flavor neutrino
oscillations. Eur. Phys. J. C 75, 487 (2015)
