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Abstract
In this paper, we show that the models of random CSP instances proposed by Xu and Li [K. Xu, W. Li, Exact phase transitions
in random constraint satisfaction problems, Journal of Artificial Intelligence Research 12 (2000) 93–103; K. Xu, W. Li, Many
hard examples in exact phase transitions with application to generating hard satisfiable instances, Technical report, CoRR Report
cs.CC/0302001, Revised version in Theoretical Computer Science 355 (2006) 291–302] are of theoretical and practical interest.
Indeed, these models, called RB and RD, present several nice features. First, it is quite easy to generate random instances of
any arity since no particular structure has to be integrated, or property enforced, in such instances. Then, the existence of an
asymptotic phase transition can be guaranteed while applying a limited restriction on domain size and on constraint tightness. In
that case, a threshold point can be precisely located and all instances have the guarantee to be hard at the threshold, i.e., to have
an exponential tree-resolution complexity. Next, a formal analysis shows that it is possible to generate forced satisfiable instances
whose hardness is similar to unforced satisfiable ones. This analysis is supported by some representative results taken from an
intensive experimentation that we have carried out, using complete and incomplete search methods.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Over the past ten years, the study of phase transition phenomena has been one of the most exciting areas in Com-
puter Science and Artificial Intelligence. Numerous studies have established that for many NP-complete problems
(e.g., SAT and CSP), the hardest random instances occur, while a control parameter is varied accordingly, between
an under-constrained region where all instances are almost surely satisfiable and an over-constrained region where
all instances are almost surely unsatisfiable. In the transition region, there is a threshold where half the instances are
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K. Xu et al. / Artificial Intelligence 171 (2007) 514–534 515satisfiable (and half the instances are unsatisfiable). Generating hard instances is important both for understanding the
complexity of the problems and for providing challenging benchmarks [11].
Another remarkable progress in Artificial Intelligence has been the development of incomplete algorithms for
various kinds of problems. And, since this progress, one important issue has been to produce hard satisfiable instances
in order to evaluate the efficiency of such algorithms, as the approach that involves exploiting a complete algorithm
in order to keep random satisfiable instances generated at the threshold can only be used for instances of limited
size. Also, it has been shown that generating hard (forced) satisfiable instances is related to some open problems in
cryptography such as computing a one-way function [11,20].
In this paper, we mainly focus on random CSP (Constraint Satisfaction Problem) instances. Initially, four “stan-
dard” models, denoted A, B, C and D [16,39], have been introduced to generate random binary CSP instances.
However, Achlioptas et al. [3] have identified a shortcoming of all these models. Indeed, they prove that random
instances generated using these models suffer from (trivial) unsatisfiability as the number of variables increases. To
overcome the deficiency of these standard models, several alternatives have been proposed.
On the one hand, a model E has been proposed in [3] and a generalized model in [31]. However, the model E
does not permit to tune the density of the instances and the generalized model requires an awkward exploitation
of probability distributions. Also, other alternatives correspond to incorporating some “structure” in the generated
random instances. Roughly speaking, it involves ensuring that the generated instances be arc consistent [16] or path
consistent [15]. The main drawback of all these approaches is that generating random instances is no more quite a
natural and easy task.
On the other hand, standard models have been revised [14,38,44,45] by controlling the way parameters change as
the problem size increases. The alternative model D scheme [38], where both the domain size and the average degree of
the constraint graph increase with the number of variables, guarantees the occurrence of an asymptotic phase transition
as the constraint tightness is varied. The two revised models, called RB and RD [44,45] provide the same guarantee
by varying one of two control parameters around a critical value that, in addition, can be computed. Also, in [14],
a range of suitable parameter settings is identified which allows to exhibit a non-trivial threshold of satisfiability.
Their theoretical results apply to binary instances taken from model A and to “symmetric” binary instances from a
so-called model B which, not corresponding to the standard one, associates the same relation with every constraint.
The models RB and RD present several nice features:
• it is quite easy to generate random instances of any arity as no particular structure has to be integrated, or property
enforced, in such instances.
• the existence of an asymptotic phase transition can be guaranteed while applying a limited restriction on domain
size and on constraint tightness. For instances involving constraints of arity k, the domain size is required to be
greater than the kth root of the number of variables and the (threshold value of the) constraint tightness is required
to be at most k−1
k
.
• when the asymptotic phase transition exists, a threshold point can be precisely located, and all instances generated
following models RB and RD have the guarantee to be hard at the threshold, i.e., to have an exponential tree-
resolution complexity.
• it is possible to generate forced satisfiable instances whose hardness is similar to unforced satisfiable ones.
Concerning the last item, note that instances forced to be satisfiable are simply built by randomly generating first
a solution, and then a set of constraints guaranteed to support this solution. We show that under the same conditions,
those used to establish the existence of an asymptotic phase transition in model RB, there is an asymptotic similarity
between forced and unforced satisfiable instances of model RB with respect to the number and the distribution of
solutions. We believe that this is one important aspect of our contribution.
Also, remember that CSP is a generalization of the SAT problem which is the first proven NP-complete problem and
plays a central role in computational complexity. In the study of phase transitions in NP-complete problems, random
3-SAT has received most attention, both theoretically and experimentally, in the past decade or so. However, until
now, the existence of the threshold phenomenon in random 3-SAT has not been established, not even the exact value
of the threshold point. As such, much of the work on random 3-SAT has been focused on proving lower bounds and
upper bounds for the threshold point. Through a series of hard work, the current best lower bound and upper bound for
random 3-SAT are 3.42 [22] and 4.506 [13], respectively. In contrast, the existence of phase transitions in model RB
has been established and the threshold points are also known exactly. In fact, these results about model RB are mainly
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for this is that the distribution of the number of solutions for model RB is very uniform (i.e. almost all instances
have the same number of solutions) while for random 3-SAT, this distribution is highly skewed (i.e. a few instances
have far more solutions than most instances). From the viewpoint of phase transitions in NP-complete problems, it is
therefore interesting to further investigate in which aspects random 3-SAT and model RB behave differently, and if
such comparisons can shed any light on the fundamental properties of NP-complete problems. In this paper, we will
see an example of such a comparison: when random 3-SAT and model RB are used to generate satisfiable instances,
the same strategy can produce very different results.
Finally, note that in experimental CSP studies, random instances of model B with varying tightness and density
are often used as benchmarks for algorithms. However, such instances cannot be used to evaluate the asymptotic
performance of algorithms. To fill this need, a good way is to generate random instances of increasing size (i.e.
number of variables) which are guaranteed to be hard. An advantage of model RB over model B is that it provides a
simple method to generate such asymptotically hard instances (you can download such a generator at http://www.cril.
univ-artois.fr/~lecoutre) which are also useful for understanding what makes a problem really hard to solve.
This paper (an extended version of [43]) is organized as follows. We first introduce constraint networks and give
an overview of the different models that have been proposed to generate random networks (Section 2). Then, we
introduce models RB and RD (Section 3) and present a variant of model RD which can be used to generate random
networks involving constraints of any arity (Section 4). Next, we provide a formal analysis about generating both
forced and unforced hard satisfiable instances (Section 5). Finally, we present the algorithms (Section 6) that we have
used for our experimentation (Section 7), and, before concluding, we discuss some related work.
2. Models of random constraint networks
We first introduce constraint networks and the Constraint Satisfaction Problem.
Definition 1. A Constraint Network is a pair (X,C) where:
• X = {X1, . . . ,Xn} is a finite set of n variables such that each variable Xi has an associated domain, denoted
dom(Xi), which contains the set of values allowed for Xi ,
• C = {C1, . . . ,Cm} is a finite set of m constraints such that each constraint Cj involves a subset of variables of
X, called scope and denoted vars(Cj ), and has an associated relation, denoted rel(Cj ), which contains the set of
tuples allowed for the variables in vars(Cj ).
The arity of a constraint C is the number of variables involved in C, i.e., the number of variables of its scope.
The tightness of a constraint corresponds to the proportion of disallowed tuples in the associated relation. However,
when one generates random constraints, it is possible to define the tightness as the probability that a tuple be disal-
lowed.
A solution to a constraint network is an assignment of values to all the variables such that all the constraints are
satisfied. The set of solutions of P is denoted sol(P ). A constraint network is said to be satisfiable iff it admits at least
one solution. The Constraint Satisfaction Problem (CSP) is the NP-complete task of determining whether a given
constraint network is satisfiable. A CSP instance is then defined by a constraint network, and solving it involves either
finding one (or more) solution or determining its unsatisfiability.
Now, we can give a quick overview of the different models that have been proposed to generate random constraint
networks. Four conventional models denoted A, B, C and D [16,39] to generate random binary constraint networks
have been introduced. Whatever model is chosen, two steps are necessary to generate such a network. In the first
step, we have to build its macro-structure called constraint hyper-graph, whereas in the second step, we have to build
its micro-structure called consistency hyper-graph. Actually, the two steps can be interleaved. The constraint hyper-
graph is composed of n vertices corresponding to variables and m hyper-edges corresponding to constraints; each
hyper-edge links the variables occurring in the scope of the constraint it represents. The consistency hyper-graph
is composed of
∑n
i=1 |dom(Xi)| vertices corresponding to all values of all domains and of
∑m
j=1 |rel(Cj )| hyper-
edges corresponding to all supports (allowed tuples) of all relations. Note that the density of a constraint network (or
hyper-graph), assuming that it only involves constraints of arity k (and distinct scopes), is equal to m/(n).k
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n the number of variables, d the uniform domain size, p1 a measure of the density of the constraint graph and p2
a measure of the tightness of the constraints. There are four models since p1 and p2 can represent either a probability
or a proportion. p1 is considered as a probability in models A, C and as a proportion in models B, D while p2 is
considered as a probability in models A, D and as a proportion in models B, C. Note that, for binary instances, k is
usually omitted.
Model B is defined as follows:
Definition 2 (Model B). A class of random CSP instances of model B will be denoted B(k, n, d,p1,p2) where, for
each instance:
• k  2 denotes the arity of each constraint,
• n 2 denotes the number of variables,
• d  2 denotes the size of each domain,
• 1 p1 > 0 determines the number m = p1(nk ) of constraints,
• 1 > p2 > 0 determines the number t = p2dk of disallowed tuples of each relation.
To generate one instance P ∈ B(k, n, d,p1,p2), we have to build m constraints, each one formed by randomly select-
ing (without repetition) a scope of k (distinct) variables and randomly selecting (with repetition) a relation of t distinct
disallowed tuples.
Note that p1(n2) and p2d
k may have to be rounded to the nearest integer. Then, one can prefer, instead of propor-
tions, directly using the number m of constraints and the number t of disallowed tuples.
Model D is defined as follows:
Definition 3 (Model D). A class of random CSP instances of model D will be denoted D(k, n, d,p1,p2) where, for
each instance:
• k  2 denotes the arity of each constraint,
• n 2 denotes the number of variables,
• d  2 denotes the size of each domain,
• 1 p1 > 0 determines the number m = p1(nk ) of constraints,• 1 > p2 > 0 denotes the constraint tightness in terms of probability.
To generate one instance P ∈ D(k, n, d,p1,p2), we have to build m constraints, each one formed by randomly select-
ing (without repetition) a scope of k (distinct variables) and randomly selecting (with repetition) a relation such that
each one of the dk tuples is not allowed with probability p2.
It has been shown [10] that the hardest random instances occur at a so-called phase transition between an under-
constrained region where all instances are almost surely satisfiable and an over-constrained region where all problems
are almost surely unsatisfiable. This phase transition occurs when a control parameter is varied accordingly, usually
p2 or κ which measures the constrainedness of an instance [17]. Furthermore, the peak of difficulty corresponds
approximately to the value of the control parameter where 50% of instances are satisfiable and is referred to as the
threshold or crossover point. The mushy region [34,39] denotes the range of values of the control parameter over
which the phase transition takes place. Locating the phase transition has been addressed in [39,41].
However, Achlioptas et al. [3] have identified a shortcoming of all four standard models. Indeed, they prove that
random problem instances generated using these models suffer from (trivial) insolubility as problem size increases.
More precisely, they show that, asymptotically, if p2  1/d , such instances almost surely contain a flawed variable
when the number of variables increases while other parameters are kept constant. A flawed variable is a variable such
that each value from its associated domain is flawed, i.e., is not consistent with respect to a constraint of the instance.
Therefore, an instance involving a flawed variable is clearly unsatisfiable and this can be shown in polynomial time.
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troduced by selecting, with probability p, each one of the d2(n2) tuples (X,Y, a, b) where X and Y are two distinct
variables, a ∈ dom(X) and b ∈ dom(Y ). This new model is proved to be asymptotically interesting. However, it pro-
vides less flexibility in the construction of the network and involves quickly generating a complete constraint graph
even if p is small. A generalized model has been proposed by Molloy [31] with the introduction of a probability dis-
tribution in order to directly select constraints (instead of selecting allowed tuples, one by one). The author proves that
very well behaved sets of constraints obtained with a probability distribution allow exhibiting a phase transition. As
using such distributions can be awkward in practice, the issue of generating difficult instances for some distributions
is also addressed in [31].
On the other hand, some works have focused on incorporating some “structure” in the generated random instances.
Roughly speaking, the principle is to ensure that the generated instances be arc consistent [16] or (strongly) path
consistent [15]. More precisely, Gent et al. [16] propose variants, called flawless models, of standard models which
prevent the presence of flawed values. They consider that “each value must be supported by at least one unique value,
i.e., one value which is not also required to support another value” and achieve it by fixing in each binary constraint, a
set S of d allowed pairs such that any pair t1, t2 of elements of S is such that t1[1] = t2[1] ∧ t1[2] = t2[2]. Then, the
instances generated according to flawless models are guaranteed to be arc-consistent and at any value of p2 < 1/2 do
not suffer asymptotically from trivial insolubility”. Unluckily, they can be solved in polynomial time as they embed
easy sub-problems [15]. A generalization of this approach has then been proposed by Gao and Culberson [15]. The
authors show that if each relation is chosen in such a way that the generated instances are strongly path consistent, then
such instances admit an exponential resolution complexity no matter how large the constraint tightness is. By ensuring
the presence of a l-regular bipartite graph in each generated relation (with a sufficiently large l), the instances are
guaranteed to be strongly path consistent. The main drawback of these approaches is that generating random instances
is no more quite a natural and easy task.
Finally, in [14,38,44,45] standard models have been revised by controlling the way parameters change as the
problem size increases. The alternative model D scheme proposed by Smith in [38] guarantees the occurrence of a
phase transition when some parameters are controlled and when the constraint tightness is within a certain range.
The two revised models RB and RD introduced by Xu and Li in [44,45] provide the same guarantee by varying one
of two control parameters around a critical value that can be computed. In the next section, we will see that almost
all instances of models RB and RD are hard, i.e., do not present resolution proofs of size less than exponential size.
Also, Frieze and Molloy [14] identify a range of suitable parameter settings in order to exhibit a non-trivial threshold
of satisfiability. Their theoretical results apply to binary instances taken from model A and to “symmetric” binary
instances from a so-called model B which, not corresponding to the standard one, associates the same relation with
every constraint.
3. Models RB and RD
In this section, we introduce some theoretical results about two models defined in [44,45]. First, we present the
model RB that represents an alternative to model B. Note that in order to simplify the theoretical analysis, unlike
model B, model RB allows selecting constraints with identical scopes. However, it may be that the results introduced
below also hold for model B (i.e. when selection of scopes is performed without repetition). The reason for this is that
the number of repeated constraints is asymptotically much smaller than the total number of constraints and thus can
be neglected in the analysis. But the main difference of model RB with respect to model B is that the domain size of
each variable grows polynomially with the number of variables.
Definition 4 (Model RB). A class of random CSP instances of model RB is denoted RB(k, n,α, r,p) where, for each
instance:
• k  2 denotes the arity of each constraint,
• n 2 denotes the number of variables,
• α > 0 determines the domain size d = nα of each variable,
• r > 0 determines the number m = r.n. lnn of constraints,
• 1 > p > 0 determines the number t = pdk of disallowed tuples of each relation.
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(with repetition) a scope of k (distinct) variables and randomly selecting (with repetition) a relation of t distinct
disallowed tuples.
When fixed, α and r give an indication about the growth of the domain sizes and of the number of constraints
as n increases since d = nα and m = rn lnn, respectively. It is then possible, for example, to determine the critical
value pcr of p where the hardest instances must occur. Indeed, we have pcr = 1 − e−α/r which is equivalent to the
expression of pcr given in [39]. Note that nα , r.n. lnn and pdk may have to be rounded to the nearest integer.
Another model, denoted model RD, is similar to model RB except that p denotes a probability instead of a propor-
tion.
Definition 5 (Model RD). A class of random CSP instances of model RD is denoted RD(k, n,α, r,p) where, for each
instance:
• k  2 denotes the arity of each constraint,
• n 2 denotes the number of variables,
• α > 0 determines the domain size d = nα of each variable,
• r > 0 determines the number m = r.n. lnn of constraints,
• 1 > p > 0 denotes the constraint tightness in terms of probability.
To generate one instance P ∈ RD(k, n,α, r,p), we have to build m constraints, each one formed by randomly selecting
(with repetition) a scope of k (distinct) variables and randomly selecting (with repetition) a relation such that each one
of the dk tuples is not allowed with probability p.
For convenience, in this paper, although all given results hold for models RB and RD, we will exclusively refer to
model RB. In [44], it is proved that model RB, under certain conditions, not only avoids trivial asymptotic behaviors
but also guarantees exact phase transitions. More precisely, with Pr denoting a probability distribution, the following
theorems hold.
Theorem 1. If k, α > 1
k
and p  k−1
k
are constants then
lim
n→∞ Pr
[
P ∈ RB(k, n,α, r,p) is sat]=
{
1 if r < rcr
0 if r > rcr
where rcr = − αln(1−p) .
Theorem 2. If k, α > 1
k
and pcr  k−1k are constants then
lim
n→∞ Pr
[
P ∈ RB(k, n,α, r,p) is sat]=
{
1 if p < pcr
0 if p > pcr
where pcr = 1 − e− αr .
Remark that the condition pcr  k−1k is equivalent to ke
− α
r  1 given in [44]. Theorems 1 and 2 indicate that
a phase transition is guaranteed provided that the domain size is not too small and the constraint tightness or the
threshold value of the constraint tightness not too large. As an illustration, for instances involving binary constraints,
the domain size is required to be greater than the square root of the number of variables (as α > 1/2 and d = nα) and
the constraint tightness or threshold value of the tightness is required to be at most 50%. The following table gives the
limits of Theorems 1 and 2 for different arities.
k α p or pcr
2 > 1/2  1/2
3 > 1/3  2/3
4 > 1/4  3/4
5 > 1/5  4/5
520 K. Xu et al. / Artificial Intelligence 171 (2007) 514–534The next theorem establishes that unsatisfiable instances of model RB almost surely have the guarantee to be hard.
A similar result for model A has been obtained by [14] with respect to binary instances (i.e. k = 2) and Mitchell [29]
has described such kind of behavior for instances where constraints have fewer than d/2 disallowed tuples.
Theorem 3. If P ∈ RB(k, n,α, r,p) and k, α, r and p are constants, then, almost surely,3 P has no tree-like resolution
of length less than 2(n).
The proof, which is based on a strategy following some results of [6,30], is omitted but can be found in [45].
To summarize, model RB guarantees exact phase transitions and hard instances at the threshold. It then contradicts
the statement of [15] about the requirement of an extremely low tightness for all existing random models in order to
have non-trivial threshold behaviors and guaranteed hard instances at the threshold.
4. Random constraint networks in intention
In Constraint Programming, most of the experiments performed so far about random constraint networks involve
binary instances. The main reason of this limitation is due to space complexity considerations. Indeed, the space
required to store the tuples allowed (or disallowed) by (the relation associated with) a constraint exponentially grows
with its arity. For instance, at least 109 memory units are needed to store 1% of the tuples of a 10-ary constraint with
10 values per domain since 108 tuples, each one composed of 10 values, must be stored. Hence, in practice, it is not
possible to represent large non-binary random networks when constraints are given in extension.
In this section, we propose a variant (initially introduced in [24]) of model RD such that any network involves
constraints defined in intention, i.e. by a predicate. As an immediate consequence, there is no more obstacle to generate
problem instances with constraints of any arity, and then to perform experiments on such instances.
First, we show how it is possible to define a set C of random constraints defined in intention. Note that we consider,
without loss of generality, that each constraint C in C has a unique identification number id(C).
The function isConsistent (see Algorithm 1) can be viewed as the predicate defining all random constraints de-
fined in intention of a problem instance. Indeed, for any k-ary constraint C and any k-tuple t , isConsistent(C, t,p)
determines if the tuple t is allowed by C while considering tightness p. To achieve this, a unique real random value
between 0 and 1 (exclusive) is computed by a function f whose parameters are the identification number id(C) of C
and the given tuple t . Then, we have simply to compare the computed random value with the constraint tightness p
seen as an acceptance boundary.
The function f can be implemented in different ways. For instance, we can compute a seed from the parameters of
f , and then use this seed to get a real value using a pseudo-random number generator. Also, we can compute a hash
value using a message digest algorithm like MD5 [35] or SHA [33]. These algorithms correspond to secure one-way
hash functions that take arbitrary-sized data, called documents, and output fixed-length hash values called fingerprints
or message digests. For any bit changed in a document, the best hash functions involves modifying at least 50% of the
bits occurring in the computed fingerprint. In our context, the document corresponds to the parameters of f , namely,
the identification number of the constraint and the given tuple.
When using hash functions, one can obtain a real value by applying some simple operations as shown by Algo-
rithm 2. After creating a document by simply concatenating the binary description of all parameters of f , a hash
function (MD5, for instance) is called in order to generate a fingerprint. Then, the exclusive or operation (⊕) is itera-
tively applied on each byte of the fingerprint. Finally, a real value between 0 and 1 is calculated by dividing the value
of the resulting byte by 256.
It is important to note the correctness of this approach. First, isConsistent always produces the same result for a
given set of parameters since the same real value is always computed by f . Second, each tuple is considered, indepen-
dently with probability p, as being not allowed by C. Remark that we need to introduce the constraint identification
number as a parameter of f in order to get distinct constraints of same arity.
We are now in a position to define a variant, denoted RDint, of model RD that can be exploited in practice for any
arity.
3 We say that a property holds almost surely when this property holds with probability tending to 1 as the number of variables tends to infinity.
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realRandomValue ← f (id(C), t)
return realRandomValue p
Algorithm 1. Function isConsistent(C: Constraint, t: tuple, p: 0..1): Boolean.
variable b : byte
variable document : array of bytes
variable fingerprint : array of bytes
document ← createDocumentWith(id,t)
fingerprint ← MD5(document)
b ← fingerprint[1]
for i ranging from 2 to length(fingerprint) do
b ← b ⊕ fingerprint[i]
end for
return b/256
Algorithm 2. Function f (id: integer, t: tuple): real.
Definition 6 (Model RDint). A class of random CSP instances of model RDint is denoted RDint(k, n,α, r,p) where,
for each instance:
• k  2 denotes the arity of each constraint,
• n 2 denotes the number of variables,
• α > 0 determines the domain size d = nα of each variable,
• r > 0 determines the number m = r.n. lnn of constraints,
• 1 > p > 0 denotes the constraint tightness in terms of probability.
To generate one instance P ∈ RDint(k, n,α, r,p), we have to build m constraints in intention, each one formed by ran-
domly selecting (with repetition) a scope of k (distinct) variables and (implicitly) defined by the function isConsistent
described above.
This new model involves an easy implementation, no space requirement and the possibility to perform experiments
with large arity constraints.
5. Generating hard satisfiable instances
For CSP and SAT (whose task is to determine if a Boolean formula, also called SAT instance, is satisfiable), there
is a natural strategy to generate forced satisfiable instances, i.e., instances on which a solution is imposed. It suffices
to generate first a random (total) assignment t and then a random instance with n variables and m constraints (clauses
for SAT) such that any constraint violating t is rejected. t is then a forced solution.
More precisely, the method that we have considered to generate forced satisfiable instances of model RB is as
follows:
• generate a random solution t
• generate m scopes (of constraints) of size k (with repetition)
• for each constraint (of arity k), generate nb allowed tuples with nb being the nearest integer to (1 − p)dk
– select as first allowed tuple the one that satisfies the solution t
– select (without repetition) nb − 1 other tuples.4
4 For example, we can associate an integer with each tuple, put all such integers (except the one that satisfies the solution) into a set and randomly
picking (and removing) nb − 1 integers from this set.
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provided that Theorem 1 or 2 holds. Nevertheless, this statement deserves a theoretical analysis.
Assuming that d denotes the domain size (d = 2 for SAT), we have exactly dn possible (total) assignments, de-
noted by t1, t2, . . . , tdn , and d2n possible assignment pairs where an assignment pair 〈ti , tj 〉 is an ordered pair of two
assignments ti and tj . We say that 〈ti , tj 〉 satisfies an instance if and only if both ti and tj satisfy the instance. Then,
the expected (mean) number of solutions Ef [N ] for instances that are forced to satisfy an assignment ti (which is
then a forced solution) is:
Ef [N ] =
dn∑
j=1
Pr[〈ti , tj 〉]
Pr[〈ti , ti〉]
where Pr[〈ti , tj 〉] denotes the probability that 〈ti , tj 〉 satisfies a random instance. Note that Ef [N ] should be indepen-
dent of the choice of the forced solution ti . So we have:
Ef [N ] =
∑
1i,jdn Pr[〈ti , tj 〉]
dn Pr[〈ti , ti〉] =
E[N2]
E[N ] .
where E[N2] and E[N ] are, respectively, the second moment and the first moment of the number of solutions for
random unforced instances.
For random 3-SAT, it is known that the strategy mentioned above is unsuitable as it produces a biased sampling of
instances with many solutions clustered around t [1]. Experiments show that forced satisfiable instances are much eas-
ier to solve than unforced satisfiable instances. In fact, it is not hard to show (from the result on satisfying assignment
pairs in [42] that, asymptotically, E[N2] is exponentially greater than E2[N ]. The same conclusion can also be found
in [4]. Thus, the expected number of solutions for forced satisfiable instances is exponentially larger than the one for
unforced satisfiable instances. It then gives a good theoretical explanation of why, for random 3-SAT, the strategy is
highly biased toward generating instances with many solutions.
For model RB, recall that when the exact phase transitions were established [44], it was proved that E[N2]/E2[N ]
is asymptotically equal to 1 below the threshold, where almost all instances are satisfiable, i.e. E[N2]/E2[N ] ≈ 1
for r < rcr or p < pcr . Hence, the expected number of solutions for forced satisfiable instances below the threshold
is asymptotically equal to the one for unforced satisfiable instances, i.e. Ef [N ] = E[N2]/E[N ] ≈ E[N ]. In other
words, when using model RB, the strategy has almost no effect on the number of solutions and does not lead to a
biased sampling of instances with many solutions.
In addition to the analysis above, we can also study the influence of the strategy on the distribution of solutions
with respect to the forced solution. Based on Hamming distance, we first define the distance df (ti , tj ) between two
assignments ti and tj as the proportion of variables that have been assigned a different value in ti and tj . We have
0 df (ti , tj ) 1.
For forced satisfiable instances of model RB, with Eδf [N ] denoting the expected number of solutions whose dis-
tance from the forced solution (identified as ti , here) is equal to δ, we obtain by an analysis similar to that in [44]:
Eδf [N ] =
dn∑
j=1
Pr[〈ti , tj 〉]
Pr[〈ti , ti〉] with d
f (ti , tj ) = δ
=
(
n
nδ
)
(nα − 1)nδ
[(n−nδ
k
)
(
n
k
) + (1 − p)
(
1 −
(
n−nδ
k
)
(
n
k
)
)]rn lnn
= exp[n lnn(r ln(1 − p + p(1 − δ)k)+ αδ)+ O(n)].
It can be shown, from the results in [44] that Eδf [N ], for r < rcr or p < pcr , is asymptotically maximized when δ
takes the largest possible value, i.e. δ = 1. The intuition behind this is that the value of Eδf [N ] is determined by two
factors: the first one is the number of assignments whose distance from the forced solution is δ, and the other one is
the probability of such an assignment being a solution. It is easy to see that the larger the distance, the smaller the
probability, which means that an assignment more similar to the forced solution is more likely to be a solution. On the
other hand, the number of assignments with a distance δ from the forced solution grows with δ. Then, when r < rcr
or p < pcr , this factor plays a more dominant role than the probability factor as the number n of variables approaches
K. Xu et al. / Artificial Intelligence 171 (2007) 514–534 523infinity, which leads to the result as stated. It is worth mentioning that when r > rcr or p > pcr , the total number of
solutions for a forced satisfiable instance might be greater than 1 and the dominant role will alternate between the
above two factors, yielding the result that Eδf [N ] is asymptotically maximized at δ = 0. This implies that for a forced
satisfiable instance to the right of the threshold, there may exist some solutions other than the forced one and these
solutions are distributed very closely around the forced one.
For unforced satisfiable instances of model RB, with Eδ[N ] denoting the expected number of solutions whose
distance from ti (not necessarily a solution) is equal to δ, we have:
Eδ[N ] =
(
n
nδ
)
(nα − 1)nδ(1 − p)rn lnn
= exp[n lnn(r ln(1 − p) + αδ)+ O(n)].
It is straightforward to see that the same pattern holds for this case, i.e. Eδ[N ] is asymptotically maximized when
δ = 1.
Intuitively, with model RB, both unforced satisfiable instances and instances forced to satisfy an assignment t are
such that most of their solutions distribute far from t . This indicates that, for model RB, the strategy has little effect
on the distribution of solutions, and is not biased towards generating instances with many solutions around the forced
one.
For random 3-SAT, we have:
Eδf [N ] =
(
n
nδ
)[(n−nδ
3
)
(
n
3
) + 6
7
(
1 −
(
n−nδ
3
)
(
n
3
)
)]rn
= poly(n) exp
[
n
(
−δ ln δ − (1 − δ) ln(1 − δ) + r ln 6 + (1 − δ)
3
7
)]
= poly(n) exp[nf1(r, δ)]
and
Eδ[N ] =
(
n
nδ
)(
7
8
)rn
= poly(n) exp
[
n
(
−δ ln δ − (1 − δ) ln(1 − δ) + r ln 7
8
)]
= poly(n) exp[nf2(r, δ)].
From the above two equations, we can see that Eδf [N ] and Eδ[N ] are asymptotically determined by f1(r, δ) and
f2(r, δ) respectively. Below are two figures (see Figs. 1 and 2) for f1(r, δ) and f2(r, δ) as a function of δ with r = 4.25
(the ratio of clauses to variables). It follows from these two figures that as r approaches 4.25, f1(r, δ) and f2(r, δ)
are maximized when δ ≈ 0.24 and δ = 0.5, respectively. This means, in contrast to model RB, that when r is near the
threshold, most solutions of forced instances distribute in a place much closer to the forced solution than solutions of
unforced satisfiable instances.
6. Solving constraint networks
Before presenting the results of our experimentation, we need to introduce the algorithms that we have used. To
solve a CSP instance, a depth-first search algorithm with backtracking can then be applied, where at each step of
the search, a variable assignment is performed followed by a filtering process called constraint propagation. Usually,
domains are filtered (reduced) by considering some properties of constraint networks. Such properties are called
domain filtering consistencies [12] and Generalized Arc Consistency (GAC) remains the central one. For binary
constraints, this property is simply called Arc Consistency (AC).
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Fig. 2. f2(r, δ) as a function of δ with r = 4.25.
Definition 7. Let P = (X,C) be a CN. A pair (X,a), with X ∈ X and a ∈ dom(X), is generalized arc consistent
(GAC) iff ∀C ∈ C | X ∈ vars(C), there exists a support of (X,a) in C, i.e., a tuple5 t ∈ rel(C) such that t[X] = a and
t[Y ] ∈ dom(Y ) ∀Y ∈ vars(C). P is GAC iff ∀X ∈ X, dom(X) = ∅ and ∀a ∈ dom(X), (X,a) is GAC.
Establishing Generalized Arc Consistency on a given network P involves removing all values that are not GAC.
Many generic algorithms have been proposed to establish AC and GAC (e.g. see [8,23,27]). When constraints are
given in extension (usually under the form of tables), it is possible to adopt different propagation schemes [7,26].
However, for instances of model RDint, one necessary needs to use the so-called GAC-valid scheme [7,26].
5 t[X] denotes the value assigned to X in t .
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2: if P ′ = ⊥ then
3: searchMGAC(P ′)
4: end if
Algorithm 3. MGAC(P = (X,C): Constraint Network).
1: if X = ∅ then
2: return true
3: else
4: select a pair (X,a) such that X ∈ X and a ∈ dom(X)
5: P ′ ← GAC(P |X=a)
6: if P ′ = ⊥ then
7: if searchMGAC(P ′\X) then
8: write(X,a); return true
9: P ′ ← GAC(P |X =a)
10: if P ′ = ⊥ then
11: if searchMGAC(P ′) then
12: return true
13: return false
14: end if
Algorithm 4. searchMGAC(P = (X,C): Constraint Network): Boolean.
GAC(P ) will denote the constraint network obtained after enforcing GAC on a given constraint network P . If there
is a variable with an empty domain in GAC(P ), denoted GAC(P ) = ⊥, then P is clearly unsatisfiable.
The MGAC algorithm, i.e., the algorithm which maintains GAC during the search of a solution, is nowadays
considered as the best generic algorithm to solve CSP instances (provided that the arity of the constraints be not too
high). For binary instances (i.e. instances only involving binary constraints), it is called MAC [36]. Algorithms 3
and 4 correspond to a recursive version of MGAC (using 2-way branching). One can solve a CSP instance by calling
the MGAC function: one solution is displayed iff the instance is satisfiable. Before giving more details about the
algorithm, we need to introduce the following notations. P |X=a denotes the constraint network obtained from P by
restricting the domain of X to the singleton {a} whereas P |X =a denotes the constraint network obtained from P by
removing the value a from the domain of X. P \X denotes the constraint network obtained from P by removing the
variable X (it means that, not only, X is removed from X but also that X is eliminated from any constraint involving
it by projecting the associated relation over all other involved variables). The recursive algorithm is started by calling
the MGAC function (Algorithm 3) with a constraint network to be solved. If the given constraint network P can be
made generalized arc consistent then the search for a solution begins (Algorithm 4). It involves selecting a pair (X,a)
and trying first X = a and then X = a (if no solution has been found with X = a). After any consistent assignment,
the assigned variable is eliminated from the network and search is continued (line 7). When the constraint network
becomes empty (line 1), it means that a solution has been found and that the search can be stopped by returning true
(lines 2, 8 and 12).
MGAC is a complete search algorithm. It means that one can use this algorithm to find a solution or prove that no
solution exists. However, there exists another category of algorithms which are said to be incomplete. Such algorithms
may find solutions but cannot prove unsatisfiability. They have been shown to be very efficient on some domains of
applications. Local search algorithms belong to this category. The principle of local search is to move in the space
of all possible interpretations (here, an interpretation is the assignment of a value to all variables) until a solution is
found. Usually, a move is selected in the neighborhood of the current interpretation and corresponds to a maximum
improvement of a cost function.
Algorithms 5 and 6 correspond to a general description of a local search algorithm called TABU. The algorithm
is started by calling the TABU function (Algorithm 5) with a constraint network to be solved. If the given constraint
network P can be made arc consistent then the search for a solution begins (Algorithm 6). It involves performing
several runs such that, initially, for each run, a tabu list is initialized and an initial random interpretation is generated
(the function rand randomly selects a value in the domain of the given variable). Then, until the current interpretation
corresponds to a solution or the number of performed moves reaches the number of allowed moves for the current
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2: if P ′ = ⊥ then
3: searchTABU(P ′)
4: end if
Algorithm 5. TABU(P = (X,C): Constraint Network).
1: for i ranging from 1 to maxRuns do
2: tabu ← ∅
3: sol ← {(X, rand(X)) | X ∈ X}
4: for j ranging from 1 to maxMoves do
5: select a pair (X,a) s.t. X ∈ X, a ∈ dom(X), (X,a) /∈ sol and (X,a) /∈ tabu
6: replace (X,b) ∈ sol with (X,a)
7: if sol ∈ sol(P ) then
8: write(sol); return
9: end if
10: if isFull(tabu) then
11: tabu ← tabu\firstIn(tabu)
12: end if
13: tabu ← tabu ∪ {(X,b)}
14: end for
15: end for
Algorithm 6. searchTABU(P = (X,C): Constraint Network).
run, a neighbor is selected. Here, the neighborhood is composed of all interpretations which differ from the current
interpretation by exactly one value. The role of the tabu list is to avoid becoming stuck in local minima by repeatedly
performing the same cycle of moves. Note that the selected move (represented by a pair (X,b)) cannot correspond
to a move recently performed and recorded in the tabu list. After each move, we remove the oldest element of the
tabu list (the function firstIn returns this element) if the maximum capacity of the list is reached (the function isFull
determines if this is the case), and we add this new move to the list.
The performance of the MGAC and TABU algorithms highly depend on the heuristics used to select the next pair
(X,a) in the main loop of both algorithms. It has been shown that constraint weighting can be exploited in order to
concentrate search on the hard parts of the constraint network. It does respect the fail-first principle: “To succeed, try
first where you are most likely to fail” [19]. The idea is to associate a weight with any constraint C and to increment
the weight of C whenever C is violated during search. As search progresses, the weight of hard constraints become
more and more important and this particularly helps the heuristic to select variables appearing in the hard part of the
network. More information can be found in [9,25,28,32,37,40].
7. Experimental results
As all introduced theoretical results hold when n → ∞, the practical exploitation of these results is an issue that
must be addressed. In this section, we give some representative experimental results which indicate that practice meets
theory even if the number n of variables is small. Note that different values of parameters α and r have been selected
in order to illustrate the broad spectrum of applicability of model RB (and model RD). The platform that we have
used for our experimentation (conducted on a PC Pentium IV 2.4 GHz 512Mo under Linux) is called Abscon (see
http://www.cril.univ-artois.fr/~lecoutre).
Theorems 1 and 2 guarantee asymptotically the presence of a phase transition and the exact localization of the
threshold. First, it is valuable to know in practice, to what extent, Theorems 1 and 2 give precise thresholds according
to different values of α, r and n. The experiments that we have run wrt Theorem 2, as depicted in Fig. 3, suggest that
all other parameters being fixed, the greater the value of α, r or n is, the more precise Theorem 2 is. More precisely,
in Fig. 3, the difference between the threshold theoretically located and the threshold experimentally determined is
plotted against α ∈ [0.2,1] (d ∈ [2..20]), against r ∈ [0.8,2.5] (m ∈ [50..150]) and against n ∈ [8..100]. Note that
the vertical scale refers to the difference in constraint tightness and that the horizontal scale is normalized (value 0
respectively corresponds to n = 8, α = 0.2 and r = 0.8, etc.).
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Fig. 4. Mean search cost (50 instances) of solving instances in RB(2,
{20, 30, 40}, 0.8, 3, p) with MAC.
To solve the random instances generated by model RB, we have used the MGAC and TABU algorithms described in
previous section. For MGAC, we have used dom/wdeg [9,25] as variable ordering heuristic, lexico as value ordering
heuristic and GAC3.2 [23] as embedded arc consistency algorithm. For TABU, we have used constraint weighting
[32,37,40] to perform local moves, set the size of the tabu list to 25 and the maximum number of moves of any run to
150,000. Also, every three runs, constraint weights are reset to 0.
We have studied the difficulty of solving with MAC the binary instances of model RB generated around the the-
oretical threshold pcr ≈ 0.23 given by Theorem 2 for k = 2, α = 0.8, r = 3 and n ∈ {20,30,40}. It means that for
n = 20, we have d = 11 and m = 180, for n = 30, we have d = 15 and m = 306, and for n = 40, we have d = 19 and
m = 443. In Fig. 4, it clearly appears that the hardest instances are located quite close to the theoretical threshold and
that the difficulty grows exponentially with n (note the use of a log scale). A similar behavior is observed in Fig. 5
with respect to ternary instances generated around the theoretical threshold pcr ≈ 0.63 for k = 3, α = 1, r = 1 and
n ∈ {16,20,24}. It means that for n = 16, we have d = 16 and m = 44, for n = 20, we have d = 20 and m = 60, and
for n = 24, we have d = 24 and m = 76.
Figs. 6 and 7 show the results obtained with a tabu search with respect to similar instances (compare with Figs. 4
and 5). In fact, for ternary instances, we have limited the number of variables to n ∈ {15,18,21}. The search effort is
given by a median cost since when using an incomplete method, there is absolutely no guarantee of finding a solution
in a given limit of time. Remark that all unsatisfiable (unforced) instances below the threshold have been filtered out
in order to make a fair comparison. It appears that both complete and incomplete methods behave similarly: the search
effort grows exponentially with n and forced instances are (almost) as hard as unforced satisfiable ones.
To deal with classes of instances of larger arities, we have used the model presented at Section 4. We have studied
the difficulty of solving with MGAC the instances of model RDint generated around the theoretical threshold pcr ≈
0.45 given by Theorem 2 for k ∈ {6,8}, α = 0.6, r = 1 and n ∈ {10,15}. It means that for n = 10, we have d = 4 and
m = 23, and for n = 15, we have d = 5 and m = 40. In Fig. 8, one can observe that forced instances are as hard as
unforced satisfiable ones. Unsurprisingly, unforced unsatisfiable instances are more difficult.
It is also interesting to observe the behavior of MGAC when small values of α and r are considered. This is the
reason why we have studied the difficulty of solving with MAC the instances of model RD generated around the
theoretical threshold pcr ≈ 0.39 given by Theorem 2 for k = 2, α = 0.51, r = 1 and n ∈ {34,46,59,74,91,110}.
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Fig. 6. Median search cost (50 instances) of solving instances in RB(2,
{20, 30, 40}, 0.8, 3, p) using a tabu search.
It means that for n = 34, we have d = 6 and m = 120, for n = 46, we have d = 7 and m = 176, for n = 59, we
have d = 8 and m = 241, for n = 74, we have d = 9 and m = 319, for n = 91, we have d = 10 and m = 411, for
n = 100, we have d = 11 and m = 517. Fig. 9 shows the obtained results (note that n is in {34,46,59,74,91,110}
from bottom to top). It shows the wide applicability of the main result of this paper (i.e. forced instances are almost
as hard as unforced instances as long as values of parameters are within the range allowed by the theorems) and that
smaller values of α and r make the instances at the threshold much easier to solve, which implies that in such a case,
we have to use a large number of variables to get hard instances. Fig. 10 depicts the phase transitions (note that n
is in {34,46,59,74,91,110} from left to right). As expected, when n is increased, the size of the phase transition
decreases.
As the number and the distribution of solutions are the two most important factors determining the cost of solving
satisfiable instances, we can expect, from the analysis given in Section 5, that for model RB, the hardness of solving
forced satisfiable instances should be similar to that of solving unforced satisfiable ones. This is what is observed in
Fig. 4 for example. To confirm this, we have focused our attention to a point just below the threshold as we have
then some (asymptotic) guarantee about the difficulty of both unforced and forced instances (see Theorems 5 and 6
in [45]) and the possibility of generating easily unforced satisfiable instances. Fig. 11 shows the difficulty of solving
with MAC both forced and unforced instances of model RB at pcr − 0.01 ≈ 0.40 for k = 2, α = 0.8, r = 1.5 and
n ∈ [20..50].
To confirm the inherent difficulty of the (forced and unforced) instances generated at the threshold, we have also
studied the runtime distribution produced by a randomized search algorithm on distinct instances [18]. For each
instance, we have performed 5000 independent runs. Fig. 12 displays the survival function, which corresponds to the
probability of a run taking more than x backtracks, of a randomized MAC algorithm for two representative instances
generated at pcr ≈ 0.41 for k = 2, α = 0.8, r = 1.5 and n ∈ {40,45}. One can observe that the runtime distribution
(a log–log scale is used) do not correspond to an heavy-tailed one, i.e., a distribution characterized by an extremely
long tail with some infinite moment. It means that all runs behave homogeneously and, therefore, it suggests that the
instances are inherently hard [18].
Then, we have focused on unforced unsatisfiable instances of model RB as Theorem 3 indicates that such instances
have an exponential resolution complexity. We have generated unforced and forced instances with different constraint
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{15, 18, 21}, 0.8, 3, p) using a tabu search.
Fig. 8. Mean search cost (50 instances) of solving instances in
RDint({6,8}, {10,15}, 0.6, 1, p) using MGAC.
Fig. 9. Mean search cost (50 instances) of solving instances in RD(2,
{34,46,59,74,91,110}, 0.51, 1, p) using MAC.
Fig. 10. Phase transitions for RD(2, {34,46,59,74,91,110},0.51,
1,p).
530 K. Xu et al. / Artificial Intelligence 171 (2007) 514–534Fig. 11. Mean search cost (50 instances) of solving instances in RB(2, [20..50], 0.8, 1.5, pcr − 0.01) using MAC.
Fig. 12. Non heavy-tailed regime for instances in RB(2, {40,45}, 0.8, 1.5, pcr ≈ 0.41).
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tightness p above the threshold pcr ≈ 0.41 for k = 2, α = 0.8, r = 1.5 and n ∈ [20..450]. Fig. 13 displays the search
effort of a MAC algorithm to solve such instances against the number of variables n. It is interesting to note that the
search effort grows exponentially with n, even if the exponent decreases as the tightness increases. Also, although
not currently supported by any theoretical result (Theorems 5 and 6 of [45] hold only for forced instances below the
threshold) it appears here that forced and unforced instances have a similar hardness.
To further evaluate the hardness of forced satisfiable instances of model RB, we can perform some experiments
where the local search algorithm starts with a biased initial assignment which agrees with the hidden assignment on 10,
30 and 50% variables respectively. Please note that this happens with exponentially small probability. More precisely,
for model RB, it is easy to show that for any constant 0 < c  1, the probability that a random initial assignment
agrees with the hidden assignment on at least cn variables is
n∑
i=cn
(
n
i
)(
1
nα
)i(
1 − 1
nα
)n−i
<
n∑
i=cn
2n
(
1
nα
)cn
< n
(
2
nαc
)n
,
which converges to 0 exponentially fast as n tends to infinity.
In Fig. 14, it appears that unlike random 3-SAT with two complementary hidden solutions [2], the biased initial
assignment does not render forced instances of model RB much easier to solve. There is a significant difference, only
when the bias reaches 50%.
Finally, we will mention that some instances of model RB were used for different solver competitions. Some
forced ternary CSP instances of class RB(3, {20,24,28},1,1,≈ 0.63) were used as benchmarks of the 2005 CSP
solver competition. No CSP solver succeeded in solving one instance for n = 28 within 10 minutes. Forced binary
CSP instances of class RB(2, n, 0.8, 0.8/ ln 43 , 0.25) with n ranging from 40 to 59 were also used as benchmarks
of this competition, but no solver succeeded in solving one instance at n = 53 (within 10 minutes). These binary
instances were also encoded into SAT (using the direct encoding method) and submitted to the SAT competition
2004 (http://www.nlsde.buaa.edu.cn/~kexu/benchmarks/benchmarks.htm). About 50% of the competing solvers have
succeeded in solving the SAT instances corresponding to n = 40 (d = 19 and m = 410) whereas only one solver has
been successful for n = 50 (d = 23 and m = 544).
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solutions on 10, 30 and 50% of the variables.
8. Related work
In this paper, we have tried to emphasize the nice theoretical and practical properties of models RB. But, as already
mentioned in Section 2, other models of random CSP instances exist. However, we believe that all these models do
not offer a framework which is as simple as the one proposed by model RB.
As a related work, we can mention the recent progress on generating hard satisfiable SAT instances. In [5,21], it
is proposed to build random satisfiable 3-SAT instances on the basis of a spin-glass model from statistical physics.
Instances are generated while using different probabilities in order to select clauses with 0, 1 or 2 negative literals. An-
other approach, quite easy to implement, has also been proposed in [2]: any 3-SAT instance is forced to be satisfiable
by forbidding the clauses violated by both an assignment and its complement.
Finally, let us mention [1] which propose to build random instances with a specific structure, namely, instances of
the Quasigroup With Holes (QWH) problem. The hardest instances belong to a new type of phase transition, defined
from the number of holes, and coincide with the size of the backbone.
9. Conclusions and future work
In this paper, we have first shown that the model(s) RB (and RD) can be used to produce, very easily, hard random
instances, i.e., instances whose hardness grows exponentially with the problem size. Importantly, we have demon-
strated that the same result holds for instances that are forced to be satisfiable, as long as the existence of the exact
phase transition is guaranteed. Then, we have shown that for a wide range of parameter values, practice meets theory.
Among other things, our experimental results have confirmed the phase transitions and thresholds predicted by theory,
the hardness of forced and unforced satisfiable instances as well as the non heavy-tailed regime for instances of Model
RB.
We believe that such results should be of use and value for experimental studies on random CSP instances. We also
think that although there are some other ways to generate hard satisfiable instances, e.g. QWH [1] or 2-hidden [2]
instances, the simple and natural method presented in this paper, based on model RB, should be well worth further
investigation. We propose some interesting directions for future work, including:
K. Xu et al. / Artificial Intelligence 171 (2007) 514–534 533(1) extending model RB to allow the easy generation of hard random instances involving constraints of different
arities and/or global constraints;
(2) investigating if, for model RB, forced instances are almost as hard as unforced ones when there are more than one
forced solution;
(3) proving complexity lower bounds for forced and unforced satisfiable instances of model RB.
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