We consider a distributed system of a type which is encountered in the study of diffusion processes with memory and in viscoelasticity. The key feature of such a system is the persistence in the future of the past actions due the memory described via a certain relaxation kernel; see below. The parameters of the kernel have to be inferred from experimental measurements. Our main result in this paper is that by using two boundary measurements, the identification of a relaxation kernel which is a linear combination of Abel kernels (as often assumed in applications) can be reduced to the solution of a (linear) deconvolution problem.
Introduction
The equation is encountered for example in the study of diffusion processes, in particular thermodynamics with memory or nonfickian diffusion, and viscoelasticity. Here θ = θ(x, t), where t > 0 (prime denotes time derivative) and x ∈ (a, b) (the 1-D case is enough for the problem studied in this paper). Equation (1.1) represents the diffusion in a homogeneous isotropic medium in the form of a slab, and N(t) is usually called the relaxation kernel.
In the contest of diffusion processes, equation (1.1) is obtained from conservation of energy when the usual Fourier law q(x, t) = −θ x (x, t) for the flux (which leads to the standard heat or Fick equations) is modified and takes into account that the flux reacts "slowly in time" to the variation of the temperature (see [18, 19] )
It is a fact that certain physical considerations impose general restrictions to the relaxation kernel N(t). In particular, dissipativity on closed cycles implies that N(t) is a positive decreasing function and, by the second principle of thermodynamics,N(λ) (the Laplace transform) is defined (at least) for ℜe λ > 0 and ℜeN(λ) ≥ 0 when ℜe λ > 0 (see [5, 9] ). In the parlance of system theory,N(λ) is a positive real transfer function.
Provided these general restrictions are satisfied, the kernel N(t) has to be inferred from experiments taken on a sample of the material and it turns out that (see [3] ) when the material is homogeneous and isotropic, N(t) does not depend either on x or the shape of the sample. Hence, it can be identified using a slab of the material (this is the reason why we confine ourselves to one space dimension).
In several concrete cases, N(t) is smooth for t ≥ 0 and it is well approximated by a finite Prony sum, but it turns out that often the memory is largely predominant for small times and a combination of Abel kernels is more suitable to fit experimental data (see [21] ):
The specific function N(t) (i.e. the values of the parameters α m and γ m ) has to be inferred by suitable measurements. Several identification algorithms have been proposed (see Section 2). Here we show that, by using two different measurements of the boundary flux, the identification problem can be reduced to a standard deconvolution problem, i.e. to the solution of a Volterra integral equation of the first kind.
Note that the Laplace transform of t −γ is
. These considerations suggest the following assumptions, which are satisfied in particular by the kernels (1.3):
Assumptions. (a) For every T > 0 we have N ∈ L 1 (0, T); the Laplace transformN(λ) of N(t) is defined on Π 0 = {ℜe λ > 0} and it is a positive real transfer function i.e. it is holomorphic on Π 0 and it transforms Π 0 into itself. (b) The following equality holds in Π 0 :N
These assumptions are satisfied by the relaxation kernel (1.3).
In typical applications, the imaginary part ofN(λ) and that of λ ∈ Π + = {ℜe λ > 0} have opposite signs (see [9] ). This last property however is not used in the reconstruction algorithm. Remark 1.1. We note the following facts:
• We shall consider equation (1.1) with the additional conditions θ(0, t) = 0, θ(π, t) = 0, θ(x, 0) = ξ ∈ L 2 (0, π).
(1.6) Equation (1.1) with conditions (1.6) has been studied by several authors; see for example [22] . We shall also consider the boundary condition θ(0, t) = f(t) (and θ(π, t) = 0). When f is smooth, as it is sufficient for the identification process described below, the problem can be reduced to a problem with distributed affine term, as studied in [22] . • The representation (1.5) extracts as "dominant part" ofN(λ) the infinite of lower order (instead of that of higher order). The reason is in the transform (1.4): an infinite of higher order in time corresponds to an infinite of lower order in the frequency domain.
Distributed systems with persistent memory are widely used in applied sciences. As stated already, applications range from the analysis of diffusion processes in the presence of a complex molecular structure (see [6] ) to thermodynamics and viscoelasticity (see [1, 4, 15] ). They are characterized by the fact that past action continues to affect the system, and the past effect is described via a convolution integral. So, the kernel of the convolution integral is a material property of the process, and different processes are best described with kernels in suitable classes. When the system has a "short" memory, the behavior of the system is best represented with a kernel whose values in a short time interval (0, ϵ) dominate, as described in [21] , and quite often a kernel which is the sum of a smooth function and of an Abel kind kernel is used; see [2, 7] . As the memory kernel is a material property of the process, it has to be identified as the result of suitable experimental measurements and much work has been devoted to this problem both by engineers and by mathematicians. The idea is to excite the body with suitable signals and to observe a suitable output. In the engineering literature it is often assumed that the kernel depends on a small number of parameters and the body is excited with a "simple" signal, for example a constant deformation suddenly applied at time t = 0. The resulting stress is then observed and compared with the stress theoretically computed to find the values of the parameters which "best" fit the measures (according to a certain index, usually a quadratic index; see [8, 10] ). More refined methods use periodic signals and in essence compute the frequency response of the system (in a certain frequency range) from which the memory kernel is recovered via the inverse Laplace transform; see [4, 15] . Mathematical papers use a different turn of ideas: a suitable output y(t) is associated to the system and y (t) is computed. This gives an additional differential equation for N(t) (which depends on the initial and boundary conditions, which should be known and have suitable properties). In this way we get a system of nonlinear Volterra integrodifferential equations in the unknown (θ, N), which is at least locally solvable (for small t), and globally solvable under suitable assumptions. The solution of this system of equations gives both N(t), which is the object of interest, and the solution θ(t), which depends on the chosen initial and boundary conditions; see [1, 11, 12, 14, 17] . This method is highly nonlinear. Assume that it has been applied to an interval [0, τ] so that the pair (N(t), θ(t)) is known for every t ∈ [0, τ]. As noted in [13] , due to the convolutional structure of the equation, the identification of (N(t), θ(t)) on (τ, T] can then be reduced to a linear deconvolution problem.
The method we present here reduces the identification of the relaxation kernel to a linear deconvolution problem, and the parallel identification of a specific evolution θ(t) is not needed. Note that this is an important simplification because the object of interest is a real valued function N(t) and θ(t) = θ( ⋅ , t) is an L 2 -valued function of time, hence far more complex than the required quantity N(t). This method has already been justified in [19, 20] when N(t) is smooth for t ≥ 0, but the time domain proofs of these papers seem to be not extendable to the case of singular kernels, and so in this paper the algorithm is justified by using frequency domain techniques.
The algorithm
The algorithm we propose requires the computation of the flux through the boundary, say at the end x = π, due to suitable excitations of the sample: (i) The first measurement keeps both the end of the sample at fixed temperature (equal zero without restriction) and we measure the flux (denoted by q ξ (π, t)) through the point x = π due to a suitable initial temperature ξ . So we solve equation (1.1) with the conditions
(ii) In a second measurement we keep the initial temperature and the temperature at x = π at a fixed value (equal zero without restriction), while the temperature at the left end x = 0 is regulated, i.e. we solve
We measure the resulting flux through the point x = π. We denote this flux by q f (π, t). We shall see that N(t), t ∈ [0, T], can be identified from these measurements taken on the interval (0, T). What is more important is the fact that the identification is reduced to the solvability of a standard deconvolution problem.
Some comments are in order: (i) The algorithm extends the algorithm introduced in [19, 20] when N(t) ∈ C 3 ([0, T]) to the case of the singular kernel N(t) in (1.3). The proofs given in these papers depend heavily on smoothness of the relaxation kernel even for t = 0. So, the contribution of the present paper is the justification of the algorithm in the case of weakly singular kernels. (ii) The time varying boundary temperature f(t) can be easily imposed, provided that it is smooth and f(0) = 0 (consistent with the condition θ(x, 0) ≡ 0, see (3.1)) and, in practice, bounded. So, f(t) has the representation
and without restriction we can assume g ∈ C[0, T]. (iii) In practice, it is difficult to impose an initial temperature ξ(x), unless ξ(x) is quite special. We shall see that the special temperature needed in the identification algorithm can be easily imposed.
Finally, we comment again on the expression of the flux. The (density of the) flux at time t and position x is given by ( 
It is not at all obvious that the expression of q(π, t) makes sense, and in what kind of function or distribution space. This point is clarified in Appendix A.
The solution and the flux
The fact thatN(λ) is a positive real transfer function implies existence of the solution when the boundary input f equals zero (the case f ̸ = 0 will be examined below). To see this, let us introduce in L 2 (0, π) the operator A = ∆ with domain {ϕ ∈ H 2 (0, π) : ϕ(0) = ϕ(π) = 0} and rewrite equation (1.1) in the form
and which solves (4.1) (for every T > 0). The solution depends continuously on the affine term F. This follows from [22, Chapter 1, Propositions 1.2, 1.3 and Corollary 1.2 (i)] sinceN(λ) is a positive real transfer function.
In the case the boundary input is different from zero, we shall prove the following theorem. Of course, when θ(x, 0) = ξ(x) ̸ = 0, the previous results can be combined.
Proof. We proceed formally and then we justify the results. For every t we introduce u 0 (x, t) = π−x π f(t) and we note that ∆u 0 (x, t) = 0 for every t. Let
with zero boundary conditions. (As above, A is the Laplacian, restricted to functions which are zero at x = 0 and x = π). The function f (t) is continuous so that, as already noted, the existence of the solution ξ(x, t) (in the mild sense specified above) again follows from [22, Chapter 1, Propositions 1.2, 1.3 and Corollary 1.
The condition that f is continuously differentiable is sufficient for the identification problem. So, we do not invest time to weaken this assumption. Now we proceed also by separation of variables and we find formulas which are used in order to describe and justify the reconstruction algorithm. Let ϕ n = √ 2 π sin nx, n ∈ ℕ, so that d 2 dx 2 ϕ n (x) = −n 2 ϕ n (x). It is known from the theory of Fourier series that {ϕ n } is an orthonormal basis of L 2 (0, π). We solve equation (1.1) with the initial condition θ(x, 0) = ξ(x) and the boundary conditions θ(0, t) = f(t), θ(π, t) = 0. We expand the initial condition ξ(x) and the solution θ(x, t) of equation (1.1) in the sine series:
where, for every n ∈ ℕ,
Note that θ can be expanded in the sine series since θ ∈ C([0, T]; L 2 (0, π)). The functions θ n (t) solve
This is a scalar integrodifferential equation whose solution can be represented using the variation of constants formula (similar to [18, (5.7) ]; in this reference, N(t) is regular but the derivation of the variation of constants formula does not use this condition). We introduce the solution z n (t) of z n (t) = −n 2 We conclude this section with the following observation (see also [22, Chapter 1, Corollary 1.2]), which will be used in Appendix A. The assumption thatN(λ) is a positive real transfer function implies |z n (t)| ≤ 1 for every n and every t > 0. Indeed, multiplying both sides of (4.2) by z n (t) and integrating, we get
and note that the iterated convolution is nonnegative becauseN(λ) is a positive real transfer function (see [22] ).
The flux
Now we compute the flux through the point x = π. We proceed formally and we find certain series whose convergence will be justified in Appendix A. At first, we consider the case f = 0 and ξ ̸ = 0. The flux in this case is denoted by q ξ (x, t). We have, by using (1.2) and the series (4.3),
Let us consider now the flux q f (x, t) due to the boundary temperature f when ξ = 0. We assumed that
Then we have
We recall that
is the Dirac delta and the convergence is in the sense of the distributions). Therefore,
We are interested in the flux through the right end point x = π. So we measure
Note that these are formal expressions for y ξ and Y f to be justified below in Appendix A. Granted these formulas, we observe the following:
• The initial temperature ξ 0 = π−x 2 is in the form of a ramp. When the system is "stable", i.e. the free evolution tends to a stationary temperature as usually happens in applications, an initial condition in the form of a ramp is easily achievable as the equilibrium temperature when the ends of the bar are kept at constant temperatures for a time long enough; see [20] .
• Once the measurement y ξ 0 (t) has been obtained, the determination ofÑ(t) from (4.5) is a standard deconvolution problem, which can easily be solved by existing methods. If it is known, or postulated, that the relaxation kernel has the form (1.3), then the parameters α m and γ m can be computed fromÑ(t).
The determination of N(t), i.e. the computation of the numerical derivative ofÑ(t), is not needed. This is the identification algorithm, which extends the algorithm introduced in [19, 20] for smooth kernels to weakly singular kernels. Of course, the algorithm is not yet justified since we must still prove convergences of the series (4.4) and (4.5). The proof is in Appendix A.
A Appendix: Justification of the formulas
Here we justify the formulas for the flux, and so the correctness of the algorithm we proposed. In fact, we prove the following result.
Theorem A.1. Let T > 0. We have the following statements: (i) y ξ ∈ L 2 (0, T) for every ξ ∈ L 2 (0, π), and the transformation ξ → y ξ is linear and continuous from L 2 (0, π) to L 2 (0, T). Proof. The second statement follows easily from the first one, as seen from formula (4.5). By using the first statement, i.e. y ξ 0 ∈ L 2 (0, T), and Young's inequality, it is easily seen that Y f ∈ L 2 (0, T) and that it depends continuously on g ∈ L 2 (0, T), hence on f ∈ H 1 − (0, T). So, it is enough that we prove the first statement. The proof takes place in the frequency domain, via the Laplace transform and Parseval identity.
We must prove the convergence in L 2 (0, T) of the series (4.4), where {ξ n } ∈ l 2 . So it is sufficient to prove boundedness in L 2 (0, T) of the sequence
We know already that |z n (t)| < 1 so that, for every fixed n, Assumption (c) shows that |z n (t)| ≤ n 2 t ∫ 0 |N(s)| ds is polynomially bounded.
Hence, e −βt z n (t) ∈ L 2 (0, +∞) for every β > 0. We prove that for a suitable value of β there exists M > 0 independent of n and such that
which implies boundedness in the standard L 2 (0, T)-norm:
Let us consider now any function h defined on (0, +∞) and let⋅ denote the Laplace transform. Note that ifĥ (λ) exists, then the Laplace transform of e −βt h(t) isĥ (β + λ) and the following result holds (see [16, Chapter 6] ). Furthermore, under these conditions,
We apply this result to the functions
The Laplace transform of
Integral (A.2) is an integral on the vertical line ξ = β + iω of the complex plane.
To prove (A.1) we will prove that, for a suitable β > 0, the integral in (A.2) decays of the order 1/n 2 . We consider the integral on (0, +∞); the integral on (−∞, 0) can be treated analogously.
It is easier to follow the arguments by looking at Figure 1 .
By assumption, in the complex plane the points α + N 1 (β + iω)(β + iω) −σ belong to a semidisk contained in {ℜe λ > α} (and typically in Imλ < 0 when ω > 0, see [9] , but this property is not used). Boundedness of N 1 (λ) implies that the radius of this disk (whose center is (α + i0)) is less then M(β 2 + ω 2 ) −σ/2 for a suitable constant M. Now we explain how β has to be chosen. The argument of (β + iω) 1+γ is less then π 2 (1 + γ) < π since γ < 1. The argument of α + N 1 (β + iω)(β + iω) −σ tends to zero for β → +∞, and so there exists a value β 0 such that if β > β 0 , then Arg ζ(β + iω) < π − δ for some δ > 0. Furthermore, by increasing β, we can reduce the norm of 
This is the value of β which is fixed in the following computation.
In Figure 1 , the points ζ(β + iω) are points of the complex plane in ℜe λ < 0, above the line marked r. The angle of r with the negative real axis is δ ∈ (0, π 2 ). Figure 1 ).
The distance of (−n 2 + i0) from the line r is n 2 sin δ, reached by the point of r whose distance from the origin is n 2 cos δ.
This observation suggests that we decompose the integral in (A.2) as
We estimate the two integrals separately. We need an asymptotic estimate which holds for large n. For a reason we shall see, we consider those n for which the following inequalities hold:
The following estimate for the first integral on the right-hand side of (A.4) does not use (A.5): Once multiplied with n 2 , this term remains bounded, as we wished.
We must prove an analogous property for the second integral. We note
We recall that R(ω) = |ζ(β + iω)| and cos δ > 0, and use (A.5a). We prove the following lemma.
Lemma A.3. The conditions ω ≥ n 2 cos δ and (A.5) imply the following inequalities:
Proof. Property (A.6) is the second inequality in (A.3) and it is our choice of the fixed value of β. We use (A.6) and condition (A.5a) to see that
In fact, by using ω > n 2 cos δ and (A.5a), we see that We use (A.9) in order to give an upper estimate of the second integral on the right-hand side of (A.4). The upper estimate is an integral which can be computed explicitly.
In the following computation, line (A.10) is obtained by using the substitution ω 1+γ = 2αs in the integral at the previous line and the inequality between lines (A.10) and (A.11) holds for n so large that condition (A.5b) holds because in this case s ≥ 1 2α (n 2 cos δ) 1+γ > 1. We sum up: we proved that the sequence {z n (t)/n} is bounded in L 2 (0, T) for every T. This implies that y ξ (t) ∈ L 2 (0, T) for every T > 0 (and depends continuously on ξ ∈ L 2 (0, π)). In particular, we have also y ξ 0 ∈ L 2 (0, T), and this in particular shows that Y f (t) belongs to L 2 (0, T) (and depends continuously on g = f ∈ L 2 (0, T)). Hence the proposed algorithm is now justified. 
