Recent functional magnetic resonance imaging studies have shown that the brain is remarkably active even in the absence of overt behavior, and this activity occurs in spatial patterns that are reproducible across subjects and follow the brain's established functional subdivision. Investigating the distribution of these spatial patterns is an active area of research with the goal of obtaining a better understanding of the neural networks underlying brain function. One intriguing aspect of spontaneous activity is an apparent nonstationarity, or variability of interaction between brain regions. It was recently proposed that spontaneous brain activity may be dominated by brief traces of activity, possibly originating from a neuronal avalanching phenomenon. Such traces may involve different subregions in a network at different times, potentially reflecting functionally relevant relationships that are not captured with conventional data analysis. To investigate this, we examined publicly available functional magnetic resonance imaging data with a dedicated analysis method and found indications that functional networks inferred from conventional correlation analysis may indeed be driven by activity at only a few critical time points. Subsequent analysis of the activity at these critical time points revealed multiple spatial patterns, each distinctly different from the established functional networks. The spatial distribution of these patterns suggests a potential functional relevance.
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instantaneous coactivation | network dynamics | nonstationary connectivity | resting-state network | clustering analysis I n recent years, a large number of studies have investigated the brain's functional connectivity by monitoring its activity at rest using the functional magnetic resonance imaging (fMRI) technique. The premise of these studies is that fMRI blood oxygenation level-dependent (BOLD) signals (1) (2) (3) (4) , acquired without explicit stimulation or task, are temporally correlated within functionally related brain regions (5, 6) . In fact, the spatial patterns of the temporal BOLD correlations show strong resemblance with many established brain networks, e.g., the motor, visual, language, default mode, and attention networks (5, (7) (8) (9) (10) , and for this reason are generally referred to as "resting-state networks" (RSNs) (6, 11) . Even though RSNs measured across subject are remarkably consistent (12) , substantial modulation can be seen throughout development (13, 14) , at different levels of consciousness (15) (16) (17) (18) , and in a variety of brain diseases (19) . RSNs therefore may provide critical information regarding the brain's dynamic organization that is complementary to structural information.
Until now, much of the fMRI research on RSNs has concentrated on characterizing differences in RSNs across conditions or populations, and little effort has gone toward investigating potential network changes within the same condition: seedbased correlation maps (5) or independent components (ICs) (11) are often estimated based on analysis of an entire scan session and further averaged across sessions or even subjects. Such analysis, however, may not fully capture the potential variation in correlational patterns over time, and as a result, some of more subtle information about network interactions may be lost. In fact, analysis of power correlations of resting-state magnetoencephalography signals has shown a time-varying relationship among major nodes of the default mode network (DMN) and the dorsal attention network (DAN) (20) , a phenomenon often referred to as "nonstationarity." Similarly, gamma-band local field potentials (LFPs) power recorded from cats also showed nonstationary correlations ranging from positive to negative between the regions that activate and deactivate with behavioral tasks (referred to as "task-positive" and "task-negative" regions, respectively), with anticorrelation appearing more frequently in waking and paradoxical sleep than in slow-wave sleep (21) .
Likewise, temporal variability in fMRI signal correlations has also been examined over the typical duration (a few minutes) of a resting-state scan of human brain (22) (23) (24) (25) (26) . It was found that interregional BOLD correlations showed considerable variation over the timescale of tens of seconds to minutes, confirming nonstationary nature of functional connectivity (22) . Similar observations in unconscious, anesthetized macaques suggest that some of this nonstationarity cannot simply be attributed to unconstrained mental activity (24) , and more likely reflects a more basic property of complex systems.
The nonstationary correlational structure of fMRI data provides an opportunity to increase the network information extracted during the analysis process. Recent approaches toward this goal have relied mainly on examining temporal variability in the fMRI signal correlations (or coherences) using the time-frequency analysis or sliding window method (22, 24, 25, 27) . This analysis is often limited to a few brain regions of interest and their first-order (pairwise) relationship. Another drawback of these time domain methods is the confounding contribution of nonneurogenic signals such as motion, instrumental drift, and thermal noise, which is difficult to distinguish from the signals of interest, especially when using shorter (sliding) time windows (22) . These limitations severely hamper the analysis, interpretation, and use of nonstationary RSN dynamics.
In the present study, we first test the hypothesis that correlational patterns in resting-state fMRI data arise from relatively brief (a few seconds long) periods of coactivation or codeactivation of regions, and then present a dedicated analysis method for extracting these patterns. The hypothesis is motivated by recent introduction of the point process analysis (PPA) approach (28) . Using a similar approach, we demonstrate RSN patterns extracted with conventional correlation analysis are a temporal average of multiple distinct coactivations or codeactivation patterns at different time points, which can be resolved with a temporal decomposition procedure.
nitrc.org/projects/fcon_1000/). To illustrate the phenomenon of nonstationary correlation, the fMRI BOLD signals were extracted from the posterior cingulate cortex (PCC) and medial prefrontal cortex (mPFC) of a representative participant (Fig. 1A) . Although these signals have some common features reflected in their substantial correlation (r = 0.40), there appear to be some brief periods of large deviations (Fig. 1A, red arrows) . This phenomenon resembles the previous observation based on gamma-band LFP power in cat brain, which exhibited alternating positive and negative (∼20% of the total time) correlations between regions activated and deactivated during a behavioral task (21) . Given that PCC and mPFC are major nodes of DMN (generally deactivated by behavioral tasks in human), nonstationary correlation may be a common phenomenon, even for brain regions belonging to the same brain network.
To illustrate the brain's instantaneous coactivation at single time points, two fMRI time frames (frames 1 and 2; Fig. 1A) were extracted from the representative participant at time points where fMRI signal in the PCC was high. Notably, these single fMRI frames already show coarse resemblance to the DMN pattern (Fig.  1A) . We then compared the average of the fMRI time frames whose PCC signal exceeded a predefined threshold (Fig. 1B, Left) to the PCC-seeded correlation map calculated using all frames. The average of even one or two frames (corresponding to the threshold at 99th percentile; Fig. 1B, Right) , which are not necessarily the most correlated ones, is already surprisingly similar (spatial correlation r = 0.51 ± 0.12 across subjects, mean ± SD, same hereinafter) to the PCC-seeded correlation map (Fig. 1B,  Right) . In comparison, the most correlated single frame is even closer to the correlation map (r = 0.59 ± 0.07). The similarity increases rapidly when lowering the selection threshold and thus including more frames, and approaches a plateau after including ∼15% of all frames (Fig. 1B, Right) . Further lowering the threshold does not substantially improve similarity, and even substantially reduces similarity when most or all frames are included.
The effect of averaging frames is further illustrated in Fig. 1C with a specific example. The correlation between a single time frame (Fig. 1A , frame 2) and the correlation map of the entire run (123 time frames) is 0.669, and this value goes up to 0.830 if a selection of 18 frames (∼15% of 123) is averaged. Particularly, if the analysis is extended to the entire group, 15% of data from all 247 participants will generate a pattern almost perfectly matching the group PCC-seeded correlation map derived from all data (r = 0.995). These results confirm the previous finding that a specific RSN pattern can be accurately replicated with only a small portion of the dataset (28) .
Temporal Decomposition of RSNs into Multiple Coactivation Patterns.
The two exemplary frames (frames 1 and 2) shown in Fig. 1A were selected at times when mPFC signal level was distinctly different. Apparently, their spatial coactivation patterns are also quite different: apart from differences in mPFC, the bilateral parietal components in frame 1 are more posterior than those in frame 2. Close inspection of the patterns suggests that this difference may not solely originate from thermal (spatially uncorrelated) noise. It is, therefore, possible that the fMRI frames actually represent distinct coactivation patterns, and that much of this information is lost when simply averaging time frames.
With the goal of extracting further information, the selected 15% fMRI frames were classified into different groups based on their spatial similarity ( Fig. 1D ) (see Materials and Methods for more details) and then averaged within each group. These group averages are in the following referred to as spontaneous coactivation patterns (CAPs).
Using this method, the DMN pattern was decomposed into eight PCC-related CAPs (PCC-CAPs), which were sorted based on their consistency values (the average spatial similarity of each fMRI frame to the group mean) (see Materials and Methods for details) in Fig. 2A . The first four PCC-CAPs with relatively high within-group similarity cover almost the entire PCC/precuneus region, as well as some parts of the frontal and parietal cortex. Comparison of the PCC-CAP 1−4 by spatial overlay (Fig. 2C) indicates that PCC-CAP 1 and 2 more closely resemble DMN than PCC-CAP 3 and 4, with PCC-CAP 1 extending more dorsally and PCC-CAP 2 more ventrally. Moreover, PCC-CAP 1 shows clear structure at the caudate nucleus (CN), whereas PCC-CAP 2 has high values specifically at the hippocampus (HC). PCC-CAP 3 shows relatively strong activity in the middle frontal gyrus (MFG), and its parietal components are more superior than those of other CAPs. PCC-CAP 4 is characterized by very specific patterns at the superior frontal gyrus (SFG) and the parahippocampus gyrus (PHG), and its bilateral parietal components extend much more posteriorly compared with the other PCC-CAPs. All four PCC-CAPs show large negative areas covering the insula, intraparietal sulcus (IPS), and other brain regions preferentially active during cognitive tasks The selected fMRI frames can be further classified into different groups according to their spatial pattern and then averaged within groups to generate spontaneous coactivation patterns (CAPs), which is equivalent to a temporal decomposition of the overall mean of all frames. All axial images are shown in the radiologic convention (Left in image is Right in brain).
("task-positive" regions) (30) , although with different magnitudes and spatial distributions. In contrast, the PCC-CAPs 5−8, showed relatively low within-group similarity, less resemblance to the DMN pattern, and mainly covered the visual (PCC-CAP 5 and 6) and motor cortex (PCC-CAP 8).
To test whether the multiple CAPs indeed reflect nonstationary property of their associated RSN or solely resulted from the classification method, a surrogate dataset was synthesized based on the statistics of the actual data while assuming stationarity. In this case, the decomposition procedure failed to reveal any distinct patterns other than those similar to the overall DMN pattern (Fig. 2B) .
The extraction of CAPs was further explored with the seed region selected in the left IPS. Using the same strategy, the DAN pattern associated with this seed was decomposed into 12 IPSCAPs (Fig. 3) . The first six IPS-CAPs have relatively distinct patterns with bilateral coactivations at IPS regions. Three of these overlap substantially over the visual cortex but with distinct preference for areas along the ventral visual stream (IPS-CAP 1), involved in peripheral vision (IPS-CAP 5), or high-order visual association (IPS-CAP 2). IPS-CAP 3 preferentially overlaps the middle temporal(MT)/V5+ complex and the frontal eye field (FEF). In contrast, IPS-CAP 4 showed significant activity at insular, operculum, and the posterior paracingulate gyrus (PCG).
Despite high values at the seed region, IPS-CAP 7−9 are similar to PCC-CAP 8, 4, and 1, respectively, suggesting they may originate from the same underlying networks. IPS-CAP 10 resembled the salience network (31) , whereas the last two IPS-CAPs were not recognized as matching any specific functional regions.
A number of the CAPs showed coactivations at small but very specific thalamic or cerebellar structures, indicating a possibly specific functional relevance. For example, IPS-CAP 2, 4, and 5 included distinct thalamic nuclei including the pulvinar, ventral lateral nucleus (VL), and lateral geniculate nucleus (LGN) (Fig.  4A) , and the thalamic structures in different CAPs were clearly separated from each other, even for two vision-related CAPs (IPS-CAP 2 and 5). Similarly, distinct cerebellar structures appearing in IPS-CAP 2, 3, 5, and 6 also covered very specific locations without significant overlap (Fig. 4B) .
Comparison with ICs and Temporal Functional Modes. For comparison, we also performed a more conventional network extraction based on spatial independent component analysis (ICA). We compared the 30 extracted ICs (shown in Fig. S1 ) with four and six CAPs based on PCC and IPS seeds, respectively. For this purpose, four and six ICs were selected with highest z scores at the PCC region (Fig. 5) or IPS region (Fig. S2A) , respectively. Only subsets of these ICs (IC 13, 16, and IC 27, 29, respectively) appeared to resemble the DMN and DAN patterns, respectively. On close comparison, substantial differences were seen between the selected ICs and CAPs in detailed structures, strength of negative statistics, and spatial cross-correlations ( Fig. S2 B and C) . Increasing the dimensionality of the ICA (to up to 100) did not reveal additional IC patterns that resembled the CAPs. Thus, the analysis proposed here identified multiple CAPs, with spatial distributions deviating from ICs and suggestive of a functional relevance.
Recently, an alternative to spatial ICA was proposed that combines spatial and temporal ICA to extract temporally independent components from resting-state data (32) . These components, called temporally independent functional modes (TFMs), may have some similarity to CAPs, which originate from distinct time points and therefore also may have high temporal independence. Preliminary comparison of TFMs and CAPs (Fig. 5 and Fig. S2 ) reiterates the finding from comparing CAPs and ICs in that they have both similarities and differences, suggesting they may highlight different aspects of the underlying covariations in neuronal activity.
Effects of Global Signal Regression. To verify that global signal regression (GSR) did not affect the CAP extraction procedure, the analysis was repeated without GSR. Similar to the changes observed with correlation analysis (33), GSR generally reduced activity values, however without affecting the spatial pattern of the CAPs (Fig. S3) .
Reproducibility. Reproducibility of CAPs was evaluated by analyzing a second, 198-subject set of resting-state data from the database that originated from a different fMRI site (SI Text and Table S1 ). Very similar results were obtained, as exemplified by the comparison of the four major PCC-derived CAPs shown in Fig. S4 .
Discussion
General Findings. In this study, we presented a modified version of a point-process method for the analysis of resting-state fMRI data, which allows extraction of network information with only a fraction of the measurement data. We demonstrated the ability of this method to extract different networks based on either emphasizing stationary network properties or nonstationary network properties. Emphasizing the stationary properties led to RSNs that resembled seed correlation or ICA-derived RSNs, whereas emphasizing nonstationary properties led to more finegrained networks (here called CAPs).
CAPs Account for Nonstationary Functional Connectivity. Resting-state fMRI connectivity is conventionally assessed by interregional correlations (5), and distinct RSNs (6) can be extracted by ICA or seed-based correlation analysis. In this study, we found that seedbased RSNs can be replicated by averaging a few fMRI time frames selected based on the signal level at the seed region. This finding confirms previous findings with PPA-type analysis and suggests that RSNs may be driven primarily by activity at a few discrete events (point processes) (28). Thus, it is possible that interregional BOLD correlations result from instantaneous coactivations (or codeactivations) of multiple brain regions at some critical time points rather than from continuous, sustained interregional neuronal interactions. Such instantaneous coactivations may originate from brief neuronal events, separated by relatively long time intervals (on average, 33.5 ± 24.5 s; Fig. S5A ), which determine the timescale of resting-state fMRI signal fluctuations (<0.1 Hz). Confirming this notion and establishing the precise neuronal origin and functional relevance of the apparent coactivations will likely require electrophysiological data to be acquired concurrently with the fMRI experiment.
One possible explanation for these putative neuronal events is the presence of large-scale neuronal avalanching activity (28), defined as spontaneous activity initiating at a specific location in the form of a brief burst, and taking with it, like an avalanche, other connected regions that are near activation threshold (34) (35) (36) . Such neuronal avalanches may or may not be consciously perceived, and in this regard, it would be interesting to investigate CAPs during conditions of reduced consciousness such as sleep and anesthesia. This may reveal the relationship between CAPs and conscious processes such as mind wandering (37) .
Even though the average of the critical time frames over extended measurement periods tends to converge to the spatial distribution of RSNs derived from conventional analysis, activity distributions of individual frames may be distinctly different. This was confirmed by the classification of spatial patterns of critical frames, which identified multiple groups of the frames associated with distinct CAPs. Judging from their distribution, the CAPs appeared to have some relationship to the underlying functional connectivity. Some CAPs showed coactivations at very specific thalamic and cerebellar regions that are spatially distinct among CAPs, even for those showing large overlaps in cortical regions (IPS-CAP 2 and 5; Fig. 4A ). These thalamic and cerebellar patterns most likely are not an artifact from the classification procedure, as their extent is too limited to substantially affect spatial correlations between frames and therefore classification outcomes. Furthermore, the observation that a single subject usually shows multiple CAPs (Fig. S5B ) also excludes the possibility that the finding of multiple CAPs is a result of the anatomical variation across subjects. In summary, not only can the resting brain be decomposed spatially into many RSNs, but the RSNs can also be further decomposed temporally into multiple CAPs that have apparent functional significance.
The BOLD correlations (or coherences) between different brain regions have been found to vary notably over time using the time-frequency analysis or sliding-window method, and this was regarded as an important piece of evidence for a nonstationarity of functional connectivity (22, 24, 25) . More strikingly, using ICA on a 60-frame subselection of resting-state fMRI data that shifts progressively over time by as little as a single frame, a recent study found dramatic variability of the DMN pattern, suggesting disproportional contributions of specific frames (26) . The findings in this study illuminate the previous observations from two different aspects. First, we found that the information regarding a specific RSN indeed is not distributed evenly in time domain, but highly condensed into a few critical time points. Therefore, the temporal variation in the BOLD correlation could result from the change of the relative signal contents within the time window of analysis, e.g., whether or not including a critical time point may substantially affect interregional correlations observed within a sliding window. In part, this variability results from underlying noise sources rather than neuronal activity. Second, and more importantly, analysis of only these critical time points suggested the presence of multiple, spatially distinct coactivation patterns. Therefore, the variability in patterns across these critical time points will also affect interregional BOLD correlations within the analysis window. For example, the MFG-PCC correlation is expected to be relatively high during a window that includes the PCC-CAP 3 type of time frames compared with inclusion of other types of CAPs. This second mechanism for variation in the BOLD correlations is likely to be physiologically relevant and to reflect the underlying system dynamics.
As is the case with the interpretation of ICs, TFMs, and correlation patterns derived from fMRI data, the interpretation of CAPs in terms of neuronal activity is to some extent confounded by the fact that the BOLD signal is a rather indirect measure of neuronal activity. It is likely that strength and appearance of CAPs is affected by regional differences in cortical vascularization, neurovascular control, and the level and nature of neural activity. A recent study suggests that region-specific intersubject variations may occur in some of these parameters (38) , and this will need to be taken into account when interpreting fMRI-derived network information.
Relation to Stationary Functional Connectivity. Although correlation analysis may not be an optimal approach to subdivide RSNs into multiple distinct CAPs, it does preserve some of their information because the existence of CAPs can bias the BOLD correlations in a way that reflects their spatial patterns. Correlation analysis has been used previously for subpartitioning brain regions into multiple functional sections (39) (40) (41) . For example, the IPS has been subdivided into regions with different functional specialization based on the location of the largest correlation with other brain areas (39) . Specifically, visual regions show strongest correlations with the posterior medial portion of IPS, auditory and insular cortex have strongest correlations with the anterior lateral IPS, sensorimotor-correlated IPS locates also anteriorly but toward medial direction, and the DMN brain regions are maximally correlated with posterior lateral IPS. Such an organization coincides well with the spatial patterns of IPS-CAP 5, IPS-CAP 4, IPS-CAP 7, and PCC-CAP 3, respectively. The correspondence suggests a close relationship between the fine-scale connectivity found with the type of correlation analysis described above and the CAPs found with proposed method.
One aspect of CAPs not analyzed here is their frequency of occurrence, which, together with their spatial patterns, can affect the level of fMRI signal correlations. These two types of contributions to RSNs cannot be distinguished with conventional correlation analysis and likely have different physiological bases. This remains a topic for future investigations.
Implication for Future Resting-State fMRI Studies. The notion that the interaction between brain regions is dominated by short, intermittent events rather than the result of a continuous, sustained process has important implications for future studies. For example, the search of neuronal correlates of functional connectivity may benefit from a focus on transient neuronal events rather than continuous neuronal modulations. Additionally, separating of and focusing on critical time points may increase sensitivity and specificity of resting-state fMRI analysis. Further improvement can be achieved through the differentiation of the critical points, exemplified by more specific cortico-thalamic and cortico-cerebellar connectivity in CAPs (Fig. 4) .
The existence of multiple CAPs for a RSN suggests strong but complex dependency among brain regions; therefore, the fMRI signal from single brain region is probably not adequate for quantifying ongoing brain dynamics. Instead, multivariate approaches involving multiple regions or even the whole brain are preferred for certain types of studies, e.g., those aiming to understand interaction between ongoing and evoked brain activity (42) (43) (44) .
Methodological Perspectives. Seed region-based linear correlation analysis has several limitations for analyzing resting-state fMRI signals. Although this bivariate statistic is a reliable measurement of coactivation level of two regions, it provides little information about high-level correlation, i.e., coactivation of more than two regions. For example, even when all pairwise correlations between three voxels are known, we cannot tell how frequently these three voxels are activated at the same time. Furthermore, unlike electrophysiological data, fMRI signals are more densely sampled in the spatial domain than in the temporal domain. Consequently, the whole-brain fMRI temporal correlation matrix is usually highly rank deficient with much more elements than actual measurements. This redundancy implies strong dependency among the correlation values and may significantly complicate our understanding of interregional relations of the brain. For the above reasons, spatialdomain methods may have advantages for analyzing fMRI signals.
ICA is usually applied in spatial domain to identify components representing RSNs, and it also provides time courses for each IC reflecting temporal dynamics of the RSNs (45) . However, while generally regarded as a data-driven method, ICA actually has a very specific model assumption: independence between components. This strong assumption of independence leads to near-zero correlations (both linear and nonlinear) between ICs (Fig. S2B) , and make them semiorthogonal to each other (inner product or spatial correlation is close to zero). This explains why many of the CAPs found with our approach were not extracted by ICA (Fig. 5) , because most of the CAPs have considerable overlap (Fig. 2C) .
The analysis method used in this study differs from conventional methods in the way it regards fMRI frames as the most basic unit for analysis. It has few model assumptions and performs few data transformations. The outcomes, in the form of averages of multiple fMRI frames, are close representations of the original data and thus possibly of the underlying neuronal processes. Moreover, the approach is also flexible. Even though the current study focused only on seed-based analyses, the method is also applicable without preselection of a seed region. The latter is expected to generate many more CAPs, including those related to distinct RSNs, and as such constitutes a data-driven technique for analyzing resting-state fMRI signals.
Technical Limitations. The fMRI time frames showed significant variation in their signal-to-noise ratio, and the activity in some frames did not significantly exceed noise level. Although such noisy frames are not expected to substantially affect final CAPs that are generated from many time frames, they may affect the stability of classification. Therefore, an optimized selection procedure is desired to automatically separate these frames from more informative ones.
The CAPs can be generally divided into two categories: one group resembles the corresponding RSN pattern (e.g., PCC-CAP 1−4) and the other does not (e.g., PCC-CAP 5−8). As a result, the indices quantifying the cluster structure [e.g., Silhouette (46)] tend to give the highest score for the k-means clustering with k, the number of CAPs, equal to 2. We therefore did not use these indices to determine k. Instead, we repeated a series of k values and arbitrarily chose the cases presented here, i.e., k = 8 for PCCCAPs and k = 12 for IPS-CAPs. We believe that these two cases represent a good balance between richness and redundancy. It also worth noting that the final patterns of the CAPs are not very sensitive to k, and the majority of the CAPs presented herein were also found in the cases with different k values.
Materials and Methods
Our analysis was performed on resting-state fMRI datasets from 247 study participants (mean age, 22.72 ± 4.61; range, 18−44; sex, 151 females) selected from the FCP (29) . Data collection was approved by the institutional review board of the individual site, and informed consent was obtained from each subject.
The fMRI data were first preprocessed using FCP scripts (29) (version 1.1-beta) with small modifications. The scripts performed the typical preprocessing steps for functional connectivity analysis (see SI Materials and Methods for specific steps). The fMRI data of each subject was first spatially coregistered to high-resolution anatomical images and then to the 152-brain Montreal Neurological Institute (MNI) space. Additionally, the signal of each voxel was demeaned and then normalized by its temporal SD. Given that GSR during preprocessing may have undesirable consequences (33, 47) , a separate set of data were preprocessed identically except for omission of the GSR step.
The previous study with the PPA-type analysis (28) proposed a method to calculate conditional rate maps replicating RSN patterns. Here, we modified this method by simply extracting fMRI frames at time points with suprathreshold signal of a seed region. These frames can then be simply averaged, or further analyzed with a clustering algorithm. The modified approach was demonstrated on two seed regions, constituting 6 × 6 × 6 mm We then classified extracted time points (fMRI time frames) based on their spatial similarity using the k-means clustering method (see SI Materials and Methods for details), which has been frequently used in resting-state fMRI data analysis (39, 40, 49) . After clustering, the frames assigned to the same cluster are simply averaged to generate CAP maps, from which Z-statistical maps were derived by dividing by the SE (within-cluster and across fMRI time frames) map. For each cluster, the spatial correlation between individual fMRI frames and their mean was calculated, and the results were averaged to generate a measure of consistency. The number of frames in each cluster was also divided by the total number of extracted frames to quantify the fraction of time each CAP occurs.
The k-means clustering was repeated with k = 2, . . ., 20, but only the results corresponding to specific k values (k = 8 for PCC-related CAPs and k = 12 for IPS-related CAPs) are reported herein.
A surrogate dataset was simulated under the stationarity assumption (stable correlational patterns over time) and with statistical properties (mean, variance, number of frames) identical to those of the real dataset.
The group ICA using temporal concatenation was implemented with the Multivariate Exploratory Linear Optimized Decomposition into Independent Components (MELODIC) program in the FSL software (45) , with setting the number of components to be extracted specified to 30 and 100.
More details are available in SI Materials and Methods.
