Recent exponential growth of investors in stock markets brings the idea to develop a predictive model to forecast the total risk of investment in stock markets. In this paper, an evolutionary approach was proposed to predict the total risk in stock investment based on an S&P 500 database in a time 
time linear models should be discarded and nonlinear robust models are needed. In addition to this, there is no clear interpretation of the relations in statistical favor models since they work like a black box Roko and Gilli (2008) . Various papers have addressed the same issues by considering several linear models to predict the relations among factors Fama (1970) Albanis and Batchelor (2000) Arentze and Timmermans (2003) . To address the black box concept and nonlinear relations among the model factors, Liu and Yeh (2017) have designed a stock selection decision support systems using neural networks. In this paper, to complete the proposed model by Liu and Yeh (2017) , a multi-objective genetic programming was proposed to be added to the available decision system to predict the total risk in stock market.
To test out the performance of the proposed predictive model, an S&P 500 database in a time period of 1991-2010 was employed. Randomly permute the order of the observations.;
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Split the data into two parts ;
Estimate the variance function
;
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Compute the current weightŴ j = Koza (1992) is a symbolic optimization technique that searches the feature space to find the best fitted mathematical model for both accuracy and simplicity. Based on functional programming language, GP applies the selection framework on objectives of the problem such as fitness and complexity measures. The whole procedure follows the principle of Darwinian natural selection to use computer programs for solving a problem through evolutions. In fact, GP is a population-based method through generations instead of choosing only one candidate. This Tahmassebi and Gandomi (2018) and flexibility to be combined with parallel algorithms to run multiple jobs using high performance computing (HPC) Tahmassebi et al. (2017b) .
TA B L E 1 Parameters setting for the GP function regressor.
Parameter Setting
Population Size 1000
Number of Generations 500
Tournament Size 20
Number 
log, exp, sin, cos
| RESULTS & DISCUSSION
To test out the performance of the proposed model, an S&P 500 database presented by Liu and Yeh (2017) was employed.
Liu and Yeh (2017) built a stock selection decision support model using mixture design and neural networks. In this F I G U R E 1 Correlation matrix illustration of the input variables along with the output variable using hierarchical clustering.
F I G U R E 2 The evolution of the employed objective functions, fitness and complexity measures for the developed GP model through different numbers of generations. annual return, (2) excess return, (3) systematic return, (4) absolute winning rate, (5) relative winning rate, and (6) total risk. Figure 1 presents the correlation matrix illustration of the input variables along with the output variable using hierarchical clustering. Positive correlations are displayed in white and negative correlations in black. It is clear that the diagonal has the probability of one (full white circle). The size of the circles are proportional to the correlation coefficients. Thus, as the circle gets progressively larger this indicates the features are more correlated which in turn can be both positive or negative (black or white). For example, the total risk and the absolute winning rate are inversely correlated and the absolute winning rate and the annual return are linearly correlated.
In this paper, robust models using a combination of the MOGP and the ARM algorithm were proposed to find the relation between the total risk with the rest of the targets. All the proposed models were trained using the first three time periods and were tested on the fourth time period to stay away from overfitting. Table 1 presents the parameter settings for the GP function regressor. Figure 2 presents the evolution of the employed objective functions, fitness and complexity measures for the developed GP model through 500 generations over the training data set. As shown, the fitness measure reached a value of 93% after 500 generations. In addition to this, the subtree complexity measure increased through numbers of generations at first, but after 500 generations, it decreased and reached a stable value of 2870. In addition to this, a fused model based on ARM algorithm as shown in Algorithm 1 was presented as well.
The proposed fused model based on the ARM algorithm has the ability of adapt itself over different procedures to perform well under various conditions. In other words, the goal of employing the ARM algorithm was to produce a model by giving different weights to some of the models in the Pareto front via proper assessment of performance of the estimators Yang (2001) . Figure 3 presents an exhaustive comparison of the predicted total risk for the annual return (Figure 3a) , the excess return (Figure 3b) , and the systematic risk (Figure 3c ) using the most accurate model, the least complex model, and the fused model versus the experimental data. As shown, the most accurate model with a value of 0.9297 for R 2 and a value of 4.7 × 10 −5 for M S E showed the best performance in predicting the total risk. As seen, the predicted values are truly close to the experimental data. Table 2 
| CONCLUSIONS
This paper aims at developing an evolutionary symbolic implementation for stock prediction. In this regard, a multiobjective genetic programming strategy based on non-dominated sorting genetic algorithm II with considering the optimization of mean-square error as the fitness measure and the subtree complexity as the complexity measure simultaneously was employed. The GP model ran for 500 generations with 1000 populations considering training/testing sets to overcome any possible over-fitting. As shown in Table 2 , higher R 2 values and lower M S E values result in a more precise model. The most accurate model with an R 2 of 0.9297 showed the best performance on the employed S&P 500 database. Baese has published over one hundred journal papers and books. Some of those publications are now among the hottest papers in the field, and collectively have been cited more than 2,500 times (h-index = 25).
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