Introduction
At the beginning of the second decade of this century, cone beam CT (CBCT) machines are widely available in many countries of the world. The technique is currently becoming a standard for some diagnostic tasks, e.g. three-dimensional (3D) planning of implants. Clearly, the increasing spread of the technique is accompanied by the challenging demand for the user to correctly diagnose the volume data sets. From a technical point of view, all CBCT machines reconstruct the volume from a high number of two-dimensional (2D) X-ray projections acquired in a circular orbit around the target object. In 1917, the Austrian mathematician Johann Radon discovered that any function can be completely recovered from the integrals over an infinite number of lines passing through the function. In imaging, a greyscale distribution can be considered as a mathematical function. 1 The underlying reconstruction principle itself is termed ''backprojection'', the concept of which will be briefly summarised below. In the technical community it is well known that reconstructions from circular orbits are insufficient for an accurate reconstruction of the volume. 2, 3 This is mathematically proven by violation of the fundamental Tuy condition requiring that every plane intersecting the object under study must intersect the focal trajectory. 4 Also, almost all machines currently on the market for the sake of simple and fast implementation make use of the well-known Feldkamp algorithm 5 either in its original form or in various modifications. 6 In addition to the general technical limitations of current systems that require, for example, discrete data sampling instead of continuous as formulated in the original Radon transform, 1 the Feldkamp algorithm itself only approximates the line integrals. It applies a simple approximate weight to the projection values instead of using the actual analytically computed distances that the measured ''rays'' have travelled from source to detector. One well-known consequence is that its quality degrades with increasing cone angles, 5 i.e. as a function of the distance to the central slice. 7 All these factors in combination with other insufficiencies inherent in the measurement and reconstruction process introduce artefacts into the cone beam data sets, which is well known in the technical community. [6] [7] [8] Interestingly enough, there seems to be a misconception among dental professionals that artefacts are reduced in CBCT volumes when compared with classic CT.
9,10 For instance, Holberg and colleagues 11 as well as Stuehmer et al 9 stated that metallic structures produce fewer or less prominent streak artefacts in CBCT than in conventional CT. However, from a technical perspective this cannot be the case because, from a mathematical point of view, in the midplane the backprojection process suggested by Feldkamp 5 is identical to the inverse Radon transform used in fan-beam CT. It may only be attributed to the cone beam geometry or lower energetic spectra that these artefacts appear differently in the CBCT data. At the same time, however, additional artefacts are introduced. 7 Despite the rather large literature body published in the technical domain, 8, 10, [12] [13] [14] 15 there are only three articles printed in oral and maxillofacial radiology journals that deal with artefacts in CBCT. 9, 16, 17 Among these three, two are purely descriptive 9, 16 while the last one provides an analytical evaluation of the causes of artefacts induced by titanium implants. 17 Hence, there seems to be a knowledgetransfer gap between the technical and the radiographic community. This lack of knowledge transfer may introduce diagnostic errors that could be avoided by a better understanding of the causative factors and error effects.
This article aims to contribute to the knowledge transfer between physicists, mathematicians and engineers on the one hand and the CBCT user on the other hand. More specifically, it aims to review the facts reported in the technical literature with respect to CBCT artefacts and to summarise the most important artefact-causing factors.
3D reconstruction by backprojection
To understand the causes of artefacts, the general concept of backprojection used for the 3D reconstruction process in CT as well as in CBCT will be shortly reviewed. We will describe the concept of the backprojection process in a purely illustrative fashion. As stated above, one fundamental prerequisite for the backprojection process is to have a high number of projections available from all around the object under study. In addition, it is absolutely necessary to precisely know the projection geometry under which each and every projection has been acquired. The imaging geometry is the 3D geometric setting of the X-ray source and the detector with respect to the object's co-ordinate frame. The detector is composed of single cells (measurement units), each of which records the incoming intensity of rays passing the object. If we assume that we know the intensity (I 0 ) emitted by the source, then the value recorded (I p ) in the detector cell (P) represents the intensity (I) behind the absorbing object. Intensity is defined as energy (E) per area (A) and time (t) (I~E=At). Clearly, if I 0 is set (normalized) to the value ''1'', the absorption of the object is 1{I p . The intensities I 0 and I are physically related by the well-known Lambert-Beer law:
with dl denoting the distance the X-ray travels through an absorber (object) with mass absorption coefficient m. l represents the line over which the attenuation is integrated. It is important to note here that the discrepancy between a line in a mathematical sense and the ''lines'' measured with finite detector elements also induces artefacts, e.g. the exponential edge-gradient effect (EEGE). Please also note that Equation 1 assumes monochromatic radiation since m varies considerably with photon energy. Unfortunately, the spectrum emitted by a radiographic source is highly polychromatic, i.e. it contains various wavelengths in a more or less skewed distribution. We will discuss the fundamental effects of the discrepancy between assumed monochromatic and actual polychromatic X-ray imaging in detail later. The 3D reconstruction task is to recover the density function m for as many points of the object as possible by using the entire set of projections. One important feature that applies for all digital images is that the imaged values are not continuous but are instead discrete quantities (mostly 16-bit integers representing grey values). A digital image is simply a matrix containing discrete numerical entries, e.g. grey values in radiographic imaging. The numerical data contained in the image are derived from the photon counts as assessed in the cells of the detector (detector picture elements: pixel) which are arranged on a regular grid. In 3D, the discrete, regularly shaped volume elements arranged in a 3D matrix are termed ''voxel''. For the remainder of the text, we will refer to pixel for the detector cells and voxel for the cells of the volume grid to be reconstructed. Clearly, if not broken down to an anatomic level, a natural living object is continuous. It should be noted that the discrete representation of a continuous object inherently causes inevitable artefacts, as will be described later.
For this discrete case, Equation 2 states that the value I P represents the remainder of intensity arriving on detector cell p for a line L AB crossing the object from entry point A to exit point B (Figure 1 ):
Here m i denotes the absorption of the object in a locus at position i along the projection line containing n absorbing loci along the measured ''ray''. Hence, {ln I p =I 0 À Á is commonly termed ''raysum''. For the reconstruction, the task is to fill the object's image cells (or voxels) with grey values, each of which represents the local X-ray absorption of the object at that locus. Now recall that we know precisely the projection geometry for each projection from the construction of the imaging machine. In other words, one can precisely construct all lines connecting the detector cells with the source spot for each projection. We now assume that we reconstruct the entire object that has been traversed by the measured ''rays'', i.e. that we do not have a ''local tomography problem'' here. In this case, the attenuation value {ln I p =I 0 À Á recorded in detector cell p is now backprojected along its projection line towards the source position for that projection. For this purpose, the intensity {ln I p =I 0 À Á is smeared backwards through all pixels (or voxels) traversed through the object from point B to A (Figure 1) . Mathematically, the simplest way to do this would be to divide the value {ln I p =I 0 À Á by the number of voxels n ð Þ traversed and assign each of the voxels the fraction {ln
Obviously, this would be a rather crude way to backproject the intensity, since the distances d i ð Þ the ''ray'' travels through each of the voxels traversed vary considerably ( Figure 1 ). Hence, an improvement would be to calculate the distance d i ð Þ for every voxel or, even better, to compute the volume the pyramidal ''ray'' shares with the considered voxel. It is well known that the better the interpolation scheme, the fewer aliasing artefacts (line patterns) will appear in the volume. 18, 19 Of course, backprojecting the intensities from one single projection does not yield meaningful grey values in the volume. Since it is not possible to decide how each voxel along the ''ray'' has contributed to the raysum, it is also impossible to assign a correct density and a correct grey value. To obtain a sufficient estimation, a high number of projections are needed (commonly several hundreds up to 1000). Owing to its simplicity and easy implementation, the backprojection algorithm applied in current CBCT machines is predominantly the Feldkamp algorithm. 5 It is important to note that this concept of backprojection holds for all reconstruction methods, regardless of the actual mathematical procedure used to solve the reconstruction problem.
In summary, the circular orbit, the discrete representation of the object, quantum noise of the detector itself, crude interpolation methods and many other influences yield errors in the volume data. If they are visible then we refer to them as artefacts. These will be discussed in detail in the following sections.
Artefacts in CBCT -an overview
An image artefact may be defined as a visualized structure in the reconstructed data that is not present in the object under investigation. Generally speaking, artefacts are induced by discrepancies between the actual physical conditions of the measuring set-up (i.e. the CBCT scanner's technical composition plus the composition, position and behaviour of the object under investigation) and the simplified mathematical assumptions used for 3D reconstruction.
In the scientific literature, the following relevant artefacts are reported: N extinction artefacts; N beam hardening artefacts; N partial volume effect and EEGE; N aliasing artefacts; N ring artefacts; and N motion artefacts (misalignment artefacts).
In addition, noise and scatter are well known to produce additional artefacts. In the following section, we will briefly summarise the information available in the literature for each of these artefact-causing factors. It is important to note that artefacts represent themselves very often by streaks, line structures and shadows orientated along the projection lines. Although in the following section we attempt to distinguish between the causes of streak-like artefacts, it should be emphasized that many of the artefact-causing factors reported here have a streak-like appearance. 20 General artefact-causing effects Some factors that cause general inconsistencies in the reconstructions, i.e. artefacts, may not be easily depicted as specific patterns but as a more general deviation of the reconstructed density (grey) values from the ''true'' ones. One such factor is apparent in small field of views (FOVs), where the FOV is just a small part of the entire object that is being traversed by the X-rays. This phenomenon is called local tomography: in local tomography the region of interest is surrounded by tissue that is not reconstructed. 21 The raysum is measured over all objects traversed by the ''ray'', i.e. in the case of local tomography, over structures that are outside the FOV that is later reconstructed. These structures are only in the beam over small angular ranges, yet the backprojection process does not account for that. There is no easy way to overcome this problem which again causes inconsistencies (errors) in the reconstructed volume.
Another error is linked to a hardware limitation and the costs of large flat-panel detectors necessary to acquire large volumes. Such detectors are very costly and thus the manufacturers came up with a technical solution which is now frequently used in commercial CBCT machines: they use a smaller size flat-panel with the source-detector axis positioned offset to the centre of rotation (Figure 2 ). The consequence is that the central (cylindrical) part of the reconstructed volume is scanned over a complete 360 u rotation, while locations at the periphery are only scanned over a 180 u halfrotation (plus cone angle at maximum, depending on their distance from the centre of rotation and the imaging geometry). The abrupt transition between the two regions may result in a ring artefact in this area in the axial planes.
Predominant artefacts in detail
Noise Although noise is commonly not dealt with as an artefact, it is an image deteriorating factor. 20 Two sorts of noise have to be considered in the reconstructed images:
22 additive noise stemming from round-off errors or electrical noise, and photon-count noise (quantum noise) that should be expected to follow a Poisson distribution. 23 Other authors also include detector blurring in the term ''noise''. 24 CBCT machines for dose reduction reasons are operated at milliamperes that are approximately one order of magnitude below those of medical CT machines. Thus, the signal-to-noise ratio is much lower than in CT. In other words, a high noise level is to be expected in CBCT images. Noise represents itself in inconsistent attenuation (grey) values in the projection images, i.e. large standard deviations in areas where a constant attenuation should be present. When backprojecting these incorrect values, the computed attenuation coefficient m in the volume will also be erroneous.
Scatter
Scatter seems to also be a very important artefactcausing factor in CBCT. 25 The basic concept behind the radiographic imaging process as described in Equation 1 is that only photons travelling directly (i.e. in a linepath) from the source to the detector are measured. Scatter, on the other hand, is caused by those photons that are diffracted from their original path after interaction with matter. This additional share of scattered X-rays results in increased measured intensities, since the scattered intensities simply add to the primary intensity (I 0 ). It is easy to see that backprojection of overestimated intensities yields overestimated intensities in every voxel along the path; this corresponds to an underestimation of absorption, i.e. m. This effect has long been known for classical CT. 26 The reconstructed error is dependent on the object and is proportional to the amount of scatter present. 27 Considering the geometry of (large) area detectors, it seems quite obvious that the larger the detector, the higher the probability that scattered photons incite it. Thus, the image-degrading effect of scattered radiation will affect CBCT machines more than classical highlycollimated fan-beam CTs. 7, 8 Scatter causes streak artefacts in the reconstruction that are very similar to those caused by beam hardening. 20 Scatter is wellknown to further reduce soft-tissue contrast 27 and it will also affect the density values of all other tissues.
Extinction artefacts
These are often termed ''missing value artefacts''. If the object under study contains highly absorbing material, e.g. prosthetic gold restorations, then the signal I P recorded in the detector pixels behind that material may be close to zero or actually zero. To illustrate this effect, one has to note that for a typical aluminium filtration Figure 2 Geometric setting when a smaller detector is applied and the center of rotation (C) is offset relative to the source-detector axis which is aligned with the central X-ray. Note, that only the darker grey-shaded inner circular portion of a circular field of view (FOV) remains in the beam over the entire circle (360 u ). The light grey-shaded portions of the FOV outside that area are only in the beam over a maximum angular range of 180 u plus cone angle (depending on the imaging geometry and their distance from the point of rotation). For a point P located on the outer border of the object, this angle is defined by the two source positions (1,2) displayed here of 2 mm to 3 mm, the average energy contained in the polychromatic spectrum is roughly half of the peak energy. 28, 29 Also, owing to the distribution of the wavelengths, the majority of wavelengths will be centred around that average value. 28 A typical gold crown may be estimated to have at least 2 mm to 3 mm of thickness (when considering that the X-rays have to pass through both sides of it). This results in an absorption of the mean energy of 90% to 97% (Figure 3 ; for the mass absorption coefficients see http://physics.nist.gov/ PhysRefData/XrayMassCoef/ElemTab/z79.html). Clearly, two gold restorations or even one with thicker walls will result in zero incident intensity on the detector. Consequently, no absorption can be computed and severe artefacts are induced as these zero entries are backprojected into the volume. 30 
Beam hardening artefacts
Beam hardening is one of the most prominent sources of artefacts. 20, 31 The lower energetic (lower wavelength) rays of the polychromatic spectrum emitted by the X-ray source may suffer substantial absorption when passing through the object under study. The more dense the latter and the higher the atomic number it is composed of, the larger the share of absorbed wavelengths. Highly absorbing material such as metal functions as a filter positioned within the object. At the same time, Equation 1 assumes monochromatic X-rays simply because the energy, and consequently the intensity, is inversely proportional to the wavelength. If the emitted spectrum contains more relatively lower energetic rays than that recorded on the detector (i.e. the beam is hardened), a non-linear error (relatively too much energy recorded in the beam path behind highly absorbing materials) is induced in the recorded data. In the 3D reconstruction, the error is backprojected into the volume, resulting in darks streaks. 20 It has been shown that even light metal such as titanium causes massive beam hardening for the typical kilovoltages applied in CBCT machines. 17 Exponential edge gradient effect This effect appears at sharp edges with high contrast to neighbouring structures (Figure 4 ). It is caused by averaging the measured intensity over a finite beam width (and finite focal spot width), while the mathematics used for the reconstruction assume zero width. In other words, the inversion formulas such as the Feldkamp algorithm assume true lines in a mathematical sense over which the attenuation is integrated, whereas in reality the ''lines'' measured the average absorption over a finite ''line'' width. The width is determined by the focal spot and detector pixel size in combination with the imaging geometry of the machine. The EEGE error induced in the projection values has been proven to always be negative, 32 i.e. it will always reduce the computed density value. The EEGE is known to cause streaks tangent to long straight edges in the projection direction 20 ( Figure 4 ). As sharp edges of high contrast may commonly occur in the oral cavity, e.g. at metallic crown borders, this artefact also has to be considered in dental CBCT. When extending the logical clues introduced by Joseph and Spital in their in-depth analytical investigation of the EEGE 32 for conventional fan-beam CT, it seems obvious that the EEGE for CBCT geometries is equivalent to another effect described for common fan-beam CT in the axial (z-) direction: the partial volume effect. The latter had been introduced by the truncation of the data in z-direction owing to the slice-wise acquisition concept.
Aliasing artefacts
Aliasing is caused when the fundamental Nyquist sampling theorem is violated. It requires that, in order to completely reconstruct a continuous signal, the sampling frequency must be higher than twice the highest frequency contained in the signal. In imaging, the sampling frequency is represented by the numbers of pixels per area, i.e. the pixel size of the detector. The size of the detector elements causes aliasing artefacts Figure 3 Assuming a simplified polychromatic model with three energetic subfractions for two maximum beam energy settings (120 kVp, left plot, and 80 kVp, right plot), the resulting absorption within gold is plotted vs the absorber thickness for each energy subfraction. Clearly, the lower energetic fractions which contain the maximum of wavelengths in a typical spectrum are massively absorbed by a gold restoration in the beam owing to under-sampling. 18 Another typical factor causing aliasing in CBCT lies in the divergence of the cone beam. 2 As demonstrated in Figure 5 , in each projection the voxels close to the source will be traversed by more recorded ''rays'' than those close to the detector. This causes aliasing which represents itself as line patterns (moire patterns), commonly diverging towards the periphery of the reconstructed volume ( Figure 6 ).
Aliasing may also be introduced by a crude interpolation between the backprojection ''lines'' and the voxel they traverse. Ideally, the exact volume a voxel shares with the ''line-fragment'' (d) (Figure 1 ) crossing through it should be used to compute the intensity of the voxel. Owing to computational limitations, however, often only crude but fast approximations (i.e. the length of the fragment 33 ) enter the computation. This causes aliasing artefacts which can be avoided by a better interpolation scheme that is more closely conforming with the actual physical measurement conditions. 18, 19 Ring artefacts Ring artefacts (Figure 7 ) are visible as concentric rings centred around the location of the axis of rotation. They are most prominent when homogeneous media are imaged. Apparently they are caused by defect or uncalibrated detector elements. 3, 8 Owing to the circular trajectory and the discrete sampling process, these inconsistencies appear as rings in the planes coplanar with the movement plane of the source (axial planes in CBCT). We have not observed ring artefacts in our iterative technique based on the algebraic reconstruction concept, 19 which is owing to the fact that algebraic algorithms deal better with these ''noise-like'' inconsistencies than filtered backprojection types of algorithms. In a broader sense, ring artefacts could also be allocated to the group of aliasing artefacts.
Motion artefacts-misalignment artefacts
These two sources of error are closely related in that a misalignment of any of the three components (source, object and detector) causes inconsistencies in the backprojection process. The general problem is quite easy to explain for patient motion artefacts. If an object moves during the scanning process, the reconstruction does not account for that move since no information on the Figure 5 One source of undersampling resulting in aliasing errors in cone beam CT (CBCT) is the cone divergence itself. Obviously, the slice A of the volume nearest to the source s collects many more ''rays'' per voxel (as measured on the detector pixels, p) than slice B, which is closest to the detector. The number of rays per voxel linearly decreases with the distance of the slice from the source s Figure 6 Typical aliasing patterns (Moire patterns) in cone beam CT (CBCT) data sets. The lines (arrows) diverge from the centre towards the periphery and are most probably caused by the undersampling owing to the cone beam geometry illustrated in Figure 5 movement is integrated in the reconstruction process. Hence, the lines along which the backprojection takes place do not correspond to the lines along which the attenuation had been recorded, simply because the object has moved during the acquisition. The backprojection assumes a completely stationary geometry. Consequently, the intensities contained in the projections are backprojected under the static assumption, whereas de facto a correction exactly compensating the actual movement effective in each of the projections would be required. The acquisition time of state-of-the-art CBCT machines roughly ranges between 6 s and 20 s, hence there is enough time for a human head to perform some minor movement. Obviously, the smaller the voxel size (i.e. the higher the spatial resolution), the smaller the movement necessary to move the patient structures out of the ''correct'' voxels. In other words, the higher the nominal resolution, the more likely motion artefacts are to appear. Typically, movement artefacts present as double contours (Figure 8) . A sufficient fixation of the patient's head during the scan process should help to limit the movement options for the patient. Also, it is reasonable to assume that future detector hardware will enable faster detector read-out, thereby reducing scanning times and thus chances for patient movement.
Misalignment of the source relative to the detector or the unit of the two of them relative to the stationary patient causes the same sort of inconsistencies as described above. This applies also for minute deviations, 7 e.g. deviations from a truly planar circular source and detector trajectory. To prevent these sorts of errors poses great challenges on the mechanical stability of the systems. 34 
Summary and conclusions
As stated by the famous developer of spiral CT, Willy Kalender, flat-detector CBCT scanners suffer from problems such as beam hardening, defect detector elements or metal artefacts like any other X-ray CT imaging system. 7 Since the fundamental measurement process and that used for reconstruction are identical, from a technical point of view, this statement is almost selfevident. The common misconception among some users of CBCT machines that CBCT data sets contain fewer artefacts than their CT counterparts 9,10 may be explained by different windowing and levelling conditions or different post-processing algorithms. De facto CBCT involves additional artefacts, such as aliasing artefacts caused by the cone beam divergence, scatter and a generally higher noise level. The Feldkamp algorithm, 5 which is the most widely used at the time this review was written, will only guarantee a high image quality in the central plane, where, from a mathematical point of view, it is identical to the filtered backprojection used in CT machines. 5 Image quality, however, will degrade as a function of distance from that plane. 7 This additional aspect should be born in mind, particularly when evaluating large FOV volumes. Actual state-of-the-art algorithms such as the theoretically exact algorithm introduced by Katsevich 35 are not yet implemented since this is much more complicated to achieve because it would imply a helix-source trajectory.
It is no surprise that the technical community puts considerable efforts into developing techniques for Figure 7 Ring artefacts (arrow) centred around the location of the axis of rotation in the image. As with many other artefacts, they are most clearly visible in axial slices, i.e. in beam direction Figure 8 Typical double contours (arrows) induced by patient movement during the acquisition process of the projection images artefact reduction. Many of them are post-processing algorithms operating on the 3D volume data. 25, [36] [37] [38] Although this may result in considerable reduction of some apparent artefact structures, from a physical point of view post-processing is like putting the cart before the horse since the error has been integrated into the volume already. Consequently, more modern approaches attempt to avoid reconstruction errors either by supplementing missing or incorrect information in the projection images 8, 39, 40 or by integrating some sort of meta-information into an iterative reconstruction process. [41] [42] [43] Aliasing artefacts have been successfully suppressed already by using more sophisticated projection and backprojection techniques. 2, 13, 18, 19 All these methods, however, require massive computational power, so far preventing them from being used in commercial scanners in daily routine work. The everincreasing computational speed, however, and particularly the advancement in graphics processing units, has already drastically reduced the computational time required. 44 As this process will continue, it is very likely that enhanced reconstruction methods will be much more common in the near future. They will help to reduce various sorts of artefacts.
