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Abstract
Automatic speech emotion recognition plays an important role in intelligent human computer interaction. Identifying emotion
in natural, day to day, spontaneous conversational speech is diﬃcult because most often the emotion expressed by the speaker
are not necessarily as prominent as in acted speech. In this paper, we propose a novel spontaneous speech emotion recognition
framework that makes use of the available knowledge. The framework is motivated by the observation that there is signiﬁcant
disagreement amongst human annotators when they annotate spontaneous speech; the disagreement largely reduces when they are
provided with additional knowledge related to the conversation. The proposed framework makes use of the contexts (derived from
linguistic contents) and the knowledge regarding the time lapse of the spoken utterances in the context of an audio call to reliably
recognize the current emotion of the speaker in spontaneous audio conversations. Our experimental results demonstrate that there
is a signiﬁcant improvement in the performance of spontaneous speech emotion recognition using the proposed framework.
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1. Introduction
Human emotions play an important role in intelligent human computer interactions. Much of the initial emotion
recognition research has been successfully validated on acted speech (for example1,2,3,4). With the introduction of
call centers associated with the growing services industry, the focus has shifted to spontaneous speech 1 5,6,7,8,9,10,11.
Speech emotion recognition systems that perform with high accuracies on acted speech datasets do not perform as
well on realistic natural speech12. This can be attributed to the mismatch in train-test datasets, however the fact
remains that acted speech is an exaggeration of emotions which is not a characteristic in spontaneous speech. There
are two problems associated with spontaneous speech, namely (i) building a spontaneous speech database suitable
for emotion recognition and (ii) reliable emotion annotation of spontaneous speech by human annotators. In spite
of these problems, emotion recognition of spontaneous natural speech has attracted the attention of researchers (for
example13,8,12,14,15,16,17,18). In14, authors proposed a combination of three sources of information (i.e. acoustic,
lexical, and discourse) for emotion recognition in spoken dialogue system and found improvements in recognition
performance. In19, authors described an approach to improve emotion recognition in spontaneous children’s speech
by combining acoustic and linguistic features. More recently, with a view to identify emotions in near real time, an
incremental emotion recognition system has been proposed that updates the recognized emotion with each recognized
word in the conversation20. They make use of three features (i.e. cepstral, intonation and textual), obtained at the
word level to estimate the emotion with better accuracies.
In this paper, we propose a framework for emotion recognition that can work for both spontaneous and acted
speech. The framework is a combination of several modules, each of which extracts information related to the emotion.
Combining the output of these modules produces a better estimate of the emotion. Unlike20, we do not rely only on
the use of word recognition to determine the emotion. This makes our system feasible even for resource deﬁcient
languages that do not boast of a good Automatic Speech Recognition (ASR) engine. Our framework is motivated
by the hypothesis that the emotion in a spontaneous speech utterance at any instance of time not only depends on
instantaneously extracted emotion, but is also dependent on (a) time lapse of the utterance in the audio call, and (b)
context-based information (events derived from linguistic contents). We validate our proposed framework in diﬀerent
and diversiﬁed scenarios of both acted and spontaneous speech through experiments. Moreover, the usefulness of
knowledge incorporation is tested with two spontaneous datasets in two diﬀerent train-test conditions, where the
emotion models are generated from (a) acted speech samples (mismatched scenario) (b) spontaneous speech samples
(matched scenario). The framework and its validation in realistic scenarios are the main contributions of this paper.
The rest of the paper is organized as follows. Section 2 presents the challenges in determining emotion in sponta-
neous speech and motivates the proposed framework. In Section 3, we propose the framework for emotion recognition
that incorporates knowledge-based information. Section 4 describes the datasets, experiments and results. We con-
clude in Section 5.
2. Motivation
Our motivation leading to the framework for emotion recognition of spontaneous speech is based on two obser-
vations, namely, (a) human perception for emotion is better in acted speech compared to spontaneous speech since
the former exhibits higher discriminating characteristics than the latter12, and (b) human annotators do better on
spontaneous speech when they are given the context associated with the speech that they are annotating14,8,21. Ac-
cording to the ﬁrst observation, Figure 1 represents the two aﬀective dimensions of emotion, namely, arousal (also
referred as activation) and valence. A point in this 2D space can be looked upon as a vector and is representative of
an emotion. The acted speech exhibits higher degree of intensity, both in arousal and valence dimensions resulting
in a larger radii emotion vector compared to the spontaneous speech. For this reason, it is easy to mis-recognize one
emotion for another in spontaneous speech. Subsequently, if the ﬁrst quadrant (Figure 1) represents emotion E1 and
the fourth quadrant represents emotion E2, then the mis-recognition error is small (Δr) for spontaneous speech but
1 We will use the word spontaneous, non-acted and natural speech interchangeably in this paper
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Fig. 1: Error in emotion estimation (acted vs spontaneous (non-acted))
Fig. 2: Kappa score: annotators agreement in an IVR-SERES call
requires higher degree of error in judgment (Δt) to mis-recognize emotion E1 as emotion E2 and vice-versa for acted
speech.
Regarding the second observation, we experienced that there is a fair amount of disagreement among the annotators
when they are not provided any knowledge related to spoken utterances. Let us explain it for a call, which is taken from
the spontaneous dataset of Interactive Voice Response (IVR) Speech Enabled Railway Enquiry System (SERES)22,23
(as shown in Figure 2). The call consists of 13 spoken utterances (U1-U13), and we asked 7 human evaluators to
annotate the emotion expressed in each of the utterances by assigning it an emotion label from the set {anger, happy,
neutral, sad}. In the ﬁrst set of experiments, we randomly sequenced the utterances so that the evaluators had no
knowledge of the events preceding the audio and then the evaluators were asked to label (with scores between 1-5)
the utterances. While in the second set of experiments, we provided the utterances in the order in which they were
spoken in response to the voice prompts of the IVR system (as shown in Figure 2).
We computed the Fleiss’ Kappa score for each of the two settings24,25. In the ﬁrst set of experiments, we obtained
a score of 0.12 (see Figure 2), suggesting a very poor agreement between the evaluators. While in the second set
of experiments, we obtained a Kappa score of 0.65 suggesting that there was fair degree of agreement between the
evaluators. This clearly demonstrates that there was a better consistency in the evaluator’s annotation when they were
590   Rupayan Chakraborty et al. /  Procedia Computer Science  96 ( 2016 )  587 – 596 
Fig. 3: Knowledge-based framework for emotion recognition
equipped with prior information (knowledge) associated with the spoken utterance. These two observations form the
basis for the proposed framework for recognizing emotions in spontaneous speech.
3. Framework for spontaneous speech emotion recognition
Human evaluators are more consistent annotating spontaneous speech when they have prior knowledge about the
spoken utterance. We believe this is primarily because the intensity of emotion displayed in spontaneous speech is
small compared to the intensity displayed in acted speech. The proposed framework tries to address these aspects (as
depicted in Figure 3). Let x(τ) be the speech utterances whose emotion is to be determined, and let there be n possible
emotions, namely E = (E1 = anger, E2 = happy, · · · , En) associated with any speech utterance. Emotion at any point
of time τ for a classiﬁer (1 ≤ c ≤ C) is deﬁned by

p
k = P(Ek |x(τ)) =
P(x(τ)|Ek)P(Ek)
P(x(τ))
(1)
where  pk = P(Ek |x(τ)) is the posterior score associated with x(τ) being labeled as emotion Ek using some trained
emotion recognition system. Note that x(τ) is represented as χ(x(τ)), where χ is the operator that extracts the relevant
features from the whole utterance of time interval τ.
Conventionally, the emotion of the utterance x(τ) is given by
Ek∗(x(τ)) = arg max
1≤k≤n
{ pk } (2)
where Ek∗ ∈ E is the estimated emotion of the utterance.
3.1. Knowledge about the time lapse of speech utterance in the call
As depicted in Figure 3 and 4, the output scores from emotion recognizer are given as input to a knowledge-based
system, that modiﬁes the scores depending upon the time lapse of the utterances in the audio signal. We observed that
the duration of the audio calls plays an important role in the induction (or change) in the user’s emotion. Therefore,
we hypothesize that the intensity of some emotions (namely, anger and sad) increases and some (namely, happy)
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Fig. 4: Knowledge regarding the time lapse of the utterances in the call
decreases. This hypothesis is valid only if no other events occur and change the emotion suddenly. The eﬀect of this
can be represented as,
mk = wq
p
k,q (3)
where  pk,q and wq are the probability score and weight vector at time instant q (see Figure 4). It is expected that the
inﬂuence of previous events close to the present will be more compared to those which are further away from the
present. We hypothesize that wq is expected to increase or decay exponentially as q increases, depending upon the
type of the emotion and its change in a speciﬁc application case. As an example and as shown in the Figure 4, it is
expected that weight values for anger and sad close to the end of the call will be more in comparison to the beginning
of the call. We hypothesize these weight components are expected to increase exponentially as time index increases
for anger and sad, and decrease exponentially as time index increases for happy (see Figure 4).
3.2. Linguistic contents and event-based knowledge
The scores mk are then fed to the knowledge-based system that converts the spoken utterances into the text format
(by using an ASR), followed by the text analytics to generate a weight vector wt, which consists of the probabilities
of emotion given the spoken words or phrase (refer Figure 5). To analyze the emotion at any instant of time, previous
spoken words are considered. It takes into account the prior events (or contexts) that are related to the linguistic
contents. The hypothesis is that the spoken words from one speaker at any instant of time induce some speciﬁc
emotion in the other user during the call conversation. Here, two tasks are performed, i) speech to text conversion
by ASR and ii) voice analysis (learns and spots emotionally prominent words so as to improve the recognition of
emotions). Emotionally prominent words (or phrases) in audio utterances with respect to an emotion is one which
appears more often in that category than in other categories of emotion. We used the prominence measure to ﬁnd and
associate words that are related to emotions in the speech data. With the emotional prominence, we create the weight
matrix wt, where each element represent the emotional prominence corresponds to each emotion. In calculating
emotional prominence, we denote the words (or phrases) in the utterances by W=(wd1,wd2,...wdj) and the set of
emotions of the utterances by Ek, then the self mutual information is given by,
i(wdj, Ek) = log
P(Ek |wdj)
P(Ek)
(4)
where P(Ek |wdj) is the posterior probability that an utterance containing words wdj implies emotion class Ek. It
is understandable that if the word wdj in an utterance highly correlates to an emotion, then P(Ek |wdj) > P(Ek), and
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Fig. 5: Linguistic content-based knowledge
i(wdj, Ek) is positive. And if, the word wdj in an utterance is not correlated to an emotion, then P(Ek |wdj) < P(Ek),
and i(wdj, Ek) is negative. If there is no eﬀect by the word, then i(wdj, Ek) = 0. The emotional prominence prom(wdj)
of a word for an emotion is deﬁned as mutual information between a speciﬁc word and emotion, and is given by,
prom(wdj) =
M∑
j=1
P(Ek |wdj)i(wdj, Ek) (5)
Therefore, emotional prominence is a measure of the amount of information that a speciﬁc word contains about a
given emotion category. For each spoken utterance, the weight vector wt (contains both linguistic and context-based
information) modiﬁes the previous system’s output mk . It can be expressed as
 tk = wt
m
k (6)
As will be shown in our experimental results, we can combine  pk , 
m
k , and 
t
k to better estimate the emotion of the
spontaneous utterance x(τ). We can generalize this as
eck = F
{
λp
p
k , λm
m
k , λt
t
k
}
(7)
where F is a combining function (in all our experiments, we assumed F to be an addition operator), and λs are the
binary weights.
Emotion of the spontaneous speech utterance x(τ) with the incorporation of knowledge (mk and 
t
k) is represented
as
Ek∗ = arg max
1≤k≤n
⎧⎪⎪⎨⎪⎪⎩
C∑
c=1
eck
⎫⎪⎪⎬⎪⎪⎭ (8)
where
∑C
c=1 e
c
k represents the combination of scores from multiple classiﬁers
26.
Knowledge regarding the time lapse of the utterance in an audio call and the linguistic contents, especially in
conversational system, provides useful information to recognize the emotion of the speaker. Therefore, incorporation
of these knowledge could be useful in extracting the exact emotion of an user.
Note that when λm = λt = 0 in (7), the framework boils down to the conventional method used to compute emotion
in literature. We conjecture that, while computing emotion with λp = 1, λm = λt = 0 might be useful for acted speech,
it is far from suﬃcient if one has to work with spontaneous speech.
4. Experiments
Experiments were conducted on both spontaneous speech datasets23,27 and acted dataset (EmoDB28) to check the
validity of the proposed framework. Detailed description of the spontaneous dataset is provided in Table 1. Using
Fleiss’ Kappa statistics (which is used for multiple labelers)24,25; we obtain kappa score “k” in the range of 0.68-
0.70, which corresponds to substantial inter-labeler agreement when the annotators were provided with the additional
information about the calls. Utterances having kappa score k ≥ 0.6 suggests substantial agreement are used here in
experimentation. The number of utterances are 1264 and 2117 respectively for two datasets (namely, IVR-SERES
and Call center). Training-testing sample distribution is always kept (80-20)% ratio for all experiments reported here.
593 Rupayan Chakraborty et al. /  Procedia Computer Science  96 ( 2016 )  587 – 596 
Table 1: Spontaneous speech dataset details
IVR-SERES CALL-CENTER
Domain Telephonic Telephonic
Total no. of calls 117 210
Total Duration (min) 308 850
Avg no. of user utterances(turn) per call 18 27
No. of annotators 7 7
Kappa score without knowledge 0.14 0.17
Using substantial agreement by Kappa statistics
Kappa score with knowledge 0.68 0.70
Total no. of utterances in experimentation 1264 2117
No. of utterances in training set 1012 1694
No. of utterances in testing set 253 424
Avg utterances length (sec) 3.1 11
Fig. 6: Emotional prominence for spoken utterances in a call
We performed data balancing so that the classiﬁers are trained uniformly for all classes. All the audio samples in our
experimentations are sampled at 8 kHz, 16 bit, and monoaural.
OpenSMILE paralinguistic 384 dimension audio features (earlier used for Interspeech 2009 Emotion Challenge29)
are extracted and reduced to a lower dimension after feature selection using WEKA Toolkit30. Diﬀerent classiﬁers
SVM, artiﬁcial neural network (ANN), and k-NN have been used in the experiments. LibSVM toolkit is used for
implementing SVM classiﬁer31. For SVM, we used polynomial kernel and pairwise multi-class discrimination based
on Sequential Minimal Optimization. ANN was trained using Levenberg-Marquardt backpropagation algorithm32,
and having three layers: input, output, and hidden. Number of neurons used in the hidden layer was selected through
extensive experimentations. To be fair in our comparison, we reported results in all our experimentations for 4 emotion
classes: anger, happy, sad, neutral(most frequently observed emotions in spontaneous call conversations5,9).
Table 2 shows the performance of the emotion recognition system on spontaneous (IVR-SERES and Call center)
and acted (EmoDB) speech datasets using 3 diﬀerent classiﬁers, and their combination. While testing the system on
spontaneous datasets, we conducted two sets of experiments. In the ﬁrst, emotion samples from the acted EmoDB
dataset were used to train the classiﬁer, thus resulting a train-test mis-matched condition (represented as “U” in Table
2). We checked how the associated knowledge improve the spontaneous speech emotion recognition performance even
if the classiﬁers are trained with the samples from a diﬀerent dataset (i.e. acted in this case). This situation may arise
if someone does not have the luxury of using annotated data because of the fact that annotation requires substantial
amount of human intervention and cost; and may not be available for call center calls because of the infrastructure
issues. Most often call center calls contain conﬁdential information regarding customers, which may not be disclosed
due to legal issues. Conversely, in the second set of experiment, emotion samples from the same datasets were used
to train the classiﬁer (“M” in Table 2 to represent “matched” condition). As can be seen, SVM classiﬁer performs
consistently best among all the classiﬁers. The classiﬁer combination further improves the recognition accuracy.
To generate the result by relying only on the output from emotion recognizer and not incorporating any knowledge,
λp is set to 1, while λm and λt are kept 0 (presented in ﬁrst rows of Table 2 for three datasets). Note that, wq and
wt vectors are learnt separately from the available meta-data associated to the calls (transcriptions and associated
time stamps of the spoken utterances), which are used for training. The vector wq is learnt from the training dataset
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by averaging the scores given by the human annotators for each emotion class. For longer test calls, vector size is
expanded through padding by the value of the last element of the vector that was obtained during training. Vector “wt”
related to emotional prominence is learnt from the available manual text transcription of the calls (used in training).
We observed that people tend to use speciﬁc word for expressing their emotions. In fact, while listening to the data
that was used to tag the emotion classes, the annotators reported that they felt some speciﬁc emotions if they heard
certain words in the utterances. Figure 6 shows the values of emotional prominence for some utterances (i.e. words or
phrase) from the training data. It is natural that people tend to use certain words more frequently in expressing their
emotions because they learned the correlation between certain words and the related emotions33.
Table 2: Emotion recognition accuracies (%) on spontaneous and acted datasets
IVR - SERES (Spontaneous speech)
SVM ANN KNN SVM+ANN+KNN
Description λp λm λt U M U M U M U M
conventional(baseline),  p 1 0 0 35.3 68.1 37.8 68.9 36.8 59.8 40.2 71.3
+time lapse, m 1 1 0 44.3 70.2 48 73.1 37 62.9 52.1 72.9
+ linguistic contents,  t 1 0 1 51.7 73.6 57.8 75.6 38.1 64 61.4 79.1
+time lapse + linguistic content 1 1 1 56.1 77.1 61.9 76.3 49.6 67.3 67.1 82.1
CALL CENTER (Spontaneous speech)
SVM ANN KNN SVM+ANN+KNN
Description λp λm λt U M U M U M U M
conventional(baseline),  p 1 0 0 35.2 66.7 36.1 65.2 31.3 60.3 39.8 69.8
+time lapse, m 1 1 0 49.1 72.3 53.9 73 39.2 66.1 56.7 74.2
+ linguistic contents,  t 1 0 1 49.8 72.7 49.2 72.8 37.1 64.8 53.2 76.9
+time lapse + linguistic content 1 1 1 55.3 76 51.2 73.6 45 68.9 65.1 78.1
EMODB (Acted speech)
SVM ANN KNN SVM+ANN+KNN
Description λp λm λt M M M M
conventional(baseline),  p 1 0 0 83.4 80.8 78.3 87.3
As can be seen in Table 2, the system that relies only on  p (i.e. when λp=1 and λm=λt=0) gives a low performance
accuracy for spontaneous speech dataset (best accuracy of 40.2% obtained by combining classiﬁer for mismatched
condition). This is to be expected, since the recognizer is trained with the acted speech samples, but tested with
the spontaneous speech (a mismatch in training-testing). The accuracy improves by an absolute value of 31.1% in
matched scenario. However, the results improve when the knowledge related to either time lapse of the utterance in the
call (λp, λm  0) or the linguistic content (λp, λt  0) is used. Finally, when both of these knowledge are used (namely
λp, λm, λt  0), system produces the best recognition accuracies for mismatched condition; an absolute improvements
of 26.9% and 25.3% respectively are achieved for two spontaneous datasets (IVR-SERES and call center). The best
accuracies of 82.1% (for IVR-SERES) and 78.2% (for Call Center) are achieved for matched scenario. Interestingly,
for IVR-SERES dataset, more improvement was found when linguistic information are used in comparison to the
time lapse related information. However, the improvement is small for the call center calls while time lapse related
information is used. We hypothesize that this could be because of the nature of the datasets; the utterances in IVR
setup are more isolated compared to the utterances in a call center setup which leads to time lapse based knowledge
less contributing to the improvement in emotion recognition accuracies. We also observed that the performance
accuracy on acted dataset are better compared to the spontaneous dataset. The classiﬁers were better learnt with acted
speech, even with the small number of samples per class in comparison to the spontaneous speech. This might be
due to the acted samples were recorded in the controlled environment with minimum background noise, whereas the
spontaneous speech utterances (especially from users) are from diﬀerent backgrounds of having variable types and
levels of noise. For speech to text conversion, instead of using the ASR output we considered the manual transcription
for the spoken utterances to ensure that ASR errors do not propagate through the system.
Figure 7 shows a test IVR-SERES call and the recognized emotions using the knowledge-based framework. It
validates the usefulness of the inclusion of linguistic context-based knowledge (namely,  tk). First column represents
the manual transcription of the audio call conversation between an user and IVR computer (represented as “system” in
Figure 7). Second column represents the scores (for 4 classes) at the output of the emotion recognition system, and the
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Fig. 7: Linguistic context improves emotion recognition in a IVR-SERES call
fourth column represents the vectors at the output of linguistic knowledge-based system. The last column represents
the maximum score obtained (i.e. obtained by combining the scores presented in second and fourth column) and its
corresponding class label. It is very hard to expect the emotion of an user to be happy when (s)he has to repeat the
same query (seat availability) for the second time due to the fact that system is not able to recognize what is spoken
by the user (here it is an event or context). Our framework allows for correction the emotion by using the event (or
context) based knowledge (λp, λt  0). The conventional system (namely,  p) outputs happy, whereas after combining
the event-based knowledge (namely,  t), the output becomes anger.
5. Conclusions
Recognizing emotion in spontaneous speech is diﬃcult because it does not carry suﬃcient intensity to distinguish
one emotion from the other. In this paper, we hypothesize that the lack of discriminating properties in the audio can
be handled by making use of prior knowledge in the form of linguistic contents and time lapse of the utterances in
the call. The main contribution of this paper is the development of a framework for spontaneous speech emotion
recognition. The framework is generic in the sense that it reduces to the conventional method of emotion recognition
when λm = λt = 0. The experimental results validate the use of diﬀerent context dependent knowledge in terms of
the time lapse of the utterances in the audio call and the linguistic contents. The framework has been evaluated on
three diﬀerent databases in both matched and unmatched train-test conditions. Incorporation of prior knowledge and
classiﬁer fusion to better the emotion recognition accuracy for spontaneous speech, even in an unmatched train-test
scenario, clearly establishes the usefulness of the proposed framework.
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