I. INTRODUCTION
The Joint Video Team of the ITU-T Video Coding Expert Group (VCEG) and the ISO/IEC Moving Picture Experts Group (MPEG) has already standardized a scalability extension to the existing H.264/AVC codec. The H.264-based Scalable Video Coding (SVC) allows partial transmission and decoding to the bit-stream, resulting in various options in terms of picture quality and spatial-temporal resolutions [1] .
In this paper, the SVC is used to encode the 3D video. Stereoscopic video is the simplest form of 3D video and can be integrated into communication applications using existing video technologies. Stereoscopic video renders a different view for each eye, which facilitates depth perception of the 3D scene. An alternative form of stereoscopic video is described in [2] , which uses 2D video from an ordinary 2D video camera and depth information from a laser range or depth camera. Using the spatial scalability of SVC, the 2D image (colour) and depth image sequences can be coded as the base and enhancement layers, respectively as shown at the SVC encoder in Fig. 1 . At the SVC decoder, the depth data will be combined with the colour data using a depth image base rendering technique (DIBR) [2] to produce left and right views. This type of stereoscopic video coding configuration are more backward compatible than other configurations of stereoscopic video, such as left and right coding and interlaced coding of the colour and depth data [3] . It was also shown in [3] that the configuration used in Fig. 1 has better performance than coding the colour and depth using the MPEG4-Multiple Auxiliary Component (MPEG4-MAC). 
3D Stereoscopic video
This paper investigates the application of DSUS to SVC for 2D plus depth stereoscopic video. The aim is to achieve further compression using the DSUS without so much affecting the quality of the perceived stereoscopic 3D video. Hence, consumer devices like 3DTV [4] , mobile 3DTV [5] and 3D mobile phone [6] can store and transmit 3D video at reduced bandwidth requirement with almost the same 3D video quality. In the DSUS, the depth video frames are spatially down-sampled prior to SVC encoding and upsampled after decoding. Section II provides a brief literature review on RRDC based on DSUS method. Section III describes the application of DSUS to SVC. Performance evaluation of the proposed solution in error free and error prone environments is provided in Section IV. The stereoscopic 3D subjective quality evaluation results are also presented in Section IV. The paper is finally concluded in Section V.
II. OVERVIEW OF REDUCED RESOLUTION DEPTH COMPRESSION (RRDC) METHOD
The application of reduced resolution or down-sampling for image compression has been investigated in [7] with the aim of improving subjective and objective performance at low bit rates. The application of reduced resolution for depth image sequences is investigated in [8] to reduce bandwidth and provide portability.
The effect of down-sampling is also explored on multi-view video coding efficiency in [9] and [10] . In [9] , arbitrary views inside a multi-view sequence are down-sampled prior to encoding and up-sampled to their original resolutions after decoding. Results show a reduction in bit rate and computational complexity. The method is then extended to multi-view sequences with depth information in [10] taking into account the quantisation distortion and down-sampling distortion that varies with the operating bit rate. In [10] , the coding efficiency of the stereoscopic 3D video in [3] is enhanced at low bit rate range by applying the RRDC method.
III. RRDC FOR SVC
A simple way to reduce the spatial resolution of an image by a factor of two is by using sub-sampling. If f(i,j) is the pixel value of an image at location (i,j), then the down-sampled image is,
(1) For i=0,2,4,…XSIZE, j=0,2,4,…YSIZE XSIZE is the vertical size and YSIZE is the horizontal size of the image to be down-sampled. It should be noted that three neighboring pixels to f(i,j), which are f(i,j+1), f(i+1,j) and f(i+1,j+1), can also be used. In this paper, the pixel f(i,j) plus the three neighborhood pixel values are averaged as below to produce an image down-sampled by a factor of two.
For i=0,2,4…XSIZE-1, j=0,2,4…YSIZE-1
As an example, Equation (2) can be repeated for every frame in a 720x576 depth image sequence resulting in a 360x288 depth image sequence. The latter sequence has to be cropped to 352x288 (CIF resolution) to make it suitable for SVC encoder operation. During the up-sampling from 352x288 to 720x576, the depth video quality is slightly affected due to pixel copying at the edge to match the cropped columns, thus slightly reducing the Peak Signal to Noise Ratio (PSNR) of the up-sampled depth information. However, the overall bit rate is reduced due to down-sampling of the depth information.
The RRDC algorithm can be applied to the enhancement layer of SVC which is used to code the depth information by using DSUS method. The block diagram of the proposed method for the encoder is shown in Fig. 2 . At the decoder, the coded depth information from the enhancement layer is upsampled back to its original resolution. 
IV. SIMULATION RESULTS AND DISCUSSION
Orbi and Interview sequences at 720x576 spatial resolutions are used in the simulation. The sequences include colour and depth information. The depth information is downsampled from 720x576 spatial resolutions to CIF (352x288) resolution. The JSVM software [11] is used in the simulation for SVC. The SVC spatial scalability does not allow an enhancement layer to be used to send video at lower resolution than the base layer. Therefore, a three layer configuration is used in the simulation, as shown in Table I .
For both SVC without DSUS (SVC-Org) and SVC with DSUS (SVC-DSUS), the base layer is used to send the colour information at CIF resolution. Note that for SVC-DSUS, the enhancement layer 1 is used to send the depth at reduced resolution. The enhancement layer 2 for both SVC-Org and SVC-DSUS is used to send the colour information at full resolution. Since DSUS is not applied to SVC-Org, SVC-Org can be regarded as the proposed coding method in [3] with three layer configuration as shown in Table I . 
A. Error Free -Objective Evaluation
The rate distortion for the depth information of the Orbi sequence simulation is shown in Fig. 3 . The bit rate is varied using the quantisation parameter. Same quantization parameter is used for colour and depth. No rate allocation is performed between the colour and depth information. In Fig.  3 , the horizontal axis shows the bit rate for the depth and the vertical axis shows the average PNSR for the depth. It can be seen from Fig. 3 that the performance of the SVC-DSUS is much better than SVC-Org at the same bit rate in low bit range (less than 150 kbit/s). For example, at about 50 kbit/s, the average PSNR for SVC-Org is about 30 dB and the average PSNR for SVC-DSUS is about 35 dB. However, the DSUS method degrades depth performance at bit rate above 150 kbit/s due to the up-sampling distortion which is more visible at high bit rates. Another way to measure the performance of the algorithm is by using the rate distortion, measured using left and right PSNR. An original left-and-right image sequence is produced from the original 2D image sequence and its associated original depth information image sequence using DIBR technique. Similarly, a compressed left-and-right image sequence is obtained from the compressed 2D and depth image sequence. The left-and-right average PSNR is then obtained by comparing the original left-and-right image sequence with the compressed left-and-right image sequence. The left-and-right average PSNR rate distortions for Orbi and Interview sequences are plotted in Fig. 4 and Fig. 5 respectively. Fig. 4 shows that the DSUS algorithm improves the rate distortion of the Orbi sequence for SVC-Org at bit rates less than 1300 kbit/s. This is because SVC-DSUS has less overall bit rate than SVC-Org due to the used of DSUS on the depth information. The up-sampling distortion only reduces the performance of SVC-DSUS at bit rates of more than 1300 kbit/s for the Orbi sequence. Similar performance is obtained for the Interview sequence, as in Fig. 5 . The SVC-DSUS out performs SVC-Org at bit rates less than 1200 kbit/s. It can also be seen from Fig. 5 that SVC-DSUS achieves nearly 400 kbit/s, while SVC-Org achieves 600 kbit/s at the same average left-and-right PSNR of about 34dB, a bit rates reduction by 33%.
The DSUS technique can also be applied to the colour information and both on the colour and the depth information. Fig. 6 and Fig. 7 shows the left-and-right average PSNR rate distortions for Orbi and Interview sequences when the DSUS technique is applied to depth only (SVC-DSUS-d), colour only (SVC-DSUS-c), both colour and depth (SVCDSUS-cd), and without DSUS (SVC-Org). Only two layers configuration is used, layer 0 for the colour and layer 1 for the depth. The colour and depth of Orbi and Interview sequence at 720x576 with 30 frames/s is used for original resolution. The sequences are down-sampled to CIF (352x288) resolution when DSUS is applied. As before, the same quantisation parameter is used for colour and depth, and no rate allocation is performed between the colour and depth information.
It can be seen that SVC-DSUS-d performance is better than SVC-DSUS-c for all the bit rates. This due to more upsampling distortion in the colour compared to the depth. The application of DSUS to both colour and depth greatly reduces the bit rate, but as shown in the results, SVC-DSUS-d manages to outperform SVC-DSUS-cd except at very low bit rates. SVC-DSUS-cd also has up-sampling distortion in both colour and depth. Based on these results, the use of DSUS on the depth information only is considered in this paper. 
B. Error Free -Subjective Evaluation
The subjective quality evaluations of the stereoscopic 3D videos are performed to further confirm the quality of the synthesized stereoscopic 3D video. This evaluation is necessary due to the fact that the PSNR measures video quality has been criticized to have poor correlation with the real perceptual quality [12] [13] . In this paper, the subjective quality is evaluated according to the guidelines given in [14] . Beside Orbi and Interview sequences, another image sequence, namely Cg is also used for the subjective evaluation. In this subjective evaluation, the QP of the colour is fixed to 5 and the QP of the depth is varied from 10 to 50.
The Double Stimulus Continuous Quality Scale (DSCQS) method (Variant I) is used in this evaluation. The assessors are presented with both the unimpaired (original) reference video which is the synthesized 3D video from the SVC-Org configuration and the impaired (down-sampled and upsampled) synthesized 3D video from the SVC-DSUS configuration for all the required combinations of quantization parameter (QP) 10 to 50. The assessors are asked to rate (mark) the quality for both videos according on the scale given in the survey form. The videos are presented in a random order of QP. The evaluation process is divided into 3 sessions, each session with 5 person evaluating 15 sets of videos each. This is due to the fact that there are 3 types of video sequence needed to be evaluated by one person which are the Orbi, Interview and Cg sequence where each video has 5 pairs of sequence with QP of 10 to 50. The evaluation lasted for 3 days, 5 assessors per day for each session, in which each session lasted for about 5 hours (approximately 1 hour for each person). The results obtained are then used to calculate the mean opinion score, standard deviation and the 95% confidence interval of the subjective video quality using the methods given in [14] .
A total of 15 respondents (8 male and 7 female) with the range of age from 19 to 23 were chosen to participate in the evaluation. All participants were non-experts in assessing 3D stereoscopic video quality. A full resolution 1366x768 of a 14 inch Sony VAIO LCD monitor display was used for viewing the videos. A pair of red and blue 3D glasses was given to the user for them to view and assess the 3D impairment effect of the video. A sheet of survey form was given to each assessor to evaluate the quality of the three videos.
In each test, the video were assessed of, Excellent, Good, Fair, Poor, and Bad. Assessors were asked to assess the overall picture quality of each video by marking on the continuous vertical scale given in the survey form. The scale was divided into five equal lengths corresponding to the ITU-R five-point quality scale. The associated terms categorizing the different levels were the same as used in the BT.500-11 Recommendation. The 0 to 100 values were not shown to the assessors. Fig. 8 shows the grading scale used during the subjective evaluation of the stereoscopic 3D videos.
The subjective quality evaluation was performed by comparing the SVG-Org videos with the SVC-DSUS videos according to the QP value. The test sequences of the video were shown in a random manner for all QP values. The results obtained in the subjective quality evaluation were compiled and analyzed accordingly. The mean score, standard deviation and the 95% confidence interval were calculated and tabulated for all of the test sequences. The quality of the video is judged to be high if the mean score is closer to 0 and low if the mean score is closer to 100. Mean score of 0 also indicates that the quality of the SVC-DSUS video is 100% the same as the quality of the SVC-Org video. The standard deviation and the confidence interval values indicate the level of correlation between one assessor's opinions to the other. Standard deviation values that is closer to 0 also indicates that the quality of the perceived video assessed by the assessor is 100% the same between all of the assessors, no variation in opinion among them. Therefore it should also be of small values in order for the mean score to be meaningful and collective. Fig. 9 , 10 and 11 shows the pairs of test sequences used for the subjective quality evaluation of the down-and-up-sampled depth stereoscopic 3D videos and the original depth stereoscopic 3D videos for Orbi, Interview and Cg sequence respectively with QP of the colour fixed to 5 and QP of the depth varied from 10 to 50. Fig. 9-11 can be viewed using a red and blue glass with the red glass on the right eye.
It can be seen from Fig. 9, 10 and 11 that the depth data can be heavily compressed without so much affecting the stereoscopic 3D video quality. This is shown on the first column (SVC-Org) of Fig. 9 to Fig. 11 where the last row is the image of the stereoscopic 3D video with QP depth equal to 50. Another interesting observation from Fig. 9 to Fig. 11 is that, on the second column, last row (SVC-DSUS), the stereoscopic 3D video quality is almost the same as the SVCOrg (first column, last row). This shows that the compression distortion together with the DSUS distortion of the depth data does not affect the stereoscopic 3D video quality. This is confirmed by the subjective evaluation results in Table II to  Table IV. The overall bit rates, bit rate difference between SVC-Org and SVC-DSUS, mean score, standard deviation and 95% confidence interval for Orbi, Interview, and Cg sequence is given in Table II, Table III, and Table IV respectively.
The results from Table II to Table IV show that the SVC-DSUS can achieve almost the same stereoscopic 3D video quality as SVC-Org with less bit rates. For example, in Table  III , for QP=10, SVC-Org encode the Interview sequence at 74776.90 kbit/s and SVC-DSUS encode at 69014.17 kbit/s, lower by 5762.73 kbit/s, which is about 7.7% reduction in bit rates.
Furthermore, the results from Table II to Table IV shows that the Orbi, Interview and Cg video quality is of the highest quality for QP 10 and 20 with a mean score of 1.00 each and lowest for QP 50 with a mean score of 3.00, 4.00 and 5.00 respectively. It can also be seen that the standard deviation values of all videos are also of small values (less than 5.00) for all QP values which indicate that the majority of the assessors have the similar sense of quality for the videos perceived. It is also observed in Tables II to Table IV that the mean score and the standard deviation values obtained in the survey are found to be small for videos of all QP values when compared to a scale of 0 being the excellent quality to 100 of being the bad quality. With the minimum mean score of 1.00 and maximum mean score of 5.00, this indicates that quality of the SVC-DSUS video is about 99% to 95% similar to the SVC-Org video which is significantly impressive. This shows that there was very little difference that can be perceived between the SVC-Org and SVC-DSUS videos. The data obtained from Table II to Table IV are further analyzed to obtain the overall subjective quality by calculating the overall mean score, standard deviation and 95% confidence interval for all the videos of all QP variation tested. Table V sums up the overall subjective quality of the three videos. It is shown in Table V that the overall quality of the SVC-DSUS for Orbi, Interview and Cg sequences has the mean score of 1.8, 2.0 and 2.4 respectively which indicates that the videos are about 98.2%, 98.0% and 97.6% similar to the SVCOrg of Orbi, Interview and Cg sequences, with a small standard deviation of 1.37, 1.46 and 1.36 respectively. This further proves that the process of down-sampling and upsampling depth information applied in the SVC-DSUS configuration has the ability to yield high quality stereoscopic 3D video comparable to the quality of the original depth information used in the SVC-Org configuration at reduced storage and bandwidth requirements.
V. CONCLUSION
The paper presents the application of DSUS to SVC for compressing 3D video material in the 2D plus depth format. Spatial scalability of the SVC is utilised to encode the depth in the enhancement layer and 2D video in the base layer. The simulation results show that DSUS is better applied to only the depth information rather than the 2D video or both 2D video and depth. The application of DSUS results in an improvement in the rate distortion performance of SVC, particularly in the low bit rate range. This is due to the reduction in depth bit rates. Although there is a risk of upsampling distortion, simulation results show that the upsampling distortion only reduces the coding efficiency in the high bit rate range.
Moreover, the subjective quality evaluation of the stereoscopic 3D video further confirmed that the perceived quality of the SVC-DSUS stereoscopic 3D video is very similar to the SVC Org stereoscopic 3D video by up to 98.2%. This proves that the DSUS process of the depth information can be used to encode stereoscopic 3D videos, as it gives the viewer similarly high video quality and 3D impression with the videos that uses original depth information at a much lower storage and bandwidth requirements thus making it highly desirable for the future 3D video processing system.
