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Joint Long-Term Admission Control and
Beamforming in Green Downlink Networks: Offline
and Online Approaches
Jingran Lin, Mengyuan Ma, Qiang Li, and Jian Yang
Abstract—Admission control is an effective solution to manag-
ing a wireless network with a large user set. It dynamically rejects
users in bad conditions, and thereby guarantees high quality-of-
service (QoS) for the others. Unfortunately, a frequently-varying
admissible user set requests remarkable power to continually re-
establish the transmission link. Hence, we explore the stability of
admissible user set, and formulate a joint long-term admission
control and beamforming problem for a network with one multi-
antenna base station (BS) and multiple single-antenna users. We
consider the downlink transmission in a time period containing
multiple time slices. By jointly optimizing the admissible users
and the BS transmit beamformers in different time slices, we aim
to minimize the total power cost, including not only the power
for QoS guarantee, but also the power for user status switching.
Due to the NP-hardness of the problem, we develop two (offline
and online) algorithms to find some efficient suboptimal solutions.
The offline algorithm requires all channel state information (CSI),
and solves the admissible users and beamformers in different time
slices in one shot, based on successive upper-bound minimization
(SUM). To support real-time data transmission, we further design
an alternating direction method of multipliers (ADMM)-based
online algorithm, which outputs the admissible users and beam-
formers in different time slices successively, utilizing the previous
admissible user set, the actual value of current CSI, and the
distribution of future CSI. Simulations validate the performance
of the two algorithms, and show that the online algorithm is an
efficient practical alternative to the offline algorithm.
Index Terms—Long-term admission control, beamformer,
power minimization, offline algorithm, online algorithm.
I. INTRODUCTION
IN general, the quality-of-service (QoS) of a wireless net-work degrades rapidly with the size of user set, due to the
increased competition among users. Admission control [2] is
an effective approach to this problem, which dynamically re-
jects the users in bad conditions to guarantee high QoS for the
rest. Currently, admission control has been widely employed
in wireless networks to balance the power cost and the size of
user set [3]–[10], or balance the the spectral/energy efficiencies
and the size of user set [11]–[15]. In fact, the admission control
problems are not easy (usually shown to be NP-hard [4]–[6]).
As a compromise, many suboptimal approaches, e.g., deflation
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Fig. 1. Power consumption of a typical wireless cellular network [20], [21].
heuristic [4], [16], [17], convex approximation [5]–[7], [9]–
[12], [18], non-convex (ℓq) approximation [8], [11], etc., have
been designed to find efficient suboptimal solutions.
On the other hand, most current studies, though different in
scenario setting and solution approach, optimize the admissible
users based on instantaneous channel state information (CSI).
Notice that the fading characteristics in radio propagation lead
to time-varying wireless channels. In consequence, the admis-
sible status of each user may switch between “admissible” and
“inadmissible” frequently, thus yielding many practical issues
in communication management. For instance, when the user is
admitted by the network, some necessary yet complicated op-
erations, e.g., channel estimation, synchronization, handover,
etc., need to be performed in order to establish the transmission
link between the base station (BS) and the user. Consequently,
a frequently-varying admissible user set causes non-negligible
signaling and power cost [19]–[21]. As shown in Fig. 1, about
20% of the total power cost in a typical wireless network is
consumed for transmission link switching, which even exceeds
that for data transmission. Moreover, if the admissible status of
a user changes continually, it may suffer from serious service
break due to the frequent interruptions in data transmission.
In view of this, we are motivated to balance the flexibility and
stability of user set in admission control, which thereby yields
the problem of long-term admission control.
A. Related Works
Essentially, long-term admission control falls into the cate-
gory of problems exploring the stability of transmission links.
In early studies, the hysteresis margin is widely used to avoid
frequent user switching [22], where the user does not switch to
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another BS until the difference between the required QoS and
the achievable QoS exceeds the hysteresis margin. Obviously,
this approach improves the stability of transmission links at the
cost of QoS. In [23], by employing the Markov decision pro-
cesses (MDP), a switching algorithm considering transmission
latency and handover signaling cost is developed. The authors
of [24]–[26] address this problem from the perspective of BS
activation, where they choose the active BSs in different time
slices properly to control the switching frequency of each user
among distinct BSs. Unfortunately, these approaches cannot be
directly applied to our problem, where we pursue relatively
stable transmission links by selecting users (instead of BSs).
The authors of [27] utilize the channel distribution information
(CDI) and optimize the admissible users by solving an outage-
constrained problem. In this design, the admissible user set is
fixed as long as the CDI does not change. However, there is
some risk that the QoS requests of the admissible users cannot
be satisfied due to the randomly-varying channels.
B. Contributions of Our Work
In this paper, we consider the green communication problem
in a downlink network with one multi-antenna BS and multiple
single-antenna users. We aim to balance the size of user set and
the power cost. Different from most current studies minimizing
the power for data transmission only, we further take the power
for transmission link switching into account. To this target, we
propose the problem of joint long-term admission control and
beamforming, and design efficient algorithms for it. Our main
contributions are summarized as follows.
1) We propose a formulation of joint long-term admission
control and beamforming for green communication. We
consider the downlink transmission in a time period con-
sisting of multiple time slices. Under the QoS and power
budget constraints, we jointly optimize the admissible
users and the BS transmit beamformers in different time
slices, such that the size of user set, the transmit power,
and the switching power can be well balanced to reduce
the total system cost.
2) To handle this challenging problem, we first develop an
offline algorithm for it, where we assume the availability
of all CSIs in the time period, and solve the variables in
different time slices in one shot. Concretely, the problem
is solved based on successive upper-bound minimization
(SUM) [28], which sequentially approximates the non-
convex and non-smooth objective by a global tight upper
bound, and finally achieves a stationary solution of the
problem.
3) To support real-time data transmission, we further design
an online approach to the problem, which optimizes the
admissible users and the BS transmit beamformers in
different time slices successively, utilizing the previous
admissible user set, the actual value of current CSI, and
the distribution of future CSI. To avoid solving a difficult
stochastic problem, we employ the sample average ap-
proximation (SAA) method [27], [29], and then obtain
a deterministic problem. Next, an alternating direction
method of multipliers (ADMM)-based algorithm [30],
[31] is designed to efficiently solve the admission control
and beamforming problem in each time slice. Finally, a
low-complexity online algorithm is proposed.
C. Organization and Notations
The rest of this paper is organized as follows. The system
model and problem statement are given in Section II. In Sec-
tions III and IV, we develop the offline and online algorithms
for the problem, respectively. Simulation results are shown in
Section V. Section VI concludes this paper.
Notations: We use (·)T and (·)† to denote the transpose and
Hermitian of a matrix (or vector), respectively; (·)−1 and Tr(·)
denote the inverse and the trace of a matrix. Denote ‖ · ‖p and
‖ · ‖F as the ℓp-norm (p = 0, 1, 2) and the Frobenius norm.
RM×N (or CM×N ) is the set of all M ×N real (or complex)
matrices. ℜ{·} and ℑ{·} denote the real part and the imaginary
part of a complex number, respectively. [·]+x , max{·, x} with
x being a real number. E{·} denotes expectation.
II. SYSTEM MODEL AND PROBLEM STATEMENT
We consider a downlink network where one N -antenna BS
provides service to M single-antenna users. The block fading
channel model [32] is employed here — the channels remain
static in each fading block, while changing randomly from one
block to another according to certain channel distribution. We
define each fading block as a time slice, and consider the data
transmission in a time period comprised of T time slices. Let
wm(t) ∈ CN×1 and hm(t) ∈ CN×1 denote the BS transmit
beamformer and the channel vector of user m in time slice t,
for m = 1, 2, . . . ,M , and t = 1, 2, . . . , T . We further define
W(t) , [w1(t),w2(t), . . . ,wM (t)] ∈ CN×M and H(t) ,
[h1(t),h2(t), . . . ,hM (t)] ∈ CN×M as the beamformer matrix
and channel matrix of all users in time slice t, t = 1, 2, . . . , T .
A. Conventional Joint Admission Control and Beamforming
Firstly, let us take a review of the conventional QoS-based
joint admission control and beamforming problem. We use the
signal-to-interference-plus-noise ratio (SINR) to evaluate the
QoS of each user. For our system model, the SINR of user m
in time slice t is given by
SINRm(t) =
|h†m(t)wm(t)|2
σ2+
∑
n 6=m |h†m(t)wn(t)|2
, ∀ m, t, (1)
where σ2 is the noise power. Define γ as the desired QoS level,
and then we admit users according to whether the QoS con-
straints, i.e., SINRm(t) ≥ γ, ∀m, t, can be satisfied. Applying
the second-order cone programming (SOCP) reformulation [6]
and introducing a series of variables vm(t) ≥ 0, ∀m, t, we get
a reformulation of SINRm(t) ≥ γ, i.e.,

h†m(t)wm(t)+vm(t)√
σ2+
∑
n 6=m |h†m(t)wn(t)|2
≥ √γ,
ℑ{h†m(t)wm(t)} = 0.
(2)
Actually, vm(t) works as the admissible indicator of user m in
time slice t. Specifically, vm(t) = 0 indicates that user m can
be served at its desired QoS level γ, and hence is admissible,
while vm(t) > 0 indicates that user m should be rejected.
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Hence, the conventional QoS-based joint admission control
and beamforming problem in time slice t is formulated as
min
{v(t),W(t)}
‖W(t)‖2F + λ1‖v(t)‖0
s.t. (2) is satisfied, ∀m,
‖W(t)‖2F ≤ P, (3a)
vm(t) ≥ 0, ∀m, (3b)
where v(t) = [v1(t), v2(t), . . . , vM (t)] ∈ R1×M , and ‖v(t)‖0
denotes the number of inadmissible users in time slice t; the
weighting factor λ1 can be viewed as the cost (profit loss) of
rejecting one user; P is the BS transmit power budget.
In problem (3), we optimize the admissible users and the BS
transmit beamformers in different time slices independently,
based on instantaneous CSI H(t). Since H(t) changes with t
randomly according to the channel distribution, the user status
may keep switching between admissible and inadmissible, thus
requesting considerable power cost to frequently re-establish
the transmission link. To alleviate this, we address the stability
of admissible user set in the following discussion.
B. Joint Long-Term Admission Control and Beamforming
To address the stability of each user’s admissible status, we
define the following function I(·), i.e.,
I(x) =
{
0, x = 0, (admissible)
1, x > 0, (inadmissible)
(4)
to map vm(t) to a binary admissible status. It is easy to show
that the number of inadmissible users in time slice t can be
described by
∑M
m=1 I[vm(t)], since we have
‖v(t)‖0 =
M∑
m=1
I[vm(t)], ∀ t. (5)
Further, I[vm(t+1)]−I[vm(t)] = 0 means that the admissible
status of userm does not change from time slice t to time slice
(t+1); otherwise, I[vm(t+1)]−I[vm(t)] 6= 0 means that the
admissible status changes1. To limit the frequent switching of
each user’s admissible status, we should optimize the values
of I[vm(t+1)]−I[vm(t)], ∀m, t. This drives us to consider
the admission control problems in different time slices jointly,
thus leading to the following joint long-term admission control
and beamforming problem
min
{v,W}


T∑
t=1
‖W(t)‖2F + λ1
T∑
t=1
M∑
m=1
I[vm(t)]
+ λ2
T−1∑
t=1
M∑
m=1
|I[vm(t+ 1)]− I[vm(t)]|


(6a)
s.t. (2) is satisfied, ∀m, t,
‖W(t)‖2F ≤ P, ∀ t, (6b)
vm(t) ≥ 0, ∀m, t, (6c)
1We cannot directly use [vm(t + 1) − vm(t)] to indicate the variation of
user m’s status. For instance, in the case of vm(t) > 0, vm(t+1) > 0, and
vm(t) 6= vm(t + 1), the user status does not change (keeps inadmissible in
the adjacent two time slices), while we have vm(t + 1)− vm(t) 6= 0.
where {v,W} denotes {v(t),W(t)}Tt=1; λ2 is the power cost
to support one transmission link switching.
In problem (6), by jointly optimizing the admissible users
and the BS transmit beamformers in the length-T time period,
we aim to balance the size of admissible user set, the transmit
power, and the switching power. It should be mentioned that
instead of forcing an absolutely static user set [27], we seek a
relatively stable user set by limiting the switching frequency
of each user’s admissible status — here the user set is allowed
to change, but its variation should be carefully controlled.
To tackle the challenging (essentially NP-hard) problem (6),
we first design an SUM-based offline algorithm to solve the
problem in one shot, by assuming the availability of all CSIs
within the time period. Next, in order to support real-time
data transmission, we further design an online algorithm which
solves the problem time slice by time slice.
III. OFFLINE ALGORITHM FOR PROBLEM (6)
Obviously, the non-continuous function I(·) makes problem
(6) difficult. To bypass this, we apply the approximation of
I(x) ≃ 1− 11+κx , x ≥ 0, (7)
where κ is a large positive number. Then, problem (6) can be
approximated by the following continuous problem
min
{v,W}


T∑
t=1
‖W(t)‖2F + λ1
T∑
t=1
M∑
m=1
[
1− 11+κvm(t)
]
+ λ2
T−1∑
t=1
M∑
m=1
∣∣∣ 11+κvm(t) − 11+κvm(t+1)
∣∣∣


(8)
s.t. (2), (6b) and (6c) are satisfied.
Unfortunately, the approximate problem is still difficult due to
the non-convex and non-smooth objective. As a compromise,
we resort to the successive upper-bound minimization (SUM)
method [28] to circumvent this difficulty by optimizing a series
of approximate upper-bound objective functions.
Specifically, in each iteration, we update {v,W} by solving
the approximate convex problem
min
{v,W}
T∑
t=1
‖W(t)‖2F + u(v; v¯) (9)
s.t. (2), (6b) and (6c) are satisfied,
where u(v; v¯) is given in (10) at the bottom of next page, with
v¯m(t) and v¯m(t+1) the iterates of vm(t) and vm(t+1) in the
previous iteration, respectively; v¯ is the collection of v¯m(t) for
m = 1, 2, . . . ,M , t = 1, 2, . . . , T . It is easy to show that (9)
is a tight upper bound of (8) since[
1− 11+κvm(t)
]
≤ 1− 21+κv¯m(t) +
1+κvm(t)
[1+κv¯m(t)]2
, (11)
∣∣∣ 11+κvm(t+1) − 11+κvm(t)
∣∣∣ = max
{
1
1+κvm(t+1)
− 11+κvm(t) ,
1
1+κvm(t)
− 11+κvm(t+1)
}
≤ max


1
1+κvm(t+1)
− 21+κv¯m(t) +
1+κvm(t)
[1+κv¯m(t)]2
,
1
1+κvm(t)
− 21+κv¯m(t+1) +
1+κvm(t+1)
[1+κv¯m(t+1)]2

 (12)
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The SUM-based approach to problem (8) is summarized as
Algorithm 1. Notice that problem (9) is convex, and thus can
be globally solved by, e.g., CVX [33].
Algorithm 1: The Offline Approach to Problem (8)
1. Initialize v;
2. repeat
3. v¯← v;
4. Solve problem (9) to update {v,W};
5. until some stopping criterion is satisfied.
Remark 1: According to Theorem 1 in [28], we claim that
every limit point of the iterates generated by Algorithm 1 is a
stationary solution of problem (8).
In Algorithm 1, we require that {H(t)}Tt=1 are known before
solving problem (8). Hence, Algorithm 1 is actually an offline
approach, where we optimize {v(t),W(t)}Tt=1 altogether in
time slice T or thereafter. However, this is impractical because
{v(t),W(t)} must be ready in time slice t in order to support
real-time data transmission. As a remedy, we further develop
an online algorithm that successively outputs {v(t),W(t)} for
t = 1, 2, . . . , T .
IV. ONLINE ALGORITHM FOR PROBLEM (6)
A. Framework of the Online Algorithm
In the online framework, we optimize {v(t),W(t)} in time
slice t. According to (8), the determination of v(t) requires
the knowledge of v(t−1) and v(t+1). Notice that v(t+1) is
unknown currently, which depends on H(t+1). Nevertheless,
it is impossible to obtainH(t+1) in time slice t because of the
causality constraint on CSI. Considering that the distribution of
H(t+1) is usually available a prior, we optimize {v(t),W(t)}
according to the previous admissible users v(t−1), the actual
value of current CSI H(t), and the distribution of future CSI
H(t+ 1).
In particular, we construct a new objective function for the
problem in time slice t, comprised of the actual power cost in
time slice t, based on the real value of H(t), and the expected
power cost in time slice (t+1), determined by the distribution
of H(t+ 1), see (13) at the bottom of this page.
To circumvent the stochastic problem minimizing pc(t), we
replace the expectation by an average of J samples based on
SAA [29]. Specifically, according to the channel distribution,
we generate J samples ofH(t+1), denoted by Hˆ(t+1, j), j =
1, 2, . . . , J . For each Hˆ(t+ 1, j), we have the corresponding
vˆ(t+1, j) and Wˆ(t+1, j), from which we can get a sample of
the power cost in time slice (t+1). Then, pc(t) is approximated
by pˆc(t), given in (14) at the bottom of this page. Finally, the
problem in time slice t is expressed as
min
{v(t),W(t)}
{vˆ(t+1,j),Wˆ(t+1,j)}Jj=1
pˆc(t)
s.t. (2), (6b) and (6c) are satisfied for current t,

hˆ†m(t+1,j)wˆm(t+1,j)+vˆm(t+1,j)√
σ2+
∑
n 6=m|hˆ†m(t+1,j)wˆn(t+1,j)|2
≥ √γ,
ℑ{hˆ†m(t+ 1, j)wˆm(t+ 1, j)} = 0, ∀m, j,
(15a)
‖Wˆ(t+ 1, j)‖2F ≤ P, ∀ j, (15b)
vˆm(t+ 1, j) ≥ 0, ∀ m, j. (15c)
We summarize the online approach as Algorithm 2.
Algorithm 2: The Online Approach for Problem (8)
1. Initialize v(0);
2. for t = 1, 2, . . . , T ,
3. Update the current CSI H(t);
4. Generate J samples of future CSI, i.e., {Hˆ(t + 1, j)}Jj=1,
according to the channel distribution;
5. Output {v(t),W(t)} by solving problem (15);
6. end
The main complexity of Algorithm 2 lies in solving problem
(15), which may not be easy due to the non-convex and non-
smooth objective, and the high dimension caused by SAA. To
handle this, we first apply the SUM method to iteratively solve
the problem. To alleviate the complexity, we further devise an
ADMM-based algorithm to solve the problem in each iteration
efficiently. Finally, a low-complexity and scalable algorithm is
designed for problem (15).
u(v; v¯) , λ1
T∑
t=1
M∑
m=1
[
1− 21+κv¯m(t) +
1+κvm(t)
[1+κv¯m(t)]2
]
+ λ2
T−1∑
t=1
M∑
m=1
max


1
1+κvm(t+1)
− 21+κv¯m(t) +
1+κvm(t)
[1+κv¯m(t)]2
,
1
1+κvm(t)
− 21+κv¯m(t+1) +
1+κvm(t+1)
[1+κv¯m(t+1)]2

 , (10)
pc(t) , ‖W(t)‖2F + λ1
M∑
m=1
[
1− 11+κvm(t)
]
+ λ2
M∑
m=1
∣∣∣ 11+κvm(t−1) − 11+κvm(t)
∣∣∣
+ E
{
‖W(t+ 1)‖2F + λ1
M∑
m=1
[
1− 11+κvm(t+1)
]
+ λ2
M∑
m=1
∣∣∣ 11+κvm(t) − 11+κvm(t+1)
∣∣∣
}
, (13)
pˆc(t) , ‖W(t)‖2F + λ1
M∑
m=1
[
1− 11+κvm(t)
]
+ λ2
M∑
m=1
∣∣∣ 11+κvm(t−1) − 11+κvm(t)
∣∣∣
+
1
J
J∑
j=1
{
‖Wˆ(t+ 1, j)‖2F + λ1
M∑
m=1
[
1− 11+κvˆm(t+1,j)
]
+ λ2
M∑
m=1
∣∣∣ 11+κvm(t) − 11+κvˆm(t+1,j)
∣∣∣
}
, (14)
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B. Low-Complexity Algorithm for Problem (15)
We define H˘(r), v˘(r), W˘(r), λ˘0(r), λ˘1(r), and λ˘2(r), r =
1, 2, ..., J +1, to simplify the notations (see Table I). Further,
we put the available previous admissible user set in v˘(J+2),
denoted by vp , v(t − 1).
TABLE I
SUMMARY OF THE INTRODUCED VARIABLES
r = 1 2, 3, . . . , J J + 1 J + 2
H˘(r) = H(t) Hˆ(t + 1, r − 1) n/a
v˘(r) = v(t) vˆ(t+ 1, r − 1) vp , v(t− 1)
W˘(r) = W(t) Wˆ(t + 1, r − 1) n/a
λ˘0(r) = 1 1/J n/a
λ˘1(r) = λ1 λ1/J n/a
λ˘2(r) = λ2/J λ2 n/a
Now, problem (15) can be expressed in a unified form,
min
{v˘,W˘}
p˘c(t)
s.t.


h˘†m(r)w˘m(r)+v˘m(r)√
σ2+
∑
n 6=m|h˘†m(r)w˘n(r)|2
≥ √γ,
ℑ{h˘†m(r)w˘m(r)} = 0, ∀m, r,
(16a)
‖W˘(r)‖2F ≤ P, ∀ r, (16b)
v˘m(r) ≥ 0, ∀ m, r, (16c)
where v˘ and W˘ denote {v˘(r)}J+1r=1 and {W˘(r)}J+1r=1 , respec-
tively; the objective p˘c(t) is given by
p˘c(t) =
J+1∑
r=1


λ˘0(r)‖W˘(r)‖2F + λ˘1(r)
M∑
m=1
[
1− 11+κv˘m(r)
]
+ λ˘2(r)
M∑
m=1
∣∣∣ 11+κv˘m(r+1) − 11+κv˘m(1)
∣∣∣


Again, to handle the non-convex and non-smooth objective,
we apply the SUM method and solve problem (16) iteratively.
In each iteration, the problem with an approximate objective2
is given by
min
{v˘,W˘,a}
J+1∑
r=1


λ˘0(r)‖W˘(r)‖2F
+
M∑
m=1
[
λ˘1(r)
κv˘m(r)
[1+κv˜m(r)]2
+ λ˘2(r)am(r)
]


s.t. (16a), (16b), and (16c) are satisfied,{
am(r) ≥ 11+κv˘m(1) − 21+κv˜m(r+1) +
1+κv˘m(r+1)
[1+κv˜m(r+1)]2
,
am(r) ≥ 11+κv˘m(r+1) − 21+κv˜m(1) +
1+κv˘m(1)
[1+κv˜m(1)]2
,
∀ m, and r = 1, 2, . . . , J, (17a)

am(r) ≥ 11+κv˘m(1) −
[
1
1+κvp,m
]
q
,
am(r) ≥
[
1
1+κvp,m
]
q
− 21+κv˜m(1) +
1+κv˘m(1)
[1+κv˜m(1)]2
,
∀ m, and r = J + 1, (17b)
where a is the collection of am(r), for m = 1, 2, . . . ,M , and
r = 1, 2, . . . , J + 1; v˜m(r) and v˜m(r + 1) are the iterates of
2Originally, the objective of (17) is a upper bound of p˘c(t), similar as (10).
Here we remove some constant terms in the upper-bound function to simplify
the formulation.
v˘m(r) and v˘m(r + 1) in the previous iteration; [·]q quantizes
the argument to the nearest integer (we get 0 or 1 here); vp,m
is the mth element of vp, i.e., vp,m = vm(t− 1).
Because of the high dimension caused by SAA, people may
prefer a low-complexity approach to problem (17). Motivated
by this, we further design an efficient ADMM-based algorithm
for it. To this end, we introduce some auxiliary variables:
E(r) = [H˘†(r)W˘(r), σ1], ∀ r, (18a)
bm(r) = am(r), cm(r) = am(r), ∀m, r, (18b)
xm(r) = 1 + κv˘m(1), ym(r) =
1+κv˘m(1)
[1+κv˜m(1)]
2 , ∀m, r, (18c)
zm(r) = 1 + κv˘m(r + 1), sm(r) =
1+κv˘m(r+1)
[1+κv˜m(r+1)]
2 ,
∀ m, and r = 1, 2, . . . , J. (18d)
Then, problem (17) can be equivalently expressed as
min{
v˘,W˘,a,b,c
E,x,y,z,s
}
J+1∑
r=1


λ˘0(r)‖W˘(r)‖2F
+
M∑
m=1
[
λ˘1(r)
κv˘m(r)
[1+κv˜m(r)]2
+ λ˘2(r)am(r)
]


s.t.
{
emm(r) + v˘m(r) ≥
√
γ‖em−m(r)‖2,
ℑ{emm(r)} = 0, ∀ m, r,
(19a)
{
bm(r) ≥ 1xm(r) − 21+κv˜m(r+1) + sm(r),
cm(r) ≥ 1zm(r) − 21+κv˜m(1) + ym(r),
∀ m, and r = 1, 2, . . . , J, (19b)

bm(r) ≥ 1xm(r) −
[
1
1+κvp,m
]
q
,
cm(r) ≥
[
1
1+κvp,m
]
q
− 21+κv˜m(1) + ym(r),
∀ m, and r = J + 1, (19c)
xm(r) ≥ 1, zm(r) ≥ 1, ∀ m, r, (19d)
(16b), (18a) − (18d) are satisfied.
From (18a), we know that (19a) is actually the QoS constraint
(16a), where em(r) = [h˘†m(r)W˘(r), σ] ∈ C1×(M+1) is the
mth row vector of E(r) ∈ CM×(M+1); emm(r) = h˘†m(r)w˘m(r)
is the mth element of em(r), which is also the mth diagonal
element of E(r), m = 1, 2, . . . ,M ; em−m(r) ∈ C1×M is ob-
tained by removing emm(r) from e
m(r), i.e., em−m(r) , [e
m
1 (r),
. . . , emm−1(r), e
m
m+1(r), . . . , e
m
M+1(r)]. From (18c) and (18d),
(16c) is equivalently addressed by (19d).
In problem (19), the equality constraints, i.e., (18a) – (18d),
can be moved to the objective by the augmented Lagrangian
method [34], which generates the objective (also referred to
as the partial augmented Lagrangian function) in (20), where
{Ω, θ,φ, ǫ, δ, τ ,η} are the Lagrangian multipliers. Following
the ADMM framework [30], we divide {v˘,W˘, a,b, c,E,x,y,
z, s} into {W˘,b, c,x,y, z, s} and {v˘, a,E}, and then solve
problem (19) by alternating among the steps in (21), where
k is the iteration index. In particular, (21a) and (21b) can be
divided into several low-dimensional subproblems and solved
efficiently, which thereby effectively alleviates the complexity
arising from high dimension. In the rest of this subsection, we
show the solution of each subproblem concretely. To simplify
the notation, the iteration index k is omitted when there is no
ambiguity.
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1) Updating {W˘,b, c,x,y, z, s}: It is easy to observe that
problem (21a) can be divided into (J+1) problems of W˘(r),
(J+1)M problems of {bm(r), xm(r), sm(r)}, and (J+1)M
problems of {cm(r), ym(r), zm(r)}, ∀ m, r. We update them
individually.
1© Let Ew(r) andΩw(r) be the leftM×M sub-matrices of
E(r) and Ω(r) ∈ CM×(M+1), respectively. The subproblem
with respect to W˘(r) is expressed as
min
W˘(r)


λ˘0(r)‖W˘(r)‖2F +
ρ
2
‖Ew(r) − H˘†(r)W˘(r)‖2F
−ℜ
{
Tr
[
Ω†w(r)H˘
†(r)W˘(r)
]}


s.t. ‖W˘(r)‖2F ≤ P, (22)
and can be easily solved as
W˘(r) =
[
ρH˘(r)H˘†(r) + 2[λ˘0(r) + α(r)]I
]−1
× H˘(r)[ρEw(r) +Ωw(r)], (23)
where α(r) is the Lagrangian multiplier with ‖W˘(r)‖2F ≤ P .
According to the Karush-Kuhn-Tucker (KKT) conditions [35],
α(r) can be easily determined by bisection.
2© The subproblem with respect to {bm(r), xm(r), sm(r)}
is expressed as3
min{
bm(r)
xm(r)
sm(r)
} ρ2


[
bm(r) − am(r)− θm(r)ρ
]2
+
[
xm(r) − 1− κv˘m(1) + ǫm(r)ρ
]2
+
[
sm(r) − 1+κv˘m(r+1)[1+κv˜m(r+1)]2 +
ηm(r)
ρ
]2


s.t. bm(r) ≥ 1xm(r) − 21+κv˜m(r+1) + sm(r), (24a)
xm(r) ≥ 1. (24b)
Based on the first-order optimality condition, we solve {bm(r),
xm(r), sm(r)} as
bm(r) = am(r) +
θm(r)
ρ
+ βm(r)
ρ
, (25a)
xm(r) =
[
root
{
xm(r)−1−κv˘m(1)+ ǫm(r)ρ = βm(r)ρx2m(r)
}]+
1
, (25b)
sm(r) =
1+κv˘m(r+1)
[1+κv˜m(r+1)]
2 − ηm(r)ρ − βm(r)ρ , (25c)
3Problem (24) works for r = 1, 2, . . . , J . In the case of r = J+1, there is
no sm(r) and we get a simplified version of (24). Due to the space limitation,
we omit the details of solving the problem with r = J + 1.
Lρ
(
v˘,W˘,a,b,c,E,x,y,z,s,
Ω,θ,φ,ǫ,δ,τ ,η
)
=
J+1∑
r=1
{
λ˘0(r)‖W˘(r)‖2F +
M∑
m=1
[
λ˘1(r)
κv˘m(r)
[1+κv˜m(r)]
2 + λ˘2(r)am(r)
]}
+
J+1∑
r=1
{
ℜ
{
Tr
[
Ω†(r)
(
E(r) − [H˘†(r)W˘(r), σ1]
)]}
+
ρ
2
∥∥∥E(r) − [H˘†(r)W˘(r), σ1]∥∥∥2
F
}
+
J+1∑
r=1
M∑
m=1
{
θm(r) [am(r) − bm(r)] + ρ
2
[am(r) − bm(r)]2 + φm(r) [am(r) − cm(r)] + ρ
2
[am(r) − cm(r)]2
}
+
J+1∑
r=1
M∑
m=1
{
ǫm(r) [xm(r) − 1− κv˘m(1)] + ρ
2
[xm(r) − 1− κv˘m(1)]2
}
(20)
+
J+1∑
r=1
M∑
m=1
{
δm(r)
[
ym(r)− 1+κv˘m(1)[1+κv˜m(1)]2
]
+
ρ
2
[
ym(r) − 1+κv˘m(1)[1+κv˜m(1)]2
]2}
+
J∑
r=1
M∑
m=1
{
τm(r) [zm(r) − 1− κv˘m(r + 1)] + ρ
2
[zm(r)− 1− κv˘m(r + 1)]2
}
+
J∑
t=1
M∑
m=1
{
ηm(r)
[
sm(r) − 1+κv˘m(r+1)[1+κv˜m(r+1)]2
]
+
ρ
2
[
sm(r) − 1+κv˘m(r+1)[1+κv˜m(r+1)]2
]2}
,
{
W˘k+1,bk+1, ck+1,xk+1,yk+1, zk+1, sk+1
}
← argmin
{W˘,b,c,x,y,z,s}
Lρ
(
v˘k,W˘,ak,b,c,Ek,x,y,z,s,
Ωk,θk,φk,ǫk,δk,τk,ηk
)
(21a)
s.t. (16b), (19b)− (19d) are satisfied,{
v˘k+1, ak+1,Ek+1
}← argmin
{v˘,a,E}
Lρ
(
v˘,W˘k+1,a,bk+1,ck+1,E,xk+1,yk+1,zk+1,sk+1,
Ωk,θk,φk,ǫk,δk,τk,ηk
)
(21b)
s.t. (19a) is satisfied,

Ωk+1(r) ← Ωk(r) + ρ
(
Ek+1(r) − [H˘†(r)W˘k+1(r), σ1]
)
,
θk+1m (r)← θkm(r) + ρ[ak+1m (r) − bk+1m (r)], φk+1m (r)← φkm(r) + ρ[ak+1m (r) − ck+1m (r)],
ǫk+1m (r)← ǫkm(r) + ρ[xk+1m (r) − 1− κv˘k+1m (1)], δk+1m (r)← δkm(r) + ρ
(
yk+1m (r) − 1+κv˘
k+1
m (1)
[1+κv˜m(1)]2
)
,
τk+1m (r)← τkm(r) + ρ[zk+1m (r) − 1− κv˘k+1(r + 1)], ηk+1m (r) ← ηkm(r) + ρ
(
sk+1m (r) − 1+κv˘
k+1
m (r+1)
[1+κv˜m(r+1)]2
)
,
(21c)
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where βm(r) is the Lagrangian multiplier; [·]+1 , max{1, ·};
root{·} returns the value of xm(r) satisfying the cubic equa-
tion inside.
Notice that to determine {bm(r), xm(r), sm(r)}, we do not
need to really solve the cubic equation. In the case that (24a)
is satisfied at βm(r) = 0, i.e.,
Γm(r) , am(r) +
θm(r)+ηm(r)
ρ
+ 1+κ[2v˜m(r+1)−v˘m(r+1)]
[1+κv˜m(r+1)]
2
≥ 1
[1+κv˘m(1)− ǫm(r)ρ ]
+
1
, (26)
we have βm(r) = 0 in (25). Otherwise, we find some βm(r) >
0 such that (24a) holds for equality. Then, we must have
1
xm(r)
= bm(r) +
2
1+κv˜m(r+1)
− sm(r)
= 2βm(r)
ρ
+ Γm(r). (27)
After that, we insert (27) into (25b) and then get
xm(r) =
[
1+κv˘m(1)− ǫm(r)ρ +
βm(r)[2βm(r)+ρΓm(r)]
2
ρ3
]+
1
(28)
According to (27) and (28), we have[
1+κv˘m(1)− ǫm(r)ρ +
βm(r)[2βm(r)+ρΓm(r)]
2
ρ3
]+
1
= ρ2βm(r)+ρΓm(r) .
(29)
Then, βm(r) can be solved by performing bisection search. In
addition, the range of bisection can be identified as
βm(r) ∈
[
max
{
0, −ρΓm(r)2
}
,
ρ−ρΓm(r)
2
]
. (30)
3© {cm(r), ym(r), zm(r)} can be updated similarly.
2) Updating {v˘, a,E}: Problem (21b) can be divided into
(J+1)M problems of {em(r), v˘m(r)} and (J+1)M problems
of am(r), ∀m, r. They can also be solved individually.
1© Define G(r) , ρ[H˘†(r)W˘(r), σ1] − Ω(r). Similar as
em(r), let gm(r) ∈ C(M+1)×1 denote the mth row of G(r).
The subproblem of {em(r), v˘m(r)} is expressed as
min{
em(r)
v˘m(r)
}


λ˘1(r)κv˘m(r)
[1+κv˜m(r)]
2 +
ρ
2‖em(r) − g
m(r)
ρ
‖22
+ ι(r)ρ2
∑J+1
j=1
[
κv˘m(r) + 1− xm(j)− ǫm(j)ρ
]2
+ ι(r)ρ2
∑J+1
j=1
[
κv˘m(r)+1
[1+κv˜m(r)]
2 − ym(j)− δm(j)ρ
]2
+ [1−ι(r)]ρ2
[
κv˘m(r) + 1− zm(r − 1)− τm(r−1)ρ
]2
+ [1−ι(r)]ρ2
[
κv˘m(r)+1
[1+κv˜m(r)]
2 − sm(r − 1)− ηm(r−1)ρ
]2


s.t.
{
emm(r) + v˘m(r) ≥ √γ‖em−m(r)‖2,
ℑ{emm(r)} = 0,
(31a)
ι(r) ,
{
1, r = 1,
0, r = 2, 3, . . . , J + 1,
(31b)
According to the first-order optimality conditions, we get
v˘m(r) =
fm(r)+µm(r)
ρ·qm(r) , (32a)
emm(r) =
ℜ{gmm(r)}+µm(r)
ρ
, (32b)
gm−m(r)− ρem−m(r) ∈ µm(r)
√
γ∂‖em−m(r)‖2, (32c)
where µm(r) is the Lagrangian multiplier; g
m
m(r) is the mth
element of gm(r), and gm−m(r) is obtained by removing g
m
m(r)
from gm(r); fm(r) and qm(r) are respectively defined as (32)
at the top of the next page and (33) below,
qm(r) , κ
2[J · ι(r) + 1]
{
1 + 1
[1+κv˜m(r)]
4
}
. (33)
In addition, ∂‖ · ‖2 is the subgradient [34] of the non-smooth
ℓ2-norm function ‖ · ‖2, defined as
∂‖ζ‖2 ,
{
ζ
‖ζ‖2 , ζ 6= 0,
{ξ | ‖ξ‖2 ≤ 1}, ζ = 0,
(34)
where ξ is an arbitrary vector having the same dimension with
ζ. Utilizing the method in [36], we combine (32), (34) and the
KKT conditions, and then solve {em(r), v˘m(r)} as follows
if ‖gm−m(r)‖2 ≤
√
γ·[−fm(r)−qm(r)ℜ{gmm(r)}]+0
1+qm(r)
v˘m(r) =
fm(r)+µm(r)
ρ·qm(r) ,
emm(r) =
ℜ{gmm(r)}+µm(r)
ρ
,
em−m(r) = 0,
µm(r) =
[−fm(r)−qm(r)ℜ{gmm(r)}]+0
1+qm(r)
,
else, (35)
v˘m(r) =
fm(r)+µm(r)
ρ·qm(r) ,
emm(r) =
ℜ{gmm(r)}+µm(r)
ρ
,
em−m(r) =
‖gm−m(r)‖2−µm(r)
√
γ
ρ
· g
m
−m(r)
‖gm−m(r)‖2 ,
µm(r) =
[qm(r)(
√
γ‖gm−m(r)‖2−ℜ{gmm(r)})−fm(r)]
+
0
1+(1+γ)qm(r)
.
where [·]+0 , max{0, ·}.
2© The subproblem with respect to am(r) is expressed as
min
am(r)
[
am(r)− bm(r)+cm(r)2 + λ˘2(r)+θm(r)+φm(r)2ρ
]2
(36)
and can be easily solved as
am(r) =
bm(r)+cm(r)
2 − λ˘2(r)+θm(r)+φm(r)2ρ . (37)
3) Summary of the Algorithm for Problem (15): The pro-
posed algorithm for problem (15) is summarized as Algorithm
3. Embedding Algorithm 3 into Algorithm 2 to update {v(t),
W(t)}, we get an efficient online algorithm for the joint long-
term admission control and beamforming problem.
Algorithm 3: The Low-Complexity Algorithm for Problem (15)
1. Initialize E, v˘, c,Ω,θ,φ, ǫ, δ, τ ,η;
2. repeat (Outer SUM Loop)
3. v˜← v˘;
4. repeat (Inner ADMM Loop)
5. W˘(r)← (23), ∀ r;
6. {bm(r), xm(r), sm(r)} ← (25), ∀ m, r;
7. Update {cm(r), ym(r), zm(r)} similarly, ∀ m, r;
8. {em(r), v˘m(r)} ← (35), ∀ m, r;
9. am(r)← (37), ∀ m, r;
10. Update Ω,θ,φ, ǫ, δ, τ ,η as in (21c);
11. until the stopping criterion for ADMM is satisfied;
12. until the stopping criterion for SUM is satisfied;
13. Output: {v(t),W(t)} ← {v˘(1), W˘(1)}.
Algorithm 3 has two commendable merits. First, each step
of the algorithm involves solving a low-dimensional problem.
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fm(r) , κρ


ι(r)
∑J+1
j=1 ǫm(j)+[1−ι(r)]τm(r−1)
ρ
+
ι(r)
∑J+1
j=1 δm(j)+[1−ι(r)]ηm(r−1)−λ˘1(r)
ρ[1+κv˜m(r)]
2 + ι(r)
∑J+1
j=1
[xm(j)− 1]
+ [1− ι(r)][zm(r − 1)− 1] +
ι(r)
∑J+1
j=1
(
ym(j)− 1[1+κv˜m(r)]2
)
+[1−ι(r)]
(
sm(r−1)− 1[1+κv˜m(r)]2
)
[1+κv˜m(r)]
2

 , (32)
As shown in (23), (25), (35), and (37), etc., these problems
can be efficiently solved in (semi)-closed form. Consequently,
Algorithm 3 has lower complexity than the algorithm solving
the high-dimensional problem directly (e.g., the interior-point
(IP) algorithm). Second, Algorithm 3 has a separable structure,
thus making it applicable to parallel computation. This further
improves the efficiency of the algorithm.
For instance, Algorithm 3 can be efficiently implemented in
the platform with a multi-core processor. Further, to maximally
explore the efficiency of Algorithm 3 in parallel implementa-
tion, we assume a sufficient number, e.g., (J +1)(M +1), of
cores here. These cores are divided into (J + 1) groups, with
each group consisting of a main core and M auxiliary (AUX)
cores. The (J + 1) groups work independently. In particular,
group r updates the variables with index r, i.e., v˘(r),W˘(r),
a(r),b(r), c(r), · · · . These tasks are assigned to the (M +1)
cores in group r as follows.
• Main core in group r: updates W˘(r) and Ω(r).
• AUX core m in group r: updates {bm(r), xm(r), sm(r)},
{cm(r), ym(r), zm(r)}, {em(r), v˘m(r)}, am(r), and {θm(r),
φm(r), αm(r), βm(r), τm(r), ηm(r)}, m = 1, 2, . . . ,M .
Fig. 2 illustrates the parallel implementation of Algorithm 3.
In each iteration, the main core in group r updates W˘(r) and
then computes F(r) = [H˘†(r)W˘(r), σ1]−Ω(r); at the same
time, AUX core m in group r updates {am(r), xm(r), sm(r)}
and {bm(r), ym(r), zm(r)}, m = 1, 2, . . . ,M . Next, the main
core distributes fm(r) to AUX core m through the high-speed
on-chip data link. After receiving fm(r), AUX corem updates
{em(r), v˘m(r)} and am(r), and then sends em(r) back to the
main core, where the matrix E(r) is constructed. Using E(r),
the main core updates Ω(r); at the same time, AUX core m
updates {θm(r), φm(r), ǫm(r), δm(r), τm(r), ηm(r)}.
fbm(r); xm(r); sm(r)g
fcm(r); ym(r); zm(r)g
fem(r); v¸m(r)g
am(r)
e
m(r)
e
n(r)
7;
5;
7;
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O(1)
O(1)
O(M)
O(M)
,'/(7;
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5;
5;
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O(M2)
fbn(r); xn(r); sn(r)g
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W¸(r)
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fen(r); v¸n(r)g
an(r)
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fn(r); Án(r); ²n(r)g
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O(1)
O(1)
Main core
in group r
AUX core m 
in group r
AUX core n 
in group r
'DWDXSGDWH 'DWDH[FKDQJH
Fig. 2. Parallel implementation of Algorithm 3 in platform with a multi-core
processor, where “TX/RX” denotes “data transmit/receive”.
As shown in Fig. 2, the per-iteration complexity of group r
is aboutO(max{MN2,M2N}), which is mainly for updating
W˘(r). Therefore, the per-iteration complexity of Algorithm 3
is O((J + 1) · max{MN2,M2N}), since we have (J + 1)
groups. As a contrast, the classic IP method requires the per-
iteration complexity of O([(J + 1)MN ]3) to solve problem
(15). Obviously, compared with the IP method, Algorithm 3 is
more efficient and less sensitive to problem dimension, by de-
composing problem (15) into multiple simple low-dimensional
subproblems.
Remark 2: Following the ADMM framework (21), problem
(17) can be optimally solved in each SUM iteration [30]. Then,
referring to the results of Remark 1, we claim that every limit
point of the iterates generated by Algorithm 3 is a stationary
solution of problem (15).
V. NUMERICAL SIMULATIONS
Consider a network consisting of one BS andM = 10 users,
where the BS has N = 5 antennas and the users all have single
antenna. The BS and users are all within a hexagonal cell, and
the distance between adjacent corners is dc = 1km. The BS is
deployed at the center of the cell, while the users are randomly
located in the cell. The power budget of BS is P = 100, and
the noise power is set as σ2 = 1.
We employ the block fading channel model — the channels
in each fading block (time slice) are assumed static, while the
channels in different fading blocks (time slices) are generated
according to Rayleigh distribution. Specifically, the elements
of hm(t) follow the distribution CN (0, ς2m(t)), with ς2m(t) =
̺m · [ 200em(t) ]3.7, where em(t) is the distance between BS and
userm in time slice t, and ̺m is the shadowing effect complied
to 10 log10 ̺m ∼ N (0, 64). We assume the users keep still in
the time period, i.e., em(1) = em(2) = · · · = em(T ), ∀m.
First, we intuitively show how different algorithms balance
the flexibility and stability of admissible user set. To this end,
we display the users’ admissible statuses in one simulation trial
in Fig. 3, where the horizontal and vertical axes indicate user
and time slice, respectively. The black grid means that the user
is admissible in the corresponding time slice, while the white
grid means inadmissible. In Fig. 3(a), we set λ2 = 0 and solve
problem (3) in different time slices independently; i.e., there is
no switching control. As a consequence, the admissible status
changes frequently. The total switching number is 64 in this
simulation. In Figs. 3(b) and 3(c), we set λ2 = 20 to control
the switching frequency of each user’s admissible status by the
offline and online approaches, respectively. Stabler admissible
user sets can be observed in these two subfigures. In addition,
the offline approach outperforms the online approach (where
we set J = 9) in stability control since it uses the actual CSI
values in the length-T time period, while the latter only knows
the distribution of future CSI because of the practical causality
constraint. In this simulation, the switching numbers of the two
(offline and online) approaches are 19 and 40, respectively.
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Fig. 3. The users’ admissible statuses in one simulation trial for M = 10,
N = 5, λ1 = 20, γ = 1, and T = 20.
Next, we compare the following algorithms in terms of
user admission ratio (defined as the ratio of admissible user
number to total user number, i.e., 1−
∑
m,t I[vm(t)]
MT
), user switch-
ing frequency (defined as the average switching number per
time slice, i.e.,
∑
m,t |I[vm(t+1)]−I[vm(t)]|
T−1
), and total system cost
(defined as (6a)).
1© The traditional joint admission control and beamforming
algorithm (without switching control), that solves problem (3)
in different time slices independently.
2© The offline approach to problem (8), i.e., Algorithm 1.
3© The online approach to problem (8), i.e., Algorithm 2
with Algorithm 3 embedded in Step 5. Here we set J = 3 and
9 to test the online approach with different sample sizes.
4© The channel strength based algorithm, that sorts the users
in descending order of channel gain, and then admits the users
in succession along the sequence. In this algorithm, the number
of admissible users is the same as that of the online algorithm
with J = 9. In each time slice, when the admissible user set
is determined, we obtain the transmit beamformers by solving
a classic QoS-constrained beamforming problem.
In Figs. 4, 5, and 6, we set λ1 = 20, λ2 = 20, and then
compare the algorithms at different QoS levels. As shown in
Fig. 4, the admission ratios of the algorithms in comparison all
decrease with γ. The reason is twofold. First, as γ increases,
the network itself can support less users at their desired QoS
levels. Second, since the transmit power for each user increases
with QoS level, the network is likely to reject more users as γ
increases to balance the transmit power. Moreover, compared
with the algorithm without switching control, Algorithm 1 and
Algorithm 2 take the switching power into consideration. Thus,
they further limit the size of user set to avoid unnecessary user
switching.
The switching frequency comparison at different QoS levels
is displayed in Fig. 5. Generally, the switching frequencies of
these algorithms decrease with γ due to the shrinking user set.
Among them, the traditional algorithm has the highest switch-
ing frequency since it selects the users based on instantaneous
CSI only. The channel strength based algorithm gets a stabler
user set because of our setting of static BS and users. Since the
channel strength depends on the distance between BS and user
partly, the user closer to BS tends to have stronger channel and
the probability of being admissible is higher. Thus, selecting
users according to channel strength helps reduce the switching
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Fig. 4. The user admission ratio comparison at different QoS levels (γ) for
M = 10, N = 5, λ1 = 20, and λ2 = 20.
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Fig. 5. The switching frequency comparison at different QoS levels (γ) for
M = 10, N = 5, λ1 = 20, and λ2 = 20.
frequency. However, due to the random shadowing factor, the
switching performance of this approach is still unsatisfactory.
As a contrast, the two proposed (offline and online) algorithms
achieve much stabler user set by performing joint optimization
on the size of admissible user set, the transmit beamformers,
and the switching frequency of each user’s admissible status.
Further, the offline algorithm outperforms the online approach
due to the knowledge of accurate CSI values. For the online
algorithm, larger sample size J yields better approximation of
the expected power cost in the next time slice, thus improving
the stability of user set.
In Fig. 6, we show the total power costs of the algorithms.
As expected, the offline algorithm performs best, and then the
online algorithm follows. Again, increasing J helps reduce the
total power cost in the online approach. They outperform the
other two algorithms which ignore the switching power in user
selection.
In Figs. 7, 8, and 9, we fix γ = 1, λ2 = 20, and compare the
algorithms at different values of λ1. In Fig. 7, we show the user
admission ratios of these algorithms. Generally, the admission
ratio increases with λ1 to alleviate the cost of losing users. In
particular, the traditional algorithm, which ignores the issue of
user switching and independently solves the admission control
and beamforming problems in different time slices, serves the
largest number of users. Notice that the admission ratio of this
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Fig. 6. The total power cost comparison at different QoS levels (γ) for
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Fig. 7. The user admission ratio comparison at different values of λ1 for
M = 10, N = 5, λ2 = 20, and γ = 1.
method increases very slowly with λ1, implying that under our
setting, the network can serve about 60% of the users at most.
For the proposed two algorithms, when λ1 is small, the offline
algorithm admits more users than the online algorithm. As λ1
increases, this difference tends to diminish since for large λ1
the network mainly aims to serve as many users as possible.
The stair-like curves of the offline and online algorithms are
mainly due to the fact that we approximate I(x) by the stair-
shape function 1− 11+κx in problem formulation.
In Fig. 8, we compare the switching frequencies of these
algorithms for different values of λ1. As λ1 increases, the net-
work emphasizes more on the size of user set, thus loosening
the control of switching frequency. Consequently, the switch-
ing frequency increases with λ1. Among these algorithms, the
traditional one suffers from the highest switching frequency.
Selecting users according to channel strength can improve the
stability of user set to some extent. However, the switching
frequency of it is still very high. By optimizing the switching
frequency of each user’s admissible status, the proposed two
algorithms obtain relatively stable user sets. Again, the offline
method performs better than the online one in stability control.
Increasing J yields stabler BS-user transmission links in the
online algorithm.
The total power costs of these algorithms with different λ1
are shown in Fig. 9. As expected, the total power cost increases
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Fig. 8. The switching frequency comparison at different values of λ1 for
M = 10, N = 5, λ2 = 20, and γ = 1.
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N = 5, λ2 = 20, and γ = 1.
with λ1. The channel strength based algorithm performs worst
since it selects users based on limited information. The second
worst is the traditional algorithm, which neglects the cost of
user switching in network management. By applying a system-
level optimization strategy, the offline and online algorithms
defeat the above two algorithms and achieve lower power cost.
In Figs. 10, 11, and 12, we fix γ = 1, λ1 = 20, and then
compare the algorithms with different values of λ2. The user
admission ratios and switching frequencies of these algorithms
are shown in Figs. 10 and 11, respectively. Solving problem (3)
in different time slices independently, the traditional algorithm
is immune to the value of λ2. For the other two algorithms, as
λ2 increases, the switching power accounts for the main part
of the total power cost. To effectively control the total power
cost, the network must reduce the switching power by limiting
the switching frequency of each user (see Fig. 11). To focus
on this, the network loosens the control on the cost of losing
users. As a result, the admission ratio decreases with λ2 (see
Fig. 10). In this process, the offline algorithm performs better
than the online one due to the availability of future CSI.
In Fig. 12, we show the total power cost of these algorithms.
In the case of small λ2, the influence of switching power can
be ignored, and thus these algorithms have similar total power
costs. As λ2 increases, the switching power dominates the total
poser cost gradually. Then, by performing long-term admission
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Fig. 11. The switching frequency comparison at different values of λ2 for
M = 10, N = 5, λ1 = 20, and γ = 1.
control, the proposed two algorithms show their advantages in
controlling the switching power. Finally, they effectively lower
the total power cost. Some performance gap can be observed
between the offline and online algorithms, since the latter uses
the statistics of future CSI in admission control. Increasing the
sample size J helps narrow this gap.
In the last simulation, we show the efficiency advantage of
the proposed ADMM-based algorithm in solving problem (17).
As a comparison, we solve problem (17) by CVX4 under the
same parameter settings. In Fig. 13, we show the normalized
CPU running times of them. Specifically, in order to simulate
the parallel implementation in Fig. 2, we divide the CPU time
of ADMM by the number of core groups, and thus obtain the
curve labeled “ADMM time (parallel)”. The results in Fig. 13
show that the ADMM-based algorithm is more efficient than
CVX (or the IP method) in spite of the user number M .
VI. CONCLUSION
In this paper, we take the stability of user set into account
in admission control, and propose a joint long-term admission
control and beamforming problem. Our target is to balance the
transmit power, the switching power, and the size of admissible
user sets by carefully selecting the users and the beamformers
4Usually, the IP method is utilized in CVX to solve the problem [33].
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in the given time period. We develop two (offline and online)
algorithms to handle this challenging NP-hard problem. The
offline algorithm requires the knowledge of all CSIs within the
time period, and optimizes the variables in different time slices
altogether in one shot. To support real-time data transmission,
we further design an online framework to solve the admission
control and beamforming problem time slice by time slice,
utilizing the previous admissible user set, the actual value of
current CSI, and the distribution of future CSI. Specifically,
in each time slice of the online framework, an ADMM-based
algorithm is developed to efficiently solve the joint admission
control and beamforming problem. The numerical results have
shown that the proposed two algorithms can effectively reduce
the network power cost, and the online algorithm is an efficient
practical alternative to the offline algorithm in real-time data
transmission.
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