We show that in order to minimize the uncertainties in the N and O abundances of low mass, low metallicity (O/H ≤ solar/5) emission-line galaxies, it is necessary to employ separate parameterizations for inferring T e (N + ) and
INTRODUCTION
Low metallicity systems (or metal-poor systems) are low mass emission-line galaxies with 12 + log(O/H) roughly in the range 7.2-8.1, where O/H is the oxygen to hydrogen number density ratio. They are referred to in the literature as dwarf irregular galaxies (dIs), their bursting derivatives, blue compact galaxies (BCGs), or H II galaxies, a subclass of BCGs dominated in the optical by H II region-like spectra (see Kunth &Östlin 2000) . We use oxygen as a measure of metallicity in the above systems because it is the most abundant metal in the interstellar medium (ISM), and because its abundance can be easily determined from the emission-lines present in their optical spectra. Note that if we adopt 12 + log(O/H) ⊙ = 8.66 ± 0.05 for the solar value (Asplund 2004) , then low metallicity systems have O/H in the range solar/30-solar/4. The lower limit corresponds to the value of I Zw 18, which is the most metal-poor dwarf galaxy ever observed. The upper limit ensures that the most metal rich objects are still below the onset of the observed N/O increase with O/H. In addition, objects with 12 + log(O/H) below 8.1 have sufficient strength in the auroral line [O III] λ4363, which is necessary in order to determine the electron temperatures required to obtain N/O.
In the log(N/O) versus 12 + log(O/H) diagram (e.g., Fig. 2 of Pilyugin et al. 2004) , low metallicity systems form what is known as the primary N/O plateau. For these objects, N/O is independent of O/H as is expected for the ratio of two primary elements 1 . The analysis of the properties of this plateau plays an important role in understanding the process of primary nitrogen production, which is essential for determining the stellar mass range most responsible for N-production, constraining stellar N-yields (in particular for massive stars), obtaining information about the initial mass function (IMF) of galaxies, and perfecting galactic chemical evolution models. Note that although one could think of other candidates for studying N/O at low metallicities, such as stars in metal-poor globular clusters, Galactic halo stars, or damped Lyα systems, which are quasar radiation absorbers with O/H ∼ solar/10, it is much harder to measure N and O abundances in such systems. This explains why the bulk of the N/O data are from low metallicity systems.
There is disagreement among authors on the vertical thickness of the plateau and on the origin of its properties. Pagel (1985) called attention to the large scatter in N/O at fixed O/H. However, Thuan et al. (1995) , Izotov et al. (1999) , and Izotov et al. (2001) , found that the plateau is narrow, with a dispersion of only ± 0.02 dex in log(N/O), for objects with 12 + log(O/H) ≤ 7.6. In addition, the latter authors explained the plateau in terms of primary nitrogen from rapidly evolving massive stars (M > 8 M ⊙ ). In contrast, Henry et al. (2000) and Chiappini et al. (2003) concluded that these objects are dominated by primary nitrogen from intermediate mass stars, which have masses in the range 4-8 M ⊙ and evolve much slower.
In order to correctly interpret the plateau properties, it is important to up-date the techniques employed to determine the N/O values. This can be accomplished through modeling. In particular, simulations are required to obtain N/O for two reasons.
Firstly, they are necessary for finding parameterizations for the electron temperatures of the regions where N + and O + are emitting, i.e., T e (N + ) and T e (O + ). Unfortunately, because the strengths of the auroral features [N II] λ5755 and [O II] λλ7320, 7230 are commonly unavailable in observational data, the above temperatures cannot be obtained from emissionline flux ratios of the form, nebular line(s) / auroral line(s), although they are required in order to determine the abundances of the above two ions. Since photoionization models can provide the auroral lines missing from observations, these lines can be used in turn to compute T e (N + ), T e (O + ), and T e (O +2 ), independent of each other. Because objects with oxygen abundances below 8.1 usually have sufficient strength in the auroral line [O III] λ4363, T e (O +2 ) can be directly determined from the observed temperature sensitive line flux ratio (I 4959 + I 5007 )/I 4363 (Shields et al. 1981) . In general, a parameterization of the form T e (N + ) = T e (O + ) = f [T e (O +2 )], inferred from models, is used to compute N/O at low O/H (e.g., Kobulnicky & Skillman 1996; Izotov et al. 1999; Melbourne et al. 2004 ). Examples of this type of relation, based on photoionization models by Stasińska (1990) , can be found in Pagel et al. (1992) or Izotov et al. (1994) . A more recent parameterization based on models by Stasińska & Leitherer (1996) is used in Stasińska & Izotov (2003) , although the stellar spectra used as input to these models reflect the state-of-the-art in 1995. In addition, the lowest stellar atmosphere metallicity that they used is solar/10. Ever since, more complete synthetic stellar spectra have been published for metallicities as low as solar/20 (e.g., Smith et al. 2002) . Parameterizations of the form T e (N + ) = f 1 [T e (O +2 )] and T e (O + ) = f 2 [T e (O +2 )] for systems with metallicities as low as that of I Zw 18 should be obtained and compared to each other, using results from up-to-date stellar and nebular models.
Secondly, models are required for finding the ionization correction factor (ICF) necessary for obtaining N/O from N + /O + . Based on simulations described in Garnett & Shields (1987) , which make use of Mihalas (1972) and Kurucz (1975 Kurucz ( , 1979 ) stellar atmospheres with effective temperatures ranging from 38 kK to 55 kK, Garnett (1990) showed that 0.8 (N/O)/(N + /O + ) 1.0 in ionized nebulae with one-tenth (Anders & Grevesse 1989 ) solar abundances. More recently, Izotov et al. (2004) confirmed that N/O ≈ N + /O + is a reasonable approximation in metal-poor H II galaxies. They established this using photoionization models of Stasińska & Izotov (2003) with input stellar spectra generated with the stellar atmosphere code CoStar (Schaerer & de Koter 1997) , as well as simulations computed with the evolutionary synthesis code Starburst99 (Leitherer et al. 1999 ), using Smith et al. (2002) stellar spectra generated with WM-Basic (Pauldrach et al. 2001) . Note that the spectra of Smith et al. (2002) are available for metallicities down to Z ⊙ /20. Unfortunately, the uncertainty in the ICF is not given in Izotov et al. (2004) , however, the value of the ICF is sensitive to the ionization parameter 2 . This parameter is a poorly constrained variable (e.g., log(U) ranges from -5 to -1 in models by Garnett 1989) . Note that more recently, Stasińska & Leitherer (1996) found that only a small range for U can fit the emission-line diagnostics from the few H II galaxies that they modeled. However, as these authors conclude, U is yet to be observationally constrained. In addition, the value of the ICF also depends on the method employed to compute N + /O + . In particular, if the latter is derived from optical line flux ratios, the ICF will depend on the temperatures used to derive the N + /H + and O + /H + ratios.
Our goal is to re-derive N and O abundances for a carefully selected sample of 68 lowmetallicity systems whose de-reddened optical emission-line strengths were taken from the literature Walsh & Roy 1989; Pagel et al. 1992; Skillman & Kennicutt 1993; Izotov et al. 1994; Thuan et al. 1995; Kobulnicky & Skillman 1996; Izotov et al. 1997; Kobulnicky & Skillman 1998; Izotov & Thuan 1998a,b; Izotov et al. 1999; Melbourne et al. 2004 ). This was accomplished using independent temperature parameterizations for T e (N + ) and T e (O + ) (which diverge at low metallicities, see below) and applying an ICF for obtaining N/O from N + /O + . Our temperature patameterizations and ICF are based on results from a representative grid of photoionization models computed with the code CLOUDY version 96.01 (Ferland et al. 1998 ). These employ state-of-the-art modeled stellar spectra that we generated with PHOENIX version 13.08.04A (Hauschildt & Baron 1999 Aufdenberg et al. 2002) . The purpose of our work is to carefully study the morphology of the N/O plateau, assess the uncertainites, and then quantify the amount of natural scatter among plateau objects.
We discuss our general procedure for deriving the number density ratios O/H and N/O from optical emission-lines in § 2.1. In § 2.2 we describe our models and explain how we obtained the electron temperatures, electron density, and ICF relevant to the above abundance determinations. Our method for determining abundance uncertainties is explained in § 3, in which we also compare our abundances with literature results. In section § 4 we analyze the 2 The ionization parameter can be defined as U ≡ Q(H) / [ 4 π r 2 o n(H) c ], where, r o is the distance from the ionizing source to the illuminated face of the cloud, n(H) is the total hydrogen density, c is the speed of light, and Q(H) is the stellar emission rate of hydrogen ionizing photons (Ferland et al. 1998). scatter in the N/O plateau. Finally, section 5 gives a summary of our work. In a companion paper to this one (Henry et al. 2006) , chemical evolution models are combined with Monte Carlo techniques to further interpret the plateau morphology.
METHOD

General Procedure
The N and O ionic abundances for our sample of low metallicity systems were determined directly from published optical emission-lines using the general expression:
where the fraction on the left is the number density ratio of the N or O ion relative to H + , the first fraction on the right is the line flux ratio of a nebular forbidden feature of ion X i relative to the strength of Hβ, N e is the electron density (cm −3 ), T e is the electron temperature of the region where the relevant ion is emitting (K), α ef f Hβ is the effective recombination coefficient of Hβ which includes radiative and three-body processes (cm 3 s −1 ), χ u is the fraction of ions X i with an electron in the upper level of the transition of interest, A u l is the corresponding spontaneous de-excitation rate coefficient (s −1 ), and the last term is the wavelength ratio of the line of interest and Hβ (Å). Note that equation (1) is based on the assumption that Hβ arises from recombination. The contribution to H lines from collisional excitation was neglected because the excitation potentials of H levels are much higher than the average thermal equilibrium temperature that characterizes H II regions (Osterbrock, D. E. & Ferland, G. J. 2006 ). In addition, equation (1) assumes that nebular forbidden lines originate from collisionally excited levels. Collisional excitation is significant in this case because the low-lying energy levels of the relevant ions are of the order of k T. However, according to Rubin (1986) , and a 5 = −1.75120267 × 10 −21 . The fraction χ u was determined using a 5-level atom routine written and tested thoroughly for accuracy by one of us (A. N.). The equilibrium equations for each electronic level were solved using Gauss-Jordan elimination and the maximum pivot technique (Chapman 1998). Column (1) of Table 1 shows the list of ions involved in the determination of N/O. Columns (2), (3), and (4) of the same table give references for the energy levels, transition rates, and collisional strengths, respectively, employed in the 5-level atom calculations. Note that S + is included in Table 1 since N e ([S II]) was employed in our calculations as explained in the next section.
Electron Temperatures, Density, and ICF
Electron Temperatures
In equation (1) In order to find separate temperature parameterizations for T e (N + ) and T e (O + ), determine the ICF for obtaining N/O from N + /O + , and carefully estimate uncertainties in N/O, we computed a grid of photoionization models, representative of low metallicity systems. In the following paragraphs, we introduce PHOENIX, the stellar atmosphere code used to generate the spectra that served as input to our CLOUDY photoionization models, we explain the choice of parameter space covered by our stellar and nebular simulations, we describe how we proceeded to obtain the temperature parameterizations and ICF from our models, and we derive the electron temperatures, electron densities, and ionic abundances of our sample objects.
PHOENIX is a general stellar atmosphere code which operates in one-dimensional spherically symmetric or plane-parallel geometry. It can handle static atmospheres (e.g. stars, Jupiter-like planets, brown dwarfs) as well as moving atmospheres (supernovae, novae, massive hot stars, etc.). The code simultaneously solves the equations of radiative transfer (in the proper geometry), structure, and level population in Non-Local Thermodynamic Equilibrium (NLTE).
We used PHOENIX's wind module package (Aufdenberg et al. 2002) to generate synthetic spectra in the range from 100 to 8×10
6Å
, for six windy O-dwarf stars with solar/5, solar/20, or solar/50 metal abundances, except for N and C, which we scaled in order to be consistent with typical proportions found in low metallicity systems, i.e., log(N/O) = -1.46 and log(C/O) = -0.7 (Henry et al. 2000) . The set of solar abundances was modified in order to match that of the code we used for our photoionization models 3 . Other input parameters to the models were based on those employed by Smith et al. (2002) , who generated WMBasic synthetic spectra for the same type of stars, with solar/5 and solar/20 proportions for all metals (including N and C).
We adopted a β-law for the wind velocity, i.e.,
where r is the distance from the center of the star, R * is the radius of the "photosphere" (considered to be the base of the wind), and v ∞ is the terminal velocity, assumed to be reached at 100 × R * . The β-index was assumed to be 0.8 (Lamers & Cassinelli 1999) . The density structure in the dynamic region (v(r) > 0) was calculated from the continuity equation:
where, ρ(r) is the mass density andṀ is the mass loss rate. In the hydrostatic region (v(r) = 0) the density structure was calculated assuming hydrostatic equilibrium. All models have 45 zones for the dynamic region and five zones for the hydrostatic region.
A great deal of acceleration comes from resonance line radiation pressure of metals. Therefore, as in Smith et al. (2002) , the dependences of v ∞ andṀ on the metallicity were parametrized by:
Values for v ∞,⊙ andṀ ⊙ can be found in Smith et al. (2002) . A summary of the parameters characterizing our PHOENIX models is given in Table 2 . For each model listed in column (1), columns (2) through (8) show the following information: (2) atmosphere's metallicity, (3) stellar mass loss rate, (4) wind's terminal velocity, (5) photospheric temperature, (6) surface gravity, (7) stellar radius, and (8) total luminosity in the range specified within parenthesis. In Figure 1 , we display the ionizing portion of PHOENIX (solid lines) and WM-Basic (dashed lines) spectra for two solar/20 O-dwarfs. The effective temperatures of the stars are 43 kK (top panel) and 50 kK (bottom panel). Note that the PHOENIX models differ from the WM-Basic models in that the former have more hydrogen ionizing photons and fewer helium ionizing photons. This is due to the fact that PHOENIX absorbs the He ionizing flux due to the presence of more lines. Therefore, the normalized luminosity is re-distributed towards H ionizing energies.
We used CLOUDY to simulate the spectra of 24 single-star H II regions. The PHOENIX star used as input to each model is listed in column (1) of Table 3 . Note that we reduced the spectral resolution of the PHOENIX energy distributions in order to fit CLOUDY's default resolution. This was done using the CONGRID routine implemented in IDL version 5.5
4 .
The following general characteristics are shared by all of our models: spherical geometry (ionizing source fully covered), constant H density n(H), homogeneous distribution of the gas (filling factor of 1), and static configuration. Studying the effects of using more complex models falls beyond the scope of this paper. All nebulae have He/H = 0.1 and metal abundances identical to those of the atmospheres of the illuminating stars, except for the refractory elements Na, Mg, Al, Si, Ca and Fe, which are depleted by a factor of 10 since they are likely to be found in the form of grains in H II regions (Savage & Sembach 1996) . Accordingly, grains were included in our simulations by turning on the "grains ISM" feature implemented in CLOUDY, with their abundances scaled down by a factor of 1/5, 1/20, or 1/50, in order to be consistent with the oxygen depletion of the model 5 .
In order to study the effect of varying the nebula's electron density, we ran models for two different values of n(H), 10 or 100 cm −3 , which are typical values measured in low metallicity systems. We also varied the distance from the star to the illuminated face of the cloud (r 0 ), adopting either 2 pc, (which is bigger than the radius of a planetary nebula) or 5 pc (which allowed us to cover a range for the ionization parameter comparable to what is found in the literature). The above choices resulted in -3.17 ≤ log(U) ≤ -0.42. The parameters characterizing our CLOUDY models are summarized in Table 3 , which gives O/H in column (2), the H density in column (3), r 0 in column (4), log(U) in column (5) and the nebular geometry in column (6). Note that the latter is plane-parallel if ∆r/r o < 0.1, a thick shell if 0.1 < ∆r/r o < 3, and spherical if ∆r/r o ≥ 3, where ∆r is the thickness of the cloud set by the stopping temperature, chosen to be 100 K.
In order to find parameterizations of T e (N + ) and T e (O + ) with respect to T e (O +2 ), from models, T e (N + ), T e (O + ), and T e (O +2 ) need to be determined independent of each other first. This can be accomplished using two different methods. The first method, corresponding to common practice (Garnett 1990; Stasińska 1990; Stasińska & Leitherer 1996; Stasińska & Izotov 2003) , is to compute each temperature from:
i.e., each temperature is an ion and N e weighted volume T e mean. However, the above three temperatures can also be obtained from their respective line flux ratios,
, as explained below. This second method has the advantage of being consistent with the observational way of obtaining T e (O +2 ), i.e., from line flux ratios. Ideally, temperature parameterizations should be independent of the method employed to compute the individual temperatures. We will compare temperatures computed with different methods further on, but first, we will explain how we determined T e (N + ), T e (O + ), and T e (O +2 ) from their respective line flux ratios.
In order to accomplish the latter, we used an iterative procedure based on Brent's method for finding roots (Press et al. 1996) . For each of the 24 photoionization models, the idea is to use our 5-level atom routine to compute repeatedly the theoretical line flux ratio, R the , for assumed values of T e over a range of 4-25 kK until it matches the model-predicted value R mod to within a tolerance of 0.001. We carried out this procedure separately for the two density regimes of 10 and 100 cm −3 . Using a maximum of 100 iterations to solve the equation numerically, we searched for the value of T e which satisfied the relation:
Henceforth, we will refer to models with n(H) = 10 cm −3 and n(H) = 100 cm −3 as the n10 and n100 models, respectively. Our temperature parameterizations for the n10 models
and
while for the n100 models they are
For each model, Figure 2 shows two independent values of T e (O +2 ) on left panel, and two independent values of T e (O + ) on the right panel. On the left panel, the value obtained using R[O III] is given vertically, while the value T e (O +2 ) predicted by equation (6) is given horizontally. The agreement between the two T e (O +2 ) temperatures is excellent. On the right panel, the parameterized T e (O + ) given by either equation (9) or (11) [depending on the input value of n(H)] is given vertically, with open circles representing n10 models and filled circles representing n100 models. On the same panel, the horizontal value is that predicted by equation (6). The agreement between the two T e (O + ) temperatures is reasonable, with the parameterized value being higher than T e (O + ) for most models. The biggest difference found is T e (O + ) -T e (O + ) of about 800 K. The effect of this difference on the N + /O + ratios is discussed below. Since unfortunately CLOUDY does not print out T e (N + ) , the latter temperature was not compared to the parameterized T e (N + ).
, where results for the n10 and n100 models are shown with open and filled circles, respectively. In this figure, the solid lines are best fits to models sharing the same value of n(H) while the dotted lines are extrapolations to low metallicities of parameterizations of the form Pagel et al. (1992) , Izotov et al. (1994) , and Stasińska & Leitherer (1996) . Note that the latter three fits are based on temperatures given by equation (6). Henceforth we will refer to them as pag92, izo94, and sta96.
The following can be noticed when analyzing Figure 3 . For a given ion (N + or O + ), T e (vertical axis) at a given T e (O +2 ) is in general higher for the n100 models than for the n10 models. This is due to the fact that as n(H) increases, U decreases, bringing the regions where N + and O + are emitting closer to the ionizing source, making them hotter. This behavior is illustrated in Figure 4 , which has three panels. The top panel shows T e as a function of depth from the illuminated face of the cloud for two models with T ef f = 43 kK, r o = 2 pc, and O/H = solar/50, only differing in their value of n(H). The lower two panels show the ionization fractions N + /N (solid line) and O + /O (dashed line) as functions of depth for the two models. The middle panel corresponds to the n10 model, while the bottom panel corresponds to the n100 model. The dotted lines clearly show that T e at the peak of N + /N is higher by roughly 1000 K for the n100 model. The same is true for T e at the peak of O + /O.
Also in Figure 3 we see that for a given value of n(H), T e (N + ) is in general lower than T e (O + ) [except for the two models with T ef f = 43 kK, r o = 2 pc, and O/H = solar/5, for which they are almost identical]. This is shown more clearly in Figure 5 , which features T e (N + ) vs. T e (O + ) for all models, and is a result of the fact that the regions where N + and O + emit do not completely overlap, the O + region extending more towards the star into hotter gas, as we pointed out earlier in our discussion of Figure 4 . Our models also indicate that this offset becomes larger with rising stellar temperature and falling metallicity.
In order to show that it is better to use T e (N + ) independent of T e (O + ) when determining the N + /O + ratios of low metallicity systems, we derived the N + /O + ratios of our sample objects using three different methods but always adopting N e = 100 cm −3 . Methods 1 and 2 both assume that T e (N + ) = T e (O + ), the assumption frequently made by researchers in the past. In method 1, both temperatures are computed using equation (10), while in method 2 equation (11) Figure 6 . The top panel is a plot of method 1 versus method 3, while the bottom panel is a plot of method 2 versus method 3. We see that using either method 1 or 2 results in systematically underestimating the N + /O + ratios by roughly .05-.10 dex. Therefore, in order to minimize uncertainties in determining N + /O + in low metallicity systems, one clearly should derive T e (N + ) and T e (O + ) from T e (O +2 ) separately.
A comparison of our temperature parameterizations (eqs.
[8] and [9] ) with those of pag92 and izo94 in Figure 3 shows good agreement among the three functions at a density of 10 cm −3 , where the pag92 and izo94 formulations are based on photoionization models by Stasińska (1990) , most of which have n(H) = 10 cm −3 . On the other hand, for a density of 100 cm −3 the agreement between our results (eqs.
[10] and [11] ) and pag92 and izo94 is less satisfactory. For the temperature formulation by sta96, there is relatively poor agreement with our low density results for T e (N + ) and T e (O + ), although the agreement is better for our results for a density of 100 cm −3 , especially in the case of T e (O + ). Differences between the N + /O + values obtained with sta96 and our method are due to the fact that sta96 constitutes an extrapolation to lower metallicites of the published relation. In addition, the latter is based on simulations of H II regions created by an evolving group of stars, while we use single non-evolving star simulations. Finally, our method uses independent relations for T e (N + ) and T e (O + )with respect to T e (O +2 ). To test the impact of the density effect on our final N + /O + values, we used equation (1) to calculate this ratio for each of our sample objects for the two density regimes, n10 and n100. The results are shown in the upper left panel of Figure 7 , where the n100 regime (ordinate) is plotted against the n10 regime (abscissa). Clearly, the points closely follow the diagonal line corresponding to equal values of N + /O + in both cases.
Further comparisons of our temperature method with the three literature results just discussed are shown in the remaining panels of Figure 7 . In each case we have calculated N + /O + values at a density of 10 cm−3 for our sample objects using both our temperature method (vertical axis) and that of pag92 (upper right), izo94 (lower left), and sta96 (lower right), shown on the horizontal axis in each graph. The diagonal lines show the one-to-one relation. Note the particularly poor agreement between our method and those of pag92 and izo94, especially for N Since in general the only N e sensitive line flux ratio available from observations is the [S II] ratio I 6716 /I 6731 , we assumed that N e was equal to N e ([S II]) throughout the observed H II regions. For 42 low metallicity systems in our sample the [S II] ratio was detected with reasonable S/N. For this group of objects, N e ([S II]) was computed by applying Brent's method as described above, but replacing R mod with the observed value, R obs . We proceeded as follows. We first fixed N e at 100 cm −3 (a typical value for H II regions) and used R obs [O III] and equation (7) to determine T e (O +2 ). Next, from T e (O +2 ), R obs [S II] and equation (7) we computed N e . This new value of N e was then employed in the derivation of the N and O abundances of the above 42 objects. For the remaining objects, we used the average N e found for this subsample, i.e., ∼200 cm −3 .
Our final values for N e , T e (O +2 ), T e (O + ), and T e (N + ) are listed for each object in our sample in columns (2) through (5) in Table 5 .
Finally, we used our models to derive an ICF for obtaining N/O from N + /O + . This was accomplished by computing the average of (N/O)/(N + /O + ) for the n100 models, where relevant line fluxes and parameterizations were employed to obtain each N + /O + ratio, while N/O was fixed and given by the input value to our models, i.e., log(N/O) = -1.46. The average ICF for these models is 1.08 with a standard deviation of 0.09. This contrasts with common practice which is to use ICF = 1. 
and the input values of N and O. A comparison between the N + /O + ratios that we used to compute our final ICF, and those given by equation (12), is shown in Figure 8 . In this figure, the difference between log(N + /O + ) and log( N + /O + ) is plotted against log( N + /O + ). The latter value is that predicted by equation (12), while log(N + /O + ) is the value obtained from relevant line flux ratios and the temperature parameterizations for the n100 models. Note that Figure 8 illustrates the need of an ICF for obtaining N/O at low metallicities, no matter which method is used to compute it. Clearly, log( N + /O + ) deviates from log(N/O) which as mentioned above is fixed at -1.46 for all models. In fact, the use of N + /O + when computing the ICF results in an average of 1.28 with a standard deviation of 0.1. Figure 8 is at most ∼0.11 dex. It is positive because N + /O + values from line flux ratios and parameterized temperatures are higher than those predicted by equation (12). This fact is reflected in the smaller ICF obtained when using line flux ratio N + /O + values. Since our method is consistent with the way in which N + /O + is measured observationally, i.e., from line flux ratios, we applied an ICF of 1.08 when deriving the N/O abundances of our sample objects. The ICF's contribution to the final N/O uncertainties was accordingly taken to be ±0.09.
The vertical difference in
IONIC AND ELEMENTAL ABUNDANCES
We used the above results for density, temperatures, and ICF determinations to derive new values for the O/H and N/O ratios for our sample objects. The corresponding uncertainties were obtained using standard error propagation, where the quantities considered in our estimation of the abundance errors is given in Table 4 . The quantities listed in column (1) were assumed to be functions of the variables given in column (2). Note that because N e depends on T e and visa versa, and since in addition, N e had to be assumed for a significant number of objects (see below), N e does not appear in Table 4 .
For each object in our sample, Table 5 gives the object name in column (1), N e in column (2), T e (O +2 ), T e (O + ), and T e (N + ) in columns (3), (4), and (5), respectively, and O + /H + , O +2 /H + , and N + /H + in columns (6), (7), and (8), respectively. Our final abundance results are given in Table 6 , which lists object name in column (1), references for the observed emission-line strengths in column (2), our derived values for 12 + log(O/H) ± σ and log(N/O) ± σ in columns (3) and (4), and literature values and references in columns (5), (6), and (7), respectively. In Figure 11 , we plot our uncertainties in log(N/O) against corresponding literature values. Some of the published uncertainties were estimated using Monte Carlo simulations to propagate the errors in the relevant line strengths Kobulnicky & Skillman 1996) , and thus points occupy both sides of the diagonal due to the random nature of the latter technique. We point out that log(N/O) values with small uncertainties generally correspond to objects with small uncertainties in relevant emission-line strengths. The tendency for our error estimates to systematically exceed published ones is primarily due to the contribution of ICF uncertainty for each of our objects. However, we strongly argue that inclusion of this additional factor produces more realistic uncertainties than those previously published. Table 6 . Recall that N/O is a ratio which measures differential nucleosynthesis, while O/H is a metallicity gauge and measures the extent of chemical evolution in the area immediately surrounding the observed emission-line region. Furthermore, each data point in Figure 12 provides a snapshot of current conditions within a galaxy, each of which arrived at its present position by following a path determined by its own unique star formation history. The 52 objects making up the larger population form what we will define for purposes of analysis as the N/O plateau. The N/O plateau has been discussed by numerous authors, including Garnett (1990) ; Thuan et al. (1995) , Kobulnicky & Skillman (1996) , and Pilyugin et al. (2003) . We argue that by treating this group of objects separately, we are not doing so in an arbitrarily fashion. Rather we are led to this result for the following reasons. First, the distribution of the entire sample in the N/O dimension shown in Figure 13 strongly hints at the existence of two distinct groups of objects. Second, our current theoretical understanding of N production strongly suggests that we should expect a narrow, horizontal track at low metallcities where the production is primary. Both analytical and numerical models such as those presented in Henry et al. (2000) predict the presence of this track. Finally, a theoretical analysis of the N/O plateau shape by Henry, Nava, & Prochaska (2006) using numerical chemical evolution models finds that an additional N production process triggered at O/H>7.8 is needed to explain the high N/O objects. Thus, we conclude that current observational and theoretical evidence suggests that what we have defined as the N/O plateau consists of objects which have been subjected to similar N production mechanisms, and that we are justified in excluding, for the time being, those objects in the smaller group which possess higher N/O ratios.
ANALYSIS
Figure 12 is a plot of N/O versus O/H for the abundances and uncertainties listed in
We now discuss some of the statistical aspects of our measurements. In doing so we note that all means, errors, and standard deviations relating to our sample and given below were initially computed in linear space and then converted to their corresponding logarithmic quantities. This is not necessarily true for values quoted from other papers, however.
The log of the weighted mean of N/O for the 52 objects lying on the plateau is -1.43 (+.0084/-.0085), where the values in parenthesis represent the error in the mean, not the standard deviation, and were derived from observational uncertainties quoted in column (4) of Table 6 6 . The value for plateau objects with O/H below 7.8 is -1.44 (+.011/-.012), while above 7.8 it is measured to be -1.41 (+.012/-.013), so there is no evidence of metallicity dependence of the mean. These results are in good agreement with those of Izotov et al. (1999) , who obtained -1.47 (σ = ±.14) for their total sample, -1.60 (σ = ±.02) for their low metallicity (O/H < 7.6) objects, and -1.46 (±.14) for their high metallicity (O/H > 7.6) objects. Likewise, our results are in close agreement with Garnett (1990) , who found log(N/O) = -1.46 (+.10/-.13) for plateau objects. Finally, the standard deviation about the weighted mean for our plateau objects, expressed logarithmically, is +.071/-.084, nearly an order of magnitude larger than the error in the mean.
An interesting question pertaining to the distribution of points in the N/O-O/H plane concerns the nature of the observed N/O scatter (as measured by the standard deviation) of the plateau objects and to what degree it is related to errors in abundance measurements. That is to say, is the spread in N/O associated with the plateau due mostly to intrinsic or statistical scatter? To investigate this point further, we assumed a Gaussian distribution in the parent N/O plateau population, as suggested by the distribution shape in Figure 13 , and performed a χ-square analysis of the observed point distribution of log(N/O) for the plateau using our calculated weighted mean value for log(N/O) of -1.43 along with the established errors in the abundances, as given in column (4) of Table 6 . We found that the value for the reduced χ-square 7 for the 52 plateau objects is 1.244, consistent with a probability of about 90% that our sample of objects could not have been drawn randomly from a parent population characterized by our calculated mean log(N/O), error, and standard deviation. In other words, some additional scatter is needed to explain the observed spread in N/O 8 .
In order to estimate the magnitude of this additional scatter, we recalculated reduced χ-square values for the 52 plateau objects numerous times, each time adding intrinsic scatter to the measurement errors in quadrature to simulate real scatter among the objects, with a target value for the reduced χ-square of unity. Such a value was reached when σ for the intrinsic component was 0.024, or about 1/3 of the magnitude of the standard deviation and the typical statistical uncertainties in column (4) of Table 6 . Therefore, the implication of this χ-square analysis is that only a small portion of the scatter observed for the plateau objects is intrinsic. Considering that the many of the uncertainties associated with the line strengths taken from the literature for our analysis are only estimated and not determined in a rigorous fashion, we cannot conclude with any confidence that a significant portion of the vertical scatter in N/O is real. Rather, the issue can only be decided by using better measurements including well-determined uncertainties in the abundances.
7 The reduced χ-square, χ
, where y i and σ i are the N/O value and uncertainty of the ith object, µ is the sample average, and N is the number of sample objects. Within the summation, the denominator represents the measurement errors.
CONCLUSIONS
This paper has been devoted to a detailed review of the method for deriving N and O abundances in low mass emission-line galaxies with 12 + log(O/H)≤ 8.1. These low metallicity systems are classified in the literature as dwarf irregular galaxies, blue compact galaxies, or H II galaxies. The principal motivation for our work was to estimate the contribution of the N/O uncertainties to the scatter among N/O plateau objects in the log(N/O) versus 12 + log(O/H) diagram. To carry out this study, we selected a sample of 68 objects from the literature and used their published de-reddened emission-line strengths to calculate a homogeneous set of abundances, paying special attention to the determination of [N II] and [O II] electron temperatures for which the necessary but weak auroral lines are usually absent from the data. In such cases these temperatures, which are needed to compute the abundances of their associated ions (N + and O + ), must be inferred from parametric relations in terms of the more accessible [O III] temperature. We established theoretical relations for the relevant temperatures based on single-star H II region simulations (modeled with CLOUDY) and employing our own input stellar spectra (modeled with PHOENIX). These relations were derived from line flux ratio temperatures in contrast with common practice, which is to use ion and N e -weighted volume temperature means. We also used our models to infer an ICF for obtaining N/O from N + /O + , and to carefully estimate N/O uncertainites by applying standard error propagation methods. This ICF was derived from line flux ratio ionic abundances, also in contrast with common practice, which is to use N e -weighted volume ion fraction means. Our method has the advantage of being consistent with the procedure employed to derive T e (O +2 ) and N + /O + from observations, i.e., from line flux ratios. Note that N + /O + values from line flux ratios and parameterized temperatures are higher than those predicted by equation (12). However, this fact is taken care of by our value for the ICF.
We conclude the following from our studies:
1. T e (N + ) and T e (O + ) diverge significantly from each other in low metallicity regimes. Therefore, the assumption of previous authors that these two temperatures are equivalent appears to be invalid at low metallicities.
A realistic value for the N
+ /O + ionization correction factor is 1.08±.09.
3. Our final N/O values are systematically larger than previous results, while we find that O/H is generally below other measurements. This outcome is due to our new temperatures and ICF determinations.
4. The majority (52) of objects in our survey form a relatively flat, horizontal system in the N/O-O/H plane, consistent with the idea that both N and O production are primary at low metallicity. These galaxies comprise what we define as the N/O plateau.
5. Plateau objects appear to form a Gaussian distribution in log(N/O) between -1.54 and -1.27 with the logarithm of the weighted arithmetic average, log(N/O), being -1.43 (+.0084/-.0085) and a standard deviation of +.071/-.084.
6. A χ 2 analysis of the plateau objects indicates that only a small fraction of the observed scatter in N/O is intrinsic, although this conclusion remains tentative until line strength uncertainties, which are the largest contributors to the abundance uncertainties, can be rigorously determined for a large sample of objects.
7. The remaining 16 sample objects have log(N/O) values exceeding -1.27 and therefore reside above the N/O plateau as we define it here.
Abundances of N and O are expected to improve in accuracy and precision as better temperature determinations become possible through the use of large telescopes capable of obtaining high S/N spectral observations of the auroral lines of N + and O + . Until that time, photoionization models of increased sophistication can go a long way toward reducing the uncertainty, as we have shown here.
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I ZW 18 NW, MRK 116, 0930+554 <50 19000 ± 800 15800 ± 100 14900 ± 100 0.178 ± 0.008 1.338 ± 0.080 0.006 ± 0.000 I ZW 18 SE, MRK 116, 0930+554 200 16700 ± 1400 15300 ± 500 14700 ± 300 0.365 ± 0.045 1.539 ± 0.298 0.011 ± 0.001 SBS 0335-052 250 20800 ± 400 15900 ± 100 14600 ± 100 0.201 ± 0.003 1.802 ± 0.021 0.007 ± 0.002 SBS 0940+544 N 150 22100 ± 600 15600 ± 100 14100 ± 300 0.364 ± 0.017 1.971 ± 0.028 0.014 ± 0.002 SBS 1159+545 100 19700 ± 600 15900 ± 100 14900 ± 100 0.460 ± 0.014 2.138 ± 0.076 0.017 ± 0.002 SBS 1415+437 50 18600 ± 300 15800 ± 100 14900 ± 100 0.725 ± 0. UM 461, SCHG 1148-020 50 17200 ± 400 15500 ± 100 14800 ± 100 0.353 ± 0.016 4.934 ± 0.290 0.012 ± 0.001 Object Names Ne NGC 5253-6 100 12700 ± 600 12800 ± 500 12600 ± 500 4.204 ± 0.662 5.374 ± 0.793 0.284 ± 0.029 MRK 1304, UM 448, SCHG 1139+006 100 12200 ± 600 12400 ± 500 12300 ± 500 4.559 ± 0.766 5.090 ± 0.756 0.496 ± 0.050 MRK 22, SBS 0946+558 50 13500 ± 200 13500 ± 200 13300 ± 100 1.753 ± 0.078 7.896 ± 0.354 0.064 ± 0.003 1441+294, CG 1258 200 13200 ± 800 13200 ± 600 13000 ± 500 1.969 ± 0.340 7.709 ± 1.326 0.087 ± 0.012 KISS 49, KISSB 94, CG 177 100 13100 ± 800 13100 ± 700 13000 ± 600 4.490 ± 0.888 5.229 ± 1.010 0.239 ± 0.037 MRK 1409, SBS 0741+535 550 13700 ± 700 13600 ± 500 13400 ± 400 3.673 ± 0.486 6.132 ± 0.869 0.121 ± 0.011 0948+532 100 13500 ± 300 13400 ± 200 13200 ± 200 1.631 ± 0.096 8.250 ± 0.492 0.069 ± 0.004 TOL 1345-420 100 13400 ± 700 13400 ± 500 13200 ± 400 2.034 ± 0.279 7.939 ± 1.149 0.055 ± 0.008 UM 439 600 14200 ± 300 14000 ± 200 13700 ± 200 0.890 ± 0.047 9.533 ± 0.579 0.034 ± 0.006 
