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Tulisan ini mengkaji masalah pengujian hipotesis mengenai dua mean populasi. Kebanyakan 
pengujian hipotesis mengenai dua mean populasi, didasarkan pada anggapan bahwa masing-masing 
sampel random diambil dari populasi normal. Dalam tulisan ini akan dikaji masalah pengujian 
hipotesis mengenai dua mean populasi yang tidak menggunakan anggapan normalitas dan 
homogenitas. 
Metode yang digunakan untuk menguji hipotesis mengenai dua mean populasi adalah metode 
bootstrap. Ide dasar dari metode bootstrap yaitu pengambilan sampel ulang dari data sampel dengan 
pengembalian. Sampel ulang digunakan untuk menentukan estimator titik dari Achieved Significance 
Level (ASL). 
Kinerja metode bootstrap diuji dengan menggunakan data simulasi. Hasil pengujian 
menunjukkan bahwa metode bootstrap dapat menguji hipotesis mengenai dua mean populasi dengan 
baik. Selanjutnya metode bootstrap diimplementasikan pada data riil. 
 





This paper examines the problem of testing hypotheses about two population means. Most 
testing hypotheses about two population means, based on the assumption that each random sample 
drawn from a normal population. In this paper studied the problem of testing hypotheses about two 
population means are not using the assumption of normality and homogeneity. 
The method used to test hypotheses about two population means are the bootstrap method. The 
basic idea of the bootstrap method of repeated sampling with replacement from the sample data. 
Replication of samples used to determine the point estimator of Achieved Significance Level (ASL). 
Performance of the bootstrap method was tested using simulated data. The test results show 
that the bootstrap method to test the hypothesis of two population means well. Furthermore bootstrap 
method implemented on real data. 
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Pendahuluan 
Dalam kegiatan penelitian ilmiah, 
banyak perhatian dicurahkan untuk 
menjawab pertanyaan tentang kebenaran 
atau kesalahan hipotesis mengenai suatu 
parameter populasi. Apakah suatu metode 
pembelajaran baru akan lebih efektif 
dibandingkan dengan metode pembelajaran 
konvensional ? Apakah lama belajar 
berpengaruh terhadap hasil belajar ? 
Apakah motivasi belajar berhubungan 
dengan prestasi belajar ? 
Jika parameter populasi dinotasikan 
dengan   maka pengujian hipotesis 
mengenai   akan dirumuskan 
menggunakan istilah hipotesis nol H0 dan 
hipotesis alternatif H1. Jika   merupakan 
ruang parameter, maka hipotesis nol 
berkaitan dengan 0  yaitu himpunan 
bagian dari  . Hipotesis alternatif 
berkaitan dengan komplemennya, 0 . 
Dalam kasus hipotesis sederhana dengan 
},{ 10  , himpunan 0  dan himpunan 
komplemennya mempunyai satu anggota 
saja,  00   dan  10  , di mana 
10   (Bain and Engelhardt, 1992).  
Pengujian hipotesis akan mengacu 
pada proses untuk memutuskan kebenaran 
atau kesalahan hipotesis tersebut 
berdasarkan data sampel yang diambil dari 
populasi. Dengan kata lain, penerimaan 
atau penolakan hipotesis nol didasarkan 
pada data sampel. Statistik penguji yang 
sesuai dengan hipotesis akan membagi 
daerah di bawah kurva distribusi 
samplingnya menjadi dua daerah, yaitu 
daerah kritis  dan daerah penerimaan. Jika 
nilai statistik penguji dari data sampel 
berada di daerah kritis, maka H0 akan 
ditolak. Sebaliknya, jika nilai statistik 
penguji dari data sampel tidak berada di 
daerah kritis, maka H0 akan diterima.  
Sebagian besar prosedur pengujian 
hipotesis statistik yang telah dikembangkan 
sejauh ini dibangun dengan asumsi bahwa 
populasi didistribusikan menurut distribusi 
normal. Padahal kenyataannya seringkali 
asumsi nornalitas tidak dipenuhi. Tujuan 
artikel ini adalah untuk mengembangkan 
pengujian hipotesis mengenai dua mean 
populasi yang tidak dipenuhinya asumsi 
normalitas dan homogenitas. 
 
Metode Penelitian  
Penelitian dimulai dengan mengkaji 
berbagai pustaka terkait pengujian 
hipotesis secara parametrik mengenai dua 
mean populasi, metode bootstrap dan 
pengujian hipotesis mengenai dua mean 
populasi dengan metode bootstrap. 
Berdasarkan teori yang dihasilkan dari 
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berbagai kajian pustaka tersebut, 
selanjutnya dibuat program komputasinya 
dengan menggunakan MATLAB. Program 
komputer digunakan untuk menguji 
hipotesis mengenai dua mean populasi.  
 
Pengujian Hipotesis Secara Parametrik 
 Misalkan dua sampel yang saling 
bebas diambil dari dua populasi normal 
yang berbeda. Misalkan  n21 z,.z,zz   
merupakan suatu sampel random 
berukuran n yang dimbil dari populasi 1 
dengan mean 
1  dan variansi 
2
1 . Juga 
misalkan   m21 y,.y,yy   merupakan  
suatu sampel random berukuran m yang 




2 . Jika dipenuhi dua asumsi, 
yaitu kedua populasi berdistribusi normal 




1   
tidak diketahui, maka untuk menguji 
hipotesis 
          210 :H   
          
211 :H   
digunakan statistik penguji: 























Pada taraf signifikansi  , hipotesis H0 
ditolak jika )2mn(tt 2/0    atau  
)2mn(tt 2/0    (Walpole dan 
Myers, 1995); Suparman, 2012). 
Jika tidak ada asumsi bahwa 
variansi kedua populasi adalah sama, maka 













Namun karena distribusi sampling t(x) 
tidak lagi berdistribusi t, maka beberapa 
pendekatan diusulkan. Dalam literatur, ini 
dikenal sebagai masalah Behrens-Fisher 
(Efron and Tibshirani, 1993). 
 
Bootstrap 
Metode bootstrap adalah metode 
berbasis komputer untuk mengestimasi 
suatu distribusi dengan menggunakan 
sampel bootstrap (Munandar et al., 2008). 
Misalnya x = (x1, ..., xn) merupakan sampel 
random yang diambil dari populasi 
berdistribusi F. Pertimbangkan statistik 
t(x). Salah satu tujuan dalam inferensi 
statistik adalah untuk menentukan 
distribusi sampling dari statistik t(x). Jika 
Fn adalah distribusi empiris dari x yang 
dimbil dengan probabilitas 1/n pada setiap 
x1, ..., xn, maka versi bootstrap dari t(x) 
diberikan oleh t(x*
b
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x2*
b
, ... , xn*
b
) adalah sampel bootstrap ke 
b (b =1, 2, …, B) yang diambil dengan 
pengembalian dari  x = (x1, ..., xn)  (Efron 
and Tibshirani, 1993;  Gentle, 2002).  
 
Uji Hipotesis Bootstrap 
Dua sampel random 
 n21 z,.z,zz   dan  m21 y,.y,yy   
yang saling independen diambil dari dua 
populasi, yang mungkin berbeda. Misalkan 
populasi 1 mempunyai mean 
1  dan 
variansi 
2
1 . Sedangkan populasi 2 
mempunyai mean 
2  dan variansi 
2
2  . 
berdasarkan sampel  z dan y, akan diuji 
hipotesis bahwa tidak ada perbedaan mean 
antara populasi 1 dan populasi 2. Sehingga 
210 :H   
211 :H   
Asumsi variansi sama merupakan 
asumsi yang sangat penting untuk uji t 
karena menyederhanakan bentuk distribusi 
sampling yang dihasilkan. Dalam 
mempertimbangkan pengujian hipotesis 
dengan menggunakan metode bootstrap 
tidak ada alasan kuat untuk menganggap 
bahwa variansi kedua populasi sama. Oleh 
karena itu di sini tidak diasumsikan bahwa 
variansi kedua populasi adalah sama. 
Sehingga uji hipotesis didasarkan pada 
statistik penguji 














Kemudian dihitung nilai statistik penguji 
















  . 
Dan nilai dari Achieved Significance Level 









   
Pada taraf signifikansi  , jika 
bootLSˆA
 
maka H0 ditolak.  
Prosedur pengujian ini disajikan 
sebagai berikut : 
1. Misalkan Fˆ  menempatkan probabilitas 
yang sama pada titik xzzz~ ii   
untuk i = 1,2, …, n dan Gˆ  
menempatkan probabilitas yang sama 
pada titik xyyy~ ii   untuk  i=1,2, 
…m, di mana z  dan y  adalah mean 
masing-masing sampel dan  x  adalah 
mean dari sampel gabungan. 
2. Bentuk B himpunan data bootstrap  
)y,z( b*b*  di mana b*z  adalah sampel 
dengan penggantian dari n21 z
~,,z~,z~   
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dan b*y  adalah sampel dengan 
penggantian dari m21 y
~,,y~,y~  . 
3. Mengevaluasi  pada setiap set data 















     
4. Menaksir nilai ASLboot  dengan 
menggunakan persamaan 










Berikut merupakan listing program yang 
ditulis dalam instruksi bahasa 
pemrograman MATLAB untuk pengujian 
















      /(sqrt(var(z)/n+var(y)/m)); 
  




    b1=randi(n,n,1); b2=randi(m,m,1); 
    zboot(:,i)=ztilda(b1); 
    yboot(:,i)=ytilda(b2); 
    tboot(i)=(mean(zboot(:,i)) 
             -mean(yboot(:,i))) 
             /sqrt(var(zboot(:,i)) 
             /n+var(yboot(:,i))/m); 
    if abs(tboot(i))>=abs(tobs) 
        nt=nt+1; 
    else 
        nt=nt; 





    disp('Tolak hipotesis nol') 
else 
    disp('Terima hipotesis nol') 
end; 
 
Hasil dan Pembahasan 
 Sebagai ilustrasi, di sini metode 
bootstrap akan diimplementasikan untuk 
menguji hipotesis mengenai dua mean 
populasi pada data sintesis (studi simulasi) 
dan data riil (studi kasus). Studi simulasi 
(Law and Kelton, 2000) ditempuh untuk 
mengkonfirmasi kinerja dari pendekatan 
yang diusulkan apakah dapat bekerja 
dengan baik. Sedangkan studi kasus 
diberikan untuk memberikan contoh 
penerapan penelitian dalam memecahkan 
permasalahan dalam kehidupan sehari-hari. 
Komputasi ditulis dalam bahasa 
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Tabel 1 menunjukkan data simulasi sampel 
1 diambil dari populasi berdistribusi 
normal dengan mean 0 dan variansi 16. 
Sedangkan sampel 2 diambil dari populasi 
berdistribusi normal dengan mean 5 dan 
variansi 25. 
 






























Kedua sampel digunakan untuk menguji 
hipotesis 
            210 :H   
            211 :H   
Tabel 2 menyajikan hasil pengujian 
hipotesis untuk nilai = 0.05 dan  
berbagai nilai B. 
 
Tabel 2 : Hasil pengujian hipotesis 








1000 0.0440 Tolak H0 
5000 0.0436 Tolak H0 
10000 0.0417 Tolak H0 
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Gambar 1 : Nilai statistik penguji untuk 
1000 sampel bootstrap. 
 
Jadi terdapat perbedaan antara mean 
populasi 1 dengan mean populasi 2. Dari 
data simulasi terlihat bahwa uji hipotesis 




Tabel 3 menunjukkan data riil (Rokhmah, 
2012). Sampel 1 menyatakan nilai tes hasil 
belajar matematika kelas yang 
menggunakan strategi pembelajaran aktif 
Index Card Match (ICM). Sedangkan 
sampel 2 menyatakan nilai tes hasil belajar 
matematika kelas yang menggunakan 
strategi pembelajaran aktif Team Quiz 
(TQ). 
Kedua sampel digunakan untuk 
menguji hipotesis 
            210 :H   
 
            211 :H   
Tabel 4 menyajikan hasil pengujian 
hipotesis untuk nilai = 0.05 dan  
berbagai nilai B. 
 
Tabel 4 : Hasil pengujian hipotesis 








1000 0.0040 Tolak H0 
5000 0.0048 Tolak H0 
10000 0.0059 Tolak H0 
20000 0.0060 Tolak H0 
 
 
Tabel 3 : Nilai tes hasil belajar matematika 
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Sedangkan hasil nilai statistik penguji 
untuk 1000 sampel bootstrap disajikan 
dalam Gambar 2. 
 
Gambar 2 : Nilai statistik penguji untuk 
1000 sampel bootstrap. 
 
Jadi terdapat perbedaan antara mean nilai 
tes hasil belajar matematika kelas yang 
menggunakan strategi pembelajaran aktif 
ICM dengan nilai tes hasil belajar 
matematika kelas yang menggunakan 
strategi pembelajaran aktif TQ. 
 
Kesimpulan  
Dalam artikel ini dikembangkan uji 
hipotesis mengenai dua mean populasi 
yang tidak memerlukan prasarat normalitas 
dan homogenitas. 
Metode bootstrap dapat menguji 
kesamaan dua mean populasi baik jika 
kedua variansinya diketahui sama, maupun 
jika mungkin kedua variansinya tidak 
sama. Dalam kasus prasarat normalitas dan 
homogenitas dipenuhi sehingga 
memungkinkan digunakan uji t, maka 
metode bootstrap ini akan memberikan 
suatu alternatif untuk pengujian hipotesis 
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