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This thesis focuses on swarm intelligence (SI) as one of metaheuristic 
methods, proposes the mechanisms for SI to tackle the dynamic optimization 
problems (DOPs), and aims at investigating the effectiveness of the proposed 
mechanisms by incorporating them with the conventional SI algorithms. For 
this purpose, this thesis starts to divide DOPs into the two types, “sudden 
change” where an optimal solution changes one time and “continuous change” 
where an optimal solution changes over time, and addresses the latter change 
which is more difficult than the former change. In detail, this thesis explores 
the mechanisms for “the solution change on the evaluation value axis” where 
the local solution change to the optimal solution and vice versa and for “the 
solution change on the design variable axis” where the optimal solution moves 
gradually in search space. To tackle these solution changes in continuous 
change, this thesis proposes the mechanism for the former solution change 
(called as the Adaptive Local Information Sharing (ALIS) mechanism which 
tracks the solution change by limiting the search range) and the mechanism 
for the latter solution change (called as the Jumping Over toward Future Best 
(JOFB) mechanism which explores the search area by estimating the moving 
direction and range of the future optimal solution). For the intensive 
experiments of the proposed mechanisms on the various functions which 
solution landscape changes over time, the proposed mechanisms are 
incorporated to three SI algorithms (Artificial Bee Colony (ABC), Partical 
Swarm Optimization (PSO) and Social Spider Optimization (SSO)) and the 
following implications have been revealed: (1) ABC with ALIS (ABC-ALIS) 
can track the optimal solution change on the evaluation value axis by 
capturing the multiple local solutions simultaneously; and (2) SSO and PSO 
with JOFB (SSO-JOFB and PSO-JOFB) can track the optimal solution 
change on the design variable axis by searching the direction and range of the 
future optimal solution in advance; (3) ABC, PSO and SSO with ALIS and 
JOFB mechanishm can track to “continuous change” with two axial changes, 






























(tracking Future Best: FB)を提案する． 
これらの提案メカニズムの群知能アルゴリズムへの適用性を検証するために，
3 種類の群知能アルゴリズム，人工蜂コロニーアルゴリズム(Artificial Bee 
Colony Algorithm: ABC)と社会性クモ最適化アルゴリズム (Social Spider 









し，SSO に JO メカニズムと FB メカニズムを導入した SSO-JO，SSO-FB に
加え，両メカニズムを SSO と PSO に導入した SSO-JOFB と PSO-JOFB が，
どこまで最適解の変化に追従可能かを評価する．さらに，(３) ALIS メカニズム











SSO-JO と SSO-JOFB が最も高い追従性を示した．また，最適解の速度が不均
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して 2 通り考えることができる．1 つは入力𝒙を離散値𝒙 ∈ ℤ𝒅としてモデル化す
る方法であり，もう 1 つは入力𝒙を連続値𝒙 ∈ ℝ𝒅でモデル化する方法である．こ
れらの入力の違いにより，離散値による問題を「組み合わせ最適化」，連続値に
よる問題を「連続最適化」とそれぞれ称される．これらの最適化問題を解くにあ
















































































問題の実問題として複数の車両による同時配車問題である Dynamic Vehicle 
Routing problem [Hemert, 2004] [Hanshar, 2007], 携帯端末を用いたアドホッ
クネットワーク構築問題である Mobile ad hoc networks problem [Yang, 2010], 
カメラ映像から現在地を割り出すVisual Location Tracking problem [Kronfeld, 
2008], 電力や資源などを消費に合わせて分配する Dynamic economic dispatch 
[Niknam, 2013], PID 制御への応用[Gaing, 2004], 障害物を避けつつ目的地ま
でのルートを経過する問題[Palm, 2013] などがあげられる．上記のような実問
題だけでなく動的最適化問題のためのベンチマーク問題も提案されている．中
でも主流の 1 つが Moving Peaks Benchmark（MPB）である[Branke, 1999] [Li, 



































































































粒子群最適化アルゴリズム(Particle Swarm Optimization: PSO) [Eberhart, 
1995-1, 2]，人工蜂コロニーアルゴリズム (Artificial Bee Colony: ABC) 
[Karaboga, 2007]，社会性クモ最適化アルゴリズム(Social Spider Optimization: 
SSO) [Cuevas, 2016]の 3 種類のアルゴリズムを説明する． 













































経過によって環境が変化しない最適化問題(静的最適化問題: Static Optimization 








 従来の特性による分類  
多点探索アルゴリズムによって解かれる動的最適化問題については Nguyen
らによって，その問題の特性を 8 種類に分類されている[Nguyen, 2012]．これ
ら 8 種類の特性により，動的最適化問題のベンチマーク問題や実問題を大別す
ることが可能となる．それら 8 つの特性の詳細を以下に説明する． 
 
1. Time-linkage [Bosman, 2007] 
Time-linkage とは現在もしくは過去の探索結果が未来の変化に影響を与
える環境か否かによる特性である．現在の探索結果が未来に影響を与えると
は，過去 (時間𝑡 − 1) に得られた最適解𝒙𝑡−1
∗ を過去に実行された行動/意思決





∗ )が決定される問題である．これは例えば，Dynamic Vehicle 
Routing problem [Hemert, 2004] [Hanshar, 2007]のように複数の車両の経
路の最適化問題では，ある時刻に決定した経路により各車両の行先が決定さ
れる．このため，次の経路決定においては，車両の行先により次の最適経路
が異なる問題となる．この Time-linkage を図 2-1 に模式的に示す． 
 
 




測できるか否かによる特性である．これを図 2-2 により説明する．図 2-2 に
おいて，目的関数𝑓(𝒙, 𝑡)で記述される環境 A からある時刻において目的関数
𝑔(𝒙, 𝑡)で記述される環境 B に変化した場合，この環境 A から変化する環境














図 2-3 は図 2-2 と同様に環境 A ( 目的関数𝑓(𝒙, 𝑡)となる環境 ) から環境































































を図 2-7 を用いて説明する．この図では，縦軸を目的関数𝑓(𝒙, 𝑡)の評価値，
横軸を設計変数𝒙とし，3 段の実線で 𝑡 = 1,2,3,4 の 4 通りの時刻における評
価値のランドスケープを示している．また，時間𝑡 = 1でランドケープが上段
の実線から中段の実線に，時間𝑡 = 2で中段から下段の実線に変化し，次に，











 変化の対象とは，上記に挙げた 7 つの特性以外の問題の変化する対象によ
り分類する特性である．例えば，これは設計変数𝒙の次元数の変化( 2 次元𝒙 =
(𝑥1, 𝑥2) から 3 次元𝒙 = (𝑥1, 𝑥2, 𝑥3)へ)や，各設計変数の取り得る値の範囲の
変化などが考えられる．特に，設計変数𝒙の次元数の変化の模式図を図 2-8
に示す．この図においては，𝒙 = (𝑥1, 𝑥2)の 2 次元空間で探索していた問題が，




図 2-8 変化の対象の模式図 
  
 目的関数の内外による分類 
 本節では，前節で羅列的に説明した 8 種類の特性を大きく 3 つに大別し動的
最適化問題を整理する．まず，特性のレベルの違いから 2 つに区分する．1 つは
2. 予測可能性と 3. 検知可能性である．これらは両方ともある環境 A から別の
環境 B への変化を予測もしくは検知できるかどうか，その可能性についての特
性である．これを本研究では，問題の種類と捉える．一方で，それ以外の特性で






∗ , … )を
引数とし特殊な目的関数𝑓(𝒙, 𝑡,  (𝒙𝒕−𝟏
∗ , 𝒙𝒕−𝟐
∗ , … ))と表現できる． 
4. 制約 






特性，目的の数では多目的最適化問題において 2 つの目的関数「𝑓𝟏(𝒙), 𝑓2(𝒙)」









𝟐 ) (2-1) 
この式(2-1)は引数を時間𝑡とする時変関数𝑯(𝑡),𝑾(𝑡), 𝑿(𝑡)で表現されるガウス








それぞれ表現されていた変化のタイプをまとめて𝑯(𝑡) 𝑜𝑟 𝑿(𝑡) 𝑜𝑟 𝑾(𝑡) = 𝜑(𝑡)と
いう関数すると周期性のある関数の例として以下の式がある． 







計変数の次元数については， 𝑓(𝒙, 𝑡),   𝒙 = (𝑥1, 𝑥2, …  , 𝑥𝑑1)から 𝑓(𝒙, 𝑡),   𝒙 =
(𝑥1, 𝑥2, …  , 𝑥𝑑2)への変化と表現可能である．これらの特性のレベルを本研究では，
問題の性質と捉える． 
 






側にまとめた目的関数𝑓(𝒙, 𝑡)内の変化とは 6. 変化のタイプと 7. 周期的/定期的/
再発的の 2 つであり，式(2-1)のように𝑓(𝒙, 𝑡) の等式の右辺として表現される特
性である．一方で，目的関数𝑓(𝒙, 𝑡)以外の変化とは𝑓(𝒙, 𝑡) の等式の右辺内のみで




図 2-9 変化のタイプの例 
 
 





























































(a) 単発変化 (b) 継続変化 
図 2-12 単発変化と継続変化 
 
 従来の分類と変化の発生頻度による分類との関連 
 前節にて問題の種類として説明した 2. 予測可能性と 3. 検知可能性をまとめ
て単発変化と継続変化の違いとして整理することができる． 2 つの特性は両方





と環境 B を時間的に分割していると考えられる．つまり，環境 A から環境 B へ
の変化はある時間において単発的に発生すると言える．このため，これらの問題
の変化は単発変化となる．一方で，予測や検知が不可能な問題については，環境
A から環境 B のように明確に環境を分離することができない問題と言える．具
体的には，ある環境 A が徐々に変化し，環境 A に類似した A’, A’’へと絶え間な
く継続的に変化し続ける．このため，これらの問題の変化は継続変化となる．こ
のように，従来の 2. 予測可能性と 3. 検知可能性の観点は前述した単発変化と
継続変化の要素の 1 つとして考えることができる．これらの関係を図 2-13 (a-
b)に示す．この図 2-13 (a)に示すように環境 A の目的関数𝑓(𝒙, 𝑡)から環境 B の
目的関数𝑔(𝒙, 𝑡)への変化を検知，もしくは予測できる場合は単発変化の問題とな




(a) 単発変化に関連 (b) 継続変化に関連 
図 2-13 予測可能性・検知可能性と変化の発生頻度との関連 
 
2.2.2節で説明した目的関数内とそれ以外の変化による分類と本節で説明した






























































(a) 空間的側面 (b) 時間的側面 











変化を図 2-16 を用いて説明する．この図は 2 次元の設計変数𝑥1, 𝑥2(横方向の 2
軸)とこれらの設計変数を入力とする時変目的関数𝑓(𝑥1, 𝑥2, 𝑡) (縦方向の 1 軸)の
3 つの軸を持つ 3 次元空間の表している．この 3 次元空間において，正方形で示
した最適解は 2 つの時間的な変化として表現できる．1 つは赤い曲線で示した




































図 2-16 評価値軸と設計変数軸軸上の変化の模式図 
 
 
(a) 評価値軸上の変化Δ𝑓  
 
(b) 設計変数軸上の変化Δ𝒙  




は大別して 6 種類のアプローチが提案されている[Nguyen, 2012]．まず，動的
最適化問題において，環境変化を検知することが可能であるかにより，アプロー
チ方法が異なる．これらのアプローチは以下の 6 種類である． 
 
(Ⅰ) 変化の検知と多様化：変化の度に個体の多様性を増加させるアプローチ 










































































(a) 2 つの提案手法 
 
(b) 提案手法の組み合わせ 































































と期待できる．何故なら，GA や DE のように 2 つの個体を親個体としてその設
計変数から子個体として新しい解を生成するのではなく，群知能アルゴリズム
は 1 つ 1 つの個体が別個体から得られた情報から個々に移動することで探索す










について議論する．表 3-1 に群知能アルゴリズムとして主なアルゴリズムを 7
つ挙げ，それらの評価値軸上の変化と設計変数軸上の変化それぞれへの有効性




表 3-1 継続変化の追従に有望な群知能アルゴリズム 
 
  
[Dorigo, 1992]，Particle Swarm Optimization (PSO) [Eberhart, 1995]，
Artificial Bee Colony アルゴリズム  (ABC) [Karaboga,2007] ， Firefly 
Algorithm (FA) [Yang, 2008]，Cuckoo Search (CS) [Yang, 2009]，Bat Algorithm 




ムは ABC，FA, CS，SSO の 4 つあるが，ABC 以外の 3 つは十分にこのような
探索をするかどうかは，確率分布や個体間の位置関係に依存している．次に(2)
新しい解の探索のためには，探索空間全域を一様に探索することが求められる．
そのような探索が可能なアルゴリズムとして ACO，ABC，CS，BA，SSO の 4
















 Particle Swarm Optimization 





評価値を考慮することにより PSO は変数空間全体を探索する．PSO において，
群れのサイズ（群れにおける個体数）を𝑁 , 各個体の変数空間上の位置𝒙𝒊 (𝑖 =












各個体の速度と位置を以下の 2 つの式により更新する． 
𝒗𝒊 = 𝑤𝒗𝒊 + 𝑐1𝑟1(𝒙𝒑𝒃𝒆𝒔𝒕 − 𝒙𝒊)+𝑐2𝑟2(𝒙𝒈𝒃𝒆𝒔𝒕 − 𝒙𝒊)  (3-1) 
𝒙𝒊 = 𝒙𝒊 + 𝒗𝒊 (3-2) 


















Step3: Step1 と Step2 の繰り返し 
以上のステップが完了した場合， PSO は Step1 と Step2 を終了条件まで繰り
返す． 
 
 Artificial Bee Colony  
Artificial Bee Colony (ABC)[Karaboga, 2007] では個体の群れ全体をコロニ
ーと称し，コロニーは 3 種類の探索フェーズを持つ人工個体群で構成される．
それぞれの探索フェーズは働き個体(employed bee)，傍観個体(onlooker bee)，
斥候個体(scout bee)と呼称され，順番にその探索フェーズを実施し，これら 3 つ
の探索フェーズを繰り返すことで探索を進めることができる．このコロニーの
目的は目的関数の解である解(food source)を探索し，最適解を見つけ出すことで





1 つの個体と解は 1 対 1 に対応する． 
 ABC アルゴリズムの特徴としてパラメータの少なさが挙げられる．ABC アル
ゴリズムのパラメータは 3つのみであり，1つは探索する個体(個体)の個体数Ns，
もう 1 つは scout bee へ変化するまでの探索回数の上限であるlimit，最後に探索
フェーズの繰り返しの終了回数である𝑁𝑚𝑐となる．また，ABC アルゴリズムで
は探索する目的関数の次元数を𝐷とし，その次元は 𝑗 = {1,2,⋯ , D}のように表わ
す．このため，個体が見出した解はそれぞれD個の要素を持つベクトルとなる．




ABC アルゴリズムの各ステップにおける個体の動きを図 3-1 に示す．図 3-1 で
は長方形の枠内を探索領域とし，その色が濃い領域ほど評価値が良いことを表
している．また，四角形が employed bee，円形が onlooker bee，三角形が scout 
bee を表現している． 
 









図 3-1 では赤い四角形で表した employed bee を探索領域内に 6 個ランダム
に配置している．図 3-1 において赤い四角形は 7 つ表示されているが，最も左
下に位置する破線の枠のある個体に関しては次に説明する step1 の動きを表示
し，その上側の矢印の先にいる個体と同一の個体を表現している．このため，




Step1: employed bee フェーズ 
 Employed bee フェーズでは，全ての個体が一様に 1 回ずつ探索することによ
り，探索領域内を大域的に探索することを目的としている．Employed bee フェ
ーズにおいて，各個体は現在の解 𝒙𝒊の周囲から新しい解の候補𝒗𝒊を選んで探索





 𝑣𝑖𝑗 = 𝑥𝑖𝑗 +Φ(𝑥𝑖𝑗 − 𝑥𝑘𝑗) (3-3) 
ここで，Φ = [−1,1]は一様乱数である．解の候補𝒗𝒊による解の更新は以下のよ
うに𝑓𝑖𝑡(𝒗𝒊) > 𝑓𝑖𝑡(𝒙𝒊)ならば，𝒙𝒊 = 𝒗𝒊，𝑓𝑖𝑡(𝒙𝒊) = 𝑓𝑖𝑡(𝒗𝒊)， 𝑡𝑟𝑖𝑎𝑙𝑖 = 0  とし，
𝑓𝑖𝑡(𝒗𝒊) ≤ fit(𝒙𝒊) ならば，employed bee は現在の解に留まり，探索回数のカウン






       







       











価値より良いため移動する．本来ならば全ての employed bee が移動するが，図
では便宜上 1 体のみ表示している． 
 
Step2: onlooker bee フェーズ 
 次に，onlooker bee フェーズに移る．Onlooker bee フェーズでは，employed 
bee フェーズにおいて発見された解の中から特に評価値が高かった解が重点的
に探索されることにより，特に重要な領域を局所的な探索することを目的とし











探索には employed bee フェーズと同様に式(3-3)を用いて解候補を決定し，そ
れぞれの評価値𝑓𝑖𝑡(𝒙𝒊)と𝑓𝑖𝑡(𝒗𝒊)を比較する．これらの処理が全ての個体が 1 回
ずつなされることで，個体の個体数𝑁𝑠分だけ特に重要な解のみが重点的に探索
されることとなる．図 3-1 では図の中段に青い円形で示した 3 体の onlooker 
bee(②)が存在している．ここでこの 3 体の onlooker bee が employed bee に重
なるように存在しているのは重なっている employed bee が選択されたことを
表している．この 3 体は特に評価値の良い評価値を持つ employed bee のため，
左から 3，1，2 回の探索機会を与えられる．また，本来ならばこれらの onlooker 
bee は employed bee と同様に探索するが図では便宜上省略している． 
 
Step3: 最良解の記録 
 employed bee フェーズと onlooker bee フェーズの探索が終了した時点で，今
回の処理において探索された解の中から評価値が最も良い𝒙𝒊𝒃について
𝑓𝑖𝑡(𝒙𝒊𝒃) > 𝑓𝑖𝑡(𝒙𝒃𝒆𝒔𝒕)ならば，𝒙𝒃𝒆𝒔𝒕 = 𝒙𝒊𝒃 として保持する．最終的にここで保持さ
れた最も評価値の良い解xbestが探索終了時に探索によって得られた最適解とな
る．図 3-1 では，最も良い評価値の地点に存在している図の中央付近の解が best 
food source として選ばれている． 
 
Step4: scout bee フェーズ 
 現在の解が長時間更新されずに探索回数のカウントが条件回数を超えた




る解を放棄し新たな解を生成する．ここで scout bee フェーズにおける新たな解
を生成とは解は探索領域内にランダムに再配置されることであり，これにより
既存の解だけでなく新たな解についても探索することが可能となる．図 3-1 で
は左上段に存在した破線の枠のある employed bee が緑色の矢印の先に示した
緑色の三角で示した scout bee(③)となり右側へ大きく移動する．このように周









図 3-1 ABC アルゴリズムの概要図 
 
 Social Spider Optimization 













また，SSO の概略図を図 3-2 に示す． 
SSO は群全体の個体数を𝑁とし，メス群の個体数を𝑁𝑓，オス群の個体数を
𝑁𝑚(𝑵𝒎 = 𝑵−𝑵𝒇)とする．オスメス群とその個体は𝑭 = {𝒇𝟏, 𝒇𝟐, … , 𝒇𝑵𝒇}，𝐌 = {𝒎𝟏,
𝒎𝟐, … , 𝒎𝑵𝒎}で表現され，群れ全体については𝑺 = {𝒔𝟏 = 𝒇𝟏, 𝒔𝟐 = 𝒇𝟐, … 𝒔𝑵𝒇 =
𝒇𝑵𝒇 , 𝒔𝑵𝒇+𝟏 = 𝒎𝟏, 𝒔𝑵𝒇+𝟐 = 𝒎𝟐, …  , 𝒔𝑵 = 𝒎𝑵𝒎}となる．ここで個体𝒔𝒊, 𝒇𝒊, 𝒎𝒊は個
体の目的関数空間における位置であり，最適化問題の設計変数𝒙𝒊 = {𝑥𝑖,1, 𝑥𝑖,2,














𝑑𝑖,𝑗は個体𝐬𝒊と𝐬𝒋のユークリッド距離である．この 𝑉𝑖𝑏𝑖,𝑗 は個体𝐬𝒊に対して 3
種類算出される．これは群全体の最良個体𝐬𝑏からの影響𝑉𝑖𝑏𝑏𝑖，最近傍かつ自分
よりも重い個体𝐬𝑐からの影響𝑉𝑖𝑏𝑐𝑖, 最近傍のメス個体𝐬𝑓からの影響𝑉𝑖𝑏𝑓𝑖の 3 つ




メスの個体数を𝑁𝑓 = floor[(0.9 − rand ∙ 0.26) ∙ 𝑁]とし，探索空間に解をランダ























𝒌+𝟏 =  
{
𝐟𝒊
𝒌 + 𝛼 ∙ 𝑉𝑖𝑏𝑐𝑖 ∙ (𝐬𝒄 − 𝐟𝒊
𝒌) + 𝛽 ∙ 𝑉𝑖𝑏𝑏𝑖 ∙ (𝐬𝒃 − 𝐟𝒊
𝒌) + 𝛿 ∙ (𝑟𝑎𝑛𝑑 −
1
2
)  if 𝑃𝐹 < 𝑟        
𝐟𝒊
𝒌 − 𝛼 ∙ 𝑉𝑖𝑏𝑐𝑖 ∙ (𝐬𝒄 − 𝐟𝒊
𝒌) − 𝛽 ∙ 𝑉𝑖𝑏𝑏𝑖 ∙ (𝐬𝒃 − 𝐟𝒊






ここで𝛼, 𝛽,  𝛿,  𝑟𝑎𝑛𝑑は[0, 1]の範囲の乱数であり，この更新式により確率𝑃𝐹で











𝒌 + 𝛼 ∙ 𝑉𝑖𝑏𝑓𝑖 ∙ (𝒔𝒇 −𝒎𝒊
𝒌) + 𝛿 ∙ (𝑟𝑎𝑛𝑑 −
1
2
)  if 𝑤𝑁𝑓+𝑖 > 𝑤𝑁𝑓+𝑚
𝒎𝒊

































図 3-2 SSO の概略図 
 
 その他のアルゴリズム 
Ant Colony Optimization アルゴリズム 




























Step3: Step1 と Step2 の繰り返し 
























Step3: Step1 と Step2 の繰り返し 



























Step3: Step1 と Step2 の繰り返し 
以上のステップが完了した場合， CS は Step1 と Step2 を終了条件まで繰り
返す．  
 
Bat Algorithm (BA) 


























各個体は最良個体の評価値より高く，loudness 𝐴𝑖の割合により Step1 から
Step3 の中で最も高い評価値の解を新しい個体の解とする．更に，pulse rates 
𝑟𝑖の値を上昇させ，loudness 𝐴𝑖を減少させる． 
 
Step5: Step1 と Step2 の繰り返し 















置問題(4.2 節参照)，ランダム配置問題(4.3 節参照)，円周軌道問題(4.4 節参照)，
リサージュ軌道問題(4.5 節参照)，円形配置・円周軌道問題(4.6 節参照)，Moving 





























題，リサージュ軌道問題)の位置付けは表 4-2 のようになる． 
 




























































































point1 point2 point3 point4 point5 point6






くなり，小さく設定する場合はその増減は緩やかになる．図 4-1 (a)に N = 10， 
r = 350， α = 0.01のときの関数の概形を示す．図 4-1 (a)では高低差のある 9 つ
の谷(局所解)が確認できるが，最も低い(浅い)2 つの谷の間にも，現在は値が 1
であり確認できないもう 1 点の局所解が存在している．これら 10 個の局所解が
時間変化に応じて徐々にその値を変化させることで最小解が推移する．また，図 
4-1 (b)に設計変数𝑥1, 𝑥2 の探索空間の俯瞰図を示す．この図において青い菱形で
局所解を表しており，赤い線で描いたようにこれらの局所解は半径 350 の円周
上に配置されている．この各局所解の値と最小解の推移がα = 0.01の場合を図 







𝑓𝑠𝑝𝑖𝑟𝑎𝑙(𝑥1, 𝑥2, 𝑡) 
(4-2) 
= 1 −∑ [






(𝑥1 − 𝛽 ∙ 𝑛 ∙
2𝜋








(𝑥2 − 𝛽 ∙ 𝑛 ∙
2𝜋










間の間隔を図 4-2(b)，図 4-3 を用いて説明する．図 4-2(b)は，式(2-4)の各局所












図 4-2 螺旋配置問題 
 
 













































































上式は半径rを一様乱数の集合𝚽 = {𝜙n = rand[150, 500] |𝑛 = 1, 2,⋯ , Npeaks]
とNpeaks個の 150 以上 500 未満のランダムな値に変更し，局所解のピークの高
さの変化をコントロールしていた係数2π 𝑁𝑝𝑒𝑎𝑘𝑠⁄ を一様乱数の集合𝚨 = {αn =
[0, 2𝜋)|𝑛 = 1, 2,⋯ , Npeaks} とNpeaks個の 0 以上2π未満のランダムな値に変更し
た．また，変化の速さのコントロールを𝝎 = 2𝜋 𝑜𝑛𝑒𝐶𝑦𝑐𝑙𝑒⁄  により設定する．変
化の 1 周期の感覚を𝑜𝑛𝑒𝐶𝑦𝑐𝑙𝑒とし， 𝑜𝑛𝑒𝐶𝑦𝑐𝑙𝑒ごとに𝚽と𝚨の乱数を更新する．
これにより式(2-5)は，(i) 局所解の位置座標が一定時間で変更され，(ii) 各局所
解の評価値の変化の非周期的な問題となる． 








ク高さの両方が変化する環境，(D) (3)に追加して 𝑜𝑛𝑒𝐶𝑦𝑐𝑙𝑒ごとに𝑜𝑛𝑒𝐶𝑦𝑐𝑙𝑒 の値
自体も乱数により決定し，変化の速さ自体も変化する環境，の 4 種類の環境を
用意する． この実験ケース A～D の最適解の推移と局所解の位置を示した俯瞰




Benchmark（MPB）を採用する [Branke, 1999] [Li, 2008] [Li, 2012]．このベ





𝑓𝑀𝑃𝐵(𝒙, 𝜙, 𝑡) = max
𝑚
𝑖=0













の問題を実装するため，パラメータは m = 1 に，ベクトル𝑯𝒍(t)の全ての要素は
50，ベクトル 𝑾𝑙(t)の全ての要素は 5 と設定される．さらに，𝑿𝑙(t)は最適解の位
置を移動させるために次式により計算される． 
 






𝑗) (𝑗 = 1, 2, … , 𝑛) (4-5) 
ここで，n は問題の次元数であり，最適解の位置は設計変数空間の原点を中心
とする円周上を移動する．パラメータ𝑟は，円周のサイズを決定する．実験では
𝑟 =  4に設定する．さらに，𝛼は，本研究ではピークの移動速度を決定し，𝛼 = 50
に設定する．時間 𝑡 の値が増加するとピークは弧を描いて移動し，𝑡 = α にな
ると，元の位置に戻る．また，本節では，設計変数の各次元の上限と下限は，そ
れぞれ𝑝𝑗
ℎ𝑖𝑔ℎ = 5  𝑝𝑗
𝑙𝑜𝑤 = −5 (𝑗 = 1, 2, … , 𝑛)に設定される．この設定における円






















𝑗) (𝑗 = 1, 2, … , 𝑛) (4-6) 
ここで，n は式(4-5)と同様である．上式では，ピークの位置は設計変数空間の原
点を中心とするリサージュ曲線上を移動する． パラメータ r は，このリサージ
ュ曲線のサイズを決定する．本節では𝑟 = 4 に設定する．さらに，𝛼はピークの
移動速度を決定し，𝛼 = 200に設定する．時間 𝑡 の値が増加するとピークは弧を
描いて移動し，𝑡 = α になると，元の位置に戻る．また，本節では，設計変数の
各次元の上限と下限は，それぞれ𝑝𝑗
ℎ𝑖𝑔ℎ = 5, 𝑝𝑗
𝑙𝑜𝑤 = −5 (𝑗 = 1, 2, … , 𝑛)に設定さ














図 4-6 リサージュ軌道問題の概形 
 
 







































































の 2 つの要素が同時に発生する問題となる．この問題におけるN = 10，r = 400
のときのランドスケープの概形を図 4-8 に示す．また，この問題において，各パ
ラメータは特に記述しない場合は，N = 10，r = 400，𝛼 = 2π/500，𝛽 = 2π/250
と設定する． 
 
 Moving Peals Benchmark問題 
 従来の単発変化における追従性の検証のために，MPB[Branke, 1999] [Li, 





および位置が変更される．この MPB の局所解の個数𝑚 = 10，次元数𝑛 = 2のと
きの概形を図 4-9 に示す．この図に示すように MPB では大小さまざまな複数
の局所解が探索空間にランダムに配置され，局所解それぞれの高さ，幅，位置が
𝑯𝒍(𝑡),𝑾𝑙(𝑡)および𝑿𝑙(𝑡)によって変化する．また，MPB ではこれらの時変関数
を𝜙(𝑡)として表現し，Small step change (T1)，Large step change (T2)，Random 
change (T3)，Chaotic change (T4)，Recurrent change (T5)，Recurrent change 
with noisy (T6)の 6 種類の単発変化を検証することができる．これら T1 から
T2 の変化は次式らにより記述される． 
T1: ∆𝜙 = 𝛼 ∙ ‖𝜙‖ ∙ 𝜙𝑠𝑒𝑟𝑣𝑖𝑡𝑦 (4-8)と 
T2: ∆𝜙 = ‖𝜙‖ ∙ (𝛼 ∙ 𝑠𝑖𝑔𝑛(𝑟) + (𝛼𝑚𝑎𝑥 − 𝛼 ) ∙ 𝑟) ∙ 𝜙𝑠𝑒𝑟𝑣𝑖𝑡𝑦 (4-9)  
T3: ∆𝜙 = 𝑁(0,1) ∙ 𝜙𝑠𝑒𝑟𝑣𝑖𝑡𝑦 (4-10)  
T4: 𝜙(𝑡 + 1) = 𝐴 ∙ (
𝜙(𝑡) − 𝜙𝑚𝑖𝑛
‖𝜙‖
) ∙ (1 − (
𝜙(𝑡) − 𝜙𝑚𝑖𝑛
‖𝜙‖
)) (4-11)  
T5: 𝜙(𝑡 + 1) = 𝜙𝑚𝑖𝑛 + ‖𝜙‖(𝑠𝑖𝑛 (
2𝜋
𝑃
𝑡 + 𝜑) + 1)/2 (4-12)  
T6: 𝜙(𝑡 + 1) = 𝜙𝑚𝑖𝑛 +
‖𝜙‖ (𝑠𝑖𝑛 (
2𝜋
𝑃 𝑡 + 𝜑) + 1)
2





ここで∆𝜙は時変関数𝜙(𝑡)における 1 回の変化当たりの変位であり，𝜙(𝑡 + 1) =
𝜙(𝑡) + Δ𝜙となる．パラメータ𝛼と𝛼𝑚𝑎𝑥はそれぞれ𝛼 ∈ (0,1) ，𝛼𝑚𝑎𝑥 ∈ (0,1)の範
囲で設定され，‖𝜙‖は𝜙(𝑡)の変化の範囲，𝜙𝑠𝑒𝑟𝑣𝑖𝑡𝑦は変化の大きさを決定し，
𝜙𝑚𝑖𝑛は𝜙(𝑡)を決定する．また，𝑟は範囲[-1, 1]の乱数であり，𝑠𝑖𝑔𝑛(𝑥)はシグナ
ム関数である．T6 の𝑁(0,1)は平均 0・標準偏差 1 の正規分布に基づく乱数であ
り，𝑛𝑜𝑖𝑠𝑦𝑠𝑒𝑟𝑣𝑖𝑡𝑦 はノイズの大きさを決定するパラメータである．T1 から T6
の 6 種類の変化の例を図 4-10 に示す． 
 
 






(a) T1: Small step 
 
(b) T2: Large step 
 
(c) T3: Random 
 
(d) T4: Chaotic 
 
(e) T5: Recurrent & T6: Recurrent change with noisy 

































































































































体𝒙𝒊に対して共有範囲 𝑑 内にいる個体 𝒙𝒌 が存在した場合は，新しい解候補𝑣𝑖𝑗
を計算する．一方，近傍に個体が存在しない場合は，現在の解から距離 𝑑 の範
囲内をランダムに探索し𝑣𝑖𝑗  を計算する． 
𝑣𝑖𝑗 = {
𝑥𝑖𝑗 +Φ(𝑥𝑖𝑗 − 𝑥𝑘𝑗)
𝑥𝑖𝑗 +Φ𝑑
   
𝑖𝑓 ∃𝑥𝑘 ∈ 𝑋𝑘, ‖𝑥𝑖 − 𝑥𝑘‖ < 𝑑 
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5-1) 
ここで 𝑿𝒌 は 𝒙𝒌 の集合であり，Φ は−1から1の一様乱数である．これにより
新しい解の候補𝑣𝑖𝑗は必ず個体𝒙𝒊の共有範囲𝑑内に生成される． 



















は scout bee への変化確率𝑃𝑠𝑖を𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖 と 𝑁𝑙 を用いてシグモイド関数に基
づく式(5-2)により算出する． 
 𝑃𝑠𝑖 = 1 1 + 𝑒
2(−𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖+𝑁𝑙)⁄  (5-2) 
ここで，Nlを変曲点として𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖 が 𝑁𝑙 から 1 に近づくほど変化確率𝑃𝑠𝑖
は 0 に限りなく近い値となり scout bee へ変化しづらくなり，𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖が𝑁𝑙か
ら増加すると変化確率𝑃𝑠𝑖は 1 に限りなく近い値をとり確実に scout bee へ変化
することになる．図に Nl = 10 としたときの𝑃𝑠𝑖と𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖の関係を示す．こ
の図  5-3 に示すように共有半径𝑑内において基準となる個体数𝑁𝑙よりも
𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖が高く(数値自体は低く)，より評価値が高い解を探索している解はそ
の場をとどまり，𝑁𝑙よりも𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖が低く(数値は高く)，より評価値が低い解
を探索する解はすぐさま scout bee へ変化し新たな解に割り当てられ．これによ
り探索回数𝑡𝑟𝑖𝑎𝑙𝑖を用いずに単一のパラメータである基準個体数𝑁𝑙を設定のみで
「発見した局所解を常に複数の個体が捕捉し続けること」と，「常に一定数の個
体が scout bee として新たな領域の探索を継続すること」を同時に実現すること
が可能となる．  






基準個体数𝑁𝑙を超える個体は高確率で Scout bee へ転向する．これにより各局
所解を探索する個体数を制限し，新たな局所解の発生に備えて様々な領域の探











図 5-3 局所個体数𝑁𝑙 = 10における確率𝑃𝑠𝑖とlocalrankiの関係 
 
 





































































図 5-6 共有範囲𝑑固定における問題点 
 
 ALISメカニズムの 4つのルール 






小さく設定する． 図 5-8 は，近接範囲𝜆と共有範囲𝑑を持つ crowding bees を示
す．2 つの菱形は 2 つの個体を表し，2 つの黒い破線と灰色の点線の円はそれぞ
れ共有範囲と近接範囲を表す．図 5-7 の二分木は，個体の探索の初期，中期，
および後期の段階向けに設計された 4 つのルール（つまり，ルール 1 から 4）で
構成される．図 5-7 では，4 つのルールが 4 つの領域（青い破線の領域，赤い破
線の領域，緑の破線の領域，黄色の破線の領域）で表されている．具体的には，
ルール 1 は探索の初期段階用に設計されており，𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖 ≠ 1を満たし，
crowding bees が形成されない場合に適用される．ルール 2 は，探索の中間段階
用に設計されている．これは，𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖 ≠ 1を満たし，かつ crowding bees が
形成される場合に適用される．ルール 3 および 4 は，探索の後期段階用に設計
されている．特に，𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖 = 1を満たし，他の crowding bees が範囲𝑑𝑖にあ
る場合，ルール 3 が適用され，𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖 = 1を満たし，他の crowding bees が






図 5-7 共有範囲の適応的変化法のルール 
 




なる．まず，図 5-7 の青い破線の領域に示されているルール 1 は，アルゴリズ








め，図 5-9(b)に示すように crowding bees に所属する個体は自身の共有範囲𝑑𝑖
を，crowding bees内の 𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑗 = 1 の有望個体𝒙𝒋の共有範囲𝑑𝑗に変更する．
最後に，図 5-7 の緑色と黄色の点線の領域に示すルール 3 とルール 4 は，
crowding bees が形成された後など，探索の後期段階で適用される．このとき，
個体は捕捉した 1 つ局所解を探索している．共有範囲は，2 つ以上の局所解と重
ならないようにするために広くする必要があるが，大域的探索能力を高めるた
めにはできる限り広く設定する必要がある．このように適切に共有範囲を設定








 図 5-8 Crowding bees の概略図 
 
 





以上の 4 つのルールによる ALIS メカニズムによる共有範囲𝑑𝑖の自動調整の









は至近距離𝑐𝑑内に入り crowding bees を形成した様子が図 5-10(b)に表されて
いる．このとき，crowding bees 内の個体群で 1 つの共有範囲𝑑𝑖を共有する．こ
のとき共有する値は𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖 が最も高い個体，つまり局所的に評価値が最も
高い個体の値が採用される．これが Rule2 となる．次に，図 5-10(c)で示す Rule3
として，図の中央の局所解を探索する個体群のように，共有範囲𝑑𝑖内に別の
crowding bees を被覆していた場合は，その値をΔ𝑑ずつ縮小させる．これは別の
crowding bees は共有範囲𝑑𝑖内から出るまで実行する．最後に，Rule4 として図 
























 本節では円形配置問題，螺旋配置問題，ランダム配置問題の 3 つを用いて，
LIS メカニズムと ALIS メカニズムの継続変化の評価値軸上の変化Δ𝑓への追従
性について検証する．特に，円形配置問題は LIS メカニズムの機能の検証，螺
旋配置問題は ALIS メカニズムの機能の検証，ランダム配置問題は LIS メカニ
ズムと ALIS メカニズム双方についての総合的な評価を実施する． 
 
円形配置問題の実験内容 
円形配置問題を利用して，ABC に LIS メカニズムを適用した ABC-LIS の探
索性能を検証する．演習問題のパラメータは𝑁 = 10, 𝑟 = 350, α = 1とする．この















ランダム配置問題を利用して LIS メカニズムと ALIS メカニズムのΔ𝑓方向の
継続変化に対する網羅的な性能検証を実施する．また，比較手法として単発変化
のための手法である SPSO[Parrott, 2004]を用いる．また，実験は 4 つのケース








ムになっている．また，これらケース A～D の関係を図 5-11 に示す．またこの
図は図 4-4 と同様のものである． 
 
 











んだ ABC-LIS の探索性能の安定性を比較する． 
ABC のパラメータについては個体数 𝑁𝑆 = 100， scout bee フェーズに移行
する探索回数𝑙𝑖𝑚𝑖𝑡 = 10，終了までの反復回数𝑁𝑚𝑐 = 2000とする．また，改良手
法である ABC-LIS の固有のパラメータは，情報共有半径𝑑 = 150とし，基準個
体数𝑁𝑙については，𝑁𝑙 = 10とする．これは，ABC-LIS では図 5-3 に示すように






問題のパラメータは𝛼 = 0.01, 𝛽 = 100,𝑁 = 10と設定する．また，𝑡は時間の変
数であり，アルゴリズムが一巡するたびに𝑡 = 𝑡 + 1とする．このため，時間 t は
試行回数でもあり𝑡 = 2000を終了条件とする．検証アルゴリズムは ABC-LIS と
ABC-ALIS とし，それぞれ 10 回の実験を実施する．ABC-LIS と ABC-ALIS の
共通パラメータは個体数を 100，𝑁𝑙 = 10とする．ABC-LIS は𝑑 = 50と𝑑 = 150
の 2 通り，ABC-ALIS は∆𝑑 = 10, 𝑐𝑑 = 1と設定する．全てのアルゴリズムで，3
つの共通パラメータが次のように設定する．個体数𝑁 = 100, 局所範囲を探索す
る個体数 𝑁l = 10. ABC-LIS では，共有範囲 d は，極小間の距離よりも小さく設
定する必要がある．この関数では，この距離は約 60 から 220 の範囲になる．こ
のため，パラメータの違いによる ABC-LIS の動作の違いを確認するために，𝑑 =
50と𝑑 = 150の 2 つのパラメータが用意する． 
また，追従性を評価するために，2 つの評価基準を使用する． 1 つは，円形配
置問題と同じく最小解の座標𝑥𝑚𝑖𝑛(𝑥1, 𝑥2)とアルゴリズムが見出した最良解の座

















一巡するたびt = t + 1とし，1 回の実験の終了条件は𝑡 = 2000とする． ABC-







円形配置問題を用いた LIS メカニズムの検証実験の結果を図 5-12 (a)～(b)に
示す．これらの結果は最適解と最良個体𝒙𝒃𝒆𝒔𝒕とのユークリッド距離の時間推移
を示し，縦軸は最適解と最良個体の距離，横軸は時間𝑡を表す．また，これらの
結果では min は最小値，max は最大値，median は中央値をそれぞれ表してい
る． 
図 5-12 (a)の結果から，ABC については大値，最小値，中央値全てにおいて，
距離が 0.01 を下回ることがない．このことから ABC は全ての実験において最
適解の変化に追従することができていないことがわかる．次に図 5-12 (b)の結
果から，ABC-LIS については，大値，最小値，中央値がほぼ同じ値をとってお
り，結果にバラツキがない．一部，試行回数 900 回ほどで最大値が 0.01 以上と




したかを議論する．このために，ABC-LIS における 10 個の局所解に収束して
いる個体の数を図 5-13 に示す．この図において最縦軸は局所解近傍の個体数，
横軸は試行回数を表す． まず，図 5-13 において point10 の局所解を探索する
個体が 1 体まで減少してしまっているため，point10 に最小解が移動したときに
探索を維持できていなかったことが原因である．しかし，一度は 1 体まで減少
した個体数について試行回数が数十回程度で 7~9 体まで回復している． 
これらの結果は ABC-LIS において，発見した局所解を常に複数の個体が捕捉
し続けること」と，「常に一定数の個体が scout bee として新たな領域の探索を
継続すること」の 2 点を実現できているためである．これは 5.2 節において説
明したように𝑁𝑙を変曲点として，𝑙𝑜𝑐𝑎𝑙𝑟𝑎𝑛𝑘𝑖が 𝑁𝑙 を超えた場合は探索回数に関
わらず scout bee に変化する確率が高まり，𝑁𝑙 より下回った場合はその局所解
の探索続ける確率が高まる．これにより，高い評価値を持つ解を保持しつつ，一







































































結果として，𝑑 =  150の場合，ABC-LIS は全ての試行で最適解を十分に追跡
できていない．さらに，𝑑 =  50の場合，ABC-LIS はほとんどの試行で全ての局
所解を捕捉できていない．さらに，図 5-15（b）に示すように，ABC-LIS（𝑑 =
50）には各局所解で十分な個体が収集されていない．これは，共有範囲が狭すぎ























point1 point2 point3 point4 point5
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図 5-16 螺旋配置問題の結果 3 ABC-ALIS 
 
螺旋配置問題の考察 














































point1 point2 point3 point4 point5














ケース A の結果を図 5-18 (a)~(c)に示す．縦軸と横軸はそれぞれ最小解まで
の距離と時間 t を示している．最小解までの距離の最大値，最小値，および中央
値は，それぞれ点線，破線，および実線で表される．また，図 5-18 (a) ~ (c)は，




きくなっているが，ABC-LIS と ABC-ALIS の値も最小値と中央値にほぼ等し






・ケース B 局所解のピーク高さの変化 
ケース B の結果は，図 5-19 (a)~(c)に示す．この図の構成は，図 5-18 と同様
である．これらの結果から，SPSO の中央値は10−4 から10−6の間で変動してい
るが，ABC-LIS および ABC-ALIS の値はほぼ10−4前後に維持されている．最大
値に注目すると，SPSO の値は約 1 以上になるが，ABC-LIS と ABC-ALIS の値
は 400 回ごとの短い時間を除き約10−6を維持している．ABC-ALIS の最大値は
ABC-LIS よりも大きいため共有範囲𝑑𝑖 の影響により，ABC-ALIS の追跡能力
はわずかに低下している． 
 
・ケース C 位置座標とピーク高さの変化 
ケース C の結果を図 5-20 (a)~(c)に示す．この図の構成は，図 5-18 および図 
5-19 と同様である．これらの結果から，局所最適座標が変化する 400 回ごとの
短い時間を除き SPSO，ABC-LIS，および ABC-ALIS の中央値と最小値は 1 未
満である．ただし，ABC-LIS および ABC-ALIS の最小値の減少速度は SPSO よ
りも速いため，ABC-LIS および ABC-ALIS は SPSO よりも迅速に変更を追跡
できていることがわかる．また最大値に注目すると，SPSO，ABC-LIS，および
ABC-ALIS の値は約 0.01 以上に保たれている．これは，最悪の場合，特定の時
間に最適解が見つからないことを示している．ABC-LIS と ABC-ALIS の結果
は非常に似ているため，ABC-LIS と ABC-ALIS は局所的な最適座標のランダ
ムな変化において高い追跡能力を持っていることが分かる． 
 
・ケース D 環境変化の速さの変化 
ケース D の結果は，図 5-21 (a)~(c)に示す．この図の構成は，図 5-18〜図 5-20
と同じである．これらの結果から，SPSO の中央値は10−3 〜10−5の範囲で示さ
れ，ABC-LIS および ABC-ALIS の値は10−4~10−6の範囲で示される．ABC-LIS
および ABC-ALIS も，中央値の減少速度が SPSO の速度よりも速いため，動的
な変化をすばやく追跡することが可能である．これらの結果は，ABC-LIS およ
び ABC-ALIS の追跡能力が SPSO よりも優れていることを示唆している． 
 
ランダム配置問題における考察 
ケース A からケース D の結果から，LIS メカニズムと ALIS メカニズムの継
続変化への追従性を検証する．このために，ケース A からケース D の最適解と




の局所解の配置が均一な問題については ABC-LIS の方が若干 ABC-ALIS を上
回る結果となった．これは共有範囲𝑑が適切に設定されているために，探索の安








表 5-1 ランダム実験結果の平均値 
手法 ケース A ケース B ケース C ケース D 
SPSO 0.52 7.67 8.59 14.69 
ABC-LIS 0.32 1.15 8.83 12.98 







































































































































































































































































































ついて説明する． さらに，この問題を解決するための 2 つのメカニズムについ
て説明する．  
まず，設計変数軸上の変化Δ𝒙における最適解の動きを図 6-1 で説明する．図 
6-1 は，図の左側と右側で 2 つの部分に分かれており，左から右へ時間 t から時
間 t = t + 1 までに時間が進んだ状況を示している．図の左側では，時間 t にお
ける目的関数𝑓(𝒙，𝑡)のランドスケープが実線で示されている．一方，図の右側
では，時間 t + 1 における目的関数𝑓(𝒙，𝑡 + 1)のランドスケープが実線で示さ
れ，過去のランドスケープ𝑓(𝒙，𝑡)は 破線で示されている．この図では，時刻 t
で，最良個体が最適解のピークを発見し，残りの 3 つの個体がそこに収束しよ













図 6-2 設計変数軸上の変化のための課題 
 










ズムとして，Jumping Over current best（JO）メカニズムを提案する．この方
法では，アルゴリズムにおける最良個体へ近づくように移動する項における重



















図 6-3 Jump Over メカニズム 
 



































 本節では，円周軌道問題とリサージュ軌道問題の 2 つを用いて JO メカニズ
ムと FB メカニズムの「設計変数軸上の変化Δ𝒙」への追従性について検証する．
特に，円周軌道問題は JO メカニズムと FB メカニズムそれぞれを SSO に組み
込んだ手法の検証，リサージュ軌道問題は JO メカニズムと FB メカニズムを組









ースごとに𝛼を 2 通り設定する．まず，Case Slow として𝛼 = 2𝜋/1000と設定し，
比較的時間当たりの移動距離が小さい場合とする．これは，アルゴリズムが 1000








本実験では，PSO，SSO，JO メカニズムと FB メカニズムを組み込んだ 2 つ
の手法（PSO-JOFB と SSO-JOFB），および単発変化のための従来手法 CPSO
が適用される． リサージュ軌道問題は円周軌道問題に比べて複雑に最適解の移
動速度が変化する．このような環境下の PSO と SSO において，JO メカニズム






ように設定する．PSO：個体数𝑁 = 50，𝑤 = 0.8，𝑐1 = 𝑐2 = 1.4，SSO：個体数
𝑁 = 50，𝑃𝐹 = 0.7，SSO-JO：個体数𝑁 = 50，𝑃𝐹 = 0.7，𝜆 = 2.0． 
また設計変数軸上の変化への追従性能を図る指標として 2つの指標を用いる．
これらの 2 つの指標において，最適解とアルゴリズムの最良個体の距離を探索







𝑁 = 20, 𝑤 = 0.85, 𝑐1 = 0.01, 𝑐2 = 0.8; PSO-JO and PSO-FB: 𝑁 = 20, 𝑤 = 0.85,
𝑐1 = 0.01, 𝑐2 = 0.8, λ = 2.0 ; PSO-JOFB: 𝑁 = 20, 𝑤 = 0.85, 𝑐1 = 0.01, 𝑐2 =
0.4, λ = 2.0; SSO: 𝑁 = 20, 𝑃𝐹 = 0.7; SSO-JO: 𝑁 = 20, 𝑃𝐹 = 0.7, 𝜆 = 2.0; SSO-
JO と SSO-JOFB: 𝑁 = 20, 𝑃𝐹 = 0.7, 𝜆 = 2.0. 最後に，アルゴリズムの終了条件












 JOメカニズムと FBメカニズムの検証実験の結果と考察 
円周軌道問題の実験結果 
各手法の結果を表 6-1 に，距離割合の推移を図 6-5 にそれぞれ示す．表 6-1
において Mean は距離割合の平均値を，SD はその標準偏差を表し，各列で手法
を各行で実験ケースをそれぞれ示している．また，図 6-5 において上段(a)に
Case Slow の結果を，下段(b)に Case Fast の結果を表している．各段において
横軸は時間𝑡，縦軸は距離割合の値であり，青色の線で SSO，橙色の線で SSO-
JO の結果をそれぞれ示している． 
まず，Case Slow において PSO は 1 に近い値を示した．関数𝑔(𝑥1, 𝑥2, 𝑡)の最
大値は 1 となるため，PSO はほとんど探索できていないことを示している．次
に SSO と SSO-JO については10−3以下の値をとっており，関数𝑔(𝑥1, 𝑥2, 𝑡)の最
小値は 0 であるため，これらの手法ではほぼ常に動的変化に対応し，探索性能
を維持していることがわかる．これらの結果は図 6-5 (a)の結果からも見て取れ
た．SSO の値はほぼ 0.2 以上の値から変化していない．この結果から SSO は
Case Slow において最適解と一定の距離が常に開いており，最適解の移動への
追従性を有してはいるが十分とは言えない．一方，SSO-JO については常に10−3
に近い値をとっており，この結果からも SSO-JO が SSO と比べて追従性が向上
し，それを維持していることがわかる．また，これは SSO-FB と SSO-JOFB も
同様の結果と言える．次に，Case Fast において，表 6-1 と図 6-5 (b)の結果か
ら SSOは Case Slowとほぼ同じ結果であり，このケースでも追従性は乏しい．
一方で，SSO-JO については表 6-1 では距離割合は 0.0448 と小さい値をとり，
図 6-5 (b)でも10−2付近の値を推移している．これらの結果からSSO-JOはCase 
Fast においても，探索性能を維持していることがわかる． また，SSO-FB につ












表 6-1 円周軌道問題の結果 
(a)  
Case 
SSO SSO-JO SSO-FB SSO-JOFB 
Mean SD Mean SD Mean SD Mean SD 
Slow 0.1808 0.0338 0.0014 0.0010 0.0007 0.0009 0.0006 0.0009 
Fast 0.3952 0.0456 0.0448 0.0142 0.3132 0.0304 0.0033 0.0010 
 
 
(a) Case Slow 
 
(b) Case Fast 









































本節では，SSO の DOPs における連続性の動的変化に対する探索性能につい
てと，最適解の変化への先回り探索を目指した SSO-JO の効果について考察す
る．まず，SSO は Case Slow と Case Fast において，常に探索を維持している
ことから連続性の動的変化については一定の探索能力を有していることがわか
る．しかし，どちらのケースであってもその追従性は乏しく常に最適解を捕捉で
きているとは言えない次に，SSO-JO の効果については Case Slow と Case Fast
ともに探索性能を維持しており，SSO より動的変化への探索性能が向上したこ
とが明らかになった．しかし， 表 6-1 の距離割合の平均と図 6-5 の 距離割合






この節では，実験結果について説明する．結果を図 6-6 に示す．図 6-6 の各
棒グラフは各手法の距離割合の値を表し，各エラーバーは標準偏差値を表す．ま
ず， PSO と SSO の結果は，それぞれ距離割合が 0.1 以上である．距離割合が
0.1 以上とは探索空間の大きさに比べて 1 割以上最適解から離れていることを
示すため，移動する最適解をまったく追跡できなかったことがわかる．次に，
PSOの改良手法であるPSO-JOFBはPSOよりも高かった性能を示した．次に，
SSO とその改良手法 SSO-JOFB に関して， SSO-JOFB の結果は SSO よりも
高いパフォーマンスを示した．また，SSO-JOFB の結果は全ての手法の中で最
高であった． 
経過時間に応じた性能の推移を図 6-7 から図 6-8 で説明する．これらの図で
は，横軸は反復を示し，縦軸は距離割合の時間ごと平均を示す．2 つの図のそれ
ぞれで，青い線は改善のない単純な方法を表し，赤い線は JO を表し，緑の線は
FB を表し，紫の線は JOFB を表す．まず，図 6-7 では，PSO は 50 回の反復後
も低い値を示し続け，移動する最適解を追跡できていない．一方で PSO-JOFB
は，ほぼ一定のスコアを維持し，連続的に移動する最適解を追跡できている．ま
た，一方，図 6-8 では，SSO は PSO の結果に類似しており，変化を追跡できな
かった．一方，SSO-JOFB はほぼ常にスコアを 0.01 付近に維持している．これ






図 6-6 リサージュ軌道問題の結果 
 
 















































































ルゴリズム ABC，PSO，SSO に ALIS メカニズムと JOFB メカニズムをそれ
ぞれ 5.4.5 節で実施した評価値軸上の変化についての実験のケース D を Case 1
として，6.4.4 節で実施した設計変数軸上の変化についてのリサージュ軌道問題
を Case 2 としてそれぞれ適用する．また，Case 1 と Case2 の設定は 5.4.5 節
と 6.4.4 節のものと同一とし，各アルゴリズムのパラメータは以下のように設定
する． 
 各 Case の実験結果を図 7-1(a - b)に示す．まず，Case1 の結果について，図 
7-1 (a)は Case1 の実験結果における 2 つのアルゴリズムにおける最適解との距
離割合の平均値であり，この値が 0 に近づくほど全時間における追従性が高い
ことを示す．この結果において，図 7-1 (a)より JOFB メカニズムを有した手法
の平均値は 0.1 以上の値をとっている．これらの結果から，JOFB メカニズムを
有した手法は評価値軸上の変化に全く追従できていない．次に，Case2 の結果
について，図 7-1 （b)は Case2 の実験結果における 2 つのアルゴリズムにおけ
る最適解との距離割合の平均であり, 値が 0 に近いほど追従性が高いことを示








表 7-1 評価値軸上の変化(Case1)におけるアルゴリズムのパラメータ 
 個体数 N 固有パラメータ 共有範囲 
SPSO 𝑁 = 100 
𝑤 = 0.8 
𝑐1 = 𝑐2 = 1.4 
𝑑 = 100 
CPSO 𝑁 = 100 
𝑤 = 0.5 
𝑐1 = 𝑐2 = 1.4 
𝑄 = 2.0 
ABC-ALIS 𝑁 = 100 - 
∆𝑑 = 10 
𝑐𝑑 = 1 
𝑁𝑙 = 10 
PSO-ALIS 𝑁 = 100 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 
SSO-ALIS 𝑁 = 100 𝑃𝐹 = 0.9 
ABC-JOFB 𝑁 = 100 - 
𝜆 = 2.0 PSO-JOFB 𝑁 = 100 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 
SSO-JOFB 𝑁 = 100 𝑃𝐹 = 0.7 
 
表 7-2 設計変数軸上の変化(Case2) におけるアルゴリズムのパラメータ 
 個体数 N 固有パラメータ 共有範囲 
SPSO 𝑁 = 20 
𝑤 = 0.8 
𝑐1 = 𝑐2 = 1.4 
𝑑 = 100 
CPSO 𝑁 = 20 
𝑤 = 0.5 
𝑐1 = 𝑐2 = 1.4 
𝑄 = 2.0 
ABC-ALIS 𝑁 = 20 - 
∆𝑑 = 0.01 
𝑐𝑑 = 0.005 
𝑁𝑙 = 20 
PSO-ALIS 𝑁 = 20 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 
SSO-ALIS 𝑁 = 20 𝑃𝐹 = 0.9 
ABC-JOFB 𝑁 = 20 - 
𝜆 = 2.0 PSO- JOFB 𝑁 = 20 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 








(a) Case1：𝛥𝑓の変化 CaseD の結果 
 
(b) Case2：𝛥𝒙の変化 リサージュ軌道問題の結果 




























































  ALISJOFBメカニズムの組み合わせ検証 
 本節では，ALIS メカニズムと JOFB メカニズムの組合せにより，2 つの継続
変化，「評価値軸上の変化Δ𝑓」と「設計変数軸上の変化Δ𝒙」を網羅した環境に追
従可能か検証する．検証には 4.6 節にて記述した円形配置・円周軌道問題を用い
る．この問題は 4.1 節で記述した円形配置問題と 4.4 節で説明した円周軌道問題
を組み合わせた問題であり，10 個の局所解が円形に配置されそれらが円周上を
等速で移動する．また，比較手法は，3 つの群知能アルゴリズム ABC・PSO・
SSO に ALIS メカニズムと JOFB メカニズム両方を組み合わせた 3 つの手法
ABC-ALISJOFB，PSO-ALISJOFB，SSO-ALISJOFB と単発変化のための従来
手法 CPSO と SPSO を用いる．また，これらのアルゴリズムのパラメータ設定
を表 7-3 に示す．ここで，10 個の局所解の追従と大域的探索のために個体数は
全て 200 体と設定する．また，実験は各アルゴリズムで 30 試行実施し，評価指
標は最適解との距離割合の平均と標準偏差を用いる． 
 この実験の結果を図 7-2 に示す．この図において縦軸は最適解との距離割合
の平均，横軸は各手法，エラーバーは標準偏差，各棒グラフ上部の値は距離割合
の平均値を示している．この結果から，ABC-ALISJOFB，PSO-ALISJOFB，
SSO-ALISJOFB の手法は CPSO と SPSO と比べて良好な結果を示している．
また，全ての手法でマンホイットニーの u 検定を実施し，全ての手法間で有意




表 7-3 ALISJOFB メカニズム検証におけるアルゴリズムのパラメータ 
 個体数 N 固有パラメータ 共有範囲 
SPSO 𝑁 = 200 
𝑤 = 0.8 
𝑐1 = 𝑐2 = 1.4 
𝑑 = 100 
CPSO 𝑁 = 200 
𝑤 = 0.5 
𝑐1 = 𝑐2 = 1.4 
𝑄 = 2.0 
ABC-ALISJOFB 𝑁 = 200 - ∆𝑑 = 10 
𝑐𝑑 = 1 
𝑁𝑙 = 10 
𝜆 = 2.0 
PSO-ALISJOFB 𝑁 = 200 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 






図 7-2 円形配置・円周軌道問題の結果 
 
  ２つのメカニズムの単発変化での総合評価 
2 つのメカニズムの組み合わせの効果と従来の単発変化での性能を検証し，２
つのメカニズムの総合評価を行う．従来の単発変化での比較として，単発変化の
一般的なベンチマーク問題である MPB[Branke, 1999] [Li, 2008] [Li, 2012]で
比較する．提案手法は単発変化であっても最適解を探索し続けるため，非効率的
であるが，単発変化の問題も解くことができる．検証した MPB には 10 個の局
所解の評価値や位置が一定期間毎に変化する．また 1 回の変化ごとに変化傾向








別できる．例えば，この値が 0.1 以下であれば探索空間の 10％ほど最適解と近
づいていたこととなる．これにより各手法が探索空間の大きさと比べてどれほ
ど最適解に近づいたか定量的に比較することができる．また比較手法として，群
知能アルゴリズム ABC， PSO， SSO の 3 つの手法に提案メカニズムである
























PSO-JOFB, SSO-ALIS, SSO-JOFB)と ALIS と JOFB を両方とも組み込んだ手
法 (ABC-ALISJOFB, PSO-ALISJOFB, SSO-ALISJOFB)，従来手法として





𝛥𝑓」に期待できる．また，各手法のパラメータ設定を表 7-4 に示す． 













するためである．また，ALIS メカニズムと JOFB メカニズムを組み合わせた 3
つの手法については，3 つの群知能アルゴリズムで異なる傾向となった．ABC
については ALIS メカニズムと JOFB メカニズムそれぞれのみ組み合わせた手
法(ABC-ALIS と ABC-JOFB)よりも高い性能を示し，PSO については PSO-
ALIS とほぼ同等な結果であり PSO-JOFB よりも良い結果，SSO については
















𝛥𝒙」の特徴はほとんど持たないため，JOFB のみを組み込んだ手法と CPSO の
結果は良好な追従性を発揮できていない． 
 
表 7-4 MPB におけるアルゴリズムのパラメータ 
 個体数 N 固有パラメータ 共有範囲 
SPSO 𝑁 = 100 
𝑤 = 0.8 
𝑐1 = 𝑐2 = 1.4 
𝑑 = 100 
CPSO 𝑁 = 100 
𝑤 = 0.5 
𝑐1 = 𝑐2 = 1.4 
𝑄 = 2.0 
ABC-ALIS 𝑁 = 100 - 
∆𝑑 = 10 
𝑐𝑑 = 1 
𝑁𝑙 = 10 
PSO-ALIS 𝑁 = 100 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 
SSO-ALIS 𝑁 = 100 𝑃𝐹 = 0.9 
ABC-JOFB 𝑁 = 100 - 
𝜆 = 2.0 PSO-JOFB 𝑁 = 100 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 
SSO-JOFB 𝑁 = 100 𝑃𝐹 = 0.7 
ABC-ALISJOFB 𝑁 = 100 - ∆𝑑 = 10 
𝑐𝑑 = 1 
𝑁𝑙 = 10 
𝜆 = 2.0 
PSO-ALISJOFB 𝑁 = 100 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 








(a) T1 (Small Step) 
 
(b) T2 (Large Step) 
 
(c) T3 (Random change) 



































































































(a) T4 (Chaotic change) 
 
(b) T5 (Recurrent change) 
 
(c) T6 (Recurrent change with noisy) 





























































































  メカニズムの限界について 














る必要がある問題については追従できなくなる．これを図 7-3 の ABC-ALIS の
個体数を変化させたときのランダム配置問題 CaseA での結果を用いて説明す
る．図 7-3 (a)は ABC-ALIS の個体数が𝑁 = 50と𝑁 = 100とし，𝑁𝑙 = 10のとき
の最適解との距離の割合の全時間の平均における結果を，図 7-3 (b)は𝑁 = 50に
おける最適解との距離の割合の一試行における時間の推移を示している．ここ
でランダム配置問題 CaseA の局所解の数は 10 個であるため，𝑁 = 100であれ
ば全ての局所解を捕捉可能であるが，𝑁 = 50のときは全ての局所解を捕捉し続












(b) N = 50における追従性の時間推移(一試行) 
図 7-5 ALIS メカニズムの限界について 
 







て説明する．図 7-6 はリサージュ軌道問題における SSO-JOFB の探索結果の推

























































時配車問題である Dynamic Vehicle Routing problem (DVR) [Hemert, 2004] 
[Hanshar, 2007], 携帯端末を用いたアドホックネットワーク構築問題である
Mobile Ad hoc Networks problem (MAN) [Yang, 2010], カメラ映像から現在地


























資源などを消費に合わせて分配する Dynamic Economic Dispatch problem 
(DED) [Niknam, 2013], PID などの最適制御[Gaing, 2004]，自動運転車の行動
最適化などがあげられる．これらの問題は，DVR・MAN・DED のように集団













































このように ALIS メカニズムと JOFB メカニズムを組み合わせることで動的経
路プランニング問題を効果的に解くことが期待できる． 
ここで，本節での実験に用いる動的経路プランニング問題について，問題の 3










れる．ここで，ロボットの移動速度の上限は 1.0 [m/s]，下限は-0.5 [m/s]となり，
方向転換の上限下限は±40°となる．次に，この問題の評価指標は 2 つ設定す





比較手法として，この問題の一般的な手法である Dynamic Window Approach 
(DWA) [Fox, 1997]と比較する．提案手法としては，PSO に ALIS メカニズムと
JOFB メカニズムを組み込んだ PSO-ALISJOFB を適用する．また，PSO-






図 7-7 動的経路プランニング問題の初期位置 
 
表 7-5 動的経路プランニング問題におけるアルゴリズムのパラメータ 
 個体数 N 固有パラメータ 共有範囲 
PSO-ALISJOFB 𝑁 = 100 
𝑤 = 𝑐1 = 0.01 
𝑐2 = 1.0 
∆𝑑 = 0.050 
𝑐𝑑 = 0.025 
𝑁𝑙 = 10 






 この動的経路プランニング問題の実験結果を図 7-8 (a - b) に示す．まず，図 
7-8 (a)はDWAと PSO-ALISJOFBそれぞれの手法についてロボットがゴールに到
達するまでの時間を縦軸に示している．また，それぞれのエラーバーはその四分















の結果により別の位置に移動している．また，図 7-9 (a)と図 7-9 (b)の 2 つの図
は DWA と PSO-ALISJOFB の中央値の結果における軌跡をそれぞれ示している．




として効果的な行動とは言えない．一方で，図 7-9 (b)に示した PSO-ALISJOFB
の軌跡については，DWA と同様に障害物への回避行動として旋回行動をしてい




て DWA の軌跡が滑らかな曲線を描いているのに対し，図  7-9 (b)の PSO-
ALISJOFB の軌跡は短く歪んだ曲線となっている．これは JOFB メカニズムに
より，近傍の障害物の移動に反応し徐々に経路を微調整した結果と言える．この






















































(a) DWA の軌跡 
 
(b) PSO-ALISJOFB の軌跡 















第 5 章では，評価値軸上の変化Δ𝑓に対応するための 2 つのメカニズムを提案
した．1 つは探索個体の探索範囲の限定とその範囲の個体数を制限することで複
数の局所解を探索し続けることが可能とするメカニズムであり，これを LIS メ
カニズムと称した．もう 1 つは，LIS メカニズムの探索範囲を個体ごとに探索
する環境にあわせて適応的に調整するメカニズム，ALIS メカニズムを提案した．
これら 2 つのメカニズムを群知能アルゴリズムの 1 つである ABC に組み込み，












次に，第 6 章では，設計変数軸上の変化Δ𝒙に対応するための 2 つのメカニズ
ムを提案した．1 つは，最良個体に近づくように探索するのではなく，その向こ
う側も範囲に入れて探索することで，最適解の変化する方向を探索可能とする






ズムと称した．これら 2 つのメカニズムとそれらを組み合わせた JOFB メカニ
ズムについて群知能アルゴリズムである SSO と PSO に組み込み，その性能を
検証するために 4 章で説明した 5 つの問題のうち 2 つ（円周軌道問題，リサー
ジュ軌道問題）に適用した．まず，円周軌道問題において，SSO に JO メカニ




合には FB メカニズムは追従性を喪失し，JO メカニズムは大きく追従性が減少
した．一方で，JOFB メカニズムについてはどちらの移動速度であっても一定の
追従を維持可能であることが明らかになった．次に，リサージュ軌道問題におい




かになった．また，JOFB メカニズムを組み込んだ 2 つのアルゴリズムが最適
解の移動速度と移動方向が一定でない問題においても設計変数軸上の変化Δ𝒙に
追従可能であることが明らかになった． 
最後に，第 7 章では，評価値軸上の変化Δ𝑓への追従のための手法である ALIS
メカニズムと設計変数軸上の変化Δ𝒙への追従のための手法である JOFB メカニ
ズムについて，(1)それぞれ逆の変化に対する追従性の検証，(2)2 つの変化が同
時に発生する問題における ALIS メカニズムと JOFB メカニズムの組み合わせ
による追従性の検証，(3)単発変化への追従性の検証，(4)それぞれの追従性の限
界調査，(5)実問題である動的経路プランニング問題での検証の 5 つを実施した．





として円形配置・円周軌道問題に ABC，PSO，SSO の 3 つのアルゴリズムに
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