In speech recognition, not just the accuracy of an automatic speech recognition application is important, but also its speed. However, if we want to create a real-time speech recognizer, this requirement limits the time that is spent on searching for the best hypothesis, which can even affect the recognition accuracy. Thus the applied search method plays an important role in the speech recognition task, and so does its efficiency, i.e. how quickly it finds the uttered words. To speed up this search process, various ideas are available in the literature: we can use search heuristics, multi-pass search, or apply a family of aggregation operators. In this paper we test all these methods in turn, and combine them with a set of other novel speed-up ideas. The test results confirm that all of these techniques are valuable: using combinations of them helped make the speech recognition process over 12 times faster than the basic multi-stack decoding algorithm, and almost 11 times faster than the Viterbi beam search method.
Introduction
The speech recognition task is a field in artificial intelligence with high computational demands, so it is very important to make efficient use of the available CPU time. This is especially true if we would like to construct a real-time speech recognition application with a good recognition accuracy. This efficiency strongly depends on the effectiveness of the search process, and it is also heavily investigated (Ney and Ortmanss 2000; Kanthak et al. 2002) , which is why this paper is devoted to this particular issue.
To speed up the search process, various ideas are available in the literature: we can do a multi-pass search (Schwartz et al. 1996) , apply search heuristics (Gosztolya et al. 2003) , or try out other similar ideas. However, if we were to improve the recognition accuracy by methods not requiring additional computational time, we would have more room to achieve a speed-up while maintaining the same level of accuracy. This is what we decided to do. We experimented with a family of aggregation operators (Gosztolya and Kocsor 2004; Dubois and Prade 2000) used for calculating hypothesis probabilities.
The structure of this paper is as follows. First, we define a standard speech recognition framework. Second, we describe the speed-up improvements used along with the search process. After the experiments and test results are discussed, and then we draw some conclusions.
Search spaces in speech recognition
In speech recognition problems we have a speech signal represented by a series of observations A = a 1 a 2 . . . a t , and a set of possible phoneme sequences (words or word sequences) which will be denoted by W . Our task is to find the word or word sequencê w ∈ W defined bŷ
which, using Bayes' theorem, is equivalent to the following maximization problem:
Further, noting the fact that P (A) is the same for all w ∈ W , we have that
Speech recognition models can be divided into two groups-the discriminative and generative onesdepending on whether they use (1) or (3). Throughout this paper we will apply the customary, generative approach (Jelinek 1997) , but all of the tested improvements and ideas in this paper can be applied both in discriminative and generative environments.
Unified view
Both the generative and discriminative models exploit frame-based and/or segment-based (Ostendorf et al. 1996) features, and this fact allows us to have a unified framework of the Hidden Markov model and segmentbased recognition techniques. We should emphasize here that this theoretical model covers all the common speech recognition models, thus the methods described in this paper are also applicable to each model. First, let us give a brief outline of this framework along with the generated hypothesis structure. Let us commence with some definitions. Let us define w as o 1 o 2 . . . o n , where o j is the j th phoneme of word w. Furthermore, let A 1 , A 2 , . . . , A n be nonoverlapping segments of the observation series A = Fig. 1 Scheme of the recognition process with the two distinct levels (g 1 and g 2 ) a 1 a 2 . . . a t , where A j = a t j −1 . . . a t j , j ∈ {1, . . . , n}. An A j segment is defined by its start and end times and is denoted by
. . , A n we collect the time indices corresponding to each segment into a vector T n = [t 0 , t 1 , . . . , t n ] (1 = t 0 < t 1 < · · · < t n = t). We make the conventional assumption that the phonemes in a word are independent so that P (A|w) can be obtained from P (A 1 |o 1 ), P (A 2 |o 2 ), . . . , P (A n |o n ) in some way. To calculate P (A|w), various aggregation operators can be used at two distinct levels. In the first one the P (A j |o j ) probability values are supplied by a g 1 operator, i.e.
which provides an overall measure that tells us how well the A j segment represents the o j phoneme based on local information sources. In the second one, another operator (g 2 ) is used to construct P (A|w) using the probability values P (A 1 |o 1 ) , . . . , P (A n |o n ) (see Fig. 1 ).
Frame-based approach
The well-known Hidden Markov Model (HMM) (Rabiner and Juang 1993) is basically a frame-based approach, i.e. it handles a speech signal frame by frame. Usually a Gaussian Mixture Model (GMM) (Duda and Hart 1973 ) is applied to compute the P (a l |o j ) values (for delta and delta-delta features neighbouring observations are also required) and for the A j segment the
