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Abstract 
Baiten, E.A., Improving recursive functions by inverting the order of evaluation, Science of 
Computer Programming 18 (1992) 139-179. 
The paper presents a synthetic view of transformations that invert the order of evaluation of 
recursive functions. Techniques for linear recursive functions are presented. A consideration of 
stacks motivates the introduction of a general control structure for tabulation. Several transforma- 
tions for tree-like recursive functions are given. 
1. Introduction 
In the last decade, transformational programming has proved to be an appropriate 
methodology for developing correct programs (see, e.g. [21,29]). The essence of 
this methodology is the derivation of (efficient) programs from forma1 specifications 
by applying semantics preserving transformations, i.e. applying transformation rules 
that result in programs that are semantically equivalent or more defined and deter- 
minate (descendant or rejinement). An overview of the transformational method can 
be found in [29]. 
An important research topic in transformational programming is the identification 
of relevant transformation strategies. Feather argues in his survey paper [21] that 
little is known about transformational programming on the strategic feuel, and 
proceeds to describe a large number of so-called transformation tactics, like fusion, 
filter promotion, precomputation. We follow Pettorossi (and others) by calling these 
tactics strategies. Thus, our definition of a transformation strategy is: a larger 
* This research has been sponsored by the Netherlands Organization for Scientific Research (NWO), 
under grant NF 63/62-518 (the STOP-Specification and Transformation Of Programs-project). An 
earlier account of much of this research was given in [7] and partially in [El. 
0167-6423/92/$05.00 0 1992-Elsevier Science Publishers B.V. All rights reserved 
140 E.A. Boifen 
which can be described 
level. 
Several useful strategies 
(Bird [5]) and finite differencing (Paige and Koenig [28]). Many 
so-called algorithm theories Smith and This 
describes inverting the order of evaluation, which has 
been the subject of a respectable body of research. No general framework, however, 
has been presented yet to put together the large number of individual transformation 
rules that have been developed. 
Informally speaking, inverting the order of evaluation is a transformation on 
recursive functions that results in functions that use the same arguments but evaluate 
them in an inverted order. Several specific transformation rules for inverting the 
order of evaluation have been described. Cooper [ 161 inverted the order of evaluation 
of the factorial function. Cohen presented a number of transformation rules for 
classes of tree-like recursive functions in [15]. The same kind of analysis can also 
be used for finding linear recursive definitions of these functions. Pettorossi used 
the tupling strategy for linearizing many of Cohen’s and other examples in [35], as 
did Harrison (in an FP-setting) in [22]. Finally, also the well-known implementation 
of recursion by stacks is strongly related to inverting the order of evaluation (Bauer 
and Wiissner [3], Pepper and Partsch [32]). 
This paper attempts to provide more insight into this strategy by giving a structured 
overview of all these techniques and showing their relationship with other techniques. 
Furthermore, the range of applicability of many of the transformation rules is 
widened by presenting them in a more general form. 
2. Inverting the order of evaluation 
Consider a linear recursive function, i.e. a function f such that f(x) is defined in 
terms of x and possibly f( K (x)) f or some expression K. For a certain initial value 
x0, the evaluation of f(x,) causes a number of recursive calls f(x,),f(xJ, . . . with 
X - K(xi). Also, iff is well-defined, and thus terminates, this number of recursive ,+I - 
calls is finite, say rn. Our goal is then to find a function f' which computes the same 
value as J; that is also linear recursive with f’(x) defined in terms of x and possibly 
f’( K’(x)). Furthermore, the sequence of calls off’ for computing f(x,J is required 
to be f’(x,),f’(x,-,), . . . ,f’(x,). This will be elaborated in Section 4. 
For linear recursive functions, the technique of inverting the order of evaluation 
aims at the improvement of their efficiency, mainly with respect to execution time. 
Inverting the order of evaluation as described above may improve efficiency in 
several ways. The resulting function may have a tail-recursive structure, which means 
that it can immediately be transformed into a loop. Also, the intermediate results 
of the computation may be different or computed in a different order. This may 
enable optimization by way of finite differencing [28] or similar techniques. An 
example of this can be found in [9]. 
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For tree-like recursive functions, i.e. functions f such that f(x) is defined in terms 
of x and f(K,(x)), . . K,(x)) for some finite n 2 2, inverting the order of evalu- 
ation shows a more definite improvement. In that case, the evaluation structure of 
f is not linear, but has a tree shape. Generally, some arguments to f occur at several 
places in one such tree. The transformation rules described in Section 7 eliminate 
such multiple evaluations of identical function calls by introducing a linear recursive 
function that traverses the tree in some bottom-up fashion. 
The next section introduces the language used, and some special notations. In 
Section 4 a variant of Cooper’s inversion of the factorial function is described, and 
a very general version of this transformation is presented. 
In Section 5, stacks are introduced in order to show that inverting the order of 
evaluation is, in principle, always applicable to linear recursive functions. This gives 
a new perspective on the preceding results. 
Section 6 prepares for the treatment of tree-like recursive functions by replacing 
stacks by a general control structure (remember/recall) that can be implemented in 
various ways. Section 7 presents a number of direct inversions of tree-like recursive 
functions. General “common generator” and “commutative periodic redundancy” 
rules, based on those of Cohen [15], are given. A new rule for “bounded disjoint 
generations” is introduced. Finally, we consider a new general tabulation rule, using 
compatible orderings. Section 8 discusses the tupling or linearization strategy, which 
may be applied to certain tree-like recursive functions yielding linear recursive ones. 
It is shown how it can be applied to several of the classes of functions described 
in the preceding section. From this, some general heuristics are derived. In Section 
9 a final comparison with other approaches is made and conclusions are presented. 
3. Language and notation 
The results are presented in a functional language, similar to CIP-L [2]. Most of 
its constructs used in the sequel are self-explanatory. As in CIP-L, the semantics is 
strict and call-by-value. In this paper, types of functions, arguments, etc., will be 
omitted when they are clear from the context. It is assumed that all expressions, 
functions, etc., are defined and deterministic [2] on their domains. Note that this 
implies in particular that functions terminate. 
The functions considered here are of the form: 
(3.1) S(x: Q(x)) =if T(x) 
then H(x) 
else E(x,f(K,(x)), . . . AK(x)>) fi. 
The predicate Q(x) restricts the domain of f to those elements that satisfy Q. 
T(x), H(x), and Ki(x) (for iE [l..n]) are expressions not defined in terms off: In 
case n = 1, we simply write K(x) instead of K,(x). The Ki functions will be referred 
to as descentfunctions (cf. [15]). Because arguments may be tuples, and expressions 
may contain conditionals, this describes a large class of recursive functions. Also, 
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many functions that use different control structures can be brought into the above 
form. 
Example 3.1. As an example of a function of the form (3.1), consider the well-known 
Fibonacci function, defined by: 
(3.2) jb(x:xZO)=ifxSl 
then 1 
elsej%(x - 1) +jb(x -2) fi. 
The notation f”(x), n 2 0, denotes the n-fold application off to x, i.e.: 
f O(x) = x, 
f”(x) =f(S”-‘(x)) for n 2 1. 
The function g-’ denotes the inverse of g, provided that it exists. (g-‘)k(x) is 
abbreviated to g-“(x). 
An important notion throughout this paper is the dependency relation between 
function calls. We say that argument x depends on argument y for function A 
denoted by x tfy, if the value f(y) is evaluated in order to determine the value of 
f(x). Although this description suffices for our purposes, we give a formal definition 
in order to show that these dependency relations have an operational interpretation, 
and can therefore be included in the program text. The operators n and V denote 
sequential conjunction and disjunction, respectively. 
Definition 3.1. For a function f defined by a scheme 
f(x : Q(x)) = if T(x) 
then H(x) 
else E(x,f(K,(x)), . . . ,f(K(x))) fi 
the dependency relation +, is defined by 
x~fY=Q(x)~(x=yV(1T(x)n3iE[1..n]:K,(x) +-,v)). 
Lemma 3.1. For any defined and deterministic jiinctionfof scheme (3.1), the relation 
+-,. constitutes a partial ordering on the set {x 1 Q(x)}. 
Proof. In order to prove that ef is a partial ordering, we have to prove reflexivity, 
transitivity and antisymmetry of tf‘. From the verbal description, it is clear that 
these properties hold. A complete formal proof is given in [7]. 0 
Inuerting the order of eualuation 143 
Often, computationally more efficient expressions for the dependency relation +, 
can be derived. As an example, the following holds according to Definition 3.1: 
xt,,y~x~OA(x=yO(x>10(x-1 +fibyVX-2+,fihy))), 
whereJib is as defined above. It can even be simplified to the following non-recursive 
expression: 
4. Linear recursive functions 
This section considers a particular subset of the functions of scheme (3.1), viz. 
those where n, the number of recursive calls in the body, equals 1. We call these 
linear recursive functions (thus avoiding the need to refer to “comb-shaped reduction 
graphs” or “executing in linear time with respect to the magnitude of its argument” 
Pm. 
Introducing some more terminology, a function of scheme (3.1) is said to be 
tail-recursive (or iterative) when E (x, y) = y. The notion of tail recursion is important 
because the recursive function 
(4.1) S(x) = if T(x) 
then H(x) 
elsef(K(x)) fi 
can be considered as “just a different notation” for the loop 
(4.2) while not T(x) do x := K(X) od; 
return H(x), 
thus providing the link with the imperative language level. 
Following a longstanding tradition, we use as an example the (obviously linear 
recursive) factorial function, defined here by: 
(4.3) fact( x : x 2- 0) = if x = 0 
then 1 
else x xfuct(x - 1) fi. 
The factorial function was the starting point for Cooper’s pioneering work on 
changing the recursion structure of linear recursive functions [16]. He presented 
several iterative versions of the factorial, exploiting algebraic properties of the 
operators involved (commutativity and associativity of multiplication, invertibility 
of addition). From these, general transformation rules were derived. Many similar 
rules have since been presented, most notably by Bauer and Wiissner [3] (whose 
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treatment of linear recursion strongly influenced ours), and by Arsac and Kodratoff 
[ 11. Note, however, that many of the transformation rules in the literature that use 
the factorial function as their prime example are not concerned with inverting the 
order of evaluation, but with accumulation (i.e. adding a parameter that accumulates 
the function result, exploiting associativity of E in scheme (3.1)) [5, lo]. 
We will start by presenting a transformation rule that inverts the order of evaluation 
of the factorial function. By gradually relaxing the applicability conditions, a more 
general rule is obtained that is applicable to a large class of functions. 
As was mentioned in the Introduction, it is our intention to find a function that 
uses the same arguments in an inverted order. This excludes Cooper’s rules, since 
those of his rules that may be said to invert the order of evaluation also add 
arguments that accumulate the function result. It general, this is useful, because 
this usually results in tail recursion. Here, however, we wish to maintain the 
distinction between the accumulation and inversion techniques, in order to study 
them separately. 
In order to informally motivate the transformation rule to be presented, consider 
an inverted computation of the factorial function fact for argument x. First, it is 
clear that it should start with argument 0, since this is the last argument in any 
evaluation of fact. If x is also 0, we are ready and should return 1. Generally, let 
us take as an invariant that all factors up until the current argument have already 
been incorporated into the result. So, if x is not 0, we have to incorporate the next 
factor-that should be the next argument, since the current one had already been 
incorporated. Thus we have 
(4.4) j&(x :x 2 0) =fact’(O) 
where 
fuct’(y:y30)=ify=x 
then 1 
else(y+l)xfuct’(y+l)fi. 
In order to obtain a general transformation rule from this, the assumptions used in 
the reasoning above have to be made explicit. These are the following: 
l every computation of fact(x) ends with the computation of fact(O), which can 
be expressed using the function call dependency relation +.+< as 
T(0) A Vx : x +-,o,, 0; 
l it is immediately clear which is the “next” argument in the inverted evaluation, 
i.e. K is invertible; 
l it does not matter in which order the “factors” are “incorporated”, i.e. the 
binary operation E is (left-)commutative. 
Consequently, we have the following rule. Note that the conditions have been 
restricted to arguments in the domain of the function. 
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f(x: Q(x)) = if T(x) 
then H(x) 
else E(x,f(K(x))) fi 
--f[ 
T(c) r\vx: Q(x)*x +fC 
(Q(x) A lT(X))JK’(K(X)) =x 
(O(x) A Q(y))=+E(x, E(Y, 2)) = E(Y, E(x, ~1) 
fb : O(x)) =f’(c) 
where 
f’(y:Q(y))=ify=x 
then H(c) 
else E(K-‘(Y)J’(K-‘(Y))) fi 
Proof. Rename f in the input scheme to fi , in the output scheme to fi. Let 
m, = min m’: c = K”‘(x). 
The existence of m, is guaranteed due to definedness off: From the condition on 
c, it follows that m, is the number of recursive calls to fi in the evaluation of f,(x). 
The subscript in m, will be omitted when x is clear from the context. 
Lemma 4.1. If lT(x), then 
f2(x) = E(KmP’(x), E(K’+*(x), . . . , E(x, H(c)). . .)). 
Proof. By m - 1 times unfolding f’, using invertibility of K. 0 
We now prove the transformation rule by induction on m,. 
Basis. m, = OJc = x, thus f,(x) = H(x) and f?(x) = H(c) = H(x). 
Induction step. Let m, = a + 1, then 
f,(x) 
= {unfoldf,} 
E(x,f,(K(x))) 
= {induction hypothesis} 
E(x,f,(K(x))) 
= {Lemma 4.1) 
E(x, E(K”(x), E(KUP’(x), . . . , E(K(x),H(c)) . ..))) 
= {left-commutativity of E, a times} 
E(K”(x), E(K”-‘(x),. . . , E(K(x),E(x, H(c))) . ..)) 
= {Lemma 4.1) 
h(x). q 
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By relaxing the conditions on the above rule, more general transformation rules 
are obtained. This already follows from the proof above: apart from left-commuta- 
tivity, only the existence of m, and the validity of Lemma 4.1 are used. 
A trivial generalization is the one where c is determined in the transformed 
program instead of in the applicability conditions. This can be seen in the proof 
above, where we could also have used m, = min m’: T(K”‘(x)), thus eliminating 
the need for a globally defined c. Instead, the following definition can be added to 
the where-clause: 
c = that c’: T(c’) A x +-, c’. 
The rule thus obtained is applicable to the function facthalf; defined by 
(4.5) fuct(x)=ifx2 1 
thenfucthalf(x) xfucthulf(x - 1) 
else 1 fi 
where 
fucthulf (x : x ZO)=ifxGl 
then 1 
else x x facthalf (x - 2) fi 
whereas Transformation 4.1 is not. The last argument in the evaluation offucthuZf(x) 
is 0 or 1, if x is even or odd, respectively. So, one c such that the evaluation always 
ends with fucthulf(c) does not exist-if x is known, however, the correct value for 
c can be chosen. This may seem an artificial example; it plays a crucial role, however, 
in the derivation of a new factorial algorithm in [9]. 
Another generalization is concerned with the inverse of K. In short, it is not 
necessary for K to have an inverse-in concrete cases, a generalized inverse can 
always be found. 
The existence of an inverse K-’ was required because the value z such that 
K(z) = y needs to be determined. In general, there may be multiple values z such 
that K(z) = y. In the computation of f(x) for one particular x, however, only one 
of those values actually occurs as an argument off (otherwise, from determinacy 
of K it follows that f may not terminate for some arguments, and thus be undefined). 
This already yields a descriptive specification of the generalized inverse, which we 
also call Km’ (it has the x mentioned before as an extra parameter): 
(4.6) K-‘(x,y:3j>l:y= K’(x)) 
=that z:(lT(z)~ K(z)=y~x+--lz). 
In concrete cases, efficient operational versions of K -’ can be derived, in particular 
if x trz can be expressed non-recursively. Even though that-expressions are not 
operational, K -’ can always be computed, as was shown by Paterson and Hewitt 
[31]. They determine K-‘(x, y) by computing all arguments K’(x) for i = 1,. . . , j 
such that K’(x) = y. Such a j always exists, because y occurs as an argument to f 
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in the evaluation of f(x). The argument that precedes the argument y in the 
computation of f(x) is K ‘-l(x). Thus we have 
K -.’ PdtHew(~, y : 3j 2 1: y = K’(x)) = if y = K(x) 
then x 
else KFk&K(x), Y) fi. 
Note that the computation of K &+.,, may be relatively expensive. 
Altogether we have the following rule. 
Transformation 4.2. 
f(x : Q(x)) = if T(x) 
then H(x) 
else E(x,f(K(xI)) fi 
[(O(x) A Q(Y))JE(X, E(Y, Z))‘E(Y, E(x, z)) 
1 
fb : o(x)) =f’w 
where 
f’(y:Q(y))=ify=x 
then H(c) 
else E(K-‘(x, y),f’(K-‘(x, ~1)) fi, 
c = that c’ : T( c’) A x cf c’, 
Kp’(x,y)=thatz:lT(z)r\ K(z)=y~x +z. 
An example function that can be inverted using Transformation 4.2 is the function 
ff (cf. [9]), defined by: 
(4.7) ff(x)=ifx=O 
then 1 
elsefucthalf(x-1+(x mod2)) ~2”~xf’(x/2). 
Note that K(x) = x/2, and thus K does not have an inverse. In the derivation in 
[9], an efficient definition for the generalized inverse K -‘(x, y) is derived by embed- 
ding with the value n such that y = x/2”. On the machine language level, K-’ can 
thus be implemented by gradually shifting a value into a register. 
With these two generalizations, only left-commutativity of E is left as an applica- 
bility condition. An obvious generalization of Transformation 4.2 that discards 
left-commutativity of E does not exist. In order to present a rule without applicability 
conditions, we return to one of Cooper’s rules, and generalize it with the steps that 
led from Transformation 4.1 to Transformation 4.2. The result of this reasoning is 
captured in the following rule, where inverting the order of evaluation is combined 
with result accumulation. 
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Transformation 4.3. 
f(x : Q(x)) = if T(x) 
then H(x) 
else E(x,f(K(x))) fi 
T 
f(x: O(x)) =f’(c, H(c)) 
where 
f’(y,z:Q(y))=ify=x 
then z 
elsef’(K-‘(x, y), E(K-‘(x, Y), ~1) fi, 
c = that c’ : T( c’) A x ef c’, 
K~‘(x,y)=thatz:~T(z)r,K(z)=y~x~,z. 
For more recursion structure changing transformations for linear recursive func- 
tions, the reader is referred to e.g. [3]. 
5. Stacks for linear recursion 
Often, in transformational developments, it is not immediately clear how more 
operational improvement can be obtained. In those cases, it can be useful to consider 
the program from a different perspective by explicitly representing information that 
is only implicitly present in the program. An example of this is given by Wand [37], 
who describes optimizations obtained by first introducing continuations, and then 
replacing them by efficient representations. 
In this section, we make explicit the usual implementation of recursion by stacks. 
First, we present a transformation rule that introduces stacks. Then, the results of 
the preceding section are considered from that viewpoint. Finally, we prove the 
transformation rule. 
5.1. Introducing stacks 
Informally, the transformation rule below works as follows. First, a stack of all 
arguments that occur in the evaluation of f(x) is constructed. Then, f is applied to 
all values in that stack, resulting in a stack of results. The top of this stack corresponds 
to f(x), since x is the first element to be put on the argument stack, and thus f(x) 
appears last on the result stack. 
We assume we have a data type stack(M) for any type M with associated sort 
Mstack and the usual operations empty, push, pop and top. The empty stack is 
denoted by empty. Then we can express the following transformation rule. 
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Transformation 5.1. (For clarity, complete type information is given here.) 
f(m x : Q(x))n = if T(x) 
then H(x) 
else E(x,f(K(x))) fi 
+ 
f(m x : O(x))n 
= @4fres(f~rf&, empty), empty)) 
where 
fargs(m x, mstack s)mstack 
= if T(x) 
then push (x, s) 
elsefargs(K(x), push(x, s)) fi, 
fres(mstack args, nstack res)nstack 
= if empty (args) 
then res 
else fres( pop( args), push( newres, res)) 
where n newres = if T( top (args)) 
then H( top(args)) 
else E(top(args), top(res)) 
fi 
fi. 
The reader who is convinced of the correctness of this rule can safely skip the 
proof of this rule in Section 5.3. 
5.2. The stacks viewpoint of inversion 
There are a number of points to be made about the above transformation. 
First, two simplifications are possible, but omitted for presentation purposes. A 
trivial one is that it is not necessary for the intermediate results to be put on a 
stack-the result stack only grows, and only the top element is ever accessed. Thus 
a single variable suffices. The transformation is given with a stack, however, to stress 
the similarities between the treatment of arguments and results, and to facilitate the 
generalization to tree-like recursive functions in Section 7. Another optimization is 
that the test T( top( args)) will return true exactly once, viz. for the first argument. 
Thus, by unfolding fres and appropriate simplifications this test can be eliminated. 
In a sense, Transformation 5.1 makes explicit the traditional implementation of 
recursion via stacks. In “real” implementations, however, usually the two stacks 
are combined. 
More importantly, there is a strong relation with the techniques described in 
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Section 4. Batter and Wossner [3] motivate the introduction of stacks as a tabulation 
of Paterson and Hewitt’s K-’ function. Indeed, in the special case that K is an 
invertible function, the argument stack in Transformation 5.1 can be eliminated, 
since the value directly below the top can be obtained by applying K-’ to the 
current top. In Transformations 4.1 and 4.2, the condition on E implies that the 
function computes the same result for an inverted stack. The value c in those 
transformations is the top of the argument stack. In Transformation 4.1, it is fixed 
for all arguments, whereas in Transformation 4.2 it can be directly determined from 
the argument to the function J: 
There is yet another view of stacks in this context. Bauer and Wiissner [3] present 
a slightly different inversion rule using stacks. That rule can be transformationally 
derived by introducing an argument stack as an extra parameter. This implies that 
an inverse for the new K exists, using pop(push(x, s)) =x. By applying inversion 
to that function, a general inversion rule using stacks is obtained. 
Technically, it is also possible to prove Transformation 5.1 along similar lines, 
using a series of embeddings and Transformation 4.3. The proof presented in the 
next section, although less mechanical, provides more insight in the transformation 
rule, however. 
5.3. Proof of Transformation 5.1 
The proof proceeds as follows. Since we want to prove a lemma (viz. the definition 
off in terms of fres and fargs in Lemma 5.2) that cannot be easily proved from 
these functions as defined in Transformation 5.1, new definitions for fres and fargs 
are given. From these new definitions, the lemmas are proved. Then, the new versions 
of fres and fargs are shown to be equivalent to those in Transformation 5.1 by 
simple unfold-fold derivations. Finally, the output scheme of Transformation 5.1 
is derived using the lemmas. 
Note that stacks are defined by the following mode-declaration [29]: 
mode mstack = empty 1 push (m top, mstack pop). 
This definition implies the usual axioms for stacks, viz. 
top(push(x, s)) =x, 
pop(push(x, s)) = s. 
A number of functions on stacks are defined. For all m x, y, mstack s, t, (m)nf: 
empty(empty) = true, 
empty(push(x, s)) = false, 
push(x,s)-Ht=push(x,sStt), 
empty +t t = t, 
madA empty) = empty, 
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map(_t wh(x, s)) =push(f(x), mq(“t s)), 
reu(empty) = empty, 
rev(push(x, s)) = reu(x) ttpush(x, empty), 
Zength(empty) = 0, 
length(push(x, s)) = length(s)+ 1. 
The definitions of the auxiliary functions @es and fargs in Transformation 5.1 can 
be viewed as “optimized” versions. In order to facilitate the proofs of the theorems 
below, the following definitions of these functions are assumed. These versions will 
be shown to be equivalent to those in Transformation 5.1. 
(5.1) fres(mstack args, nstack res)nstack 
= rev( mup(f, args)) -H res, 
furgs(m x, mstack s)mstack 
= if T(x) 
then push (x, empty) 
elsefargs(K(x), empty) +tpush(x, empty) fitt s. 
Lemma 5.1. Let s =furgs(x, empty). Then Vn : 1 G n G length(s): 
W(poP”-‘(s)) = K(top(pop”(s))). 
Proof. This can be proved by induction on length(s). 0 
Lemma 5.2. For all x in the domain off, we have 
f(x) = top(fres(fargs(x, empty), empty)). 
Proof. This follows from the definitions of fres and fargs, in particular the fact that 
top(rev(furgs(x, empty))) =x. Cl 
Now a recursive definition for fres is calculated: 
_fres(mstack args, nstack res)nstack 
= rev(mup(f, args)) St- res 
= {case introduction: empty(args)} 
if empty( args) 
then rev(map(f, args)) -I+ res 
else rev( map(f, args)) tk res fi 
= {instantiate args, map, rev, it in branches} 
if empty( args) 
then res 
else(rev(mup(f,pop(args)))Stpush(f(top(args)),empty))Stres fi 
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= {associativity +t , definition it} 
if emptv( args) 
then res 
else rev(mup(f;pop(args)))+push(f(top(args)), res)fi 
= {fold fres, unfold f} 
if empty( urgs) 
then res 
else fres(pop(args), push(newres, res)) 
where 
x = top(urgs), 
newres = if T(x) 
then H(x) 
else E(x,f(K(x))) fi 
f4 
and also for furgs: 
furgs (m x, mstack s)mstack 
= if T(x) 
then push (x, empty) 
elsefurgs(K(x), empty)ttpush(x,empty)fitts 
= {distribution of conditional over ‘H} 
if T(x) 
then push (x, empty) +t s 
else (furgs(K(x), empty) +push(x, empty)) tts fi 
= {associativity tt, definition tt} 
if T(x) 
then push(x, s) 
elsefurgs(K(x), empty) *push(x, s) fi 
= {unfold furgs, distributivity, properties tt, fold furgs} 
if T(x) 
then push(x, s) 
elsefurgs(K(x),push(x, s)) fi. 
In the final step, fres is optimized by replacing the value of the recursive call to f 
by the top of the result stack so far. Technically, this is done as follows. A function 
fres’ is defined to be equal to fies, and is augmented with the assertion: 
iernpfy(res) * top(res) =f(K(top(urgs))). 
The initial call to fies (with res = empty) trivially respects this property. Using 
Lemma 5.1, it can be proved that the recursive call in fres maintains the assertion. 
This proves that fres’ is equivalent to fres (in context), and thus the assertion may 
be added to fres. This allows optimization of fres by replacing f (K (x)) by top( res). 
Unfolding the definition of x in fres then yields the output scheme of Transformation 
5.1, and thus the validity of the rule is proved. 0 
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6. More general storage of results 
The previous section showed how inversion techniques could be explained in 
terms of the implementation of linear recursion by stacks. The invertibility of stacks 
proved to be an important prerequisite for this. 
Although tree-like recursion can also be implemented by stacks, the fact that a 
temporal ordering must be imposed on the evaluation of recursive calls makes this 
conceptually less interesting. Also, devising protocols to determine where the results 
of recursive calls can be found on the stack is not a trivial task. (This so-called 
o&t problem is even more apparent in the case of attribute evaluation during 
parsing, where the parse tree is not actually built but all information is stored on 
the stack [24,27]). 
What is also important is that the natural data structure for tree-like recursion, 
i.e. the tree, is not invertible-inverting a tree results in a cactus stack, i.e. a data 
structure with multiple entry points, as used e.g. in the implementation of back- 
tracking. 
Another important point is that, in argument stacks, every argument occurs only 
once (due to definedness of the function), whereas in argument trees values may 
occur more than once. On an abstract level, much of the gain of inverting the order 
of evaluation of tree-like recursive functions comes from compressing argument 
trees into argument DAGs (directed acyclic graphs) [15]. 
For these reasons, stacks will not be used in the subsequent section. Function 
calls will be evaluated during a linear traversal of the argument DAG, since we are 
mainly concerned with sequential evaluation. The results of recursive calls will be 
stored using a form of dynamic binding, to be described below. Informally, the 
remember and recall constructs defined below do as they say: computed results are 
remembered, and if something has been computed and remembered, it can be 
recalled. 
Thus, we introduce two kinds of auxiliary expressions, referred to in this section 
as “REM" and “REC": 
REM(~, I$, E,, E2) : rememberf(E,) is E, in E2 ni, 
REC(A E): recallf( E). 
Here, E, I&, E,, and E2 denote arbitrary expressions of the appropriate types; f 
denotes an arbitrary identifier. 
A formal semantics for these constructs could be given in the style of the CIP 
language definition [2], or similarly to the semantics of memoization given by 
Pettorossi [34]. A later paper [ll] will deal with these issues; for the presentation 
of our results the following description should suffice. 
Since REM and REC can be viewed as expressions with side-efects, the easiest way 
of understanding these constructs is an imperative one. Assume, for function f; the 
existence of a global array store,. 
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The expression REM(J; Eo, E,, EJ d enotes the value of E,, evaluated in a context 
where REC(~ El denotes the value of E, whenever E and E, are equivalent. So the 
sequential interpretation of REM(~; E,, E,, E2) is 
store,[ E,] := E, ; E,, 
and the interpretation of REC(~; E) is 
storq[E]. 
Note that this is an interpretation of REM and REC, not a semantics. E.g. the 
semantics of Rat-expressions with possible scope conflicts, like 
rememberf( 1) is 1 in rememberf( 1) is 2 in recallf( 1) ni ni, 
is not determined (the above description favours the innermost REM). Also, REC(~; E) 
is left undefined for contexts where f( E) has not been remembered. This is because 
such (incorrect) expressions will not be introduced by transformations, and every 
choice for resolving this conflict would limit the possibilities of implementation. 
Generally speaking, REM and REC are very powerful language constructs that, 
when used injudiciously, can lead to incomprehensible “spaghetti” programs with 
very hard to find bugs. By only introducing these constructs via transformations, 
such problems are avoided. This shows another advantage of transformational 
programming: constructs so powerful that errors in using them are very likely can 
be introduced transformationally in such a way that their usage is guaranteed to be 
correct. 
Note that our emphasis is not on extending the language. The expressions REM 
and REC above can be viewed as abbreviations for a large class of constructs that 
respect their semantics, such as global or local tables, associative memory, environ- 
ments, memo functions [25,26], or even, in some cases, variables. 
As an example, a general inversion rule for linear recursive functions that uses 
REM and REC is given below. 
Transformation 6.1. 
f(x: Q(x)) = if T(x) 
then H(x) 
else E(x,f(K(x))) fi 
f(x: Q(x)) = rememberf(c) is H(c) 
inf’( c) ni 
where 
f’(.Y:O(.Y)~x+fv) 
=ify=x 
Inverting the order of evaluation 155 
then recall f( x) 
else let w = K-‘(x, y) in 
remember f( w) 
is E ( w, recall f( y)) 
in f ‘( w) ni ni 
fi, 
c=thatm:xcfm~T(m), 
K-‘(x, y) = if y = K(x) 
then x 
else K’(K(x), y) fi. 
Mostly, remembered values will be used only some finite number of times. 
Therefore, a form of garbage collection would be appropriate. We do not introduce 
a language construct (“forget” ?) for that purpose. We will, however, whenever 
possible point out which values become obsolete and thus could be discarded. For 
the formal derivation of space-efficient implementations of REM/REC, the introduc- 
tion of a predicate knownf(E), that holds whenever REC(~, E) is defined, seems 
useful. This will not be elaborated upon here, however, since this paper is mostly 
concerned with the reduction of computation time. 
In the above transformation, remember/recall can be straightforwardly 
implemented by argument stacks, or even by a single variable, in which case 
Transformation 4.3 results as a special case. 
7. Tree-like recursive functions 
In the case of tree-like recursion, again functions of scheme (3.1) are considered, 
with n 22. A large class of functions can be brought into this form, using e.g. 
distributivity and other properties of conditionals. This may cause some inefficiency 
(e.g. duplication of tests), but many, if not all, of these inefficiencies can be removed 
again after applying inversion, using similar properties. An example of this is given 
in Section 7.3. 
Substantial work on improving tree-like recursive functions has been done by 
Cohen [14,15] and Harrison [22]. Cohen describes several classes of tree-like 
recursive functions for which redundant recursive calls can be eliminated by inverting 
the order of evaluation. In most cases, his transformations are only applicable if 
certain so-called frontier conditions are fulfilled that state that computation of the 
function may in some cases safely proceed beyond the function domain. In our 
treatment of his classes of functions, such conditions do not need to be included 
because in our function scheme the domain is explicitly included via the definedness 
predicate Q. 
The first case Cohen mentions is explicit redundancy, i.e. where some of the descent 
functions Ki are equal. This kind of redundancy can be eliminated using abstraction, 
and will thus not be further considered. 
156 E.A. Boiten 
Cohen’s second class is that of Fibonacci-like functions, called the class of common 
generator redundancy for reasons that will become clear in the treatment of this 
class in Section 7.1. 
A generalization of the common generator class is Cohen’s third class of commuta- 
tive periodic redundancy, described in Section 7.2. 
Cohen’s fourth, even more general class, “commutative redundancy”, will not be 
considered here for several reasons. First, Cohen’s techniques are only obvious for 
functions with two recursive calls. Moreover, their gain in efficiency can just as 
easily be obtained by using more general techniques to be described in Section 7.4. 
Section 7.3 discusses a class of functions containing Dijkstra’s obfuscating function 
[181. 
Section 7.4 describes a new general tabulation rule, using an extension of the 
dependency relation ef to a linear ordering to invert the order of evaluation. 
For many of these classes of functions, similar optimizations can be obtained by 
first transforming the functions into linear recursive ones. The description of this 
linearization or tupling strategy in Section 8 refers to many of these classes. 
7.1. Common generators 
Another well-known example function in transformational programming is the 
Fibonacci function that was defined by 
(3.2) Jib(x:x>O)=ifx<l 
then 1 
elsepb(x-l)+$b(x-2)fi. 
It clearly exhibits redundant recursive calls-in fact, for n > m > 1, in the evaluation 
of Jib( n), jib(m) is evaluated jb( n - m) times. Most of the possible optimizations 
of the Fibonacci function depend on the trivial fact that 
(x-1)-1=x-2, 
i.e. 
K,(x)=x-1, K,(x) = x -2 = K?(x). 
This property can be more abstractly described by saying that the descent functions 
have a common generator. 
Definition 7.1. A function g is a common generator for a function f of scheme (3.1) 
iff every descent function Ki equals a power of g, i.e., 
Definition 7.2. A function g is a maximal common generator for J; if g is a common 
generator for f with Ki = g”‘, (1 s i Q n), and the greatest common divisor (gcd) of 
ml,..., m, equals 1. 
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Obviously, a maximal common generator exists whenever a common generator 
exists.’ 
Cohen first identified the class of functions with “common generator redundancy”, 
and gave a transformation rule for them. Harrison [22] and Khoshnevisan [25] 
developed an extensive theory of so-called degenerate multilinear forms, that essen- 
tially delivers the same results as Cohen’s 
We present a rule more general than Cohen’s. We do not impose his frontier 
conditions, and deal with explicit partiality of the function (by having the definedness 
predicate Q in the scheme). 
The motivation for the rule is as follows. Consider an arbitrary argument to ft 
say Y, in the computation of f(x). This argument must be of the form Y = 
G,(. . * (Kin(X)) . . .) by definition of5 Iff has a common generator g, Y also equals 
g”(x), where q=Cy=, himi with A,>O,C:=, hi=p. 
Since all values that occur as arguments are of this form, it is clear that f(x) can 
be computed by computing f(g(x)),f(g2(x)), etcetera, in an inverse order (using 
the generalized inverse of g if necessary). There are, however, two problems to be 
taken care of, viz. partiality off, and the computation off for superfluous arguments. 
When Q(g’(x)) does not hold for some b, thenf(gh(x)) is not defined and should 
thus not be computed. 
Also, according to this scheme, in some cases f(g’(x)) is computed for some b 
such that x tfgb(x) does not hold. Consider, e.g., a function f with n = 2, K, = g2, 
K2 = g”; then x trg(x) does not hold. Since only a very limited number of such 
values exist (this is proved in [14]), it is generally more efficient to also compute f 
for those values than to explicitly check whether it is really necessary, i.e. whether 
b = I:=, himi with Ai 2 0. This idea is formalized in the definition of the extended 
dependency relation c,;~ defined below, where x cLg y holds whenever y = g”(x) 
for some k and it is not immediately clear that it is not necessary to compute f(y) 
in the inverted computation of f(x). 
Definition 7.3. If g is a common generator of a function f of scheme (3.1), with 
K, = g”‘l (1 s i C n) and max = max,,l,..,l(mi), then 
x +./,s Y 
= Q(x) A Q(y) A (x = yV(lT(x)A3k E [l..max] : g”(x) eLg y)). 
For the Fibonacci function Jib, with g(x) = x - 1, x c~,, y = x +,fih,g y holds. 
An abbreviating construct that is used in the transformation rule is the following: 
forall x : P(x) rememberf( E,(x)) is E,(x) in E3 ni. 
Here, P is a predicate that holds for a finite number of values x only. E, , E2, and 
E3 are expressions of the appropriate types, of which only E, and E2 may contain 
’ Let g be a common generator with K, = g”” and gcd(m, , , m,,) = p. Then h = g” constitutes a 
maximal common generator, with K, = h”‘,‘P. 
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the free variable x; f is an arbitrary identifier. The semantics of this construct is 
given below. 
forall x: P(x) rememberf(E*(x)) is E2(x) in E, ni 
= if 3x : P(x) 
thenrememberf(E,(y)) is E,(Y) 
inforallx:P(x)~x#yrememberf(E,(x))isE,(x) 
in E3 ni ni 
where y = some z : P(z) 
else E, 
fi. 
Now the transformation rule for common generator redundancy can be given. It 
results in a function that computes f(x) by first remembering all necessary values 
for which T holds, and then proceeding towards x from one of those, using g-‘. 
Transformation 7.1. 
f(x : Q(x)) = if T(x) 
then H(x) 
else E(x,f(&(x)), . . . ,f(K,(x))) fi 
---I--[ g is a maximal common generator for f x %g y*g-‘(x, g(y)) = Y 
f(x : OA 
= forall z : TX(Z) 
rememberf(z) is H(z) 
inf’(c) ni 
where 
f’(y: x %a Y) 
=ify=x 
then recall f ( y) 
else let w = next(y) in 
remember f ( w) 
is E(w, recall f(K,(w)),..., recall f(&(w))) 
inf’(w)nini 
fi, 
next(y)=if Q(z) 
then z 
else nexl( z) fi 
where z = g-‘(x, y), 
Tx( z) = T(z) A x tLg z, 
c = some z: TX(Z) A Vz’: (lT(z’) A x +-Jg z’+z’ C-L~ z). 
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In the above transformation, remember/recall can be implemented by maXi 
variables that contain the values remembered last. This result, which is not very 
deep, will become more obvious when we consider linearization of common gen- 
erator functions in Section 8. Khoshnevisan [25] presents an elaborate theory to 
derive this result. 
Example 7.1. The application of Transformation 7.1 to the Fibonacci function yields 
(7.1) jib(x:xsO) 
= forall z: TX(Z) 
rememberJib is H(z) 
in j%‘( c) ni 
where 
W(y: x C3b.g Y) 
=ify=x 
then recall $b( y) 
else let w = nexf ( y) in 
rememberjib( w) 
isrecallfib(w-l)+recallJib(w-2) 
in j%‘( w) ni ni 
fi, 
next(y)=if zz0 
then z 
else next(z) fi 
wherez=y+l, 
TX(Z) = z S 1 A x c.fih,g z, 
C=someZ: TX(Z)A~Z’:(lT(Z’)AXCfih,gZ’jZ’Ctih,gZ) 
This can be enormously simplified. Using 
+./ib,g = +fib, 
next(y)=y+l, 
Tx(z)=z=1v(z=OAX#O), 
c=ifx=OthenOelselfi, 
and computing fib(O) also for x = 1, we get: 
(7.2) $fib(x) 
= forall z : z E (0, 1) 
remember Jib(z) is 1 
in$b’( 1) ni 
where 
fib’( Y : x +--,i,, Y) 
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=ifyZx 
then recall $b( y) 
else rememberjb( y + 1) 
is recallJib( y) +recallfib( y - 1) 
inJib’(y + 1) ni 
fi. 
Note that a much simpler version of the transformation rule would also return this 
result. The full power of the rule is shown in [7] with (contrived) example functions 
that violate Cohen’s frontier conditions. 
7.2. Commutative periodic redundancy 
Whereas in the common generator redundancy class the descent functions have 
a greatest common divisor, for the class of functions with commutative periodic 
redundancy a least common multiple of the descent functions exists. I.e. there is a 
function K, such that K, is a power of each of the descent functions. Also, the 
descent functions are required to commute, i.e. K,(&(x)) = K,( Ki(x)) for relevant 
x and 1 G i,j s n. 
Definition 7.4. A function K, is a common power for a function f of scheme (3.1) iff 
ViE[l..n]:3ci:K?=K,. 
Definition 7.5. A function K, is a minimal common power for a function f of 
scheme (3.1) if it is a common power for f, and no common power K,, for f exists 
such that K, = K !& for some p 2 2. 
Obviously, if f has a maximal common generator g, with K, = g”, , then f also 
has a minimal common power, viz. g ‘cm(ml*-m~~) where km denotes the least common 
multiple function. Thus, this class is a generalization of the previous one. The 
generalization is strict, as shown by the following example. 
Example 7.2. Consider the contrived example function jbn (which computes for 
any x,jb(lx])), defined by: 
(7.3) jibn(x) = if 1x1 s 1 
then 1 
elsefibn(sign(x)-x)+Jibn(2xsign(x)-x) 
fi 
where sign (x) = if x = 0 then 0 
elsf x > 0 then 1 
else- 1 fi. 
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This function exhibits commutative periodic redundancy, since 
l the descent functions commute: 
sign(2Xsign(x)-x)-(2Xsign(x)-x) 
=2xsign(sign(x)-x)-(sign(x)-x) 
=x-3xsign(x) forIxl23, 
l there is a minimal common power of the descent functions, viz. 
Kf=Kz=x-4Xsign(x). 
The descent functions do not have a common generator, however. 
The reasoning here proceeds similar to that for common generator redundancy. 
Arbitrary arguments for f can be reduced to a particular normal form, and the 
different normal form arguments suggest an order of computation for the inverted 
function. 
Consider an arbitrary argument off that occurs in the computation of f(x) for 
some value x. By definition off, this value equals (omitting brackets and the argument 
x, i.e. reasoning at the function level) 
K,, . . . K,,,, with 1 G aj < n, 1 <j G m. 
The descent functions commute, and thus all applications of any one descent function 
can be combined, and the entire sequence K,, . . . K,,,, can be ordered, resulting in: 
K,P,. . . Kc withp,=#{jE[l..m]Ia,=i}, l~i~rz. 
According to the division theorem, this equals (using c, from Definition 7.4) 
,~,“‘,+‘, . . .K q,, x Cl< + I,> withO<r,<ci, l<iisn. 
Then the factors K, (= K>) can be “multiplied out”, again using commutativity, 
resulting in 
KGK;l * . . K> with p = i qi. 
r=l 
For convenience, let us denote the matrix resulting from elementwise application 
of a function h to a matrix X by h(X). It can now be seen that the computation 
off(x) can be done by computing a series of matricesf(S),f( K,(S)), . . ,f(Kg(S)), 
where S is a c, x . . . x c, matrix, containing at every index [m, , . . . , m,] with 
OGmi<ci,l<iGn,thevalue Kyl(... K:,‘(x) . . .). The number p is the minimal 
number such that K:(S) contains no arguments that require recursive calls, i.e. for 
all y in K;(S), either ~Q(JJ) or T(y) holds. Recall that f is only defined if Q 
holds, and thus K !J S) may contain many arguments for which f is not even defined. 
Thus, it is not trivial to invert the order of evaluation of this class of functions. 
Cohen’s analysis [15] is restricted to functions with two recursive calls, and cannot 
be easily extended to n recursive calls. Moreover, in order to ensure definedness, 
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very restrictive frontier conditions are imposed on the functions. The function fibn 
above, for example, does not fulfill these conditions. 
In order to describe that part of a matrix for which f may be computed, we define 
a function Matrix that returns for any argument x to f the set of all values in the 
matrix S as above such that f is defined for those values. 
Matrix(x) 
={KiI(..* (K>(x)) *. .)(ViE[l..n]:ri<ciA 
Now we can informally describe how to invert the order of evaluation of functions 
with commutative periodic redundancy: 
(7.4) f(x) =f’(IJ) 
where 
f’(m) 
=ifp<O 
then recallf(x) 
elseforally:yE Matrix(Kz(x)) 
remember f ( y) is. . . 
inf’(m - 1) ni 
fi, 
where p is as defined above. The only thing left uncertain is from what to compute 
f(y) (cf. the . . . above). If it is done efficiently, the definition off as in scheme 
(3.1) can be used with recall-expressions instead of recursive calls, Le. the matrix 
should be traversed in an order that ensures that all recursive calls are evaluated 
before they are needed. Any traversal of the matrix from high index to low index 
fulfills this requirement. 
For a further treatment of this class of functions, the reader is referred to Section 
8, where this class will be handled using linearization and an inverted computation 
of the function fibn will be derived. 
7.3. Bounded disjoint generations 
The analysis of the previous two sections was, more or less implicitly, based on 
the shape of the argument DAGs. In this section, we consider functions for which 
an upper bound for the number of nodes at any level in any argument DAG exists. 
Furthermore, in a given argument DAG each value is constrained to occur on at 
most one level. This is formalized in the notion of bounded disjoint generations (the 
word “generation” refers to the usual analogy between trees and family relation- 
ships-a generation consists of all nodes at a certain depth). 
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Definition 7.6. For a functionf of scheme (3.1), the mth generation of x inf, written 
as (Oi=,,~“Ki)“(x), is defined by: 
(Oi=l..nKi)o(x) = tx17 
(Of=l..nKi)“(x) 
={Kj(y)JlT(y)Aj~[l.. ~]AYE(O~=~..“K~)“-‘(X)} 
formsl. 
When n and Ki, 1 G is n, are clear from the context, (Ui=,,,,K,)m(~) is abbreviated 
to UK”(x). 
me relation between the generations and the dependency relation +-f is as follows: 
xtfy=3k:y~UKk(x). 
We can computef(x) by first computingf for all elements of the “last” generation, 
and then going back generation by generation, computing new f-values from those 
of the previously considered generation (and possibly discarding those afterwards) 
until the 0th generation, i.e. x, is reached. 
This is represented in the transformation rule below. 
Transformation 7.2. 
f(x: Q(x)) =if T(x) 
then H(x) 
else E(x,f(K,(x)), . . . ,f(fL(x))) fi 
Ax: O(x)> 
= forall y : x +_,y A T(y) 
remember f( y ) is H( y) 
in if T(x) 
then recall f( x) 
elsef’( 1) fi 
ni 
where 
f’(m:oSmSt) 
=ifm=O 
then recall f( x) 
elseforally:(y~lIiK”~‘(x))~~T(y) 
rememberf(y) is E(y, recallf(K,(y)), . . . , recallf(K,,(y))) 
inf’(m - 1) ni 
fi, 
t=thatk:CIKk(x)Z~~CiKkt’(x)=O. 
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A couple of remarks about the transformation above are in order. 
First, the transformation is applicable to all tree-like recursive functions; by taking 
n to be 1, a close variant of Transformation 6.1 is obtained, as is the case with most 
of the transformations in this section. 
Most profit is obtained from this transformation, however, when the generations 
are bounded and disjoint. When the generations are not disjoint, one value may 
occur in several generations, in which case f is computed more than once for that 
value. Furthermore, when the generations are not bounded by a constant k, the 
remember/recall scheme in the transformation cannot be implemented by (k) 
variables. 
Finally, the transformation rule explicitly mentions the generations, and by 
transition from the mth to the (m - 1)st generation, a computation similar to that 
for G&., in Section 4 is suggested. However, in concrete cases non-recursive 
expressions for OK m may exist, or functions that compute the previous generation 
(similarly to K-’ for linear recursion). 
Example 7.3. As an example function that has bounded disjoint generations, con- 
sider the function fuse, commonly defined by 
(7.5) fusc(x :x 2 1) 
=ifx=lthenl 
elsf odd(x) thenfusc((x-1)/2)+fusc((x+1)/2) 
else fusc(x/2) fi. 
This function originates from mathematics [ 171, and was introduced into computing 
science by E.W. Dijkstra [18, 191 as “a challenge for dr. R.M. Burstall”. Since then, 
it has been one of the benchmarks of transformation techniques. It is an interesting 
example in this field, because it has a complex recursion structure (two branches 
with different numbers of recursive calls), and an efficient imperative solution for 
it exists. 
In the form (7.5), fuse does not fit scheme (3.1), because of the two branches with 
recursive calls. By using distributivity and operators “ceil” and “floor”, defined by: 
[reaIx]=thatinty:O<y-x<l, 
[realx] =thatinty:Osx-y<l, 
a definition that fits scheme (3.1) can be given: 
(7.6) fusc(x:x~l) 
=ifx=l 
then 1 
else if odd(x) 
then a 
else a/2 fi 
where a = fusc( ]x/2j ) + fusc( [x/2]) 
fi 
This is justified because even(x)+ [x/21 = [x/2] =x/2. 
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Some particular properties hold for expressions containing ceil, floor and division 
by 2 (or, in fact, any other natural number): 
llxJ/21= 1x/21, 
11x1/21= rx/21, 
~lxJl~l~~~xl~l~ lxI2J>, 
l~xlI2J~~~x/21, 1x/21). 
Any argument value y E OK”(x) is of the form: 
Al(A2(. . . (Ak(x/2)/2) ’ . .)/2) with A, E { 11, 111. 
Using the above properties, it follows that: 
y = A(x/~~) with A E { 11, I]}. 
Furthermore, because all arguments y of the above form actually occur in the 
evaluation of &c(x), 
(7.7) x>2”-’ * q Kk(x)={[x/2”J, [X/2k]}. 
This implies that q lKk(x) contains exactly one element iff x = a x 2k for some natural 
number a, otherwise it contains two elements. Thus we have shown that the gener- 
ations are bounded for @SC. Not all generations are disjoint, however: 
UK’(S) = {2,3}, 
q KZ(5) ={l, 2). 
The only value that may occur in multiple generations is the value 2. Thus, we can 
overcome this problem by rewriting fuse (using a few trivial unfold and case 
introduction steps) into: 
(7.8) fusc(x : x 2 1) 
=ifxS3 
thenifx=3 
then 2 
else 1 fi 
else if odd(x) 
then a 
else a/2 fi 
where a =fusc( [x/2] ) +fusc( [x/21) 
fi. 
In this version, q K’(5) = {2,3} but q iKz(5) =0. 
Now we apply Transformation 7.2. According to (7.7), the generations q Kk(x) 
can be instantiated with {[x/2”], [x/2”]}. This implies that for t (the number of 
the “last” generation), the value 1’ log xl - 1 can be substituted. Finally, we undo 
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the first change of recursion structure in &SC. This results in: 
(7.9) fusc(x:x~ 1) 
=forally:(yE{1,2,3})hx+Jy 
remember fuse ( y ) 
is if y = 3 
then 2 
else 1 fi 
in if x S 3 
then recallfusc(x) 
else fisc’( [’ log x 1 - 1) fi 
ni 
where 
fusc’(m:O==m< [‘logx]) 
= ifm=O 
then recall jiisc( x) 
else forall y : y E {[x/2”-‘], [x/2”-‘j} - {2,3} 
remember jiisc( y) 
is if odd(y) 
then recallfisc((y - 1)/2)+recallfusc((y + 1)/2) 
else recall fusc( y/2) fi 
injiisc’(m - 1) ni 
fi. 
As suggested before, here remember/recall can be implemented using two variables. 
This results in the same program which would result from applying Transformation 
4.3 to the well-known tail-recursive program for fuse [3,18]. 
Apart from illustrating Transformation 7.2, the above example also supports our 
claim that inefficiencies introduced in order to make functions fit scheme (3.1) can 
be fully eliminated after application of the transformation. 
Another well-known example of a function with bounded disjoint generations is 
the Towers of Hanoi function discussed e.g. in [30]. 
7.4. Tabulation using compatible orderings 
As mentioned before, our goal is to find, for tree-like recursive functions, a linear 
bottom-up traversal of the argument tree (or DAG). Of course, the most general 
way to do this is by explicitly giving the order in which the values in a DAG should 
be considered. 
A true bottom-up traversal implies that results of recursive calls are available 
when they are needed. This means that always Ki(x) should be visited before x, i.e. 
the order of traversal should respect (i.e. extend) the partial ordering cr (cf. Lemma 
3.1). 
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A transformation based on such an ordering is given in [29], where it is called 
tabulation. The transformation we will consider here is more general. In Section 4 
it was shown how more powerful transformations could be given if, in the inverted 
computation, arguments were added that denoted the “final destination” (viz. the 
extra argument x in K-‘(x, y)). Here, the same tactic is employed; orderings are 
extended to ternary relations by adding an extra argument. The extra argument will 
be the second element of the triples of the relation, since it will usually be found 
as a superscript to the infix operator G. 
Definition 7.7. A ternary relation R is a parameterized partial ordering in the second 
component (PO-~) if each projection +‘={(a, b)l(a,y, b)E R} to the first and third 
components constitutes a partial ordering. 
~0-2s will be denoted by the symbol s. 
For a linear traversal of a DAG based on an ordering, it is necessary that a 
successorfunction can be defined for that ordering. A successor function is a function 
that returns the smallest element that is strictly greater than its argument. For a PO-~ 
s, the induced successor function succ,, also decorated with an extra argument, 
is defined as follows: 
Such a successor function is well-defined and can be profitably used for transforma- 
tion if the PO-~ s is of a particular nature, characterized by the predicate Plinord, 
defined by: 
Plinord ( S) 
(informally, if two arguments both can be compared to a third one, they also can 
be compared to each other, and all intervals are finite), which means that for each 
a a partition P of the domain of <a exists, such that sa is a total ordering on each 
member of P. 
Given a PO-~ < with its induced successor function, tabulation of f(x) may 
proceed as follows. First compute f for the minimum of sX on {y (x c/y}. This 
minimum always exists, since the set is finite. Then, compute f for the successor of 
the current value, until x is reached. 
For this to work, the ordering must respect cP It is not necessary to compute f 
only for values y for which x cfy holds. However, if f is computed for an 
unnecessary value x, the f-values for the recursive calls f(Ki(x)) must be available 
as well. This leads to the following definition of compatibility. 
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Definition 7.8. The PO-~ 5 is compatible with a function f of scheme (3.1) iff 
Compatible(J S) holds, where 
Then the transformation rule can be given. 
Transformation 7.3. 
f(x: Q(x)) = if T(x) 
then H(x) 
else E(x,f(K,(x)), . . . AK(x))) fi 
A- L Plinord ( s ) Compatible(JI G) 
f(x: O(x)) 
= rememberf(m) is H(m) 
inf’( m) ni 
where 
f’(Y:Q(x)AY sYx) 
=ify=x 
then recallf(x) 
else let z = succ, (x, y ) in 
remember f( z) 
is if T(z) 
then H(z) 
else E(z, recallf(K,(z)), . . . , recallf(K,(z))) 
fi 
in f’(z) ni ni 
fi, 
m=thatm’:Vp:(pS”m’)Jp=m’. 
It may not always seem obvious how to find a compatible ordering; however, for 
instance a linear ordering that has been used to prove termination of a function 
must be compatible. 
Example 7.4 (Newton’s binomial). The Newton binomial function, defined by 
(7.10) bin(i,j:O<j<i)=ifj=Ovi=j 
then 1 
elsebin(i-1, j)+bin(i-l,j-1) 
fi, 
is also a famous example of a function with a redundant evaluation. Using non- 
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x area area 
tabulation 
1 2 3 4 5 6 7 
Fig. 1 
tabulation 
parameterized orderings, tabulation of the binomial can be done in at least two 
different ways, as shown in Fig. 1. 
The “bars” tabulation uses as its ordering: 
The inverted version, using this ordering, proceeds by calculating bin (0, 0), bin( 1, 0), 
bin(1, l), bin(2,0), bin(2, l), bin(2,2), . . . , bin(p, l), . . . , bin(p, q). It calculates the 
values bin( i, j) for each different value of i in turn. Thus, p( p + 1)/2 + q + 1 function 
values are computed. For (p, q) = (7,4), this amounts to 33. 
The diagonal tabulation uses as its ordering: 
(i,j)~‘p~9’(k,Z) = (i+j=k+Ir\jsI)v(i+j<k+Z). 
It calculates the values bin( i, j) for each different value of i + j in turn, i.e. bin(0, 0), 
bin(l,O), bin(2,0), bin(1, l), bin(3,0), bin(2, l), . . . , bin(p+q,O), . . ., bin(p+l, 
q - l), bin( p, q). In this case the number of values calculated for the calculation of 
bin(p, q) is [(p + q + 1)2/4+ q + l] _ This amounts to 41 for bin(7,4). If the recursive 
definition is used, 69 values (not all different, of course) have to be computed, so 
both tabulations are improvements. 
One characteristic these two tabulations have in common is that they are based 
on orderings s”“~) where the (p, q) are irrelevant. That is the reason why they are 
still inefficient: the number of values actually needed when (p, q) # (0,O) is (q + 1) x 
(p-q + 1) - 1, viz. the number of points in the parallelogram in Fig. 1, with the 
exception of (0,O). Only 19 values are necessary for bin(7,4). We give an alternative 
170 E.A. Boiten 
ordering, which restricts the bars tabulation to the parallelogram of necessary values: 
(i,j) <Cp,q) (k, I) 
=((i=k~j~Z)v(i<k))~Need(i,j)~Need(k,Z) 
where 
Need(a,b)=(Osa-bsp-q)A(Osbsq). 
The associated successor function s is given by: 
s(p,q,i,j)=if(i=jvj=q) 
then(i+l,max(l,i+l-p-q)) 
else(i,j+l)fi. 
The reader is invited to try to visualize the route of the function through the 
parallelogram. This will clarify the above choices of ordering and successor func- 
tions; a lengthy proof could be given for the property s = SUCC~ , but it would only 
blur the issue. 
We choose (0,O) as a minimum for the above ordering (for any (p, 4)). 
Now we can transform bin, with instantiation of the minimum, into: 
(7.11) bin(i, j:Osjs i) 
= remember bin (0,O) is 1 
in bin’(O, 0) ni 
where 
bin’(a,b:O~b~ua(u, b)s’is”(i,j)) 
= if (a, b) = (i, j) 
then recall bin (i, j) 
else let (p, q) = s( i, j, a, b) in 
remember bin ( p, q) 
is ifp=qvq=O 
then 1 
elserecallbin(p-l,q)+recallbin(p-l,q-1) 
fi 
in bin’( p, q) ni ni 
fi. 
8. Linearization of tree-like recursive functions 
The preceding sections showed how inversion of the order of evaluation could 
be achieved directly for several classes of tree-like recursive functions. There are 
two important reasons for considering the transition from tree-like recursion to 
linear recursion as well. First, problem reduction is an issue-the inversion techniques 
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for linear recursive functions are simpler than those for tree-like recursion, and thus 
it may be profitable to invert the order of evaluation by first linearizing and then 
applying one of the rules from Section 4. Furthermore, studies by Pettorossi [35] 
and Harrison [22] have shown that among the main example classes for which 
linearization is possible are those described in Sections 7.1-7.3. 
The tupling strategy was first described by Burstall and Darlington [12] and 
Pettorossi [33]. In transformational developments in the unfold-fold style, progress 
is mostly made by definition of new functions (eureka steps, embeddings, generaliz- 
ations), usually in terms of known ones. By unfolding the definition, rearranging 
expressions, and folding, an independent definition of the new function should be 
obtained. The crucial step in such a development is the choice of a new function 
to be defined. An important paradigm for defining new functions is tupling: define 
the value of a new function to be a tuple of applications of known functions. 
Apart from recursion simplification, tupling is also used to combine applications 
of several functions that have very similar recursion structures (e.g. functions that 
visit the same data structure). Pettorossi [35] also describes tupling for systems of 
mutually recursive functions. By encoding the names of functions as an additional 
argument, systems of mutually recursive functions can be reduced to single recursive 
functions. Therefore, we do not consider systems of mutually recursive functions. 
The tuple consisting of a,, . . . , a, is denoted by [a,, . . . , a,]. The projection to 
the jth component of a tuple a is denoted by a.j. 
If tupling is used for linearization of a tree-like recursive functionf, the embeddings 
are of the form 
(8.1) F(x) = u(xhf(h(x)L~~~ ,f(L(x))l. 
When a definition for F independent off has been obtained, f can be defined in 
terms of F, viz. 
(8.2) f(x) = F(x).l. 
For definedness of F, the following condition on the h functions should hold: 
This condition ensures that all components of the tuples are well defined. When 
this condition is not fulfilled for some values of x, case introductions may be added 
to the definition off in terms of F (8.2) to ensure definedness of the tuple in all cases. 
For the classes of functions defined in previous sections, embeddings that allow 
the derivation of linear recursive functions can be given directly. First, they are 
given for common generator redundancy. Then commutative periodic redundancy 
will be treated with an example. For bounded disjoint generations no general 
embedding can be given; we only note that for the function fuse an embedding 
F(x) = [fusc(x),jiisc(x+ l)] 
leads to the standard iterative program [18]. 
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8.1. Common generator redundancy 
Suppose f has a maximal common generator g, such that Ki = g”! (1 G is n) and 
max = maxi,r,..,I(m,). Furthermore, suppose g has an inverse. Then the following 
embedding leads to a linear recursive version off: 
F(x) = [f(x),f(g-‘(x)), . . . ,f(g-‘“““-“(x))l. 
For each component of the tuple a variable can be used, and thus it is obvious that 
indeed max variables suffice for inverting functions with a common generator. 
Depending on the number of times each of the recursive calls is unfolded, any 
function gk with k 2 1 can be chosen as the descent function for J: E.g., when k = 4 
is chosen for the Fibonacci function Jib, the derivation of a linear recursive version 
is completely mechanical. The embedding is: 
(8.3) F(x) = [Jib(x),Jib(x+ 111. 
This expression has to be unfolded until it can be expressed in terms of F(gk(x)), 
i.e. [$b(x - 4),$b(x - 3)]. Since$b(x -4) is only defined for x 2 4, case introductions 
have to be made for XE [0..3]. The result of this derivation is: 
(8.4) F(x)=ifx=Othen[l, l] 
elsfx=lthen[1,2] 
elsf x = 2 then [2,3] 
elsf x = 3 then [3,5] 
else[3a+2b,3a+5b] 
where [a, b] = F(x -4) 
fi. 
8.2. Commutative periodic redundancy 
Suppose f has a least common power K,, such that K,= K: (1~ isn). The 
analysis of this class in Section 7.2 suggests an embedding where the h functions 
enumerate the c, x . . . x c, matrix with at the index [m, , . . . , m,] the value 
K;“I(. . . (Kytt(x)) . . a). Cohen [ 151 observed that for n = 2 it suffices to take only 
the column and the row with index 0 from the matrix, i.e. c, +c, elements. The 
further optimization suggested by Pettorossi [35] is based on the fact that a row 
and a column of a matrix have an element in common (i.e. only c, + q - 1 values 
are needed). This optimization can be understood by considering minimal subsets 
H of such a matrix S that allow the expression off for some value in S in terms 
of the value off for values in H. Pettorossi’s analysis of descent graphs gives a 
good explanation why this optimization works. 
Extending this to the general n-dimensional case, we take all elements on the 
“edge” of the n-dimensional matrix, i.e. the embedding 
F(x) = [h,(x), . . . , hst,(x)I, 
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where the expressions hi(x) form an arbitrary enumeration of the set 
H = {f(K:l(. .*(K~(x))~*.))J(Vj~[l..n]:i,<c,) 
~(!ljE[l..n]:i,=O)}. 
The first conjunct in the definition of H describes the set Matrix(x), possibly 
extended to include values for which f(x) is undefined; the second conjunct, by 
requiring one of the i, to be 0, restricts this to the “edges” of the matrix. 
Then K, may be chosen as a descent function for g. Note, however, that since 
we do not require invertibility of the descent functions, the definition off in terms 
of F may require some case introductions to ensure definedness of hi(x) for all i 
and x. 
Example 8.1. The function @I defined by: 
(8.5) jibn(x) = if 1x1 s 1 
then 1 
else$bn(sign(x)-x)+$bn(2xsign(x)-x) 
fi 
where sign(x) = if x = 0 then 0 
elsf x > 0 then 1 
else - 1 fi, 
was shown to exhibit commutative periodic redundancy in Example 7.2. This 
analysis, with 
K*=x-4xsign(x), c, = 4, c2 = 2, 
completely determines the following unfold-fold derivation leading to a linear 
recursive version of jibn. 
The set H defined above is in this case 
U-(GW:‘(x)))IO ~i,<4AO~iz<2A(i,=Oviz=0)}. 
Thus, one of the possible embeddings is: 
F(x : 1x1 z 3) 
= [Jibn(x),Jibn(K,(x)),Jibn(K,(x)),Jibn(K:(x)),Jibn(K:(x))l 
= [jibn(x),$bn(2s-x),jibn(s-x),jibn(x-2s),Jibn(3s-x)] 
where s = sign(x). 
Since K,(X) =X -4 x sign(x) is to be the descent function for f, calls to fibn in the 
definition of F must be unfolded until all elements of the tuple are expressed in 
terms of F(K,(x)), i.e. 
First, a number of case introductions (and instantiations) are necessary, since for 
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folding F, K,(x)23 should hold, i.e. 1x1~7. This yields: 
F(x : 1x1s 3) 
= if 1x1= 3 then [3, 1,2, 1, l] 
elsf 1x1= 4 then [5,2,3,2, l] 
elsf [xl= 5 then [8,3,5,3,2] 
elsf 1x1= 6 then [ 13,5,8,5,3] 
else[Jibn(x),Jibn(2s-x),~bn(s-x),~bn(x-2s),~bn(3s-x)] 
where s = sign(x) 
fi. 
Unfolding the else-part until all elements are expressed in terms of F(K,(x)) and 
subsequent folding yield: 
[2a+4b+2c+3d+4e,a+b+c+d+e 
, a+3b+c+2d+3e, a+2b+d+2e, a+b+e] 
where[a,b,c,d,e]=F(x-4xsign(x)). 
For 1x1~ 3, F(x) is not defined, and thus some case introductions are necessary. 
Altogether, we then have: 
(8.6) $bn(x)=if Ix]< 1 then 1 
elsf 1x1 = 2 then 2 
else F(x).1 fi 
where 
F(x : 1x12 3) 
=ifIxI=3then[3,1,2,1,1] 
elsf /xl = 4 then [5,2,3,2, l] 
elsf 1x1 = 5 then [8,3,5,3,2] 
elsf Ix/= 6 then [ 13,5,8,5,3] 
elsf[2a+46+2c+3d+4e,a+b+c+d+e 
a+3b+c+2d+3e,a+2b+d+2e,a+b+e] 
where [a, b, c, d, e] = F(x-4~ sign(x)) 
fi. 
This example shows that the analysis for a class of functions may yield so much 
information that, for functions in that class, elaborate unfold-fold developments 
with complicated eureka’s and numerous unfoldings can be more or less mechani- 
cally constructed. 
8.3. Tupling in general 
Cohen [15] suggests constructing “a tree representing a typical value of f(x)” 
for analysis of redundant computations. Pettorossi [35] finds the motive for tupling 
in an analysis of so-called descent DAGs (called argument DAGs before in this 
paper). Tupling, in that case, is applicable when a progressive sequence of equal-sized 
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cuts can be found. A cut is defined as a set of nodes which, when eliminated from 
a graph, turns it into a disconnected graph. Progressive sequences of cuts are sets 
of nodes, such that each “next” set contains some more nodes deeper in the tree 
and some less nodes nearer the root. The tuples to be defined should consist of all 
values in such a cut. 
Indeed, drawing sample argument graphs may facilitate the understanding of 
what arguments occur in evaluations, and what their relationship is. This results in 
useful ideas for tupling embeddings, or other recursion simplifying transformations. 
Another simple heuristic is also apparent from the general embeddings for com- 
mon generator redundancy and commutative periodic redundancy. In general, 
finding the right embeddings requires ingenuity. In many cases, however, the right 
tupling embeddings can be found by comparing the descent functions. The embed- 
ding should be based on the difference between the descent functions. Furthermore, 
the descent function for the new function should be based on a common part of the 
descent functions. 
For example, for common generator redundancy, the common generator forms 
both the difference and the similarity between the descent functions. Thus, the 
embedding and the descent function of the new function are based on powers of 
the common generator. 
The embedding [f~sc(x),f~sc(x+ I)] can also be (somewhat informally) 
explained by this heuristic: the difference between x/2, [x/2], and [x/2] is indeed 
(at most) 1. 
9. Discussion 
9.1. Relevance of the results 
The main purpose of this study was to give a synthetic view of techniques for 
inverting the order of evaluation. Thus, many techniques were presented that have 
been described in earlier papers. The main contributions of this paper with respect 
to the known techniques, are the inclusion of descriptive (as opposed to operational) 
notation in the transformations, thus allowing subproblems to be considered separ- 
ately, and the explicit treatment of partiality (using the predicate Q). 
The most important new aspects are: the relation between inversion techniques 
for linear recursion, implementation via stacks, and techniques for tree-like recur- 
sion; the introduction of remember/recall; the systematic description of tupling 
for several classes of functions; and the general and efficient tabulation rule in 
Section 7.4. 
Many of the ideas on linear recursion can also be found in the textbooks by 
Bauer and Wiissner [3] and Partsch [29], and in numerous papers on recursion 
removal (e.g. [l, 23,321). The explicit introduction of argument stacks was also 
mentioned by Bauer and Wossner. It is not so surprising that result stacks have not 
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been discussed before, since they were included here mainly to facilitate the transition 
to tree-like recursion. 
Although many papers have been published that describe Cooper’s [ 161, or similar, 
rules for linear recursive functions, and also a number of papers describe inversion 
techniques for tree-like recursive functions, these have not been brought together 
before. Considering argument and result stacks for linear recursion helps in under- 
standing why complicated arguments are necessary for storing results and compress- 
ing DAGs in the case of tree-like recursion. 
One of the most important contributions of this paper is the introduction of 
remember and recall. These constructs have a simple intuitive meaning, and they 
are at a useful level of abstraction. On one hand, they can easily be integrated into 
a (quasi-)functional formalism, on the other hand they carry a hint of sequentiality. 
Most of the actual reasoning for tree-like recursive functions is (in this and other 
treatments) about the function arguments; using remember/recall yields the possibil- 
ity of solving the problem of maintaining and retrieving the corresponding function 
results separately, after a change of recursion structure has taken place. 
Comparing this with previous studies on tree-like recursion, Cohen [ 151 uses an 
imperative language with recursion, and thus it is never completely obvious which 
of his large arrays of function results are still maintained (in some stack frame). 
One of the reasons that the analysis of common generator redundancy by Harrison 
[22] and Khoshnevisan [25] is so complicated may be the fact that it has been done 
purely on the functional level (viz. in FP), whereas in the kinds of problems we 
have considered arguments (and values, in general) are important. This might also 
explain why Khoshnevisan [25] needs such a complicated proof to derive a fairly 
trivial result on the function result side. Likewise, the complicated functional 
“pointer structures” used to describe tabulation in [6] suggest that a purely functional 
notation is not suitable for describing tabulation and related techniques. Partsch 
[29] describes tabulation by introducing tables as additional arguments to recursive 
functions. Because tables have to be implemented in some way (it is certainly not 
efficient to copy table arguments for all recursive calls), this is not too different 
from the remember/recall approach. By including explicit tables, however, particular 
kinds of implementations become more obvious than others. E.g., implementations 
of tables by variables are difficult to derive. 
A construct related to remember/recall is the delay/force construct in Scheme 
[13]. The delay function creates a continuation that can be evaluated on demand, 
i.e. using the force function. After it has been evaluated, the continuation is replaced 
by its value, and thus subsequent force demands do not need to evaluate it again. 
This mechanism is used for lazy evaluation. The main difference between delay and 
remember is that remember does compute the value. Another difference is that the 
continuation created by delay is a value that must be bound in order to be used, 
whereas remember only creates a dynamic context in which recall is well-defined. 
The transformation rule given in this paper for common generator redundancy is 
more generally applicable than those in [ 15,221. As is mostly the case in this paper 
the gain in generality is due to explicit inclusion of partiality via the predicate Q, 
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use of descriptive notation (e.g. some-expresssions) and predicates (e.g. cLg), and 
the use of remember/recall which allows to discard Cohen’s frontier conditions. 
Pettorossi [35] suggested to treat commutative periodic redundancy by tupling. We 
considered an example function to which tupling applies whereas Cohen’s transfor- 
mation does not (again, due to failed frontier conditions). The transition from two 
descent functions to n 3 2 descent functions, which Cohen claims could be applied 
to his solutions, does in our case (contrary to Cohen’s) not result in uglier notations. 
The class of functions with bounded disjoint generations has, to our knowledge, 
not been described before. It is more general than the class of functions with periodic 
redundancy briefly mentioned by Cohen [15]. 
The tabulation rule in Section 7.4 is more general than the one presented in [29], 
due to the fact that orderings are decorated with an extra argument which allows 
to restrict orderings to the set of necessary values. This rule encompasses all 
techniques described in [4]. 
Our main contribution in the discussion of tupling is the idea of comparing descent 
functions. Pettorossi [35] does not explicitly give the general embeddings for Cohen’s 
classes of functions; he gives examples from those classes, however. 
In general, our paper presents many techniques and shows many relationships 
between those. Most results have been presented in an applicative style, using 
predicates and some new notations. The important intuitive aspects of the techniques 
have been described in such a way that they can be better understood. 
9.2. Related techniques and extensions 
The idea of memoization, introduced by Michie [26], is that, in recursive evalu- 
ations, function results are stored after they are computed, and retrieved when they 
would otherwise be computed again. Thus, one could describe it as tabulation 
without inverting the order of evaluation. A formal semantics of memoization 
in functional languages is given in [34]. Memoization could be described using 
remember/recall. For efficient implementation of memoization, the compatible 
orderings described in Section 7.4 could be useful. 
Inversion techniques have been described for linear recursive and tree-like recur- 
sive functions. Systems of mutually recursive functions provide no additional prob- 
lems, since they can be reduced to single recursive functions. Most of the techniques 
in this paper do not apply to nested recursive functions, e.g. because the dependency 
relation -f is expressed in terms ofJ: Because nested recursive functions also need 
a termination proof, usually based on an ordering that respects ef, tabulation 
techniques similar to that in Section 7.4 may nevertheless be applicable to them. 
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