Abstract. With uncorrelated Gaussian factors extended to mutually independent factors beyond Gaussian, the conventional factor analysis is extended to what is recently called independent factor analysis. Typically, it is called binary factor analysis (BFA) when the factors are binary and called non-Gaussian factor analysis (NFA) when the factors are from real non-Gaussian distributions. A crucial issue in both BFA and NFA is the determination of the number of factors. In the literature of statistics, there are a number of model selection criteria that can be used for this purpose. Also, the Bayesian Ying-Yang (BYY) harmony learning provides a new principle for this purpose. This paper further investigates BYY harmony learning in comparison with existing typical criteria, including Akaik_s information criterion (AIC), the consistent Akaike_s information criterion (CAIC), the Bayesian inference criterion (BIC), and the cross-validation (CV) criterion on selection of the number of factors. This comparative study is made via experiments on the data sets with different sample sizes, data space dimensions, noise variances, and hidden factors numbers. Experiments have shown that for both BFA and NFA, in most cases BIC outperforms AIC, CAIC, and CV while the BYY criterion is either comparable with or better than BIC. In consideration of the fact that the selection by these criteria has to be implemented at the second stage based on a set of candidate models which have to be obtained at the first stage of parameter learning, while BYY harmony learning can provide not only a new class of criteria implemented in a similar way but also a new family of algorithms that perform parameter learning at the first stage with automated model selection, BYY harmony learning is more preferred since computing costs can be saved significantly. (2000): 68Q10, 62H25, 68T05, 65C10, 68Q32.
Introduction
Factor analysis (FA) is a well-known multivariate analysis technique in help of the following linear model [3, 35] .
One other crucial issue in implementing BFA and NFA is appropriately determining the number of hidden factors, i.e., the dimension of y in Equation (1) , which is a typical model selection problem. In literature of statistical learning, many efforts have been made on model selection via a two-phase style implementation that first conducts parameter learning on a set of candidate models under the maximum likelihood (ML) principle and then select the Foptimal_ model among the candidates according to a given model selection criterion. Popular examples of such criteria include the Akaike_s information criterion (AIC) [1, 2] , Bozdogan_s consistent Akaike_s information criterion (CAIC) [10] , Schwarz_s Bayesian inference criterion (BIC) [23] which formally coincides with Rissanen_s minimum description length (MDL) criterion [6, 20] , and crossvalidation (CV) criterion [25] . Such criteria can also be used to the model selection of BFA and NFA, in help of a two-phase implementation.
The Bayesian Ying-Yang (BYY) harmony learning was proposed as a unified statistical learning framework firstly in 1995 [28] and systematically developed in past years. BYY harmony learning consists of a general BYY system and a fundamental harmony learning principle as a unified guide for developing new regularization techniques, a new class of criteria for model selection, and a new family of algorithms that perform parameter learning with automated model selection [32] [33] [34] 36] . By applying BYY learning to BFA and NFA respectively, not only new criteria for model selection in BFA and NFA are obtained, but also adaptive algorithms are developed that perform BFA and NFA with an appropriate number of hidden factors automatically determined during adaptive learning [32] . This paper further investigates the BYY model selection criterion in comparison with the criteria of AIC, CAIC, BIC, and CV for the model selection of BFA and NFA respectively. This comparative study is carried out via experiments on simulated data sets with different sample sizes, data space dimensions, noise variances, and hidden factors numbers. Experiments on both BFA and NFA have shown that the performance of BIC is superior to AIC, CAIC, and CV in most cases. The BYY criterion is, in most cases, comparable with or even superior to the best among of BIC, AIC, CAIC, and CV. In consideration that the selection by these criteria has to be implemented at the second stage based on a set of candidate models which have to be obtained at the first stage of parameter learning, while BYY harmony learning can also be implemented by algorithms that perform parameter learning with automated model selection with computing costs saved significantly, BYY harmony learning is a more preferred tool for NFA.
The rest of this paper is organized as follows. Section 2 briefly describes the BFA and NFA via the maximum likelihood learning. In Section 3, we further introduce not only the criteria AIC, CAIC, BIC, and CV, but also the BYY criterion for the model selection of BFA and NFA. Comparative experiments are given in Section 4 and a conclusion is made in Section 5.
ML Learning for Binary Factor Analysis and
Non-Gaussian Factor Analysis
BINARY FACTOR ANALYSIS AND ML LEARNING
The model Equation (1) is called binary factor analysis (BFA) when y is a binary random vector, which comes from the following multivariate Bernoulli distribution [32, 35] :
where q j is the probability that y ( j) takes the value 1. In this paper, we consider that e is from a spherical Gaussian distribution for the binary factor analysis model, i.e., p(x|y) has the following form:
where G(x|Ay + c, '
2 I ) denotes a multivariate normal (Gaussian) distribution with mean Ay + c and spherical covariance matrix ' 2 I, with I being a d Â d identity matrix.
Given k and a set of observations {x t } t = 1 n , the parameters = {A, c, ' 2 } is usually estimated via maximum likelihood learning. That is,
For BFA, L() is the following log likelihood function
where D is the set that contains all possible values of a binary vector y. This problem Equation (4) can be implemented by the EM algorithm that iterates the following steps [7, 30] :
Step 1: calculate p(y|x t ) by
Step 2: update A, c and ' 2 by
and
where e t = x t j A y j c.
NON-GAUSSIAN FACTOR ANALYSIS AND ML LEARNING
The model Equation (1) is called non-Gaussian factor analysis (NFA) when y is a non-Gaussian random real vector. In this paper we consider that each nonGaussian factor y (j) is described by a Gaussian mixture distribution [19, 32, 34] :
Also, we consider p(x|y) in the following form:
where @ is the covariance matrix of error e. For simplification, we preprocess the observable data to be zero mean such that the unknown parameter c in Equation (1) can be ignored. In implementation of NFA, the unknown parameters consists of the mixing matrix A, the covariance matrix @, and the parameters j ¼ È j;q j ; " j;q j ; ' 2 j;q j É for each factor y ( j) . Given a number k of factors and the number k j for each factor y ( j) (denoted by K = {k, {k j }}) as well as a set of observations {x t } t = 1 n , maximum likelihood learning by Equation (4) is still used for estimating , with the following log likelihood function:
which cannot be implemented by the EM algorithm as the integral in this function is analytically intractable. In [19] , a missing data q = [q 1 , q 2 ,..., q k ] is used to indicate which factor is generated by the corresponding Gaussian component, and then p( y) in Equation (10) is expressed as a mixture of Gaussian products. As a result, the integral becomes a summation of a large number of analytically computable integrals on Gaussians, which makes an exact ML learning on Equation (1) implemented by an exact EM algorithm. The same approach has been also published in [4] under the name of independent factor analysis.
Specifically, each state q j in q indicates the factor y (j) generated by the q j th Gaussian component and each state q corresponds to a k-dimensional Gaussian density with the mixing proportion " q , mean 2 q , and diagonal covariance matrix V q as follows:
where the notation diag(d 1 , . . . , d k ) denotes a diagonal matrix with the diagonal elements being
Thus, the form of p( y) in Equation (10) can be rewritten as
where the summation
. Also, the form of p(q) and p(x|q) can be written as
The EM algorithm for solving Equation (12) is given in the following steps [4, 19] :
Step E: calculate p(q|x t ) by
where AE q i f g i6 ¼j denotes summation over {q i m j }, holding q j fixed.
Step M: update A, @ and j;q j ; " jq j ; '
respectively, where
where (h q ) j means the jth element of vector h q . Obviously, the number of terms in the summation
; . . . ; P q k grows exponentially with k, and correspondingly incurs that computing costs exponentially grows with k. This is a serious disadvantage of this approach.
Factor Number Determination

TYPICAL MODEL SELECTION CRITERIA
The other crucial issue in implementing BFA and NFA is appropriately determining k for BFA and K = {k, {k j }} for NFA, which is a typical model selection problem. In literature of statistical learning, many efforts have been made on model selection via a two-phase style implementation that first conducts maximum likelihood learning on a set of candidate models and then selects the Foptimal_ model among the candidates according to a given model selection criterion. Here, we only describe the detail for NFA as an example. BFA is similar except that only k need to be determined. Given a range of values of k from k min to k max and a range of values of each k j from k j min to k j max , which forms a domain D for K = {k, k j }. First, we estimate the parameters under the ML learning principle at each specific k and K 2 D. Second, we make the following selection
where J À ; K Á is a given model selection criterion. Three typical model selection criteria are the Akaike_s information criterion (AIC) [1, 2] , its extension called Bozdogan_s consistent Akaike_s information criterion (CAIC) [10] , and Schwarz_s Bayesian inference criterion (BIC) [23] which coincides with Rissanen_s minimum description length (MDL) criterion [6, 20] . These three criteria can be summarized into the following general form [24] 
where L À Á is the log likelihood Equation (4) based on the ML estimation b under a given K, and
is the number of free parameters in the K-model for NFA. Moreover, W(n) is a function with respect to the number of observations as follows:
-W(n) = ln(n) for Schwarz_s Bayesian inference criterion (BIC) [23] .
For BFA, the number of free parameters in a k-factor model is
Another well-known model selection technique is cross-validation (CV), by which data are repeatedly partitioned into two sets, one is used to build the model and the other is used to evaluate the statistic of interest [25] . For the ith partition, let E i be the data subset used for testing and E ji be the remainder of the data used for training, the cross-validated log likelihood for a K-factor model is
where m is the number of partitions, E Ài ð Þ denotes the ML parameter estimates from the ith training subset, and L À E Ài ð ÞjE i Á is the log likelihood evaluated on the data set E i . Featured by m, it is usually referred as making a m-fold crossvalidation or shortly m-fold CV.
BYY HARMONY LEARNING
Bayesian Ying-Yang (BYY) learning was proposed as a unified statistical learning framework firstly in [28] and systematically developed in past years.
From the perspective of general learning framework, the BYY harmony learning consists of a general BYY system and a fundamental harmony learning principle as a unified guide for developing new regularization techniques, a new class of criteria for model selection, and a new family of algorithms that perform parameter learning with automated model selection. From the perspective of specific learning paradigms, the BYY learning with specific structures applies to unsupervised learning, supervised learning, and state space approach for temporal modelling, with a number of new results. The details are referred to [31] [32] [33] [34] [35] [36] .
Determining Hidden Factors by BYY Criterion for BFA
Applying BYY harmony learning to a BFA model, the following criterion is obtained for selecting the factor number k [30, 35] 
We refer it shortly by BYY criterion, where b ' ' 2 can be obtained via BYY harmony learning, i.e., ¼ arg max
According to Section 4.1, especially Equations (21), (30)- (32) , in [35] , the specific form of H(, k) is given as follows
where y t (j) is the j-th element in vector y t , and
In a two-stage implementation, q j is simply preset as 0.5. The above Equation (28) can be implemented by either a batch or an adaptive algorithm. Specifically, with k fixed, BFA can be implemented via the adaptive algorithm given by Table I in [35] . However, typical model selection criteria are evaluated in this paper basing on the ML estimation via the EM algorithm made in batch, we write the procedure given in Table I of [35] into its corresponding batch version that iterates the following steps:
Step 1: get y t by Equation (30),
MODEL SELECTION FOR INDEPENDENT FACTOR ANALYSIS
Step 2: from
, update
This iterative procedure is guaranteed to converge since it is actually the specific form of the Ying-Yang alternative procedure, see Section 3.2 in [34] . With k enumerated as in Equation (24) and its corresponding parameters obtained by the above Equation (31), we can select a best value of k for BFA by the BYY criterion in Equation (27) .
Determining Hidden Factors by BYY Criterion for NFA
Applying the BYY harmony learning to a NFA model, the following criterion for NFA is obtained for selecting K = {k, k j } [34, 36] 
We refer it shortly by BYY criterion. According to Section IVA and especially Equation (52) in [36] , the specific form of H(, K) for NFA is given as follows
where p j ( y t (j) ) is same as given in Equation (10) and y t ( j) is the j-th element in vector y t , and we have
which is specifically implemented via a nonlinear optimization algorithm. In this paper, we adopt a so-called fixed posterior approximation technique that iterates the following two steps [18, 32, 36] :
Step a ð Þ: p j;q j ¼ j;q j G y j ð Þ t j" j;q j ; ' 2 j;q j P k j q j ¼1 j;q j G y j ð Þ t j" j;q j ; ' 2 j;q j ;
Step b ð Þ:
Moreover, with K = {k, k j } fixed, max H ;k can be implemented via the algorithm given by Equation (57) in [36] . Here, we rewrite the algorithm that iterate the following steps:
Yang step: get y t by Equation (35) 
where ), ) 0 are step length constants. In this paper, for simplification, we set all k j s to be a same integer. This iterative procedure is guaranteed to converge since it is actually the specific form of the Ying-Yang alternative procedure, see Section III in [32] . With K enumerated as in Equation (24) and its corresponding parameters obtained as the above, we can select a best K by BYY criterion in Equation (32) . Besides the above criteria based selection, adaptive algorithms have also been developed from BYY harmony learning to implement BFA and NFA such that an appropriate k or K can be automatically determined during adaptive learning [32, 34, 36] . The hidden factors obtained via either the automatic determination or the above criterion have no difference in performances. The difference lays in that the automatic determination can save significantly computational costs because avoiding the conventional two stage implementation. Therefore, as long as the performances by the criterion from BYY harmony learning are comparable to typical criteria AIC, CAIC, BIC, and CV, we prefer to use BYY harmony learning as a tool for determining k for BFA and K for NFA.
Comparative Empirical Studies
We investigate the experimental performances of the model selection criteria AIC, BIC, CAIC, 10-fold CV, BYY criterion for BFA and NFA on four types of data sets with different settings. In implementation of BFA, A, c and ' 2 are estimated via Equation (31) for BYY criterion, and via the EM algorithm in Equations (7)- (9) for AIC, BIC, CAIC and 10-fold CV. In implementation of NFA, we implement parameters learning to obtain all the parameters via the algorithm Equation (36) for BYY criterion, and via the EM algorithm Equations (16)-(23) for AIC, BIC, CAIC and 10-fold CV. In addition, to clearly illustrate the curve of each criterion within one same figure we normalize the values of each curve to zero mean and unit variance.
For BFA, we design four groups of experiments to illustrate the performance of each criterion on data sets with different sample sizes, data dimensions, noise variances, and numbers of hidden factors. For NFA, since the computational complexity grows exponentially with the number of factors, we only make comparisons on three groups of data with different sample sizes, data dimensions, and noise variances. The observations x t , t = 1, . . . , n for BFA are generated from x t = Ay t + c + e t with y t randomly generated from a Bernoulli distribution with q j = 0.5 and e t randomly generated from N 0; ' 2 I ð Þ. For NFA, the observations are generated from x t = Ay t + e t with each y t generated from a Gaussian mixture with three Gaussians and e t randomly generated from N 0; AE ð Þ. Experiments are repeated over 100 times to facilitate our observing on statistical behaviors. Each element of A is generated from N 0; 1 ð Þ. For BFA, we set k min = 1 and k max = 2k j 1 where k is the true number of hidden factors. For NFA, we simplify the task by setting the number k j for each factor y numbers k and k j . Also, k and k j are determined separately, i.e., holding k j = 3 fixed when determining k and holding k fixed when determining the number k j . Usually, we set k min = 1 and k max = 2k j 1 where k is the true number of hidden factors and k jmin = 1 and k jmax = 5 since the true number of k j is 3.
EFFECTS OF SAMPLE SIZES
For Binary Factor Analysis
We investigate the performances of every criterion on the data sets with different sample sizes n = 20, n = 40, and n = 100 for implementing BFA. In this experiment, the dimension of x is d = 9 and the dimension of y is k = 3. The noise variance ' 2 is equal to 0.1. The results are shown in Figure 1 . Table I illustrates the numbers of underestimating, success, and overestimating of each criterion in 100 experiments.
When the sample size is only 20, BYY and BIC select the correct number 3. CAIC selects the number 2. AIC, 10-fold CV select 4. When the sample size is 100, all the criteria lead to the correct number. Similar observations can be observed in Table I . For a small sample size, CAIC tends to underestimate the Table III . Numbers of underestimating (U), success (S), and overestimating (O) by each criterion on the data sets with different sample sizes for selecting Gaussian number k j with k = 3 fixed for NFA in 50 experiments Criteria n = 20 n = 40 n = 100 AIC  9  31  10  4  34  12  1  41  8  BIC  22  26  2  17  32  1  5  43  2  CAIC  28  22  0  21  29  0  15  35  0  10-fold CV  6  29  15  3  32  15  0  39  11  BYY  7  31  12  4  37  9  1  44  5   462 number while AIC, 10-fold CV tend to overestimate the number, while BYY criterion has a risk of overestimation.
For Non-Gaussian Factor Analysis
We investigate the performances of every criterion on the data sets with different sample sizes n = 20, n = 40, and n = 100 for implementing NFA. In this experiment, the dimension of x is d = 7 and the dimension of y is k = 3. The noise covariance matrix @ is equal to 0.1I (I is a 7 Â 7 identity matrix). The results with different factor number k and fixing k j as 3 are shown in Figure 2 . The results with different k j and fixing k as 3 are shown in Figure 3 . Tables II and III illustrate the numbers of underestimating, success, and overestimating of each method for selecting k and k j respectively in 50 experiments. When the sample size is only 20, we can find the similar results with that of BFA. We see that BYY and BIC select the correct hidden factors number 3, CAIC selects the number 2, AIC and 10-fold CV select 4. When the sample size is 100, all the criteria lead to the correct number. Similar observations can be observed in Table II . For a small sample size, CAIC tends to underestimate the number while AIC, 10-fold CV tend to overestimate the number. BYY criterion has a little risk of overestimation while BIC has a little risk of underestimation.
When the sample size is only 20, AIC and BYY select the correct Gaussian number 3 for each Gaussian mixture of y j . BIC selects the number 2 and CAIC select the number 1, and 10-fold CV select the number 4. When the sample size is 100, only CAIC leads to the number 2, all the other criteria select the correct number 3. Similar observations can be observed in Table III . CAIC tends to underestimate even the sample size is large enough.
EFFECTS OF DATA DIMENSIONS
For Binary Factor Analysis
Next we investigate the effect of data dimension on each method for implementing BFA. The dimension of y is k = 3, the noise variance ' 2 is equal to 0.1, and the sample size is n = 50. The dimension of x is d = 6, d = 15, and d = 25. The results are shown in Figure 4 . Table IV illustrates the numbers of underestimating, success, and overestimating of each method in 100 experiments.
When the dimension of x is 6, we observe that all these criteria tend to select the right number 3. However, when the dimension of x is increased to 25, BYY, 10-fold CV and AIC get the right number 3, but CAIC and BIC choose the number 2. Similar observations can be obtained in Table IV . For a high dimensional x, BYY, and 10-fold CV still have high successful rates but CAIC Table IV . Numbers of underestimating (U), success (S), and overestimating (O) by each criterion on the data sets with different data dimensions for BFA in 100 experiments and BIC tend to underestimating the hidden factors number k. AIC has a slight risk to overestimate the hidden factors number.
For Non-Gaussian Factor Analysis
Now we investigate the effect of data dimension on each criterion for NFA. The dimension of y is k = 3, the noise covariance matrix @ is equal to 0.1I, and The results with different factor number k while fixing k j = 3 are shown in Figure 5 . The results with different k j while fixing k = 3 are shown in Figure 6 . Tables V and VI illustrate When the dimension of x is 5, we observe that all these criteria tend to select the correct factor number 3. However, when the dimension of x is increased to 20, the result is similar with that of BFA except AIC. That is, BYY and 10-fold CV get the correct number 3, but CAIC and BIC tend to underestimate the factor number and AIC tend to overestimate the factor number. Similar observations can be obtained in Table V .
When the dimension of x is 20, AIC and 10-fold CV get the correct Gaussian number 3 of k j , BIC and CAIC tend to underestimation while BYY criterion has a risk of overestimation. Similar observations can be obtained in Table VI. 
EFFECTS OF NOISE VARIANCES
For Binary Factor Analysis
We further investigate the performance of each criterion on the data sets with different scales of noise added for implementing BFA. In this example, the dimension of x is d = 9, the dimension of y is k = 3, and the sample size is n = 50. The noise variance ' 2 is equal to 0.05, 0.5, and 1.5. The results are shown in Figure 7 . Table VII illustrates the rates of underestimating, success, and overestimating of each method in 100 experiments.
When the noise variance is 1.5, only AIC and 10-fold CV select the correct number 3, BIC, CAIC and BYY select 2 factors. When the noise variance is 0.05 or 0.5, all the criteria lead to the correct number. Similar observations can be observed in Table VII. From this table we CAIC is high likely to underestimate the number, AIC and 10-fold CV have a risk of overestimate the number.
For Non-Gaussian Factor Analysis
Now we investigate the performance of each criterion on the data sets with different scales of noise added for NFA. In this example, the dimension of x is d = 7, the dimension of y is k = 3, and the sample size is n = 80. The noise covariance matrix @ is equal to 0.05I, 0.5I, and 1.5I. Because the results with different k j are similar to the results with number k, they are shown in the same Figure 8 . Tables VIII and IX illustrate the numbers of underestimating, success, and overestimating of each method for selecting k and k j respectively in 50 experiments. When the noise covariance matrix is 1.5I, AIC, BIC, CAIC, and 10-fold CV have the similar results with that of BFA. That is, AIC and 10-fold CV select the correct factor number 3, BIC, CAIC select 2 factors while BYY criterion select 4 factors. Similar observations can be observed in Table VIII. From this table we can find, for a large noise variance, CAIC is high likely to underestimate the number, AIC and 10-fold CV have a slight risk of overestimate the hidden factor number.
For the Gaussians number k j , Table IX shows that the results are similar to the results of determining the hidden factors number k.
EFFECTS OF HIDDEN FACTOR NUMBERS
Finally, we consider the effect of hidden factor number, that is, the dimension of y on each criterion. Since the computational complexity grows exponentially with the number of factors for NFA, k cannot be larger than 5 for the practical implementation. Therefore, we only consider this comparison on BFA. In this example we set n = 50, d = 15, and ' 2 = 0.1. The dimension of y is k = 3, k = 6, and k = 10. Table X illustrates the numbers of underestimating, success, and overestimating of each method in 100 experiments. As shown in Table X , when hidden factor number is small all criteria have good performance. When hidden factor number is large AIC, 10-fold CV, BYY criterion gets a risk of overestimating. 
Conclusion
We have made an experimental comparison on several typical model selection criteria by using them to determine the model scales for BFA and NFA. The considered criteria include four typical criteria AIC, BIC, CAIC, 10-fold CV and the criteria obtained from BYY harmony learning. From the comparison results for both BFA and NFA, we observe that BIC got a high successful rate when the data dimension is not too high, CAIC has an underestimation tendency while AIC and 10-fold CV have an overestimation tendency. In most cases, BYY criterion are superior or comparable to other methods. In consideration that the model selection by these criteria have to be made via a two stage implementation with expensive costs, while BYY harmony learning can be implemented with automated model selection during parameter learning, BYY harmony learning is more preferred since computing costs can be saved significantly.
