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In this work we establish a Liapunov function for the equilibrium for almost all 
systems 
.f = -xf(x), 
.P = - Yg(x)> 
~g:U-tR,OEU=ecR,f,gEC’,f(O),g(O)>O. 
0 1991 Academic Press, Inc. 
1. IN~IX~DUCTION 
Consider the system 
2 = -xf(x), 
jj= -.Yg(x), 
f,g:U+R,0dJ=tJcR,f;gK2. 
Let us observe that, if f(O) > 0, the origin is a center for the first equation 
(%= --Q(x)) and, by the linearity of the second equation (j;= -yg(x)) 
relatively to y, we have to deal with a family of Hill’s equations. 
Theorem 1 gives a necessary condition and Theorem 2 gives a necessary 
and sufficient condition for the existence of a generalized area1 integral 
s(x; x2-) j - yS(x; 2) (see Definition 1) for the system. 
In [ 11, for the natural case of attractive central forces (f = gE C’), the 
authors have shown that the instability is surprisingly generic. 
In [3,4,5], necessary and sufficient conditions for the stability of the 
equilibrium are obtained. In all these papers stability is shown equivalent 
to the total periodicity, i.e., by the fact that each solution, near the origin, 
is r(x,)-periodic (see Section 3). We remark that no Liapunov function was 
known for these cases. 
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So, in this work, we construct such a function in a more general context: 
l Our Theorem 3 exibits a Liapunov function for the totally periodic 
cases (which include all cases above). 
l Our Theorem 4 exibits a Liapunov function for the cases where 
4g(O) # n’j(O). These cases are aperiodic; i.e., there are no $x,)-periodic 
solutions near the origin. 
Theorem 4 shows that the stability is generic. However, in all the 
previously known cases (precisely the ones treated in [3,4, 5]), instability 
is generic. 
The Liapunov functions we are dealing with, namely 
(see Section 6), generalize the mechanical energy. 
The system is non-conservative but only in the trivial case where 
g(x) = const. 
Actually i2/2 + j;; g(r) d( is the mechanical energy of the first equation, 
but the second term is neither positional nor quadratic in the velocities. 
We believe that, for each system under consideration, if the equilibrium 
is stable there exists an energy-like Liapunov function. We are currently 
working on this study. 
2. REMARKS ABOUT A DEGENERATE PDE 
Let us consider the system 
2 = -xf(x), 
ji= -.I&), 
f;g:U-,R,OEU=ecR,f;gEC’. (2.1) 
For each x(t), solution of (2.1),, we associate the linear homogeneous 
equation 
j; = -v&(t)). (2.2) 
DEFINITION 1. We say that the system (2.1) admits a generalized area1 
integral if there exists a function s, 
~:W\{(O,O)}-~R,(O,O)EW=~=R~,~EC~, 
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s(x; 2) $0 in any neighbourhood of (0; 0), such that I/= s(x; 2) j - 
yS(x; n) is a first integral of (2.1), where 3(x; a) = s,(x; ii-) 1- 
xf(x) s,(x; a). 
EXAMPLE. If f= g, the function s(x; i) =x yields the so-called area1 
integral xj - yz?. We remark that P= 0 iff s(x; i) is a solution of 
x2f2(x) siI(x; i) - 2xzz~(x) sx,(x; i) + i2s,,(x; a) 
+ g(x) s(x; i) - xf(x) s,(x; a) - “t(f(X) + xf’(x)) s,(x; i) = 0, (2.3) 
which is a degenerate linear homogeneous parabolic PDE. 
Remarks. Let s(x; a) be a solution of (2.3) 
(i) If x(t) is a solution of (2.1), then s(x(t); i(t)) satisfies (2.2). 
(ii) For each a > 0, s(x; i/G) satisfies (2.3), for (AL Ag) instead of 
(f; 8). 
(iii) For each 2 < 0, &5(x; a/$) and 9s(x; a/$) are solutions of 
(2.3) (for (3Lf; Ag)), where ,/? introduces a complex s. 
3. SOME FAMILIES OF HILL'S EQUATIONS 
Supposef(0) > 0; then the origin is a center for (2:1),, i.e., 3X,, such that 
for all x0, with 0 <x,, < X0, the solution x(t; x0) of (2.1), with x(0; x0) = x0 
and $0; x,,) = 0 is $x,)-periodic and even. 
It is well known that z E C2 and $x0) -+ 27~/&6) as x0 --* 0 +. 
Plug x(t; x0) into (2.1), to obtain 
j; = - YMC x0)), (3.1) 
a family of Hill’s equations (indexed by x0). 
Note that if ~(t; x0) satisfies (3.1) then cp( - t; x0) does too. 
Let y i (t; x0) and yz( t; x0) be the solutions of (3.1) respectively with 
Y,Kt x0) = 1, il@t x0) = 0 
Y& XCJ = 0, j2(O; x()) = 1. 
Observe that y, is even while y, is odd. 
Let s(x; ~5) be a solution of (2.3); then s(x(t; x0); f(t; x0)) is a $x0)- 
periodic solution of (3.1). Its initial data are s(x,; 0) and S(x,,; 0) = 
-x&x,) si(xo; 0). As we saw above 
s(x( - t; x,); 2( - t; x0)) = s(x( t; x,); -i( t; x0)) 
is also a solution of (3.1). 
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Since s f 0 in any neighbourhood of (0; 0), then for all 6 > 0, there exists 
x0, 0 <x0 < 6, such that s(x,; 0) and S(x,; 0) are not both equal to zero. 
So we consider three cases: 
(a) If s(xO; 0) # 0 and S(x,,; 0) # 0 then 
and therefore it is $x,)-periodic. 
(b) Ifs(x,;O)=O and S(x,;O)#O then 
Y,(C x0) = - 
s(x(t; x,); i( t; xg)) 
xof(4 ~&o; 0) 
and therefore it is $x,)-periodic. 
(c) If s(x,; 0) #O and S(x,; 0) #O then 
Yl(C x0) = 
s(x(t; x,); i( t; xg)) + s(x(t; x,); - a( t; x(J) 
24x0; 0) 
9 
Y2(C x0) = - 
s(x(t;x,);R(t;x,))-s(x(t;x,); -i(t;x,)) 
hJG%) s&o; 0) 
and so both are $x,)-periodic. 
4. EXISTENCE CONDITIONS FOR GENERALIZED AREAL INTEGRALS 
THEOREM 1. Let f(0) # 0, g(0) # 0 and suppose that Eq. (2.3) admits a 
non-trivial solution s(x; a); then g(0) = n2f(0) for some n EN. 
ProoJ Consider J(0) > 0 and g(0) > 0. The functions y, = cos(,,&@?) t) 
and Y, = sin(m r)l,h8 are the fundamental solutions of j = - yg(0). 
We are arguing by contradiction. Suppose g(0) # n2f(0), for all n E N. 
Therefore there exists E > 0 such that the sets 
{W)ER’I It--&l 
and 
{ky)ER21 jf- -$$ 
<sand 
<sand y _ W&it@ t) < E I 1 JiG’ 
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have empty intersections, respectively, with the straight lines y = 1 and 
y = 0. 
By continuity of the flow, for i= 1,2 there exists bi(s) such that the 
graphs of the solutions yi( t; x0)1 II _ 2X,m, GE of (3.1) are contained in the 
sets above. 
Now, by the continuity of z(x,), there exists d,(e)>0 such that for all 
x0, 0 <x0 < ME), IGO) -27&/m <E. 
The function s does not vanish in any neighbourhood of (0; 0). Therefore 
there exists x0, 0 <x0 < 6 = min(6,, 8*, 6,), such that s(x,; 0) and sI(xo; 0) 
are not both equal to zero, and then at least one of the two solutions 
y,(t; x0) and yz(t; x0) is z(x,)-periodic. This is a contradiction, since 
y,(z(x,); x0) =y,(O; x0) = 1 or y,(z(x,); x0) =y*(O; x0) = 0. The proof is 
complete for f(0) > 0 and g(0) > 0. 
The other cases are easily proved. m 
We remark that Theorem 1 remains valid for f~ C1 and g E Co. 
THEOREM 2. Suppose f(O), g(0) > 0 and 0 < 6 <X0. Equation (2.3) has 
a non-trivial solution s if, and only ly, for all E > 0, there exists 
]ao;bo[c]0;6[,ao<~,andi~{1;2}such thatVxo~]ao;bo[,yi(t;xo)is 
7(x,)-periodic. 
Proof: The necessary part is easy to prove. Let us see the sufficient one. 
We prove the result in two particular cases; the general proof is easily 
obtained from these cases. 
(a) y,(t; x0) is z(x,)-periodic for all x0, O<x,<6. Let x(t; x0), 
o<x,<x,, be the t(x,)-periodic solution of (2.1), . Let r(t; x0) = 
(x( (t; x0)); x( t; x0)) defined in 
where we identify (0; x0) with ($x0); x0). The image set of r is 
{(x;~i-)~R*l(O;O)#(x;~)~y}, 
where JJ is the interior of the set enclosed by the orbit through (6; 0). The 
map r is bijective and C*. The derivative with respect o x0 of 
shows that det %(I’( t; x0)) =x&x,) > 0. Thus r is C.*-diffeo. So we can 
consider s = y1 = y, 0 P’ and the proof is complete in case (a). 
(b) y2(t; x0) is $x,)-periodic for all x0, 0 < x0 < 6. Consider, 
analogously, ~=J~=y~~r-~. 1 
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Remarks. 
- These maps j, and j2 have no limit when (x; x) + (0; 0). 
- In case (a) above, we can also consider 
Y(C x0) = c1b3) Yl(K x0), 
with c1 E C*, 0 < x0 < 6, cI f 0 in any neighbourhood of zero. 
In this way we have a solution y of (3.1) for each x0. By composition with 
r-i we have a solution s of (2.3) with 
4x0; 0) = Cl(XO) and qx,; 0) = 0. 
If lim X0+,,+ cI(xO) = 0 then there exists lim(,;,,, (O;Oj s(x; x) = 0. In case (b) 
we can give an analogous solution of (2.3). 
5. CONSEQUENCES OF THEOREM 2. 
(a) f= g. Then Eq. (2.3) has a solution 
X s=jl=- 
x,(x; rn)’ 
In [ 1 ] we found the map 
f(x) =f(O)(l + ax)r3, f(O)‘03 
which yields stability of the equilibrium for 
1 
2+xf(x)=O, 
j + yf (x) = 0. 
This was done by looking for pseudo-energy conservation. 
In [3], Zampieri found all the other f of stability and gave explicit 
procedures to construct the class of such an f: This is a large class: f can 
be arbitrarily given for x 2 0 (with f (0) > 0) and this determines a unique 
f which gives stability. 
By Theorem 2, f belongs to this class if, and only if, y, is compatible 
with r in such a way that Eq. (2.3) has the solution 
s=jz= y,or-1. 
(b) g(x) = (1 + 3ax/( 1 + cIx)) f(x) + xf ‘(x), c1 E R. Then Eq. (2.3) has 
the solution 
x-(1 +ax) 
s = y2 = - XrJ f(xo)( 1 + crxo)’ 
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In [4], Zampieri has constructed the class off which gives stability for 
such g. 
By Theorem 2, f belongs to this class if, and only if, Eq. (2.3) has the 
solution s = j, . 
(c) g(x)=4f(x)+xf’(x). Then Eq. (2.3) has the solution 
Xi 
s=j2= -~ 
x;f(%)’ 
By Theorem 2, Eq. (2.3) has the solution s = j1 if, and only if, f belongs 
to the class determined in [S]. 
Remark. We show in Section 6 that in preceding cases (a), (b), and (c), 
if s = j1 and s = J2 are solutions of (2.3), then (2.1) admits a Liapunov 
function, which we will explain. 
6. PROVING STABILITY THROUGH LIAPUNOV FUNCTIONS 
THEOREM 3. Q-f(O), g(O)>O, andy,(t;x& in {1,2}, are $x,)-periodic 
for all x0, O<x()<d, 6<.f,, then the system (2.1) admits a Liapunov 
function for the stability of the origin. 
Proof: Consider jl and jz as in Theorem 2. The functions 
(VI 3 - A YY and g(ONY2 P - A Y)’ 
are first integrals of (2.1), as well as their sum: 
G(x; i) j2 + 6(x; ii-) yj + C(x; a) y2. (6.1) 
The functions a, b and C are continuous at (0; 0); for 
By continuity (6.1) is positive definite near the origin (0; 0). Therefore 
E(x;i;y;~)=li(~;i-)j~+~(x;~)y~+c(x;~)y~+;+Jb~~(~)d~ 
is a Liapunov function for the system (2.1). 1 
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We remark that Theorem 3 constructs a Liapunov function for (a), (b), 
and (c), above, as well as for f(x) = const, g(x) = n*f(x), n > 3. 
THEOREM 4. Zff(O), g(O)>O, and 4g(0)#n2f(0)for all HEN, then the 
system (2.1) admits a Liapunov function for the stability of the origin. 
Proof: Since m (27rIJfo) # xn, for all n EN we have 
lim [y:(r(xO); x0)- l] = cos2 JJF)) --AZ- 
( Jm ) 
-l<O. 
x0-0+ 
Therefore, 36 > 0 such that y~(r(xo), x0) - 1~0, Vx,, 0 <x0 < 6. In our 
case, the function g(x(t; x0)) is even; so (see [2]) its characteristic equation 
is 
P2-2Ylwo);xo)P+ 1 =o 
and has the roots 
PI(XO) = Y,(eo); x0) 
+ 1 - yT($xo); x0) i and P*(Xo) = Pl(XO). 
Searching solutions of (3.1) such that 
Y(t + eo); x0) = PY(C x0), (6.2) 
we find the system 
CYl((XOk x0) -PI CI(XO) +Y2(7(xo); x0) c*(xo) = 0 
I,(+,); x0) c,(xo) + Cy,(dxo); x0)-PI c*(xo) = 0. 
Let us fix cl(xo) = 1. Then, the corresponding solutions of (3.1) satisfying 
(6.2) are 
cPl(t; xo)= yl(t; xo) +J1 - Jwxo); xo) . 
Y*(Qo); x0) 
lY*(t; x0) 
and 
Therefore 
and 
(P*(t; x0) = cpl(C x0), 
4%(t; x0)3 - @,(t; ,To)Y 
cP*(c x0) P - (i)*(t; x0) Y 
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are first integrals for (3.1) as well as their product 
qt; x0; y; I’) = a( t; x0) p* + b( t; x0) yj + c( t; x0) y*, 
where 
4c x0) = cPl(C x0) (P*(f; x0), 
b( t; x0) = - fi( t; x0), 
ii( t; x0) 
c(t; x0) = @,(t; x0) 42(t; x0) = 4t; x0) g(x(t; x0)) + --y- 
are defined in the set 
{(t; x0) E R* ) 0 < t Q $x0) and 0 < x0 < S}. 
Since pI(xo)p2(xo)= 1, a(t; x0) is r(x,)-periodic, as well as b(t;x,) and 
c(t; x0). We remark that 
4t; x0) = y:o; x0) + 4x0) y:u; x0), 
c(t; x0) = j:tt; x0) + 4x0) j:ct; x0), 
where 
4x0) = 1 - YWo); x0) Y:wo); x0) . 
Now we consider 
i.e., 
V(x; i’; y; j) = 5(x; 2) j* + 6(x; a) yj + C(x; a) y* 
(for the definition of r see the proof of Theorem 2). 
Since 
lim 
x0+0+ 
1(x,) = g(0) > 0, 
the functions (?, 6, and C are continuous at (0; 0), for 
lim G(x; i) = 1, lim b(x; a) = 0, 
(.r;k) - (0;O) (x;i)- (0;O) (,,iti,m(o,o) m; a) = g(O). 
By continuity P is positive definite near the origin (0; 0). Therefore, 
is a Liapunov function for the system (2.1). 1 
505/91/2-5 
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