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ABSTRACT
Measuring Technical Difficulty in Reusing Open Educational
Resources with the ALMS Analysis Framework
Seth M. Gurell
Department of Instructional Psychology and Technology
Doctor of Philosophy
The Open Educational Resources (OER) movement was started roughly ten years old
(Wiley & Gurell, 2009). Since that time thousands of resources have been produced. Though
these resources have been used both for classroom development and for the autodidact, the
development of OER was not without problems. Incompatibility between Creative Commons
licenses has made revising and remixing two resources difficult, if not impossible (Linksvayer,
2006). Tools to help educators find appropriate educational resources have been necessary but
are still nascent. Educators’ perceived quality issues have also hampered adoption (Wiley &
Gurell, 2009). The result is that resources were only being minimally reused (Wiley, 2009).
One possible reason observed for the limited reuse was the barrier of technology. Some
resources were easier to view, revise and remix from a technical perspective than others.
Hilton, Wiley, Stein, and Johnson (2010) created the ALMS analysis framework to assess
the technical openness of an OER. Although the ALMS framework allowed for an assessment of
OER, no pilot instrument was reported in the Hilton et al. (2010) article. The framework has not
been tested because there is no known rubric with which measurement can occur. Consequently,
Hilton et al.’s framework needed to be further developed and tested against a range of open
educational resources.
This dissertation examined the ALMS analysis, which was previously only a concept, in
order to create a concrete framework with sufficient detail and documentation for comparisons to
be made among OERs. The rubric was further refined through a Delphi study consisting of
experts in the field of OER (n=5). A sample of OERs (n=27) rated by a small group (4) was
conducted to determine inter-rater reliability. Intra-class correlation indicated moderate
agreement (ICC(2,1) =.655, df=376, 95% CI [.609, .699]). Findings suggested that the degree of
technical difficulty in reusing OERs can be measured in somewhat reliable manner. These
findings may be insightful in developing policies and practices regarding OER development.
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Chapter 1
Background
In the United States, as elsewhere, it has been illegal to copy or share content, including
educational material, or any other kind of creative works without express permission of the
copyright holder (United States Copyright Office, 2008). Consequently, individuals or
organizations that wish to provide free educational materials for teachers and students to use in a
variety of ways must include copyright statements on their websites or methods of granting these
permissions. Copyright has varied significantly from country to country (Grossman & Lei,
2002; Marron, 2000; Correa, 2000), though international laws and treaties are minimizing these
differences (Ginsburg, 2000). Copyright law has influenced a number of fields including
education. One way it affected education is by creating barriers to reusing educational materials.
The concept of revising educational materials was started at least forty years ago (e.g,
Gerard, 1969). Wayne Hodgins was believed to have coined the term learning objects (LO) in
1994 to describe an approach to designing educational materials that would maximize their use
and reuse in different contexts (Wiley, 2002). Unfortunately, LO were the subject of both great
hyperbole and significant confusion and debate regarding definitions (Friesen, 2004; Wiley,
2008). Professional standards and organizations such as ARIADNE (2000), IMS (2000), and
SCORM (2008) created their own framework for LO development, maintenance, and
interoperability. However, researchers focused on design and technical issues largely to the
exclusion of legal and copyright issues. Wiley (2009) argued that the same copyright concerns
and permission ambiguities that have been a concern for teachers have hindered LO from living
up to the promises made by the advocates (Parrish, 2004; Polsani, 2006; Friesen, 2004).
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A major step towards ameliorating the copyright issue was the creation of Creative
Commons licenses. Creative Commons licenses were developed to help resolve concerns and
ambiguities over when and how educational resources might be used, modified, and reused
(Elkin-Koren, 2006; Caroll, 2006; Creative Commons Corporation, n.d.a). For example, the
Creative Commons Attribution-Noncommercial license specified that anyone may use, copy,
share, and alter a set of materials without further need to contact the copyright holder provided
they credit them appropriately and that the material was not used for commercial purposes. A
licensing web application on the Creative Commons website made the process of applying a
Creative Commons license to an educational (or other cultural) work a reasonable process
(Atkins, Brown and Hammond, 2007). When a more generous copyright license like Creative
Commons was applied to educational materials, those materials were identified as open
educational resources.
Reuse of Open Educational Resources
The term open educational resource, or OER, was coined at a UNESCO workshop in
2002. OER have been defined as educational resources (e.g. lessons, plans, quizzes, syllabi,
instructional modules, encyclopedia entries, and simulations) that were freely available for use,
reuse, adaptation, and sharing (Gurell, 2008a). An OER may be open or closed to differing
degrees depending on how it is licensed. For example, an OER might be licensed to prevent
derivative works. In that situation the OER was open with respect to use and reuse but not
adaptation and remixing.
Although the number of resources available has grown, the rate of reuse of those open
educational materials has been minimal. Duncan (2009) conducted a study of reuse in the OER
repository Connexions. The author found that a third of all of the modules in that repository
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were never reused and only fifteen Connexions modules, out of 4,713, were reused more than
five times. A similar study on the Connexions repository found that most changes to content
were made by the original authors and no other users (Petrides, Nguyen, & Jimes, 2008). A
limitation of these two studies was that they only measured use and reuse within the Connexions
repository, which was likely chosen because of its technical capabilities for supporting, and
consequently measuring, reuse. Other researchers similarly concluded that reuse is difficult.
Geser (2007) and Wiley (1999) stated that the paradigm of educational resources being easily
interoperable with one another has largely failed.
One possible reason for the limited reuse observed may have been the barrier of
technology. Some resources have been easier to view, revise and remix than others. For
example, a PDF cannot be easily changed. However, the software to view the file was widely
available. In contrast, the XCF file format of the GIMP photo editor was a fully open image
format, but cannot be viewed in any other popular software programs. Geser (2007) created a set
of criteria for defining what makes an open resource.
•

Access to open content (including metadata) is provided free of charge for educational
institutions, content services, and the end-users such as teachers, students, and lifelong
learners.

•

The content is liberally licensed for re-use in educational activities, favorably free from
restrictions to modify, combine, and repurpose the content. Consequently, the content
should ideally be designed for easy re-use as open content standards and formats are
being employed.

•

Educational systems/tools software is used where the source code is available (i.e. Open
Source software) and there are open Application Programming Interfaces (open APIs)
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and authorizations to re-use Web-based services as well as resources (e.g. for educational
content RSS feeds). (p. 20)
Geser’s framework supported only a binary open/closed perspective towards resources. In
other words, a resource was considered either fully open or fully closed. The framework
included financial, legal, and technical criteria. Hilton, Wiley, Stein and Johnson (2010)
described the 4Rs framework considering legal dimensions of openness only. The 4Rs of
openness were reuse, revise, remix and redistribute. Reuse was using a resource as-is without
any modification. Revision was any kind of alteration to a resource prior to use. Remix was the
combining of any two resources together. Redistribute was the sharing of reuse with others. The
resource may or may not have been modified prior to redistribution.
ALMS Analysis
With that delineation of types of openness, Hilton, Wiley, Stein and Johnson (2010)
introduced the ALMS analysis for assessing the technical aspects of revising and remixing an
OER. ALMS was the acronym for Access to Editing Tools, Level of Expertise required to revise
or remix, Meaningfully editable, and Source Files. The ALMS analysis was based on openness
with respect to reuse or redistribution. Unlike Geser, Hilton et al. (2010) suggested that
openness was a continuum rather than a binary distinction.
The ALMS analysis framework consisted of the following elements:
•

Access to Editing Tools. The tools necessary to edit a particular resource may vary. For
example, the best way to alter a PDF has been through Adobe Acrobat Pro, which costs
several hundred dollars. In contrast, editing HTML can be done with a free text editor.

•

Level of Expertise required to revise or remix. The technical ability necessary to make a
change affects its reusability. Altering an FLA file may mean understanding how to use
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the Flash development editor and how to program in ActionScript. Editing a DOC file
merely requires the use of a word processor.
•

Meaningfully Editable. Some resources can be edited, but not in a meaningful way.
Hilton et al. (2010) used the example of a PDF of scanned handwriting. Although the
PDF could be altered, the core content of the file, the handwritten text, cannot be
changed.

•

Source Files. Source files are defined as file(s) of origin. As an example, Flash files are
distributed to end users in SWF format, but are edited by developers in FLA. Video
editing projects often have multiple source files that are compiled and compressed into
one file that is added to a DVD, or distributed on the Internet.

Applicability of ALMS Analysis
Although the ALMS framework allowed for a conceptual assessment of open educational
resources no actual measurement was reported in the Hilton et al. (2010) paper. The framework
had not been used extensively because there was no rubric corresponding to it. Consequently,
there has been no known systematic scale measuring the technical difficulty of reuse of open
educational resources. A study of technological difficulty was thought to help determine,
quantitatively, the degree to which technology is a barrier to reuse. A greater understanding of
the role of technology in preventing reuse has several future applications. Individual educators
may use it to gauge what kinds of resources are easiest for reuse. Those who create and manage
repositories could use an ALMS rubric to determine what kinds of OER best meet the
revise/remix goals of the repository. Funding agencies could also set policy based on the ALMS
rubric in terms of sponsoring OER creation.
Research Question

TECHNICAL DIFFICULTY ALMS ANALYSIS

6

The benefits of an ALMS rubric cannot be realized unless it was sound from a statistical
standpoint. Therefore, the purpose of this research was to explore whether an ALMS rubric, once
created, can be validated as an instrument. The study answered the following question: To what
degree can the technical difficulty of reusing OER be measured using the ALMS framework in a
way that is valid and reliable? The first step in answering this question was to create an ALMS
rubric and the second step was to validate that instrument by determining the degree of interrater reliability.
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Chapter 2
Literature Review
The theoretical underpinnings of OER are critical to an understanding of their reusability.
Consequently, several of the foundations are reviewed in this chapter. The concept of objectoriented programming (OOP) is addressed first. OOP is important to OER because the concept
of reuse for learning objects, and OER had its origins in OOP. Next, learning objects (LO) are
discussed as an important intermediate stage between OOP and OER. Finally, OER is addressed
specifically. As these three concepts are reviewed, it will be argued that each concept was driven
by certain promises some of which failed to materialize. This review will show that problems
with OOP continued to be present in LO, which in turn influenced OER.
Before reviewing the literature related to OOP, LO, and OER are addressed, it is
important to discuss how the sources utilized in this review are perhaps different from other
dissertations. Each of these topic areas were discussed in scholarly publications, journals, and
conferences. However, some topics covered by this review are limited by their nature. The
technical nature of these topics seemed to have lent itself to being presented in conference
proceedings, white papers, and textbooks rather than in peer-reviewed journals. This preference
in the literature was particularly true when exploring OOP and reuse since that was an issue that
seemed to more directly affect practicing programmers. LO did have a history of notable
scholarly publications though the LO community also had vigorous discussion through
conference proceedings, white papers, and blog posts.
Literature regarding OER also faced challenges. The field of OER itself is perhaps a
little over ten years old (Wiley & Gurell, 2009). Journal publications regarding OER often took
the form of special issues or single papers within a journal. The scholars in the OER community,
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as well as others, have expressed concern about the cost of journals and availability of access
(Monbiot, 2011). Stephen Downes summarized his feelings stating “from my perspective life is
too short to have to deal with arbitrary reviewers and edits well past the point of diminishing
returns” (Downes, 2012). As another example, Danah Boyd, a prominent scholar on teen use of
technology, even pledged to avoid publishing in journals that are not available openly (Boyd,
2008). Some scholars have also pledged to support open access to journal articles exclusively
(Suber, n.d.; Schechter, n.d). Though some scholars choose to publish in openly available
journals, some simply preferred to publish on the Internet and bypass the journal altogether.
These factors may have contributed to a lack of publications in high-impact, peer-reviewed
journals. In this literature review, citations from sources that are considered unorthodox or
unscholarly are done with the understanding that they may be such. It was believed that these
sources are necessary to provide the most accurate discussion of how these concepts have
evolved by both scholars and practitioners.
Object-Oriented Programming (OOP)
The origins of Object-Oriented Programming were traced back to 1967-1969. The very
beginning started with the FLEX machine, which used references to objects (Kay, 1993). The
references pointed to a particular part within the FLEX machine’s memory that stored numerical
values. The FLEX machine also had the ability to stop and start interaction on objects. These
features were later iteratively developed into Simula, which was considered to be the first OOP
language (Nierstrasz, 1986). Since that time there have been many programming languages that
have enhanced and extended the OOP paradigm (Booch et al., 2007), including Pascal, C++,
Java, and Ruby.
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Characteristics. Some have argued that OOP has become the paradigm of choice among

programmers (e.g. Hayes, 2003) though it has also been argued that OOP was never truly
prominent (Ben-Ari, 2010). Nonetheless, OOP had become such a transformative force in
computing that Stroustroup (1987) noted “‘Object-oriented’ has in many circles become a hightech synonym for ‘good’” (p. 51). Given this past aggrandizement of OOP, closer examinations
of its features were warranted. Although each OOP language has its own unique features, all
OOP languages share some commonalities including abstraction, encapsulation, inheritance, and
instantiation.
Abstraction. Abstraction has been a part of OOP since its beginning. The name of the

first OOP language, Simula, exemplified this relationship. The name was chosen because the
object-oriented features of the language were meant to mirror or “simulate” the reality of real-life
objects (Booch et al., 2007). To understand how Simula mirrored reality, it is necessary to
define objects and abstraction. Stefik and Bobrow (1985) defined an object as “entities that
combine the properties of procedures and data since they perform computations and save local
state” (p. 41). By “local state” Stefik and Bobrow referred to the values of variables at a given
point in time. Armstrong (2006) in a survey of articles relating to OOP defined objects as: “an
individual, identifiable item, either real or abstract, which contains data about itself and
descriptions of its manipulations of the data” (p. 125). Both of these definitions described an
object as something that has properties, and those properties can be altered through interaction.
Armstrong’s definition explicitly allowed for abstract objects though Stefik and Bobrow allowed
for it implicitly. Bian (2007) described three categories of abstraction. The first category was
object-oriented analysis, which was generating a conceptual model. The second category was
object-oriented design in which the conceptual model is given a systems or causal layer of
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reasoning. More simply stated the second category was an object that took in or possessed some
kind of input(s) that is then processed to generate some kind of output(s). The third category was
OOP where abstraction was actually implemented within the code.
Abstraction, then, was the process of examining phenomena and “abstracting” or
determining an object’s essence. This process was how Simula mirrors or relates to real-life
objects. The context determined which attributes of the object were chosen to represent it.
Booch et al. (2007), who gave importance to uniqueness in defining abstraction, stated “the
essential characteristics of an object that distinguish it from all other kinds of objects and thus
provide crisply defined conceptual boundaries, relative to the perspective of the viewer” (p. 38).
Madsen and Møller-Pedersen (1988) recommended abstracting properties of an object that
cannot be measured. Snyder (1986) placed greater emphasis on the methods or means by which
attributes of an object are accessed or modified. Ultimately, the attributes selected depended on
the aims of the program.
For a simple example of abstraction, one might imagine a circle. There are several
attributes that might be important in abstracting it. A circle has a radius, a circumference, and an
area. If the circle is depicted graphically, there would be a line or border representing the circle.
This line might have thickness or a color attribute. These attributes must be represented as a
particular data type. For example, the radius might bean integer and the area a decimal point
number. The border color might be stored as a hexadecimal number (e.g. #f356de). There is not
necessarily any single data type that best reflects a given attribute. As an example, a radius
might be best as an integer in some situations, because decimal approximation is not needed, but
in other cases a decimal point number might be required because higher precision is needed.
How the representation of these attributes is changed or adjusted depends on encapsulation.
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Related to abstraction was the concept of a class. A class is a construct composed of
common properties or patterns (Madsen & Møller-Pedersen, 1988). The word “class” can be
thought of as similar to “type” (Booch et al., 2007). In that sense, a class was what organizes
objects (Capretz, 2003). In a sense, a class was a group of abstractions to describe an object.
Encapsulation. Abstraction and encapsulation were complimentary concepts (Booch et

al., 2007). Snyder (1986) defined encapsulation as “a technique for minimizing
interdependencies among separately-written modules by defining strict external interfaces” (p.
39). To better understand encapsulation, consider the example of the circle used in the previous
section. A circle object, again, might have the attributes of radius circumference, border
thickness and border color. These attributes would then be accessed through certain functions.
For example, the circle object might have the function getRadius() in which the numeric value of
the radius is returned. Another function, setRadius(), might be the only function permitted to
change the radius attribute for the circle object.
Encapsulation, in a sense, closes off an attribute so that only the designated functions
interact with an object’s attributes. This design paradigm was considered advantageous, since it
prevented undesired or unintended interaction between an object and the rest of the code
(Snyder, 1986). Code maintenance is also easier since problems with an object could be traced
to a limited number of functions that interact with an object.
Modularization was another benefit of encapsulation. The attributes of an object and
potentially none of the code outside of the object needed to change. As an example, if the radius
attribute of a circle was changed from an integer to a decimal point number, only functions
within the object need to be changed (Booch et al., 2007). This aspect of OOP would be later
adopted by learning objects. It should be noted that individual circumstances within OOP code
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may necessitate changes outside the function, but ideally they would be minimal. Changing a
class directly is one way to make changes to an object, but another method was through
inheritance.
Inheritance. Inheritance is a concept in OOP in which one object is used to create another

object (Stefik, 1985). These relationships often have an “is-a” relationship (Booch et al., 2007).
As an example, a townhouse is a kind of home. This relationship might also be thought of as
parent-child (Pokkunuri, 1989). The number of attributes inherited can vary. Some classes that
utilize inheritance might extend the features of an object, or it may subtract from them
(Stroustrup, 1987).
Inheritance has several advantages. If two distinct abstractions share similarities, the
functions and descriptions of attributes be inherited and do not need to be duplicated.
Additionally, if a change is made to the original object, other objects with inherited properties
are changed. This inheritance mechanism could save programmers time since they did not have
to make changes to every object that inherits attributes from the altered object (Pokkunuri, 1989).
A more concrete example of inheritance may be useful. If a programmer created a
Sphere class for a program, they might have the class inherit properties from the circle class. For
example, the Sphere class might inherit the radius and circumference attributes and add a volume
attribute. The Sphere class might also have a fill color or some other attribute that identified
what is contained within the sphere. The programmer saved time in not having to develop radius
and circumference attributes for the Sphere class and it could be extended to cover new
attributes.
This type of inheritance illustrated is known as single inheritance. Another type is
multiple inheritance. Multiple inheritance is a situation in which attributes from two or more
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classes are inherited to form an entirely new class (Booch et al., 2007). As an example, imagine
a Citrus class that had attributes that might account for flavor or level of citric acid. This Citrus
class was merged with a Sphere class to form an Orange class. Multiple inheritance allowed for
increasingly sophisticated objects. As with single inheritance, multiple inheritance allowed for
changes to the original classes without having to rewrite the classes that inherit these attributes
(Nierstrasz, 1989). The exact rules that guided this process vary from language to language
(Stefik & Bobrow, 1985).
Instantiation. Instantiation is the act of creating multiple copies of an object for

interaction with the program as a whole (Stefik & Bobrow, 1985). It stands to reason that OOP
would allow for multiple copies of the same object, especially if the goal of OOP was to model
real-world interaction. However, it is important to understand that the benefit of multiple objects
in OOP is not simply a matter of having multiple copies, but that each copy had the same
attributes and methods. Because each object was an exact copy, it “permits multiple distinct uses
of identical parts” (Stefik & Bobrow, 1985, p. 52). As an example, a program may have an
Employee object that stores information relating to an employee. Because of instantiation, the
program could have multiple Employee objects that could have added or removed data to each
independently of one another.
An Example. The following example demonstrated abstraction, encapsulation,

inheritance, and instantiation. A video game programmer created a simulation in which the
player shoots flying enemies. To create the class, the programmer might reflect on what
attributes were important to model. The programmer might select attributes such as name,
speed, a maneuverability factor, maximum flying height, or ability to fly backwards. The
programmer decided how to quantify these attributes through data types such as strings (e.g. a

TECHNICAL DIFFICULTY ALMS ANALYSIS

14

phrase), integers, decimal point numbers, or Boolean values. These attributes were then
encapsulated so that only specified methods could access these attributes. One particular
example might be a setSpeed() method that set a new speed for the object. A getSpeed() method
might provide the current speed when that information is needed by other objects or the program
itself. Once satisfied with the design of the base class, the programmer began extending the
class. For example, a Dragon class inherited attributes from the Flying Object class with the
added attributes of flame breath, tail attack, scale defense or others. The programmer might also
create a Robot class that inherited attributes from the Flying Object class with the added
attributes of laser cannons, armor defense, or others. Through multiple inheritance, the attributes
of the Dragon and Robot class could be merged to create a Robot Dragon class. Because of the
OOP concept of instantiation, the programmer may create as many dragons, robots, and robot
dragons as the computer’s resources will allow.
Criticisms. No programming paradigm is perfect for all situations. OOP is no exception,

and there are several limitations to this paradigm. Criticisms of OOP varied. Some criticisms
have more to do with the way it was marketed rather than any objection with the paradigm itself
(Kölling, 1999). One criticism of OOP related to abstraction. Some natural phenomena did not
translate well to OOP. For example, geographic features were difficult to break down into
discrete objects (Bian, 2007). More generally, Bian (2007) noted that “the contradiction between
a discrete definition of objects and the perceived continuous world may affect the applicability of
the object-oriented approach in spatial representation” (p. 269). Distinguishing contexts in
which discrete definitions are acceptable may be difficult.
In addition to the difficulty of dividing real world phenomena into discrete units, there is
the problem of capturing relationships between objects. Kester (1993) provided several
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examples of real world phenomena that arise, not from the interaction of one or two objects, but
from many objects interacting with one another. Kester provided one example with electrical
circuits. Electrical circuit components can generate heat and electromagnetic fields, and disrupt
airflow within a circuit. A few individual components may not generate much heat. However,
when several of these items are together on the same circuit it may cause a problem.
Competent engineers often plan around these issues and the sizes of these effects are minimal.
Nonetheless, they are examples of real world phenomena that occur that an OOP programmer
might not consider or discover.
According to Cardelli (1996) there were other practical programming limitations to OOP.
In terms of scale, OOP was advantageous for small-scale projects but cumbersome in larger
projects. Cardelli (1996) claimed that OOP was inherently less efficient because of the effort
needed for encapsulation. Cardelli also noted that the time taken to compile code that utilizes
OOP was often longer than the compile times of other methods.
Cardelli (1996) noted that while reuse occurs successfully in some OOP projects, there
were challenges to the promise of reuse. One obstacle was that as a project’s complexity grows,
there is an increasing need for programmers to understand how attributes and methods are
implemented even if they were not making direct changes to the code. A related obstacle was
the tendency to override or alter object methods in such a way that is counterproductive to, or
otherwise undercuts, the intended functionality of the program.
Another criticism of OOP related to its emphasis on reuse. Lewis, Henry, Kafura, and
Schulman (1992) conducted a study to measure actual object reuse. Computer Science students
(n=42) were given the task to build a program. The students were randomly assigned into two
groups. The first group was required to use Pascal. Participants were presumably not using one
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of the variations of Pascal that allowed for OOP development. The second group was required to
use C++, a programming language that is often associated with OOP. These two groups were
each further subdivided into three groups that received none, moderate or strong encouragement
to reuse code. The resulting code was measured across several different metrics such as number
of errors, edits and test runs. Although the article did not say directly, it implied that the actual
code produced by study participants was examined to determine whether or not they actually
used OOP.
Between OOP and non-OOP the overall main effect favored OOP, meaning it had fewer
errors, edits, and test runs to develop a working project. However, in the group in which no
reuse was encouraged, there was no significant difference in the number of errors between the
groups using OOP and the one that did not. For groups that received moderate to strong
encouragement to reuse, OOP scored better across some metrics. Lewis, Henry, Kafura and
Schulman (1992) found that those who received strong encouragement to reuse actually
increased the number of errors when using an OOP approach. The authors hypothesized that
subjects who were strongly motivated to reuse used code did it inappropriately because of that
motivation. Therefore, according to the study, one of the disadvantages of OOP could be the
tendency to reuse in situations where it was not appropriate, ultimately hindering the
performance of the program as a whole.
These criticisms and limitations have not stopped OOP from becoming a significant
paradigm in computer science (Hayes, 2003). Learning objects and open educational resources
have inherited many of these limitations. These situations are discussed in the sections that
follow.
Learning Objects (LO)
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Learning objects (LO), as discussed in this section, derive some of their conceptual
grounding from OOP. LO also forms much of the basis for OER as a concept. Learning objects
gained notoriety during the late 1990s and early 2000s though academic research is still ongoing.
Examples of ongoing research include Santacruz-Valencia, Navarro, and Kloos (2009), Wiley
(2010), and Geselbracht and Reisner (2010). The origin of LO could be disputed, though Wiley
(2002) placed it with David Merrill’s Component Display Theory as part of the development of
the concept of “knowledge objects” (p. 5). The actual term “learning object” was used first by
Wayne Hodgins when he named a working group “Learning Architectures, APIs, and Learning
Objects” (Wiley, 2002, p. 3). The LO concepts precipitated large expenditures by governments,
corporations, and universities (Friesen, 2004) but the results fell short of expectations. Before
discussing the limitations of LO, a definition needed to be established.
Definition. Like OOP, the intent of this literature review was to define, show usage, and

then explain shortcomings or limitations of LO. Establishing a definition of LO was difficult
because of the widely different understandings of what constitutes LO.
It should be noted that there is even disagreement as to whether LO should be the
preferred term. McGreal (2004) noted terms for the same idea including educational object,
content object, asset, learning resource, unit of learning, and several others. McGreal separated
the definitions into three categories: anything, anything digital, anything for learning and a
specific learning environment. The wide range of categories for definitions demonstrate just
how disparate the notion of LO has been. Using the categorization found in McGreal (2004),
each of the three categories will be discussed.
The first category, that a LO can qualify as anything, was best typified by Downes
(2003). Downes argued in a blog post, his preferred method of scholarly discourse, that “there is
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no reason to restrict a priori what counts as a learning object.” (The argument was further
extended that there is no tangible benefit to limiting a definition of open educational resources).
In the comments section of the post, McGreal argued that there are benefits to a priori
definitions such as standardization and opportunity for improvement. Like McGreal, some
authors found this perspective frustrating since a concept that can include everything seems selfdefeating. Sosteric and Hesemier (2002) argued “a definition that includes ‘everything’ is not a
definition at all” (p. 3).
The second category of definitions of LO given by McGreal (2004) was anything digital.
Wiley was typically the author cited to represent this category of LO definition. More
specifically, Wiley (2002) defined LO as “any digital resource that can be reused to support
learning” (p. 6). McGreal’s categorization may seem misplaced since Wiley’s definition seems
more restrictive. Perhaps the reason for McGreal’s categorization was that Wiley would not
necessarily determine a digital object’s value in an education context a priori. In this respect,
anything digital could potentially be reused to support learning. The digital nature of LO is
important as it allows for potentially unlimited duplication of a given object and that ability is
integral to LO. Wiley argued that this definition was narrow enough to be useful, but broad
enough to take into account objects that may not have had an explicit instructional purpose but
were nonetheless useful for learning. In particular, this definition did not exclude much of the
content found on the Internet (Wiley, n.d.). Sosteric and Hesemier (2002) suggested that this
kind of definition was limited as LO are commonly thought to be more than just the individual
object itself. Attributes such as discreteness, reusability, and searchability were typically
considered part of LO, but this is not necessarily true with every digital object.
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The third category was anything, digital or non-digital, that has the purpose of supporting
learning. This category is best exemplified by the IEEE Learning Technology Standards
Committee that defined a LO as “as any entity, digital or non-digital, that may be used for
learning, education or training” (IEEE, 2002, p. 5). This definition was understood to include
“learning objectives, persons, organizations, or events” (Hamel & Ryan-Jones, 2002, para. 6).
An objection to this definition might be the difficulty of determining whether or not an object has
pedagogical intent. Pedagogical intentness is the result of the context, both the context of
creation and its intended use. For example, a Batman comic book was created with the intent to
entertain. However, in the context of an art classroom it may take on instructional value.
McGreal (2004) concluded by suggesting that the best LO are ones that closely mirror
what educators actually use in practice. Therefore, the definition McGreal decided upon is “any
reusable digital resource that is encapsulated in a lesson or assemblage of lessons grouped in
units, modules, courses, and even programmes” (p. 28). This definition clearly excluded nondigital materials and even digital materials that do not have an explicitly educational purpose,
making it one of the more restrictive definitions. It also excluded digital resources stored in
decontextualized repositories.
The dispute over definitions continues. Polsani (2006), frustrated by the lack of
consensus around a definition, stated “the terms Learning Objects (LOs) and Reusable Learning
Objects are frequently employed in uncritical ways, thereby reducing them to mere slogans” (p.
1). Greaves, Roller, and Bradley (2010) termed LO as Reusable Learning Objects (RLO) and
stated that RLO must be reusable across institutions and contexts to accommodate different
users, but give little else in the way of insight. Over time authors tend to choose a definition,
with only minimal effort to address the differences in definitions (Jones, 2006; Ternier et al.,
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2008; Ochoa & Duval, 2008; Gonzalez-Barbone & Anidorifon, 2008). Whatever the definition
used, in the late 1990s researchers, corporations, and educators began to create objects that they
termed as LO.
Examples. If one were to use the most expansive definition of LO that includes virtually

anything, then LO have been present since the beginning of time. Using stricter definitions, LOs
emerged around the time the term was first used, about 1994 (Wiley, 2002). Using 1994 as a
starting date, the history of LO can be thought of in three stages. The three stages are Early
(1994 – 1998), Middle (1999 – 2004) and Late (2005 – present). There was a certain amount of
arbitrariness in the demarcation of these periods. In the case of LO there were not necessarily
definitive milestones to represent shifts in the practice or research of LO. Additionally, these
divisions were as much shaped by what happened as what did not happen during these time
periods. Each period will be discussed in order.
Early-LO (1994 -1998). Early LO were characterized by two types of usage in the

literature. The first were conceptual papers that introduced the concept of LO to interested
parties. Stahlke and Nyce (1996) provided an introduction to LO and suggested that LO was a
paradigm that distance education courses should use entirely. Clark (1998b) gave an overview
of LO and suggested that LO would greatly help for-profit entities in the future because of the
cost savings in reusing LO.
The second usage of LOs in the literature during this time period was specific examples
of projects done by researchers. Examples are wide-ranging and eclectic. Clark (1998a) related
efforts from several institutions to create objects in Java, QuickTime, and VRML. The author
stated that LO have been “successfully” integrated into introductory science courses at the
University of Michigan (para. 34). No further details about the use of LO in that particular case
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were given in the article. Clark called for a “shared development mode” to allow for
standardization and interoperability (para. 38). Ingargiola et al. (1994) discussed the creation of
a LO repository for teaching artificial intelligence. This particular repository utilized graphical
features in order for students to see the relationships between individual LO within a system.
The article provided only a description of the repository and not any learning outcomes or
experimental results. Bassi, Cheney, and Lewis (1998), like Clark (1998a), gave an example of a
LO project outside of academia. In the article the authors used Motorola’s University, which
launched in 1996, as a case study of how LO changed corporate learning. Motorola’s University
stored LO relating to a wide range of topics from “technical training to management education”
(p. 33). The rise of LO repositories outside academic settings, like the Motorola University,
presaged the Mid-LO period.
Middle-LO (1999 - 2004). The Middle-LO period was characterized by increased interest

and activity in LO. Not coincidently many of the peer-reviewed publications relating to LO were
published in this period. For example, Wiley’s (2000) definition fell into this period, as does the
IEEE (2002) definition.
Neven and Duval (2002) provided a survey of LO of that time. In their article ten
repositories were compared. These repositories ranged from 48 LO in the Lydia repository to
MERLOT, which had 7,408 LO. The objects were situated in various fields, but many objects
were designed towards STEM disciplines. Most repositories were hosted by a university or nonprofit organization. Whether that was reflective of repositories as a whole, or if it was simply
something in common among those selected in the survey, is unknown. Neven and Duval were
vague as to whether commercial LO repositories were considered. Although most of the article
discussed various technical features of LO repositories, the authors did note a few items relating
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to the design and use of LO. First, they noted that peer review, while useful, was only a part of
about half of the repositories, likely because peer review is time-consuming and needs oversight.
Second, they noted that some LO repositories gave users a personal workspace allowing for the
collection and sorting of LO. Features such as these could be potentially useful in aiding reuse.
In addition to features within repositories, formal technical standards and specification emerged
during this period. One of the most notable was SCORM.
SCORM, an acronym for Shareable Object Content Reference Model, was technically
created in 1997. However, it was during this middle-LO period that SCORM gained
prominence. SCORM was a collection of technical specifications intended primarily for
increasing the interoperability of LO with learning management systems. SCORM was a
product of Advanced Distributed Learning (ADL), an initiative of the Department of Defense
(Neumann & Geys, 2004; Lehman, 2007). The Department of Defense was interested in
interoperability as each branch of the U.S. military was purchasing a tremendous amount of elearning material. Unfortunately, prior to SCORM, this material was difficult to reuse between
branches. Therefore, the hope behind SCORM was to create a standard that was context and
content-neutral. That is to say, SCORM materials could be anything from antenna repair
instruction to sexual harassment training. The SCORM materials could be used as part of a
course, or self-contained training unit (Jones, 2002).
Over time SCORM began to be incorporated by higher education learning management
systems and interest in higher education grew. By adopting SCORM, gains in efficiency and
interoperability were hoped for in education (Bohl et al., 2002). The intended purpose of
SCORM in higher education was that a course could be moved to different Learning
Management Systems (LMS) with descriptive information included. Without SCORM or a
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common standard, moving courses or LO between systems can be time and resource-intensive.
Kazi (2004) discussed the use of SCORM to create an intelligent tutoring system. Yang et al.
(2003) suggested an LMS that is was designed specifically with SCORM usage in mind. This
proposed LMS would have an algorithm that deconstructed objects to gather information about
an object and organize it accordingly. Objects could then be assembled through the LMS, or
downloaded for educators to use offline (Yang et al., 2003). Simões and Horta (2004) suggested
extending the SCORM specification for bibliography and evaluation as they are items that are
useful to higher education. Papers such as these characterized the interest in taking standardized
LO and expanding its uses to be more encompassing of the learning experience.
Nonetheless, there were critiques of SCORM as well. Bohl, Schellhase, Sengler, and
Winand (2002) pointed out some disadvantages in SCORM. One deficit was that the ability to
use a SCORM object was highly dependent on the technical capabilities of the LMS. Another
deficit was the inability to fully separate an object from its context. As a result, SCORM objects
arranged together appeared to be “a hotchpotch of ill-matched content” (Bohl et al., 2002, pg. 2).
Godwin-Jones (2004) pointed out that although the SCORM standard allowed for prerequisites
to be specified, that part of the standard was rarely used. The issue of inconsistent appearance
and structure was also raised by the author who expresses a desire for more specifications in this
area. Abdullah, Bailey, and Davis (2004) noted that a common criticism of SCORM was that it
encouraged simplistic teaching and was ill-suited towards education. Abdullah, Bailey, and
Davis mentioned this criticism when referring to IMS Simple Sequencing, a standard that
mandates a linear sequence of content with compulsory assessments to prevent accessing content
out of order. They pointed to this development as something that lends itself to simplistic
learning. Many of the arguments presented against SCORM could also apply to LO in general.
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These limitations of LO are discussed below. While the limitations stated are noteworthy,
SCORM continued to be used into the Late-LO period.
Late-LO (2005 - present). The Late-LO period was not characterized so much by what it

contains, but what was not present in the period. After 2004, there appeared to be a decided
decline in attempts to define LO. The reason for this decline was unknown, and would
presumably be debated just as vigorously as the debate over the definition itself. As stated
previously, authors seemed to choose either Wiley (2000) or IEEE (2002) definitions and
declined to discuss the rest of the debate. This period was characterized by an increase in the
number of peer-reviewed papers addressing LO as the concept moved further into mainstream
education technology.
Topics of papers and usage of LO within the Late-LO period are diverse. Some authors
choose to address best practices in developing LO. Polsani (2006) issued prescriptive ideas for
LO development, namely that the key to LO was to abstract them as much as possible and
eliminate any prevailing instructional design methodology. More of Polsani’s critiques are
discussed later in this chapter. Ochoa and Duval (2008) suggested metrics for ranking LO.
These metrics are based on Duval’s “Quality in Context.” This concept of quality was divided
into three categories: topical relevance, personal relevance and situational relevance. Topical
relevance was defined as how well the domain of the LO matched the search query. Personal
relevance was the degree that a LO matched previous preferences. Situational relevance was the
degree that a LO matched the situation that triggered the search query. Ochoa & Duval
suggested several metrics for measuring each of these categories. For example, a LO might be
more highly ranked in terms of personal relevance if it contained a particular metadata value that
a user has searched for in the past. Other topics discussed in the Late-LO period included papers
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addressing subsets or specializations of LO. Gonzalez-Barbone and Anidorifon (2008) gave
step-by-step instructions for creating a SCORM object. Cebeci and Tekdal (2006) gave a
framework for designing audio LO. Santacruz-Valencia et al. (2009) also provided a framework
for the assembly of LO.
Other papers in this LO period were closer to case studies. Greaves, Roller, and Bradley
(2010) presented an example of LO being used in a Business Studies curricula. Qualitative
comments found that students were receptive to using LO because of their flexibility and their
use in supplementing the curriculum. Balatsoukas, Morris, and O’Brien (2008) outlined content
models and methods of aggregating LO at Cisco Systems. Krauss and Ally (2005) conducted an
evaluation on a single pharmacology LO to examine reactions from students and instructors.
The researchers used a questionnaire to measure student approval (n=10). The questionnaire was
a 5-point scale (i.e. Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree). In many of
these categories over 70% of respondents agreed or strongly agreed with the value and usability
of the LO. The Krauss and Ally (2005) article was noteworthy in that it addressed a single LO in
contrast to other articles that examined the state of LO repositories. The issues surrounding a
single LO such as colors and animation were different than the issues facing repositories as a
whole (e.g. discoverability, storage, metadata).
Lehman (2007) divided LO repositories into three categories: general, discipline-specific,
and commercial/hybrid. General repositories included ARIADNE (http://ariadneeu.org) and
MERLOT (http://www.merlot.org). These repositories might have included any number of
objects across different disciplines. As the name implies, discipline-specific repositories focused
on a single discipline. Examples of discipline-specific repositories included Health Education
Assets Library (HEAL) (http://www.healcentral.org) and Math Forum (http://mathforum.org).
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Lehman provided only one example of a commercial/hybrid repository, which was XanEdu
(http://xanedu.com). These repositories were geared towards faculty and instructional designers
as opposed to learners directly.
McGreal (2008) divided LO repositories into three categories: content repositories,
linking repositories, and hybrid repositories. Content repositories host the LO on the site itself.
Curriki was one example (http://www.curriki.org/)as a wiki dedicated to K-12 LO. The second
kind of repository, the linking repository (sometimes referred to as a referatory because it
referred a user to a different location), did not actually host any material but instead linked to the
LO. The LO might be hosted on any number of repositories or web sites. Searching LO across
several sources was made possible through “federated search” that gathered the results from
multiple search queries and combined them into to one list of search results for the user
(McGreal, 2008). MERLOT was an example of a linking repository. The third category given
by McGreal, the hybrid repository, both hosted and linked to LO. ARIADNE
(http://www.ariadne-eu.org/) was an example of a hybrid repository. A search query such as
“rocks” returned results from OER Commons, Globe.org and the Smithsonian.
With these various types of repositories, the focus of the LO community became less
about the composition and presentation of an individual LO and more about how these items
were presented in the aggregate. What future directions LO production and the community
surrounding it will take is uncertain. However, it was clear that LO has received, and continues
to receive, criticism. These criticisms extend beyond the definitions already discussed and
extend to usage and design.
Criticisms. Earlier in this chapter, the debate and discussion surrounding LO was

addressed. Further, it was stated that a formal definition, or even vague consensus, was never
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achieved. Although the lack of agreement on a definition was significant, issues with LO extend
beyond the definition to several different areas. These problems included ideology, granularity,
separation of visual design, and metadata.
Difficulty in determining size. According to Wiley, Gibbons, and Recker (2000) granularity

was “the ‘size’ of a LO, while combination refers to the manner in which objects are assembled
into larger structures to facilitate instruction” (p. 2). Like the issue of defining LO, the
granularity of a LO was a source of ongoing discussion and debate with little resolution. The
discussion of granularity starts early within the LO literature, and largely proceeds by metaphor.
The most popular analogy for LO in its early days was LEGO blocks. LEGO blocks
were interchangeable and simple to use. In some ways this analogy represented the ideal hoped
for at the time. Each individual LO was intended to be completely compatible almost with every
other LO, just as most LEGO blocks were compatible with almost every other block. That
compatibility was intended to provide maximum freedom to for potentially unlimited
combinations of LO. Like LEGO blocks, LO was supposed to be easy to use, so that noninstructional designers could implement them. The LEGO analogy also had the advantage of
being widely recognized (Wiley, 1999).
Unfortunately, this analogy appeared to have significant limitations. First, LO were not
completely interchangeable or compatible. One of the biggest sources of incompatibility was the
inherent limitations of instructional design. Not every LO combination made sense
instructionally. Moreover, the idea to make LO simple prevented LO from becoming
instructionally useful. Because of these limitations, Wiley (1999) saw the need for a different
analogy. Parish (2004) also noted that the ease of interoperability was misstated.
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Wiley (1999) suggested that LO had properties like an atom. An atom could be combined
with other elements though these combinations must abide by governing laws of chemistry and
physics. Combining atoms together required some skill and knowledge. Likewise, the
combinations of LO should abide by instructional design principles and should be done by those
who have knowledge of the principles. Parrish (2004) asserted that the atom analogy was limited
as it used the analogy of a physical object when a communication analogy was much more
appropriate. Parrish chose the communication metaphor of creating a film. Film sequences
cannot be rearranged in any order, but must be arranged according to filmmaking principles.
Despite these alternate analogues the LEGO analogy remained and many papers continued to use
it as an analogy for LO (Hodgins, 2002; Nash, 2005; Ravotto & Fulantelli, 2007).
Debate regarding the granularity extended beyond analogy to the specifics of LO size.
Some researchers tended to think of granularity in terms of the number of ideas expressed.
Sicilia and Garcia (2003) reported that several authors stated a LO should be confined to an idea
or set of closely related ideas, or a single learning objective. Polsani (2006) also stated that a LO
should consist of a “few related ideas” that “forms the basic building block of rational
knowledge.” Metros (2005) argued that any LO must have “1) a learning objective, 2) a practice
activity, and 3) and assessment” (p. 6). Wiley, Waters and Dawson (2004) asked the question
“can you ever imagine wanting to teach some portion of this topic without teaching the others”
(p. 7)? Although this suggestion seems to be straightforward, breaking down any complex task
or domain into completely discrete portions seemed difficult, if not impossible.
Other ideas regarding LO granularity were more focused on the LOs relation to the
greater context and reusability. Longmire (2000), in addition to restricting LO to a single
learning objective, stated that a LO should be “free-standing” and “modular.” For Wiley, the LO
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granularity was summarized by the question “What degree of granularity of learning objects best
promotes the instructional use of the learning objects” (Wiley, 1999)? Wiley’s question
remained unanswered though the literature seemed to suggest the size should be smaller rather
than larger (Quinn & Hobbs, 2000; Polsani, 2006; Hamel Ryan-Jones, 2002). Nash (2005)
pointed out that size should not be thought of just in terms of length of duration or content, but
small in terms of technical file size as well.
Separation of and differences in visual design. Another critique regarding LO was how it

was visually presented. The debate centered on the question of whether the visual design should
be separated from the content itself. Wiley (1999) compared LO to granite blocks that can be
painted any number of colors, however the underlying structure remained the same. BannanRitland, Dabbagh, and Murphy (2002) gave the analogy of layers to an onion. The objectives
might be one layer, while the visual interface would be another. Polsani (2006) stated that a
“successful” LO is dependent on the separation of content and usage, which presumably includes
visual content. In terms of implementing this separation, the use of XML was noted or suggested
(Polsani, 2006; Mohan & Brooks, 2003; Neven & Duval, 2002; Downes, 2001).
Although the idea of separating visual presentation from content seems logical, and can
be done through means of XML, there were criticisms of this approach. Parrish (2004) asserted
that if visual consistency in general was important, then it follows that the visual presentation of
LO mattered as well. Wiley, Waters, and Dawson (2004) stated that the placement of LO next to
each other “color and absorb each other’s meanings” (Mason, 2006). For example, a poorly
designed LO may increase cognitive load and therefore alter the effectiveness of the next LO in
the instructional sequence, even if the second LO was well designed. In summary, the
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sequencing and appearance of each LO cumulatively affected the learner’s instructional
experience.
Challenges in determining appropriate metadata. Another unresolved issue was that of

metadata. Metadata can have any number of definitions. Metadata was commonly defined as
“data about data” (Boyle & Cook, 2001; McGreal, 2004). Friesen (2003) took a more functional
position, defining metadata as “systematic description to facilitate searching and administration
(p. 59).” Friesen’s definition perhaps best explained why metadata exists.
Finding and managing LO has occupied significant attention within LO research (Qin &
Hernandez, 2004). Some of this importance has been as part of repository management (Metros,
2005). However, the ultimate goal of metadata was not simply for repository management but
for creating instruction itself. It was hoped that an automated custom curriculum could be
generated with the selection and order of LO being determined by a computer with the help of
metadata (Mohan & Brooks, 2004; Sicilia & Garcia, 2003).
Metadata has been a part of formal LO since the beginning. As noted earlier, the U.S.
Department of Defense Advanced Distributed Learning Initiative began work on SCORM in
1997 (Jones, 2002). That work contained a metadata specification for describing learning
materials (Lehman, 2007). The IEEE’s Learning Object Metadata standard contained over 70
metadata fields (Gonzalez-Barbone & Anidorifon, 2008) and was based on earlier metadata work
by IMS in the US as well as ARIADNE in Europe.
There is another common set of metadata known as Dublin Core. The Dublin Core
specification contained thirteen categories: Creator, Subject, Description, Publisher, Contributor,
Date, Format, Identifier, Source, Language, Relations, Coverage, and Rights (Dublin Metadata
Initiative, 2010). Though these specifications and standards were created and set early in the
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field of LO, debate and discussion surrounding metadata continued. One of the issues debated
was to what extent the time-intensive task of creating metadata could be automated. Wiley
(2001) suggested that large objects were best-suited for automation because of the difficulty of
determining the context of small objects. Farrell, Libund, and Thomas (2004) asserted that basic
automated metadata was enough for end-users. Nesbit, Belfer and Vargo (2008) recommended
using automated metadata that would then be extended manually by experts.
Beyond the issue of automation was the question of what kind of metadata should be
attached to a LO. More specifically, there was an issue of how to best represent context to
facilitate LO selection and reuse. Hodgins (2002) made the distinction between “objective” and
“subjective” metadata. Objective metadata were attributes such as author, date, and
identification number. Subjective metadata included quality and reviews. Hodgins (2002)
placed greater value on subjective metadata because it was critical in generating a personalized
learning experience. Wiley (2001) made the same distinction in metadata and noted that
subjective metadata must vary between LO, while objective metadata could largely be held
consistent. Though subjective metadata was valued, determining what information to include
was problematic. Boyle and Cook (2001) understood the utility of being able to include
information about the instructional use of a LO, but believed that it was difficult to provide that
kind information without the backing of a theory. Jonassen and Churchill (2004) shared
concerns about the desire for standardization and need to take the learner’s context into account.
Parrish (2004) acknowledged the possibility that metadata will remain simplistic because of the
inherent limitations of metadata definitions.
Ideological concerns. A final group of critiques that will eventually apply to open

education as a whole as well is loosely be grouped under ideology. This term is not used
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disparagingly, but rather refers to concerns that reflect underlying values and not the logistical or
practical issues used in creating, using, and reusing LO.
Parrish (2004) raised ideological concerns about LO. According to Parrish, LO “assumes
a broad willingness to share and to borrow that may not exist. It also assumes that the processes
of composing, distributing, and combining learning objects does not create substantial new
costs” (p. 51). The reusability of an individual LO was also called into question. According to
Parrish the more generally reusable an object was, the less likely it was to be effective in the
local context. Wiley (2004) termed this dilemma as the “the reusability paradox” (p. 3).
Gur and Wiley (2008) criticized LO on the grounds that they objectify teaching. The
authors considered teaching objectified when the LO focus was only on things that could be
measured and standardized. These things often excluded elements of human interaction such as
debate and dialogue. A second concern of Gur and Wiley was that LO “deskills” instructors
because it largely excluded them from process of designing instructional material (para. 2).
Through that design process teachers become marginalized and alienated from the teaching
itself. Gur and Wiley (2008) also argued that part of this objectification extends to people
through the process of reification. The result is that people are viewed as something to be
manipulated and controlled. Gur and Wiley summarized stating, “Instructional designers need to
question the trend of packaging and delivering that have been taken from other industrial
enterprises” (para. 57). However, the article was unclear as to whether it was advocating
instructor-only development of course materials or a process that allows the instructor and
instructional designer to share power.
None of the issues facing LO across these time periods were ever satisfactorily addressed.
These ambiguities remained perhaps because the community at large ceased to engage one
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another in the Late-LO period. Consequently, it is not surprising that LO has not accomplished
the envisioned goal of learning that was automatically generated and customized for each
learner.
The issues surrounding LO were illustrative of the difficulties of reuse. Metadata could
be a significant barrier to reuse. If educators could find or properly identify a LO, then the
likelihood of reuse was minimal. Even if the “proper” LO was found, there were other barriers
to reuse. Mismatches in the granularity of two LO made bringing the two together difficult.
Different paradigms regarding the separation of visual design and the content itself caused
further problems. One instructor might have wanted to use a particular LO, but lack the skills,
time, or resources to generate a visual layer. In other cases, an undesired visual content layer
may be so intertwined with the content that trying to separate the two for reuse would be
prohibitive. Even if these barriers are addressed, some may question whether the attempt to
reuse was worth it at all, as it may lead to the objectification of education.
Open Educational Resources (OER)
Though the barriers of appropriate size, visual design, metadata, and ideology remained
the LO movement gave rise to the Open Educational Resources (OER) movement. Although the
origins of the OER movement began during the middle-LO period, when interest in LO remained
high, the OER movement increased in growth and in some ways overtook LO as a topic of
interest for practitioners and scholars alike.
In the early 2000s, researchers began to note the effect of copyright on LO. Muzio and
Heins (2002) developed “personal” and “shared” LO libraries, to ensure proper attribution and
control by the copyright holder. Neven and Duval (2002) proposed a similar distinction in
partitioning reuse. Both Hamel and Ryan-Jones (2002) and Muzio and Heins (2002) discussed
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copyright concerns within the context of LO but gave no indication what, if any, resolution
might be found. Other authors such as Bohl, Scheuhase, Sengler, and Winand (2002) and
Mohan and Brooks (2003) acknowledged that copyright is an issue, but presented it as being
outside the consideration of their respective papers. Wiley, Waters, and Dawson (2004)
suggested that the unsuccessful attempts of the music industry to enforce copyright laws should
be illustrative for anyone who hoped to make money exchanging and distributing LO.
The acknowledgement of the problematic relationship between LO and copyright set the
stage for the OER movement. As Wiley, Waters, and Dawson (2004) pointed out the availability
of content was not necessary enough to meet an institution’s needs. Instead, institutions must be
able to make changes to meet their needs of their learners.
Copyright issues. However, many countries including the U.S. have laws that restrict

usage without explicit consent from the copyright owner. The OER movement intended on
granting permission beyond traditional copyright (United States Copyright Office, 2008) so that
explicit permission was not required for each instance of reuse. Openness beyond the default
permission can be a question of degree.
The extent of the permissions could be framed around the “4R’s” (Hilton, Wiley, Stein &
Johnson, 2010). The 4R’s were “Reuse,” “Redistribute,” “Revise” and “Remix.” Each of these
“R’s” represented a degree of openness.
•

Reuse. A resource can be used without the difficulty of obtaining explicit permission for
the usage. The use may be whole or in part.

•

Redistribute. Redistribution is sharing of the work with others. Typically this reuse
occurs with attribution to the original copyright holder.
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Revise. Revision is the ability to change a work for different purposes. The revision
might be small or substantial.

•

Remix. Remixing is the combining of two or more resources. The resulting work
constitutes a new work.
Creative Commons licensing provided assistance in granting each of these “R’s.” All

Creative Commons licenses allowed for “Reuse” and “Redistribution.” “Revision” and “Remix”
are allowed unless the No-Derivatives clause is invoked, in which case the resource must remain
intact. Any of these degrees of openness can be ameliorated through the Non-Commercial
clause that prevented commercial usage of a resource.
Resource and project growth. Since 2002, the number of OERs had increased

significantly. Tens of thousands of OERs are now available on the Internet with more being
added each day. One of the best-known OER repositories had been the online encyclopedia
Wikipedia. Along with it were other Wikimedia projects such as Wikibooks that provided
collaboratively-developed books, and Wikiversity, dedicated to various kinds of OER
(WikiMedia Foundation, 2009a; WikiMedia Foundation, 2009b). Other OER projects included
Curriki, which has been focused on the K-12 materials for K-12 educators, and WikiEducator, a
site dedicated to OER development for commonwealth nations (Curriki, 2009; Commonwealth
of Learning, 2009). Each of these projects allowed anyone to edit or alter content, with the only
requirement being a valid e-mail address to register. However, many teachers have preferred to
use educational materials with a clearer origin and stronger affiliation with an institutional brand
recognized for high quality.
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The most prominent example of these kinds of expert-centric OER has been MIT
OpenCourseWare (OCW). In this case, OCW referred to several OERs presented together as a
single course or courses. Some OCW were relatively simple, such as the syllabus of a course
made available with Creative Commons licensing. Other OCW were quite elaborate. For
example, those courses might contain videos of each lecture, supplemental text, quizzes, lecture
notes, or rubrics with scoring samples. Each of these OCW courses had both the institution’s
name and a professor’s name attached to it. The material represented professor’s time, effort, and
intellectual contribution. With those contributions come expectations and assumptions about
credibility and expertise. MIT was the first to start an OCW initiative in 2002 (MIT OCW, n.d.).
At the time of this writing, there are dozens of OCW initiatives at institutions worldwide
(OpenCourseWare Consortium, n.d.). For an educator concerned about wiki pages being
potentially edited by anyone, OCW offered a valuable way to obtain OER approved by experts in
their respective fields.
Both forms of OER continue to grow. The Open Education movement has spent millions
of dollars on development and infrastructure (Atkins, Brown, & Hammond, 2007). As the
number of OER continued to grow, an ecosystem of freely available software tools has grown
around the content. Some of these tools focused on the development, management, and
dissemination of OER and OCW. For example, the open source eduCommons platform was
developed as a content management system specifically designed for publishing OCW.
The Folksemantic project was developed as a search engine and recommender system for
OER and OCW that helped teachers and others find openly licensed materials. Creative
Commons also created its own search engine for OER/OCW (known as DiscoverEd;
http://discovered.creativecommons.org/search/), as has the OCW Consortium (Far, 2011).
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Another helpful tool, previously mentioned, is the Creative Commons license web application
(http://creativecommons.org/choose/). This web page asked users to fill out the form, and as a
result, created a Creative Commons license for the work specified. This tool has been important
to individual OER contributions as most individuals cannot afford to have legal counsel create a
custom license for each work. The license web application was simple enough that complex
legal issues can be overcome by educators. These tools demonstrated a community that has been
continuing to experiment with ways to ease the use of OERs.
Technical barriers to reuse. Despite the proliferation of open education projects, little

reuse seemed to take place. Browne et al. (2010) interviewed academics to find out what some of
the obstacles were to OER adoption, use, and reuse. Those interviewed cited numerous barriers
such as perceived quality/authority of OER and a lack of incentives to participate. Faculty also
expressed concerns about support and improper use of the materials. Windle, Warrad, and
McCormick (2010) also stated that lack of cultural support was a detriment. They also repeat
some of problems found with LO, like the contextual specificity, as barriers to OER sharing.
Duncan (2009) provided an examination of reuse within the Connexions repository
(http://cnx.org). Connexions was an OER repository that consists of modules that can be
authored by anyone. These modules could be gathered together in a collection (Connexions,
n.d.). The modules can also be reused as the basis of another module, or can be reused across a
potentially infinite number of collections. Each module in Connexions contained a metadata
record, though some metadata records are more complete than others. Fields in the metadata
record included name, creation date, author, and version history. Duncan used the metadata
records to determine the modules that were original, and those that were derivatives.
Approximately one-third of the modules used were never used in any collection. One-fourth of
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the modules were reused. The reused modules made up one-fourth of total module use. The
findings showed that while some reuse did occur, by and large most modules were not reused
more than once. This study was limited to reuse within the Connexions repository itself and
does not include any reuse that might have occurred outside of Connexions.
Petrides, Nguyen, and Jimes (2008) also examined reuse within Connexions, but the
methodology was grounded in a qualitative approach. Reuse in the context of this study was
“defined as the remixing or adaptation of OER for new/local purposes.” The authors conducted
phone interviews with 11 Connexions contributors to find out their motivations for contribution.
They asked questions relating to their activities in Connexions and OER. Additionally, each
contribution to Connexions could have included a log file with notes about the change.
Participants were also asked clarifying questions regarding these log files. They found that
updating a module was the most common reason for reuse. Typically the update would take the
form of fixing errors or adding visual elements to existing content. Some reuse occurred as part
of collaboration. From analysis of the Connexions repository, the researchers also concluded
that authors were hesitant to reuse others’ work.
In discussions with Connexions contributors who ceased adding content to the repository,
a number of barriers previously discussed were raised. In addition, a lack of technical skills was
cited as one of the reasons they ceased to contribute. Contributors who continued adding content
took technical barriers as a challenge and expressed satisfaction once the content was uploaded
(Petrides, Nguyen, and Jimes (2008).
Beggan (2010) also noted technical barriers to reuse. The author was part of a team
developing an OpenCourseWare project at the University of Nottingham. Focus groups were
conducted to determine issues that might affect the project’s development. As a result of their
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findings they concluded that “Technological barriers can be a very real issue to open publishing
and additional resources dedicated to content conversion may be required” (p. 6). More
specifically, they noted that anything beyond creating plain text proved problematic.
Though this issue of technical experience was acknowledged in the literature, there has
been no attempt to systematically measure the degree to which technology is a barrier in OER
reuse. As mentioned in Chapter 1, reuse of OER has been minimal. A lack of reuse was a
significant problem for the OER community, since one of the primary reasons for licensing
content openly is to give users the ability to revise or remix. If researchers had a better sense of
the degree that technical problems are a barrier to reuse, they might better understand the
problem of OER reuse itself. Even if the technical barriers to reuse are found to be insignificant,
the finding will be valuable because it could suggest other significant areas to research.
Connections between OOP, LO, and OERs

Before beginning research it was necessary to have a conceptual framework to clarify
what was needed for reuse from a technical standpoint. The ALMS framework provided a way to
consider reuse with enough detail to be operationalized.

To review, the ALMS analysis

consists of the following questions:

•

Access to editing tools?

•

Level of expertise required to revise or remix?

•

Meaningfully editable?

•

Source-file access?
These criteria focused on practical considerations for technical reuse and avoided many

of the dogmatic stances that have been present in open education and the OER movement.
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Though the ALMS analysis was unique in the literature, there were limitations. First, the ALMS
analysis was only a conceptual framework. There was no known systematic way to conduct an
ALMS analysis. The second limitation, related to the first, was the unknown relationship
between the ALMS analysis and the body of OER existent. If a collection of OERs from various
repositories were collected and methodically measured for technical barriers to reuse,
conclusions might be made about the state of OER reusability in general. The purpose of this
dissertation was to address this minimally explored area of reuse and increase understanding of
OER reuse as a concept and in practice.
The narrative of OOP to LO to OER is one of an interdisciplinary field attempting to find
a guiding metaphor. The field of educational technology has ties to computer science and it is
not surprising to use a popular development paradigm from computer science like OOP.
Unfortunately, the limitations of OOP were never fully addressed by the LO community. Each
of the OOP concepts, abstraction, encapsulation, inheritance and instantiation, were never fully
incorporated into LO.
Though LO did realize the promise of instantiation as LO could be reproduced infinitely,
LO failed to successfully incorporate other OOP concepts. Abstraction, a key element in OOP,
seemed to be counter-productive for LO. The “reusability paradox” demonstrated that the more
a particular LO was abstracted, the less valuable the LO become. The context of a LO, both
internal and external, proved problematic for encapsulation and inheritance. The design of a LO
faced two difficult decisions. If a LO was designed to be completely encapsulated, then its size
become large and unwieldy. If the LO was designed too small, then the designer or educator
must add context, assuming it has permission, or as part of a surrounding context.
Wiley (2009b) explicitly claimed that OER has overcome many of the problems with LO.
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OER grants legal permission, most often through Creative Commons licensing, for educators to
change a resource to address these issues. Nonetheless, any attempts to modify a LO to better
meet the principles incorporated by OOP can be time and resource-intensive. Even if OER was
modified to take advantage of OOP principles, the benefits of automated instruction and
interoperability in a larger context largely may be unrealized. Additionally, the concerns of Gur
and Wiley (2008) and Parrish (2004) regarding the objectification of education are frequently
raised but never resolved.
Summary
Although the history of OOP, LO, and OER showed disagreement about the very
fundamentals, each concept has been adopted to varying amounts by educators. The literature
indicated that given the complexity of issues that surround reuse, it would be naïve to assume
that these issues could be easily solved. Therefore, it was necessary to focus on a single aspect of
reuse.
The literature reviewed on the topic of reuse was limited, what literature was available
indicated that technical barriers were one obstacle. Therefore, this dissertation centered on
technical limitations of OER reuse. The purpose of this research was to better understand what
was acting as a barrier to reuse and to what extent it was a problem. Ultimately the intent of the
research was to address to what degree these technical barriers can be measured in a reliable and
valid manner.
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Chapter 3
Methodology
The purpose of this dissertation was to address the following question: Can the technical
difficulty of reusing OER be measured using the ALMS framework in a way that is valid and
reliable?
There were any number of ways to address this question depending on epistemological views,
methodology preferences, and personal biases. For this dissertation, the methodology selected
was intended to provide an expert-driven, quantitative approach to the analysis of OER reuse
from a technical perspective. To this end, the methodology consisted of three parts. The first
part was the drafting of a rubric using the ALMS framework as a guide. The second part utilized
a Delphi study analysis to provide evidence for construct validity and help refine the items used
in the rubric. The final step in the validation process pilot tested the instrument against a sample
of OERs to obtain an estimate of reliability for the measures produced.
Initial draft of the ALMS rubric
The first part of the study was concerned with developing the rubric for rating OER
reuse. Rubrics have been used in many different education and psychology contexts to evaluate
learners or programs (Bresciani et al., 2009; Penny, Johnson & Gordon, 2000; Roblyer &
Wiencke, 2003). Rubrics have also been used in higher education mostly in performance
assessment (Redy & Andrade, 2010).

Generally, there are two types of rubrics: holistic and

analytic. Holistic rubrics typically measure overall performance or attributes. Analytic rubrics
are used to measure individual components or attributes of the construct being measured. A
holistic rubric might be used when what is being measured requires that all the components of

TECHNICAL DIFFICULTY ALMS ANALYSIS

43

the performance must be present to some degree. The overall rating was only understood by
considering the entire performance including all aspects of the skill. In contrast, analytic rubrics
were better suited for tasks that have defined parts that may or may not be required elements
when determining the quality or value of the performance or ability being measured (Mertler,
2001). For this study an analytic rubric was used. An analytic rubric was better suited for this
study in comparison to a holistic rubric because an analytic rubric allowed for measurement of
each component of the ALMS framework. Some components would be present in varying
degrees for each OER being considered.
The ALMS analysis, as discussed in Chapters 1 and 2, formed the theoretical basis for the
rubric. It provided evidence of content and construct validity. I constructed the rubric with Dr.
David Wiley. By following the prescribed framework we attended to the important aspects of the
constructs being measured. Each category of the ALMS analysis was anticipated to have some
kind of representation within the rubric. As an expert in both LO and OER, and as the creator of
the ALMS analysis framework, Wiley had expertise to assist in the construction of the rubric. I
was also qualified to construct the rubric based on experience with OER for over four years
including creating a guide to developing OER (Gurell, 2008).
During the development of the draft rubric, emphasis was placed on what a hypothetical
educator might do to revise or remix an OER. A series of possible criteria was developed. The
practicality for educators to measure each criterion was considered. These steps were then
considered with respect to the ALMS framework and what factors applied to each part of the
rubric. Extensive discussion took place to determine whether elements from one part of the
rubric were too similar to other parts and how the two might be distinct conceptually. For
example, there was significant discussion relating to the differences between Meaningfully
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Editable and Source Files, since the two components of the framework were closely related, but
still separate.
Two drafts of the rubric were created and discussed during these discussions. When a
third, more stable draft of the rubric was created, three sample OER were rated. The OER
selected were expected to score high, low and mid-range on the ALMS rubric. The intent of
using different types of OER was to gain a sense of how well the rubric discriminated among
OER and investigate the face validity of scores. After this small sample rating exercise, the
resulting scores were discussed and rubric criteria were adjusted accordingly (see Appendix A).

Delphi Study
Once an initial version of the rubric was created, there was a need to establish its
usefulness and validity. This was done through a Delphi study. This section will first discuss
validity issues and then how a Delphi study was used to address these issues.
Validity issues. Validity is the “extent to which a measure reflects only the desired

construct without contamination from other systematically varying constructs” (Judd, Smith, &
Kidder, 1991, p. 51). There are four potential evidences of validity: face, content, criterion, and
construct (Moskal & Leydens, 2000). Messick (1994) also discussed consequential validity as
an evidence of validity based on the social values conveyed. Each of these types of evidences
were distinct and in order for a rubric to be valid it should demonstrate multiple evidences. Face
validity was “the degree to which a measure appears to be related to a specific construct” as
determined by persons who are not experts (Furr & Bacharach, 2008, p. 173). Criterion validity
is the degree to which scores predict certain future performance or correlates with a known
measure of the construct (Furr & Bacharach, 2008). In this study, face validity and criterion
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validity were not directly considered. Face validity was not considered because it was a
problematic concept with some questioning whether it belongs in scientific research (Downing,
2006; Nevo, 1985; Bornstein, Hill, & Stepanian, 1994). Criterion reference validity, sometimes
referred to as predictive validity (Babbie, 2000), was also not considered in this study. The
reason it was not considered was because there were no known measures of the construct to
correlate results. In addition, it does not take the conceptual meaning of the test, the focus of the
study, into account (Furr & Bacharach, 2008). Likewise, consequential validity, whether the
results are interpreted and used correctly and appropriately, was not considered. The
consequences of the ALMS rubric scores were discussed as part of the Delphi study.
The two measures of validity that were considered in this study are construct and content
validity. Construct validity is the “degree to which an assessment instrument measures the
targeted construct” (Haynes, Richard, & Kubany, 1995, p. 241). Content validity is the degree
that the assessment is “relevant to and representative of the targeted construct” (Haynes, Richard,
& Kubany, 1995, p.241).

Initial evidence of validity for the creation of this instrument was

provided by using the ALMS framework.
Background of the Delphi study. In order to verify evidence of validity, a Delphi study

was used. The Delphi study is a process where experts are solicited for their opinion regarding a
particular topic. It has been used in several fields such as health care (Powell, 2003) and
education (Murray & Hammons, 1995). The Delphi study methodology was originally
developed by the Rand Corporation to "obtain the most reliable consensus of opinion of a group
of experts" (Dalkey & Helmer, 1963, p. 468). There were three key features of Delphi studies:
anonymity, controlled response, and statistical treatment of group opinion (Dalkey, 1969).
Given these principles, a Delphi study was different than a group discussion. The intent behind
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specifying anonymity and controlled response was to prevent any individual from overpowering
or inappropriately influencing the rest of the group (Dalkey & Helmer, 1963). The statistical
treatment of group opinion was intended to provide an objective measurement.
The Delphi method has been applied with many variations. Nworie (2011) noted that
many Delphi studies used a questionnaire though there are some that utilized an open-ended
question format. A questionnaire provided greater focus for study participants, but risked
missing information or perspectives that might be captured from a more open-ended approach.
The method by which consensus was determined also varies among Delphi studies. Some
studies used a percentage of agreement as a measure of consensus and other studies considered
consensus achieved when participants no longer shifted their responses (Nworie, 2011). Sample
size in Delphi studies have ranged from four to 171 participants. The Delphi method has been
applied in several dissertations and used for over 400 journal articles (Skulmoski, 2007).
Structure of Delphi Study. The Delphi structure had several components. In this section,

the selection of Delphi participants was discussed. Next, the method used by participants to rate
the rubric was fully explained. After the first round, the process for subsequent rounds was
outlined.
Delphi participants. The five participants in the Delphi study were Steve Carson, Scott

Leslie, Ahrash Bissell, Cable Green, and Karen Fasimpaur. The first step in the Delphi study
was to select participants who have expertise regarding OER. This study was closer to the
original Delphi study sizes with five participants selected based on their expertise in OER.
Steve Carson was External Relations Director for MIT OCW. He was also President of
the OpenCourseWare Consortium. Carson was one of the leaders in developing MIT OCW, and
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has undertaken several research initiatives to examine OER usage. Carson has an MFA from
Emerson College (Carson, n.d.).
Scott Leslie was a Manager of Client Services specializing in Open Education at the
BCcampus in Canada. Leslie has developed OER repositories for BCcampus and the website
http://freelearning.ca. He was recently an OLNet Fellow at the Open University of the UK
where he studied the reuse of OER, making him a well-suited candidate for this study.
Dr. Ahrash Bissell is a former director of ccLearn, which was a division of Creative
Commons dedicated to open education efforts. Bissell received a doctorate in Biology from the
University of Oregon (Alexandria Archive Institute, n.d.). At the time of this study he worked
for the Monterey Institute for Technology and Education (MITE), an organization that was active
in the OER community through its National Repository of Online Courses (NROC) and
HippoCampus collections.
Cable Green was the Director of Global Learning at Creative Commons. Prior to joining
Creative Commons, Green developed a project to share college courses as open educational
resources (Creative Commons, n.d.).
The final participant was Karen Fasimpaur. Fasimpaur was an active participant in
developing, presenting, and blogging about OER in K12 context. Fasimpaur was the Founder of
the Kids Open Dictionary, an open educational resource.
Procedure. In the first round the rubric was introduced to each participant. Participants

were instructed that the purpose was to review a rubric developed by David Wiley and myself
that measured technical barriers to reusing OER as opposed to other areas such as overall quality.
The ALMS rubric was divided into sections that covered each of the components of ALMS (i.e.
a section for Access to Editing Tools, Level of Expertise, Meaningfully Editable, and Source
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Files). Each of the sections of the rubric consisted of multiple items (e.g. Level of expertise
needed to rate the OER). Associated with each item was a response scale that indicated the
degree that the item applied to the OER in question. The response scale was fully anchored,
which meant each score on the response scale had its own unique label. Delphi participants were
asked to rate each label of the rubric according to three categories: Reliability, Desirability, and
Feasibility.
Reliability in the context was meant to be the same as the statistical sense (i.e., the degree
to which a respondent might consistently or accurately rate the object in question on that
particular item). However, no actual statistics were calculated by raters to determine their score.
Instead, reliability in this context was intended to be a predictive reliability. With respect to the
Reliability score, raters were being asked whether they believed the label would allow raters to
accurately and consistently indicate their response.
Desirability was a measure of how valuable each label was with respect to measuring the
item it was associated with it. A label may have been considered less desirable if it doesn’t
accurately measure the item itself. Additionally, a label may have been rated less desirable
because the item itself was less important, or because that particular score on the response scale
wasn’t considered important in comparison to others.
Feasibility meant the degree to which raters believed each label to be practical for raters
to assess. As an example, a label that required raters to search for suitable software program for
reuse by searching 30 search engine pages may have been desirable, but was probably not
feasible. These categories were taken from a Delphi study of tobacco subsidies policy in
Kentucky (Rayens, 2000).
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Participants were asked to review the anchors or labels of each item in the rubric
according to Reliability, Desirability, and Feasibility on a scale of 1-4. A 4 rating was
considered most reusable, while a 1 rating would be considered least reusable. Participants were
given an opportunity to provide free-form responses and asked to recommend critical areas that
the draft rubric may have overlooked or the elimination of unnecessary items.
The Delphi study was designed to be four rounds rather than have a point of convergence
for the scores. In the first round of the Delphi study, participants were asked to rate all four
sections of the rubric. After that first round, means were compared using a series of ANOVAs
along with Tukey’s HSD as a post-hoc test (Gravetter & Wallnau, 2008). These statistics were
calculated to best determine which questions needed the most revision. In addition to the
ANOVA calculations, the means for every category in each section of the rubric was calculated.
For example, the mean for the Reliability category across all Access to Editing Tools was
calculated. That mean was combined with Desirability and Feasibility means to form one overall
mean for that portion of the rubric. If that overall mean exceeded 3.25, then that section of the
rubric was considered complete and was not rated in future rounds of the rubric. If a section of
the rubric did not meet 3.25, then it would be rated in future Delphi rounds.
In subsequent rounds, two parts of the rubric were rated in each round. Study rounds
after the first were limited to two sections because of concerns regarding rater fatigue. Sections
of the rubric rated after the second round were presented to raters in ascending order (i.e. lowest
score first). Similar to the first round, participants were asked to rate each label across the three
categories on a scale of 1-4. The rubric in the first round was distributed by e-mail. After the
first round, responses to the rubric were collected using Qualtrics survey software because it was
easier for users to enter scores.
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Ratings of Sample OERs
Once the instrument was created, checked, and revised through a Delphi study, the
ability of raters using the instrument to provide consistent estimates of reusability was tested.
Reliability can be defined as “essentially a synonym for consistency and replicability over time,
over instruments and over groups of respondents.” (Cohen, Mannion, & Morrison, 2000). In the
context of this inter-rater exercise, reliability is the degree to which multiple raters can use the
rubric and come up with consistent results. Note that this definition of reliability was different
than how it was used in the Delphi study. In the Delphi study reliability scores were a prediction
based on expert opinion. The method of asserting reliability of scores in this part of the study
was produced by the rubric to rate a sample of OER. To best evaluate the reliability of scores, it
was necessary to select a varied and wide range of OER samples for raters to consider. That
meant samples from a few different repositories and from several different disciplines were each
rated by a variety of trained raters. In order to achieve this diversity in resources, samples were
taken from three broad categories: Humanities, Social Sciences, and Sciences. These three
categories are not meant to be representative of every academic discipline. Instead the intent of
these categories was to measure whether there would be any variation in score based on the
domain and the reusability of the OER. The language was kept broad because a specific domain
might be available in one sample repository but not in another.
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Table 1
Sample distribution to determine inter-rater reliability
Type
NROC
MIT OCW

WikiEducator

Humanities (e.g. Art,
Literature)

3 samples

3 samples

3 samples

Social Sciences (e.g.
Education,
Psychology)

3 samples

3 samples

3 samples

3 samples

3 samples

3 samples

Sciences (e.g.
Biology, Math)

A total of 27 samples were rated. The sample consisted of audio, video, animation/slides,
PDF, webpages or text, and images. These OER were chosen to represent a broad range of OER
from a technical perspective. Table 2 presents the quantity of each media type sampled.
These particular samples were selected to create discrimination between items.

The

samples were chosen by myself prior to rubric construction. A concern was that knowing which
repositories were being rated prior to developing the rubric could influence the development of
the rubric in such a way that the criteria selected would be more applicable to those repositories
than others. It was not anticipated that this limitation in the design would interfere with the
conclusion reached.
The repositories selected were representative of well-known OER repositories. Each of
these repositories differs in their approach to OER. MIT OCW organizes its content by course
and subdivided it by week or individual lecture. WikiEducator is organized in the loose manner
that often typifies wikis. NROC presents its information as courses with different multimedia
components. Efforts were made to find OER from different parts of the repository. In the case
of the NROC repository, only one college Humanities course, Religions of the World, was
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available. During the selection process, efforts were also made to choose OER that were
reflective of a variety of media types.

Table 2
Quantity of media types in sample OER
Type
NROC

MIT OCW

WikiEducator

Animation/Slides

3 samples

0 samples

1 samples

Audio

0 samples

1 sample

0 samples

Image

0 samples

0 samples

3 samples

PDF

3 samples

4 samples

0 samples

Webpage/text

2 samples

2 samples

5 samples

Video

1 sample

2 samples

0 samples

One important note related to the choice of repositories and the Delphi participants.
Many of the Delphi participants had direct relationships with the repositories selected. Delphi
participants were not notified which repositories the samples would be taken from. Since Delphi
participants did not know which repositories were to be being sampled the threat of bias was
somewhat mitigated. Naturally, some Delphi participants still may have chosen to bias their
feedback to look favorably on repositories with which they are involved regardless of their
knowledge of the sample.
Participants. Ideally those who would rate the samples would closely resemble educators

who reuse, revise and remix OER in order to ensure that the scores generated by the raters
closely matched other educators who would most likely benefit from the rubric. Unfortunately,
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there was very little information on these educators (Duncan, 2009; Harley, 2008). Since the
rubric developed in this study focused on the technical aspects of reuse, the qualifications for a
rater included computer skills. For this study, participants needed the skills typically taught in a
pre-service teacher program.
Participants chosen to rate the OER sample were drawn from a teaching college. These
students were graduate students in an instructional technology program. Although there may be
differences in computer skills between participants, the minimum requirements on completed
coursework helped to establish a basic level of competence. Because little was known about the
average technical ability of educators interested in OER reuse, it was not inconsistent to set the
standard at a very basic level. Future research could explore how different levels of technical
knowledge influenced scores.
Some of the participants already had a relationship with researchers. Since I did not have
a particular bias in the scores, raters were assured during training that high scores were not
necessarily desirable.
Rater training and rating process. Four raters participated in this part of the study.

Training was given to participants prior to rating. Training was held in a graduate student lab at
a pre-specified time. Each rater had their own computer. Raters were trained as a group.
Additionally, raters were instructed to resolve any questions with me rather than consult with
other raters.
The training consisted of 15 minutes of instruction that contained an overview of what
open educational resources are and Wiley’s 4R’s of openness, as discussed in Chapter 1. The
raters were also introduced to each component of the ALMS rubric as revised after the Delphi
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study. A sample OER from the MIT OCW collection was presented and rated as a group,
facilitated by the researcher.
Prior to the training, I generated a list of possible concerns the participants might have
during rating. These possibilities were addressed as part of the instruction. Many of the possible
concerns related to media types. The raters were told to assume that text from a web page or
PDF file could be copied via the cut and paste feature of most operating systems, rather than
editing the file itself. Videos that could not be saved directly to the hard drive were considered
non-editable. Interactive slideshows were specified as Flash objects that were considered
editable presuming the source file was available, though the expertise needed to edit a resource
of this type would be high. The final instructions to raters related more to act of rating itself.
The raters were told that the rating was not being timed, but that the rating process would take
about an hour and a half, though they were free to take breaks as needed.
Links to the sample OER were listed on a webpage provided to each of the raters. Each
sample OER had a single sentence reuse case associated with it. The reuse case was meant to
help focus raters if there was uncertainty regarding how to rate a particular resource. The reuse
case was also meant to address concerns that Delphi study participants had regarding what the
rubric was rating. The ALMS rubric was converted to an online survey using the Qualtrics
survey software. Each sample OER had its own unique URL to associate responses with the
OER being rated. After the training was complete, it took about two hours for all of the raters to
complete scoring of the samples.
Measurement of inter-rater reliability. Once the training was complete, the scores

generated were analyzed. The first, and most important, analysis was inter-rater reliability. An
intra-class correlation was calculated based on rater scores. If the intra-class correlation
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exceeded 0.61 further data analysis continued. The 0.61 level was chosen based on Shrout
(1998) which considered 0.61-0.80 to be “moderate” agreement. Use of the word “moderate” is
based on a revision of the Landis and Koch (1977) taxonomy of adjectives to describe levels of
agreement (pg. 309). Shrout (1998) stated the following regarding the moderate level:
“Moderately reliable measures would still lead to bias as explanatory variables in
regression analyses, and would be somewhat inefficient as outcome measures, but these
untoward effects are limited. Substantial reliability in the only category where the
adjective conveys the sense that measures are generally adequate” (pg. 309).
Although the ALMS rubric was developed with the intent of achieving the highest level
of agreement, a moderate level was deemed sufficient for this study. It was deemed sufficient
for two reasons. The first reason was that this ALMS rubric represented the first attempt to
systematically measure the obstacles in reusing OER. For that reason it was not likely that the
rubric would reach agreement above 0.81. Furthermore, because there are no known equivalent
rubrics, it was considered more beneficial to the OER community to release a rubric with
moderate agreement rather than waiting for a rubric with substantial agreement. The second
reason for the 0.61 level was time taken to develop the rubric. Delphi studies are time-intensive
revising the ALMS rubric to reach a 0.81 could take any number of rating and revision exercises
if the level of agreement could be reached at all. Therefore, it stood to reason that a modest level
of agreement would be deemed acceptable for this study with the understanding that lower
agreement levels equaled lower confidence.
Once inter-rater reliability was established, the ratings underwent several analyses. The
means among raters, disciplines and repositories were compared. Since the samples of OER were
rated in sets of three, the mean scores of the sample based on their order will also be compared.
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The three parts to this study (i.e. the rubric development, Delphi study, and inter-rater
reliability) represents one of several different ways to systematically examine the obstacles of
OER reuse from a technical perspective. The technical reuse rubric was an implementation of
the ALMS analysis concept. This rubric was further refined by an expert-driven Delphi study
that attempted to incorporate much of the existing understanding of OER reuse. Lastly, a
representative sample of OER was rated and these ratings were then analyzed for patterns.
The underlying purpose of this study is to work towards better understanding the
possibilities revision and remixing, which are central to purpose of OER. If scholars and
practitioners better understand revision and remixing, they can develop and implement best
practices. However, if over time it is found that anything more complex than basic resources can
be practically shared, then the goals of the OER community would be brought into question.
Therefore, this study was considered valuable in establishing the efficacy of OER.
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Chapter 4
Results
This study centered on the creation and validation of the ALMS rubric. Development of
the ALMS rubric took place in several stages. The initial draft rubric development was
completed as part of establishing the methodology of this dissertation. This chapter discusses the
process, some of the logistical challenges, and decisions made developing the ALMS rubric.
Refinements were made to further improve the rubric. Results of an exercise to determine the
degree of inter-rater reliability were reported.
Refinement of the ALMS rubric (Delphi Study Findings)
The rubric went through four revision rounds based on four cycles of a Delphi study. Not
all portions of the ALMS rubric were reviewed during each round of the study to limit the time
commitment on Delphi study participants. Several papers noted that time constraints are a
common problem with the Delphi study methodology (Woudenberg, 2006; Pollard et al., 2009;
William & Webb, 1964; Gordon & Helmer, 1964).
In the first round of the Delphi study, the entire rubric was presented. Presenting the
entire rubric to participants gave them an opportunity to review the rubric in its entirety before
giving specific feedback. This procedure gave me as the researcher an opportunity to make
major changes to the rubric before subsequent rounds. After the first round, two sections of the
rubric (e.g. Access to Editing Tools, Level of Expertise) were considered for the second and third
rounds. Rater fatigue after the first round resulted in establishing of a 3.25 as a threshold for
sufficient agreement. The fourth round only considered one section of the rubric because the
other sections of the rubric met the 3.25 mean across all three categories. Each label of the
rubric was rated on a scale of 1 to 4 across the three categories (Reliability, Desirability, and
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Feasibility). The definitions for each of these terms was explained Chapter 3. At the end of each
round, the mean score for each category was calculated along with a total mean across all
categories.
Murray and Hammons (1995) suggested that a Delphi study should end when stability is
achieved. Powell (2003) examined Delphi studies to determine how consensus was considered
to be achieved. The review concluded there was no universally accepted way to determine
consensus. Powell noted that one method was determining a particular level of agreement
ranging from 55% to 100%. I decided that a mean score of 3.25 across Reliability, Desirability
and Feasibility metrics constituted sufficient agreement. Because it took longer for some
sections of the rubric to achieve this level of score, some sections of the rubric received more
feedback than others.
In addition to calculating the mean across categories for the rater, the results of the first
round were further analyzed to better understand the relation between raters and scores. The first
analysis was a comparison of means among raters across raters for the 72 labels rated combining
Reliability, Desirability, and Feasibility scores into a single overall score.
The mean of the raters was above 3.00, with the exception of Rater 2. The lower mean
for Rater 2 may be attributable to conceptual concerns about the rubric itself. These concerns are
discussed below. The standard deviation of the raters suggests that although the means were
relatively high, scores varied to a fair degree.
The Reliability category had the lowest mean for the majority of the raters. This low
rating suggested some concerns about the ability to score that label reliably. The standard
deviation of some categories is 0.00 because they gave the same rating for that category over the
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entire rubric. The uniformity of scores was concerning and may indicate raters did not closely
review some parts of the rubric.

Table 3
Overall mean and standard deviation from first round Delphi study
Rater
Mean
N
Std. Deviation
Rater 1

3.17

72

.504

Rater 2

2.69

72

.464

Rater 3

3.81

72

.597

Rater 4

3.04

72

.777

Rater 5

3.22

72

.537

Total

3.19

360

.685

In addition to analyzing means, a series of ANOVAs were done to look at the differences
between questions and raters. Raters were compared using a Tukey’s HSD post-hoc test.
The post hoc tests showed that Raters 2 and 3 were significantly different from the other
raters. With respect to the mean, Rater 2 was notably lower than the average while Rater 3 was
notably higher than average. Rater 2 may have scored lower on average because of free-form
comments made about the rubric that questions how accurate the rubric might be given the
variety of contexts that reuse occurs. Rater 3 may have been higher because that particular rater
likely had the most practical experience rating OER.
These analyses show that although the majority of ratings and raters were positive with
respect to the rubric, additional iterations were needed to enhance the instrument’s construct
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validity. However, the Access to Editing Tools section of the rubric needed the most
improvement.
Access to Editing Tools. The idea of access to editing tools was difficult to represent in a

rubric. Any number of factors could contribute to the ability to reuse. Time, language,
bandwidth, and type of operating system could all influence whether a particular tool is
accessible or not. I considered hypothetical situations to think through issues regarding access.
As a result, nine questions were developed for the Access to Editing Tools section of the rubric
(see Appendix A).
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Table 4
Mean and standard deviation by rater and category for first round Delphi study
Rater
Category
Mean
Std. Deviation
Rater 1

Rater 2

Rater 3

Rater 4

Rater 5

Total

Reliability

2.83

.504

Desirability

3.20

.408

Feasibility

3.48

.511

Reliability

2.83

.381

Desirability

2.44

.507

Feasibility

2.83

.388

Reliability

4.00

.000

Desirability

3.44

.917

Feasibility

4.00

.000

Reliability

2.83

.917

Desirability

3.04

.611

Feasibility

3.26

.752

Reliability

2.83

.381

Desirability

3.80

.408

Feasibility

3.00

.000

3.19

.685
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Table 5
Mean and significance by rater and category for first round Delphi study
(I) Rater
(J) Rater
Mean
Sig.
Rater 1

Rater 2

Rater 3

Rater 4

Rater 5

Rater 2

.472

.000

Rater 3

-.639

.000

Rater 4

1.25

.704

Rater 5

-0.56

.979

Rater 1

-.472

.000

Rater 3

-1.111

.000

Rater 4

.764

.004

Rater 5

-.528

.000

Rater 1

.639

.000

Rater 2

1.111

.000

Rater 4

.764

.000

Rater 5

.583

.000

Rater 1

-.125

.704

Rater 2

.347

.004

Rater 3

-.764

.000

Rater 5

-.181

.347

Rater 1

.056

.979

Rater 2

.528

.000

Rater 3

-.583

.000

Rater 4

.181

.347
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Note: Standard Error was .098 across all comparisons
The first question was whether the appropriate software was pre-installed with the
operating system. From the perspective of an educator who is looking to reuse a resource, they
would naturally look for a program that is already available to them. Programs such as TextEdit
and Wordpad, which are available on Mac OS X and Windows respectively, could open and edit
several different file formats. Because the ability to open files was a binary distinction, the 2 and
3 for that criterion in the rubric were not available, which left the only option a yes/no question.
The second question related to whether the application is downloadable from the
Internet. If a hypothetical educator was unable to find a program preinstalled on their computer
they might search the Internet for a suitable program. The criterion for this second question was
challenging to construct. Some file formats are easier to find than others. For example, finding a
program that edits PDFs would be fairly straightforward (though there are other obstacles to
reuse). In contrast, finding an appropriate program to edit Real Media files could be more
difficult. Initially the criteria specified a length of time associated with the search (e.g. found
through 15 minutes or more of search), but it was decided that this was too time-consuming to
accurately measure. Additionally, most users of the rubric would not actually test those criteria.
Instead, the initial draft included broad language to indicate the amount of effort it took to find
the appropriate software.
The three questions that followed are related to the software application downloaded
from the Internet. If no software was available, then the response would be “N/A”. The first in
this series of questions was how much the application costs. Since educators have varying
degrees of financial ability it was deemed appropriate to consider this obstacle. The language in
the criteria was broad enough to allow for interpretation depending on context. The second
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question related to the size of the program. In many international settings, bandwidth availability
can be highly variable and expensive (Singh, 2000). As with the other questions relating to
programs downloaded from the Internet, the broad language was meant to enhance flexibility.
The third question was whether the program was dependent on other software or programming
libraries. The question mostly considered Linux operating systems where a program might be
available for free, but require several libraries to install. This task can make the process
complicated, time-consuming and an obstacle to reuse.
Once a hypothetical educator has looked for a program pre-installed on the computer or
searched for a program to download, a next step might be to search for a web service to assist in
reuse. The first question was whether it is available with or without restrictions. “Restrictions”
refers to web services that allow for some remix with some kind of caveat. For example, a video
conversion website might allow for file conversion, but would place a watermark on the image,
or only permit videos of a certain duration. The next question related to cost. Some web
services have paid options but the cost may be prohibitively high. The final question asked was
whether it was necessary to establish an account in order to use the web service. In a sense, the
act of creating an account was considered a minor, but notable, barrier to reuse.
The final question of the Access to Editing Tools portion of the ALMS rubric was
whether text could be cut-and-pasted into a word processor. There was some concern about
adding this question, because it was specific to a type of media whereas the previous questions
could apply whether an educator was revising or remixing an image, video, or text. Nonetheless,
it was deemed important to ask whether cut-and-paste was applicable as an educator might use
that as one possible way to revise or remix. This question remained in the rubric.
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Although these questions were intended to best capture the technical barriers to reuse,
the questions posed by the rubric demonstrate the difficulties of assessing the technical context
of an educator. Responses from the first round of the Delphi study indicated that the Access to
Editing Tools needed the most revision.
First round of Delphi. Response from the first round of the Delphi study was a mixture of

positive and negative reactions. The mean of ratings for the Access to Editing Tools in all three
categories (M = 2.87) was notably lower than the mean for the entire rubric (M = 3.19). The
standard deviation for access scores was high (SD = .84). One reason for this lower mean score
can be attributed to Rater 1 (M = 1.84). This low mean may be attributable to concerns given in
the free-form comments:
Especially for the first two sections, but really for all of the sections, I am having trouble
considering each rubric item in the absence of a specific revise/remix context. So, for my
purposes, I have adopted the following scenario as a default. My responses in the first two
sections are based, at some level, on this scenario; my responses for the last two sections were
less dependent on this specific scenario. A teacher would like to assemble a digital “handout” for
her 9th grade class. She intends to re-use parts of the resource for a class presentation, but the
resource will also be uploaded to the class LMS so that the students can work from and refer to it
later. She will need to find and then incorporate text, images, and video (with sound) into the
resource. She will need to alter some of the text to fit the new context, and she will need to trim
and embed the video pieces. She would also like to provide either a dubbed or captioned version
of the video for her ESL students. The new, remixed resource will be available as a single file (or
at a single URL) with embedded links, as appropriate, to the source materials…
This issue is comparable to the endless discussions around “quality.” What is a “high quality”
resource for one audience might be totally inappropriate (and therefore of “low quality”) for
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another audience – while some “quality” attributes are objective elements of an OER, many
attributes are not, especially those dealing with questions of “appropriateness” and “utility.”

Rater 1 suggested in another section of the free-form comments that this concern relates
more to the Access to Editing Tools and Level of Expertise, since the ability to meaningfully edit
and the availability of source files are more objective measures and less dependent on context.
Although this comment validated concerns about context with the Access to Editing Tools
portion of the rubric, the comments left concerns on how to revise the rubric as a whole.
Revising the rubric to take hypothetical use cases into account would have been
problematic. Although use cases were considered when constructing the rubric, they were only
done to find conceptual flaws in the criteria considered. The intent behind the rubric was to
create criteria that might account for the majority of potential uses. If the rubric was built around
several use cases it would potentially have been limited to those use cases and reduce the overall
utility of the rubric. Nonetheless, context did seem crucial to understanding how to accurately
measure the difficulty of accessing tools for remixing.
Free-form comments from other raters also shared concerns about context. Many of the
raters were concerned about the broad language for several of the criteria. Raters wanted
specific numbers stated for cost and file size because of the varying degree that these issues are a
problem for educators. As stated earlier, the intent was to keep the language broad so the rubric
could be interpreted in local contexts. Although I considered that idea to be worthwhile, it also
became clear that the broad language may cause problems for achieving inter-rater reliability.
The combination of these concerns necessitated a drastic look at how the concept of
access was addressed in the rubric. The derived solution would need to consider context, at least
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conceptually, while simultaneously ensuring enough stability in scores to achieve the necessary
degree of reliability.
Although there were concerns about the Access to Editing Tools portion of the rubric, I
remained convinced that the ideas placed there were appropriate. The proposed combination of
pre-installed software, programs downloadable from the Internet, and web service was not at
issue. Rater 5 suggested that the question about programming libraries should be merged with
the question of whether the software can be downloaded. However, none of the other questions
were deemed inappropriate by any of the raters.
If questions were considered reasonable by participants, and the goal was to make the
rubric as widely applicable as possible, it stood to reason that the scores might be better suited to
represent a general accessibility to editing tools, rather than the editing tools in a specific
context. Assuming a score could be given that best represented the general accessibility to
editing tools, it was considered possible to give a pre-determined score to represent access. That
pre-determined score would be then averaged with the scores from other parts of the rubric.
It was decided that the easiest way to determine the general accessibility to editing tools
was through the file type (e.g. PDF, DOC, and MP3). A fair amount of information can be
determined from the file type. For example, if the OER being measured was in the MP3 format,
then it is understood to be an audio file with several programs available for revising and
remixing. A PDF file might have more possibilities, since it most commonly contains text and
images, but it still has several programs or web services that could be used for editing. Each of
these file types could be given a score based on the responses I gave to the questions in the
rubric.
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A second consideration also needed to be given to the operating system. Rater 4 noted
that the software pre-installed on a computer varies by operating system. Therefore, the predetermined scores would take the operating system into account. The intent was to create a table
of scores based on common file types associated with OER and typical operating systems used.
This table could anticipate the majority of likely combinations that an educator might encounter
to provide the best possible utility for the rubric. Furthermore, the table could conceivably be
automated into a form that the user is prompted for the file type and operating system and
receives the Access score in return.
The first step in creating the Access table was to divide OER into the major media
categories: image, video, audio and text. Then, based on my experience, generate a list of the
most common file types for that particular type of media. These file types are listed as part of
Table 6.
The next step was to rate them across each of the three major operating systems:
Windows, Mac OS X and Linux. Note that Linux is referred to as an operating system, even
though it might be better described a collection of closely related operating systems sharing the
same kernel. Much of the scoring was done based on my expertise, though some research was
necessary to verify file compatibility with certain programs. The scores to each question, like
the first round of the study, were on a scale of 1-4, with 1 suggesting an answer unfavorable to
revision or remix. The score to each question was averaged for all of questions in Access to
Editing Tools portion of the rubric to provide a final score. In addition, a list of 2-3 possible
tools was given to demonstrate how an OER of that file type might be remixed.
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Table 6
List of file types for Access to Editing Tools table (second round of Delphi study)
Image
Video
Audio

Text

JPG

WMV

MP3

DOC

PNG

AVI

WAV

TXT

GIF

MPG

OGG

RTF

TIFF

SWF

AIFF

PDF

PSD

FLV

WMA

DOCX

MP4

RM

MOV

Second round of Delphi study. The construction of the Access table resulted in 522

individual scores for a total of 58 file type/operating system combinations. Consequently it was
decided that it would be too cumbersome to have participants rate each Access table score.
Instead, raters were provided free-form comments about the access table. Comments were
aggregated at the end of the round and were distributed to participants via e-mail.
Images. The first question raised by Delphi participants with regards to the Windows

scores was whether Photoshop files (PSD) should be included. The PSD format was included
because it was one of the most common formats that permitted multiple layers in an image.
Rater 3 expressed concern because the PSD file format was intended to be used with one
program, Photoshop. Other file formats such as PNG or JPG are not associated with a particular
program. Although, the PSD file was different than the others, I felt that its inclusion was still
warranted because of its popularity.
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Another PSD issue related to the Linux operating system. Photoshop does not have an
official version of the program that works for Linux. However, Photoshop can be used on Linux
through use of an emulator. One of the most common emulators for Linux is WINE. WINE
allowed users to run Windows software with one of the Linux distributions. One of the raters
felt that using WINE was equivalent to using another operating system and did not reflect actual
conditions when using a Linux distribution. I agreed and this item was adjusted in subsequent
rounds.
Another rater asked whether SVG should be listed. SVG is an open format without
licensing or intellectual property constraints. SVG was not originally selected because the
format has not gained widespread adoption. Despite low adoption, it was decided that inclusion
in the Access table would take very little time and made sense given the openness of the file
format.
Video. There were fewer comments regarding video editing tools. However, those

comments illustrate some of the challenges in measuring the technical context of video files.
These challenges may have also applied to other media types.
The first comment with respect to video related to file conversion. Video files, as with
other files, can be converted to different formats. Since the Access table was based on the file
format, there was concern that the ability to change formats was not taken into account. This
comment did raise a valid point, because there were many free tools that allowed for file
conversion. Although there was the possibility that an educator might use video conversion
software, I believed that a typical educator would not do so. It was believed that many educators
would prefer to abandon a resource rather than go through an additional step. Nonetheless, it
should be acknowledged that this assertion should be researched further with actual educators.
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The second comment related to a concern about the nature of editing. More specifically,
video tasks can potentially involve several skills or only a specific set. One rater phrased their
concern as follows:
I can't help but feel that these rankings need to be specified to reflect the specific nature
of the edits in question. The challenge with video is that there are so many more things
that someone could do, assuming proper expertise and tools. The ratings here seem to
presume that "remix" will only consist of cutting, pasting, and stitching together
different video segments. There might some additional voiceover or other sounds, and
there might be some cute graphical effects. But it is also theoretically possible to
literally edit the videos - use different actors in certain scenes, replace background
imagery, etc. I agree that this sort of editing is currently outside the technical abilities
(and interests) of the vast majority of people, but perhaps not for long. A simple
statement that codifies the scope of the edits that we believe to be of interest, and
therefore relevant to these ratings, would be handy.
This comment illustrates the wide range of potential reuse cases that can be conceived for
OER. Although this rater’s point had merit, the purpose of this rubric was to account for the
typical educator. Because this issue was not one they might commonly face, the criterion was
not changed.
Audio. There was only one detailed comment regarding audio files. The reason for the

lack of comments may be that participants already raised similar concerns with respect to video.
In the audio portion of the Access table one of the possible editing programs listed for Linux was
Adobe Audition. As with Adobe Photoshop, using Adobe Audition on Linux would require
WINE or a similar emulator. One of the raters suggested that using an emulator to run a program
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on Linux meant they are not really using Linux. I agreed that this concern was valid and edited
the Access table to remove Adobe Audition from the list of editing programs for Linux.
Overall. The feedback from the second round was helpful in clarifying acceptable reuse

scenarios and challenges in presenting context. As with the first round, the participants did not
have any concerns about the questions themselves. One of the raters did note that it was
confusing to list questions such as “Are you able to cut-and-paste the text into a word processor
or text editor?” in each part of the rubric, even though the cells listed a not applicable or “N/A”
score. The series of questions relating to the web services were also duplicated across all
operating systems, and this was confusing to at least one rater. The questions were kept in the
rubric, at least for subsequent rounds, to maintain a parallel structure. Keeping the questions in
the rubric did not influence scoring. However, I acknowledged that the future versions of the
rubric may need to change to better clarify which questions are actually applicable to specific
media types.
Another comment about the rubric overall had more significant implications. A
participant suggested that the variance of scores among operating systems was not particularly
notable. If true, that would suggest that the file format was far more important than the operating
system. There are potentially three reasons why the importance of the operating system may be
minimized in instances of revising and remixing. First, the very nature of web services means
that they can be run on any operating systems that have a web browser installed. If there is a
difference in ability of web services it is usually because the web browser does not, or cannot,
fully produce the necessary functionality.
The second reason why an operating system may have less bearing on the scores was
because some of the editing programs were available on two, and possibly three, operating
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systems. For example, photo-editing software was available for Windows, Mac OS X and Linux
distributions. The text editing program Libre Office (formerly Open Office) was available for all
three major operating systems as well.
The third reason that operating systems may have less influence than previously thought
was the number of files that could be edited by a given program. Since the file types chosen
were some of the more popular, it stood to reason that there would be a least one program
available for each operating system that allowed for revising and remixing. The minimal
difference forced me to reconsider creating separate Access tables for each operating system.
The feedback from the second round of the Delphi study demonstrated that the concerns
were largely that of formatting and changes to individual scores. The largest conceptual
challenge was the lack of distinction among scores based on the operating system. Alterations to
the rubric based on this challenge, as well as others raised in that round, were made in
preparation for the third round of the Delphi study.
Third round of Delphi study. The first step in revising the Access table for the third round

of the Delphi study was to adjust scores based on feedback from participants. The PSD file
format score was the most significant change. Because the use of emulators such as WINE to
simulate a Windows environment on Linux was deemed inappropriate, the score was lowered
significantly. Other changes to scores were mostly minor adjustments, often less than a .5
difference to the total score.
The next step in revising the rubric was to create a single score that represented the
access to editing tools across Windows, Mac OS X and Linux operating systems. To do so, the
means of scores across all three operating systems was calculated. The rationale for this
calculation was that a mean score would represent access, or lack thereof, in the broadest and
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most inclusive sense. A weakness to using a simple mean was that it may not have properly
represented what a specific educator might face. Although Linux has been adopted in
educational settings, the majority of educators in the US were likely to use Windows or Mac OS
X for their daily work tasks. That meant a unified score might underestimate or overestimate the
difficulty of reusing OER if the score for that particular operating system was notably different
than the others. Because the scores were similar enough in many instances, it was determined
that a simple mean for a given media type across all operating systems was appropriate.
The response from the third round of the Delphi study was not as detailed as the previous
two rounds of the study. There might be any number of explanations for less participation, but
two seemed to be most likely. The first possible reason was that participants were becoming
increasingly fatigued with the response process. One participant did decline to provide feedback
in the fourth round of the study for that reason. The fatigue likely came from rating each
individual label of the ALMS rubric. The overall length of time taken for multiple rounds of the
Delphi study was likely a contributing factor as well. The fifth chapter of this dissertation will
discuss Delphi study participation in greater detail.
The second possible reason was that the Access table was achieving agreement among
raters. There were fewer conceptual concerns in this round. Free-form responses from the round
such as “seems fine” added some credibility to this conclusion.
Since the responses from the third round were minimal, the feedback will be discussed
broadly, rather than separating each response by media type. One of the first items of feedback
was an adjustment to the image scores. This concern related to the assertion within the third
round rubric that image editing software was pre-installed with the Mac OS X operating system.
The feedback highlights one of the difficulties in rating editing tools on Mac OS X. The OS X
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operating system, with some exceptions, was only available on Macintosh (Apple) computers.
When someone, including a typical educator, purchases a Macintosh computer it typically comes
with the iLife software suite. This software suite typically has programs that can be used for
revising and remixing. For example, iPhoto allows users to edit and revise photos, including
commonly used image files.
One of the raters pointed out that technically the operating system itself does not have
those programs pre-installed. Therefore, the score should not be a 4 to indicate high reusability.
Although this argument was technically accurate the score was ultimately not changed. The
rationale for keeping the score the same was, for the typical educator, the distinction between
pre-installed programs and programs that are part of the operating system was not important.
The score was kept for the next round of the rubric, but that decision could be reversed in future
iterations.
Summary of findings regarding Access to Editing Tools. The significant changes that the

Access to Editing Tools portion of the rubric went through as part of the Delphi study were
unanticipated. During the development of the rubric, the Access to Editing Tools was the most
debated and discussed. An all-encompassing rubric appeared impossible, because of the
diversity of editing situations. Nonetheless, it is worth noting that the study participants seemed
satisfied with criteria selected.
Use of an Access automated decision table, rather than a rubric, both solved and created
problems. An Access table provided consistent scores based on the file type, which was an
objective measure. Because the Access table has scores for the most commonly used file types,
it could represent much, though not all, of the hypothetical revise/remix use cases. The table
presented the rationale for the score in a transparent manner. The simplicity of the Access
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formula allows for granular changes necessary as the technological context that educators work
in evolves.
The Access table did have disadvantages. As stated earlier, scores on the Access table
are entirely dependent on the file type used. Although the file type can play a significant role in
the access table, it does not account for all aspects of access. For example, consider an
application that costs $20 for one license. Individually this cost may seem reasonable, but to
scale that cost across several dozen computers, as a department at a higher education institution
might, may be prohibitive. For the purposes of rating, the reuse/remix was presumed to be an
individual effort. A related concern, raised by one of the study participants, was that some file
formats can be converted into different formats. If a technologically adept educator can change
the file format, then that complicates scoring for possible revising/remixing scenarios. As stated
previously, the ability to edit and change was not judged to be overly compromising to the
Access table conceptually because the file conversion process involves an additional barrier to
reuse beyond the act of reuse.
The continually shifting technological landscape presented another limitation of the
Access table. For example, the WebM video format was an emerging format supported by
Google (WebMproject.org, n.d.), but not included in the Access table. This format was being
adopted by some web browsers, but the long-term future of the format remained uncertain.
Although the longevity of a format could have been factored into the rubric, it might have
changed the scores so they are not reflective of the challenges faced by educators currently
remixing and revising. Given that, it was conceivable that a file format might score well with
respect to Access to Editing Tools at a given point in time, but score poorly a year or two later.
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Therefore, the Access table, by necessity, would need to be revisited periodically to update the
scores reflecting the current technology environment.
Though these limitations are notable, the Access table did seem to be the best way to
ensure consistent scores that are maximally representative of the difficulty experienced by
educators. Because the number of scores in the Access table were more than what the raters
could score practically, this section was considered complete after changes made following the
third round of Delphi study. Future research regarding the Access table will be discussed in
Chapter 5.
Level of Expertise. As with the Access to Editing tools, it could have been be argued that

the Level of Expertise portion of the rubric was a function of the context of the revise/remix
situation. However, work went forward developing an approach by which the level of expertise
could be calculated by the nature of the resource. The challenge was to delineate
revising/remixing expertise into smaller, more measurable constructs.
The most logical way to separate the various components appeared to be by the different
media types that make up a resource. For this rubric, media types were divided into the
following categories: text, image, audio, video, programming, and specialty. The programming
aspect of expertise was meant to address any kind of conditional logic employed in the resource.
For example, an interactive slideshow might have some kind of scenario-based resource where
different users have a unique experience based on their responses. In that situation, the resource
would be considered to require programming expertise, even if it was simply a matter of
planning links within PowerPoint.
The last category, specialty, was meant to be a miscellaneous category that would
anticipate any other specialized knowledge necessary to revise or remix the resource. At the
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time of the rubric’s construction, the specialty category was intended for animation, which did
not fit any of the other categories satisfactorily. It was anticipated that many resources would be
simple with respect to the number of media types used. In some cases, a resource would only
consist of one media type. This diversity in resources posed challenges to the accuracy of the
rubric. As shown later in the chapter, some media types like animation were so difficult to
account for that they were ultimately not considered by the rubric.
Similar to the Access to Editing Tools portion of the rubric, the first draft of Level of
Expertise section consisted of four levels of criteria. A “1” indicated extensive expertise would
be required, a “2” significant expertise, a “3” some expertise and “4” indicated no expertise was
needed. After applying the draft rubric to a sample of OER it became clear that the difference
between a level 2 and 3 was not significant. Therefore, it was proposed that level 2 and 3 be
merged to become 2.5. Merging the two levels reduced the overall structure for that part of the
rubric to three levels (see Appendix A). These levels correspond roughly to the common
understanding of beginner, intermediate and advanced. The disadvantage to these levels was that
it would no longer run precisely parallel with other parts of the rubric.
Another part of the rubric that was revised as part of this initial development phase was
the description of the criterion. To address the difficulty of expressing an abstract level of
expertise, one example was given for each criterion of the rubric. For example, extensive
expertise with respect to text editing uses the example of formatting a multi-column layout.
Some video expertise was defined as adding transitions or filters to a video clip. These examples
were intended to help raters calibrate their answers. Because only one example was provided,
and no single example could be all encompassing, the ability for these examples to assist in
rating extensively was limited.
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First round of Delphi study. Next to the Access to Editing Tools portion of the rubric, the

Level of Expertise scored second to lowest (Access to Editing Tools Mean=2.87, Level of
Expertise, Mean=3). Some of the reasons for the low score are evident in the free-form
comments discussed in this section. Descriptive statistics are also illustrative of both the lower
mean and disagreement among raters.
Rater 4 scored this portion of the rubric lowest. The fairly high standard deviation for
Rater 4 (SD=.492) was largely the result of the slightly higher scores for the Feasibility aspect of
the cells (M=2.65, SD=.493). Rater 2 had the highest standard deviation (SD=.634). That rater
seemed most concerned with the Desirability aspect of the cells (SD=.562) while giving the same
score, 3, across all Reliability and Feasibility ratings. Rater 1 did not distinguish between any of
the aspects of the cell and gave the entire portion of the rubric a rating of 3. Rater 3 was close to
rating the entire portion a 4, with only some deviation (SD=.231).

Table 7
Mean scores and standard deviation for Level of Expertise (first round)
Rater
Mean
Std. Dev.
1

3

.0

2

2.78

.634

3

3.94

.231

4

2.39

.492

5

2.89

.572

3

.386

Mean
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The results from the rubric show the diversity of thought among raters. Some, like Raters
3 and 4, seem to make a broad judgment as to the Reliability, Desirability, and Feasibility of
measuring the level of expertise needed. Rater 4 clearly viewed the Reliability and Desirability
of this part of the rubric as problematic, perhaps because the Reliability and Desirability were
considered more context-dependent.
Most of the free-form comments made during the first round of the Delphi study
addressed the rubric as a whole or Access to Editing Tools. As mentioned in the Access to
Editing Tools section of this chapter, one of the raters had concerns about the desire for context
when considering the particular revising/remixing situation. In that comment, the rater compared
rating the reusability of object as having the same subjectivity as rating the “quality” of an OER.
The comment referenced several debates within the OER community regarding how to determine
the quality of OER. Implicit in the comment was the understanding that those debates have
generally been viewed as fruitless.
Adequately addressing this concern, whether it was for the Access to Editing Tools or
Level of Expertise portion of the rubric, was out of scope for the study. The very nature of this
rubric presupposed that the variation in context was sufficiently minimal such that a rubric could
account for the difficulty in revising/remixing in a sufficiently consistent and reliable manner.
Additionally, during the first two rounds of the Delphi study, the rubric was meant to measure
the potential of the resource to be revised or remixed. As an example, an interactive slideshow
might include audio, text, and video. In order to have the maximum flexibility in revising or
remixing an educator would need to have expertise in audio, text and video. The necessity of
these skills for the greatest potential in revising or remixing means that there would be greater
difficulty even if the particular context only calls for skills in one media type. This concept of
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maximum reusability was something that was revisited with respect to ALMS rubric rater
training. During rater training the raters were told to consider the maximum reusability of an
object.
There were two other free-form comments that were narrower. Rater 5 commented on
the difficulty of having someone rate programming expertise, even if they had some technology
expertise. This same rater was also concerned about the specialty expertise rating and
considered it “too vague.” These two items were revised in the next round of the study.
Second round of Delphi study. The changes to the Level of Expertise portion of the rubric

were not as drastic as the changes to the Access to Editing Tools. The comments and scores did
not suggest extensive revisions were needed, other than what was raised in the first around about
the conceptual objectives of the rubric.
The first step in revising the rubric was to address the concerns about the programming
and specialty expertise. After discussion, I decided the categories were too vague for raters to
use accurately. Consequently, the specialty expertise question was removed from the rubric.
The programming expertise item was collapsed to become a binary question asking whether any
programming expertise was needed. In other words, the 2.5 rating was eliminated for the
programming criterion, leaving only a “N/A”, 1, or 4 rating possible.
The second step in revising the rubric was to add detail to the examples in some cells in
this portion of the rubric. For example, in the first round the cell for extensive expertise gave the
example “multi-column layout.” This example was expanded in the second round to “Setting up
a multi-column layout; extensive use of graphics and text. Example: newsletter layout.” These
examples provided greater clarity to raters regarding the intended differences between scores.
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One participant dropped out of the study between the first and second rounds. Second
round scores indicated a higher degree of satisfaction with the Level of Expertise section.
Table 8
Mean scores and standard deviation for Level of Expertise (second round)
Rater
Mean
Std. Dev.
1

3.81

.587

2

3.90

.293

3

3.33

.713

4

2.79

.558

Mean

3.46

.538

The mean increased by almost .5 from the first round of the study (M=3.46).
Interestingly, the standard deviation increased as well (first round SD=.386). The increased
standard deviation suggested that some raters, particularly Rater 1, viewed measuring the Level
of Expertise with increased scrutiny. The questions relating to text and images scored the
highest (3.61 and 3.63 respectively). The question relating to programming expertise, despite the
changes made from the first round, scored the lowest (M=2.99). The expertise of the raters may
be indicated by the means of the criteria. Text and image editing are more likely to be prevalent
in comparison to programming expertise. Alternately, the low mean may represent a lack of
confidence in potential raters to determine the necessity of programming given a particular
resource. Regardless of the reason, the lower rating was concerning because the raters seemed to
have difficulty in the concept of measuring the necessity of programming for reusability.
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There was one free-form comment with respect to the Level of Expertise that was worth
noting. The rater expressed concerns regarding what exactly was meant by Level of Expertise:
It is still quite confusing, but I appreciate that you are trying to simplify a complex space.
It is hard to keep straight what exactly it is that is being rated here. Is it the person, the
activity, the resource in hand, the resource we desire, etc?
This ambiguity was understandable and something that was encountered when
constructing the rubric. As mentioned when discussing comments from the first round of the
study regarding Level of Expertise, the rubric was constructed with the intent to look at what sort
of expertise was needed to exercise maximum reusability. This explanation was apparently not
made sufficiently clear to Delphi participants. Still, even with an explanation, the potential
confusion poses a problem for raters. During inter-rater reliability, which will be discussed later
in the chapter, raters were given a sample reuse scenario to help guide scoring decisions.
At the beginning of the study it was decided that an overall mean for a section of the
rubric that exceeded 3.25 was sufficient to consider the rubric complete. Because the Level of
Expertise portion of the rubric exceeded 3.25 (M=3.46) this portion of the rubric was considered
completed. Although the changes made to the Level of Expertise were not as dramatic to those
made Access to Editing Tools portion of the rubric, the revisions are suggestive of the challenges
in estimating expertise. The difficulty in separating the intended use of a resource and its
attributes seemed to be difficult. Accounting for properties that fit outside the clearer lines of
audio, video, and text also seemed to be problematic. The ability of this portion of the rubric to
accurately measure expertise was reduced in nuance to enhance reliability. Nonetheless, through
their scores and comments, the study participants seemed to find the Level of Expertise portion
of the rubric conceptually consistent.
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Meaningfully Editable

Conceptually, the Meaningfully Editable portion of the rubric was designed to account
for incongruity within editing programs to revise or remix a file. Some programs offer an ability
to edit a file, but the kinds of edits allowed are not always meaningful in the revise / remix
context. For example, a PDF that consisted of scanned images may allow for notes or
annotations to be added, but none of the underlying content would be editable. For that reason
the word “meaningful” was important in describing what this section of the ALMS rubric was
attempting to accomplish.
One of the first challenges of creating the Meaningfully Editable portion of the rubric was
distinguishing it from the Source Files portion. In order to make meaningful edits it is necessary
to have the source files. Therefore, the two concepts were considered conceptually correlated.
However, the two concepts are different enough to constitute two distinct portions of the rubric.
For an educator attempting to revise/remix a resource, having the source file is not the
same as being able to meaningfully edit it. Using the aforementioned example regarding a PDF
with scanned images as an example, having the source image files would not necessarily enhance
the revisability or remixability of the object. The source files are no more alterable than the
resulting resource. Contrast this example with that of a JPG image file that was generated from a
PSD, or Photoshop file. The JPG might be a composite of several images together. If the
educator had access to the PSD file, they might have the ability to edit each of individual images
that made up the composite.
Like the Level of Expertise portion of the rubric, this portion of the rubric was divided by
media type in order to delineate more clearly in what ways the resource was meaningfully
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editable. Instead of designating a programming category, the Meaningfully Editable portion of
the rubric only contained a question asking whether other, or miscellaneous, components of the
OER were editable. The difference in scoring was the amount of the OER that was meaningfully
editable.
The scoring was dependent on the amount that could be meaningfully edited, therefore
an example in each cell was not necessary. Instead, each criterion provided an example of how
one part of a resource could be embedded in another (see Appendix A). For example, when
assessing the amount of the video that can be meaningfully edited, the example given was “video
stored independently, not in Flash object.” Although these examples specify a particular file
type, it was believed that raters would be able to successfully generalize the example to a given
resource, regardless of its media type.
First round of Delphi study. Scores from the first round of the study were more positive

than the Access to Editing Tools and Level of Expertise portion of the rubric. Still, raters were
not uniformly positive in their ratings.
The means for Raters 2 and 3 were notably different (M=2.70, M=3.73). Rater 2 scored
other portions of the rubric lower in comparison to other raters, so the relationship in this first
round was not surprising. The scores for Rater 2 suggested that he or she lacked some
confidence in the rubric conceptually. By contrast, Rater 3 had a high mean (M=3.73), though
there was also a high standard deviation (SD=.686). In examining the scores, it was clear that
high standard deviation for Rater 3 resulted from lower Desirability scores. Further analysis
revealed that the lower scores were concentrated in the cells for the 2 and 3 scores for each of the
criterion. These lower scores may indicate that the rater did not see the purpose of making
distinctions between degrees of editability within the resource. The rater may have felt that what
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was most desirable was binary distinction. In other words, a resource can either be meaningfully
edited or it cannot.

Table 9
Mean scores and standard deviation for Level of Expertise (first round)
Rater
Mean
Std. Dev.
1

3.53

.503

2

2.70

.462

3

3.73

.686

4

3.25

.795

5

3.33

.475

Mean

3.31

.690

The mean for Rater 4 (M=3.25) was close to overall mean for raters (M=3.33).
However, the standard deviation for Rater 4 was very high (SD=.795). The high standard
deviation seemed to be due to lower Reliability scores. However, Rater 4 did give higher scores
to Desirability and Feasibility. These scores seem to indicate that Rater 4 had concerns about
being able to reliably measure the editability of a resource, but believed that it was desirable and
feasible. The possibility of this concern was furthered by Rater 4. The rater stated “Audio and
video can sometimes be edited through non-obvious means.” The exact meaning of the
comment was not clear. The comment may have been in reference to programming or settings
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within an interface. For example, the audio in a video could be removed via settings in Flash, or
specifications in an HTML tag.
The variety of editing methods was a concern when developing the rubric. Still, I
believed that the rubric was comprehensive enough to encompass the majority of the revising or
remixing scenarios. Nonetheless, it was worth noting that future raters using the rubric may be
unaware of all the possible methods that can be used to meaningfully edit a resource.
Summary of Meaningfully Editable. Because the ratings from the first round of the Delphi

study (M=3.31) met the threshold to be considered sufficient agreement (3.25), the Meaningfully
Editable rubric was not included in subsequent Delphi rounds. Although the raters appeared to
have some concerns, particularly scores of 2 or 3, raters acknowledged that this concept was
important with respect to measuring the technical difficulty of revising or remixing OER.
The higher means in comparison to Access to Editing Tools and Level of Expertise may
be related to the nature of the concept of editability. Raters expressed concerns about the first
two parts of the rubric with respect to the generalizability of the criteria and their ability to
remain relevant in different contexts. These concerns often came because of the relevant
properties of an object change from context to context. In the case of the Meaningfully Editable
concept, it may have been easier for raters to consider the editability of an object to be strictly a
property of the object itself. Consequently, the scores from raters were confident that the
Meaningfully Editable portion of the rubric could be reliable.
Source Files. The Source Files portion of the rubric was reflective of the nature of

multimedia development. Within multimedia development there are two general types of files:
the files that the end user interacts with and source files. The files that the end user interacts with
are not typically designed for editing. In contrast, source files are designed specifically for
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editing. For example, when producing a video, someone might have several video clips, audio
clips, and a project file that are recognized by the editing program. The result of the editing
would be exported into one file intended for consumption by end users. This distinction between
distribution files and source files was not always present. A Microsoft Word document would be
both a source and distribution file because all of the content intended for distribution would be
available. Given the distinction it was necessary to assess whether the source files for a given
resource were available.
As with the Meaningfully Editable and Level of Expertise portions of the rubric, the
Source Files were divided by media type. The scoring between each question was determined by
the amount of source files present for that media type. As with the Level of Expertise portion of
the rubric in the first round, the Source Files section had two criteria assessing whether
programming files or “other” components were available. The “other” category was meant to be
a miscellaneous category that captured source files not considered by the other media types
similar to the specialty category in the Level of Expertise section of the rubric.
Similar to the Meaningfully Editable section, the Source Files part of the rubric gave one
example per criterion, rather than give one for each cell, assuming that this would be sufficient
for raters. Each example was relevant to the media type in question. For example, the image
source file gave the example of “a Photoshop image with all layers available.” These examples
share the same disadvantage with the Meaningfully Editable portion of the rubric in that the
examples are not all-encompassing and some raters could be uncertain how to rate Source Files
given a previously encountered type of OER.
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First round of Delphi study. Response from the first round of the Delphi study was

positive, but not as strong as the Meaningfully Editable portion of the rubric. Though the scores
were not as high as Meaningfully Editable, the scoring by raters was similar.

Table 10
Mean scores and standard deviation for Level of Expertise (first round)
Rater
Mean
Std. Dev.
1

3.17

.504

2

2.69

.464

3

3.81

.597

4

3.04

.777

5

3.22

.537

Mean

3.19

.685

Rater 2 scored this portion of the rubric lowest (M=2.69). As mentioned previously,
Rater 2 consistently scored sections of the rubric lowest, likely because of the concerns about the
rubric overall. Rater 3 scored the highest of all raters (M=3.81). These raters were both the
highest and lowest respectively in relation to the Meaningfully Editable portion of the rubric.
The standard deviations for Rater 3 were slightly smaller in Source Files (SD=.597) in
comparison to Meaningfully Editable (SD=.686), which may indicate slightly more confidence
in the Source Files portion of the rubric. The scores for Rater 4 had the highest standard
deviation, as they did for Meaningfully Editable (SD=.777). Rater 4 did not make any comments
regarding the source file so no particular insight was gained, except the scores for Reliability are
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lower than Desirability and Feasibility. These scores, similar to those for Meaningfully Editable,
suggested that Rater 4 did not believe the Source Files could be reliably rated, though it was
desirable and feasible.
Rater 5 explained their low Reliability scores given by stating “low [scores] because I
expect most reviewers won’t know enough to look around for the files.” This comment
presented a significant concern when rating. Depending on how the resource was presented, the
source may be located in any number of places. It was easy to imagine that some future raters
would have difficulty giving ratings in the Source Files portion of the rubric.
A solution was not immediately apparent. By necessity, at least with respect to the
ALMS framework, the Source Files needed to be considered. I determined that the best solution
would be to address this as part of rater training. The overall mean for the rubric (3.19) was
close to the threshold that it would be considered sufficient, but did not reach it. Therefore, this
portion of the rubric needed to be reviewed by study participants again.
One curious phenomenon with the criteria scores was that the audio criteria scored
notably lower than other questions. The scores seemed to be lower because of the ratings given
to the 2 or 3 labels for that criterion. The cause for this lower score was unknown.
The desired edits for this round had two purposes. First, the scores needed to be raised to
meet the threshold score of 3.25. Second, changes made to other parts of the rubric necessitated
revision to ensure a more parallel structure with the rest of the rubric.
The first change was to merge the 2 and 3 scores to form 2.5. The merging of these two
scores was done with the Level of Expertise portion of the rubric prior to being distributed to
Delphi study participants. The change was not made to the Source Files portion of the rubric at
the time because it was not seen as necessary.
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The second change was to eliminate the “other components” criteria from the rubric.
This miscellaneous category was eliminated from the Level of Expertise portion of the rubric
because it had scored poorly. The programming criterion was also eliminated from Source Files
to match the Level of Expertise portion of the rubric after the first round.
The final change was to clarify the example used for the video criteria. Rater 5 found the
one given in the first round to be too vague. Therefore, it was revised to clarify exactly what
constituted a source file for video.
Fourth round of Delphi study. Though one of the aims of the Delphi study was to receive

as much feedback as possible on each portion of the rubric, inevitably some limitations needed to
be imposed. The first round of the Delphi study presented all portions of the rubric to study
participants. As stated earlier, results of the first round created concern that the number of
ratings required by study participants would discourage participation. Therefore, subsequent
rounds of the Delphi study only presented two sections of the rubric at a time. The Source Files
portion of the rubric was prioritized last because the mean of scores (3.19) was only .06 less than
the threshold of 3.25.
The disadvantage of this approach was that participation was low by the final round.
Even with reducing the number of sections reviewed per round of the study, the amount of rating
needed was apparently too much. One rater contacted me to state explicitly that they did not see
a purpose of rating the rubric in such detail. In reviewing the Delphi study process I believed
that the rater was correct and only criterion as a whole should have been rated.
Consequently, only one participant responded to the final round of the Delphi study. The
ratings given by Rater 1 suggested that concerns about the Source Files portion of the rubric
remained.
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Rater 1 seemed to have confidence that the source files for text components of a resource
could be rated. However, Rater 1 scored the images media type lower than other any section.
The reason for the low score was not communicated. It may be that the rater was unsure
whether someone using the rubric could correctly identify whether a given image was in fact a
source file. The other two media types, audio and video, received identical scores across all
labels. Those ratings suggest that the rater believed that someone using the rubric was equally
likely to identify audio and video source files. The rater did give lower scores for the labels with
a score of 2.5 for images, audio and video. There may have been some concern with the ability
to rate partial access to source files of that media type. No free-form comments were made on
the rubric to provide additional clarification.
Table 11
Mean scores by question from fourth round of Delphi study (Rater 1)
Media type
Mean
Std. Dev.
Text

4

.000

Images

2.78

.786

Audio

3.11

.737

Video

3.11

.737

Mean

3.25

.565

The resulting overall mean (3.25) from the only participant in the fourth round of the
Delphi study met the threshold score to consider this portion of the rubric complete. The lack of
participation in the fourth round was concerning and meant uncertainty as to whether the scores
were representative of how other study participants might have perceived the Source Files
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portion of the rubric. Nonetheless, the score was sufficient to consider the rubric ready for interrater reliability.
Calculation of Inter-Rater Reliability
Once each part of the rubric reached the specified point of convergence through the
Delphi study, the next step was to determine the degree of inter-rater reliability for people using
the final rubric. In parallel with measuring inter-rater reliability the intent was to measure a
sample of OER to determine scores typical for the sample’s repositories. These scores would
give an indication of the amount of technical difficulty necessary to revise or remix the OER.
Initial analysis of the ratings consisted of basic statistics. These basic statistics were
calculated using SPSS and Microsoft Excel. The first analysis was to explore whether there were
any differences between repositories.
Table 12
Mean scores and standard deviation by repository
Repository
Mean

Std. Dev.

NROC

2.36

.33

MIT OCW

2.99

.2

WikiEducator

3.16

.15

Mean

2.84

.23

Mean scores indicate that WikiEducator was seen as the easiest to revise/remix, with
resources from MIT OCW the next easiest. Resources from the NROC repository were scored
the lowest, though the standard deviation indicates the greatest variability (SD=.33). The lower

TECHNICAL DIFFICULTY ALMS ANALYSIS

94

standard deviation for WikiEducator and MIT OCW indicate less variability among ratings for
resources in those repositories.
The next step was to analyze the ALMS scores with respect to the discipline of resources
rated (i.e. humanities, social sciences and sciences). The intent of this analysis was to conduct
preliminary examinations into the differences among OER from different disciplines.
Means between Humanities and Social Sciences were 0.19 apart (M=3.02 and M=2.83).
The differences between Social Sciences and Sciences means was similar. The reason for the
differences was unknown. The standard deviation for ratings of sciences resources was 0.10
higher than for the other two disciplines. The reason for this discrepancy was also unknown. It
may be that at least some of the Science resources had a greater degree of multimedia than
resources from other disciplines. Likewise, the Social Science resources could have more
multimedia than Humanities resources. Because the number of OER rated was limited and not
randomized these results cannot be generalized.
Table 13
Overall Mean of scores and standard deviation by type
Repository
Mean
Std. Dev.
Humanities

3.02

.16

Social Sciences

2.83

.19

Sciences

2.67

.32

Mean

2.84

.22

The next step was to analyze the scores according to the order that they were rated.
Resources were rated in order of the repository and discipline. For example, all the NROC
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Humanities resources were rated sequentially, followed by the NROC Social Science resources.
The assumption prior to the analysis was that the order would not affect the scores.

Table 14
Mean scores and standard deviation by order
Order
Mean

Std. Dev.

1

2.91

.17

2

2.81

.25

3

2.80

.27

Mean

2.84

.23

Mean scores indicate that there were slight differences among OER rated in a series. The
mean for resources that were rated first tended to be higher, while it decreased for those rated
second and third. The cause for this variability was unknown, but does not necessarily indicate
an ordering effect. The difference may be attributable to the resources themselves. The higher
standard deviation that resulted when a user rated the second or third OER in the series may be
because they become increasingly uncertain about scoring as they are exposed to more OER of
the same type. Because each rater scored the resources in the same order and the repositories
were rated sequentially and was not randomized, there was no way to determine whether order
effects did or did not occur.
The final analysis with respect to ratings was the differences among sections of the
rubric. The Access table was not part of the analysis, since those scores were automatically
generated based on the file type.
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The mean for Source Files was the lowest, which suggests that some resources had no
source files available. Meaningfully Editable was rated the highest because many of the
resources had some degree of editability. High standard deviations among all sections of the
rubric suggested that resources possessed the qualities measured to varying levels.
Table 15
Mean scores and standard deviation by section of ALMS rubric
Section
Mean
Std. Dev.
Level of Expertise

3.40

.58

Meaningfully Editable

3.53

.72

Source Files

3.18

.77

Mean

3.37

.69

Although examining the means of the ratings provided interesting information, what
was most important was the degree of inter-rater agreement. An intra-class correlation
coefficient was selected because it was applicable for studies where more than two raters were
rating the same sample. The intra-class correlation coefficient for these scores indicated
moderate agreement (ICC(2,1) =.655, df=376, 95% CI [.609, .699]).
In summary, an ICC of .655 met the minimum threshold of .60 that was pre-determined
as being sufficient agreement before the beginning of the study. However, the degree of
agreement did not indicate a high degree of agreement. The implications of the ICC will be
discussed in chapter 5.
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Chapter 5
Discussion
In this discussion the results of both the Delphi study and inter-rater reliability will be
addressed. The practical application of these results will be proposed as well. Conclusions and
recommendations for further research based on the study will be given.
Summary of findings
The purpose of this study was to address this question: Can the technical difficulty of
reusing OER be measured using the ALMS framework in a way that is valid and reliable? The
research required developing a rubric. Wiley and I, both experts in the field of OER, formulated
a draft rubric for the ALMS framework. The process of developing the rubric was more
challenging than anticipated. Some elements of the ALMS framework were more difficult to
separate than others. For example, the ability to access source files and whether a particular
OER was editable were closely connected. Other parts of the rubric were challenging to
operationalize, such as the Access to Editing Tools. This portion of the rubric was difficult
because there are several ways that an educator might obtain editing tools to revise or remix a
particular OER. The initial plan to maintain absolutely parallel scoring criteria (e.g. 1-4) proved
problematic for some portions of the rubric such as Level of Expertise.
The Delphi study helped refine the construct validity of the rubric. Participants in the
Delphi study had the greatest amount of concern for the first two portions of the rubric relating to
Access to Editing Tools and Level of Expertise. These two constructs were perceived to be
highly context-dependent and participants questioned whether they could be reliably measured.
In general, participants also had concerns with criteria that asserted a degree of
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revisability/remixability. These criteria, which had possible of scores of 2 and 3, rated lower with
respect to Reliability, Desirability, and Feasibility in comparison to scores of 1 and 4. These
slightly lower ratings suggest that the raters were more comfortable with a binary scoring in
determining whether a particular media type (e.g. text, video) was meaningfully editable or
whether the source files are available.
Delphi study participants seemed to agree that the components of the ALMS rubric were
consistent with the technical issues that educators face in revising/remixing OER overall. Many
of the suggested revisions included changes to examples provided for individual criterion. Some
criteria were eliminated from the rubric based on participant feedback. These criteria include
addressing programming and animation ability. Although losing these criteria could be
problematic in measuring a minority proportion of OER, doing so made the rubric more reliable
for the vast majority of OER.
The greatest change to the ALMS rubric was the conversion of Access to Editing Tools
portion of the rubric to an Access table. In a sense, the Access portion is taken out of the rubric
because the scores are pre-determined. By necessity, the Access table was limited to the most
popular file types and there are some OER not accounted for by the table. Though the scores are
likely to be more reliable, since they are based on a single objective measure (i.e. file type), the
Access table will need to be reviewed periodically by experts in the field to ensure the
appropriate file types are included.
The third part of the study, in which a sample of OER was rated, indicated that at least
some measure of agreement could be made with the current form of the rubric. This assertion
was supported by the Intra-Class Correlation. The amount of agreement was high enough to
reach the predetermined level of .60, but was not as impressive as originally hoped. This finding
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suggested that further training of the raters may increase agreement though further research
would be needed to verify.
The scores resulting from the sample rating were informative. The scores indicated that
there were differences among repositories with respect to the remixability/revisability of their
resources. However, inferences about the overall quality of the resources should not be made
from these scores. The NROC repository resources tended to be the most sophisticated with
respect to interactivity and that may have adversely affected the ability to revise or remix.
Conversely, resources in WikiEducator could be revised or remixed to a greater degree, but may
lack the refinement of the other two repositories. This finding harkens back to Wiley’s (2001)
decade old reusability paradox, wherein educational effectiveness and reusability are inversely
related.
The difference in scores among disciplines was interesting. Further research should be
conducted as to whether there is a systemic difference among disciplines with respect to
technical barriers in revising or remixing. More research should also be conducted to determine
whether order affects the scores given to a resource.
Practical Application
The practical application of the results of this study most directly affects two populations:
educators and those who produce open educational resources. For educators, the practical
application of this study is in understanding how difficult a given OER might be to revise or
remix. The ALMS rubric in its current state is usable for educators with the understanding that it
could be further refined and improved. Educators should also understand what factors are
considered in the process of revising or remixing, but need to exercise caution in generalizing
results. They should also be careful in comparing two resources with small variations in scores,
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as the differences may be a result of rater training or disagreement. Depending on their
experience, they may be ready to use the ALMS rubric with minimal training. More extensive
training may be needed for other educators.
For those involved in creating OER, the question is how these findings might influence
the types and designs of OER they produce. Claiming that OER can be revised or remixed
because of their license, without consideration of technical barriers, is not tenable. That
assertion is not to suggest that an OER isn’t beneficial unless its contents can be revised or
remixed to high degree. As one rater noted in their feedback within the first round of the Delphi
study, concerns about technical barriers are only part of the considerations in disseminating
OER. However, the full benefits of OER are not possible if the technical barriers are too high for
educators.
Limitations
As with any research, this study had limitations. First, the Delphi study methodology
had several known limitations. These limitations included the decision of who is an expert and
whether they really possessed the expertise needed. In this study the experts were selected by
Wiley and me. Woudenberg (1991) suggested that outliers may be more likely to drop out of a
Delphi study as opposed to those closer to consensus. Thus, the results of the study may be
misleading with respect to agreement due to the experts selected.
Another limitation of the Delphi study methodology was the reduced interaction provided
by somewhat constrained method of feedback (Landeta, 2006). This particular implementation
of the Delphi study methodology also had limitations. The number of participants was five and
with attrition the number of participants who provided feedback, particularly in later rounds, was
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low. The low participation was concerning when determining how the scores represent the
understandings within the OER community.
The determination of inter-rater reliability also had limitations. The number of
participants was below 5 and other sources of disagreement may have appeared if the number of
raters was higher. The selection of raters may also have been problematic. All raters were
selected from an education technology program, though the experience of the individual raters
varied. Nonetheless, the lack of representation across disciplines may have influenced the
scores. Conversely, variation in scoring may be accounted for by the raters’ lack of experience
with OER or reusing resources from the Internet, and not actual disagreement. Lastly, the
selection of OER that made up the sample may not be representative of the field as a whole.
Although efforts were made to find a variety of OER, it is possible that other collections may
have ALMS rubric scores that vary significantly from those rated in this dissertation.
These limitations, while real, do not severely reduce the applicability of the study
findings. The results represent important advances in our understanding of the reusability of
OER from a technical perspective. However, understanding the limitations of the study helps to
indicate future areas of research.
Recommendations and future research
The first series of recommendations relates to the Delphi study. Prior research indicates
that the Delphi study is a time-intensive research methodology, particular in comparison to other
methods (Woudenberg, 2006; Gordon & Helmer, 1964). This study is not an exception.
Therefore, it is recommended that future research using the Delphi methodology allocate a
significant amount of time to gathering response feedback. Another recommendation is to keep
the data collection mechanism as simple as possible. In the first round of the study, participants
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were asked to record scores through a word processor document that was then submitted to me.
Feedback from participants indicated that this method was unnecessarily time-consuming. In
subsequent rounds of the study Qualtrics survey software was used to collect scores. Use of
survey software is recommended for other researchers wishing to use the Delphi study
methodology.
Asking Delphi study participants to rate each label in the rubric was a mistake. Instead,
each criterion should have been rated. In doing so, raters would have been better directed
towards the goal of determining the construct validity of the criteria. It would have also greatly
reduced rater fatigue.
There are several possibilities for future research. One possibility is to expand the
sample of OER rated through the ALMS analysis to gain a better sense of the technical difficulty
of reusing OER in other repositories. While that research could be potentially useful, the
continually evolving nature of OER may make maintaining the currency of findings difficult. A
possible solution may be automation of rating. For example, a web browser extension might
scan a web page and detect the OER on that page. Scores would be automatically given based
on the file type. The web browser extension could infer from the file type what media types
were used. Automating rating offers interesting potential to compare thousands of OER quickly.
Despite the potential, it is unknown whether the scores could be accurately automated.
Another possibility for future research is the exploration of what the ratings mean to
educators. Although ALMS rubric scores may be useful in quantitative sense, tying those scores
to the experiences of educators who are attempting to revise/remix OER for their classroom may
provide greater insight into what resources are useful for them. It may be that resources rated
below a certain score, in a practical sense, cannot be revised or remixed from an average
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educator’s perspective. Interviews with educators may raise issues that need to be addressed in
future iterations of the rubric. More research is needed with respect to the processes that
educators revise or remix to better understand the subtleties of the process. By examining the
social implications of how the rubric is used the consequential validity of the rubric would be
better understood.
A third area of research is further refining the rubric. As stated earlier, the scores only
resulted in moderate agreement. In order for the rubric to gain additional validity and utility the
inter-rater agreement needs to be increased. Future research could experiment with incremental
iterations of the rubric to determine whether the scores can be raised. Decisions made during the
course of this study most notably that of the Access table, could also be examined in greater
detail to enhance validity.
Conclusion
This study is part of the ongoing discussion in the field of OER, focusing on the topic of
revising and remixing. Although this is one of the first attempts to develop a method of
systematically measuring the technical difficulty of reusing, this research is dependent on work
that has been done by others in the field. Prior research, particularly with learning objects, has
demonstrated how conflicted understandings are with respect towards reuse. The findings of this
study may advance the body of knowledge in the field, but the validity of these findings is
dependent on the premises that have been made before. As stated in Chapter 2, there is a sense
that some of the issues revolving around the concept of reuse are still unresolved.
The utility of these findings are also dependent on the advancement of the field of OER
itself. The challenges of sustainability, intellectual property concerns and some trends in
computing in general, such as the preference of app stores and computers that provide
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increasingly less customization, are a few of the problems faced by the field currently. These
problems are not trivial and will require significant innovation to maintain momentum. The rise
of Massive Open Online Courses (MOOC) may indicate a change in the role of OER in
education.
Regardless of how these issues are resolved, the fundamental issues remain. Developing
rules for an ever changing technological landscape makes stable research difficult. The
challenge of addressing context systematically is not easily solved. In conducting this research, I
believe that many of these issues may never be truly solved, but only addressed to fulfill the most
pragmatic needs of educators.
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Appendix A
ALMS Rubric (First Round)
Title of OER: _______________
URL of OER: _______________
Operating System: ___________

Access to Editing Tools

Is an appropriate
software
application preinstalled with the
operating system?
Is an appropriate
software
application
downloadable
from the Internet?
How much does
the application
cost?
How large is the
program to be
downloaded?
Does the program
depend on other
software or
programming
libraries?
Is appropriate
functionality
available from a
web-based

1

2

3

4

No

-

-

Yes

N/A

Not found
through
Internet
search

Found
through
significant
research

Found
through some
research

Found through
Internet search
easily

N/A

Some
program cost

No program
cost

N/A

File to be
downloaded
is a nontrivial size

File to be
downloaded is
small

N/A

Program
Program does
depends on
not depend on
some libraries any libraries or
or other
files
programs

N/A

Program
Program
cost is
cost is
expensive
significant
File to be
File to be
downloaded downloaded
is
is a
prohibitively significant
large
size
Program
Program
depends on
depends on
a large
a significant
amount of
amount of
libraries or
libraries or
other
other
programs
programs
No
Access with
significant
restrictions

Access with
some
restrictions

Access with no
restrictions or
sign-up only

N/A
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service?
How much does
the service cost?
Does the service
require the user to
have an account?

Are you able to
cut-and-paste the
text into a word
processor or text
editor?

Service cost
is expensive
Service
requires
extensive
account with
major
privacy
concerns
No

Service cost
is
significant
Service
requires an
account
with a
significant
amount of
information
-
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Some service
cost

No service cost

N/A

Service
requires an
account with
some or no
information

Service does
not require an
account

N/A

-

Yes

N/A

Subtotal for Access: __________ (Total / No. of non-N/A answers)

Level of expertise required to edit

What degree of
text editing
expertise is
required?
What degree of
image editing
expertise is
required?
What degree of
audio editing
expertise is
required?

1

2.5

4

Extensive text
editing expertise
required
(Example: multicolumn layout)
Extensive image
editing expertise
required
(Example:
masking, clone
stamp)
Extensive audio
editing expertise
required
(Example:
remixing/revising
multiple sources)

Some text editing
expertise required
(Example: footnotes,
headers)

Minimal text
editing expertise
required
(Example: bolding,
headings)
Minimal image
editing expertise
required
(Example:
cropping,
brightness/contrast)
Minimal audio
editing expertise
required
(Example:
trimming and
saving in

Some image editing
expertise required
(Example: multiple
layers, filters)
Some audio editing
expertise required
(Example: audio
filters, transitions)

N/A

N/A

N/A

TECHNICAL DIFFICULTY ALMS ANALYSIS

124

What degree of
video editing
expertise is
required?

Extensive video
editing expertise
required
(Example:
remixing/revising
multiple sources)

Some video editing
expertise required
(Example: transitions,
filters)

What degree of
programming
expertise is
required?

Extensive
programming
expertise
required
(Example: data
structures such
as ObjectOriented
Programming)
Extensive
specialty
expertise
required
(Example:
Advanced
animation or 3D
modeling)

Some programming
expertise required
(Example: functions,
if/then statements)

What degree of
other specialty
expertise is
required?

Some specialty
expertise required
(Example:
intermediate
animation or 3D
modeling)

appropriate format)
Minimal video
editing expertise
required
(Example:
trimming and
saving in
appropriate format)
Minimal
programming
expertise required
(Example:
variation
manipulation, basic
arithmetic)
Minimal specialty
expertise required
(Example: basic
animation or 3D
modeling)

N/A

N/A

N/A

Subtotal for Expertise: _____________ (Total / No. of non-N/A answers)

Meaningfully Editable

What portion of
the text in the OER
is editable?
(Example: Text
stored
independently, not
embedded in an
image)

1

2

3

4

No text can
be edited

Some text
can be
edited

A
significant
amount of
text can be
edited

All of the text
can be edited.

N/A
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What portion of
the images in the
OER is editable?
(Example: Images
stored
independently, not
embedded in a
PDF)
What portion of
the audio in the
OER is editable?
(Example: Audio
stored
independently, not
embedded in a
video)
What portion of
the video in the
OER is editable?
(Example: Video
stored
independently, not
embedded in a
Flash object)
What portion of
the other
components in the
OER is editable?
(Example: 3DModel)
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No images
can be
edited.

Some
images can
be edited

A
significant
amount of
the images
can be
edited

All of the
images can be
edited

N/A

No audio
can be
edited

Some audio
can be
edited

A
significant
amount of
the audio
can be
edited

All of the audio
can be edited

N/A

No video
can be
edited

Some video
can be
edited

A
significant
amount of
the video
can be
edited

All of the video
can be edited

N/A

None of the
other
components
of the OER
can be
edited

Some of the
other
components
of the OER
can be
edited

A
significant
amount of
the other
components
of the OER
can be
edited

All of the other
components of
the OER can be
edited

N/A

Subtotal for Editable: _____________ (Total / No. of non-N/A answers)

Source files available

What portion of
the source files for
the text in the OER

1

2

3

4

Text source
files are not
available

Some text
source files
are

A
significant
amount of

All text source
files are
available

N/A
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is available?
(Example: a Word
document
available for a
PDF)
What portion of
the source files for
the images in the
OER is available?
(Example: a
Photoshop file with
all layers
available)
What portion of
the source files for
the video in the
OER is available?
(Example: raw,
unedited audio
files available)
What portion of
the source files for
the programming
code in the OER is
available?
(Example: source
code
downloadable
from a website)
What portion of
the source files for
the other
components of the
OER is available?
(Example: FLA
files for SWF flash
objects)
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available

the text
source files
are
available

Image
source files
are not
available

Some image
source files
are
available

A
significant
amount of
the image
source files
are
available

All image
source files are
available

N/A

Audio
source files
are not
available

Some audio
source files
are
available

All audio
source files are
available

N/A

Source code
files are not
available

Some
source code
files are
available

A
significant
amount of
the audio
source files
are
available
A
significant
amount of
the source
code files
are
available

All source code
files are
available

N/A

Other
component
source files
are not
available

Some
source files
are
available

All source files
for other
components are
available

N/A

A
significant
of source
for other
components
are
available

Subtotal for Source: _____________ (Total / No. of non-N/A answers)
Calculation
Subtotal

Score
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Access to Editing Tools
Level of Expertise
Meaningfully Editable
Source Files Available
Average
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Appendix B
ALMS Rubric (Inter-Rater Reliability)
Access to Editing Tools
See Appendix C
Level of Expertise
1
What degree of
text editing
expertise is
required?

What degree of
image editing
expertise is
required?
What degree of
audio editing
expertise is
required?

2.5

Extensive text
Some text editing
editing
expertise required
expertise
(footnotes, headers,
required
tables; auto-generated
(Example:
fields such as Table of
Setting up a
Contents)
multi-column
layout;
extensive use
of graphics
and text.
Example:
newsletter
layout)
Extensive
Some image editing
image editing
expertise required
expertise
(Example: multiple
required
layers, filters [sepia,
(masking,
blur, etc])
clone stamp)
Extensive
Some audio editing
audio editing
expertise required
expertise
(audio filters,
required
transition. Example:
(mixing two
fade in/fade out for
or more
introductions or
audio
closing of a podcast)
sources;
extensive
sampling or
altering of
samples.
Example:

4
Minimal text
editing expertise
required
(bolding, headings;
double-spacing)

N/A

Minimal image
editing expertise
required
(cropping,
brightness/contrast,
red-eye reduction)
Minimal audio
editing expertise
required
(removing
extraneous sound
or silence and
saving in the
intended format for
distribution)

N/A

N/A
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What degree of
video editing
expertise is
required?

speeding up a
clip and
timing it)
Extensive
video editing
expertise
required
(mixing two
or more video
sources;
extensive
sampling or
altering of
samples.
Example:
Special
effects such
as Adobe
After Effects)

129

Some video editing
expertise required
(Example:
Introductory or
closing transitions,
filters. Example: fade
in/fade out for
introductions or
closing of a video
segment)

Minimal video
editing expertise
required
(Example:
removing
extraneous
portions of video
and saving in the
intended format for
distribution)

N/A

Meaningfully Editable
1
What portion of
the text in the
OER is editable?
(Example: Text
stored
independently, not
embedded in an
image)
What portion of
the images in the
OER is editable?
(Example: Images
stored
independently, not
embedded in a
PDF)
What portion of
the audio in the
OER is editable?
(Example: Audio

No text can
be edited

2

3

4

A
Some text significant
can be
amount of
edited
text can
be edited

All of the text can
be edited

N/A

All of the images
can be edited

N/A

All of the audio
can be edited

N/A

No images
can be edited

Some
images
can be
edited

A
significant
amount of
the
images
can be
edited

No audio can
be edited

Some
audio can
be edited

A
significant
amount of
the audio
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stored
independently, not
embedded in a
video)
What portion of
the video in the
OER is editable?
(Example: Video
stored
independently, not
embedded in a
Flash object)
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can be
edited

No video can
be edited

Some
video can
be edited

A
significant
amount of
the video
can be
edited

All of the video
can be edited

N/A

Source Files

What portion of
the source files for
the text in the
OER is available?
(Example: a Word
document
available for a
PDF)
What portion of
the source files for
the images in the
OER is available?
(Example: a
Photoshop file
with all layers
available)
What portion of
the source files for
the audio in the
OER is available?
(Example: raw,
unedited audio
files available)
What portion of
the source files for
the video in the
OER is available?

1

2.5

4

Text source
files are not
available

Some text source files
are available

All text source files
are available

N/A

Image source
files are not
available

Some image source
files are available

All image source
files are available

N/A

Audio source
files are not
available

Some audio source
files are available

All audio source
files are available

N/A

Video source
files are not
available

Some video source
files are available

All video source
files are available

N/A
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(Example: files
with timelines and
edits from video
software such as
Final Cut Pro)
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Appendix C
Access Table (Final version)

(Scores are averages across Windows, Mac OS X and Linux operating systems)

Image formats

Is an
appropriate
software
application
pre-installed
with the
operating
system?
Is an
appropriate
software
application
downloadabl
e from the
Internet?
How much
does the
application
cost?
How large is
the program
to be
downloaded?
Does the
program
depend on
other
software or
programmin

JPG

PNG

GIF

TIFF

PSD

SVG

4

4

4

4

1

1

4

4

4

4

3

4

4

4

4

4

1

4

3.67

3.67

3.67

3.67

1.5

3

3.67

3.67

3.67

3.67

3

4
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g libraries?
Is
appropriate
functionality
available
from a webbased
service?
How much
does the
service cost?
Average
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4

4

4

4

N/A

4

4

4

4

4

N/A

4

3.42

3.42

3.42

3.42

1.9

3.43

Video formats

Is an
appropriate
software
application
pre-installed
with the
operating
system?
Is an
appropriate
software
application
downloadabl
e from the
Internet?
How much
does the
application
cost?
How large is
the program
to be
downloaded?

WM
V

AVI

MPG

SWF

FLV

MP4

MOV

2

2

1

1

1

2

2

3.33

3.33

3.33

2.67

3.33

3

3

3

2.33

2.33

1

2

3

3

2

1.67

1.67

1

1.33

2

2
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Does the
program
depend on
other
software or
programmin
g libraries?
Is
appropriate
functionality
available
from a webbased
service?
How much
does the
service cost?
Average
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3

3

3

4

3

3

3

1

1

1

1

1

1

1

N/A

N/A

N/A

N/A

N/A

N/A

N/A

2.39

2.22

2.06

1.61

1.94

2.33

2.33

Audio formats

Is an
appropriate
software
application
pre-installed
with the
operating
system?
Is an
appropriate
software
application
downloadabl
e from the
Internet?
How much
does the
application
cost?
How large is
the program

MP3

WAV

OGG

AIFF

WMA

RM

2

2

2

1

1

1

4

4

4

1.67

1.67

1.33

4

4

4

1

1

2.5

4

4

4

1

1

1
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to be
downloaded?
Does the
program
depend on
other
software or
programmin
g libraries?
Is
appropriate
functionality
available
from a webbased
service?
How much
does the
service cost?
Average
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2

2

2

4

4

1.5

4

3

3

3.33

1

1

4

4

4

4

N/A

N/A

3.00

2.88

2.88

2.17

1.44

1.28

DOC

TXT

RTF

PDF
(text)

PDF (img)

DOCX

4

4

4

1

1

4

4

4

4

4

1

4

4

4

4

1

1

4

Text formats

Is an
appropriate
software
application
pre-installed
with the
operating
system?
Is an
appropriate
software
application
downloadabl
e from the
Internet?
How much
does the
application
cost?
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How large is
the program
to be
downloaded?
Does the
program
depend on
other
software or
programmin
g libraries?
Is
appropriate
functionality
available
from a webbased
service?
How much
does the
service cost?
Are you able
to cut-andpaste into a
word
processor or
text editor?
Average
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4

4

4

1

1

4

4

4

4

4

1

4

4

4

3

1

1

4

4

4

4

N/A

N/A

4

4

4

4

4

1

4

4.00

4.00

3.875

2.29

1.00

4.00

