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A B S T R A C T
Feedback regarding an individual's action can occur immediately or with a temporal delay. Processing of
feedback that varies in its delivery time is proposed to engage diﬀerent brain mechanisms. fMRI data implicate
the striatum in the processing of immediate feedback, and the medial temporal lobe (MTL) in the processing of
delayed feedback. The present study oﬀers an electrophysiological examination of feedback processing in the
context of timing, by studying the eﬀects of feedback timing on the feedback-related negativity (FRN), a product
of the midbrain dopamine system, and elucidating whether the N170 ERP component could capture MTL
activation associated with the processing of delayed feedback. Participants completed a word-object paired
association learning task; they received feedback 500 ms (immediate feedback condition) following a button
press during the learning of two sets of 14 items, and at a delay of 6500 ms (delayed feedback condition) during
the learning of the other two sets. The results indicated that while learning outcomes did not diﬀer under the two
timing conditions, Event Related Potential (ERPs) pointed to diﬀerential activation of the examined ERP
components. FRN amplitude was found to be larger following the immediate feedback condition when compared
with the delayed feedback condition, and sensitive to valence and learning only under the immediate feedback
condition. Additionally, the amplitude of the N170 was found larger following the delayed feedback condition
when compared with the immediate feedback condition. Taken together, the ﬁndings of the present study
support the contention that the processing of delayed feedback involves a shift away from midbrain dopamine
activation to the recruitment of the MTL.
1. Introduction
Learning is guided by the ongoing evaluation of outcomes, leading
learners to preserve, modify, or eliminate speciﬁc behaviors, goals, and
strategies. This evaluative process is triggered by internal monitoring
and by the processing of external feedback. In everyday life, feedback
can be delivered immediately or with a delay of seconds to days after an
individual's actions. There is a growing body of evidence suggesting
that separate neural circuitries operate when the temporal proximity of
feedback to the initial action varies. Whereas the processing of
immediate feedback is known to recruit the mesocorticolimbic reward
system (Bellebaum and Daum, 2008; Holroyd et al., 2004; Gehring and
Willoughby, 2002; Holroyd and Coles, 2002; Dehaene et al., 1994), the
processing of delayed feedback implicates the medial temporal lobe
(MTL) (Foerde and Shohamy, 2011; Foerde et al., 2013). More
speciﬁcally, the anterior cingulate cortex (ACC) has been found to be
activated in the context of feedback processing and performance
monitoring (e.g., Carter et al., 1998; Critchley et al., 2005; Mies
et al., 2011; Rodriguez, 2009), and identiﬁed as a likely generator of
the feedback-related negativity (FRN) (e.g Nieuwenhuis et al., 2004), a
component of the event-related potential (ERP) that is elicited by
feedback in probabilistic and declarative learning tasks. A dramatic
performance impairment on a probabilistic learning task with delayed
feedback as compared with immediate feedback among people with
disorders involving the MTL (Foerde et al., 2013), and evidence of MTL
cortices activation by delayed but not immediate feedback in such tasks
(e.g., Foerde and Shohamy, 2011), support the notion that the MTL is
necessary to process delayed feedback. By contrast, although most FRN
studies have involved relatively immediate feedback, a few studies have
revealed that FRN amplitude is smaller for longer delays (Peterburs
et al., 2016; Weinberg et al., 2012; Weismuller and Bellebaum, 2016),
which supports the contention that this system is not optimal for
processing feedback after longer delays. These considerations suggest
that the MTL may compensate for feedback processing at longer delays,
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but it remains to be determined whether the increased MTL activation
associated with delayed feedback is captured by scalp recording. The
present study aimed at examining the known feedback related ERPs in
relation to immediate and delayed feedback in a feedback-based
declarative learning task, and at exploring a candidate ERP that may
capture MTL activation associated with delayed feedback.
1.1. Feedback related negativity (FRN) and frontocentral positivity (FCP)
as electrophysiological markers of feedback processing
The reinforcement learning (R-L) theory posits that outcomes of
ongoing events are constantly evaluated, resulting in a phasic increase
or decrease in dopaminergic signals that are communicated to the basal
ganglia and the frontal cortex (Berger et al., 1991; Holroyd and Coles,
2002). The phasic decrease and increase of dopaminergic input
(Montague et al., 1996) that allows for the evaluation of outcomes
led researchers to suggest that the mesencephalic dopamine system can
support learning with strict timing requirements, such that feedback is
more eﬀective when it coincides with the activity of pre- and
postsynaptic processes (Wickens et al., 1996). In other words, this
learning system may be most eﬃcient when feedback is immediate and
occurs with close temporal proximity to the initial action or response
(Dobryakova and Tricomi, 2013). The feedback related negativity
(FRN) ERP has been proposed to be a product of the reinforcement
learning system. This ERP component has a fronto-central scalp
distribution and a maximal peak about 250–300 ms after the presenta-
tion of feedback (Miltner et al., 1997). According to the R-L theory, the
FRN is generated by the disinhibition of neurons in the anterior
cingulate cortex caused by a phasic decrease in dopaminergic input
when outcomes are worse than expected (Holroyd and Coles, 2002). A
recent update to this proposal holds that the diﬀerence in the ERP
waveforms to positive and negative feedback is mainly driven by
increased inhibition of ACC following positive feedback (Holroyd
et al., 2008; see Proudﬁt, 2015 for review). A large body of evidence
localizing the generation of the FRN to the anterior cingulate cortex
(ACC) (Bellebaum and Daum, 2008; Carter et al., 1998; Critchley et al.,
2005; Dehaene et al., 1994; Holroyd et al., 2004; Gehring and
Willoughby, 2002; Holroyd and Coles, 2002) lends support to the
reinforcement learning theory of the FRN, and to the suggestion that
the FRN is generated by a system suited for the processing of immediate
feedback.
The FRN is followed by a frontocentral positivity (FCP) with a
latency range of 200–400 ms following the presentation of negative
feedback (Arbel et al., 2013; termed P3a by Butterﬁeld and Mangels,
2003). The FCP has been found sensitive to valence and learning
outcomes (Arbel et al., 2013). While the neural substrate responsible for
producing this fronto-central component has not been identiﬁed, it's
possible function has been conceptualized as the product of an orienting
attentional process (Butterﬁeld and Mangels, 2003), that is sensitive to
feedback processing but is not necessarily unique to the processing of
feedback.
1.1.1. FRN and delayed feedback
Several studies are available to date that investigated the eﬀect of
delayed feedback on the FRN. Weinberg et al. (2012) presented
participants with loss and gain feedback with short (1 s) and long
(6 s) delays within the context of a gambling task. They reported that
the FRN elicited by negative feedback under the short delay condition
showed a larger negativity when compared with the long delay
condition. Peterburs et al. (2016) compared the eﬀect of increasingly
longer delays on the FRN amplitude during a probabilistic learning
task. Participants were tasked with learning stimulus-response-outcome
associations. Feedback was presented with a short delay (500 ms),
medium delay (3500 ms), or a long delay (6500). Analysis of the
diﬀerence waves indicated a decrease in amplitude with increasing time
delay, with the largest FRN diﬀerence wave in the short delay
condition, and the smallest FRN diﬀerence wave in the long delay.
However, a peak-to-peak measure of the FRN, deﬁned as the diﬀerence
between the largest negative peak of the FRN and the positivity
preceding it, demonstrated that long delays were associated with the
largest FRN magnitude, when compared with short delays. It is
important to note that the diﬀerence wave measure included in its
time window (250–400 ms) a portion of the proceeding fronto-central
positivity (FCP). The peak-to-peak measure, on the other hand,
subtracted the largest negativity from the preceding P2. Both the
preceding P2 and the proceeding FCP could have added to the variance
in the data and contributed to the contrasting results under the two
methods of measurement. Weismuller and Bellebaum (2016) employed
a probabilistic learning task with feedback presented after 500 ms
(termed immediate) and with a delay of 6500 ms, to evaluate whether
FRN elicited by delayed feedback is sensitive to expectancy. A
diﬀerence wave analysis resulted in reduced FRN amplitude for delayed
feedback, but similar sensitivity of FRN elicited by immediate and
delayed feedback to expectancy. Taken together, very few studies have
investigated the FRN sensitivity to the timing of feedback, and the
results point to processing diﬀerences between immediate/short de-
layed and long delayed feedback. While the FRN to delayed feedback
was examined in the context of gambling and probabilistic tasks, it has
yet to be evaluated in a declarative learning task, in which feedback
guides the learner throughout the learning process. Such task may be
suitable for exploring the interaction between the MTL which is
recruited for binding information to create and store correct associa-
tions, and the mesencephalic dopamine system that is involved in
reinforcement learning.
1.2. The involvement of the MTL in processing delayed feedback
When reinforcement is delayed, fundamental changes are observed
in the responses of dopaminergic neurons of the reward processing
system (Fiorillo et al., 2008; Kobayashi and Shultz, 2008). Delays of
even a few seconds have been shown to disrupt the activity from the
ventral tegmental area to the striatum (Foerde and Shohamy, 2011;
Maddox et al., 2003). Moreover, rewards that are predicted but are
presented with a delay of several seconds produce a signal similar to
that of an unpredicted reward (Fiorillo et al., 2008). Therefore, the
mesencephalic-striatal system may be limited to immediate feedback
conditions, and may not be well suited for learning from delayed
feedback (Foerde and Shohamy, 2011). In learning conditions involving
delayed feedback, the MTL may play a major role. The MTL, which
consists of the hippocampus and the surrounding perirhinal, entorhinal,
and parahippocampal cortices is essential for long term declarative,
episodic memory. More speciﬁcally, bilateral anterior medial temporal
lobe (MTL) regions have been implicated in forming contextual
associations, and in binding multiple elements of an experience
(Aminoﬀ et al., 2013; Cohen and Eichenbaum, 1993; Jackson and
Schacter, 2004; Mitchell et al., 2000; Schacter and Wagner, 1999).
Evidence exists that midbrain dopamine neurons, which project directly
to the hippocampus and to the surrounding MTL cortices (Samson et al.,
1990; Gasbarri et al., 1994), contribute to successful binding between
experiences separated by time (Cohen and Eichenbaum, 1993;
Shohamy and Wagner, 2008). Such binding, mediated by tonic
dopamine signals (Niv et al., 2007), begins before the experiences
and continues into a temporal window of hours or days (Shohamy and
Adcock, 2010). Foerde and Shohamy (2011), in an fMRI study of
healthy young adults performing a probabilistic learning task, demon-
strated the recruitment of the striatum during learning with immediate
feedback, and increased activation of the hippocampus with delayed
feedback. Data from the same authors showed that individuals with
Parkinson's disease, whose striatum is known to be degraded, were
impaired in learning from immediate but not delayed feedback (Foerde
and Shohamy, 2011). Conversely, individuals with MTL damage
exhibited impaired learning with delayed but not immediate feedback
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(Foerde et al., 2013). Taken together, it is suggested that the striatal
system is suitable for immediate feedback-based learning mediated by
phasic dopamine signals, and that the MTL is optimal for delayed
feedback-based learning, mediated by tonic dopamine signals.
1.3. The N170: a candidate for studying MTL-based processing of delayed
feedback
The N170 ERP component, which is maximal at occipito-temporal
recording sites and peaks 140–200 ms following an eliciting event
(Epstein et al., 1999, 2003; Maguire et al., 1998; Spiers and Maguire,
2004) is commonly elicited in tasks that require visuospatial proces-
sing, particularly face recognition (Bentin et al., 1996; Deﬀke et al.,
2007; Kanwisher et al., 1997; Gauthier et al., 1999; Hoﬀman and
Haxby, 2000; Itier and Taylor, 2004; Jacques et al., 2007; Rossion,
2014; Viziolia et al., 2010). Although this component is typically
elicited in relation to facial processing, it was found to be face-sensitive
but not face-speciﬁc. For example, Gauthier et al. (1999) demonstrated
the elicitation of the N170 in a learning task that involved greebles,
which are novel objects, and suggested that the signal can be triggered
by the processing of non-face objects once observers gain an expertise
of them. Furthermore, Baker and Holroyd (2009), detected a robust
N170-like signal elicited by feedback stimuli presented in a virtual
environment, the latency of which was sensitive to the participant's
navigation direction within that environment. Further, source localiza-
tion of this eﬀect pointed to a generator in the right PHC (Baker and
Holroyd, 2013), which was later conﬁrmed by an fMRI study (Baker
et al., 2015). Together, these ﬁndings suggest that the N170 can be used
to investigate parahippocampal role in spatial navigation as described
in previous work (Epstein et al., 1999, 2003; Maguire et al., 1998;
Spiers and Maguire, 2004). In parallel, studies of MTL disorders have
also shown a relationship with the N170 amplitude (Grippo et al.,
1996), supporting its link to the MTL function. More speciﬁcally, in
Grippo et al. (1996), N170 was measured in patients with temporal lobe
epilepsy who completed a memory scanning and probe recognition
task. N170 amplitude which was found sensitive to memory load, was
smaller in people with TLE. In line with this evidence, we propose that
the N170 should be examined as a potential marker of MTL activation
in the context of a declarative learning task where associations between
visually presented stimuli are learned through trial and error guided by
visual feedback presented at a delay.
1.4. The present study
The present study aimed to compare the eﬀects of timing on
feedback processing during a paired associate feedback-based learning
task. A signiﬁcant decrease in FRN amplitude with delayed feedback
may indicate a shift in activity from the mesencephalic pathway to a
diﬀerent feedback processing system. The N170 was analyzed following
immediate and delayed feedback during the learning task to determine
whether it is an appropriate candidate for studying the involvement of
the MTL in the processing of delayed feedback.
2. Methods
2.1. Participants
Twenty-ﬁve healthy adults (19 females) between the ages of 20 and
34 (M=25.72, SD=3.49) participated in the study after providing
signed consent. All participants were right-handed with normal or
corrected vision. According to self-report, English was the primary
language of all participants and they had no history of learning or
neurological disorders. Data of four participants were excluded due to
insuﬃcient artifact free trials associated with negative feedback
throughout the task. Analysis was performed on 21 participants (16
female) whose ages ranged from 20 to 34 years (M=25.57, SD=3.52).
Participants were provided monetary compensation for their participa-
tion.
2.2. Procedure
Each participant visited the lab once for a session that lasted
2–2.5 h. After a 32-channel HydroCel net by Electrical Geodesics Inc.
(EGI) was applied on the participant's head, he/she sat in front of a 15′′
computer monitor and performed a learning task by responding with a
button press to visual stimuli presented on the screen. A day after the
session, participants were asked to complete a task-related recognition
test sent to them by email. E-Prime (PST, Inc., Pittsburgh, PA) was
employed to create the task, present the stimuli, and record responses.
2.3. Experimental task
Participants were presented with a visual feedback-based paired-
associate learning task in which they were tasked with learning the
names (non-words) of 56 novel objects (non-objects), presented in four
sets, each consisting of 14 new objects. Each set of 14 objects was
presented in a block design, with ﬁve training blocks and a sixth testing
block. Each block presented each of the 14 objects once. In each trial in
a training block, participants were presented with a picture of a novel
object with two possible names (non-words) printed underneath it (see
“Stimulus” in Fig. 1), and were asked to press a key on a keyboard to
indicate which of the two was the correct name of the object.
Participants’ responses were followed by a visual feedback in the form
of “√√√” for correct responses, and “xxx” for incorrect responses.
Unbeknown to participants, feedback provided during the ﬁrst block
was controlled so that positive and negative feedback were equally
probable (i.e., half of the responses resulted in positive feedback and
half in negative feedback), creating an equal baseline for all partici-
pants. Participants’ responses during this initial block determined the
mapping between objects and names that remained constant through-
out the task, leading to valid feedback across all blocks.
While in two of the four sets, feedback was presented 500 ms
following the participant's button press (for the sake of simplicity this
condition will be referred to as an immediate feedback condition), in the
other two sets, a blank screen with a duration of 6500 ms separated the
response from the feedback, creating the delayed feedback condition.
The sixth testing block in each of the four sets was feedback free, and
Fig. 1. Sequence and time course of stimulus presentation followed by feedback in the immediate and delayed condition.
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had an equal structure for the two feedback timing conditions (i.e.,
immediate and delayed feedback). After each response in the testing
block, participants were asked to rate their conﬁdence in the accuracy
of their response on a scale of 1–4 (1 - completely uncertain, 2 -
somewhat uncertain, 3 - somewhat certain, 4 - completely certain). The
four sets were organized so that delayed feedback (DF) and immediate
feedback (IF) conditions alternated (i.e., an IF set did not proceed or
precede an IF set, and a DF set did not proceed or precede another DF
set). The order of the conditions as well as the items associated with
each condition were counterbalanced among participants. Novel ob-
jects appeared once in randomized order in each block and the same
pair of non-words accompanied an object in randomized position (right
or left). Each condition (IF and DF) consisted of a total of 140 training
trials and 28 test trials.
Participants were asked to complete a one-day post-test sent by e-
mail following their learning session. The post-test, which was identical
to the sixth testing block of the experiment, was created with Google
Forms, allowing for the recording of accuracy and conﬁdence (same
scale as above) of all object-word associations learned on the previous
day. Feedback was not given during post-testing. The block order of
each participant's post-test reﬂected that of their learning session.
2.3.1. Trial structure
As illustrated in Fig. 1, a ﬁxation cross was presented in the center
of the screen for 500 ms followed by a screen with a novel object and
two non-words. Participants responded by pressing the “1” key of a
keyboard to select the non-word on the left or the “4” key to select the
non-word on the right. Participants were allotted 3000 ms to respond,
after which three hyphens appeared on the screen to indicate that
responses should be faster. Depending on the experimental condition,
visual feedback was presented 500 ms or 6500 ms following a button
press. Feedback appeared for 1000 ms regardless of experimental
condition. Trials that were associated with no response or a delayed
response were not included in the analysis.
2.3.2. Stimuli
The images of the novel objects were derived from Kroll and Potter
(1984) and the non-words were created by the ARC Non-word Database
(Rastle et al., 2002).
2.4. EEG recording and analysis parameters
The 32-channel GES 400 System by Electrical Geodesics Inc. (EGI)
was used to obtain dense-array EEG data using 32-channel HydroCel
Geodesic sensor nets, comprised of Ag/AgCl electrodes attached to an
elastic net following the international 10–20 system. Impedances were
kept below 50 kΩ, which is appropriate for high input impedance
ampliﬁers (Ferree et al., 2001) such as the EGI's Net Amp 400 that has
an input impedance greater than 1.0 GΩ. For analysis of the EEG
recordings, 0.1 high-pass and 30 Hz low-pass ﬁlters were applied to the
raw data. Then, the processed data were segmented into epochs
capturing 200 ms before and 800 ms after feedback presentation. With
a sampling rate of 1000 Hz, each trial was consisted of 1000 time
points. Each trial was visually inspected for movement artifacts and
manually removed following an automatic artefact removal with
a±75 μV criterion. Baseline correction was performed on the averaged
data, based on signal in the 200 ms preceding the feedback stimulus
(i.e., −200 to 0 ms). Data were re-referenced to the average reference.
2.5. ERP analysis
For the purpose of ERP data analysis, data from the second and third
training blocks were collapsed, as well as data from the fourth and ﬁfth
training blocks, to create three learning phases (block 1=Early Phase;
blocks 2 & 3=Middle Phase; blocks 4 & 5=Late Phase). ERPs were
averaged across trials separately for positive and negative feedback
under the two feedback timing conditions and three training phases,
yielding 12 categories in a 2 (feedback timing, i.e., immediate vs
delayed)×2 (feedback valence, i.e., positive vs negative)×3 (learning
phases, i.e., early, middle, late) structure.
Visual inspection of the fronto-central electrodes determined that
the FRN and the positivity that follows it (fronto-central positivity, or
FCP) were maximal at FCz. Based on previous reports (Baker and
Holroyd, 2009; Maguire et al., 1998), electrode P8 (right occipital-
parietal) was selected for the examination of the N170. To examine the
laterality of the N170, P7 was also examined. An expected negative
going waveform was detected in electrodes P8 and P7 at the time range
of the N170. To further analyze the ERP data, temporal principal
component analysis (TCPA) was performed to disentangle ERP compo-
nents that may overlap in time. Separate temporal PCA for the three
recording sites (FCz, P8, and P7) were conducted, resulting in seven
temporal factors from electrode FCz, P8, and P7 that accounted for 90%
of the variance and retained for Varimax rotation. Temporal factor 6
(TF 6) from electrode FCz with a maximal peak at 250 ms post-feedback
presentation was identiﬁed as capturing the FRN. TF 2 from electrode
FCz, which peaked 350 ms following the presentation of the feedback,
captured the FCP activity. TF 6 which peaked at 170 ms post-feedback
presentation measured by P8 and P7 was determined to reﬂect the
activation of the N170.
2.6. Statistical analysis
All statistical analyses were performed with IBM SPSS Statistics 21.0
(IBM, Armonk, NY) using the Greenhouse-Geisser correction for viola-
tions of sphericity (Greenhouse and Geisser, 1959). Behavioral data
were analyzed with repeated measures ANOVA with Blocks (training
blocks 1–5) and Feedback Timing (immediate, delayed) as within-subject
factors and mean Accuracy as the dependent variable. 2×2 repeated
measures ANOVAs were conducted with Feedback Timing (immediate,
delayed) and Test Interval (test, post-test) as within-subject factors with
mean Accuracy and Conﬁdence as dependent variables. After temporal
factors for each ERP were identiﬁed, separate 2×4×2 repeated
measures ANOVAs were performed with temporal scores related to
each ERP as the dependent variable and Feedback Timing (immediate,
delayed), Learning phase (early, middle, late), and Feedback Valence
(positive, negative) as within-subject factors.
3. Results
3.1. Behavioral data
Accuracy across the ﬁve training blocks is illustrated in Fig. 2. A
5×2 repeated measures ANOVA, with Blocks (training blocks 1–5) and
Feedback Timing (immediate, delayed) as factors, revealed a statistically


























Fig. 2. Mean accuracy across training blocks under the two feedback timing conditions
(immediate and delayed).
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=89.17, p=0.0001, ηp2=0.81. Pairwise comparisons of blocks 1–5
showed statistically signiﬁcant mean diﬀerences between all the Blocks
(ps<0.02), indicating that accuracy level increased during the learning
task. No eﬀect of Feedback Timing, F (1, 20)=0.23, p=0.63, or
interaction between Blocks and Feedback Timing, F (4, 80)=0.34,
p=0.84 were found. Table 1 outlines the mean percent accuracy and
conﬁdence rating for the two feedback timing conditions in the ﬁnal
test phase and one-day post-test. A 2×2 repeated measures ANOVA
comparing accuracy with Feedback Timing (immediate, delayed) and
Test Interval (test, post-test) as factors yielded a signiﬁcant main eﬀect
of Test Interval, F (1, 20)=23.64, p=0.0001, ηp2=0.66, indicating that
participants achieved higher accuracy at the conclusion of the learning
task than a day after the session (post-test). There was no main eﬀect of
Feedback Timing, F (1, 20)=0.5, p=0.49, or interaction eﬀect between
Feedback Timing and Test Interval, F (1, 20)=0.12, p=0.73. These
results indicate that feedback timing did not aﬀect learning outcomes. A
2×2 repeated measures ANOVA comparing mean conﬁdence ratings as
a function of Feedback Timing (immediate, delayed) and Test Interval
(test, post-test) resulted in a main eﬀect of Test Interval, F (1, 20)
=55.86, p=0.0001, ηp2=0.82, suggesting that participants reported
lower levels of conﬁdence during the post-test. No main eﬀect of
Feedback Timing, F (1, 20)=1.96, p=0.18 have been found, suggesting
that participants did not report diﬀerent levels of conﬁdence for items
learned under each of the feedback timing conditions.
Taken together, the results indicate that task performance increased
across blocks regardless of feedback timing, indicating comparable
learning in both experimental conditions. Additionally, ﬁnal test and




Fig. 3 presents the FRN elicited by positive and negative feedback
under the two timing conditions over three training phases. Repeated
measure ANOVA yielded a main eﬀect of Valence, F (1, 20)=15.18,
p=0.001, ηp2=0.48, indicating that the FRN amplitude was larger
(more negative) for negative feedback than for positive feedback. A
Feedback Timing eﬀect was found, F (1, 20)=31.22, p=0.0001,
ηp
2=0.66, indicating that immediate feedback was associated with
larger FRN amplitudes than was delayed feedback. A Timing by Valence
interaction was found, F (1, 20)=15.18, p=0.001, ηp2=0.48. Post hoc
pairwise comparison revealed that whereas FRN amplitude diﬀerences
between positive and negative feedback were found under the immedi-
ate feedback condition, t (62)=3.23, p=0.02, no sensitivity to valence
was detected under the delayed feedback condition, t (62)=0.26,
p=0.79. An interaction between Timing, Valence, and Learning Phase
was also found, F (2, 40)=4.17, p=0.02, ηp2=0.20. The post hoc
pairwise comparison indicated that immediate negative feedback was
associated with an FRN amplitude that was larger than immediate
positive feedback in theMiddle and Late phase, t (20)=5.1, p=0.0001, t
(20)=3.8, p=0.001, respectively, but not in the Early phase, t (20)
=1.8, p=0.08. The analysis also indicated that the FRN elicited by
delayed negative and positive feedback did not diﬀer in any of the
learning phases, ps>0.29. Taken together, FRN elicited by delayed
feedback was overall smaller in amplitude than that elicited by
immediate feedback, and was not found sensitive to valence or the
learning process.
3.2.2. FCP
FCP elicited by positive and negative feedback under the two timing
conditions across the three learning phases is presented in Fig. 3. The
repeated measures ANOVA yielded a main eﬀect of Valence, F (1, 20)
=21.08, p=0.0001, ηp2=0.56, indicating that negative feedback was
associated with a larger (more positive) FCP amplitude. An interaction
between Learning Phase and Valence, F (2, 40)=6.84, p=0.005,
ηp
2=0.3 was found. Post hoc pairwise comparisons showed that
negative feedback produced larger amplitudes (larger positivity) than
positive feedback in all but the early learning phase, Middle phase, t
(20)=2.0, p=0.04, Late Phase, t (20)=3.1, p=0.004. No Timing eﬀect
was found, F (1, 20)=0.60, p=0.44. However, an interaction between
Table 1
Mean accuracy with standard deviation, and averaged self-reported conﬁdence rating
from the test and post-test in the two feedback conditions (immediate feedback, delayed
feedback).
Immediate Feedback Delayed Feedback
Test Post-Test Test Post-Test
Accuracy M(SD) 88.0 (0.12) 78.3 (0.14) 90.2 (0.09) 79.4 (0.14)
Conﬁdence M(SD) 3.61 (0.37) 2.79 (0.56) 3.56 (0.40) 3.08 (0.66)
Fig. 3. Grand average ERPs elicited by positive and negative immediate and delayed feedback, recorded from electrode FCz across the three learning phases. Arrows mark the FRN and
the Fronto-central positivity. It should be noted that the ERP diﬀerences between immediate and delayed feedback can be detected even before the FRN emerges (i.e., in the time range of
0–150 ms post feedback presentation, as can be seen in Fig. 3). Such diﬀerences are not likely to be due to the baseline correction used, as they are unique to the fronto-central site. The
examination of these diﬀerences is beyond the scope of the current paper, but should be part of future studies.
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Timing and Valence, F (1, 20)=5.09, p=0.03, ηp2=0.24 was found.
Pairwise comparison revealed that while the FCP amplitude diﬀerences
between positive and negative feedback were found in the immediate
feedback condition, t (62)=−4.54, p=0.0001, no amplitude diﬀer-
ences were found in the delayed feedback condition, t (62)=−1.27,
p=0.2. Taken together, FCP sensitivity to valence was only found in the
immediate feedback condition. It is worth noting that the grand average
data (see Fig. 2) show a diﬀerence between positive and negative
feedback in the Late phase of the delayed condition that were not found
signiﬁcant (t(20)=−1.38, p=0.18), possibly due to insuﬃcient power.
3.2.3. N170
The N170 recorded from electrode P8 and elicited by positive and
negative feedback under the two timing conditions is presented in
Fig. 4. Data from electrode P7 were entered into the analysis to
determine the extent to which the N170 associated with feedback is
lateralized. Repeated measure ANOVA with electrodes (P8, P7), Timing
(immediate, delayed), Valence (positive, negative), and learning Phase
(early, middle, late) as within subject variables yielded a main eﬀect of
Feedback Timing, F (1, 20)=13.08, p=0.002, ηp2=0.45, indicating that
delayed feedback was associated with larger N170 amplitudes than
immediate feedback. No eﬀect of Electrode was found, F (1, 20)=0.39,
p=0.53, suggesting that the N170 showed no lateralization in the
current experiment. There were no main eﬀects of Learning Phase, F (2,
38)=3.2, p=0.67, or Valence, F (1, 20)=0.04, p=0.84. However, a
learning Phase by Valence interaction was found F (2, 38)=11.72,
p=0.0001, ηp2=0.42. Pairwise comparison indicated that amplitude
diﬀerences between positive and negative feedback were found for the
Early and Middle phases (ps< 0.02), but not for the Late phase
(p=0.82). An analysis of the N170 latency revealed a Valence eﬀect,
F (1, 20)=51.14, p=0.0001, ηp2=0.76, indicating that negative feed-
back was associated with shorter N170 latency when compared with
positive feedback. No other eﬀect were detected, suggesting that the
latency of the N170 was not associated with the timing of the feedback
or with the learning process.
4. Discussion
The primary aim of this study was to use the FRN and N170 to
examine the role of ACC and parahippocampus during the processing of
delayed and immediate feedback. Based on the growing evidence of
diﬀerential processing mechanisms for immediate and delayed feed-
back (Foerde et al., 2013; Foerde and Shohamy, 2011), it was expected
that the amplitude of the FRN would be smaller when feedback was
delayed as an indication that the underlying neural circuit would shift
from the mesencephalic dopaminergic system (Foerde et al., 2013;
Peterburs et al., 2016). The present study also aimed to assess the
involvement of the MTL in feedback based learning via the N170, an
ERP component proposed to be generated within the parahippocampal
region. We expected a larger N170 amplitude under the delayed
feedback condition as a reﬂection of greater MTL activation.
Similarly to previous studies investigating diﬀerences in the neural
structures responding to feedback timing (Foerde and Shohamy, 2011;
Peterburs et al., 2016; Wang et al., 2014), participants in the present
study did not demonstrate diﬀerent learning outcomes related to
feedback timing. The absence of such diﬀerences in learning outcomes
within the task, at the conclusion of the task, and a day after the session
permit the assertion that any variation found in ERP data may be
attributed to the eﬀects of feedback timing as opposed to disadvantages
in learning, or diﬃculty imposed by the task itself.
Consistent with a long line of previous reports, FRN elicited within
the context of immediate feedback was larger for negative feedback
than for positive feedback (e.g., Arbel et al., 2013, 2014, Arbel and Wu,
2016; Peterburs et al., 2016; Holroyd and Coles, 2002; Miltner et al.,
1997). In the delayed feedback condition, however, the FRN amplitude
was diminished with no signiﬁcant diﬀerences between positive and
negative feedback in the context of learning. The ﬁndings of a reduced
FRN amplitude when feedback was delayed are consistent with the
results of Weinberg et al. (2012), Weismuller and Bellebaum (2016),
and with the diﬀerence wave analysis of Peterburs et al. (2016), who
interpreted the smaller amplitudes of the FRN following increasing
delays as a shift away from the underlying mesencephalic dopaminergic
system. Contrary to Weismuller and Bellebaum (2016), who found that
the FRN elicited by delayed feedback had the same sensitivity to reward
expectancy as the FRN elicited by immediate feedback, our results show
a diﬀerential sensitivity of the FRN for immediate and delayed feed-
back. While FRN to immediate feedback was found sensitive to valence
and to the learning phase, the FRN elicited by delayed feedback did not
show such sensitivity. It is possible that within the context of a
declarative learning task that due to its nature relies heavily on the
MTL, delayed feedback is processed diﬀerently than delayed feedback
within a probabilistic or a gambling task that relies on the same
learning system that gives rise to the FRN.
Similarly to the FRN, the FCP was found sensitive to valence and the
learning process only in relation to the short feedback delay. This
sensitivity of the FCP under the immediate feedback condition is
consistent with previous reports (Arbel et al., 2013, 2014; Butterﬁeld
and Mangels, 2003), providing additional support to the contention
that the FCP is related to feedback processing. Our ﬁnding of larger FCP
to negative feedback during the later stages of the learning process is
consistent with the hypothesis that the FCP is a product of an
attentional orientating process (Butterﬁeld and Mangels, 2003;
Friedman et al., 2001). Within this framework, FCP to negative feed-
back becomes gradually larger in a learning task where negative
Fig. 4. Grand average ERP elicited by immediate and delayed positive and negative feedback in the early learning phase recorded from electrodes P8 (left) and P7 (right).
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feedback becomes more salient, and calls for more attention as learning
progresses.
Our ﬁnding of larger N170 in association with delayed feedback
provides preliminary indication of the involvement of the MTL in
processing delayed feedback. While the N170 was elicited by both
immediate and delayed feedback, its amplitude was larger under the
delayed feedback condition, suggesting greater activation of the para-
hippocampal region when the processing of information separated in
time was called for. Although it has been previously proposed that a
reduced FRN amplitude with feedback delay is a reﬂection of a shift
from midbrain dopamine to hippocampal-parahippocampal involve-
ment, this is the ﬁrst evaluation of the N170 as a potential marker of
parahippocampal activation in response to delayed feedback. The N170
amplitude and latency were both found sensitive to feedback valence,
with negative feedback associated with an earlier and larger amplitude
than positive feedback. Given that the N170 has been found to be
associated with visual processing (e.g., Iidaka et al., 2006; Rossion
et al., 2003), one possibility that should be considered is that the
elicitation of this component in the present study reﬂected the
diﬀerential visual processing of visually presented positive and negative
feedback. Because the visual symbols for positive and negative feedback
were diﬀerent and were not counterbalanced in the present study, it is
not unreasonable to suggest that the valence-related latency diﬀerences
that were found under both timing conditions can be explained within
the framework of visual processing. However, the sensitivity of the
N170 to the timing of the feedback as indicated by larger activation
associated with delayed feedback cannot be accounted for solely by
visual processing, but points to the involvement of a higher cognitive
system involved in binding information of diﬀerent temporal distance.
Furthermore, the interaction between the two ERP components (FRN
and N170) and feedback timing strengthens the interpretation of such
results as reﬂecting the proposed shift from striatal to parahippocampal
processing. We propose that the MTL is recruited when the mesence-
phalic system, which has strict timing requirements (Wickens et al.,
1996; Foerde and Shohamy, 2011), does not detect immediate feed-
back. Within this framework, the MTL, which is involved in binding
temporally discontiguous presentations (Staresina and Davachi, 2009;
Qin et al., 2007), binds an individual's response and the resulting
feedback when these are separated in time. Such involvement of the
MTL in processing delayed feedback may be enhanced in the context of
declarative learning that requires the storage of task items in short term
memory. Within this framework, it is possible that while the FRN is a
product of an immediate reward signal conveyed to the ACC to
reinforce stimulus-response mapping, the N170 is generated by a
delayed reward signal conveyed to the MTL to reinforce a memory
representation of the task stimulus stored in MTL.
Though the N170 is a viable candidate for the detection of MTL
activation associated with the processing of delayed feedback, further
research is required to study the nature of the underlying mechanisms.
For example, although the N170 has been linked to parahippocampal
function during reward-related navigation tasks (Baker and Holroyd,
2009), and fusiform function during face processing (for review see
Yovel, 2016), exploration of the eﬀects of delayed auditory feedback on
this system could provide further insight into its function.
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