We show how to speed up sequence alignment algorithms of the type Introduced by Needleraan and Wunsch (and generalized by Sellers and others). Faster alignment algorithms have been introduced, but always at the cost of possibly getting sub-optimal alignments.
The distance between the two sequences is then that distance which corresponds to the optimal alignment. The idea of Needleman and Wunsch was to find the optimal alignment recursively, by aligning successively longer initial segments of the two sequences.
Let the two sequences to align be a 1 ,...,a m and bj b n . Let d^ be the distance corresponding to the optimal alignment of ai,...,ai with bj bi, where 1 runs from 0 to m and j runs from 0 to n. Then with initial values Thus at present one must choose between an algorithm which gives the best alignment but is expensive, and an algorithm which is fast but may not give the best alignment. In this paper we narrow the gap between these choices by showing how to get the optimal alignment much more quickly than before. 
ANALYSIS OF TIME SAVED
Now we give an estimate of the computation saved by using this method.
Say we are comparing two sequences a distance d apart, and we do so by computing all dj. < D, a bound greater than, but not too much greater than d.
We now show that all the d^. we compute are in a strip centered on the We have only used the gap penalty in estimating how much the computation is pruned. In reality of course, the mismatch penalty will result in further
pruning. Yet even with this simple estimate, we see impressive savings.
Suppose that we are aligning two sequences of equal length, with gap penalty at least as large as mismatch penalty. Then our estimate of the number of entries which need to be computed is about 2*n*d/g. d is less than g*(# of gaps plus mismatches), so 2*n*(# of gaps plus mismatches) is probably considerably greater than the number of elements to be computed. If the number of gaps and mismatches is 5% of n, we will almost certainly end up filLing less than 10Z of the matrices.
When aligning nucleic acid sequences one expects to always find some alignment with distance considerably less than the maximum possible, because one out of four bases will match just by chance. Thus in this case one is essentially always able to avoid filling a significant fraction of the matrix.
