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Abstract
The Poisson brackets of hydrodynamic type, also called Dubrovin–
Novikov brackets, constitute the Hamiltonian structure of a broad class
of evolutionary PDEs, that are ubiquitous in the theory of Integrable
Systems, ranging from Hopf equation to the principal hierarchy of a
Frobenius manifold. They can be regarded as an analogue of the classical
Poisson brackets, defined on an infinite dimensional space of maps Σ→
M between two manifolds. Our main problem is the study of Poisson–
Lichnerowicz cohomology of such space when dim Σ > 1. We introduce
the notion of multidimensional Poisson Vertex Algebras, generalizing and
adapting the theory by A. Barakat, A. De Sole, and V. Kac [5]; within
this framework we explicitly compute the first nontrivial cohomology
groups for an arbitrary Poisson bracket of hydrodynamic type, in the
case dim Σ = dimM = 2. For the case of the so-called scalar brackets,
namely the ones for which dimM = 1, we give a complete description
on their Poisson–Lichnerowicz cohomology. From this computations it
follows, already in the particular case dim Σ = 2, that the cohomology is
infinite dimensional.
v
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Introduction
Evolutionary PDEs and Poisson brackets of hydrodynamic type
Evolutionary Partial Differential Equations are a broad class of equations
∂u(x, t)
∂t
= A(u, ∂αu, ∂αβu, . . .) (1)
for smooth maps u : Σ×R→M , dim Σ = D, dimM = N . ∂αu is a shorthand
notation for ∂u(x,t)∂xα , ∂αβu for
∂2u(x,t)
∂xα∂xβ
, etc. Such systems are usually called
(D + 1)-dimensional evolutionary PDEs, where D is the number of the (so-
called) space variables. We regard evolutionary PDEs as the equations of
motion for infinite dimensional dynamical systems.
The general framework for the study of these classes of equations under
the algebraic and geometric point of view is the so-called formal calculus of
variations introduced by Gel’fand and Dikii [35]. Their work provided a unify-
ing language to understand the wide variety of infinite dimensional integrable
systems that had been discovered since the late 60’s, such as KdV and NLS
equations with their hierarchies.
Consider the space of smooth maps M := Maps(Σ→M), that we regard
as the configuration space of the dynamical system (1). Σ is a compact D-
dimensional smooth manifold; we fix Σ to be a torus (S1)D = TD to avoid
the problems arising from the integration.
Given a local chart {xα}Dα=1 on Σ and a chart {ui}Ni=1 on M , we represent
a map u(x) ∈ M as a set of N functions in D variables. We borrow from
the physics literature the name fields for the functions ui(x), as well as the
nickname source and target manifolds for, respectively, Σ and M .
To endow the space M with the geometrical structures used to describe
evolutionary PDEs, let us introduce the jet coordinates. Define the symbols
{uiI}, I ∈ ZD≥0, i = 1, . . . , N , where I = (i1, i2, . . . , iD) and
∂I :=
(
∂
∂x1
)i1 ( ∂
∂x2
)i2
· · ·
(
∂
∂xD
)iD
uiI = ∂
Iui for I 6= 0 := (0, 0, . . . , 0).
xi
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We call generators the dependent variables {ui} = {ui0}.
Definition 0.1 (Differential polynomial). Let U ⊂M be a chart on M with
coordinates (u1, . . . , uN ). The space of differential polynomials A = A(U) is
the ring of polynomials in the jet variables {uiI} with coefficients in C∞(U),
for i = 1, . . . , N and I ∈ ZD+ . A generic differential polynomial has the form
f(u;uI) :=
∑
m≥0
fi1I1;...;imIm(u)u
i1
I1
. . . uimIm . (2)
We define on A a family of D commuting derivations {∂α}, which corre-
spond to the total derivatives with respect to each independent variable {xα}.
According to the chain rule, they are of the form
∂αf =
∑
i=1,...,N
I∈ZD≥0
uiI+ξα
∂f
∂uiI
, (3)
where we denote ξα = (0, . . . , 0, 1︸︷︷︸
α
, 0, . . .) the canonical basis vectors in ZD.
Definition 0.2 (Local functional). A local functional is an element of the
quotient space
F := A
∂1A+ ∂2A+ · · ·+ ∂DA . (4)
We can regard a local functional F [u] ∈ F , whose density is f ∈ A, as
the integral over Σ of the differential polynomial f . The idea is that a local
functional is zero if and only if its density is a total derivative: this means that
we are disregarding the boundary terms. According to this interpretation, we
denote the projection operation A → F as f 7→ F = ∫ D f dDx. When there
is no ambiguity about the dimension of the source manifold, we will often use
the shorthand notation F =
∫
f .
We endow the space F with a Lie bracket {·, ·}, which we call the local
Poisson bracket, to be interpreted in analogy to the Poisson bracket used in
classical mechanics. Such a bracket is defined in terms of a matrix-valued
differential operator P =
(
P ij
)
, i, j = 1, . . . , N
P ij =
∑
S∈ZD≥0
P ijS (u;uI)∂
S , P ijK ∈ A,
according to the formula
{F,G} :=
∫ D δF
δui
P ij
δG
δuj
dDx. (5)
Here and in the subsequent occurrences, sum over repeated indices is assumed
unless otherwise stated. In (5), δ
δui
is the standard variational derivative
xii
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∑
I(−1)|I|∂I ∂∂uiI . In order for {·, ·} to be a Lie bracket,P must be a skewsym-
metric operator and satisfy certain closure conditions imposed by the Jacobi
identity; we call such an operator a Hamiltonian operator on A.
Among the evolutionary PDEs we define the subclass constituted by Hamil-
tonian PDEs, namely the ones that can be written as
∂u(x, t)
∂t
=P
δH
δu
, H :=
∫ D
h dDx ∈ F , (6)
with P a Hamiltonian operator. They are the infinite dimensional analogue
of Hamiltonian systems in classical mechanics: such systems are characterized
by the property of being conservative, and in particular they are the only ones
for which a quantization can be defined.
The Poisson bracket (5) endows the space of local functionals F with the
structure of a Lie bracket, in the same way as the Poisson brackets in classical
mechanics does with the space of observables C∞(M), where M is the phase
space. The major difference is that the space of local functionals is not an
algebra, hence the Poisson bracket in (5) is not a derivation, as opposed to
the the finite dimensional setting.
Definition 0.3 (Grading on A). Let A be an algebra of differential polynomi-
als. The degree of a differential polynomial f counts the number of derivatives
acting on the monomials, according to the following basic grading for the gen-
erators and the jet variables
deg ui = 0 deg uiI = |I| := i1 + i2 + · · ·+ iD.
We denote Ad the homogeneous component of A of degree d.
The grading on A can be used to define a grading for the operators. We
say that the operator Q is a homogeneous operator of degree d if, for any
homogeneous element f ∈ A, degQ(f) = deg f + k. From the formula (3), it
follows that the total derivatives ∂α are homogeneous operators of degree 1.
An important class of local Poisson brackets are the Poisson brackets of
hydrodynamic type, defined by Dubrovin and Novikov [23]. They are the
Poisson brackets for which the Hamiltonian operator is homogeneous of degree
1. The first Hamiltonian structure of the KdV P = d/dx, as well as the
one of the principal hierarchy of a Frobenius manifold [22], are just a few
examples of such Poisson brackets. For (1 + 1)-dimensional systems, as the
aforementioned ones, the Poisson brackets of hydrodynamic type have a clear
geometric interpretation. A degree 1 differential operator
P ij = gij(u)
d
dx
+ bijk (u)u
k
x (7)
xiii
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with det g 6= 0 is a Hamiltonian structure if and only if the symmetric matrix g
is a contravariant flat metric on the manifold M and bijk are the corresponding
contravariant Christoffel symbols of the Levi-Civita connection. This prop-
erty implies that there exists a coordinate system {vi(x)}Ni=1 on M such that
the Hamiltonian structure is constant; those coordinates are called the flat
coordinates of the bracket.
Hydrodynamic Poisson brackets for maps u(x), x = {x1, . . . , xD} have
been studied for several years [24, 43]. They are defined by a family of D
matrix-valued functions gijα(u(x)) and bijαk (u(x)); in term of a differential
operator, they have the form
P ij =
D∑
α=1
gijα(u))
d
dxα
+ bijαk (u)u
k
ξα (8)
The main difference between the multidimensional brackets of hydrodynamic
type and the one-dimensional ones is that, althought each metric gα is flat
(under the assumption det gα 6= 0), there do not necessarily exist common flat
coordinates for them: each metric becomes constant, in general, in a different
system of coordinates {ui}Ni=1.
The search for a normal form of the Hamiltonian operators on an infinite
dimensional manifold such as M is a formidable task for which only partial
results are known even in the D = 1 case. We decided to consider the problem
of deformations of the Hamiltonian operator of hydrodynamic type. This
problem has been independently solved forD = 1 structures by several authors
[36, 20, 25].
Let us briefly recall the setting of the problem. We extend the space A to
A˜ ⊂ A⊗R[[]]. The formal indeterminate  has degree −1, and an element of
A˜ is a formal infinite series
f(u;uI ; ) =
∞∑
k=0
kfk(u;uI), fk ∈ Ak.
The same construction applies to F and give us F˜ ; moreover, we define matrix-
valued differential operators P acting on A˜, that are of the form P = P ijS ∂S
with P ijS ∈ A˜.
Let us consider the transformations
ui 7→ u˜i = ui +
∞∑
k=1
kF ik(u;uI), i = 1, . . . , N (9)
on the space A˜, where F ik ∈ Ak. The transformations (9) form a subgroup in
the Miura group [25] and they can be regarded as local diffeomorphisms on
the infinite dimensional manifold.
The components of a differential operator P = (P )ij change under the
transformation law {ui} 7→ {u˜i}. We define the linearized action of the Miura
xiv
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group on A , also called the Fre´chet derivative in this context [20], as the
N ×N differential operator
Lik :=
∂u˜i
∂ukS
∂S .
and its adjoint as
Li∗k := (−∂)S ◦
∂u˜i
∂ukS
.
The components of P transform according to the rule
P˜ ij = LilP
lmLj∗m .
Definition 0.4. Given a Hamiltonian operator of hydrodynamic type P ij[0],
a n-th order infinitesimal compatible deformation of it is a skewsymmetric
differential operator
P ij = P ij[0] +
n∑
k=1
kP ij[k]
such that the bracket it defines by Equation (5) satisfies Jacobi identity up to
terms in n+1, and that the differential operators P ij[k](∂) are homogeneous of
degree k + 1.
Definition 0.5. A deformation P ij of P ij[0] is said to be trivial if there exists
an element of the Miura group such that
LliP
ij
[0]L
m∗
j = P
lm +O(n+1)
for a deformed Hamiltonian operator of order n.
The theory of deformations of Poisson brackets of hydrodynamic type nat-
urally fits within the study of the Poisson–Lichnerowicz cohomology they de-
fine. The Poisson–Lichnerowicz cohomology is the cohomology of a cochain
complex of local multivectors, whose differential is defined by means of a nat-
ural extension of the brackets itself.
Definition 0.6 (Local multivectors). A local k-vector A is a linear k-alternating
map from F × F × · · · × F (k times) to F of the form
A(F1, . . . , Fk) =
∫ D
Ai1,...,ikI1,...,Ik∂
I1
(
δF1
δui1
)
· · · ∂Ik
(
δFk
δuik
)
dDx (10)
where Ai1,...,ikI1,...,Ik ∈ A, for arbitrary F1, . . . , Fp ∈ F . We denote the space of
local k-vectors by Λk.
xv
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In particular, an element of Λ1 is a map F → F of the form
A(F ) =
∫ D
Ai(u;uL)
δF
δui
dDx =
∫ D
A˜iI(u;uL)
∂F
∂uiI
dDx, (11)
where the second identity is obtained integrating by parts and letting A˜iI =
∂IAi. We call an element of Λ1 a local vector field. The commutator of two
vector fields A and B is given by a vector field
∫
[A,B]iI∂F/∂u
i
I d
Dx with
[A,B]iI := A
j
J
∂BiI
∂ujJ
−BjJ
∂AiI
∂ujJ
. (12)
On the space of local multivectors we can define an extension of the commuta-
tor of vector fields which is called the Schouten bracket. The Schouten bracket
is a bilinear operation Λl×Λk → Λl+k−1 such that it coincides with the commu-
tator of local vector fields for l = k = 1 and fulfills a graded Leibniz property
for their exterior product [A,X ∧ Y ] = [A,X] ∧ Y + (−1)(a−1)xX ∧ [A, Y ] for
A ∈ Λa and X ∈ Λx.
Poisson brackets are defined by means of local bivectors, with P ij(∂) =
Aij0,S∂
S . Local bivectors whose density is a Hamiltonian operators are also
called Poisson bivectors. They are characterized by the vanishing of the so-
called Schouten torsion [P, P ] = 0.
Lemma 0.1 (Poisson differential). Let P = P ijS ∂
S be a Hamiltonian operator.
Then the adjoint action of P on Λp
adP : Λ
p → Λp+1
A 7→ [P,A]
squares to 0. We denote adP =: dP and call it the Poisson differential.
Definition 0.7 (Poisson–Lichnerowicz cohomology). Let Λ• = ⊕∞p=0 be the
space of local multivector fields. The Poisson differential defines the Lich-
nerowicz cochain complex
0→ Λ0 = F dP−−→ Λ1 dP−−→ Λ2 dP−−→ · · · dP−−→ · · ·
The cohomology of this complex is the Poisson–Lichnerowicz cohomology of
P .
Getzler [36] proved that the Poisson–Lichnerowicz cohomology for a D = 1
constant Poisson bracket of hydrodynamic type is trivial, hence in particular
the second cohomology group (as directly proved also in [20] and [25]) van-
ishes. The vanishing of the second cohomology group implies that all the
deformations of a given Poisson bracket of hydrodynamic type are trivial.
Then, relying on the Dubrovin and Novikov’s result [23], for a certain coordi-
nate system they must be trivial deformations of a constant Poisson bracket.
xvi
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Such a system of coordinates can be regarded as the Darboux coordinates for
the Poisson structure.
It must be stressed that this analogue of the Darboux theorem has been
proved in the one-dimensional case only. The research work by E. Ferapontov
and collaborators has produced a big outcome in the direction of classifying
the integrable Hamiltonian equations of hydrodynamic type with D spatial
variables and their deformations (for instance, in [31, 30]); such equations are
Hamiltonian with respect to one of the Poisson brackets of hydrodynamic type.
Moreover, several authors have studied the classification problem for degree 3
Hamiltonian operators, both for the D = 1 case [49, 3] and for D > 1 [28, 32].
The study of the lower cohomology groups, in particular of H2, allows us to
work towards a classification of higher degree Hamiltonian operators in terms
of some operator of hydrodynamic type they are equivalent to. For both the
cases (D = 2, N = 2) and (D > 1, N = 1) the cohomology is far from being
trivial, as opposed to the D = 1 case studied in [36, 20, 25]; the corresponding
Hamiltonian operators of higher degree, and in particular of degree 3, are not
equivalent to the hydrodynamic type ones, but are parametrized in terms of
the 2-cocycles.
Poisson Vertex Algebras
The theory of Poisson Vertex Algebras [5] provides a very effective frame-
work to study Hamiltonian operators. The notion of a PVA, that can be seen
as the semiclassical limit of Vertex Algebras [37], has been introduced in order
to deal with evolutionary Hamiltonian PDEs in which the unknown functions
depend on one spatial variable. It provides a good framework for the study of
integrability of such a class of equations, and also gives some insights into the
study of nonlocal Poisson structures [16]. Let us briefly remind the notion of
a (one-dimensional) PVA.
A Poisson Vertex Algebra [5] is a differential algebra (A, ∂) endowed with
a bilinear operation A×A → R[λ] ⊗A called a λ-bracket and satisfying the
set of properties
1. {fλ∂g} = (λ+ ∂){fλg}
2. {∂fλg} = −λ{fλg}
3. {fλgh} = {fλg}h+ {fλh}g
4. {fgλh} = {fλ+∂h}g + {gλ+∂h}f
5. {gλf} = −→{f−λ−∂g}
6. {fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh}
xvii
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Let us explain the notation used in 4. and 5. Expand {fλg} =
∑
Cnλ
n with
Cn ∈ A. Then for the first term of the RHS of equation 4 one has
{fλ+∂g}h :=
∑
n
Cn (λ+ ∂)
n h,
and similarly for the second term. Notice that using this convention {fλ+∂g}1 =
{fλg}. The RHS of the fifth equation is defined by
→{f−λ−∂g} :=
∑
(−λ− ∂)nCn
The main theorem, on which all the theory of PVA in the framework of
Hamiltonian PDEs is based, is that from a λ-bracket of a PVA we can get the
Poisson bracket between local functionals as{∫
f,
∫
g
}
=
∫
{fλg}
∣∣
λ=0
.
Moreover, the Hamilton equation (6) is written
∂ui
∂t
= {hλui}
∣∣
λ=0
for u = {ui}Ni=1. Here h is the density of the Hamiltonian functional H =
∫
h.
Conversely, given a Poisson structure as a differential operator we can
define a λ-bracket between the generators of a suitable differential algebra
as the symbol of the differential operator; its extension to the full algebra
is directly achieved by using the so called master formula. Chosen a set of
generators {ui}Ni=1, the λ bracket between two elements (f, g) ∈ A is given by
{fλg} =
N∑
i,j=1
∑
l,n≥0
∂g
∂uj(n)
(λ+ ∂)n
{
ui λ+∂u
j
}
(−λ− ∂)m ∂f
∂ui(m)
. (13)
The effectiveness of the theory of PVAs is demonstrated by the number
of results appeared in the recent years that use the notion to explore var-
ious aspects within the theory of integrable systems, such as the notion of
nonlocal Poisson brackets [16], a Dirac-type reduction [19] or a generalization
of Drinfeld–Sokolov’s reduction [18]. The study of the Poisson–Lichnerowicz
cohomology has been studied in detail in [17], where it is discussed using the
PVA language and some results on the cohomology for more general spaces
that the one studied by Getzler are provided; in particular, the case of the
cohomology of a Hamiltonian operator which is not constant, as the normal
form for D = 1 Poisson brackets of hydrodynamic type, but quasiconstant,
namely it explicitly depends on the independent variables {xα}.
xviii
Summary of the results
Summary of the results
Part of the original material that appears in this thesis is contained in the
following two papers:
1. M. Casati. On deformations of multidimensional Poisson brackets of
hydrodynamic type. Comm. Math. Phys., 335(2):851–894, 2015.
arXiv:1312.1878
2. G. Carlet, M. Casati, and S. Shadrin. Poisson cohomology of scalar
multidimensional Dubrovin–Novikov brackets. in preparation, 2015.
Definition of multidimensional Poisson Vertex Algebras
The theory of PVAs has been originally developed for one dimensional
Hamiltonian operators (in the original version, for a differential algebra with
one derivation); since we want to deal with higher dimensional operators, we
extend the definitions and the main theorems of [5] introducing the so-called
multidimensional Poisson Vertex Algebras (mPVAs).
Let A be a differential algebra endowed with D commuting derivations
{∂α}Dα=1. This class of differential algebras is also called Partial Differential
Algebras [50].
Definition 0.8 (λ-bracket). A λ-bracket of rank D on A is a R-linear map
{·λ·} : A×A→ R[λ1, . . . , λD]⊗A
(f, g) 7→ {fλg}
which is sesquilinear, namely
{∂αfλg} = −λα{fλg} (14a)
{fλ∂αg} = (∂α + λα) {fλg} (14b)
and obeys, respectively, the right and left Leibniz rule
{fλgh} = {fλg}h+ {fλh}g (15a)
{fgλh} = {fλ+∂h}g + {gλ+∂h}f (15b)
Definition 0.9 (Multidimensional Poisson Vertex Algebra). A (D-dimensional)
Poisson Vertex Algebra is a partial differential algebra A endowed with a λ-
bracket of rank D which is skewsymmetric
{gλf} = −→{f−λ−∂g} (16)
and satisfy the PVA-Jacobi identity
{fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh}. (17)
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The formulas are completely analogous to the ones for the standard Poisson
Vertex Algebras, after the adoption of a tailored multiindex notation. We
denote λ = (λ1, λ2, · · · , λD) and write {fλg} = C(f, g)i1,i2,...,iDλi11 λi22 · · ·λiDD =
C(f, g)Iλ
I . The terms in the RHS of (15b) are to be interpreted as
{fλ+∂h}g = C(f, g)I(λ+ ∂)I = C(f, h)i1,...,id
(
D∏
α=1
(λα + ∂α)
iα
)
g.
We take as the differential algebra A the algebra of differential polynomials
A, with the derivations ∂α = ∂∂xα =
∑
i,I u
i
I+ξα
∂
∂uiI
. With the symbol ξα we
denote the α-th element in the standard basis for ZD, namely the vector with
1 at the α-th entry and 0 elsewhere. The straightforward generalization of the
master formula allows to extend, according to the axioms of the λ brackets,
the bracket computed between the generators to the full algebra; the bracket
then satisfies the skewsymmetry and the PVA–Jacobi identity if and only if
the one between the generators does so. We have
{fλg} =
∑
i,j=1...,N
R,S∈ZD≥0
∂g
∂ujS
(λ+ ∂)S{uiλ+∂uj}(−λ− ∂)R
∂f
∂uiR
. (18)
The theory of the multidimensional Poisson Vertex Algebras provides a
framework, alternative to the formal calculus of variations, to study the Pois-
son brackets on the space of local functionals F and on the space of densities
A. Let us consider the following bilinear bracket, defined in terms of a λ
bracket on A.
{f, g} = {fλg}
∣∣
λ=0
f, g ∈ A. (19)
We generalize to the D-dimensional case the following theorems.
Theorem 0.2. Let A be an algebra of differential polynomials with a λ-bracket
and consider the bracket defined in (19). Then
(a) The bracket (19) induces a well-defined bracket on the quotient space F =
A/∑α ∂αA;
(b) If the λ-bracket satisfies the axioms of a PVA, then the induced bracket
on F is a Lie bracket.
Theorem 0.3. Given a local Hamiltonian operator on A of the form∑
S
P ijS ∂
S , P ijS ∈ A,
the λ-bracket defined on the generators as
{uiλuj} :=
∑
S
P jiS λ
S (20)
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and extended to A according to the master formula is the λ bracket of a mul-
tidimensional Poisson Vertex Algebra.
Theorem 0.2 and Theorem 0.3 establish a one-to-one correspondence be-
tween Poisson Vertex Algebras and local Poisson brackets. Hence, we can
conduct our study in the – easier to handle – framework of mPVAs and claim
that the results hold for the Poisson brackets.
Poisson–Lichnerowicz cohomology of two-dimensional brackets
The grading on the space A is extended to A[λ] by setting degλI = |I| =
i1 + i2 + · · · + iD. Using the formalism of Poisson Vertex Algebras, and the
notion of PVA cohomology [5, 15, 17], we study the symmetries – related
to H1 – and the deformations – related to H2 – of the Poisson brackets of
hydrodynamic type in the case D = N = 2, up to the third degree. Moreover,
we computed the first degree component of the third cohomology group.
Poisson brackets of hydrodynamic type for D = N = 2 can be classified
up to an arbitrary change of the dependent coordinates u1, u2 and a linear
change of the independent variables x1, x2 [31]. If there do not exists constants
(α, β) such that det(αg1 + βg2) = 0, namely if the Hamiltonian operator is
nondegenerate [53], than there exist three normal forms of the brackets. They
are, as λ brackets,
P1 =
(
λ1 0
0 λ2
)
(21)
P2 =
(
0 λ1
λ1 λ2
)
(22)
PLP = −
(
2u1 u2
u2 0
)
λ1 −
(
0 u1
u1 2u2
)
λ2 −
(
u11 u
2
1
u12 u
2
2
)
, (23)
where we denote {uiλuj}1,2,LP = (P1,2,LP )ij (λ) and uiα = ∂αui. The third
structure PLP deservess a specific interest, since it is the Lie–Poisson bracket
associated to the algebra of vector fields on a 2-torus, and can be regarded
as a direct generalization to the two-dimensional case of the Virasoro–Magri
PVA with central charge 0, namely {uλu} = 2uλ+ u′.
Theorem 0.4. Let us denote Hpd (P ) the component of degree d of the p-th
cohomology group defined by the λ bracket {uiλuj} = (P )ij. For the three
normal forms of the Poisson brackets of hydrodynamic type for D = N = 2
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we have:
H10 (P1)
∼= R2 H11 (P1) ∼= R2 H12 (P1) ∼= 0
H10 (P2)
∼= R2 H11 (P2) ∼= R2 H12 (P2) ∼= 0
H10 (PLP )
∼= 0 H11 (PLP ) ∼= 0 H12 (PLP ) ∼= 0
H21 (P1)
∼= R2 H22 (P1) ∼= 0 H23 (P1) ∼= R4
H21 (P2)
∼= R3 H22 (P2) ∼= 0 H23 (P2) ∼= R5
H21 (PLP )
∼= 0 H22 (PLP ) ∼= 0 H23 (PLP ) ∼= R2
H32 (P1)
∼= 0
H32 (P2)
∼= R
H32 (PLP )
∼= 0
(24)
In particular, notice that H2 is not trivial for any of the Poisson brackets.
We explicitly compute a basis for H23 (PLP ), that can be considered as a gen-
eralization of the Gel’fand–Fuchs cocycle [34], constituted by two cocycles in
the classes (3.55) and (3.56).
Poisson–Lichnerowicz cohomology of scalar multidimensional brackets
The drawback of the approach we follow for the D = N = 2 case is that
each cohomology group must be computed explicitly and independently from
the others. As a matter of fact, this is not the case with Getzler’s theorem,
that is a statement valid for all but a finite number of the cohomology groups.
The lack of a system of coordinates in which the Poisson bracket, in particular
PLP , is not constant, prevents us to adapt Getzler’s approach to our problem.
Nevertheless, if one considers the scalar multidimensional brackets, namely the
case N = 1, then there exist a system of coordinates in which the λ bracket
associated to a Poisson structure of hydrodynamic type has the constant form
{uλu} =
D∑
α=1
cαλα. (25)
A suitable language to address the problem of studying the Poisson–
Lichnerowicz cohomology of this class of brackets is the θ calculus, in which
the space of local multi-vector fields Λ• is identified with the quotient space
Fˆ = Aˆ/∑α ∂αAˆ, with
Aˆ := C∞(M)[[{uiS , |S| > 0} ∪ {θSi , |S| ≥ 0}]].
The symbols {θSi } are Grassmann numbers and the associated jet variables,
namely θiθj = −θjθi, θSi θTj = −θTj θSi , and θSi = ∂Sθi. On Aˆ and Fˆ we
introduce another grading degθ by degθ u
i
I = 0 and degθ θ
S
i = 1. We denote
Aˆp and Fˆp the homogeneous components of Aˆ and Fˆ with θ-degree p.
The identification is stated as follows.
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Theorem 0.5. The space of local multi-vectors Λp is isomorphic to Fˆp for
p 6= 1. Moreover
Λ1 ∼= Fˆ
1
⊕αR
∫
uiξαθi
∼= Der
′(A)
⊕αR∂α , (26)
where Der′(A) denotes the space of derivations of A that commute with ∂α,
for α = 1, . . . , D, and Der′(A) ∼= Fˆ1.
Let Θ be the polynomial ring R[{θS , S ∈ (Z≥0)D−1}]. Denote by Ξpd the
homogeneous component of bi-degree (p, d) of
Ξ =
Θ
∂1Θ + · · ·+ ∂D−1Θ . (27)
Theorem 0.6. The Poisson cohomology of the Poisson bracket (25) in bi-
degree (p, d) is isomorphic to the sum of vector spaces
Ξpd ⊕ Ξp+1d . (28)
For small (p, d)’s, the Theorem allows us to compute the cohomology for
any value of D.
Corollary 0.7. We have that:
H0d(Fˆ , P ) ∼=
{
R2 d = 0,
0 d ≥ 1 (29)
H1d(Fˆ , P ) ∼=

R d = 0,
RD−1 d = 1,
0 d = 2
(30)
For D = 2 we derive a general formula for Hpd (Fˆ , P ). Define the partition
function P (n, k) as the number of ways of writing an integer n as sum of k
positive integers [13].
Corollary 0.8. For D = 2, the cohomology group Hpd (Fˆ , P ) is isomorphic to
RQ with
Q = P
(
d+ p−
(
p
2
)
, p
)
− P
(
d+ p−
(
p
2
)
− 1, p
)
+
+ P
(
d+ p−
(
p+ 1
2
)
+ 1, p+ 1
)
− P
(
d+ p−
(
p+ 1
2
)
, p+ 1
)
(31)
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In particular and for any k = 0, 1, 2, . . . we have
dimH2d(Fˆ , P ) =

0 d = 0
1 d = 1
0 d = 2
1
6(d+ 3) + 1 d = 3 + 6k
1
6(d− 4) d = 4 + 6k
1
6(d+ 1) + 1 d = 5 + 6k
1
6d d = 6 + 6k
1
6(d− 1) + 1 d = 7 + 6k
1
6(d− 2) d = 8 + 6k
(32)
It should be noticed that H2d(Fˆ , P ) 6= 0 for all d > 4, hence the full second
cohomology group is infinite dimensional.
To prove Theorem 0.6 we have selected a particular case of the λ bracket
(25), where cα = δα,D. Indeed, we have:
Lemma 0.9. By a linear change of independent variables (x1, . . . , xD) the
bracket (25) can be brought to the form
{vλv} = λD. (33)
If we denote P and P˜ the Hamiltonian operators defining the brackets (25)
and (33), we can state
Lemma 0.10. The cohomology groups Hpd (Fˆ , P ) are isomoprhic to Hpd (Fˆ , P˜ ).
We prove Lemma 0.10 for the scalar case, but the proof does not change if
we consider any value of N . This means that the Poisson cohomology groups
are not only invariant with respect to any change of coordinates on M , but
also with respect to a linear change of coordinates on Σ. This is a crucial fact,
because Ferapontov and collaborators’ classification of the Poisson brackets
of hydrodynamic type for D = N = 2 has been obtained by allowing not only
changes of the coordinates {ui}, but also linear changes of the independent
variables {xα}. Hence, we can state that the results we proved and listed in
the table (24) are not valid only for the three brackets (21), (22), and (23),but
for all the brackets of hydrodynamic type on the same space of maps.
The thesis is organized as follows
• In Chapter 1 we recall some preliminary and well established background
material about Poisson geometry on both finite and infinite manifolds.
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Outline of the thesis
In particular, we introduce the notions of Poisson brackets and Poisson–
Lichnerowicz cohomology in the classical finite dimensional approach;
after revising the building block of the formal calculus of variations,
mainly adapting [25, Chapter 2] to the D-dimensional case, we define the
Poisson brackets of hydrodynamic type (also called Dubrovin–Novikov
brackets) and discuss their classification and the Poisson cohomology for
the D = 1 case.
• In Chapter 2 we define the notion of multidimensional Poisson Vertex
Algebra (mPVAs) and prove the isomorphism between D-dimensional
mPVAs with N generators and local Poisson structures on the space of
maps from a D-dimensional to a N -dimensional manifold. We discuss
the multidimensional version of the poly-λ-brackets and their identifica-
tion with the space of multivectors, as well as the notion of the cohomol-
ogy of Poisson Vertex Algebras. Moreover, we present the Mathematica
package MultiPVA, with which we can implement the computation of
the λ brackets.
• In Chapter 3 we apply the formalism of the previous chapter to explicitly
compute the zeroth, first and second order symmetries and deformations
for the three normal forms of the Poisson brackets of hydrodynamic type
where D = N = 2. They corresponds, respectively, to H10 , H
1
1 , H
1
2 and
H21 , H
2
2 , H
2
3 . Moreover, we describe the technique to compute higher
cohomology groups and, as an example, compute H32 .
• In Chapter 4 we describe the θ formalism and how it can be used to
compute the Poisson cohomology for scalar multidimensional Dubrovin–
Novikov brackets. After proving Theorem 0.6, we provide the explicit
closed formula for the case D = 2. We also show how to derive a few of
the same results within the framework of mPVA.
Section 2.1, as well as the computations in Chapter 3 for H11 and H
2
2 , have
already been published in [12]. Chapter 4 presents the material that will be
the content of [7].
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1Preliminaries
In this chapter we briefly recall some preliminary and well established
material about the theory of infinite dimensional Poisson manifolds. This
allows us to set the notation used in the forthcoming chapters and to start
addressing the main problems we will deal in the study of multidimensional
Poisson brackets of hydrodynamic type.
1.1 Basics of Poisson geometry
Poisson geometry, as we mean it nowadays, is quite a recent topic in dif-
ferential geometry. Despite the ideas and the motivation for it have been
laid down at the beginning of XIX century, the term Poisson manifold itself
appeared first in the late ’70s in a crucial paper by A. Lichnerowicz [39].
Because of the importance that Poisson Geometry has achieved in the
realm of Mathematical Physics, the basics of the topic are usually taught as
part of the master degree curricula in Mathematics. In this section we briefly
present the general ideas of Poisson Geometry for finite dimensional manifolds,
while the main point of this thesis is the study of Poisson geometry and the
search for analogous patterns in infinite dimensional spaces.
1.1.1 Poisson manifolds
Definition 1.1 (Poisson manifold). A Poisson manifold is a smooth mani-
fold M , dimM = n endowed with an operation {·, ·} : C∞(M) × C∞(M) →
C∞(M) called the Poisson bracket satisfying the following properties for all
(α, β, γ) ∈ R and (f, g, h) ∈ C∞(M):
1. The bracket is R-bilinear
{αf + βg, h} = α{f, h}+ β{g, h}
{f, βg + γh} = β{f, g}+ γ{f, h}
2. The bracket is skewsymmetric
{f, g} = −{g, f}
1
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3. The bracket is a derivation of the product
{f, g · h} = {f, g}h+ g{f, h}
4. The bracket is a derivation of itself
{f, {g, h}} = {{f, g}, h}+ {g, {f, h}}
Property 4 is called the Leibniz property and Property 5 the Jacobi identity.
By using the skewsymmetry, the Jacobi identity can be cast in the cyclic form
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0. (1.1)
Given a local chart {xi}ni=1 on M , the Poisson bracket between two functions
f(x) and g(x) is uniquely determined, according to the properties 1, 2, and 4,
by the Poisson bracket between the coordinate function, as
{f(x), g(x)} =
n∑
i=1
n∑
j=1
∂f
∂xi
{xi, xj} ∂g
∂xj
(1.2)
The necessary and sufficient condition for {·, ·} to be a Poisson bracket is that
the bracket between the coordinate function is skewsymmetric and satisfies
Jacobi identity.
Definition 1.2 (Poisson bivector). Let Π be a bivector on M , namely an
element of Γ(Λ2TM). A bivector Π is said to be a Poisson bivector if [Π,Π] =
0, where [·, ·] is the Schouten bracket.
Chosen a local chart {xi} on M , the Schouten bracket between two bivec-
tors Π and Λ is a 3-vector with components
[Π,Λ]ijk = Πil
∂Λjk
∂xl
+ Λil
∂Πjk
∂xl
+ c.p(i, j, k). (1.3)
It is then obvious that a bivector which is constant in some coordinates is a
Poisson bivector.
Proposition 1.1. There is a one-to-one correspondance between Poisson
bivectors and Poisson brackets.
{f, g} = Π(df,dg)
Πij = {xi, xj}
Proof. The only non-obvious part of the statement is that the vanishing of
the Schouten torsion ([Π,Π] = 0) is equivalent to the Jacobi identity for the
Poisson bracket between the coordinate functions. From the formula (1.3),
[Π,Π]ijk = 2
∑
l Π
il∂lΠ
jk + c.p.(i, j, k). From (1.2), {ui, {uj , uk}} coincides
with the first summand in the Schouten relation and the following two terms
of Jacobi identity are exactly obtained by the cyclic permutation of the indices.
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Because of the statement of Proposition 1.1, we will always denote a Pois-
son manifold by the pair (M,Π) of a smooth manifolds and a Poisson bivector.
The solution of the Schouten property for a bivector with a constant 2r ≤ n
rank allows us, in a certain coordinate system, to write [39]
Π =
(
h 0
0 0
)
(1.4)
with h a constant nondegenerate skewsymmetric 2r× 2r matrix. That means
that there exist coordinates y1, . . . , y2r, c1, . . . cn−2r such that
{yi, yj} = hij {f(y, c), cj} = 0.
When 2r = n the Poisson manifold is indeed a symplectic manifold, with the
symplectic form given by the inverse of Π. Darboux’s theorem then guaran-
tees the existence of a system of coordinates (x1, . . . , xr, y1, . . . , yr) such that
{xi, xj} = {yi, yj} = 0 and {xi, yj} = δij . If Π has constant rank 2r < n, then
the Poisson manifold admits a symplectic foliation of codimension n−2r; each
leaf is the level set of the functions {ci}, which are called the Casimirs of the
Poisson bivector.
More in general, an important theorem by A. Weinstein [57] provides a
normal form for Poisson bivectors even in the case of nonconstant rank.
Theorem 1.1 (Splitting theorem). Let (M,Π) be a n-dimensional Poisson
manifold. In a neighbourhood of any point m ∈ M there exists a local coor-
dinate system (x1, y1, . . . , xr, yr, z1, . . . , zn−2r) such that the Poisson bivector
can be written as
Π =
r∑
i=1
∂
∂xi
∧ ∂
∂yi
+
n−2r∑
i,j=1
fij(z)
∂
∂zi
∧ ∂
∂zj
. (1.5)
This means that any Poisson manifold is locally the product of a symplectic
manifold of dimension rk Πm and of a Poisson manifold with Poisson structure
vanishing in the origin.
Definition 1.3 (Lie–Poisson bracket). Let g be a n-dimensional Lie algebra.
The Lie–Poisson bracket on the space g∗ with coordinates {xi} is the bracket
defined by the bivector
Πij = {xi, xj} = cijk xk. (1.6)
where cijk are the structure constants of the Lie algebra g. The Casimirs are
the functions on g∗ invariants with respect to the co-adjoint action of the Lie
group G, Lie(G) = g and the symplectic leaves are the orbits of the co-adjoint
action of G.
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1.1.2 Poisson geometry and classical mechanics
Historical remarks Poisson structures and mechanics are deeply related since
the very beginning of the theory. The notion of Poisson brackets was intro-
duced by S. D. Poisson [48] in the context of the so-called method of variation
of arbitrary constants, used to find the general solution of non homogeneous
linear differential equations and to deal with perturbations of mechanical sys-
tems. He noticed that, if a and b are functions constant in time, then the
function
[a, b] =
da
du
db
dφ
− da
dφ
db
du
+
da
dv
db
dψ
− da
dψ
db
dv
+ · · ·
where (u, φ), (v, ψ), . . . are respectively the components of the moment and the
position, is constant in time as well. The crucial importance of this structure
for classical mechanics has been recognized and formalized by Jacobi [21],
who rediscovered the formula for the brackets as the necessary and sufficient
condition for the complete integrability of PDEs of form H(xi, pi) = 0, pi =
∂z
∂xi
, i = 1, . . . , n > 2. Furthermore, he clarified that the brackets allow, given
two first integrals of motion, to get a third one by simple differentiation, and
then “une quatrie`me, une cinquie`me inte´grale, et, en ge´ne´ral, on parvient de
cette manie`re a` de´duire des deux inte´grals donne´es toutes les inte´grales, ou, ce
qui revient au meˆme, l’inte´gration comple`te du proble`me”.1 The property later
called Jacobi identity, that Poisson did not derive, is indeed the fundamental
building block of Jacobi’s method of integration.
We will give here a brief modern summary of notions in Poisson geometry
that are tightly related to classical mechanics. However, it is well known that
Poisson geometry provides a way (when one introduces more exotic structures
as Lie and Poisson groupoids) to noncommutative geometry, quantum groups
and so on [26, 38].
Poisson structures and mechanics A Poisson bracket defines an (anti) homo-
morphism of Lie algebras C∞(M)→ X(M) that associates to a smooth func-
tion H of the manifold M a vector field XH according to the formula
H 7→ XH = {·, H} (1.7)
We call the vector field XH the Hamiltonian vector field of Hamiltonian H.
The formula (1.7) defines an antihomomorphism because it easily follows from
the Jacobi identity for the Poisson brackets that
[XH , XK ] = −X{H,K},
where [·, ·] is the commutator of vector fields.
1Jacobi, Sur un the´ore`me de Poisson, Comptes rendus de l’Acade´mie des Sciences de
Paris (1840), cited in [21]
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The notion of Hamiltonian vector field is the core of the application of
Poisson geometry to classical mechanics. Given a system with n generalized
coordinates {qi} and the corresponding momenta {pi}, Hamilton’s equations
of motion read {
dqi
dt =
∂H
∂pi
dpi
dt = −∂H∂qi
for a Hamiltonian function H(q, p) whose meaning is, as well known, the total
energy of the system in the state (q1, . . . , qn, p1, . . . , pn). The same equations
can be written considering M the phase space of the system, endowed with
the constant nondegenerate Poisson bivector
Π =
(
0 1n
−1n 0
)
that is, of course, a nondegenerate Poisson bivector written in Darboux’s
coordinates. Hamilton’s equations take then the form{
dqi
dt = {qi, H} = XH(qi)
dpi
dt = {pi, H} = XH(pi).
Comparing the chain rule for differentiation and the definition of Poisson
brackets, the time evolution of any functions of the phase space f(q, p) can be
written in the so-called Hamiltonian form by
df
dt
= {f,H} = XH(f). (1.8)
Remark 1.2. A function f that Poisson commutes with the Hamiltonian H,
i.e. such that {f,H} = 0, is a first integral of the system and it is a constant
of motion. If f and g are two first integrals, then {f, g} is a first integral as
well. This remark reproduces Poisson’s observation in modern language.
1.1.3 Poisson cohomology
Let us denote Λ• = ⊕dimMk=0 Λk the space of multivectors on the manifold
M . The extension to the space of multivectors of the commutator of vector
fields is called the Schouten–Nijenhuis bracket we have already used in the
previous paragraphs to write the Schouten property for a Poisson bivector.
We start giving a brief summary of its main properties; then we introduce the
notion of Poisson–Lichnerowicz cohomology for finite dimensional manifold
and discuss its interpretation. Most of the content of this paragraph applies
with just technical modifications to infinite dimensional Poisson manifolds;
the details are provided in Paragraph 1.3.4.
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Schouten–Nijenhuis bracket
Definition 1.4. The Schouten–Nijenhuis bracket is a bilinear pairing
[·, ·] : Λk × Λl → Λk+l−1
(a, b) 7→ [a, b]
such that
1. [b, a] = −(−1)(k−1)(l−1)[a, b] if a ∈ Λk and b ∈ Λl (graded skewsymmetry)
2. [c, a ∧ b] = [c, a] ∧ b+ (−1)k(m−1)a ∧ [c, b] if a ∈ Λk and c ∈ Λm (Leibniz
property)
3. [f, g] = 0 if f, g ∈ Λ0 = C∞(M).
4. [a, f ] = a(f) = ai ∂f
∂xi
if f ∈ Λ0 and a ∈ Λ1
5. [a, b] = commutator of vector fields if a, b ∈ Λ1.
The operation defined by this set of properties is unique.
In particular, if v ∈ Λ1 and a ∈ Λ•, [v, a] = Lva, where Lv denotes the Lie
derivative along a vector field v. The Schouten–Nijenhuis bracket satisfies the
graded Jacobi identity
[[a, b], c] = [a, [b, c]]− (−1)(k−1)(l−1)[b, [a, c]] (1.9)
if a ∈ Λk, b ∈ Λl, and c ∈ Λm. Using the graded skewsymmetry the Jacobi
identity can be given in cyclic form
(−1)(k−1)(m−1)[a, [b, c]] + (−1)(l−1)(k−1)[b, [c, a]] + (−1)(m−1)(l−1)[c, [a, b]] = 0.
Remark 1.3. In the previous paragraph we have shown that the bracket be-
tween two functions {f, g} can be written as the action of the Hamiltonian
vector field Xg on the function f . Using the Schouten brackets we can write
{f, g} = LXg(f) = [f,Xg]. Moreover, Xg = [g,Π]. This can be shown by ap-
plying the Leibniz and the skewsymmetry properties with Π written in normal
form. Hence, we can write {f, g} = [f, [g,Π]].
Poisson–Lichnerowicz cohomology From the properties of the Schouten bracket
it follows that, if Π is a Poisson bivector, then [Π, [Π, a]] = 0 for any a ∈ Λ•.
We can define on Λ• a linear operator
dΠ : Λ
k → Λk+1
a 7→ dΠa = [Π, a].
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The previous observation implies that d2Π = 0. The corresponding differential
complex
0→ Λ0 = F dΠ−−→ Λ1 dΠ−−→ Λ2 dΠ−−→ · · · dΠ−−→ Λn → 0
is called the Lichnerowicz cochain complex and its associated cohomology is
the Poisson–Lichnerowicz (or simply Poisson) cohomology.
Hp(dΠ,M) =
ker dΠ : Λ
p → Λp+1
Im dΠ : Λp−1 → Λp . (1.10)
If the Poisson bivector Π is nondegenerate, then the Poisson cohomology is
isomorphic to the De Rham cohomology of M [39].
Interpretation of the cohomology groups H0(dΠ,M) coincides with the ring
of Casimir functions: indeed, for a Casimir function c we have Xc = 0, and
Xc = [c,Π].
H1(dΠ,M) is the quotient space of the symmetries of the Poisson bivector
Π that are not Hamiltonian vector fields. A symmetry of Π is a vector field
X such that LXΠ = 0, that can be read in terms of Schouten brackets as
[X,Π] = 0. Hence, the symmetries are 1-cocycles in the Lichnerowicz complex.
Moreover, our previous remark about the way to write a Hamiltonian vector
field in terms of the Schouten bracket allows us to identify 1-coboundaries
with Hamiltonian vector fields.
H2(dΠ,M) is the quotient space of the bivectors Ψ such that [Π,Ψ] = 0
modulo the bivectors of form Ψ′ = LX(f) for X a vector field. To understand
the meaning of this space let us consider an infinitesimal deformation of the
Poisson bivector Π. Introducing the formal parameter η, such a deformation
has form Π′ = Π + ηΨ, for Ψ ∈ Λ2. We say that Π′ is an infinitesimal
deformation of Π if [Π′,Π′] = o(η). Expanding the computation gives us
the cocycle condition for Ψ. On the other hand, if Π′ = Π + η[Π, X], then
Π′ = limη→0 eηX(Π), namely Π′ and Π are equivalent up to an infinitesimal
isomorphism. We call the deformed bivectors of this form trivial deformations.
H3(dΠ,M) can be interpreted as the space of obstructions to formal de-
formations of Π. An infinitesimal deformation satisfies the Schouten property
up to order η. In general, η2[Ψ,Ψ] 6= 0. If we want to extend the deformation
Π′ to be a Poisson bivector up to order η2, an easy computation shows that
we have to introduce a further term in the expansion Π′ = Π+ηΨ+η2Ψ2 and
to solve
[Π,Ψ2] + 2[Ψ,Ψ] = 0 (1.11)
A solution to this equation can be always found only if [Ψ,Ψ] ∈ Λ3 is of the
form dΠ(Ψ2) for Ψ2 an unknown bivector. Moreover, one can prove using
Jacobi identity that if [Π,Ψ] = 0, then dΠ[Ψ,Ψ] = 0. This means that [Ψ,Ψ]
is a cocycle, but it must always be a coboundary to extend to the second
order the deformation. The same computation is repeated when adding higher
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power terms in the formal deformation; this allows us to interpret the third
cohomology group as the space of obstructions to the formal deformations: it
must be trivial if we want to find further and further terms in the expansion.
1.2 The formal calculus of variations
The picture we have sketched in the previous section can be translated
to develop a theory of infinite dimensional Poisson manifolds. Motivated by
the discovery of a Hamiltonian formulation for KdV equation [33, 58], several
authors have developed a formalism and techniques to formally deal with such
kind of systems following the same ideas of Poisson geometry for finite dimen-
sional mechanical systems [35, 46]. Roughly speaking, the Poisson manifold is
replaced by a suitable space of maps, while the functions are replaced by local
functionals; differential forms and multivectors are then consistently defined.
In this section we will mainly follow the treatment of the topic presented in
[25], with some adaptations due to the larger space of maps we are interested
in.
1.2.1 The formal space of maps
Let M be a N -dimensional smooth manifold. We want to descrive a class
of Poisson brackets on the space
M = Maps(Σ→M)
where Σ is a compact D-dimensional smooth manifold. In order to avoid the
problems arising from the integration, let us fix Σ to be (S1)D = TD.
Let us define the formal map space M in terms of ring of functions on it.
Let U ⊂ M be a chart on M with coordinates (u1, . . . , uN ) and denote
A¯ = A¯(U) the space of polynomials in the independent variables uiI for i =
1, . . . , N and I ∈ ZD+ a multiindex (i.e., Iα = 1, 2, . . . with α = 1, . . . , d)
f(x, u;uI) :=
∑
m≥0
fi1I1;...;imIm(x, u)u
i1
I1
. . . uimIm (1.12)
with coefficients fi1I1;...;imIm(x, u) smooth functions on Σ ×M . Such an ex-
pression is called a differential polynomial. We can regard {ui, uiI , xα} as a set
of local coordinates on the space M, in the spirit of jet spaces. The space A¯,
endowed with a family of operators
∂α : A¯ → A¯
f 7→ ∂f
∂xα
+ uiξα
∂f
∂ui
+ uiI+ξα
∂f
∂uiI
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(α = 1, . . . , D and ξα = (0, 0, . . . , 1︸︷︷︸
α
, 0, . . . , 0)) satisfying the following com-
muting properties
[∂α, ∂β] = 0 ∀α, β (1.13a)[
∂
∂uiI
, ∂α
]
=
∂
∂uiI−ξα
(= 0 if Iα = 0) (1.13b)[
∂
∂uiI
,
∂
∂ujJ
]
= 0 ∀ (i, j, I, J) (1.13c)
form what in [5] is called an algebra of differential polynomials. Since we are
interested in local (in the sense of [25]) structures on the space of maps, we do
not have to take into account the explicit dependence on the points in Σ. This
justifies the following definitions, where we will restrict ourselves to consider
the space A ⊂ A¯ of differential polynomials f that do not depend explicitly
on xα. The ‘total derivatives’ have thus the form
∂α =
∑
i=1,...,N
I∈ZD≥0
uiI+ξα
∂
∂uiI
(1.14)
and satisfy the same commutation relations as in (1.13).
The space of maps M being regarded as the “phase space”, we associate
the notion corresponding to C∞(M) with the space F of local functionals. We
recall that a (real-valued) local functional F [u] is a mapping from M to R of
form
F =
∫
f(x, u, uJ)dx
1 · · · dxD,
with f ∈ A is called the density of the local functional. When the space of
functions we are dealing with does not allow the presence of boundary terms
(as in the case on which we decided to focus, namely Σ = TD) in the integrals,
it is obvious that adding to f any total derivative ∂αg does not change the
result.
This observation (first due to Gel’fand and Dikii [35])allows us to define
the space of local functionals F as a quotient space: we will call the projection
map the D-dimensional integral∫ D
dDx : A → A
∂1A+ ∂2A+ · · · ∂DA =: F
f(u, uI) 7→
∫ D
f(u, uI)d
Dx.
(1.15)
A more detailed description of the construction of the D-dimensional integrals
will be provided in Chapter 4.
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1.2.2 Variational derivatives and differential forms
Let us introduce an extension AΩ ⊃ A of the algebra of differential poly-
nomials, generated by the Grassmann generators δuiI , i = 1, . . . , N , I ∈ ZD≥0.
The commutation rules for the product AΩ are the following, with (f, g) ∈ A:
f(u, uI)g(u, uI) = g(u, uI)f(u, uI)
f(u, uI) δu
j
J = δu
j
J f(u, uI)
δuiIδu
j
J = −δujJδuiI .
Definition 1.5. A density of variational p-form is an element ω ∈ AΩ repre-
sented as a finite sum
ω =
1
k!
ωI1,...,Iki1,...,ik δu
i1
I1
δui2I2 · · · δu
ik
Ik
, (1.16)
where the coefficients ωI1,...,Iki1,...,ik ∈ A are skewsymmetric with respect to the
exchange of couples of indices (ij , Ij)↔ (il, Il).
The derivations {∂α} can be extended from A to AΩ by imposing the
Leibniz property
∂α (ω1ω2) = (∂αω1)ω2 + ω1 (∂αω2) , (1.17)
and defining their action on the generators δuiI by
∂αδu
i
I = δu
i
I+ξα . (1.18)
The sign rules we adopt for the Leibniz property is summarized by calling ∂
a even derivation. The elements of the quotient
FΩk =
AΩk
∂1AΩk + ∂2AΩk + · · ·+ ∂DAΩk
are called local k-forms onM. As for the local functionals, they can be written
as integrals on Σ. ∫ D
ωdDx ∈ FΩk , ω ∈ AΩk . (1.19)
From the definition of FΩ as quotient space, it follows that there exists a
unique representative for a 1-form
∫ D
ωdDx =
∫ D∑
ωIi δu
i
I d
Dx such that∫ D
ω dDx =
∫ D
ω˜ dDx
and
ω˜ =
∑
i
ω˜iδu
i =
∑
i
∑
I
((
D∏
α=1
(−∂α)Iα
)
ωIi
)
δui (1.20)
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To avoid excessively long expressions, we’ll adopt a multi-index notation and
denote
D∏
α=1
(−∂α)Iα =: (−∂)I .
Moreover, if ZD≥0 3 I = (i1, i2, . . . , iD), we will write the total order of the
multindex as |I| = i1 + i2 + · · · + iD. Analogue conventions will be adopted
also for more general operators or expressions, always meaning that they must
be regarded as “term by term” powers.
Note that a reduced form analogue to (1.20) can be given for generic
local k-forms, discharging on the components ωI1,...,Iki1,...,ik the derivatives of the
first generators δui1I1 . They are a straightforward generalisation to the D
dimensional case of equation (2.2.16) of [25].
Let us introduce the odd derivation
δ : AΩk → AΩk+1
that we call variational differential.
For a monomial in AΩk
ω = fδui1I1 . . . δu
ik
Ik
we define the action of δ as
δω =
∑
j=1...N
J∈ZD≥0
∂f
∂ujJ
δujJδu
i1
I1
. . . δuikIk =
∑
δujJ
∂ω
∂ujJ
. (1.21)
This definition implies δ(δuiI) = 0 and δ
(
uiI
)
= δuiI . The variational differen-
tial squares to 0: if we act on (1.21) with δ a second time we get
δ2ω =
∑
j1=1...N
J1∈ZD≥0
∑
j2=1...N
J2∈ZD≥0
∂2f
∂uj1J1∂u
j2
J2
δuj1J1δu
j2
J2
δui1I1 . . . δu
ik
Ik
(1.22)
where the derivative is symmetric in the exchange (j1, J1)↔ (j2, J2) and the
product of δ’s is skewsymmetric. Hence, the expression vanishes.
The variational differential δ commutes with the total derivatives {∂α}, as
one can check by a straightforward computation. This allows us to define a
well-posed action of δ on the quotient space FΩ. In particular, on FΩ0 we have
δ
∫ D
fdDx =
∫ D∑
i,I
∂f
∂uiI
δuiI
 dDx
=
∫ D∑
i
(∑
I
(−∂)I ∂f
∂uiI
)
δuidDx
(1.23)
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The latest expression, obtained by integrating by parts, justifies the notation
δF
δui
:=
∑
I
(−∂)I ∂f
∂uiI
(1.24)
for the components of the variational 1-form (here F is short for
∫
f). We
then adopt the formula (1.24) as definition of the variational derivative.
Proposition 1.2. If f = ∂αg for some g ∈ A, then δf = 0.
Proof. Since δf = δf
δui
δui, we prove the statement by showing the stronger
δf
δui
= 0. From the defintion (1.24) we have
δ
δui
∂αf =
∑
I
(−∂)I ∂
∂uiI
(∂αf) .
We apply (1.13b) and get
δ
δui
∂αf =
∑
I
(
(−1)|I|∂I+ξα ∂f
∂uiI
+ (−1)|I|∂I ∂f
∂uiI−ξα
)
.
Relabelling I ′ = I − ξα in the second term,
=
∑
I,I′
(−1)|I|∂I+ξα ∂f
∂uiI
− (−1)|I′|∂I′+ξα ∂f
∂uiI′
= 0.
One can rely on this result to extend the formula (1.24) to elements of
A (while it is originally defined for elements of F). δ
δui
turns out to be a
projection map A → A/∑α ∂αA = F .
The converse statement of Proposition 1.2 is discussed and proved in Chap-
ter 4. For a proof that relies on the notion of variational bicomplex, which we
did not present here, see for instance [1].
1.3 Poisson brackets of hydrodynamic type
The notion of Poisson brackets of hydrodynamic type, or Dubrovin–Novikov
brackets, has been introduced in [23] in order to characterize the Hamiltonian
structure of a class of equations that describe systems such as ideal fluids with
internal degrees of freedom. Poisson brackets (also called Poisson structures
or Hamiltonian operators by different authors) of this form can be used to de-
scribe, for instance, Euler’s equation [45]. The most important example of this
class of Poisson brackets is the Hamiltonian structures of the KdV equation
ut = uux + uxxx
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that, as well known and first shown by [35], can be written as
ut =
∂
∂x
δ
δu
∫ (
u3
6
− u
2
x
2
)
dx.
The total derivative ∂x is the Hamiltonian structure, and the Poisson bracket
it defines is a particular case of Poisson bracket of hydrodynamic type. In
the remaining part of this chapter we will discuss the relation between Pois-
son brackets on the space of local functionals and the appropriate notion of
vector fields; moreover, we will summarize the known results on the Poisson
cohomology of such brackets, whose extension is the main topic of this thesis.
1.3.1 Vector fields and local k-vectors
Let us consider the space X(A) of vector fields on the formal space of maps.
These are formal infinite sums
X =
∑
I∈Zd≥0
XiI(u, uJ)
∂
∂uiI
(1.25)
with XiI ∈ A.
The derivative of a local functional
∫
f = F ∈ F along a vector field X is
an element Xˆ(F ) ∈ F of form
Xˆ(F ) =
∫ D ∑
I∈ZD≥0
XiI(uJ)
∂f
∂uiI
dDx. (1.26)
The Lie bracket between two vector fields is the commutator of the derivations
[̂X,Y ](F ) = Xˆ(Yˆ (F ))− Yˆ (Xˆ(F )). With a slight abuse of notation and when
there is not possibility of misunderstanding, we will denote X both the element
of X(A) that the linear mapping F → F . The total derivatives ∂α (1.14) can
be regarded as vector fields with XiI = u
i
I+ξα
.
Definition 1.6. An evolutionary vector field is a derivation of A (hence, an
element of X(A)) which commutes with all the total derivatives {∂α}.
A simple computation shows that the condition imposes XiI = ∂αX
i
I−ξα .
Applying this relation reculsively we get that an evolutionary vector field has
form
X =
∑
i=1,...,n
(i1,i2,...,iD)=I∈ZD≥0
D∏
α=1
(
∂iαα
)
(Xi(uJ))
∂
∂uiI
. (1.27)
Using the multiindex notation we have already introduced we can write
X =
(
∂IXi
) ∂
∂uiI
.
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Note that our definition of evolutionary vector field is slightly different from
the one given in [25]. Dubrovin and Zhang, indeed, consider a larger class
of vector fields (in our notation it would be X(A¯)) and hence have to impose
stricter conditions on it to give the same notion of evolutionary field.
Proposition 1.3. For any evolutionary vector field X ∈ X(A) and for any
f ∈ Aˆ, we have
Xˆ(F ) =
∫
X(f) =
∫
Xi
δf
δui
. (1.28)
where, as usual, we denote F =
∫ D
fdDx.
The proof is straightforward and consists in the integration by parts of
(1.27). Notice that this result can be interpreted, as it is well known in the
finite dimensional case, as a duality relation between (evolutionary) vector
fields and (variational) 1-forms. We can formally denote X = Xi δ
δui
and
δf = δf
δui
δui; the pairing is then the D-dimensional integral of the product of
densities.
Definition 1.7. A local k-vector A is a linear k-alternating map from F to
itself of the form
A(F1, . . . , Fk) =
∫ D
Ai1,...,ikI1,...,Ik∂
I1
(
δF1
δui1
)
· · ·∂Ik
(
δFk
δuik
)
dDx (1.29)
where Ai1,...,ikI1,...,Ik ∈ A, for arbitrary F1, . . . , Fp ∈ F . We denote the space of
local k-vectors by Λk ⊂ Altp(F ,F).
An alternative approach to the definition is to consider the formula (1.29)
as the expression of the evaluation of a k-vector field on k variational 1-forms.
With this picture in mind, we can give a formula for the density of a local
k-vector field, that turns out to be
Bi1,...,i
k
= Ai1...ikI1,...,Ik∂
I1
x′ δ(x
′−x1)∂I2x′ δ(x′−x2)δ(x′−x2) · · ·∂Ikx′ δ(x′−xk). (1.30)
The expression of the evaluated k-vector is then∫
· · ·
∫ D
Bi1,...,ik(x′, x1, . . . , xk, u, uJ)
δF1
δui1(x1)
. . .
δFk
δuik(xk)
dDx′dDx1 · · · dDxk.
The delta functions and their derivatives are the D-dimensional ones and are
defined by the usual formulae∫ D
f(y)δ(x− y)dDy = f(x)∫ D
f(y)∂Ixδ(x− y)dDy =
∫ D
f(y)(−∂y)Iδ(x− y)dDy = ∂If(x)∫
· · ·
∫ D
f(x1, . . . , xk)∂
I2
x1δ(x1 − x2) . . .∂Ikx1δ(x1 − xk)dDx2 . . . dDxk =
= ∂I2x2 . . .∂
Ik
xk
f(x1, . . . , xk)
∣∣
x1=x2=···=xk
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Notice that Ai1,...,ikI1,...,Ik ∈ A but B
i1,...,ik
I1,...,Ik
/∈ A, since it explicitly depends on
k + 1 independent variables and it is not a differential polynomial because
of the presence of Dirac’s delta functions. In the next chapters we will dis-
cuss different formalisms that allow for an easier algebraic treatment of the
polivector space. Nevertheless, we keep in this chapter the more traditional
description in terms of Dirac’s deltas or differential operators to facilitate the
crossreference between the previously known results and the ones discussed in
the thesis.
1.3.2 The Poisson bracket
A local bivector is an element of Λ2. According to the definition (1.29),
bivectors are written as
B(F1, F2) =
∫ D 1
2
BijIJ(u, uL)∂
I
(
δF1
δui
)
∂J
(
δF2
δuj
)
dDx (1.31)
and are antisymmetric with respect to the exchange F1 ↔ F2. It is possible
to integrate by parts the expression (1.31) in such a way that no derivatives
act on the first variational one form; without providing the formula for the
conversion, we can equivalently define the same local bivector evaluated on
the two variational 1-forms δF1 and δF2 by
B(F1, F2) =
∫ D δF1
δui
B˜ijS ∂
S
(
δF2
δuj
)
dDx. (1.32)
Following the discussion of the previous paragraph and exploiting the proper-
ties of Dirac’s delta function, the density of the bivector B has the form
Cij =
∑
S∈ZD≥0
B˜ijS (uJ(x))∂
Sδ(x− y). (1.33)
When we do not specify the variables on which the derivatives ∂ act, we mean
that they act on the first ones, namely – in (1.33) – on x.
The antisymmetry of the bivector imposes on the components
BjiS =
∑
T∈ZD≥0
(−1)|T |+1
(
T
S
)
∂T−SBijT , (1.34)
where we use the binomial coefficient for multi-indices(
A
B
)
=
(
a1
b1
)
· · ·
(
ad
bd
)
(1.35)
and (
a
b
)
=
{
a!
b!(a−b)! 0 ≤ b ≤ a
0 otherwise.
(1.36)
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We will occasionally use also the multinomial coefficients(
A
B1, . . . , Bn
)
, Bn = A−
∑n−1
i=1 Bi
which definition is analogue to the one for binomial coefficients with multi-
indices, given the usual multinomial coefficient(
a
b1 . . . bn
)
=
a!
b1!b2! . . . bn!
. (1.37)
From the componentwise expression (1.33) we see that each component can
be interpreted as a differential operator acting on the Dirac’s delta
Bij(x, u(x), u(x)I ;
d
dx
)δ(x− y) (1.38)
with
Bij(x, u(x), u(x)I ;
d
dx
) =
∑
BijS ∂
S .
The Lie bracket between vector fields and the wedge product allow us
to define the Schouten-Nijenhuis bracket between k-vectors. It is defined by
extending the Lie bracket of vector fields with respect to the product, imposing
the Leibniz rule [α, β ∧ γ] = [α, β] ∧ γ + (−1)(k−1)lβ ∧ [α, γ] if α ∈ Λk and
β ∈ Λl. The formulae for the Schouten-Nijenhuis bracket between generic
k- and l- vectors are in general quite involved, and we are not providing
them here. In Chapter 4 we will give an extremely useful formula, originally
proposed by Soloviev [54], to compute the Schouten bracket in an easy way.
A local Poisson structure is a local bivector P ∈ Λ2 satisfying the Schouten
relation [P, P ] = 0.
Given a Poisson bivector it is possible to define a bilinear operation (that
we will call a bracket) on the space of local densities A. It can be used to
define a bracket on the space F of local functionals, which is usually called
the Poisson bracket of functionals. This name is somehow confusing since the
Poisson bracket of functionals is not the bracket on a Poisson algebra; indeed,
it fails to be a derivation, because of the lack of a product in the space of
functionals.
Given a Poisson structure P , we first define the bracket on A on the basis
elements ui; we will often refer to them as the generators of A. We have
{ui(x), uj(y)} =
∑
S
P ijS (u(x), uI(x))∂
Sδ(x− y). (1.39)
This definition extends to two generic densities f, g ∈ A according to the
formula
{f(x), g(y)} =
∑
L,M
∂f
∂uiL(x)
∂g
∂ujM (y)
∂Lx ∂
M
y {ui(x), uj(y)}. (1.40)
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Such a bracket satisfies by definition the Leibniz rule, i.e. {f, gh} = {f, g}h+
g{f, h} and it is obviously bilinear. An important remark is that such a
bracket does not satisfy neither the usual skewsymmetry property nor the
Jacobi identity, thus it is not a Lie bracket and, a fortiori, not even a Poisson
bracket. The reason why the two important properties do not hold is quite
natural: we defined a Poisson bivector to be skewsymmetric in the sense (1.34),
which means that the skewsymmetry makes sense only after the integration,
i.e. on F . On the other hand, in F the Leibniz property does not hold, but
we can give a genuine Lie bracket.
Definition 1.8 (Poisson bracket). A Poisson bracket {, } in F = A/∑α ∂αA
is a bilinear operation
{·, ·} : F × F → F(∫
f,
∫
g
)
7→
{∫
f,
∫
g
}
satisfying the following two fundamental properties:
1. Skewsymmetry: {∫ f, ∫ g} = −{∫ g, ∫ f}
2. Jacobi identity: {∫ f, {∫ g, ∫ h}} − {∫ g, {∫ f, ∫ h}} = {{∫ f, ∫ g}, ∫ h}
Applying the skewsymmetry property, Jacobi identity can also be written as
the vanishing of the expression {{∫ f, ∫ g}, ∫ h} + cycl.(f, g, h) = 0 which is
the most common way to denote it.
Given a Poisson bivector P of form (1.33), the Poisson bracket of two local
functionals
∫ D
f(u(x), uI(x))d
Dx and
∫ D
g(u(y), uI(y))d
Dy is given by{∫
f,
∫
g
}
=
∫∫ D
{f(x), g(y)} dDxdDy
=
∫∫ D∑
L,M
∂f
∂uiL(x)
∂g
∂ujM (y)
∂Lx ∂
M
y {ui(x), uj(y)}dDxdDy
=
∫∫ D δf
δui(x)
δg
δuj(y)
{ui(x), uj(y)}dDxdDy
=
∑
S∈ZD≥0
∫ D δf
δui(x)
P ijS (u(x), uI(x))∂
S δg
δuj(x)
dDx
(1.41)
where the second equality is given by (1.40), the third one is obtained by
integrating by parts and transferring the total derivatives ∂ on the partial
derivatives of f and g respectively and the fourth one by performing the
integration with respect to y for the Dirac’s delta.
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We do not prove here that the Schouten condition for P is the crucial
requirement for the bracket to be Lie, namely to satisfy Jacobi identity. Al-
though it is possible to get this result with the Dirac’s delta formalism – or
even by regarding the Poisson bracket of densities as a distribution and eval-
uating it on test functions – we are going to present in the next chapter two
different formalisms that we deem more efficient in performing computations
and in characterizing Poisson bivectors.
1.3.3 Poisson brackets of hydrodynamic type
Let us consider the space M of maps between a D dimensional manifold
Σ and a N dimensional target manifold M . We associate to this space the
suitable space of differential polynomials A, which can be identified with the
space of local densities, and the space of local functionals F as defined in the
previous paragraphs.
Definition 1.9. A Poisson bracket of hydrodynamic type (or, equivalently,
a Dubrovin-Novikov (DN) bracket) is a bracket defined by a Poisson bivector
whose density is a first order homogeneous differential operator acting on
Dirac’s delta. Chosen a coordinate system {ui}Ni=1 on M and {xα}Dα=1 on Σ,
the general form of the bracket is
P ij =
(
D∑
α=1
gijα(u(x))
d
dxα
+ bijαk (u(x))u
k
ξα
)
δ(x− y). (1.42)
The coefficients gijα and bijαk must satisfy a certain set of condition for the
expression (1.42) to define a Poisson bracket.
Such conditions have been studied and are still being studied for different
values of (D,N) by several authors. They have been related to certain geo-
metric structure, since the seminal paper by Dubrovin and Novikov [23]. A
general set of equations valid for all D, N has been obtained by Mokhov [43];
a classification of the nondegenerate brackets for D = 2 exists for N = 2 [44]
and N = 3, 4 [29], where it relies on the notion of Killing (1, 1)-tensors; in
special cases a classification can be obtained for D = 2 and arbitrary N , or
for D = 3, N ≤ 3 [29], or again for arbitrary D and N [44]. Very recently
some first results on the classification of degenerate brackets have appeared
[52, 53].
We present here the results by Dubrovin and Novikov for nondegenerate
D = 1 structures and Mokhov’s ones for general (D,n) brackets.
Theorem 1.4 ([23]). Let us consider a D = 1 dimensional Poisson bracket
of hydrodynamic type
P ij(u(x)) =
(
gij(u(x))
d
dx
+ bijk (u)u
k
x
)
δ(x− y) (1.43)
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1. Under local change of coordinates u = u(w) on M , the coefficients gij(u)
transform like a (2, 0)-tensor; if det gij 6= 0, then the expression bijk (u) =
gisΓjsk transforms in such a way that Γ
j
sk are the Christoffel symbols of
a differential geometric connection. Equivalently, we say that bijk are
contravariant Christoffel symbols.
2. The bracket defined by (1.43) is skewsymmetric if and only if gij(u) is
symmetric and the connection bijk is compatible with the metric, namely
∇kgij = 0. If det gij 6= 0 we can say that g is a pseudo Riemannian
metric.
3. The bracket satisfies Jacobi identity if and only Γijk is torsion free and
the curvature tensor vanishes.
Since in the nondegenerate case gij must be flat, then there exist a coordinate
system {vi}Ni=1 on M such that gij is constant and bijk vanish. We call such
system the flat coordinates or Darboux coordinates of the bracket.
Multidimensional Poisson brackets of hydrodynamic type, namely the brack-
ets of form (1.42), have been studied for several years [24, 43]. The complete
set of axioms that the coefficients (gijα, bijαk ) are provided by Mokhov [43].
Theorem 1.5. Let P be a differential operator of form (1.42). The bracket
among local functionals of density f, g defined by{∫
f,
∫
g
}
:=
∫∫ D δf
δui(x)
P ij
δg
δuj(y)
dDxdDy
is a Poisson bracket if and only if
gijα = gjiα (1.44a)
∂gijα
∂uk
= bijαk + b
jiα
k (1.44b)∑
(α,β)
(
gaiαbjkβa − gajβbikαa
)
= 0 (1.44c)
∑
(i,j,k)
(
gaiαbjkβa − gajβbikαa
)
= 0 (1.44d)
∑
(α,β)
[
gaiα
(
∂bjkβa
∂ur
− ∂b
jkβ
r
∂ua
)
+ bijαa b
akβ
r − bikαa bajβr
]
= 0 (1.44e)
gaiβ
∂bjkαr
∂ua
− bijβa bakαr − bikβa bjaαr = gajα
∂bikβr
∂ua
− bjaαa bakβr − bjkαa biaβr (1.44f)
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∂
∂us
[
gaiα
(
∂bjkβa
∂ur
− ∂b
jkβ
r
∂ua
)
+ bijαa b
akβ
r − bikαa bajβr
]
+
∂
∂ur
[
gaiβ
(
∂bjkαa
∂us
− ∂b
jkα
s
∂ua
)
+ bijβa b
akα
s − bikβa bajαs
]
(1.44g)
+
∑
(i,j,k)
[
baiβr
(
∂bjkαs
∂ua
− ∂b
jkα
a
∂us
)]
+
∑
(i,j,k)
[
baiαs
(
∂bjkβr
∂ua
− ∂b
jkβ
a
∂ur
)]
= 0
The notation
∑
(a,b) means the cyclic summation over the indices. Conditions
(1.44a) – (1.44b) are equivalent to the skewsymmetry of the bracket, while the
other ones are equivalent to the fulfilling of the Jacobi identity.
In case det(gα) 6= 0 the bracket is said to be nondegenerate. In this case
the geometric meaning of the set of conditions is made clearer. Indeed, (1.44b)
allows us to write bijαk = −giaαΓjαak where Γα are the (standard) Christoffel
symbols of the Levi-Civita connection of the metric gα . Defining for conve-
nience the obstruction tensors
T iαβjk = Γ
iβ
jk − Γiαjk
T ijkαβ = giaαgkbβT jαβab
and recalling the definition for the Riemann tensor
Rlαijk = ∂jΓ
lα
ik − ∂kΓlαij + Γmαki Γlαmj − Γmαij Γlαmk
the set of condition (1.44c) – (1.44g) can be replaced by the following ones:
Γiαjk = Γ
iα
kj (1.45a)
Rlαijk = 0 (1.45b)
T ijkαβ = T kjiαβ (1.45c)∑
(i,j,k)
T ijkαβ = 0 (1.45d)
T ijlαβT kαβlr = T
iklαβT jαβlr (1.45e)
∇αr T ijkαβ = 0 (1.45f)
where by ∇α we denote the covariant derivative compatible with the metric
gα – and thus defined in terms of the Christoffels Γα.
The tensors T are called obstruction tensors because their vanishing is the
necessary and sufficient conditions for the existence of a system of coordinates
{ui}ni=1 on M such that the Poisson brackets can be written in constant form.
Despite each metric is flat, indeed, there do not necessarily exist Darboux
coordinates: however, if the obstruction tensors vanish it means that in any
coordinate system the Christoffel’s symbols are equal, hence they are equal
and null when one of (and all) the metrics are constant.
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Lie–Poisson brackets of hydrodynamic type The notion of Lie–Poisson bracket
we have introduced in Section 1.1 exists for Poisson brackets of hydrodynamic
type as well.
We consider the Lie algebra g = X(Σ) of the vector fields on a manifold, let
us say aD-dimensional torus. It has been known for long time that this algebra
is tightly related to the Euler’s equation for ideal fluids ([2]), in particular when
restricted to the divergence–free vector fields. In some coordinates such vector
fields can be written as X(x) =
∑
Xi(x)∂i, i = 1 . . . D; the components of
their commutator are [X,Y ]i(x) =
∑
Xj(x)∂jY
i(x) − Y j(x)∂jXi(x). This
implies that the structure functions of g must have the form Cijk(x, y, z) =
δijδ(z − x)∂kδ(y− z)− δikδ(y− x)∂jδ(z − y). Given a Lie algebra g, we endow
its dual space g∗ with a Poisson bracket called the Lie–Poisson bracket. In
this setting, the coordinates on g∗ are a set of functions pi(x) such that∫ D
pi(x)v
i(x)dDx
behaves as a scalar under change of variables. Here, vi(x) are the compo-
nents of a vector field. This means that pi(x) are densities of 1-forms. The
Lie–Poisson bracket is linear in the coordinates and defined by the structure
functions as
{pj(y), pk(z)} =
∫ D
Cijk(x, y, z)pi(x)d
Dx. (1.46)
The Poisson brackets is then defined by the density
Pij(p(x)) =
(
pi(x)
∂
∂xj
+ pj(x)
∂
∂xi
+
∂pj(x)
∂xi
)
δ(x− y). (1.47)
Notice that, in this case D = n and we use the same indices in lower case latin
letters both for the independent variables {xi} and the dependent ones {pi}.
This construction is due to Novikov [45].
1.3.4 Cohomology of 1-dimensional Poisson brackets
There exist Hamiltonian operators on the space M which are of order
greater than one: one of the first examples to be discovered and probably the
most celebrated one is the second Hamiltonian structure of KdV equation [42]
P2(u(x)) =
(
d3
dx3
+ 4u
d
dx
+ 2ux
)
δ(x− y). (1.48)
The search for a canonical form of the Hamiltonian operators in the infinite
dimensional manifoldM has been independently completed by several authors
for 1-dimensional case, namely where D = 1 [36, 20, 25]. In [25] and [20],
this problem takes the name of triviality problem, namely the problem of
classificating all the deformations of a Poisson structures compatible with a
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chosed one of hydrodynamic type. This problem is tightly related to the notion
of the Poisson–Lichnerowicz cohomology on the class of infinite dimensional
manifold we are interested in. As for a finite dimensional symplectic manifold
the triviality of the Poisson cohomology (or better, the isomorphism between
the Poisson and the De Rham cohomology) has as a consequence the validity of
Darboux’s theorem, the triviality of the second and third cohomology groups
of the Poisson bracket of hydrodynamic type allows to give a statement about
the equivalence, up to a certain class of transformations, of all the Poisson
brackets on that space.
In this paragraph we first recall the main points of the theory of defor-
mations of Poisson structures, then we define the Poisson–Lichnerowicz coho-
mology stating the known results.
Deformations of Poisson brackets We introduce a gradation on the space A;
it is given by deg uiI = |I|. We have deg ab = deg a + deg b for a, b ∈ A. It
easily follows from the definition of total derivatives that deg ∂αf = deg f + 1.
Let us denote Ak the homogeneous component of A of degree k.
Let us consider the transformations
ui 7→ u˜i =
∞∑
k=0
kF ik(u;uI), i = 1, . . . , N (1.49)
on the space A, where F ik ∈ Ak and
det
(
∂F i0(u)
∂uj
)
6= 0.
The transformations (1.49) form a group who is called the Miura group [25].
It can be regarded as the group of local diffeomorphisms on the space A,
whose Lie algebra is the algebra of the (evolutionary) vector fields on A. The
transformation of the 0-th order coordinates ui is then lifted to the higher
order jet variables uiI . An important subclass of Miura transformations, that
plays a central role in the theory of the deformations of DN brackets, are the
so-called second kind Miura deformations [40], for which F i0 = u
i.
Definition 1.10. Given a Poisson bivector P0 ∈ Λ2, a n-th order infinitesimal
compatible deformation of P0 is a bivector P = P0 +
∑n
k=1 
kPk such that
[P, P ] = O(n+1) and degPk = degP0 + k. The bracket associated to a
deformed bivector is then
{, }∼ = {, }0 +
n∑
k=1
k{, }k. (1.50)
In the hydrodynamic type case, where degP0 = 1, the degree of each defor-
mation degPk is k + 1.
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Definition 1.11. A deformation of P0 is said to be trivial if there exists
an element φ of the Miura group such that φ∗P = P0. From Definition
1.10, this implies that φ must be of second kind. Equivalently, an infinites-
imal deformation is trivial if there exist an evolutionary vector field X such
that [X,P0] = P . This is equivalent to say that {φ(u(x)), φ(u(y))}0 =
φ ({u(x), u(y)}∼) +O(n+1) for a deformed bracket of degree n+ 1.
Example For the case n = 1, the constant Poisson structure of hydro-
dynamic type is the total derivative with respect to the spatial variable x.
The second Hamiltonian structure of the KdV equation can be obtained after
a change of coordinates in the space M
v = v(u) = u2 + iu′
where {u(x), u(y)} = δ′(x−y) and u′(x) = ux(x). Let us compute {v(x), v(y)}
with the help of the formula (1.40)
{f(u(x)), g(u(y))} =
∑
m,n∈Z≥0
∂f
∂u(m)
∂g
∂u(n)
∂mx ∂
n
y {u(x), u(y)}
and recalling that f(y)δ(p)(x−y) = ∑pq=0 f (q)(x)δ(p−q)(x−y) and ∂xδ(x−y) =
−∂yδ(x− y). We get
{v(x), v(y)} = {u2(x) + iu′(x), u2(y) + iu′(y)}
= 4u(x)u(y)δ′(x− y) + 2iu(y)∂xδ′(x− y)+
+ 2iu(x)∂yδ
′(x− y)− ∂x∂yδ′(x− y)
= δ′′′(x− y) + 4(u2(x) + iu′(x))δ′(x− y)+
+ 2∂x(u
2(x) + iu′(x))δ(x− y)
=
(
d3
dx3
+ 4v
d
dx
+ 2v′
)
δ(x− y),
namely the operator (1.48) acting on the Dirac’s delta.
The Poisson–Lichnerowicz complex and its cohomology The Schouten-Nijenhuis
bracket we have defined in Paragraph 1.3.2 is a mapping Λk × Λl → Λk+l−1.
As in the finite dimensional case, the adjoint action of the Poisson bivector
dP = [P, ·] is a map Λk → Λk+1 which squares to 0 because of the graded
Jacobi identity and the Schouten relation [P, P ] = 0. This allows to define the
Lichnerowicz cochain complex for local k-vector
0→ Λ0 = F dP−−→ Λ1 dP−−→ Λ2 dP−−→ · · · dP−−→ Λk dP−−→ · · ·
and the cohomology groups as usual
Hp(dP ,F) = ker dP : Λ
p → Λp+1
Im dP : Λp−1 → Λp . (1.51)
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Remark 1.6. The formula (1.32) that gives the Poisson bracket of two lo-
cal functionals in terms of the Poisson bivector can be expressed using the
Schouten bracket as {F,G} = [[P, F ], G] = XˆF (G).
In Paragraph 1.1.3 we have described the geometric meaning of the lower
order cohomology groups. Despite the setting was finite dimensional, the for-
malism of the Schouten brackets and the previous remark allow us to repeat
without any difference most of the discussion we have already performed. In
particular, the 0-th cohomology group is constituted by the Casimir func-
tionals of the bracket, the elements of H1 are the symmetries of the Poisson
bivector that are not Hamiltonian evolutionary vector fields, and we would
like to state that the cocycles in H2 parametrize the not Miura-equivalent
infinitesimal deformations of P0 while H
3 represents the obstruction to pass
from infinitesimal to finite deformations.
The presence of the gradation we introduced earlier in this paragraph
changes the picture, in such a way that we need to make clearer statements
about H2 and H3. First we need to extend the gradation to the k-vectors;
this will be done in the following chapters according to a different formalism,
but for now let us consider the Dirac’s delta functions in the densities of the
multivectors and fix
deg δ(x− y) = 0 deg∂Iδ(x− y) = |I|.
We will consider the homogeneous component of the cohomology groups ac-
cording to this gradation, which we denote Hpk . If we consider first order
infinitesimal deformations, namely P = P0 + P1, then the argument of Para-
graph 1.1.3 applies – H22 is then the space of compatible deformations that
are not Miura equivalent to the undeformed bracket, and the elements of H34
are the obstructions to extend the deformation to the next order.
Let us consider, on the other hand, a k-th order infinitesimal deformation
according to Definition 1.10
P = P0 + P1 + 
2P2 + 
3P3 + · · ·+ kPk.
The compatibility condition becomes, collecting the coefficients of n with
n = 1, . . . , k, the set of equation∑
l,m
l+m=n
[Pl, Pm] = 0 (1.52)
that, explicitly, has form
[P0, P1] = 0 (1.53a)
2[P0, P2] + [P1, P1] = 0 (1.53b)
[P0, P3] + [P1, P2] = 0 (1.53c)
· · · · · ·
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It should be noticed that only the first equation has the standard cohomo-
logical meaning for infinitesimal deformations, stating P1 ∈ H1; the following
ones are, indeed, conditions on elements of Λ3. However, they should not be
confused with requirements of triviality of H3, as it would be in the finite
dimensional setting: the deformations Pm (m > 1) are given, hence the ex-
istence of, for instance, P1 and P2 such that (1.53b) holds true does not say
anything about H34 .
Proposition 1.4. If H2m = 0 for all 2 ≤ m < n, then there exist a sequence
of Miura transformations that can be applied to P in order to reduce the
compatible bracket to the form
P˜ = P0 + 
nP˜n + 
n+1P˜n+1 + · · ·+ k′P˜k′ .
Moreover, P˜m ∈ H2m+1 for all n ≤ m ≤ 2n− 1.
The first part of the proposition can be proved by induction; in particular
and as a basic example let us consider n = 3. The hypothesis of Proposition
1.4 implies that P1 = [P0, X] for a certain evolutionary vector field X; the
Miura transformation is simply φ = exp adX , as one easily checks. The
second statement is a straightforward consequence of (1.52). Proposition 1.4,
in particular, implies that, if H2 = 0, then any compatible deformation of P0
is trivial.
For D = 1 the Poisson cohomology of hydrodynamic type Poisson brackets
has been computed, provided that De Rham’s cohomology of M is trivial.
Degiovanni, Magri and Sciacca [20] and Dubrovin and Zhang [25] directly
proved that H1 = H2 = 0. The more powerful result got by Getzler in an
earlier paper provides the computation of all the positive cohomology groups
Theorem 1.7 ([36]). Given a local Poisson bivector P on a space of maps
M = Maps(Σ → M), dim Σ = 1 and H∗(dDR,M) = 0, the Poisson–
Lichnerowicz cohomology vanishes in the positive degrees:
Hp(dP ) = 0 p > 0. (1.54)
The vanishing of the second cohomology group implies that all the defor-
mations of a given Poisson bracket of hydrodynamic type are trivial. Then,
relying on Dubrovin and Novikov’s result [23], for a certain coordinate system
they must be trivial deformations of a constant Poisson bracket. Conversely,
there locally exists a system of coordinates in the space of maps for which the
Poisson bracket is constant; such a system of coordinates can be regarded as
the infinite dimensional analogue of the Darboux coordinates on finite dimen-
sional symplectic manifolds.
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2Multidimensional Poisson Vertex Algebras
To effectively deal with the theory of deformations of D > 1 Poisson
brackets of hydrodynamic type, we recall that the standard formalism to work
with would be the formal variatonal calculus introduced in Chapter 1. In the
last fifteen years an alternative but equivalent formalism has been used quite
extensively, namely what we will call θ calculus and that can be traced back
to [54]. It has been extensively used starting from [36] until today [4, 40, 41]:
we will present it in Chapter 4.
In this chapter we will deal with a newer instrument, the notion of Poisson
Vertex Algebra [5] (PVA), which has been shown to provide a very effective
framework to study Hamiltonian operators. The notion of a PVA, that can
be seen as the semiclassical limit of Vertex Algebras [37], has been introduced
in order to deal with evolutionary Hamiltonian PDEs in which the unknown
functions depend on only one spatial variable (namely, for the case D = 1).
It provides a good framework for the study of integrability of such a class
of equations, and also gives some insights into the study of nonlocal Poisson
structures [16].
Let us first briefly introduce the notion of a (one-dimensional) PVA, fol-
lowing [5].
A Poisson Vertex Algebra is a differential algebra (A, ∂) endowed with a
bilinear operation A×A→ R[λ]⊗A called a λ-bracket and satisfying the set
of properties
1. {fλ∂g} = (λ+ ∂){fλg}
2. {∂fλg} = −λ{fλg}
3. {fλgh} = {fλg}h+ {fλh}g
4. {fgλh} = {fλ+∂h}g + {gλ+∂h}f
5. {gλf} = −→{f−λ−∂g}
6. {fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh}
27
2. MULTIDIMENSIONAL POISSON VERTEX ALGEBRAS
Let us explain the notation used in 4. and 5. Expand {fλg} =
∑
cnλ
n with
cn ∈ A. Then in each term of the RHS of equation 4 one has
{fλ+∂g}h :=
∑
n
cn (λ+ ∂)
n h
Notice that using this convention {fλ+∂g} = {fλ+∂g}1 = {fλg}. The RHS of
the fifth equation is defined by
→{f−λ−∂g} :=
∑
(−λ− ∂)ncn
The main theorem, on which all the theory of PVA in the framework of
Hamiltonian PDEs is based, is that from a λ-bracket of a PVA we can get the
Poisson bracket between local functionals as{∫
f,
∫
g
}
=
∫
{fλg}
∣∣
λ=0
.
Conversely, given a Poisson structure as a differential operator we can define
a λ-bracket between the generators of a suitable differential algebra as the
symbol of the differential operator; its extension to the full algebra is directly
achieved by using the so called master formula.
In the original paper and even in the more recent literature [18] the theory
of PVAs has been developed only for one dimensional Hamiltonian operators
(in the original language, for a differential algebra with one derivation); since
we want to deal with higher dimensional operators, we extend the definitions
and the main theorems of [5] introducing so-called multidimensional Poisson
Vertex Algebras, where the algebra A is endowed with D commuting deriva-
tions. For a suitable A, modelled on the algebra of differential polynomials of
several variables, we show that the same axioms of a standard PVA, conve-
niently rephrased, can be used to characterize Poisson structures on this more
general space of maps. As an example, we will prove in this setting Theorem
1.5.
The content of this chapter, in particular of Section 2.1, is the core of the
published paper [12].
2.1 Poisson Vertex Algebras
Let A be a differential algebra with D commuting derivations. Usually, we
consider the algebra of differential polynomials or an extension thereof.
Definition 2.1 (λ-bracket). A λ-bracket (of rank D) on A is a R-linear map
{·λ·} : A×A→ R[λ1, . . . , λD]⊗A
(f, g) 7→ {fλg}
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which is sesquilinear, namely
{∂αfλg} = −λα{fλg} (2.1a)
{fλ∂αg} = (∂α + λα) {fλg} (2.1b)
and obeys, respectively, the right and left Leibniz rule
{fλgh} = {fλg}h+ {fλh}g (2.2a)
{fgλh} = {fλ+∂h}g + {gλ+∂h}f (2.2b)
By definition, the λ-bracket of two elements in A is a polynomial in
λ1, . . . , λd (we will often refer to the collection of λα as λ) with coefficients
in A. In general, we can write {fλg} = a(f, g)i1,...,iDλi11 . . . λiDD which, using
the usual multiindex notation, is equivalent to writing a(f, g)Iλ
I . When, as
in (2.2b), we write {fλ+∂g} it means that the λ product is a(f, g)I (λ+ ∂)I ,
with the derivation acting on the right (if nothing is written on the right, it is
equivalent to the derivatives acting on 1 and thus the only term not vanishing
is λI).
Definition 2.2 (Multidimensional Poisson Vertex Algebra). A (D-dimensional)
Poisson Vertex Algebra is a differential algebra A endowed with a λ-bracket
of rank D which is skewsymmetric
{gλf} = −→{f−λ−∂g} (2.3)
and satisfy the PVA-Jacobi identity
{fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh}. (2.4)
The notation used in (2.3) means that the differential operators (−λ−∂)
must be regarded as acting on the coefficient of the bracket, too; namely
→{f−λ−∂g} = (−λ− ∂)Ia(f, g)I .
Theorem 2.1 (Master formula). Let A = A be the algebra of differential
polynomials as defined in Section 1.2.1. Given two elements (f, g) ∈ A, their
λ-bracket can be expressed in terms of the λ-bracket between the so-called gen-
erators of A, {ui}i=1,...,N . We have
{fλg} =
∑
i,j=1...,N
R,S∈ZD≥0
∂g
∂ujS
(λ+ ∂)S{uiλ+∂uj}(−λ− ∂)R
∂f
∂uiR
. (2.5)
In particular, the skewsymmetry and the PVA-Jacobi property hold if and only
if the same properties for the generators hold.
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We give here only a sketch of the proof of the theorem. The complete
– rather cumbersome – proof extends to the D-dimensional case the The-
orem 1.15 of [5] and follows the same ideas, without major technical is-
sues. Our aim is to prove that the master formula provides the unique bi-
linear opeation satisfying the properties of a PVA for any two elements of
A. From sesquilinearity of the bracket between two generators we have that
{uiRλujS} = (λ + ∂)S(−λ)R{uiλuj}. Moreover, from the right Leibniz prop-
erty (2.2a) follows that {fλ·} is a derivation of A, thus it acts on g only by
its derivatives ∂g
∂ujS
. We get
{fλg} =
∑
{fλujS}
∂g
∂ujS
. (2.6)
Applying the sesquilinearity (2.1b) we thus obtain
{fλg} =
∑ ∂g
∂ujS
(λ+ ∂)S{fλuj} (2.7)
where the partial derivatives of g have been put on the left to denote that the
total derivatives in the parenthesis act only on the λ-bracket itself, according
to the right Leibniz rule (2.2a).
The way in which the derivatives of the first function f enter into the mas-
ter formula, conversely, is dictated by the left Leibniz rule and the sesquilin-
earity for the first entry of the bracket. We have
{fλg} =
∑
{uiλ+∂g}(−λ− ∂)R
∂f
∂uiR
. (2.8)
Note that in (2.8) the total derivatives act also on the partial derivatives
of f , as imposed by the left Leibniz rule (2.2b). One can then prove that
the skewsymmetry and the PVA-Jacobi identity for the brackets between the
generators are the only conditions needed for the corresponding properties
between generic elements of A.
In Section 1.3.2 we have noticed that there is a remarkable difference be-
tween the bracket defined by the same Poisson bivector in the space of local
densities and the one among local functionals. In short, while the former is
not a Lie bracket but it is a derivation, the latter – despite being an actual
Lie bracket – fails at being the bracket of a Poisson algebra. The main dis-
covery which establishes a relation between the theory of Hamiltonian PDEs
and Poisson Vertex Algebras has originally been proved in [5] for a PVA of
rank 1, namely that the Poisson bracket (strictly speaking, the bracket defined
by a Poisson bivector) among local densities is related to a λ-bracket by the
relation
{f, g} = {fλg}
∣∣
λ=0
f, g ∈ A. (2.9)
Its extension to the more general case we are dealing with is straightforward.
This fact is summarized by the following
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Theorem 2.2. Let A be an algebra of differential polynomials with a λ-bracket
and consider the bracket on A defined in (2.9). Then
(a) The bracket (2.9) induces a well-defined bracket on the quotient space F ;
(b) If the λ-bracket satisfies the axioms of a PVA, then the induced bracket
on F is a Lie bracket.
Proof. Part (a). From the property of sesquilinearity we have that, for any
α = 1, . . . , d,
{f + ∂αh, g} = ({fλg} − λα{hλg})
∣∣
λ=0
= {f, g} (2.10)
{f, g + ∂αh} = ({fλg}+ (λα + ∂α){fλh})
∣∣
λ=0
= {f, g}+ ∂α{f, h} ∼ {f, g}. (2.11)
Part (b). The Jacobi property for the bracket follows immediately by setting
λ = µ = 0 in PVA-Jacobi, while the skewsymmetry is a consequence of the
skewsymmetry for the λ-bracket. First, we introduce a notation widely used
in [5], namely (
e∂
d
dλu
)
f(λ) = f(λ+ ∂)u. (2.12)
In words, we use the convention that the ∂ in the exponent acts only on what
is inside the parentheses. This notation is justified by the Taylor expansion
of the exponential, which turns out to be equivalent to the RHS; the most
important part is to always keep track of the terms on which the derivations
are acting on.
We have
{g, f} = {gλf}
∣∣
λ=0
= −→{f−λ−∂g}
∣∣
λ=0
(skewsymmetry)
= −
(
e∂
d
dλ {f−λg}
) ∣∣
λ=0
using (2.12)
= −
(
1 + ∂
d
dλ
+ · · ·
)
{f−λg}
∣∣
λ=0
∼ −{f, g}.
(2.13)
Conversely, given a Poisson bracket among local densities, the correspond-
ing λ-bracket is its formal Fourier transform. The aim of this paragraph is to
show that the Fourier transform of the bracket of local densities is indeed a
λ-bracket, which satisfies the PVA axioms if and only if the bracket is defined
by a local Poisson bivector. This result is very important because working
with the λ-brackets we do not deal with differential operators on a quotient
space, but with simple differential polynomials.
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Definition 2.3 (Formal Fourier transform). Given a A valued formal distri-
bution E(x, y) (with x, y ∈ M , dimM = D), its formal Fourier transform is
the linear map
E(x, y) 7→
∫ D
eλ·(x−y)E(x, y)dDx =: FE(y,λ)
with values in A[λ1, . . . , λD]. It is equivalent to the one introduced, in a
different context, by Kac and De Sole in [14]. The symbol of the integral∫ D
dDx must be regarded as the quotient operator with respect to
∑
α ∂xα ,
as already discussed in Chapter 1.
Lemma 2.3. Let us consider a differential operator acting on a Dirac’s delta
P (u(x),∂x)δ(x− y) =
∑
S
P (u(x))S∂
S
x δ(x− y).
Its formal Fourier transform is the symbol of the operator itself, namely∑
S
P (u(x))Sλ
S . (2.14)
Proof. Expanding the multiindex notation and keeping the sum implicit we
have
FP (u(y),λ) =
∫ D
eλ·(x−y)Ps1...sD(u(y))∂
s1
y1
. . . ∂sD
yD
δ(x− y)dDx
=
∫ D
eλ·(x−y)Ps1...sD(u(y))(−∂s1x1) . . . (−∂sDxD)δ(x− y)dDx
integrating by parts
=
∫ D
∂s1
x1
. . . ∂sD
xD
eλ·(x−y)Ps1...sD(u(y))δ(x− y)dDx
= λs11 · · ·λsDD Ps1...sD(u(y))
which, using the usual multiindex notation, is
= PS(u(y))λ
S .
In order to prove our claim that the Fourier transform of a Poisson bracket
of densities is a λ-bracket, we proceed as follows: first, we will prove that the
skewsymmetry and the Jacobi property of the bracket among the genera-
tors, i.e. the coordinate functions, imply the skewsymmetry (2.3) and the
PVA-Jacobi identity (2.4) for λ-bracket. Then we will compute the Fourier
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transform of the Poisson bracket between two generic densities and we will
prove that it is expressed in terms of the Fourier transform of the bracket of
generators by the master formula. Hence, the Fourier transform of the Poisson
bracket is a λ-bracket.
The Poisson bracket of two coordinate functions ui(x) and uj(y) is given
by
{ui(x), uj(y)} = P ji(u(y))S∂Sy δ(x− y)
where P jiS ∂
S are the components of the Poisson bivector defining the bracket.
From the lemma 2.3, its Fourier transform is
{uiλuj}(y) = P ji(u(y))SλS . (2.15)
Lemma 2.4. The Lie bracket (2.15) is skewsymmetric in the sense of (2.3).
Proof. From the form of the Poisson brackets of generators we have that
{ui(x), uj(y)} = P jiS (u(y))∂Sy δ(x− y)
{uj(y), ui(x)} = P ijS (u(x))∂Sx δ(y − x).
We recall the skewsymmetry relation of the Poisson bivector (1.34), which
gives
P jiS (y) = −
∑
T
(−1)|T |
(
T
S
)
∂T−SP ijS (x) (2.16)
and apply it within the Fourier transform. We get
{uiλuj} =
∫ D
eλ·(x−y)P jiS (u(y))∂
S
y δ(x− y)dDx
= −
∫ D
eλ·(x−y)(−1)|T |
(
T
S
)
∂T−S(P ijS (u(x)))(−∂Sx )δ(x− y)dDx
= −
∫ D
(−1)|T |
(
T
S
)
∂Sx
[
eλ·(x−y)∂T−Sx P
ij
T (u(x))
]
δ(x− y)dDx
= −
∫ D
(−1)|T |
(
T
S
)(
S
L
)
λL∂S−L+T−SP ijT (u(x))δ(x− y)dDx
= −(−λ− ∂)TP ijT (u(y))
= −→{uj−λ−∂ui}.
Lemma 2.5. The Lie bracket (2.15) satisfies the PVA-Jacobi identity, namely
{uiλ{ujµuk}} − {ujµ{uiλuk}} = {{uiλuj}µ+λuk}.
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The proof of the lemma is a lenghty computation of the double formal
Fourier transform with respect to eλ·(x−y)eµ·(y−z) for the three terms of the
Jacobi identity, where the dependency of the coordinate functions ui(x), uj(y)
and uk(z) on different independent variables plays a crucial role. The detailed
account of the computations is left to Paragraph 2.1.1.
To conclude this discussion, we want to show that taking the Fourier trans-
form of the Poisson bracket between two densities gives a formula which co-
incides with the master formula for a λ-bracket. The computation is rather
lengthy but in a sense straightforward. We want to compute∫ D
eλ·(x−y){f(x), g(y)}dDx.
We expand the Poisson bracket and get∫ D
eλ·(x−y)
∂f(x)
∂uiM
∂g(y)
∂ujN
∂Mx ∂
N
y
(
P jiS (y)∂
S
y δ(x− y)
)
dDx.
The derivatives respect to x do not act on the coefficients P jiS because they
depend on functions of y by definition. Inside the bracket, moreover, we can
trade the derivatives respect to y with the ones respect to x exploiting the
properties of Dirac’s delta, thus obtaining
(−1)|M |
∫ D
eλ·(x−y)
∂f(x)
∂uiM
∂g(y)
∂ujN
∂Ny
(
P jiS (y)(−∂x)M+Sδ(x− y)
)
dDx.
Then we perform the derivatives ∂Ny and use the same trick
(−1)|M |
(
N
T
)∫ D
eλ·(x−y)
∂f(x)
∂uiM
∂g(y)
∂ujN
∂Ty (P
ji
S (y)(−∂x)N−T+M+Sδ(x− y)dDx.
We integrate by parts and let the ∂x act properly. Then, we can finally
integrate the Dirac’s delta and get
(−1)|M | ∂g
∂ujN
(
N
T
)(
N − T +M + S
R
)
λN−T+M+S−R∂T (P jiS )∂
R ∂f
∂uiM
.
By applying the Newton’s binomial,
(−1)|M | ∂g
∂ujN
(
N
T
)
λN−T∂T (P jiS )(λ+ ∂)
M+S ∂f
∂uiM
= (−1)|M | ∂g
∂ujN
(λ+ ∂)N (P jiS (λ+ ∂)
M+S ∂f
∂uiM
)
=
∂g
∂ujN
(λ+ ∂)N (P jiS (λ+ ∂)
S(−λ− ∂)M ∂f
∂uiM
).
34
2.1. Poisson Vertex Algebras
Recalling the form of the λ-bracket between the generators, the last expression
is
∂g
∂ujN
(λ+ ∂)N{uiλ+∂uj}(−λ− ∂)M
∂f
∂uiM
),
namely the master formula.
We have thus proved the following theorem
Theorem 2.6. Given a local Poisson bivector P on the space of maps Map(Σ,M) ∼=
A, the Fourier transform of the bracket induced by the bivector is the λ-bracket
of a Poisson Vertex Algebra on A.
{fλg}(y) :=
∫ D
eλ·(x−y){f(x), g(y)}dDx. (2.17)
2.1.1 Proof of Lemma 2.5
Let us consider the three generators ui(x), uj(y) and uk(z). Let us consider
the double Fourier-like transform∫∫ D
eλ·(x−z)eµ·(y−z){ui(x), {uj(y), uk(z)}}dDxdDy (2.18)
The first step is to expand the outer bracket , which gives∫∫ D
eλ·(x−z)eµ·(y−z)
(
∂Lz {ui(x), ul(z)}
) ∂{uj(y), uk(z)}
∂ulL
dDxdDy
=
∫∫ D
eλ·(x−z)
∂
∂ulL
(
eµ·(y−z){uj(y), uk(z)}
)(
∂Lz {ui(x), ul(z)}
)
dDxdDy.
If we perform the integration with respect to y, which appears only in the first
parenthesis, we get by definition the λ-bracket (with parameter µ) of the two
generators uj and uk. Thus, we have got the partial result∫∫ D
eλ·(x−z)eµ·(y−z){ui(x), {uj(y), uk(z)}}dDxdDy
=
∫ D
eλ·(x−z){ui(x), {ujµuk}(z)}dDx.
Let us for simplicity denote {ujµuk}(z) = g(z). A step backwards in the
computation brings us back to∫ D
eλ·(x−z)
∂g(z)
∂ulL
(
∂Lz {ui(x), ul(z)}
)
dDx
=
(
L
T
)∫ D ∂g(z)
∂ulL
eλ·(x−z)
(
∂Tz P
li
S (z)
)
∂L−T+Sz δ(x− z)dDx
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where the second line is obtained by simply expanding the derivatives of the
bracket. By substituting as usual ∂zδ(x−z) with (−∂x)δ(x−z) and integrating
by parts we get
(
L
T
)
∂g(z)
∂ulL
λL−T+S
(
∂Tz P
li
S (z)
)
=
∂g(z)
∂ulL
(λ+ ∂z)
TP liS (z)λ
S
= {uiλg}
where the last equality is given by (2.7). Summarizing, we have
∫∫ D
eλ·(x−z)eµ·(y−z){ui(x), {uj(y), uk(z)}}dDxdDy = {uiλ{ujµuk}}. (2.19)
The second term for the Jacobi identity among three coordinate functions is
the same with ui(x) replaced by uj(y). The same computations hold provided
the switching, and this gives as second term of the Fourier transform of the
Jacobi identity
∫∫ D
eλ·(x−z)eµ·(y−z){uj(y), {ui(x), uk(z)}}dDxdDy = {ujµ{ujλuk}}. (2.20)
The RHS term of the PVA-Jacobi identity is more complicated to achieve. As
before, let us start from expanding the usual formula for the Poisson bracket
∫∫ D
eλ·(x−z)eµ·(y−z){{ui(x), uj(y)}, uk(z)}dDxdDy
=
∫∫ D
eλ·(x−z)eµ·(y−z)
∂{ui(x), uj(y)}
∂ulL(y)
∂Ly {ul(y), uk(z)}dDxdDy
=
∫∫ D
eλ·(x−z)eµ·(y−z)
∂{ui(x), uj(y)}
∂ulL(y)
∂Ly
(
P klM (z)∂
M
z δ(y − z)
)
dDxdDy
=
∫∫ D
eλ·(x−z)eµ·(y−z)
∂{ui(x), uj(y)}
∂ulL(y)
P klM (z)∂
L
y ∂
M
z δ(y − z)dDxdDy
The derivative with respect to y in the third does not act on P klM (z), so we
could move it further. Moreover, for convenience we can trade ∂Ly ∂
M
z δ(y− z)
for (−1)|L|(−∂y)M+Lδ(y − z) exchanging two times the variables respect to
which we derive the Dirac’s delta. It allows us to integrate by parts the delta’s
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derivatives, in order to get
= (−1)|L|
∫∫ D
∂L+My
(
eµ·(y−z)
∂{ui(x), uj(y)}
∂ulL(y)
)
eλ·(x−z)P klM (z)δ(y−z)dDxdDy
= (−1)|L|
(
L+M
T
)∫∫ D
∂Ty
(
∂{ui(x), uj(y)}
∂ulL(y)
)
µL+M−T eµ·(y−z)eλ·(x−z)·
· P klM (z)δ(y − z)dDxdDy
= (−1)|L|
(
L+M
T
)∫ D
∂Tz
(
∂{ui(x), uj(z)}
∂ulL(z)
)
µL+M−T eλ·(x−z)P klM (z)d
Dx.
From the form for {ui(x), uj(z)} we see that the partial derivatives act only
on the coefficients P jiN . So, we get that our expression is equal to
(−1)|L|
(
L+M
T
)
µL+M−T ·
·
∫ D
∂Tz
(
∂P jiN (z)
∂ulL(z)
∂Nz δ(x− z)
)
eλ·(x−z)P klM (z)d
Dx
Basically we repeat the computation applying the same rules for multideriva-
tives of product and the integration by parts of the Dirac’s delta and we end,
after the integration, with
(−1)|L|
(
L+M
T
)(
T
R
)
P klM (z)µ
L+M−TλT−R+N∂Rz
∂P jiN (z)
∂ulL(z)
.
The rules for the product of binomials hold also in the multiindices case, since
they are only a product of ordinary binomials. It means, by slightly abusing
the notation, that(
A
B
)(
B
C
)
=
A!
B!(A−B)!
B!
C!(B − C)! =
(
A
A−B,C
)
In our case, calling L+M − T = Q, we get
(−1)|L|
(
L+M
Q,R
)
P klM (z)µ
QλL+M−Q−R∂R
∂P jiN (z)
∂ulL(z)
λN
= (−1)|L|P klM (z)(λ+ µ+ ∂)L+M
∂P jiN (z)
∂ulL(z)
λN .
Finally, the sign in front of the expression can be replaced by writing
P klM (z)(λ+ µ+ ∂)
M (−λ− µ− ∂)L∂P
ji
N (z)
∂ulL(z)
λN
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which is clearly the expression in terms of (2.8) of {uiλuj}λ+µuk}, the RHS
of the PVA-Jacobi identity. We have finally proved that taking the double
Fourier transform with respect to eλ·(x−z)+µ·(y−z) of the Jacobi identity for
the Poisson bracket of the generators gives the PVA-Jacobi identity among
them.
2.1.2 Poisson brackets of hydrodynamic type and Poisson Vertex Algebras
In this paragraph we exploit the formalism we have just introduced to
provide a new proof of Theorem 1.5.
The Poisson bracket is defined on the space A of differential polynomials
without explicit dependance on the independent variable. Let us consider N
dependent fields ui and D independent variables xα. A generic Poisson bracket
of hydrodynamic type (1.42), in terms of λ-bracket among the generators of
A, has the form
{uiλuj} =
D∑
α=1
gijα(u)λα +
∑
α=1...D
k=1...N
bijαk (u)∂αu
k. (2.21)
Since the order of derivatives we will deal with is not very high, it is easier to
switch back to a single-index notation, namely λξα = λα and (for instance)
uξα+ξβ = ∂αβu = uαβ.
To get the conditions of Theorem 1.5, we explicitly impose the skewsym-
metry condition (2.3) and the PVA-Jacobi identity (2.4) for the bracket (2.21)
among three generators of A. The vanishing of the first degree terms in λα
for (2.3) are the conditions (1.44a), while the vanishing of the coefficients of
ukα are (1.44b).
We then use the master formula to compute (2.4). It gives a degree 2
differential polynomial in the λ’s and the µ’s. The remaining conditions are
the vanishing of the coefficients for, respectively, λαλβ, λαµβ (the coefficients
for µ↔ λ are equivalent, provided the skewsymmetry), urαβ, urαλβ, and urαusβ.
2.2 Poly-lambda brackets and the cohomology of Poisson Ver-
tex Algebras
The identification we established in the previous Section between bivectors
and λ-brackets, and in particular the bijection between Poisson bivectors and
λ-brackets of a PVA, can be extended to other objects that can be identified
with higher polyvector fields. These ideas are presented, for a D = 1 Poisson
Vertex Algebra, in [5] following the notions introduced in [15]. In [17] the
same structure is defined in an equivalent but at sight very different fashion.
The identification is much more natural in the original approach, that we
will revise in this Section for the multidimensional case. Then, in the same
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way that a Poisson bivector can be used to define the Poisson–Lichnerowicz
cohomology of polyvector fields, we will define the cohomology of Poisson
Vertex Algebras. However, we will briefly comment on the definition of poly-
λ-brackets used in [16] in Section 3.4, since it can be effectively used to speed
up computations.
2.2.1 Poly-λ brackets
Definition 2.4. A k-λ bracket on a (D-dimensional) Poisson Vertex Algebra
(A, {·λ·}) is a R-linear map
A⊗k → A⊗ R[λ1, · · · ,λk−1]
f1 ⊗ f2 ⊗ · · · ⊗ fk 7→ {f1λ1f2λ2 · · · fk−1λk−1fk}
satisfying the following conditions
1. {f1λ1f2λ2 · · · λi−1∂α(fi)λi · · · λk−1fk} = −λi,α{f1λ1f2λ2 · · · λi−1fiλi · · · λk−1fk}
for i ≤ 1 < k; we denote (λi)ξα = λi,α;
2. {f1λ1f2λ2 · · · λk−1∂α(fk)} = (λ1,α + · · ·+ λk−1,α + ∂α) {f1λ1f2λ2 · · · λk−1fk}.
3. The bracket is skewsymmetric in the simultaneous exchange of fi’s and
λi’s. Let us call σ the permutation of the indices {1, . . . , k}. We have
{f1λ1f2λ2 · · · λk−1fk} = sgn(σ){fσ(1)λσ(1)fσ(2)λσ(2) · · · λσ(k−1)fσ(k)}|λk=λ′k
where we define λ′k = −λ1 −λ2 − · · · − ∂ and ∂ acts on the coefficients
of the bracket itself;
4. {f1λ1 · · · figiλi · · · λk−1fk} = {f1λ1 · · · fiλi+∂ · · · λk−1fk}gi+
+{f1λ1 · · · giλi+∂ · · · λk−1fk}fi for 1 ≤ i < k;
5. {f1λ1 · · · λk−1fkgk} = {f1λ1 · · ·λk−1 fk}gk + {f1λ1 · · ·λk−1 gk}fk.
It is easy to see that for k = 2 the properties listed above are respectively
sesquilinearity, skewsymmetry and Leibniz properties of a λ-bracket.
Proposition 2.1. Any k-λ-brackets on the algebra of differential polynomials
A is in one-to-one correspondance to a local k-vector on F . The mapping is
B(F1, F2, . . . , Fk) =
∫ D
{f1λ1f2λ2 · · ·λk−1 fk}|λ1=λ2=···=λk−1=0dDx (2.22)
where the k-vector B is defined according to Definition 1.7 and Fi =
∫ D
fi.
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The identification is achieved generalizing to (k−1) formal indeterminates
{λi} the procedure we used in Theorem 2.3 and Theorem 2.6. The only further
remark we need is to notice that, given a k-vector A as defined in (1.29), we can
write it as a polydifferential operator acting on (k− 1) Dirac’s delta functions
evaluated on k one-forms, as we did for a bivector in (1.32). The symbol of such
an operator turns out to be a k-λ-bracket by a straightforward generalization
of Theorem 2.3; the k-vector field corresponding to a poly-λ-bracket of form
{u1λ1u2λ2 · · ·λk−1 uk} = f i1,i2,...,ikI1,I2,··· ,Ik−1λ
I1
1 λ
I2
2 · · ·λIk−1k−1 is
B(F1, F2, . . . , Fk) =
∫ D
f i1,i2,...,ikI1,I2,··· ,Ik−1∂
I1
(
δF1
δui1
)
· · ·∂Ik−1
(
δFk−1
δuik−1
)
δFk
δuk
dDx,
(2.23)
namely we integrate by parts in the definition of k-vector fields to drop all the
total derivatives acting on the last entry.
It is possible to establish an isomorphism between the space of k-vector
fields (with some care for the cases k = 0 and k = 1) and k-λ-brackets. The
mapping between the spaces is the content of Proposition 2.1; the missing
piece in our discussion is the operation between k-λ-brackets that is mapped
to the Schouten-Nijenhuis brackets between multivectors. A full account of
it is given in [17] for the case of D = 1, but it is easily generalized to the
generic multidimensional case. Let us call Wk(A) or, for short Wk the space
of k-λ-brackets, isomorphic to Λk.
2.2.2 Cohomology of Poisson Vertex Algebras
In Section 2.1 we have proved the correspondence between local Poisson
bivectors and PVAs. We have discussed in Paragraph 1.1.3 the notion of
Poisson–Lichnerowicz cohomology and in Paragraph 1.3.4 we have considered
the case of Poisson brackets of hydrodynamic type.
The main remark is that, if P is a Poisson bivector, namely a bivector
such that [P, P ] = 0, then dP = [P, ·] is a coboundary operator. It is quite
natural to repeat the construction in the context of Poisson Vertex Algebras,
closely following [17].
Let us consider an element X ∈ Wk(A). We will write alternatively
Xλ1,λ2,...,λk(f1, . . . , fk) = {f1λ1 · · · λk−1fk}, λk = −λ1 − λ2 − · · · − λk−1 − ∂.
Using the first notation Xλ1,λ2,...,λk(f1, . . . , fk) the skewsymmetry of the k-
λ-bracket is equivalent to the total skewsymmetry of X in the simultaneous
exchange (f i,λi)↔ (f j ,λj).
Given a Poisson bivector P , whose associated λ-bracket we denote {·λ·}P ,
we extend to the multidimensional PVA the definition of [17] for the PVA
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differential and we get
(dPX)λ1,λ2,...,λk+1
(
f1, . . . , fk+1
)
=
(−1)k+1
(
k+1∑
i=1
(−1)i−1{f iλiX
λ1,
i
.ˇ..,λk+1
(f1,
i
ˇ. . ., fk+1)}P+
+
∑
1≤i<j≤k+1
(−1)i+jX
λi+λj ,λ1,
i
.ˇ..,
j
.ˇ..,λk+1
(
{f iλif j}P , f1,
i
ˇ. . .,
j
ˇ. . ., fk+1
))
(2.24)
The differential dP : Wk−1 → Wk is in one-to-one correspondence with [P, ·]
the ordinary coboundary operator of the Poisson–Lichnerowicz cohomology,
and it squares to 0 thanks to the PVA-Jacobi identity.
We provide the special formulae for k = 0, 1, 2, respectively for (h ∈
W0,λ1 = −∂), (X ∈W1,λ2 = −λ1 − ∂), and (Q ∈W2,λ3 = −λ− µ− ∂).
(dPh)λ1(f) = {hλf}P |λ=0 (2.25)
(dPX)λ1,λ2(f, g) = {fλ1X(g)}+ {X(f)λ1g} −X({fλ1g}) (2.26)
(dPQ)λ,µ,λ3(f, g, h) = {fλ{gµh}Q}P + {fλ{gµh}P }Q − {gµ{fλh}Q}P
(2.27)
− {gµ{gλh}P }Q − {{fλg}Qλ+µh}P − {{fλg}Pλ+µh}Q
The space W =
⊕
k≥0Wk together with the differential dP form a cochain
complex, whose cohomology we define as always and denote H•(A, dP ). The
interpretation of the cohomology groups is the same as in Paragraph 1.3.4;
this follows immediately from the identification of Wk with Λ
k.
Notice that Z0 = H0, Z1 = ker dP (W1) and Z
2 are immediately charac-
terized by formulae (2.25), (2.26), and (2.27) as the Casimir functions of the
bracket, the symmetries of the Poisson bivector, and the λ-brackets compatible
with the structure P respectively.
We use the same grading defined in Paragraph 1.3.4 also when dealing with
the cohomology of PVAs. Since in this picture the role of the derivatives of
Dirac’s delta function is replaced by the formal indeterminates λs, we assign
to λI the degree |I|. Any λ-bracket can be decomposed, according to this
grading, into homogenous parts. A rigorous way to obtain such a decompo-
sition is to introduce a formal indeterminate ε of degree −1 and rescale the
bracket in such a way that
∑∞
k=0 ε
k{uiλuj}k is of degree 0.
We can use this grading to decompose each cohomology group
Hk(A,dP ) =
⊕
d
Hkd (A, dP ).
Notice that the degree of the composition is consisten with the one introduced
in the previous chapter; on the other hand, it should not be confused with
the notion of order we introduced in the same place and that we will discuss
more extensively in the next chapter, where we explicitly compute some of the
cohomology groups Hkd for the brackets of type (N = 2, D = 2).
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2.3 A Mathematica package for computing λ-brackets
We have already claimed that the formalism of multidimensional PVAs
provides a very effective way to perform the computations in the context
of Poisson structures on infinite dimensional spaces. In particular, we are
interested in writing down the equations that define Zk and Bk, the spaces
of cocycles and coboundaries of dP . The theorems we proved in the previous
Sections allow to work in the context of PVAs rather than in the standard
formal calculus of variations; the reason why it is easier to work in this new
framework is twofold.
On one hand, the objects (brackets, multivectors, etc. . . ) defined in Chap-
ter 1 need the integration, or equivalently the projection to the quotient spaces
F and Λ; this is particularly complicated in the case of multivectors, since the
integration of the Dirac’s delta functions, in particular of the product of some
of them, relies on a series of properties as the ones given in [25, Equations
(2.3.13) and (2.3.14)] that are not easy to handle. As opposite, the axioms
of PVA allow to characterize the skewsymmetry and the fulfillment of Jacobi
identity of the bracket between local functionals in terms of λ-bracket between
densities, without any further integration. This does not hold true only for the
bracket itself, as stated in Equation (2.9) and Theorem 2.6, but for instance
also for Hamiltonian vector fields, for which the following relation holds (see
[5])
Xh(f) = {hλf}|λ=0. (2.28)
This can be easily shown by writing the master formula for the RHS, dropping
λ and keeping only ∂; for the LHS it is sufficient to remind that X(f) =
∂SXj ∂f
∂uiS
and that the component of the characteristic of a Hamiltonian vector
fields are Xj = P ji(∂) δh
δui
, as can be easily read by Equation (1.32).
On the other hand, the existence of a direct formula (2.5) for the com-
putation of the λ-bracket (and the fact that the action dP can be written
using the λ-bracket itself, see (2.26) and (2.27)) that contains only derivations
allows to write a code and let a computer algebra system write down the
equations. Together with D. Valeri we wrote a Mathematica package, called
MasterPVA, specialized to this aim. It is based on J. Ekstrand’s Lambda [27],
which is much larger in scope and deals with standard vertex algebras. The
source code is given and briefly commented in Appendix A. The main func-
tions that the package provides are PVASkew, JacobiCheck, EvVField and
LambdaB; the differential polynomials that the package uses must be written
considering the independent variables var[[i]], i = 1, . . . r and the genera-
tors gen[var][[i]], i = 1, . . . , d. General parameters that must be initial-
izated are d the number of generators (= N), r the rank of the bracket (= D)
and the maximum differential order up to which the program will compute
derivatives maxO, that can be adjusted according to the computation to be
performed to save machine time.
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The λ-brackets between the generators must be provided as a N×N array
corresponding to P ji(λ) = {uiλuj}. The indeterminate λ in the definition of
the bivector is replaced by the protected vector \[Beta]\[Beta]. In the
following paragraphs we briefly describe the use of the aforementioned main
functions.
PVASkew
PVASkew[P]
The input is a N × N array representing the components of the λ-bracket
between the generators, with \[Beta]\[Beta] as formal indeterminate. The
output is the N ×N array {uiλuj}+→{uj−λ−∂ui}, that vanishes if the array
P are the components of a skewsymmetric λ-bracket.
JacobiCheck
JacobiCheck[P]
The input is a N × N array representing the components of the λ-bracket
between the generators, with \[Beta]\[Beta] as formal indeterminate. The
output is the N ×N ×N array representing the PVA-Jacobi identity (2.4) for
all (i, j, k) = 1, . . . , N . It vanishes if and only if P defines the λ-bracket of a
Poisson Vertex Algebra.
EvVField
EvVField[X,f]
The input are a N dimensional vector X representing the components of the
characteristic of an evolutionary vector field and a differential polynomial f .
The output is the differential polynomial(
∂IXi
) ∂f
∂uiI
,
namely the action of an evolutionary vector field on the density of a local
functional
LambdaB
LambdaB[f,g,P,\[Lambda]]
This is the most important function provided by the package. It computes
the λ bracket defined by P as in the argument of PVASkew and JacobiCheck,
between two differential polynomials f and g, and expresses it as a polynomial
in the formal indeterminate \[Lambda] (a vector of length D) to be provided
by the user.
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3Cohomology of D = 2 Poisson brackets of
hydrodynamic type
In the previous chapter we have discussed the language of the Poisson
Vertex Algebras and how it provides an effective approach to the study of
the Poisson brackets on the spaces of maps. In this chapter we focus on the
study of the Poisson brackets of hydrodynamic type in the case D = N = 2
and on its cohomology. The results about the first and second cohomology
group at the first order have been presented in [12]. We provide here the first
and second cohomology group up to the second order, and an example of the
procedure needed to compute the higher cohomology groups, as the third one.
The summary of the results of this chapter is provided in the following
table. Let us denote for short Hpd (P1,2,LP ) the d-th degree component of the
p-th cohomology group for the Poisson bracket respectively defined by P1,
P2, and PLP as in (3.1), (3.2), (3.3). The rows of the table correspond to the
cohomology groups, while the columns correspond to the 0-th, 1−st and 2−nd
order of the dispersive expansion. Note the degree shift between the order of
the expansion and the degree of the p-vectors.
H10 (P1)
∼= R2 H11 (P1) ∼= R2 H12 (P1) ∼= 0
H10 (P2)
∼= R2 H11 (P2) ∼= R2 H12 (P2) ∼= 0
H10 (PLP )
∼= 0 H11 (PLP ) ∼= 0 H12 (PLP ) ∼= 0
H21 (P1)
∼= R2 H22 (P1) ∼= 0 H23 (P1) ∼= R4
H21 (P2)
∼= R3 H22 (P2) ∼= 0 H23 (P2) ∼= R5
H21 (PLP )
∼= 0 H22 (PLP ) ∼= 0 H23 (PLP ) ∼= R2
H32 (P1)
∼= 0
H32 (P2)
∼= R
H32 (PLP )
∼= 0
3.1 Classification of 2-dimensional Poisson brackets of hydro-
dynamic type
Ferapontov and collaborators provide in [31] a classification, based on
Mokhov’s results [44], of all the undeformed Poisson structures on such a
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space up to Miura transformations and linear change of the independent vari-
ables. We remark that the Miura transformations (1.49) are the natural diffeo-
morphisms on the space of differential polynomials A, hence the cohomology
groups are invariant with respect to them.
On the other hand, we can prove that a linear change of the independent
variables does not affect the cohomology groups as well or, more precisely,
that the cohomology groups are mapped by the transformation to isomorphic
cohomology groups. This theorem is stated and proved in Paragraph ch:4-
sec:2-ssec:indep for the special case of N = 1, but the number of the dependent
variable is irrelevant for the proof.
Proposition 3.1. Let us denote the generators of the algebra of differential
polynomials A as (p1 ≡ p, p2 ≡ q) and the independent variables as (x1 ≡
x, x2 ≡ y). Any D = N = 2 λ-bracket associated to a Poisson bracket of
hydrodynamic type, namely a solution of the system (1.44), can be written,
after a Miura transformation and a linear change of the independent variables,
in one of the following three forms.
P1 =
(
λ1 0
0 λ2
)
(3.1)
P2 =
(
0 λ1
λ1 λ2
)
(3.2)
PLP = −
(
2p q
q 0
)
λ1 −
(
0 p
p 2q
)
λ2 −
(
px qx
py qy
)
, (3.3)
where we denote {piλpj}1,2,LP = (P1,2,LP )ij (λ)
Remark 3.1. The λ-bracket (3.3) is the (λ-bracket associated to the) Lie–
Poisson bracket for the algebra of the vector fields on a 2−torus.
3.2 Symmetries of the brackets
Definition 3.1. A n-th order symmetry of a PVA (Aˆ, {·λ·}) is an evolutionary
vector field X ∈ Der(A), [ξ, ∂α] = 0 ∀α, with the following properties:
1. The characteristics Xi of the vector field are homogeneous differential
polynomials of order n;
2. X ({fλg}) = {X(f)λg}+ {fλX(g)}
Definition 3.2. A Hamiltonian vector field in the context of PVA [5] is an
evolutionary vector field X whose characteristics Xi are
Xi(uJ) = XH(u
i) = {Hλui}|λ=0 (3.4)
for H ∈ A.
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In terms of PVA cohomology, a symmetry is a cocycle in Ω1(A, {·λ·}) and
a Hamiltonian vector field is a coboundary in the same space.
The fact that a Hamiltonian vector field, in the terms we defined it, is
a symmetry of the λ-bracket is easily obtained from the PVA-Jacobi (2.4)
identity after setting λ = 0
{Hλ{fµg}}|λ=0 = ({fµ{Hλg}}+ {{Hλf}λ+µg}) |λ=0
XH({fµg}) = {fµXH(g)}+ {XH(f)µg}
(3.5)
On the other hand, the classification of the symmetries of the λ-bracket allows
us to characterize the first PVA-cohomology group and hence the Poisson-
Lichnerowicz cohomology of the associated Poisson bracket.
Let us consider each of the normal forms for the λ-bracket of hydrody-
namic type. We will compute the action of an evolutionary vector field on
the brackets between two generators in order to characterize the conditions it
must satisfy in order to be a symmetry of the brackets themselves. Accord-
ing to Definition 3.1 we will consider separately evolutionary vector fields of
degree 0, 1 and 2. In each case, the conditions for the vector fields X to be
a symmetry can be directly computed and will be reported in the following
paragraphs.
We shift then into considering the form of the Hamiltonian vector fields
for each normal form of the λ-bracket. From Definition 3.2 we can explicitly
compute the coefficients of the Hamiltonian vector fields, provided that the
Hamiltonian h is a function of (p, q) only. With abuse of notation, we will
often denote X(p) = X(p, q). Hamiltonian functions homogeneous of differen-
tial degree k produce, for brackets of hydrodynamic type, vector fields of order
k + 1. Apart from the case of 0-th order symmetries that cannot be Hamil-
tonian, we then compare the condition of symmetry with the general form of
Hamiltonian vector fields; this allows us to characterize the first cohomology
group as the space of symmetries of the brackets that are not Hamiltonian.
3.2.1 0th order symmetries
The generic vector field of 0-th differential degree has characteristic
X(pi) = Xi(p) (3.6)
for i = 1, 2. Since there do not exist Hamiltonian functions that can give a
0-th degree vector field by a bracket of degree 1, the first cohomology groups
(of each of the three brackets) at the 0-th order are constituted by all the
symmetries of the brackets themselves. The equation that must be satisfied
for each of the brackets is
{piλXj}+ {Xiλpj} = X ({piλpj})
where, obviously, the RHS vanishes for the brackets (3.1) and (3.2). The
computations are straightforward and can be very easily performed using the
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package MasterPVA we have described in Section 2.3. The reduced systems of
equations for the symmetries of (3.1) and (3.2) are the same, namely
∂X1
∂p
= 0
∂X2
∂p
= 0
∂X1
∂q
= 0
∂X2
∂q
= 0.
Hence, the solution is
X1(p, q) = c1 (3.7)
X2(p, q) = c2.
for c1 and c2 arbitrary constant.
The condition for the existence of 0-th order symmetries of (3.3), on the
other hand, admits only the trivial solution
X1(p, q) = 0 X2(p, q) = 0. (3.8)
We have proved
Theorem 3.2. The 0-th order component of the first cohomology group of
{·λ·}1 and {·λ·}2 are isomorphic to R2. The 0-th order component of the first
cohomology group for the Poisson Vertex Algebra (A, {·λ·}LP ) is trivial.
3.2.2 1st order symmetries
A vector fields whose characteristic is a homogeneous first degree differen-
tial polynomial has the form
X(pi) = Xi(p, pI) = A
ab
i (p)∂apb, (3.9)
where each index runs from 1 to D = N = 2 and we follow the Einstein
convention for the sum over repeated indices.
The conditions for X to be a symmetry can be directly computed and are
summarized in the following lemmas.
Lemma 3.3. An evolutionary vector field of the form (3.9) is a first order
symmetry of the bracket (3.1) if and only if the following conditions hold:
Aabj δ
b
i +A
ba
j δ
a
i −Aabi δbj −Abai δaj = 0 (3.10a)
∂Abli
∂pj
δaj −
∂Aaji
∂pl
δbj −
∂Abji
∂pl
δaj +
∂Ablj
∂pi
δai = 0 (3.10b)
∂2Aali
∂pj∂pm
δbj +
∂2Abmi
∂pj∂pl
δaj −
∂2Aaji
∂pl∂pm
δbj −
∂2Abji
∂pl∂pm
δaj = 0 (3.10c)
∂Aali
∂pj
δbj +
∂Abli
∂pj
δaj −
∂Aaji
∂pl
δbj −
∂Abji
∂pl
δaj = 0 (3.10d)
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In particular, for the case D = N = 2, the solutions of (3.10) for Aabi (p, q)
are
A111 =
∂2K
∂p2
A112 = 0
A121 =
∂2K
∂p∂q
A122 = c1
A211 = c2 A
21
2 =
∂2K
∂p∂q
A221 = 0 A
22
2 =
∂2K
∂q2
(3.11)
where c1 and c2 are constants and K = K(p, q) is a generic function of the
coordinates.
Proof. Recalling that X(pi) = A
ab
i ∂apb and X(f) = ∂
I
(
Aabi ∂apb
)
∂f/∂piI we
compute X({piλpj}−{Aabi ∂apbλpj}−{piλAabj ∂apb} and set to 0 the coefficients
of the four terms λaλb, λa∂bpl, ∂apl∂bpm, and ∂abpl. This procedure gives the
set of equations (3.10); for the case D = N = 2 we explicitly write down the
algebraic equations (3.10a) that imply A112 = 0, A
22
1 = 0, and A
12
1 = A
21
2 . The
complete solution is then easily found using (3.10b). Indeed, equations (3.10d)
turn out to be equivalent to (3.10b) and (3.10c) are differential consequences
of that.
Lemma 3.4. An evolutionary vector field of the form (3.9) is a first order
symmetry of the bracket (3.2) if and only if the following conditions hold:
A122 = A
11
1 A
22
1 = 0
A121 +A
21
1 = A
22
2
A212 −A111 = c1 A121 −A222 = c2
∂A112
∂q
− ∂A
21
2
∂p
= 0
∂A212
∂q
− ∂A
22
2
∂p
= 0
(3.12)
Proof. The particular form of the bracket (3.2) makes explicitly computing
the symmetry condition in the case D = N = 2 the most effective approach to
the problem. As in Lemma 3.3, the coefficients of the terms λaλb are algebraic
equations, while the coefficients of the other terms are linear PDEs. Hence
we can first reduce the number of unknowns for the differential equations. In
order to simplify the set of the remaining equations, we relied to a powerful
computational tool which is called a Janet basis for the linear system of PDEs
[47]. It provides the normal form for the system, which is unique up to the
ordering of variables, and can be computed using the Maple package Janet
[6].
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With the same technique used to prove Lemma 3.3, and then computing
the Janet basis for the explicit formula of the symmetry conditions as we did
in Lemma 3.4, we can characterize the symmetries of (3.3). The results are
summarized in the following lemma.
Lemma 3.5. An evolutionary vector field of the form (3.9) is a first order
symmetry of the bracket (3.3) if and only if the following conditions hold:
Aalj
∂
∂pb
(pipl)−Aali
∂
∂pb
(pjpl) +A
bl
j
∂
∂pa
(pipl)−Abli
∂
∂pa
(pjpl) = 0 (3.13a)
Abaj δ
l
i +A
al
j δ
b
i −Abli δaj −Aabi δlj +
∂Abli
∂pm
∂
∂pa
(pmpj) +
−∂A
am
i
∂pl
∂
∂pb
(pmpj)− ∂A
bm
i
∂pl
∂
∂pa
(pmpj)−
∂Ablj
∂pm
∂
∂pa
(pipm) = 0 (3.13b)(
∂2Aali
∂ps∂pm
− ∂
2Aasi
∂pl∂pm
)
psδ
b
j +
(
∂2Abmi
∂ps∂pl
− ∂
2Absi
∂pl∂pm
)
psδ
a
j+ (3.13c)(
∂2Abmi
∂pa∂pl
− ∂
2Aabi
∂pl∂pm
)
pj +
(
∂2Aali
∂pb∂pm
− ∂
2Abai
∂pl∂pm
)
pj+ (3.13d)
+
(
∂Aali
∂pb
− ∂A
ab
i
∂pl
)
δmj +
(
∂Abmi
∂pa
− ∂A
ba
i
∂pm
)
δlj = 0(
∂Aali
ps
− ∂A
as
i
∂pl
)
∂
∂pb
(pspj) +
(
∂Abli
ps
− ∂A
bs
i
∂pl
)
∂
∂pa
(pspj) = 0
For the case D = N = 2, the algebraic equations allow us to express A211 , A
12
2 ,
and A212 in terms of the remaining five functions; we then compute the Janet
basis of the remaining set of linear PDEs. After this procedure, (3.13) in the
two-dimensional case is reduced to the system
A211 = A
22
2 −
2q
p
A221 A
12
2 = A
11
1 −
2p
q
A112
A212 =
p3A112 + pq
2A121 − q3A221
p2q
2
∂A222
∂q
p+
∂A121
∂q
p+ 3
∂A221
∂q
q + 5A221 = 0 (3.14a)
∂A221
∂p
p+ 2
∂A221
∂q
q + 2A221 −
∂A222
∂q
p = 0 (3.14b)
∂A111
∂p
q − 2∂A
11
2
∂p
p− ∂A
11
2
∂q
q − 2A112 = 0 (3.14c)
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∂A111
∂q
p2q2 − 2∂A
11
2
∂q
p3q + 2
∂A221
∂q
q4 − ∂A
22
2
∂q
pq3+ (3.14d)
2A112 p
3 + 4A221 q
3 −A121 pq2 = 0
4
∂A221
∂q
q4 − ∂A
11
2
∂q
p3q +
∂A222
∂p
p2q2 − 2∂A
22
2
∂q
pq3+ (3.14e)
A112 p
3 −A121 pq2 + 7A221 q3 = 0
∂A121
∂p
p2q2 − 2∂A
11
2
∂q
p3q + 2
∂A221
∂q
p4 − ∂A
22
2
∂q
pq3+ (3.14f)
2A112 p
3 −A121 pq2 + 4A221 q3 = 0
The Hamiltonian vector fields of the bracket (3.1) can be immediately
compared with (3.11), since for this easy case we have explicitly solved the
symmetry conditions. For a Hamiltonian h(p, q), the associated Hamiltonian
vector field has the form
ξh(pi) = A
ab
i ∂apb =
∂2h
∂pi∂pb
δai ∂apb. (3.15)
In particular, this means that the first cohomology group for {·λ·}1 is not
trivial, as opposite as what is known for 1-dimensional Poisson brackets of
hydrodynamic type [36]. Indeed, there exists a family of non Hamiltonian
symmetry depending on two arbitrary constants c1 and c2.
The Hamiltonian vector fields of the bracket (3.2) can be easily computed,
too. Their components are given in terms of the coefficients Aabi , which for an
Hamiltonian h(p, q) are
A111 = A
12
2 = A
21
2 =
∂2h
∂p∂q
A211 = A
22
1 = 0
A112 =
∂2h
∂p2
A121 = A
22
2 =
∂2h
∂q2
(3.16)
There exist solutions of (3.12) with c1, c2 6= 0, but such solutions are not
Hamiltonian vector fields. For example, the vector field whose components
are A111 = A
11
2 = A
12
2 = A
22
1 = A
22
2 = 0, A
21
2 = c1, and A
12
1 = −A211 = c2
is a symmetry but cannot be a Hamiltonian vector field. Thus, the first
cohomology group of {·λ·}2 is not trivial.
In order to characterize the first cohomology group for {·λ·}LP we choose
to proceed in a different way. The algebraic equations in the set of conditions
(3.13) allowed us to express the linear PDEs (3.14a) in terms of 5 out of the
8 coefficients Aabi . We compute these 5 coefficients for a Hamiltonian vector
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field. They are
A111 = −
(
∂h
∂p
+ 2p
∂2h
∂p2
+ q
∂2h
∂p∂q
)
(3.17a)
A112 = −q
∂2h
∂p2
(3.17b)
A121 = −
(
2p
∂2h
∂p∂q
+ q
∂2h
∂q2
)
(3.17c)
A221 = −p
∂2h
∂q2
(3.17d)
A222 = −
(
∂h
∂q
+ 2q
∂2h
∂q2
+
∂2h
∂p∂q
)
(3.17e)
We can regard the five equations (3.17) as an overdetermined system of in-
homogeneous linear PDEs for the unknown function h. The compatibility
conditions for the functions Aabi are the conditions that a symmetry of the λ-
bracket must satisfy in order to be Hamiltonian. Indeed, they guarantee that
a solution (i.e., a Hamiltonian) exists for a generic vector field expressed in
terms of the same coefficients. The compatibility conditions may or may not
have the same solution as the conditions for a vector field to be a symmetry.
Of course, all the solutions of the compatibility conditions are symmetries:
they are components of a Hamiltonian vector field. The converse is in gen-
eral not true, namely the solutions of the symmetry conditions may not be
solutions of the compatibility ones. That would mean that there exist non
Hamiltonian symmetries.
The compatibility conditions among the parameters in the LHS of the
system (3.17) can be found using the tools of Janet package. We compute
the Janet basis for them, getting exactly the set of equations (3.14a). That
means that all the first order symmetries are Hamiltonian vector fields.
We have proved the following theorem:
Theorem 3.6. The first order compontent of the first cohomology groups of
{·λ·}1 and {·λ·}2 are isomorphic to R2. The first order component of the first
cohomology group for the Poisson Vertex Algebra (A, {·λ·}LP ) is trivial.
3.2.3 2nd order symmetries
Let us denote a vector fields whose characteristic is a homogeneous second
degree differential polynomial as
X(pi) = Xi(p, pI) = A
al,bm
i (p)∂apl∂bpm +B
abl
i ∂abpl. (3.18)
From the definition it immediately follows that the coefficients Aal,bmi and B
ab,l
i
must be respectively symmetric in the simultaneous exchange (a, l↔ b,m) and
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in the exchange (a↔ b). The commas in the indices are used, here and in the
following paragraphs, as a bookkeeping device and do not have any further
meaning.
Lemma 3.7. An evolutionary vector field of the form (3.18) is a symmetry
of the bracket (3.1) if and only if the following system of equations holds true:
A11,111 = 0 A
11,11
2 = 0 A
11,12
1 = −∂B1∂p A11,122 = 0
A11,211 = 0 A
11,21
2 =
∂B1
∂p A
11,22
1 =
∂B2
∂p A
11,22
2 =
∂B1
∂q
A12,121 = −2∂B1∂q A12,122 = 0 A12,211 = 0 A12,212 = 0
A12,221 =
∂B2
∂q A
12,22
2 = 0 A
21,21
1 = 0 A
21,21
2 = −2∂B2∂q
A21,221 = 0 A
21,22
2 = −∂B2∂q A22,221 = 0 A22,222 = 0
B1111 = 0 B
111
2 = 0 B
121
1 = 0 B
121
2 = B1(p, q)
B2211 = 0 B
221
2 = −2B2(p, q) B1121 = −2B1(p, q) B1122 = 0
B1221 = B2(p, q) B
122
2 = 0 B
222
1 = 0 B
222
2 = 0
Lemma 3.8. An evolutionary vector field of the form (3.18) is a symmetry
of the bracket (3.2) if and only if the following system of equations holds true:
A11,111 = 0 A
11,11
2 = 0 A
11,12
1 = −∂B1∂p A11,122 = 0
A11,211 = 0 A
11,21
2 =
∂B1
∂p A
11,22
1 =
∂B2
∂p A
11,22
2 =
∂B1
∂q
A12,121 = −2∂B1∂q A12,122 = 0 A12,211 = 0 A12,212 = 0
A12,221 =
∂B2
∂q A
12,22
2 = 0 A
21,21
1 = 0 A
21,21
2 = −2∂B2∂q
A21,221 = 0 A
21,22
2 = −∂B2∂q A22,221 = 0 A22,222 = 0
B1111 = B1(p, q) B
111
2 = 0 B
121
2 = 0 B
121
2 =
1
2B1(p, q)
B2211 = 0 B
221
2 = 2B2(p, q) B
112
1 = 0 B
112
2 = −B1(p, q)
B1221 = 0 B
122
2 = −B2(p, q) B2221 = 0 B2222 = 0
Lemma 3.9. An evolutionary vector field of the form (3.18) is a symmetry
of the bracket (3.3) if and only if the following system of equations holds true:
A11,111 =
∂B1
∂p A
11,11
2 = 0
A11,121 = −1qB1 + 12 ∂B1∂q − pq ∂B1∂p A11,122 = −12 ∂B1∂p
A11,211 =
1
2qB1 +
q
2p2
B2 +
p
2q
∂B1
∂p − q2p ∂B2∂p A11,212 = ∂B1∂p
A11,221 =
1
2
(
− p
q2
B1 − 1pB2 + pq ∂B1∂q + 2∂B2∂p
)
A11,222 =
1
2
(
− q
p2
B2 − 1qB1 + qp ∂B2∂p + 2∂B1∂q
)
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A12,121 =
2p
q2
(
B1 − q ∂B1∂q
)
A12,122 = −∂B1∂q
A12,211 = − q2p ∂B2∂q A12,212 = − p2q ∂B1∂p
A12,221 =
∂B2
∂q A
12,22
2 =
1
2pB2 +
p
2q2
B1 +
q
2p
∂B2
∂q − p2q ∂B1∂q
A21,211 = −∂B2∂p A21,212 = 2qp2
(
B2 − p∂B2∂p
)
A21,221 = −12 ∂B2∂q A21,222 = −1pB2 + 12 ∂B2∂p − qp ∂B2∂q
A22,221 = 0 A
22,22
2 =
∂B2
∂q
B1111 = B1(p, q) B
111
2 = 0
B1212 =
1
2
(
p
qB1 − qpB2
)
B1212 = B1
B2211 = −B2(p, q) B2212 = −2 qpB2
B1121 = −2pqB1 B1122 = −B1
B1221 = B2(p, q) B
122
2 = −12
(
p
qB1 − qpB2
)
B2221 = 0 B
222
2 = B2
As it can be easily seen, all the three families of symmetries of the λ-
brackets (3.1). (3.2), and (3.3) depend only on two arbitrary functions B1(p, q)
and B2(p, q). In the same way as we did for the first order case, we consider
now a generic Hamiltonian, that must be a differential polynomial of degree 1
to give a second order vector field, and compare the outcome of Lemmas 3.7,
3.8, and 3.9 with the three families of Hamiltonian vector fields. The generic
Hamiltonian has the form
H =
N∑
a,b=1
hab(p, q)∂apb (3.19)
and, hence, it depends on four arbitrary functions hab. The functional freedom
we have for the Hamiltonian functions, in other words, is bigger than the one
allowed for the symmetries of the brackets: one could imagine that this implies
that, given a symmetry of the λ-brackets, one can always find a Hamiltonian
of the form (3.19) for which it is a Hamiltonian vector field.
We can show it by explicitly computing B1 and B2 in terms of H, for each
of the three families of symmetries. We have, respectively for (3.1), (3.2), and
(3.3),
B1 =
1
2
(
∂h11
∂q
− ∂h
12
∂p
)
B2 =
1
2
(
∂h22
∂p
− ∂h
21
∂q
)
(3.20)
B1 =
1
2
(
∂h11
∂q
− ∂h
12
∂p
)
B2 =
1
2
(
∂h22
∂p
− ∂h
21
∂q
)
(3.21)
B1 = q
(
∂h11
∂q
− ∂h
12
∂p
)
B2 = p
(
∂h22
∂p
− ∂h
21
∂q
)
(3.22)
It is obvious that, given the freedom we have in the choice of H, any arbitrary
function Bi can be obtained by a particular choice of h
ab. For instance, for
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any B1 as in (3.22), B1 = q
(
∂qh
11 − ∂ph12
)
, a suitable Hamiltonian function
is given by h12 = 0, h11 =
∫
B1/qdq. The same easy choice can be made for all
the three families of symmetries; this allows us to give the following theorem
Theorem 3.10. The second order component of the first cohomology groups
for the D = N = 2 Poisson brackets of hydrodynamic type is trivial.
3.3 Deformations of the brackets
We restate Definition 1.10 and Definition 1.11 in the context of Poisson
Vertex Algebras, simply translating the notions already given in Paragraph
1.3.4. As already discussed, the space of the infinitesimal compatible deforma-
tions of a Poisson bracket that are not trivial, namely that are not obtained by
the action of an evolutionary vector fields, constitute the second cohomology
group.
Definition 3.3. A n-th order deformation of a PVA (A, {·λ·}0) is a PVA
defined by a deformed λ-bracket
{·λ·} = {·λ·}0 +
n∑
k=1
k{·λ·}[k] (3.23)
such that {·λ·} is PVA-skewsymmetric and the PVA-Jacobi identity holds up
to order n, namely
{fλ{gµh}} − {gµ{fλh}} − {{fλg}λ+µh} = O(n+1).
Definition 3.4. A deformation is said to be trivial if there exists an element
φ of the Miura group (see Equation (1.49)) which pulls back {·λ·} to {·λ·}0,
{φ(a)λφ(b)}0 = φ ({aλb}) , ∀a, b ∈ Aˆ.
The Lie algebra of the Miura group, as already discussed, is the algebra
of evolutionary vector fields.
To compute the cohomology groups, we will first consider a generic λ-
bracket of the selected degree – respectively 1, 2, and 3. We impose the
skewsymmetry condition, that reduces the number of free parameters in the
brackets, and then the fulfilling of the PVA-Jacobi identity, by setting equal
to zero the coefficients of the powers of λ, µ, and of the jets variables ∂Ipi.
We get a huge overdetermined system of algebraic-differential equations for
the coefficients that define the deformation we need to simplify. Most of the
parameters can be algebraically solved for in terms of a much smaller subset
of the parameters themselves; we are still left with a system of overdetermined
linear PDEs. We can algorithmically compute the Janet basis of such a system
by using the Maple package Janet, hence getting a minimal set of equations
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that the parameters must fulfill in order for the bracket to be a compatible
deformation. We call those equations the cocycle condition.
Then, we consider the trivial deformations of the brackets for which we
want to compute the cohomology, namely the deformed brackets given by
performing a general Miura transformation (1.49) of the suitable order to
the undeformed brackets. In particular, we look for the expression of the
unknown coefficients of the cocycle conditions in terms of the parameters of
the Miura transformation. Indeed, we can regard each set of such equations
as an inhomogeneous linear system of PDEs for the unknown parameters. A
solution of the system, if there exists, is the set of parameters of a Miura
transformation which produces a given compatible bracket. The existence of
the solution is granted if and only if the coefficients of the bracket, that are
the affine terms of the system, satisfy certain compatibility conditions that
can be found with the tools of Janet package [51]. We call those sets the
coboundary condition, because they give the relation that the coefficients of
the bracket must satisfy to be obtained from a Miura transformation.
We can compare the (Janet basis of the) coboundary condition with the
cocycle one. When the coefficients satisfy the coboundary condition, they
satisfy a fortiori the cocycle one – all the coboundaries are cocycles – but the
converse is not always true. If it is true, that means that all the cocycles are
coboundaries, and hence the cohomology group we are computing is trivial; if
it is false, we can look for solutions of the latter that are not solutions of the
former equations, hence characterizing the cohomology.
In the following paragraphs, we report the computations done for the sec-
ond cohomology group in degrees 1, 2, and 3. Most of the results are left to
Appendix B to improve the clarity of the statements.
3.3.1 0th order deformations
A zeroth order deformation of (3.1), (3.2), or (3.3) must be a first order
homogeneous bracket of the general form
{piλpj}[0] = Aaij(p)λa +Balij (p)∂bpl (3.24)
The conditions of skewsymmetry, easily obtained by setting to 0 the coeffi-
cients of λ and ∂p in {piλpj}[0] +→
{
pj−λ−∂pi
}
[0]
, are the same that are found
in (1.44a) and (1.44b). For the particular case N = D = 2 we are dealing with,
this implies that the coefficients A’s and B’s can be split in their symmetric
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and antisymmetric part with respect to the lower indices and we have
Aa(A) =
1
2
(Aa12 −Aa21) = 0 (3.25a)
Aaij(S) =
1
2
(
Aaij +A
a
ji
)
(3.25b)
Balij(S) =
1
2
(
Balij +B
al
ji
)
=
1
2
∂Aaij
∂pl
(3.25c)
Bal(A) =
1
2
(
Bal12 −Bal21
)
(3.25d)
The number of free coefficients, that used to be 24 (each index in the definition
(3.24) can assume the values 1, 2 and there are not built-in symmetries), is in
this way reduced to 10 (the components of A(S) amd B(A).
It should be noticed that the notion of zeroth order deformation does not fit
into Definition 3.3, since the dispersive terms start with k = 1! Nevertheless,
since we are interested in computing the PVA cohomology of the brackets, the
groups H21 should be taken into account. For doing so, we acknowledge that
the cocycle condition, that can be written as (2.27)= 0 with P and Q the two
brackets {·λ·}0 and {·λ·}[0], is formally equivalent to considering a formal first
order deformation where degP1 = degP0.
Lemma 3.11. A homogeneous λ-bracket of degree 1 as defined in (3.24) and
(3.25) is a zeroth order deformation of the bracket (3.1) if and only if the
following conditions hold:
∂A212
∂q
− 2B22(A) = 0 (3.26a)
∂A211
∂q
= 0 (3.26b)
∂A122
∂q
= 0 (3.26c)
2B12(A) +
∂A112
∂q
= 0 (3.26d)
∂A111
∂q
− 4B21(A) = 0 (3.26e)
−
∂B21(A)
∂q
+
∂B22(A)
∂p
= 0 (3.26f)
−
∂B11(A)
∂q
+
∂B12(A)
∂p
= 0 (3.26g)
∂A222
∂p
+ 4B12(A) = 0 (3.26h)
∂A212
∂p
− 2B21(A) = 0 (3.26i)
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∂A211
∂p
= 0 (3.26j)
∂A122
∂p
= 0 (3.26k)
2B11(A) +
∂A112
∂p
= 0 (3.26l)
Proof. We compute the cocycle condition by setting (2.27)= 0, where the
bracket defined by the first bivector P is (3.1) and the one defined by Q is
of the general form for a skewsymmetric first degree bracket, hence in terms
of the 10 coefficients A’s and B’s. The cocycle condition is homogeneous
of second degree, and we compute the conditions (3.26) by setting to 0 the
coefficients of λ2, λµ, λ∂apl, ∂apl∂bpm, and ∂abpl. The overdetermined system
of PDEs does not allow to algebraically solve for some of the coefficients, hence
we compute the Janet basis of the full system. This basis is made by the LHS
of the condition (3.26).
We follow the same approach for the compatible deformations of (3.2) and
(3.3). The results are summarized in the following lemmas
Lemma 3.12. A homogeneous λ-bracket of degree 1 as defined in (3.24) and
(3.25) is a zeroth order deformation of the bracket (3.2) if and only if the
following conditions hold:
∂
∂q
A212 − 2B22(A) = 0 (3.27a)
∂
∂q
A211 = 0 (3.27b)
∂
∂q
A112 − 3/4
∂
∂q
A222 −B12(A) −B21(A) = 0 (3.27c)
∂
∂q
A111 − 4B22(A) = 0 (3.27d)
− ∂
∂q
B21(A) +
∂
∂p
B22(A) = 0 (3.27e)
− ∂
∂q
B11(A) +
∂
∂p
B12(A) = 0 (3.27f)
− ∂
∂q
A122 +
∂
∂p
A222 = 0 (3.27g)
∂
∂p
A212 − 1/4
∂
∂q
A222 −B12(A) −B21(A) = 0 (3.27h)
∂
∂p
A211 = 0 (3.27i)
∂
∂p
A112 −
∂
∂q
A122 − 2B11(A) = 0 (3.27j)
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∂
∂p
A111 − 3/4
∂
∂q
A222 − 3B12(A) −B21(A) = 0 (3.27k)
∂2
∂q2
A222 + 4
∂
∂q
B12(A) − 4
∂
∂q
B21(A) = 0 (3.27l)
4
∂
∂q
B11(A) +
∂2
∂q2
A122 − 4
∂
∂p
B21(A) = 0 (3.27m)
Lemma 3.13. A homogeneous λ-bracket of degree 1 of the form (3.24) and
(3.25) is a zeroth order deformation of the bracket (3.3) if and only if the
following conditions hold:
A111 − 2
pA112
q
+
p2A122
q2
+
qA211
p
− 2A212 +
pA222
q
= 0 (3.28a)
−2/3A112 − 2/3
pA122
q
+ p
∂
∂q
A122 + 1/3
q2A211
p2
+ 2/3
q3 ∂∂qA
2
11
p2
(3.28b)
+2/3
q2 ∂∂qA
2
12
p
+ 1/3A222 − 1/3 q
∂
∂q
A222 + 4/3 qB
12
(A) − 8/3
q2B22(A)
p
= 0
−4/3 pA
1
12
q
+ p
∂
∂q
A112 + 2/3
p2A122
q2
+ 2/3
qA211
p
+ 4/3
q2 ∂∂qA
2
11
p
+ (3.28c)
+1/3 q
∂
∂q
A212 + 2/3
pA222
q
− 2/3 p ∂
∂q
A222 + 2/3 pB
12
(A) − 10/3 qB22(A) = 0
− ∂
∂q
B21(A) +
∂
∂p
B22(A) = 0 (3.28d)
− ∂
∂q
B11(A) +
∂
∂p
B12(A) = 0 (3.28e)
−A112 +
pA122
q
− 1/2 q
2A211
p2
−
q3 ∂∂qA
2
11
p2
+ 3
q2 ∂∂qA
2
12
p
+ 1/2A222+ (3.28f)
+p
∂
∂p
A222 − q
∂
∂q
A222 + 2 pB
11
(A) + 2 qB
12
(A) − 2 qB21(A) − 4
q2B22(A)
p
= 0
p
∂
∂p
A212 + 2 q
∂
∂q
A212 − p
∂
∂q
A222 − 2 pB21(A) − 4 qB22(A) = 0 (3.28g)
p
∂
∂p
A211 + 2 q
∂
∂q
A211 − p
∂
∂q
A212 − 2 pB22(A) = 0 (3.28h)
1/3
qA112
p
+ 1/3A122 + p
∂
∂p
A122 − 7/6
q3A211
p3
− 7/3
q4 ∂∂qA
2
11
p3
+ 5/3
q3 ∂∂qA
2
12
p2
−
(3.28i)
−1/6 qA
2
22
p
− 1/3
q2 ∂∂qA
2
22
p
+ 2 qB11(A) − 2/3
q2B12(A)
p
− 2
q2B21(A)
p
+ 4/3
q3B22(A)
p2
= 0
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∂
∂p
A112 − 2
q2A211
p3
− 4
q3 ∂∂qA
2
11
p3
+ 4
q2 ∂∂qA
2
12
p2
−
q ∂∂qA
2
22
p
+ 2B11(A) − 4
qB21(A)
p
= 0
(3.28j)
A211
p
+ 7/2
q ∂∂qA
2
11
p
+
q2 ∂
2
∂q2
A211
p
− 7/2 ∂
∂q
A212 − 2 q
∂2
∂q2
A212 + p
∂2
∂q2
A222+
(3.28k)
+2 p
∂
∂q
B12(A) + 2 q
∂
∂q
B22(A) + 3B
22
(A) = 0
As described in general, we consider a Miura transformation of the gen-
erators {pi} of the form pi 7→ Pi = pi + Fi(p, q) and compute the trivial
deformed bracket, respectively for (3.1), (3.2), and (3.3). The expression of
the ten coefficients As and Bs in terms of the two parameters of the Miura
transformation are given in Appendix B.1. For each bracket, the compatibil-
ity conditions that allow to find the parameters of the transformation given
the 10 coefficients A’s and B’s are, respectively, given as the following set of
equations (3.29), (3.30), and (3.31).
A211 = 0 (3.29a)
A122 = 0 (3.29b)
∂
∂q
A212 − 2B22(A) = 0 (3.29c)
2B12(A) +
∂
∂q
A112 = 0 (3.29d)
∂
∂q
A111 − 4B21(A) = 0 (3.29e)
− ∂
∂q
B21(A) +
∂
∂p
B22(A) = 0 (3.29f)
− ∂
∂q
B11(A) +
∂
∂p
B12(A) = 0 (3.29g)
∂
∂p
A222 + 4B
12
(A) = 0 (3.29h)
∂
∂p
A212 − 2B21(A) = 0 (3.29i)
2B11(A) +
∂
∂p
A112 = 0 (3.29j)
A211 = 0 (3.30a)
−2A212 +A111 = 0 (3.30b)
∂
∂q
A222 + 4B
12
(A) − 4B21(A) = 0 (3.30c)
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∂
∂q
A212 − 2B22(A) = 0 (3.30d)
2B12(A) +
∂
∂q
A112 − 4B21(A) = 0 (3.30e)
− ∂
∂q
B21(A) +
∂
∂p
B22(A) = 0 (3.30f)
− ∂
∂q
B11(A) +
∂
∂p
B12(A) = 0 (3.30g)
− ∂
∂q
A122 +
∂
∂p
A222 = 0 (3.30h)
∂
∂p
A212 − 2B21(A) = 0 (3.30i)
∂
∂p
A112 −
∂
∂q
A122 − 2B11(A) = 0 (3.30j)
4
∂
∂q
B11(A) +
∂2
∂q2
A122 − 4
∂
∂p
B21(A) (3.30k)
A111pq
2 − 2A112p2q + p3A122 +A211q3 − 2A212pq2 +A222p2q = 0 (3.31a)
−2/3 p
2A112
q2
− 2/3 p
3A122
q3
+
p3 ∂∂qA
1
22
q2
+ 1/3A211 + 2/3 q
∂
∂q
A211+ (3.31b)
+2/3 p
∂
∂q
A212 + 1/3
p2A222
q2
− 1/3
p2 ∂∂qA
2
22
q
+ 4/3
p2B12(A)
q
− 8/3 pB22(A) = 0
−4/3 p
2A112
q2
+
p2 ∂∂qA
1
12
q
+ 2/3
p3A122
q3
+ 2/3A211 + 4/3 q
∂
∂q
A211+ (3.31c)
+1/3 p
∂
∂q
A212 + 2/3
p2A222
q2
− 2/3
p2 ∂∂qA
2
22
q
+ 2/3
p2B12(A)
q
− 10/3 pB22(A) = 0
− ∂
∂q
B21(A) +
∂
∂p
B22(A) = 0 (3.31d)
− ∂
∂q
B11(A) +
∂
∂p
B12(A) = 0 (3.31e)
−A112p2q + p3A122 − 1/2A211q3 −
(
∂
∂q
A211
)
q4 + 3 pq3
∂
∂q
A212+ (3.31f)
+1/2A222p
2q +
(
∂
∂p
A222
)
p3q −
(
∂
∂q
A222
)
p2q2 + 2B11(A)p
3q + 2B12(A)p
2q2−
−2 q2B21(A)p2 − 4B22(A)pq3 = 0
p
∂
∂p
A212 + 2 q
∂
∂q
A212 − p
∂
∂q
A222 − 2 pB21(A) − 4 qB22(A) = 0 (3.31g)
p
∂
∂p
A211 + 2 q
∂
∂q
A211 − p
∂
∂q
A212 − 2 pB22(A) = 0 (3.31h)
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1/3
p2A112
q
+ 1/3
p3A122
q2
+
p4 ∂∂pA
1
22
q2
− 7/6A211q − 7/3
(
∂
∂q
A211
)
q2+
+5/3 pq
∂
∂q
A212 − 1/6
p2A222
q
− 1/3 p2 ∂
∂q
A222 + 2
B11(A)p
3
q
− 2/3 p2B12(A)−
−2 p2B21(A) + 4/3B22(A)pq = 0 (3.31i)
p3 ∂∂pA
1
12
q
− 4
(
∂
∂q
A211
)
q2 − 2A211q + 4 pq
∂
∂q
A212− (3.31j)
−p2 ∂
∂q
A222 + 2
B11(A)p
3
q
− 4 p2B21(A) = 0
A211
p
+ 7/2
q ∂∂qA
2
11
p
+
q2 ∂
2
∂q2
A211
p
− 7/2 ∂
∂q
A212 − 2 q
∂2
∂q2
A212 + p
∂2
∂q2
A222+
(3.31k)
+2 p
∂
∂q
B12(A) + 2 q
∂
∂q
B22(A) + 3B
22
(A) = 0
The cohomology group H21 (P1) can be easily computed. It is easy to see
that (3.29b) and (3.29a) imply, respectively, ((3.26c), (3.26k)) and ((3.26b),
(3.26j)). In the other direction, however, A122 = c1 and A
2
11 = c2 constants
satisfy the cocycle condition between being coboundaries. Hence, H21 (P1)
∼=
R2.
The cohomology group H21 (P2) gives us more troubles. We can compare,
as before, the cocycle conditions (3.27) with the coboundary conditions (3.30).
Six of the conditions coincide, for example (3.27a) and (3.30d); for the remain-
ing ones, we can exploit the built-in procedures in the package Janet to reduce
the coboundary conditions and their differential consequences in terms of the
cocycle ones. This allows to generalize and make powerful the procedure we
described for H21 (P1): there are coboundary conditions that are not true for
all the cocycles, but for instance we can check that their first (second) deriva-
tives are 0 for all the cocycles. That means that a coefficient, or a particular
combination of the coefficients must be 0 for the coboundaries but can be a
constant (a linear function) for the cocycles: hence, we can characterize the
cohomology groups. Performing this procedure we explained in abstract for
the coboundary conditions (3.30) we get that ∂qA
2
22+4B
12
(A)−4B22(A), A111−A212,
and A211 must vanish for the coboundaries, but for a cocycle can be respectively
c1, c1p+ c2, and c3 with (c1, c2, c3) constants. Hence, H
2
1 (P2)
∼= R3.
Finally, the cohomology group H21 (PLP ) is easily got by finding that the
cocycle conditions imply the coboundary ones; since the converse is always
true, we can conclude that all the cocycles are coboundaries, and hence
H21 (PLP ) = 0.
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Remark 3.14. A representative in the class H21 (P1) is a bracket of the form
{piλpj} =
(
0 0
0 c1
)
λ1 +
(
c2 0
0 0
)
λ2. (3.32)
This bracket is itself the λ-bracket of a PVA of hydrodynamic type, in the
same class as (3.1). On the other hand, a representative in the class H21 (P2)
is a bracket of the form
{piλpj} =
(
c1p+ c2 0
0 0
)
λ1 +
(
c3 0
0 0
)
λ2
+
(
1
2c1 0
0 0
)
px +
(
0 14c1
−14c1 0
)
qx.
(3.33)
Such a bracket is not the λ-bracket of a PVA, as it can be easily checked by
computing the PVA-Jacobi identity.
3.3.2 1st order deformations
A first order deformation of (3.1), (3.2) or (3.3) is a second degree homo-
geneous bracket. In general, such a bracket is of the form
{piλpj}[1] = Aabij (p)λaλb +Ba,blij (p)∂bplλa+
+ Cal,bmij (p)∂apl∂bpm +D
ab,l(p)∂abpl (3.34)
Here, A, B, C and D are arbitrary functions of the p’s only. It should be
apparent from the definition that Aabij and D
ab,l
ij are symmetric in the exchange
of a and b while Cal,bmij must be symmetric in the simultaneous exchange of
(a, l) with (b,m). The deformation depends on 108 parameters for D = N = 2.
The formalism of the Poisson Vertex Algebras makes finding the conditions
on A, B, C and D for the bracket {·λ·}[1] to the first order deformation of
(3.1), (3.2), and (3.3) relatively simple, and anyhow straightforward. We will
prove the following
Theorem 3.15. The first order second cohomology group for the Poisson Ver-
tex Algebra associated to a multidimensional Poisson bracket of hydrodynamic
type of the form (3.1), (3.2), or (3.3) for D = N = 2 is trivial.
While the condition of skewsymmetry is independent from the particular
form of the undeformed bracket, both the trivial deformations and the PVA–
Jacobi identities must be computed for each undeformed bracket. Hence, the
full proof of the theorem is split in several lemmas.
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Lemma 3.16. A first order deformation of the λ-bracket of a PVA for D = N
is skewsymmetric if and only if the following conditions hold:
Aabij = −Aabji (3.35a)
∂Aabij
∂pl
=
1
2
(
Ba,blij −Ba,blji
)
=
1
2
(
Bb,alij −Bb,alji
)
(3.35b)
Ba,blij +B
b,al
ji = B
b,al
ij +B
a,bl
ji = 2D
ab,l
ij + 2D
ab,l
ji (3.35c)
∂Ba,bmij
∂pl
+
∂Bb,alji
∂pm
=
∂Bb,alij
∂pm
+
∂Ba,bmji
∂pl
= 2Cal,bmij + 2C
al,bm
ji (3.35d)
Proof. We compute {piλpj}[1] +→{pj−∂−λpi}[1] and set equal to zero respec-
tively the coefficients of λaλb, λa∂bpl, ∂apl∂bpm and ∂abpl.
In particular, for the case D = N = 2, the condition of skewsymmetry is
equivalent to impose the following form for the parameters of (3.34):
Aabij(S) =
1
2
(
Aabij +A
ab
ji
)
(3.35a)
= 0 (3.36a)
Aab12(A) =
1
2
(
Aab12 −Aab21
)
= A˜ab (3.36b)
Ba,blij(S) =
1
2
(
Ba,blij +B
ab,l
ji
)
= B˜a,blij (3.36c)
Ba,bl12(A) =
1
2
(
Ba,bl12 −Bab,l21
)
(3.35b)
=
∂A˜ab
∂pl
(3.36d)
Cal,bmij(S) =
1
2
(
Cal,bmij + C
al,bm
ji
)
(3.36e)
(3.35d)
=
1
4
∂
(
B˜a,bmij +B
a,bm
ij(A)
)
∂pl
+
∂
(
B˜b,alij −Bb,alij(A)
)
∂pm

Cal,bm12(A) =
1
2
(
Cal,bm12 − Cal,bm21
)
= C˜al,bm (3.36f)
Dab,lij(S) =
1
2
(
Dab,lij +D
ab,l
ji
)
(3.36g)
(3.35c)
=
1
4
(
B˜a,blij +B
a,bl
ij(A) + B˜
b,al
ij −Bb,alij(A)
)
Dab,l12(A) =
1
2
(
Dab,l12 −Dab,l21
)
= D˜ab,l. (3.36h)
Imposing the skewsymmetry condition reduces the number of free parameters
(now they are the functions denoted with the tilde) to 43.
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Lemma 3.17. A homogeneous λ-bracket of degree 2 of the form (3.34) is a
first order deformation of the bracket (3.1) if and only if the following condi-
tions hold:
∑
σ(a,b,c)
[
Dab,ijk δ
c
i −Dab,kij δck +
1
2
(
Ba,bkij +B
a,bk
ji
)
δck
]
= 0 (3.37a)
Bc,bijk δ
a
i +B
c,ai
jk δ
b
i −
(
Ba,bjik −Ba,bjki
)
δcj +
(
Ba,ckij − 2Dac,kij
)
δbk+
+
(
Bb,ckij − 2Dbc,kij
)
δak + 2D
ab,k
ji δ
c
k = 0 (3.37b)∑
σ(a,b,c)
(
2Cak,blij −
∂Dab,lij
∂pk
− ∂∂Dab,kij ∂pl
)
δck = 0 (3.37c)
2Cai,cljk δ
b
i + 2C
bi,cl
jk δ
a
i +
(
∂Ba,ckij
∂pl
− ∂B
a,cl
ij
∂pk
− 2∂D
ac,k
ij
∂pl
+ 2Cak,clij
)
δbk+
+
(
∂Bb,ckij
∂pl
− ∂B
b,cl
ij
∂pk
− 2∂D
bc,k
ij
∂pl
+ 2Cbk,clij
)
δak + 2
∂Dab,kji
∂pl
δck = 0 (3.37d)
∂Bb,cljk
∂pi
δai −
∂Ba,clik
∂pj
δbj + 2
(
Cbk,clij −
∂Dbc,kij
∂pl
)
δak − 2
(
Cak,clji −
∂Dac,kji
∂pl
)
δbk+
+
∂
∂pl
(
Bab,kij − 2Dab,kij
)
δck = 0 (3.37e)
2
∂Dbc,ljk
∂pi
δai +
(
∂Ba,bkij
∂pl
− ∂B
a,bl
ij
∂pk
+ 2Cak,blij − 2
∂Dab,kij
∂pl
)
δck+
+
(
∂Ba,ckij
∂pl
− ∂B
a,cl
ij
∂pk
+ 2Cak,clij − 2
∂Dac,kij
∂pl
)
δbk+
+2
(
Cbk,clij + C
ck,bl
ij −
∂Dbc,lij
∂pk
− ∂D
bc,k
ij
∂pl
)
δak = 0 (3.37f)
∑
σ(al,bm,cn)
(
2
∂2Cak,bmij
∂pl∂pn
− ∂
2Cal,bmij
∂pk∂pn
− ∂
3Dab,kij
∂pl∂pm∂pn
)
δck = 0 (3.37g)
2
∂Cbl,cmij
∂pi
δai +
(
2
∂Cbl,ckij
∂pm
+
∂Ccm,bkij
∂pl
− 2∂
2Dbc,kij
∂pl∂pm
− 2∂C
bl,cm
ij
∂pk
)
δak+
+
(
∂2Ba,bkij
∂pl∂pm
− ∂
2Ba,blij
∂pk∂pm
+ 2
∂Cak,blij
∂pm
− 2∂
2Dab,kij
∂pl∂pm
)
δck+
+
(
∂2Ba,ckij
∂pl∂pm
− ∂
2Ba,clij
∂pk∂pm
+ 2
∂Cak,clij
∂pm
− 2∂
2Dac,kij
∂pl∂pm
)
δbk = 0 (3.37h)
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(
∂Cak,blij
∂pm
− ∂
2Dab,lij
∂pm∂pk
+
∂Cbk,alij
∂pm
− ∂
2Dab,kij
∂pm∂pl
)
δck+
+
(
∂Cck,alij
∂pm
+
∂Cak,cmij
∂pl
− ∂C
al,cm
ij
∂pk
− ∂
2Dac,kij
∂pm∂pl
)
δbk+
+
(
∂Cck,blij
∂pm
+
∂Cbk,cmij
∂pl
− ∂C
bl,cm
ij
∂pk
− ∂
2Dbc,kij
∂pm∂pl
)
δak = 0 (3.37i)
Repeated indices are summated according to Einstein’s rule;
∑
σ(a,b,c) means
the complete symmetrization with respect to the listed indices (or couples of
indices).
Proof. When computing the PVA-Jacobi identity for {·λ·}, we end up with
a degree 0 term in  which is the PVA-Jacobi identity for the undeformed
bracket {·λ·}1, plus a degree 1 term which reads

({
piλ
{
pjµpk
}
1
}
[1]
+
{
piλ
{
pjµpk
}
[1]
}
1
+
−
{
pjµ {piλpk}1
}
[1]
−
{
pjµ {piλpk}[1]
}
1
+
−
{
{piλpj}[1]λ+µpk
}
1
−
{
{piλpj}1λ+µpk
}
[1]
)
(3.38)
and terms of higher order that are discharged. The sets of equations (3.37)
are then obtained collecting the homogeneous terms in λ, µ and derivatives of
p, up to the third degree.
We apply to (3.37) the skewsymmetry conditions (3.36); all the algebraic
relations, that can be found by direct inspection, among the 43 parameters
are given in Appendix B.2.1. There are still 9 functions (according to our
choice, A˜11, A˜12, A˜22, B˜1,1211 , B˜
1,22
11 , B˜
2,11
11 , B˜
2,21
22 , B˜
2,11
22 , and B˜
1,22
22 ) which must
satisfy the following set of linear PDEs in order to be the components of the
first order deformed bracket.
∂B˜2,1111
∂q
=
∂B˜1,2211
∂p
+ 2
∂2A˜22
∂p2
(3.39a)
∂B˜1,2222
∂p
=
∂B˜2,1122
∂q
− 2∂
2A˜11
∂q2
. (3.39b)
The same procedure can be repeated for the deformations of (3.2). In this
case we do not start looking for the general set of conditions for any D,
but compute explictly the PVA–Jacobi identity at the first order (3.38) for
{·λ·}2 and {·λ·}[1], having imposed the form (3.36) to the parameters of the
deformation. All the 43 parameters can be expressed as linear combinations
and derivatives of just 9 of them, namely A˜11, A˜12, A˜22, B˜1,1111 , B˜
1,21
11 , B˜
1,12
22 ,
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B˜2,1122 , B˜
2,12
22 , and B˜
2,21
22 . The formulas for the remaining can be found solving
linear algebraic equations and are explicitly given in Appendix B.2.2. The nine
parameters we are left with must satisfy the following pair of linear PDEs:
∂B˜1,1222
∂q
+
∂B˜2,1122
∂q
=
∂B˜2,1222
∂p
(3.40a)
∂B˜1,1111
∂q
+ 2
∂2A˜11
∂q2
+
∂2A˜22
∂p2
= 2
∂B˜2,1222
∂q
+
∂B˜2,2122
∂q
+
∂B˜1,2111
∂p
+ 4
∂2A˜12
∂p∂q
.
(3.40b)
Finally, we perform the same computation of Lemma 3.17 for the third class
of λ-brackets.
Lemma 3.18. A homogeneous λ-bracket of degree 2 of the form (3.34) is a
first order deformation of the bracket (3.3) if and only if the following condi-
tions hold:
Dab,cji pk +D
ab,c
jk pi +
(
Dab,lji δ
c
k +D
ab,l
jk δ
c
i
)
pl+ 	 (a, b, c) = 0 (3.41a)
2
(
Abcikδ
a
j +A
ac
ikδ
b
j
)
+ 2
(
Aabji δ
c
k −Aabikδcj +Aabkjδci
)
+
−
(
Ba,bcki −Ba,bcik
)
pj −
(
Bc,abjk −Bc,bajk
)
pi+
−
[(
Ba,blki −Ba,blik
)
δcj +B
c,bl
jk δ
a
i +B
c,al
jk δ
b
i
]
pl+ (3.41b)
−
[(
2Dbc,lji −Bc,blji
)
δak +
(
2Dca,lji −Bc,alji
)
δbk + 2D
ab,l
ji δ
c
k
]
pl+
−
(
2Dcb,aji −Bc,baji + 2Dca,bji −Bc,abji + 2Dab,cji
)
pk = 0∑
σ(a,b,c)
[(
∂Dab,lij
∂pm
+
∂Dab,mij
∂pl
− 2Cam,blij
)
pmδ
c
k + (3.41c)
+
(
∂Dab,lij
∂pc
+
∂Dab,cij
∂pl
− 2Cac,blij
)]
= 0
(
Cba,clji + C
ab,cl
ji
)
pk −
(
Cba,cljk + C
ab,cl
jk
)
pi − ∂
∂pl
(
Dab,cji +D
bc,a
ji +D
ca,b
ji
)
pk+
−
(
Dbc,ajk +D
ac,b
jk
)
δli −Dab,cji δlk −
(
Dbc,ljk δ
a
i +D
ca,l
jk δ
b
i +D
ab,l
jk δ
c
i
)
+
+
[(
Cbm,clji δ
a
k + C
am,cl
ji δ
b
k
)
−
(
Cbm,cljk δ
a
i + C
am,cl
jk δ
b
i
)
+ (3.41d)
− ∂
∂pl
(
Dab,mji δ
c
k +D
bc,m
ji δ
a
k +D
ca,m
ji δ
b
k
)]
pm = 0
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Bb,clik δ
a
j −Ba,cljk δbi +Bb,clδak −Ba,clij δbk +Bb,aljk δci+ (3.41e)
+Ba,cbik δ
l
j −Bb,cajk δli +
(
2Dab,cij −Ba,bcij
)
+ +
∂Ba,clik
∂pb
pj −
∂Bb,cljk
∂pa
pi+
+
[
2Cab,clji − 2Cba,clij + 2
∂Dcb,aij
∂pl
− 2∂D
ca,b
ji
∂pl
+
∂
∂pl
(
2Dab,cij −Ba,bcij
)]
pk+
+
[
∂Ba,clik
∂pm
δbj −
∂Bb,cljk
∂pm
δai + 2
(
∂Dcb,mij
∂pl
− Cbm,clij
)
δak+
−2
(
∂Dab,mji
∂pl
− Cam,clji
)
δbk +
∂
∂pl
(
2Dab,mij −Ba,bmij
)
δck
]
= 0(
Cac,blji + C
ab,cl
ji −
∂Dab,cji
∂pl
− ∂D
ac,b
ji
∂pl
+
∂Dbc,aij
∂pl
+
∂Dbc,lij
∂pa
− Cba,clij − Cca,blij
)
pk+
−∂D
bc,l
jk
∂pa
pi −Dbc,ajk δli −Dab,ljk δci −Dac,ljk δbi +Dbc,lji δak+ (3.41f)
+
[
−∂D
bc,l
jk
pm
δai +
(
∂Dbc,lij
∂pm
− ∂D
bc,m
ij
∂pl
− Cbm,clij − Ccm,blij
)
δak+
+
(
Cam,blji −
∂Dab,mji
∂pl
)
δck +
(
Cam,clji −
∂Dac,mji
∂pl
)
δbk
]
pm = 0
−2 ∂
∂pa
(
Cbl,cmjk pi
)
+ 2
∂Cbl,cmij
∂pa
pk + 2C
bl,cm
ji δ
a
k
+
∂
∂pm
(
2Cac,blji − 2Cca,blij + 2
∂Dbc,aij
∂pl
− 2∂D
ab,c
ji
∂pl
)
pk+
+
∂
∂pl
(
2Cab,cmji − 2Cba,cmij + 2
∂Dbc,aij
∂pm
− 2∂D
ac,b
ji
∂pm
)
pk+ (3.41g)
−2Cbl,amjk δci − 2Ccm,aljk δbi − 2Cbl,cajk δmi − 2Ccm,bajk δli+
+2
(
Cac,blji −
∂Dab,cji
∂pl
)
δmk + 2
(
Cab,cmji −
∂Dac,bji
∂pm
)
δlk = 0
∑
σ(al,bm,cn)
[
∂
∂pn
(
∂Cal,bmij
∂pc
pk − 2
∂Cac,bmij
∂pl
pk +
∂2Dab,cij
∂pm∂pl
pk
)
+ (3.41h)
+ps
∂
∂pn
(
∂Cal,bmij
∂ps
− 2∂C
as,bm
ij
∂pl
+
∂2Dab,sij
∂pm∂pl
)
δck
]
= 0
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∂
∂pm
[(
∂Dab,lij
∂pc
+
∂Dab,cij
∂pl
− Cac,blij − Cbc,alij
)
pk
]
+ (3.41i)
+
(
∂Cal,cmij
∂pb
+
∂Cbl,cmij
∂pa
− ∂C
ab,cm
ij
∂pl
− ∂C
ba,cm
ij
∂pl
+ (3.41j)
−∂C
al,cb
ij
∂pm
− ∂C
bl,ca
ij
∂pm
+
∂2Dac,bij
∂pl∂pm
+
∂2Dbc,aij
∂pl∂pm
)
pk+ (3.41k)
+pn
[(
∂2Dab,lij
∂pm∂pn
+
∂2Dab,nij
∂pl∂pm
− ∂C
an,bl
ij
∂pm
− ∂C
bn,al
ij
∂pm
)
δck+ (3.41l)(
∂2Dac,nij
∂pl∂pm
+
∂Cal,cmij
∂pn
− ∂C
an,cm
ij
∂pl
− ∂C
cn,al
ij
∂pm
)
δbk+ (3.41m)(
∂2Dac,nij
∂pl∂pm
+
∂Cal,cmij
∂pn
− ∂C
an,cm
ij
∂pl
− ∂C
cn,al
ij
∂pm
)
δbk+ (3.41n)(
∂2Dbc,nij
∂pl∂pm
+
∂Cbl,cmij
∂pn
− ∂C
bn,cm
ij
∂pl
− ∂C
cn,bl
ij
∂pm
)
δak
]
= 0 (3.41o)
The notation 	 (a, b, c) means cyclic permutations of the indices (a, b, c).
Remark 3.19. Let us consider the trivial case D = 1. The undeformed bracket
reads {pλp}LP = −2pλ−p′ (the prime means the only derivative of p, namely
wrt x), which is the so-called Virasoro-Magri PVA with central charge 0 (see
Ex. 1.18 in [5]). We easily get the well known result, shown for instance
in [20], that such deformations do not exist in the scalar case. From the
skewsymmetry conditions we get (now the indices have become useless, but
notice that here D does not denote the number of the independent variables
but rather the coefficient in front of p′′) A = 0, 2D = B, 2C = B′; moreover,
(3.41a) is enough to get D = 0, hence B = C = 0.
We follow the same approach as for the bracket {·λ·}1, setting D = 2
and expressing the parameters of the deformation according to (3.36). We
simplify the condition and get an overdetermined system of 45 equations for 9
unknown functions A˜11, A˜12, A˜22, B˜1,2211 , B˜
2,11
11 , B˜
1,21
11 , B˜
2,11
22 , B˜
1,22
22 , and B˜
2,12
22 .
The expressions for the remaining ones in terms of these nine are left to the
Appendix B.2.3. The Janet basis of the system of PDEs according which
the deformed λ-bracket is a PVA up to the first order are the following two
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equations
− 3
4
p2A˜11 +
3
4
q2A˜22 − 3
4
q3B˜1,2211 −
3
4
p3B˜2,1122 −
3
8
q3
∂A˜22
∂q
+
3
8
p3
∂A˜11
∂p
+
− 1
4
p2q2
∂B˜2,1111
∂p
− 1
2
p3q
∂B˜1,2222
∂p
− 1
2
pq2B˜2,1111 −
1
4
pq2B˜1,2111 −
1
4
p2qB˜2,1222 +
− 1
2
p2qB˜1,2222 − p2q2
∂2A˜11
∂q2
− 1
2
p3q
∂2A˜11
∂p∂q
+ p2q2
∂2A˜22
∂p2
+
1
2
pq3
∂2A˜22
∂p∂q
+
+
5
8
p2q
∂A˜11
∂q
+
1
4
p2q2
∂B˜2,1222
∂q
− 1
4
pq2
∂A˜12
∂q
− 1
2
pq3
∂B˜2,1111
∂q
+
1
2
p3q
∂B˜2,1122
∂q
+
+
1
2
pq3
∂B˜1,2211
∂p
+
1
4
p2q
∂A˜12
∂p
− 1
4
p2q2
∂B˜1,2222
∂q
+
1
4
p2q2
∂B˜1,2111
∂p
− 5
8
pq2
∂A˜22
∂p
=
= 0 (3.42a)
and
− 5p2q2∂
2A˜12
∂p∂q
− 2p3q∂
2A˜12
∂p2
+ 6p2q2
∂2A˜11
∂q2
+ 5p3q
∂2A˜11
∂p∂q
+ 2pq3
∂2A˜22
∂p∂q
+
+
11
4
p2A˜11 − 7
4
q2A˜22 +
15
4
q3B˜1,2211 +
3
4
p3B˜2,1122 −
1
8
q3
∂A˜22
∂q
− 19
8
p3
∂A˜11
∂p
+
+p4
∂2A˜11
∂p2
+q4
∂2A˜22
∂q2
+
5
4
p2q2
∂B˜2,1111
∂p
+
1
2
p3q
∂B˜1,2222
∂p
+
5
2
pq2B˜2,1111 +
9
4
pq2B˜1,2111 +
− 3
4
p2qB˜2,1222 +
1
2
p2qB˜1,2222 +2q
4∂B˜
1,22
11
∂q
+2pq3
∂B˜1,2111
∂q
−2p3q∂B˜
2,12
22
∂p
−2p4∂B˜
2,11
22
∂p
+
− 2pq3∂
2A˜12
∂q2
− 17
8
p2q
∂A˜11
∂q
− 9
4
p2q2
∂B˜2,1222
∂q
+
1
4
pq2
∂A˜12
∂q
+
5
2
pq3
∂B˜2,1111
∂q
+
− 7
2
p3q
∂B˜2,1122
∂q
+
1
2
pq3
∂B˜1,2211
∂p
− 5
4
p2q
∂A˜12
∂p
+
1
4
p2q2
∂B˜1,2222
∂q
+
3
4
p2q2
∂B˜1,2111
∂p
+
+
13
8
pq2
∂A˜22
∂p
= 0. (3.42b)
Now, let us consider the trivial deformations of (3.1), (3.2), and (3.3),
namely the deformed brackets given by performing a general Miura trans-
formation (1.49) of the first order to the undeformed brackets. Such a change
of coordinates will have the form
pi 7→ Pi = pi +
∑
j,k=1,2
F jki (p, q)∂jpk
and thus depends on 8 arbitrary functions of (p1 ≡ p, p2 ≡ q). We com-
pute {Pi(p)λPj(p)}1,2,LP = {Pi(p)λPj(p)}a, which is in all three cases very
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straightforward. We start by the expansion to the order ,
{PiλPj}a = {piλpj}a + 
({
F ali ∂aplλpj
}
a
+
{
piλF
al
j ∂apl
}
a
)
+O(2)
and then we use the master formula (2.5) for the two latter brackets. The ex-
pression we get is written in terms of the ‘old’ coordinates; up to the first order,
we can invert the transformation by pi = Pi−F ali (P )∂aPl, getting the formula
for the deformed bracket {Pi(p)λPj(p)}1,2,LP = {PiλPj}1,2,LP + {PiλPj}[1].
We need only the 9 parameters of each first order deformed bracket we have
chosen to express all the other ones in terms of. For deformations of (3.1) we
have:
A˜11 = F 112 (3.43a)
2A˜12 = F 212 − F 121 (3.43b)
A˜22 = −F 221 (3.43c)
B1,1211 = 2
∂F 121
∂p
− 2∂F
11
1
∂q
(3.43d)
B1,2211 = 2
∂F 221
∂p
− ∂F
21
1
∂q
(3.43e)
B2,1111 = −
∂F 211
∂p
(3.43f)
B2,2122 = 2
∂F 112
∂q
− 2∂F
22
2
∂p
(3.43g)
B2,1122 = 2
∂F 112
∂q
− ∂F
12
2
∂p
(3.43h)
B2,1222 = −
∂F 122
∂q
(3.43i)
Following the same procedure, the parameters we chose for the deformations
of (3.2) are
A˜11 = −F 111 + F 122 (3.44a)
2A˜12 = F 222 − F 211 − F 121 (3.44b)
A˜22 = −F 221 (3.44c)
B1,1111 = 2
∂F 111
∂q
− 2∂F
12
1
∂p
(3.44d)
B1,2111 = 2
∂F 211
∂q
− ∂F
22
1
∂p
(3.44e)
B1,1222 = 2
∂F 122
∂p
− 2∂F
11
2
∂q
(3.44f)
B2,1122 = 2
∂F 112
∂q
− ∂F
12
2
∂p
− ∂F
21
2
∂p
(3.44g)
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B2,1222 =
∂F 122
∂q
− ∂F
21
2
∂q
(3.44h)
B2,2122 = 2
∂F 212
∂q
− 2∂F
22
2
∂p
(3.44i)
Finally, for the trivial deformations of (3.3) we get
A˜11 = qF 111 − 2pF 112 − qF 122 (3.45a)
2A˜12 = pF 111 + 2qF
12
1 − pF 122 + qF 212 − 2pF 212 − qF 222 (3.45b)
A˜22 = pF 211 + 2qF
22
1 − pF 222 (3.45c)
B1,2111 = F
12
1 − 2q
∂F 211
∂q
+ p
∂F 121
∂p
− 2p∂F
21
1
∂p
+ q
∂F 221
∂p
(3.45d)
B12,211 = F
22
1 + p
∂F 121
∂q
+ 2p
∂F 211
∂q
− q∂F
22
1
∂q
− 4p∂F
22
1
∂p
(3.45e)
B2,1111 = −F 121 − 2p
∂F 111
∂q
+ p
∂F 121
∂p
+ 2p
∂F 211
∂p
+ q
∂F 221
∂p
(3.45f)
B2,1222 = F
21
2 + p
∂F 112
∂q
− 2q∂F
12
2
∂q
+ q
∂F 212
∂q
− 2p∂F
12
2
∂p
(3.45g)
B2,1122 = F
11
2 + q
∂F 212
∂p
+ 2q
∂F 122
∂p
− p∂F
11
2
∂p
− 4q∂F
11
2
∂q
(3.45h)
B2,1222 = −F 212 − 2q
∂F 222
∂p
+ q
∂F 212
∂q
+ 2q
∂F 122
∂q
+ p
∂F 112
∂q
(3.45i)
In the three sets of equations (3.43), (3.44), and (3.45) we have dropped the
tilde from the parameters B’s because, by definition (3.36), we have B˜a,bcii =
Ba,bcii . Since the three brackets we have just defined are the Miura transformed
of the undeformed ones, they are a first order deformation of a PVA bracket;
the sets of coefficients satisfy, as it can be easily checked, the corresponding
PVA–Jacobi identities up to the first order.
We can regard each set of equations (3.43), (3.44), and (3.45) as an in-
homogeneous linear system of 9 PDEs for the 8 unknown functions F ’s. A
solution of the system, if there exists, is the set of the eight parameters of a
Miura transformation which produces a given coboundary.
The compatibility conditions for (3.43) are (3.39); the compatibility condi-
tions for (3.44) are (3.40). Computing the compatibility conditions for (3.45)
we get a system of two second order differential equations, whose Janet basis
is exactly (3.42a) and (3.42b).
That means that a generic first order cocycle, i.e. a first order deformed
bracket, can be written in terms of the nine parameters if and only if they
satisfy the corresponding pair of linear PDEs (3.39), (3.40) or (3.42). On the
other hand, the same conditions allow to find the eight parameters of a Miura
transformations for which we get that cocycle. It follows that every cocycle in
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W2,2 is a coboundary, so that H
2
2 (A, {·λ·}) = 0, for (A, {·λ·}) a 2-dimensional
Poisson Vertex Algebra of hydrodynamic type of rank 2.
3.3.3 2nd order deformations
A second order deformation of (3.1), (3.2), or (3.3) must be a third order
homogeneous bracket of the general form
{piλpj}[2] = Aabcij (p)λaλbλc +Bab,clij (p)λaλb∂cpl + Ca,bl,cm(p)λa∂bpl∂cpm+
+Da,bcl(p)λa∂bcpl + E
abcl(p)∂abcpl+
+ F abl,cm(p)∂abpl∂cpm +G
al,bm,cn(p)∂apl∂bpm∂cpn (3.46)
From the definition, it follows that the coefficients A’s must be totally symmet-
ric in the exchange of the indices (a, b, c), the coefficients B’s are symmetric in
the exchange of (a, b), C’s for the simultaneous exchange of (b, l↔ c,m), D’s
symmetric in (b, c), E’s in (a, b, c), F ’s in (a, b) and, finally, G’s are completely
symmetric for the simultaneous exchange of (a, l↔ b,m↔ c, n). Taking into
account the symmetries built in in the definition, a second order deformations
depends on 400 coefficients. First of all, we proceed to impose the skewsym-
metry conditions to reduce the number of free parameters. These conditions
fix the skewsymmetric part of coefficients of the odd degree parts in λ, namely
A’s, C’s, and D’s, and the symmetric part of the even degree part B’s, E’s,
F ’s and G’s. They can be easily computed, and we get
Aabc(A) = 0 (3.47a)
Bab,clij(S) =
3
2
∂Aabcij
∂pl
(3.47b)
Ca,bl,cm(A) =
1
2
(
3
∂2Aabcij
∂pl∂pm
− ∂B
ab,cm
ji
∂pl
− ∂B
ac,bl
ji
∂pm
)
(3.47c)
Da,bcl(A) =
1
2
(
3
∂Aabcij
∂pl
−Bab,clji −Bac,blji
)
(3.47d)
Eabclij(S) =
1
6
(
Da,bclji +D
b,acl
ji +D
c,abl
ji −Bab,clji −Bac,blji −Bbc,alji (3.47e)
+
∂Aabcji
∂pl
)
F abl,cmij(S) =
1
2
(
3
∂2Aabcij
∂pl∂pm
− ∂B
ab,cm
ji
∂pl
− ∂B
ac,bm
ji
∂pl
− ∂B
bc,al
ji
∂pm
(3.47f)
+Cc,al,bmji + C
b,al,cm
ji +
∂Da,bcmji
∂pl
)
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Gal,bm,cnij(S) =
1
6
(
∂Ca,bm,cnji
∂pl
+
∂Cb,al,cnji
∂pm
+
∂Cc,al,bmji
∂pn
(3.47g)
−∂
2Bab,cnji
∂pl∂pm
− ∂
2Bac,bmji
∂pl∂pn
− ∂
2Bbc,alji
∂pm∂pn
+ 3
∂3Aabcji
∂pl∂pm∂pn
)
The number of free coefficients is reduced to 172; only writing down the set of
algebraic and differential equations that they must satisfy is a formidable task.
To this aim, the Mathematica code we have developed and described in Section
2.3 is very slow. A redesign of the main code, that exploits the properties
of skewsymmetry of the λ-brackets, makes the procedure fast enough to be
completed in a few hours; more details will be provided in the next Section 3.4
since that is the only way one can perform computations for higher cohomology
groups. However, it is possible to perform the analogous computation for the
cocycle conditions [P1,2,LP , P[2]] = 0 using the CDE package [56, 55] for the
REDUCE computer algebra system; in fact, it is much faster and it allows to
get the system of equations in a few minutes.
The three sets of equations we get, respectively, for brackets compatible
with (3.1), (3.2), and (3.3), count 1700, 1879 , and 3723 algebraic differential
equations. In principle, the procedure we would like to follow is the same
already experimented for 0-th and 1-st order deformations of the bracket. In
practice, this can be immediately done for P1 and P2, namely we can compute
the Janet basis of the two systems of cocycle conditions and compare it with
the coboundary conditions. The Janet basis of the cocycle condition for a
bracket compatible with P1 consists of 193 equations, the one for the bracket
compatible with P2 consists of 212 equations. We provide in Appendix B.3.1
the former system just as an example.
The Miura transformation that produces trivial deformed brackets of the
second order has the general form
pi 7→ Pi = pi + fabli ∂abpl + gal,bmi ∂apl∂bpm. (3.48)
As in the previous cases, we consider the compatibility conditions to solve
for f ’s and g’s in terms of the generic coefficients and find the coboundary
conditions. They are respectively a set of 189 and of 207 equations. To
compute the cohomology group we proceed as in Section 3.3.1 by looking for
the coboundary conditions that are not equivalent to or a consequence of the
cocycle ones.
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For the deformations of (3.1), we have the following identities:
Coboundary Cocycle
D2,22111 = 0
∂D2,22111
∂p
= 0
∂D2,22111
∂q
= 0
D1,11222 = 0
∂D1,11222
∂p
= 0
∂D1,11222
∂q
= 0
A22211 = 0
∂A22211
∂p
= −1
3
c1
∂A22211
∂q
= 0
A11122 = 0
∂A11122
∂p
= 0
∂A11122
∂q
= −1
3
c2.
We identify a representative for the cohomology class H23 (P1) as a solution of
the cocycle conditions that is not a solution of the coboundary ones, such as
the following:
A11122 = −
1
3
c2q + c4 D
1,112
22 = c2 (3.49)
A22211 = −
1
3
c1p+ c3 D
2,221
11 = c1.
The coefficients for which we do not provide the form are set equal to 0 for
the representative of the cohomology class. We conclude that H23 (P1)
∼= R4.
The picture is more involved for the deformations of (3.2), since the ele-
ments of the Janet basis of the coboundary conditions are no more independent
when one imposes the fulfilling of the cocycle conditions. Luckily, they become
a set of ordinary polynomials in the coefficients and they are, in particular,
linear. This easily allows to look for a basis of their span. As in the previous
case, such a basis consists of expression that vanish for coboundary, but in
general do not vanish for a generic cocycle; their first or higher derivatives do,
thus allowing us to compute the cohomology. We have
Coboundary
b1 := A
122
11 −
2
3
A22212 = 0
b2 := D
1,222
12 +D
2,112
11 + 10D
2,121
11 − 2D2,12212 − 5D2,22112 + 6E122212 + 6E222112 = 0
b3 := D
1,221
11 + 2D
2,121
11 − 2D2,22112 = 0
b4 := 2B
22,11
12 +D
1,112
11 + 2D
1,121
11 − 4D1,12212 +D1,22222 −D2,11111 − 2D2,11212 +
+ 2D2,12222 −D2,22122 − 6E122112 = 0
b5 := A
222
11 = 0,
where we denote (b1, b2, b3, b4, b5) the five conditions, for further reference, and
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Cocycle
∂b1
∂p
=
1
27
(2b3 − b2) ∂b1
∂q
= 0
∂b2
∂p
= 0
∂b2
∂q
= 0
∂b3
∂p
= 0
∂b3
∂q
= 0
∂b4
∂p
= 0
∂b4
∂q
= 0
∂b5
∂p
= 0
∂b5
∂q
= 0.
This result is enough to state that H23 (P2)
∼= R5. Indeed, a solution of the
cocycle conditions that is not a solution of coboundary conditions depend on
five constants, since we have
b1 =
1
27
(2c3 − c2) p+ c1 (3.50)
b2 = c2 b3 = c3 (3.51)
b4 = c4 b5 = c5 (3.52)
with (c1, . . . , c5) constants.
When solving the cocycle conditions for (3.3), one immediately realizes
that it is much more complicated than for the previous two cases. Indeed,
it is quite different to deal with a nonconstant structure as PLP , since it
is for instance necessary to compute, for the PVA-Jacobi identity, terms as
{piλ{pjµpk}LP }[2] that vanish for a constant structure such as P1 and P2. The
complexity of the equations and their number (they are more than twice the
ones we had to simplify in the previous case) do not allow us to directly feed
the system to the computer and get the Janet basis. We have to carefully
inspect all the equations to look for the ones that can be algebraically solved
for some of the coefficients, solve them and substitute back in the system; this
has been done using Mathematica, despite it still requires a direct intervention
and, however, took weeks on several running computers.
We reduced the cocycle condition to algebraic and differential identities
for 128 coefficients of the deformed bracket and to a system of 1706 linear
PDEs for 34 variables, namely Aabcij(S), B
ab,cl
12 , and D
2,111
22 , D
1,222
22 , D
1,111
22 , D
2,222
12 ,
D2,11112 , D
1,221
12 , D
1,111
12 , D
2,222
11 , D
2,111
11 , and D
1,222
11 . We compute the Janet basis
of this system, which turns out to be constituted by 6 equations, together with
the coboundary conditions, a set of 4 equations. We provide, as an example,
the coboundary conditions in Appendix B.3.2.
Comparing the coboundary and the cocycle conditions, we notice that
(B.1) and (B.2) – two of the four coboundary conditions – are implied by
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the cocycle conditions. By taking successive derivatives of the remaining two
coboundary conditions, we observe the following
Coboundary Cocycle
(B.3) = 0 (B.3) = c1p
2q3 + c2p
3q2
(B.4) = 0 (B.4) = −33
5
c1p
2q3 − c2p3q2
Since the solution of the cocycle conditions that are not solution of the cobound-
ary ones depends on two arbitrary constants, the cohomology group H23 (PLP )
has dimension 2. As an illustration of the form of the cocycles, we choose two
solutions for the system of 34 coefficients, meaning that the ones for which we
do not provide an expression vanish. We have, respectively,
A11111 = 1
A11212 = 1
A12222 = 1
(3.53)
and
B22,1212 =
p
q2
(3.54)
To get the full form of the two cocycles we need to use the identities for the
remaining 128 coefficients of the skewsymmetric bracket, and then use (3.47)
for the remaining 228. The full form for a basis of H23 (PLP ) is, hence,
P11 = −3q
3
x
2q3
+
pyq
2
x
2q3
− 3pqyq
2
x
2q4
+
2qxxqx
q2
+
pqxyqx
q3
+ λ31 +
pqxxqy
q3
+ (3.55a)
+
(
3q2x
2q2
+
pqyqx
q3
− pyqx
2q2
− qxx
q
− pqxy
2q2
)
λ1 +
(
pxqx
2q2
− pqxx
2q2
)
λ2 − qxxx
2q
− pyqxx
2q2
− pqxxy
2q2
P12 = −pxp
2
y
2p2q
− qyp
2
y
2q3
+
2qxqypy
q3
+
pxypy
2pq
− qxypy
q2
+
pyypy
2q2
− pxqypy
2pq2
+ (3.55b)
+
3qxqxy
q2
+
qxxqy
q2
+
(
3qxqy
2q2
− qxy
q
)
λ1 + λ
2
1λ2+
+
(
p2y
4q2
+
pxpy
2pq
− qxpy
q2
+
5q2x
4q2
− qxx
q
)
λ2 − qxxy
q
+
pxpyy
2pq
− pyyqx
q2
− 3q
2
xqy
q3
P21 = −5qyq
2
x
2q3
+
2qxyqx
q2
+
3qxxqy
2q2
+
(
3qxqy
2q2
− qxy
q
)
λ1 + λ
2
1λ2+ (3.55c)
+
(
p2y
4q2
+
pxpy
2pq
− qxpy
q2
+
5q2x
4q2
− qxx
q
)
λ2 − qxxy
q
P22 = −pxp
2
y
2p3
+
q2ypy
q3
+
pxypy
2p2
+
qxypy
2pq
− pxqypy
2p2q
− pyypy
2q2
− qxqypy
2pq2
+
pxpyy
2p2
+ (3.55d)
+
pyyqx
q2
+
2qxyqy
q2
+
pxyqy
2pq
+
(
−pxy
2p
+
pxpy
2p2
+
2qxqy
q2
+
pyy
q
− 2qxy
q
− pyqy
q2
)
λ2+
+ λ1
(
λ22 +
pyqy
pq
− pyy
2p
)
− pxyy
2p
− qxyy
q
+
pyyy
2q
− pyyqy
q2
− 2qxq
2
y
q3
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and
P11 =
10pyp
2
x
p3
− 5qxp
2
x
p3
+
2q2ypx
q3
+
5pyqxpx
2p2q
+
5qxxpx
p2
+
5qxqypx
2pq2
− 10pxypx
p2
+ (3.56a)
+
5pyypx
pq
− 5qxypx
2pq
− 5p
2
ypx
p2q
− pyypx
q2
− 5pyqypx
pq2
+
5pxxy
p
+
5pxxqx
2p2
+
+
13qxqxy
2q2
+
2pqxyy
q2
+
4pyqxqy
q3
+
qxxqy
2q2
+
3pxyqy
q2
+
2ppyyqy
q3
+
+
(
10pxy
p
+
5pxqx
p2
+
9qxqy
2q2
+
pyqy
q2
− 5qxx
p
− 10pxpy
p2
− pyy
q
− 9qxy
2q
)
λ1+
+
(
2p2y
q2
+
10pxpy
pq
− 5qxpy
q2
+
2q2x
q2
+
7qxx
2q
+
4pqxy
q2
− 7pxy
q
− 5pxqx
pq
−
−2ppyy
q2
− 2pxqy
q2
)
λ2 − 5qxxx
2p
− 5pxxpy
p2
− 4pxyy
q
− qxxy
2q
+
5pxypy
pq
−
− 5pxyqx
2pq
+
pypyy
q2
− ppyyy
q2
− 2pyyqx
q2
− 2p
2
yqy
q3
− 4pqxyqy
q3
− 13q
2
xqy
2q3
P12 =
pqyλ
2
2
q2
+
(
−5p
2
y
p2
+
5qxpy
p2
+
5qypy
pq
− 5q
2
x
4p2
− 5qxqy
2pq
− q
2
y
q2
)
λ1 (3.56b)
P21 = −6pq
3
y
q4
+
2qxq
2
y
q3
+
4pyq
2
y
q3
+
5q2xqy
2pq2
+
5pxqxqy
2p2q
+
5pxyqy
pq
− 5qxxqy
2pq
− (3.56c)
− 5pxpyqy
p2q
− pλ
2
2qy
q2
− pyyqy
q2
− 2qxyqy
q2
− 5pyqxqy
pq2
+
6ppyyqy
q3
+
10pxp
2
y
p3
+
5pxq
2
x
2p3
+
+
5pxyqx
p2
+
5pyqxx
p2
+
5pyqxy
pq
+
(
−5p
2
y
p2
+
5qxpy
p2
+
5qypy
pq
− 5q
2
x
4p2
− 5qxqy
2pq
− q
2
y
q2
)
λ1+
+
(
4pq2y
q3
− 2pyqy
q2
− 2ppyy
q2
)
λ2 − 10pxypy
p2
− 5qxqxx
2p2
− 10pxpyqx
p3
− 5qxqxy
2pq
−
− 2pypyy
q2
− pqyyy
q2
P22 = 0. (3.56d)
3.4 Computation of higher cohomology groups
Apart from the technical difficulties, the computation of higher cohomol-
ogy groups for a PVA can be done following the same ideas we have presented
for H1 and H2. We recall the correspondence between local polyvector fields
and poly-λ-bracket we established in Section 2.2, and the general form for
the analogue of the Poisson differential (2.24). Let us first describe in general
the procedure we follow – we had to devise a more efficient computational
tecnique – and then, as an example, we will compute H32 for the three PVA
structures.
3.4.1 The general procedure
In Section 2.2 we have described an element of Wk, that corresponds to a
local k-vector, in two equivalent ways. We can regard it as a bracket depend-
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ing on k arguments and k−1 formal indeterminates λ1, . . .λk−1 – in the same
way as a bivector is represented by a λ-bracket in the indeterminate λ –, satis-
fying a generalization of the skewsymmetry property for ordinary λ-brackets,
according to Definition 2.4. Alternatively, we can consider it as a totally
skewsymmetric linear mapping from k differential polynomials f1, . . . , fk to
an A-valued polynomial in k formal indeterminates λ1, . . . ,λk, provided that
we identify λk with −λ1 − · · · − λk−1 − ∂ acting on the left. In this second
formalism, the sesquilinearity property assumes the simple form
Xλ1,...,λk (f1, . . . , ∂αfi, . . . , fk) = −λi,αXλ1,...,λk (f1, . . . , fk) (3.57)
for all i = 1, . . . , k.
Our general strategy is to write the generic form for X a k-λ-bracket, for
which we will impose the cocycle condition dPX = 0. The condition is a
system of algebraic and differential equations; solving the former ones allows
us to reduce the size of the linear system of PDEs and to compute its Janet
basis. Then, given Y a generic (k − 1)-λ-bracket, we compute its image by
the Poisson differential
X˜ = dPY. (3.58)
Among the equations (3.58) for the coefficients of X˜, we select the ones for the
unknown of the cocycle condition and regard them as inhomogeneous linear
PDEs for the unknown generic coefficients of Y . We identify the coefficients
of X˜ with the ones of a coboundary in Wk if and only if they satisfy the
compatibility conditions for the solvability of (the reduced version of) (3.58).
For the sake of brevity, we call them coboundary conditions. A comparison of
the cocycle conditions with the coboundary ones, then, allows to characterize
the cohomology group Hk, by looking for solutions of the former that are not
solutions of the latter.
An important remark is that the “identification” of λk with −λ1 − · · · −
λk−1 − ∂ is actually a projection from the space Wk := A ⊗ R[λ1, . . . ,λk]
to the space W˜k := A ⊗ R[λ1, . . . ,λk−1], and in particular it is not injective
[17]. Hence, there are different choices of the coefficients for X or Y that give
the same element in Wk or Wk−1. It is convenient, when giving the generic
form of the poly-λ-brackets in Wk , adopting a choice of coefficients which
depends on the same number of parameters as the bracket in W˜k. This choice
is k-dependent, so we will discuss it for the particular cases needed to compute
H3.
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3.4.2 Examples for H3
We compute H32 for the three PVA structures (3.1), (3.2), and (3.3). A
generic element in W3 has the form
Xλ,µ,ν(pi, pj , pk) = A
ab
ijkλaλb +A
ab
jkiµaµb +A
ab
kijνaνb+
+Ba,bijkλaµb +B
a,b
jkiµaνb +B
a,b
kijνaλb+
+ Ca,blijk λa∂bpl + C
a,bl
jki µa∂bpl + C
a,bl
kij νa∂bpl
(3.59)
where the coefficients A’s, B’s, and C’s satisfy the following identities
Aabijk = A
ba
ijk A
ab
ijk = −Aabikj (3.60a)
Ba,bijk = −Bb,aijk Ba,bijk = Ba,bikj = Ba,bjki (3.60b)
Ca,blijk = −Ca,blikj . (3.60c)
Hence, the number of free parameters for a 3-λ-bracket is 26; we compute
the set of equations (2.24) with respect to the three PVA {·λ·}1, {·λ·}2, and
{·λ·}LP ; after looking for the algebraic relations among the coefficients we
are left with respectively 10, 11, and 11 coefficients. The cocycle conditions
for the three cases, however, do not impose constraints for all of them. The
picture for the three structures is summarized in the following table
Coefficients Unknowns for cocycle con-
dition
P1 A
11
112, A
11
212, A
12
112, A
12
212, A
22
112,
A22212, B
1,2
111,B
1,2
112, B
1,2
122, B
1,2
222
A11212, A
22
112, B
1,2
111, B
1,2
222
P2 A
11
112, A
11
212, A
12
112, A
12
212, A
22
112,
A22212, B
1,2
111,B
1,2
112, B
1,2
122, B
1,2
222,
C1,11112
All but A11112 and A
12
212
PLP A
11
112, A
11
212, A
12
112, A
12
212, A
22
112,
A22212, B
1,2
111,B
1,2
112, B
1,2
122, B
1,2
222,
C1,11112
All
The cocycle condition for P1 is
∂A11212
∂q +
∂B1,2222
∂p = 0
∂A22112
∂p +
∂B1,2111
∂q = 0.
(3.61)
The cocycle condition for P2 is
J1 := ∂∂qA
22
112 +
∂
∂qB
1,2
111 = 0
J2 := ∂∂qA
12
112 − 12 ∂∂qA22212 + ∂∂pB1,2111 − 32 ∂∂qB1,2112 = 0
J3 := − ∂∂qA12112 + ∂∂pA22112 + 12 ∂∂qA22212 + 32 ∂∂qB1,2112 = 0
J4 := ∂
2
∂q2
A11212 +
∂2
∂p2
A12112 − 12 ∂
2
∂p2
A22212 +
3
2
∂2
∂p2
B1,2112−
−3 ∂2∂q∂pB1,2122 + ∂
2
∂q2
B1,2222 − ∂∂qC1,11112 = 0
(3.62)
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where we have denoted J1, . . . , J4 the four expressions for further reference.
The cocycle condition for PLP is left to Appendix C since it is much longer.
Now let us compute the coboundary conditions. In principle, it is sufficient
to compute (2.27), where {·λ·}Q is the λ-bracket defined by Y . However, let
us denote Pλ,µ(pi, pj) a preimage of {piλpj}P = gαijλα + balij∂apl defined as
follows:
Pλ,µ(pi, pj) =
1
2
gαij (λα − µα) +
1
2
(
balij − balji
)
∂apl. (3.63)
The coboundary X˜ = dPY can be computed using the formula
(dPY )λ,µ,ν (pi, pj , pk) = {piλYµ,ν(pj , pk)}P − {pjµYλ,ν(pi, pk)}P+
+ {pkνYλ,µ(pi, pj)}P + {piλPµ,ν(pj , pk)}Y−
− {pjµPλ,ν(pi, pk)}Y + {pkνPλ,µ(pi, pj)}Y ,
(3.64)
which is equivalent both to (2.27) and to (2.24) for k = 2 but it runs much
faster. We identify the coefficients of X˜ corresponding to the unknown for
the cocycle condition and use them to compute the coboundary condition as
already explained several times.
The cocycle and the coboundary conditions for P1 and PLP coincide, so
that we can conclude that H32 (P1) = H
3
2 (PLP ) = 0. On the other hand, the
coboundary condition for P2 is constituted by the three equations
K1 := B1,2111 +A
22
112 = 0
K2 := ∂∂qA
12
112 − 12 ∂∂qA22212 + ∂∂pB1,2111 − 32 ∂∂qB1,2112 = 0
K3 := ∂
2
∂q2
A11212 +
∂2
∂p2
A12112 − 12 ∂
2
∂p2
A22212 +
3
2
∂2
∂p2
B1,2112−
−3 ∂2∂q∂pB1,2122 + ∂
2
∂q2
B1,2222 − ∂∂qC1,11112 = 0
(3.65)
The package Janet allows us to compute the relations between the two sets
of equation (3.62) and (3.65). As expected by the cochain structure, the
coboundary conditions K = 0 imply the cocycle ones J = 0, and in particular
J1 =
∂K1
∂q
J2 = K2
J3 =
∂K1
∂p
−K2 J4 = K3.
Conversely, K1 = 0 is not a consequence of the system J = 0 and hence it
is a condition satisfied by coboundaries and not by cocycles. However, it is
straightforward to conclude that K1 = c1 a constant is the only allowed form
of the expression that is a solution J , and hence that holds true for all the
cocycles. Indeed, ∂qK1 = J1 = 0 and ∂pK1 = J2 + J3 = 0. We can finally
conclude that H32 (P2)
∼= R.
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As a final remark for this chapter, we recall that in Paragraph 3.3.3 we have
mentioned a redesign of the code in MasterPVA that makes the computation
faster; despite it has not been implemented in the package yet, the main idea
is to trade the expression for a generic λ-bracket such as (3.46), that belongs
to W˜2, with its preimage in W2. The idea is to introduce an element of W2
that is mapped by µ 7→ −λ−∂ to a λ-bracket, generalizing the formula (3.63)
to a higher degree homogeneous expression. The equation dPY = 0, with dPY
defined in (3.64) contains differential polynomials only in the second entry of
the two λ-brackets {·λ·}P and {·λ·}Y , that according to the master formula
are never acted on by total derivatives. This fact dramatically speeds up the
computations; the projection from the space W to W˜ is done only once as the
final step.
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4Poisson cohomology of scalar
multidimensional brackets
In Chapter 3 we have explicitly computed a few componentes of the zeroth,
first, and second cohomology group for the D = N = 2 Poisson brackets
of hydrodynamic type. Using the formalism of Poisson Vertex Algebra we
are able, in principle, to explicitly compute any fixed degree component of
any cohomology group, but we cannot make statements for the full Poisson
cohomology apart from the negative ones (i.e., whether it is not trivial).
Motivated by the spectral sequence techniques exploited in [8, 10, 9] we
have studied the N = 1 case for the Poisson brackets of hydrodynamic type,
or Dubrovin–Novikov (DN) brackets. The content of this chapter is a joint
work with G. Carlet and S. Shadrin in an almost final version [7].
The general form of a multidimensional DN type Poisson bracket is [43]
{u(x), u(y)} = g(u(x))cα ∂
∂xα
δ(x− y) + 1
2
g′(u(x))cα
∂u
∂xα
(x)δ(x− y) (4.1)
where g(u) is a non-vanishing function and cα are constants, with α = 1, . . . , D.
Our main result is the computation of the full Poisson cohomology of the
Poisson bracket (4.1), in a quite implicit form, see Theorem 4.5. As a conse-
quence of this result we find the explicit description of the cohomology groups
of low degree, which are relevant for the deformation theory, see Corollary 4.7.
For doing so, we adopt the so-called θ formalism we discuss in Section 4.1.
Finally, we explicitly compute some of the cohomology groups using PVAs
theory, showing the agreement with the expected results.
4.1 The θ calculus formalism
In this Section we introduce the θ formalism, useful to describe the space
of multivector fields, the starting building block of the Poisson–Lichnerowicz
cohomology. We will define the Schouten bracket of multivector fields in this
language, as anticipated in Paragraph 1.3.2, and discuss the Poisson differen-
tial.
Before introducing the new formalism, we state a preliminary Lemma that
is a direct generalization of Lemma 2.1.7 of [40].
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Lemma 4.1. Let P i ∈ A. If∫ D∑
i
P i
δI
δui
dDx = 0 (4.2)
for all I ∈ A, then P i = ∑Dα=1 cαuiξα for some cα ∈ R.
4.1.1 Local multivectors
Let Aˆ be the algebra of formal power series in the commutative variables
{uiS}Ni=1, |S| > 0 and anticommutative variables {θSi }, |S| ≥ 0 with coefficients
given by smooth functions of the variables {ui} ∈ U , i.e.,
Aˆ := C∞(U)[[{uiS , |S| > 0} ∪ {θSi , |S| ≥ 0}]]. (4.3)
The standard gradation deg and the super gradation degθ of Aˆ are defined by
setting
deg uiS = deg θ
S
i = |S|, degθ uiS = 0, degθ θSi = 1. (4.4)
We denote Aˆd, resp. Aˆp, the homogeneous components of standard degree d,
resp. super degree p, while Aˆpd := Aˆd ∩ Aˆp. Clearly Aˆ0 = A.
The commuting derivations ∂α defined in Paragraph 1.2.1 for α = 1, . . . , D
are extended to Aˆ by
∂α =
∑
i,S
(
uiS+ξα
∂
∂uiS
+ θS+ξαi
∂
∂θSi
)
. (4.5)
Note that the kernel of ∂α on Aˆ is R.
We denote by Fˆ the quotient of Aˆ by the subspace ∂1Aˆ+ · · ·+ ∂DAˆ, and
by a multiple integral
∫ D · dDx the projection map from Aˆ to Fˆ . Since the
derivations ∂α are homogeneous, i.e., deg ∂α = 1 and degθ ∂α = 0, Fˆ inherits
both gradations of Aˆ.
Equations (1.13) and Proposition 1.2 hold and, similarly,[
∂
∂θSi
, ∂β
]
=
∂
∂θ
S−ξβ
i
, if S =
∑
α
sαξi with sβ > 0, (4.6)
and is equal to zero otherwise. It follows that the variational derivative
δ
δθi
=
∑
S
(−1)|S|∂S ∂
∂θSi
(4.7)
satisfies
δ
δθi
∂α = 0. (4.8)
Hence both variational derivatives (1.24) and (4.7) define maps from Fˆ to Aˆ.
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Proposition 4.1. The space of local multi-vectors Λp is isomorphic to Fˆp for
p 6= 1. Moreover
Λ1 ∼= Fˆ
1
⊕αR
∫
uiξαθi
∼= Der
′(A)
⊕αR∂α , (4.9)
where Der′(A) denotes the space of derivations of A that commute with ∂α,
for α = 1, . . . , D, and Der′(A) ∼= Fˆ1.
Proof. The proof given in [40] can be easily adapted to the present case. We
give it here for completeness.
For p = 0, the isomorphism is trivial, since Fˆ0 = F = Λ0.
Let p ≥ 1. Given P ∈ Fˆp, and arbitrary I1, . . . , Ip ∈ F , let
ι(P )(I1, . . . , Ip) =
∂
∂θ
Sp
ip
· · · ∂
∂θS1i1
P · ∂S1
(
δI1
δui1
)
· · ·∂Sp
(
δIp
δuip
)
. (4.10)
Clearly ι(P ) is an p-alternating map from F to A, and it satisfies
ι(∂αP )(I1, . . . , Ip) = ∂α(ι(P )(I1, . . . , Ip)). (4.11)
The desired map ι˜ from Fˆp to Λp is then defined by
ι˜
(∫ D
PdDx
)
=
∫ D
ι(P )dDx. (4.12)
A local p-vector (1.29) is the image through ι of
P =
1
p!
P
i1,...,ip
S1,...,Sp
θS1i1 · · · θ
Sp
ip
, (4.13)
hence ι˜ is surjective.
Consider the case p = 1. An element P of Fˆ1 can be written uniquely as
P =
∫ D
P iθi d
Dx (4.14)
for P i ∈ A. The map that sends P to
Pˆ =
∑
S
∂SP i
∂
∂uiS
(4.15)
defines an isomorphism Fˆ1 ∼= Der′(A). Notice that
ι˜(P )(I) =
∫ D
Pˆ (I)dDx. (4.16)
Clearly, for each α, the derivation associated with P =
∫ D∑
i u
i
ξα
θid
Dx cor-
responds to Pˆ = ∂α, therefore is in the kernel of ι˜. From Lemma 4.1 it follows
that the kernel of ι˜ is indeed generated by these elements.
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Let us consider the case p ≥ 2. An element P of Fˆp can be uniquely
written as 1pθi
δP
δθi
, recalling the so–called normalization operator introduced
by A. Barakat [4]. Let us assume ι˜(P )(I1, . . . , Ip) = 0 ∀I1, . . . , Ip; we need to
prove that P = ∂αQα, hence it is 0 in Fˆ . We will denote the equivalence in
Fˆp of two elements A,B ∈ Fˆa as A ∼ B. From definition (4.10), we have that
1
p
ι
(
θi
δP
δθi
)
(I1, . . . , Ip) =
1
p
p∑
j=1
(−1)p+1ι
(
δP
δθi
)
(I1,
j
ˆ. . ., Ip)
δIj
δui
∼ ι
(
δP
δθi
)
(I2, . . . , Ip)
δI1
δui
∼ 0,
(4.17)
where the two last equalities follow from the skewsymmetry of P and the hy-
pothesis. Lemma 4.1 implies that ι(δP/δθi)(I2, . . . , Ip) =
∑
α cα(I2, . . . , Ip)u
i
ξα
,
with cα(I1, . . . , Ip) constants. From Lemma 2.1.4 of [40] we conclude that
ι(δP ) is zero, since we can see each of the cα’s as differential operators acting
on A⊗(p−1) whose image is in R. By choosing suitable differential polynomials
I2, . . . , IP , it is possible to show that δP , that in principle belongs to Fˆp−1,
does not contain any monomial in θS2i2 · · · θ
Sp
ip
, namely it is 0. The thesis follows
from (4.8).
4.1.2 The Schouten-Nijenhuis bracket
The Schouten-Nijenhuis bracket
[·, ·] : Fˆp × Fˆq → Fˆp+q−1 (4.18)
is defined as
[P,Q] =
∫ D (δP
δθi
δQ
δui
+ (−1)p δP
δui
δQ
δθi
)
dDx. (4.19)
It is a bilinear map that satisfies the graded symmetry
[P,Q] = (−1)pq[Q,P ] (4.20)
and the graded Jacobi identity
(−1)pr[[P,Q], R] + (−1)qp[[Q,R], P ] + (−1)rq[[R,P ], Q] = 0 (4.21)
for arbitrary P ∈ Fˆp, Q ∈ Fˆq and r ∈ Fˆr.
A bivector P ∈ Fˆ2 is a Poisson structure when [P, P ] = 0. In such
case dP := adP = [P, ·] squares to zero, as a consequence of the graded
Jacobi identity, and the cohomology of the complex (Fˆ , dP ) is called Poisson–
Lichnerowicz cohomology of P .
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4.1.3 The differential on Aˆ
Given an element P ∈ Fˆp we define the following differential operator on
Aˆ
DP =
∑
S
(
∂S
(
δP
δθi
)
∂
∂uiS
+ (−1)p∂S
(
δP
δui
)
∂
∂θSi
)
. (4.22)
Since [DP , ∂α] = 0 for all i = 1, . . . , D, the operator DP descends to an
operator on Fˆ which is given by the adjoint action adP = [P, ·] of P on Fˆ via
the Schouten-Nijenhuis bracket, i.e.,
adP
(∫ D
QdDx
)
=
∫ D
DP (Q)d
Dx, (4.23)
for Q ∈ Aˆ. This can be easily checked by integration by parts.
Lemma 4.2. If P ∈ Fˆ2 is such that [P, P ] = 0, then D2P = 0.
Remark 4.3. The Lemma simply follows from the identity
D[P,Q] = (−1)p+1[DP , DQ] (4.24)
which holds for P ∈ Fˆp and Q ∈ Fˆ , where the brackets on the righthand-side
represent the graded commutator that induces a graded Lie algebra structure
on the space of graded derivations to which DP belongs, see [41]. We will not
prove the identity (4.24) here, since in our case the fact that D2P = 0 simply
follows from a trivial computation, see next Section.
4.1.4 Partial integrations
We have previously defined the projection map from the space of the local
densities Aˆ to the space of local p-vector fields Fˆ as the quotient by the
images of the total differentials {∂α}. For our construction, we need to define
the notion of partial integration with respect of some independent variable xβ.
A crucial role is played by the following Lemma.
Lemma 4.4. Let us denote
Fˆα = Aˆ
∂1Aˆ+ · · ·+ ∂αAˆ
(4.25)
and
∫
dxα : W →W/∂αW for each α = 1, . . . , d and any vector space W .
The sequences
0 → Aˆ/R ∂1−→ Aˆ
∫
dx1−−−→ Fˆ1 → 0
0 → Fˆ1/R ∂2−→ Fˆ1
∫
dx2−−−→ Fˆ2 → 0
0 → Fˆ2/R ∂3−→ Fˆ2
∫
dx3−−−→ Fˆ3 → 0
...
...
...
0 → FˆD−1/R ∂D−−→ FˆD−1
∫
dxD−−−−→ FˆD → 0
(4.26)
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are exact.
Proof. The exactness of the first line is obvious: by quotienting out the kernel
of ∂1, which is given by constants, we have injectivity on the left side, while∫
dx1 just denotes the projection to the quotient Fˆ1, which is indeed surjective.
Let us consider the second line. The derivation ∂2 on Aˆ commutes with
∂1, hence defines a map on Fˆ1 which we denote with the same symbol. Notice
that
Fˆ1
∂1Fˆ1
=
Aˆ
∂1Aˆ+ ∂2Aˆ
= Fˆ2, (4.27)
therefore surjectivity is guaranteed.
The same argument works for the rest of the lines, since it is easy to check
that
Fˆα
∂α+1Fˆα
=
Aˆ
∂1Aˆ+ · · ·+ ∂α+1Aˆ
= Fˆα+1. (4.28)
It remains to be proved that the map induced by ∂β on Fˆβ−1 has kernel
given by R, for β = 2, . . . , D. In order to do this we reformulate this property
as the vanishing of the cohomology of some auxiliary complex, and then we
construct an explicit homotopy contraction for that auxiliary complex that
implies the vanishing of its cohomology.
The map induced by ∂β on Fˆβ−1 has only constants in the kernel if and
only if for any function f ∈ Aˆ the conditions ∂βf ∈ ∂1Aˆ+ · · ·+ ∂β−1Aˆ and f
is non-constant implies that f ∈ ∂1Aˆ + · · · + ∂β−1Aˆ. Consider the following
complex:
0→ Ω0 dH−−→ Ω1 dH−−→ · · · dH−−→ Ωβ−1 dH−−→ Ωβ, (4.29)
where Ωα, 0 ≤ α ≤ β, is the space of local differential α-forms with coefficients
in Aˆ/R, that is,
Ωα :=
⊕
I⊂{1,...,β},|I|=β
I={β1<···<βα}
Aˆ/R · dxβ1 ∧ · · · ∧ dxβα , (4.30)
and the differential dH is equal to
∑β
α=1 dx
α ∧ ∂α. In terms of this complex,
the condition ∂βf = ∂1g1 + · · · + ∂β−1gβ−1 is the same as dHω = 0, where
ω ∈ Ωβ−1 is given by
ω :=
[
f
∂
∂(dxβ)
−
β−1∑
α=1
gα
∂
∂(dxα)
]
dx1 ∧ · · · ∧ dxβ. (4.31)
The property that f ∈ ∂1Aˆ + · · · + ∂β−1Aˆ (and the similar statements for
gα, α = 1, . . . , β − 1, obtained by relabeling of the independent variables)
is equivalent to ω ∈ dHΩβ−2. That is, we have to prove that the auxiliary
complex (4.29) is acyclic in cohomological degree β − 1.
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In order to do this, we revisit the argument of Anderson, cf. [1, Proposition
4.2 and 4.3]. While the horizontal rows of the variational bicomplex that is
considered in [1] are, in general, quite different from (4.29) (the meaning of
the symbol θ is completely different), the combinatorics of the differential dH
is literally the same, which allows us to adapt the formulas of Anderson.
The first thing we need to do is to refine the standard gradation. Namely,
we represent S ∈ ZD≥0, |S| > 0, as the sum S = S′+S′′, where S′ =
∑β
α=1 sαξα
and S′′ =
∑D
α=β+1 sαξα. The same representation is inherited by deg f , that
can be written as the sum deg′ f + deg′′ f , where deg′ = |S′| and deg′′ = |S′′|.
Observe that both deg′′ and the super gradation degθ are preserved by the
differential dH . This means that we can split the complex (4.29) into the
direct summands
0→ (Ωpd′′)0 dH−−→ (Ωpd′′)1 dH−−→ · · · dH−−→ (Ωpd′′)β−1 dH−−→ (Ωpd′′)β , (4.32)
where the coefficients have deg′′ = d′′ and degθ = p.
There are two different cases, p = 0 and p 6= 0. In the case p = 0, we have
no θ’s. Also, we consider the variables uiS as u
i
S′′,S′ , that is, we introduce a new
pair of indices (i, S′′) for the dependent variables, and we take into account
only the dependence on the independent variables x1, . . . , xβ. In other words,
we redefine the algebra A to be
C∞(U)[[uiS′′ , i = 1, . . . , N, |S′′| > 0]][[uiS′′,S′ , |S′′| > 0]],
where {uiS′′} is the new set of dependent variables, {x1, . . . , xβ} is the new
set of independent variables, and uiS′′,S′ = ∂
S′uiS′′ . If we fix the degree deg
′′,
we still have a finite number of dependent variables, and the only difference
with the standard case is that we require our functions to be homogeneous
polynomials in some of them (as opposed to just smooth functions). This
modification and also a minor difference that we do not consider explicit de-
pendence on independent variables are the only differences that we have be-
tween the complex (4.32) for p = 0 and the complex considered in the first
half of [1, Proposition 4.3]. It is then straightforward to see that the argument
of Anderson proves that this complex is acyclic (up to cohomological degree
(β − 1)).
It remains to prove that the complex (4.32) is acyclic in cohomological
degree ≤ (β − 1) for p > 0. For that we introduce an explicit homotopy
contraction operator hp,α :
(
Ωpd′′
)α → (Ωpd′′)α−1. We have:
hp,α(ω) :=
1
p
β∑
γ=1
∑
I,J∈Zβ≥0
∑
(i,S′′)
|I|+ 1
β − γ + |I|+ 1 · (4.33)
∂I
(
θS
′′
i ∧
(|I + J + ξγ |
|J |
)
(−∂)J ∂
∂θ
I+J+ξγ+S′′
i
∂ω
∂(dxγ)
)
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This is a version of Anderson’s homotopy contraction operator from [1, Proof
of Proposition 4.2] adapted for our case. Repeating mutatis mutandis the
arguments of [1, Lemma 4.4 and Proof of Proposition 4.2], we prove that
(hp,α+1dH + dHh
p,α)ω = ω for ω ∈ (Ωpd′′)α, p > 0 and α < β. This implies
that for p > 0 the cohomology of the chain complex (4.32) in cohomological
degree ≤ (β − 1) is equal to zero.
This completes the proof of the Lemma.
4.2 The main theorem
The notion of Poisson–Lichnerowicz cohomology defined in Chapter 1 stays
the same, after the replacement of the space of local multivectors Λ• with Fˆ .
Let us introduce an auxiliary cochain complex (Aˆ, DP ). If P ∈ Fˆ2 and
[P, P ] = 0, then DP defined in (4.22) squares to 0. That means that it is
possible to define
0→ Aˆ0 DP−−→ Aˆ1 DP−−→ Aˆ2 DP−−→ · · · (4.34)
and its cohomology; moreover, since DP commutes with all the ∂α the complex
and the cohomology groups pass to the quotient space Fˆ .
We denote
Hp(Aˆ) =
ker
(
DP : Aˆp → Aˆp+1
)
Im
(
DP : Aˆp−1 → Aˆp
) (4.35)
and
Hp(Fˆ) = H
p(Aˆ)
∂1Aˆ+ · · ·+ ∂DAˆ
=
ker
(
dP : Fˆp → Fˆp+1
)
Im
(
dP : Fˆp−1 → Fˆp
) . (4.36)
The groups H•(Fˆ , dP ) constitute the standard Poisson–Lichnerowicz coho-
mology, in the θ calculus formalism. As usual, we identify the first cohomology
group H1 with the symmetries of the Poisson bivector P that are not Hamilto-
nian, and the second cohomology group H2 with the infinitesimal compatible
deformations of the Poisson bracket defined by the bivector P that are not
trivial. Recalling the definition of dP , a symmetry X is an (evolutionary)
vector field such that [P,X] = 0, a Hamiltonian vector field is a vector field
of form XH = [P,H] for H ∈ Fˆ0 a local functional, a compatible bivector P ′
is a bivector such that [P, P ′] = 0, and a trivial compatible bivector is such
that P ′ = [P, Y ] for some vector field Y ∈ Fˆ1.
The gradation on Aˆ defined in Paragraph 4.1.1 can be used to decompose
the cohomology groups both on Aˆ and Fˆ . We will denote, for instance, H22 (Fˆ)
the first order nontrivial compatible deformations of a Poisson bivector of
degree 1. Indeed, if the original Poisson bivector is of degree 1 as in the
Dubrovin–Novikov case, the k-th deformation has degree k + 1.
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Despite in the previous Section we have established a general formalism
valid for any D and N , in the following part we focus on N = 1, namely on
scalar brackets.
4.2.1 Main result
Our main result can be formulated as follows. Let Θ be the polynomial
ring R[{θS , S ∈ (Z≥0)D−1}]. The derivations ∂α, α = 1, . . . , D − 1 act on Θ
in the obvious way. Denote by Ξpd the homogeneous component of bi-degree
(p, d) of
Ξ =
Θ
∂1Θ + · · ·+ ∂D−1Θ . (4.37)
Theorem 4.5. The Poisson cohomology of the Poisson bracket (4.1) in bi-
degree (p, d) is isomorphic to the sum of vector spaces
Ξpd ⊕ Ξp+1d . (4.38)
The proof of this Theorem will be given in the following paragraphs. The
strategy is to compute first the cohomology of a particular Poisson bracket,
and then to show that the cohomology does not change under linear changes
of the independent variables that allow us to extend the result to the whole
class of Poisson brackets (4.1).
Let us first derive some consequences of Theorem 4.5. Let’s start by an
explicit description of the spaces Ξpd for small p:
Lemma 4.6. We have that
Ξ0d
∼= Ξ1d ∼=
{
R d = 0,
0 d ≥ 1, (4.39)
Ξ2d
∼=

0 d = 0,
RD−1 d = 1,
0 d = 2
(4.40)
Proof. For p = 0, 1 the statement is trivial.
For p = d = 2 a generic element in Θ22
D−1∑
α,β=1
(
aαβθ
ξαθξβ + bαβθθ
ξα+ξβ
)
(4.41)
can always be cancelled by the quotient map for elements in
∑D−1
α=1 ∂αΘ
2
1.
Indeed, one can write (4.41) as
D−1∑
α=1
∂α
D−1∑
β=1
cαβθθ
ξβ
 = D−1∑
α,β=1
cαβ
(
θξαθξβ + θθξα+ξβ
)
, (4.42)
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From (4.41) it follows by definition that aαβ is skewsymmetric in the ex-
change of the indices and bαβ is symmetric. The commutation rules of the
odd variables θ’s let us to choose cαβ in (4.42) such that its skewsymmetric
and symmetric parts are respectively aαβ and bαβ.
A straightforward application of Theorem 4.5 gives us the explicit form of
the Poisson cohomology groups in low degree:
Corollary 4.7. We have that:
H0d(Fˆ) ∼=
{
R2 d = 0,
0 d ≥ 1 (4.43)
H1d(Fˆ) ∼=

R d = 0,
RD−1 d = 1,
0 d = 2
(4.44)
Remark 4.8. For D = 1 case Theorem 4.5 implies Hpd (Fˆ) is isomorphic to R2
for p = d = 0, to R for p = 1, d = 0, and vanishes otherwise, as in the scalar
case of Getzler’s result [36].
Remark 4.9. For D = 2 we can provide a general formula for Hpd (Fˆ). Indeed,
in this case Θ = R[θ(α,0)] and in particular Θpd is generated by the monomials
θ(α1,0)θ(α2,0) · · · θ(αp,0) such that α1 +α2 + · · ·+αp = d, αk ≥ 0. The dimension
of Θpd is given by the number of ways of writing d as the sum of p distinct
nonnegative integers, regardless of the order. The result, in terms of the
partition function P (n, k) giving the number of ways of writing n as sum of k
positive addends, is [13]
dim Θpd = P
(
d+ p−
(
p
2
)
, p
)
. (4.45)
Since ker ∂1 = R 6= 0 only in Θ00, the dimension of ∂1Θpd−1 for (p, d) 6= (0, 1) is
given by the same formula (4.45) with d′ = d − 1. For (p, d) = (0, 1), on the
other hand, we have H01 (D) = Θ
0
1 = 0 = P (1, 0) − P (0, 0), hence the same
formula applies. Then Theorem 4.5 for D = 2 is Hpd (Fˆ) ∼= RQ with
Q = P
(
d+ p−
(
p
2
)
, p
)
− P
(
d+ p−
(
p
2
)
− 1, p
)
+
+ P
(
d+ p−
(
p+ 1
2
)
+ 1, p+ 1
)
− P
(
d+ p−
(
p+ 1
2
)
, p+ 1
)
(4.46)
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Moreover, from the explicit form of P (n, k) for k = 2, 3 we can improve the
explicit results of Lemma 4.6
dim Ξ2d(D = 2) =
{
0 d = 2k
1 d = 2k + 1
(4.47)
dim Ξ3d(D = 2) =

0 d < 3
1
6(d+ 3) d = 3 + 6k
1
6(d− 4) d = 4 + 6k
1
6(d+ 1) d = 5 + 6k
1
6d d = 6 + 6k
1
6(d− 1) d = 7 + 6k
1
6(d− 2) d = 8 + 6k
(4.48)
Combining the two previous results we can explicitly give the dimensions of
H2p (Fˆ). In particular it should be noticed that H2d(Fˆ) 6= 0 for all d > 4.
Finally, we exhibit the dimension of some cohomology groups H2p (Fˆ) that can
be obtained by formula (4.46).
d 0 1 2 3 4 5 6 7 8
dimH2d(Fˆ) 0 1 0 2 0 2 1 2 1
4.2.2 Cohomology in a special case
Let us consider the DN brackets with one dependent variable and D inde-
pendent variables
{u(x), u(y)}Pˆ = ∂Dδ(x− y), (4.49)
which, in the θ formalism, corresponds to the bivector
Pˆ =
1
2
∫ D
θθξDdDx ∈ Fˆ2. (4.50)
In this Paragraph we compute the Poisson cohomology of the bracket {, }Pˆ ,
i.e., the cohomology of the complex (Fˆ , dPˆ ), where dPˆ = [Pˆ , ·].
Let
DPˆ =
∑
S
θS+ξD
∂
∂uS
, (4.51)
be the differential operator on Aˆ associated with Pˆ defined in (4.22). Clearly,
DPˆ squares to zero.
Moreover, this operator commutes with ∂1, . . . , ∂D, therefore it induces a
differential on each of the spaces Fˆ1, . . . , FˆD. In particular, it is obvious that
on FˆD this operator coincides with (4.19).
With the differentials induced by DPˆ on Aˆ, Fˆ1, . . . , FˆD, the short exact
sequences of (4.26) become the short exact sequences of complexes. So, we can
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use the associated long exact sequences in order to compute the cohomology
of Fˆ1, . . . , FˆD.
All the cohomology groups that we consider are to be understood with
respect to the differential induced by DPˆ , so we will generally refrain from
indicating it all the time.
Recall that we denote by ZD the sub-semiring of Z that consists of multi-
indices of the form S =
∑
α sαξα with sD = 0.
Lemma 4.10. We have that H(Aˆ) = R[{θS , S ∈ ZD}].
Proof. Under the identification θS+ξD ↔ duS , S ∈ Z, the operator DPˆ turns
into the de Rham differential on the differential forms in uS , S ∈ Z, hence
its cohomology is given by the degree 0 forms constant in uS , S ∈ Z, that
is, by all elements of Aˆ independent of uS and θS+ξD , S ∈ Z. These are the
polynomials in θS , S ∈ ZD.
For D = 1 we have H(Aˆ) = R⊕ Rθ, as in [40, 41].
We denote the polynomial ring R[{θS , S ∈ ZD}] by Θ. It is important
to stress that the polynomials in θS , S ∈ ZD, are indeed representatives of
cohomology classes in H(Aˆ).
Proposition 4.2. We have:
H(Fˆα) = Θ
∂1Θ + · · ·+ ∂αΘ (4.52)
for α = 1, . . . , D − 1.
Proof. Let us start by considering the short exact sequence
0→ Aˆ/R ∂1−→ Aˆ
∫
dx1−−−→ Fˆ1 → 0, (4.53)
which induces a long exact sequence in cohomology
Hpd−1(Aˆ/R)
∂1−→ Hpd (Aˆ)
∫
dx1−−−→ Hpd (Fˆ1)→ Hp+1d (Aˆ/R)
∂1−→ Hp+1d+1 (Aˆ). (4.54)
By Lemma 4.10, the cohomology classes in H(Aˆ), and of course in H(Aˆ/R),
are represented by elements of Θ, i.e., by polynomials in θS with S ∈ ZD.
The derivations ∂1, . . . , ∂D−1 map such polynomials to polynomials of the
same form, hence their action on the cohomology coincides with their natural
action on Θ. It clearly follows that the kernel of Hp+1d (Aˆ/R)
∂1−→ Hp+1d+1 (Aˆ) is
equal to zero.
The Bockstein homomorphism Hpd (Fˆ1)→ Hp+1d (Aˆ/R) is therefore the zero
map, and we can conclude that Hpd (Fˆ1) is the quotient of Hpd (Aˆ) by the image
of ∂1. So, we have
Hpd (Fˆ1) ∼=
Hpd (Aˆ)
∂1H
p
d−1(Aˆ)
∼= Θ
p
d
∂1Θ
p
d−1
, (4.55)
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which is precisely the assertion of the Proposition for Fˆ1.
Let us now prove the same statement for Fˆα, α = 2, . . . , D − 1, by induc-
tion. The short exact sequence
0→ Fˆα−1/R ∂α−→ Fˆα−1
∫
dxα−−−→ Fˆα → 0 (4.56)
induces the long exact sequence in cohomology
Hpd−1(Fˆα−1/R)
∂α−→ Hpd (Fˆα−1)
∫
dxα−−−→ Hpd (Fˆα)→ Hp+1d (Fˆα−1/R)
∂α−→ Hp+1d+1 (Fˆα−1).
(4.57)
Notice that the map ∂α : H(Fˆα−1/R) → H(Fˆα−1) is given, by inductive as-
sumption, by
∂α :
Θ
∂1Θ + · · ·+ ∂α−1Θ + R →
Θ
∂1Θ + · · ·+ ∂α−1Θ . (4.58)
Lemma 4.11. The kernel of the map (4.58) is equal to zero.
Proof. We can follow the proof of Lemma 4.4. By the same argument as there,
we reduce the statement of the lemma to the vanishing of the cohomology of
a certain complex, where we have an explicit homotopy contraction.
Since the kernel of the map (4.58) is equal to zero, the Bockstein homo-
morphism vanishes, and therefore we can conclude that
H(Fˆα) ∼=
Θ
∂1Θ+···+∂α−1Θ
∂α
(
Θ
∂1Θ+···+∂α−1Θ
) ∼= Θ
∂1Θ + · · ·+ ∂αΘ . (4.59)
In particular, the previous Proposition implies that Hpd (FˆD−1) is a finite
dimensional vector space, whose dimension one can compute explicitly for
each choice of p, d,D. Due to its importance we denote it by Ξpd, which is then
the degree (p, d) component of
Θ
∂1Θ + · · ·+ ∂D−1Θ . (4.60)
Finally we can compute the Poisson cohomology in the scalar case:
Theorem 4.12. We have that Hpd (Fˆ) ' Ξpd ⊕ Ξp+1d .
Proof. The short exact sequence
0→ FˆD−1/R ∂D−−→ FˆD−1
∫
dxD−−−−→ FˆD → 0 (4.61)
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induces in cohomology the exact sequence
Hpd−1(FˆD−1/R)
∂D−−→ Hpd (FˆD−1)
∫
dxD−−−−→ Hpd (FˆD)→ Hp+1d (FˆD−1/R)
∂D−−→ Hp+1d+1 (FˆD−1).
(4.62)
It is easy to check that, for a ∈ Θ,
∂Da = DPˆ
∑
S
uS
∂a
∂θS
, (4.63)
hence the map ∂D sends any element of Θ, considered as a subspace of Aˆ, to
a ∆-exact element of Aˆ. This implies that the operator induces by ∂D on the
cohomology of Aˆ is equal to zero, and therefore it is also equal to zero on the
cohomology of Fˆα, α = 1, . . . , D − 1. The long exact sequence (4.62) is then
equivalent to the collection of short exact sequences
0→ Hpd (FˆD−1)→ Hpd (FˆD)→ Hp+1d (FˆD−1/R)→ 0, (4.64)
for p ≥ 0, d ≥ 0. This implies that Hpd (FˆD) ' Hpd (FˆD−1)⊕Hp+1d (FˆD−1).
4.2.3 Change of independent variables
In Section 4.2.2 we have proved a theorem about the Poisson cohomology
for the bracket {u(x), u(y)} = ∂Dδ(x − y). On the other hand, the generic
nondegenerate Poisson bracket (4.1) has the form, when written in normalized
flat coordinates (for which g(u) = const = 1),
{u(x), u(y)} =
D∑
α=1
cα
∂
∂xα
δ(x− y). (4.65)
Let us denote ∆ the Poisson differential associated to the bracket (4.65).
In this Section we prove that the cohomology groups for the bracket (4.65)
are isomorphic to the ones we computed in the previous one, and hence that
Theorem 4.5 holds for all the nondegenerate scalar DN brackets.
Lemma 4.13. By a linear change of independent variables (x1, . . . , xD) the
bracket (4.65) can be brought to the form
{v(x˜), v(y˜)} = ∂Dδ(x˜− y˜). (4.66)
Proof. Let us denote ∂xα the total derivative ∂α computed with respect to the
independent variables {xα}Dα=1 and ∂x˜α the one computed with respect to the
new independent variables {x˜α}. Under a linear change of coordinates x 7→
x˜ = Jx, with J a constant D ×D matrix, the derivations ∂x = {∂xα} change
according to ∂x 7→ ∂x˜ = (J−1)T∂x. For the D-dimensional Dirac’s delta
function to be invariant, we require in addition that det J = 1. Introducing
the D-dimensional vector C = (c1, . . . , cD) we have to solve the algebraic set
of equations J ·C = ξD. We get D equations for D2 − 1 entries of the matrix
J . Hence, the solution is not unique but it always exists.
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We will denote ∆˜ the Poisson differential of the bracket (4.66).
Lemma 4.14. The cohomology groups Hpd (Fˆ ,∆) are isomoprhic to Hpd (Fˆ , ∆˜).
Proof. The same transformation law ∂x 7→ ∂x˜ = (J−1)T∂x applies to the
variables uξα = ∂xαu and θ
ξα . Since J is constant, the higher order derivatives
leave it unaffected, in such a way that the transformation law is tensorial
uI 7→ u˜I = ((J−1)T )|I| uI′ (4.67)
where |I| = k1 + . . .+ kD and |I| = |I ′|. More precisely, we have
u˜(k1,...,kD) =(
(J−1)T
)α1
1
· · · ((J−1)T )αk1
1
(
(J−1)T
)αk1+1
2
. . .
(
(J−1)T
)α|I|
D
∂|I|
∂xα1 . . . ∂xα|I|
u.
(4.68)
Moreover, the partial derivatives with respect to the jets transform with JT ,
so that the differential ∆ is transformed, being homogeneous of differential
order 1, as (J−1)T∆. Under the change of independent variables, Aˆpd 7→ Aˆpd
for any component of bidegree (p, d).
Since J is invertible and the change of coordinates does not change the
differential order of the jets, there exists an isomorphism between the kernels
and the images of ∆: Aˆpd → Aˆpd+1 and ∆˜: Aˆpd → Aˆpd+1. Hence the quotient
spaces Hpd (∆, Aˆ) and Hpd (∆˜, Aˆ) are isomorphic.
Moreover, the change of independent variable leaves the space Fˆ invariant.
Let us consider the quotient operation
Fˆ = Aˆ
∂x1Aˆ+ · · ·+ ∂xDAˆ
.
The change of independent coordinates maps each partial derivative to a linear
combination of all the D derivatives
∂xα 7→
(
(J−1)T∂x
)
α
=
∑
β
∂xβ
∂x˜α
∂xβ .
Since J is nondegenerate, however, Span(∂x˜Aˆ) is the same as Span(∂xAˆ),
which proves the claim.
Equation (4.36) reads
Hpd (Fˆ) ∼=
Θpd
∂x1Θ
p
d−1 + · · ·+ ∂xDΘpd−1
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where Θpd = H
p
d (Aˆ). The linear change of independent coordinates, as already
discussed, maps the numerator of the quotient to an isomorphic space. For
the denominator we have
∂x1Θ
p
d−1 + · · · ∂xDΘpd−1 7→
∂x˜1Θ˜
p
d−1 + · · · ∂x˜DΘ˜pd−1 = ∂x1Θ˜pd−1 + · · · ∂xDΘ˜pd−1 ∼= ∂x1Θpd−1 + · · · ∂xDΘpd−1.
Since both the numerator and the denominator of the quotient Hpd (Fˆ) are
mapped to isomorphic spaces, such is the quotient itself. This allows us to
extend the Theorem 4.5 to all the nondegenerate scalar DN brackets.
Theorem 4.12, which holds for the bracket (4.65), and Lemma 4.14 consti-
tute the proof of Theorem 4.5.
4.3 Some explicit examples
In this section we show how one can explicitly compute some cohomology
groups Hpq (Fˆ ,∆) using the formalism of Poisson Vertex Algebras introduced
in Chapter 2.
4.3.1 Symmetries of the bracket
The λ bracket equivalent to the Poisson bracket defined by the bivector
Pˆ = 12θθ
ξD is {uλu} = λD. The elements of the first cohomology group
H1(Fˆ , dPˆ ) are the symmetries of the bracket that are not Hamiltonian, namely
the evolutionary vector fields
X =
∑
I
∂IX(u;uL)
∂
∂uI
(4.69)
satisfying
X({uλu}) = {X(u)λu}+ {uλX(u)} (4.70)
of form different than
X(u) = {hλu}|λ=0. (4.71)
Let us compute H10 , H
1
1 , and H
1
2 for generic D, showing the agreement with
the results of Corollary 4.7.
For H10 we want to consider evolutionary vector field whose component X
depends only on u. Since the bracket between the generators u is constant,
the LHS of (4.70) vanishes; computing the RHS with the help of the master
formula (2.5) and setting it equal to 0 immediately gives that X must be a
constant. Given the form of the Poisson bivector, we cannot have any constant
Hamiltonian vector fields; thus, H10 = R.
To compute H11 we are interested in vector fields of first degree, namely
of form X =
∑D
α=1X
α(u)uξα . Imposing the condition of symmetry does not
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give any condition on XD but forces Xα for α = 1, . . . , D− 1 to be constants.
On the other hand, if we take a generic Hamiltonian density of degree 0, i.e.
a function h(u), its Hamiltonian vector field will be Xh = h
′(u)uξD , where
XD = h′ can be arbitrary. This means that the (D− 1) constants are all and
only the elements of H11 = R(D−1).
In principle, computing any component of the first cohomology group
means performing the same computations as the ones for the first two. How-
ever, they become more and more involved with the growing of the degree (and
hence of the differential order), hence requiring more computational effort even
if we resort to computer algebra systems. Computing (4.70) for second de-
gree evolutionary vector field, whose component is X =
∑D
α,β=1X
αβ
1 uξαuξβ +
Xαβ2 uξα+ξβ , we get that the necessary condition is that X1 = X2 = 0 for all
(a, b). This means that H12 = 0.
4.3.2 Deformations of the bracket
he second cohomology group is the class of the compatible infinitesimal
deformations of the λ bracket associated to the Poisson bivector Pˆ that cannot
be obtained by a Miura transformation. We will demonstrate a few results
for the case D = 2. Since {·λ·}Pˆ is constant, it is enough to impose the
skewsymmetry of the deformation {·λ·}∼ and the cocycle condition is reduced
to
{uλ{uµu}∼}Pˆ + {uµ{uλu}∼}Pˆ = {{uλu}∼λ+µu}Pˆ . (4.72)
The form of the deformed bracket we choose depends on which component of
the second cohomology group we are interested in: when computing H2d we
will consider homogeneous λ brackets of degree d (as for the gradation on Aˆ,
we consider degλI = |I| and deg{uλu} = deg(B(u;uL)IλI) = degB + |I|).
The skewsymmetry of the deformation prevents the existence of elements in
H20 , since there cannot be skewsymmetric brackets of form {uλu} = A(u).
For H21 we consider brackets of form {uλu}∼ =
∑2
α=1 2A
α(u)λα +A
α′uξα
— we have already implemented the skewsymmetry of the deformation. Com-
puting the condition (4.72) for this bracket does not give any constraint on A2
but imposes A1 = C constant. Let us consider a generic Miura transformation
that gives rise to a bracket of first degree: since Pˆ is of first degree as well,
the transformation must be of degree 0, so u 7→ U = u+ F (u). We get
{UλU}Pˆ = {uλu}Pˆ + 
(
2F ′(u)λ2 + F ′′(u)uξ2
)
+O(2). (4.73)
This computation shows that we can never get from a Miura transformation
a bracket of form {uλu} = λ1, which is compatible with {·λ·}Pˆ . This means
that H21 = R.
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We can proceed similarly for H22 ; in this case a general deformed bracket
of degree 2 will be
{uλu}∼ =
∑
α,β
Aαβλαλβ +B
αβλαuξβ + C
αβuξαuξβ +D
αuξα+ξβ . (4.74)
Note that, by definition, A, C, and D are symmetric in the indices (α, β).
Imposing the skewsymmetry we find the relations
Aα = 0 (4.75)
Cαβ =
1
4
(
Bαβ ′ +Bβα′
)
(4.76)
Dαβ =
1
4
(
Bαβ +Bβα
)
. (4.77)
We now impose the condition (4.72) to the bracket and find that the param-
eters B must satisfy the set of equations
B11 = 0 (4.78)
B12 +B21 = 0 (4.79)
B22 = 0 (4.80)
In other words, all the compatible infinitesimal deformation of Pˆ of degree
2 are parametrized by a single function B(u) = B12 according to the given
prescriptions. Any of these compatible deformations can be obtained by Pˆ
after the Miura transformation
u 7→ U = u− uξ1
∫ u
B(s)ds (4.81)
that exists for any function B of a single variable. This means that H22 = 0,
in agreement with the formula (4.46).
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In this thesis we have addressed the problem of the Poisson–Lichnerowicz
cohomology of multidimensional Poisson brackets of hydrodynamic type fol-
lowing two different approaches. As we have pointed out several times in the
previous chapters, Getzler’s result about the one-dimensional case is tightly
related to the existence of flat coordinates for the brackets; the existence of
essentially one constant bracket allows to establish the isomorphism with the
De Rham cohomology on the target manifold.
For higher dimensional brackets, the solutions of Mokhov’s conditions
(1.44) do not entail the existence of such flat coordinates; this implies that
one has, in general, to find some alternative strategies.
In Chapter 3 we have attacked the problem explicitly, writing down the co-
cycle and coboundary conditions and reducing them to get informations about
some homogeneous components of the cohomology groups. To this aim, we
have extended to the multidimensional case the theory of Poisson Vertex Alge-
bras, that proved to be an efficient framework for this kind of computations.
Its main advantage is the (apparent) lack of integrations to be performed,
since the axioms of the λ brackets encode the properties of skewsymmetry
and Jacobi identity, as stated in Theorem 2.2. The master formula, which is
the fundamental tool to compute the value of the brackets when we work with
differential polynomials, can easily been coded, to dramatically speed up the
computations by performing most of them with a computer. We have written
a Mathematica package that contains all the needed procedures.
The second Poisson–Lichnerowicz cohomology contains the compatible de-
formations of the DN brackets that are not trivial. Having proved that the
group is not trivial for D = N = 2, we could explicit provide a basis of its.
Because of the huge freedom in the choice of the representatives classes in H23 ,
however, we still cannot conclude whether there exists another basis with a
clearer interpretation.
In Chapter 4, for the particular case of scalar brackets, we could rely on the
existence of a constant form of the Poisson structure to find an isomoprhism
with the De Rham differential on a suitable space. This allows to find general
results on all the cohomology groups, thanks to well known facts in differential
geometry. The ideas exploited there, deeply rooted in the formal calculus
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of the variations, require notwithstanding a lot of technical lemmas to be
properly applied. Most of the work has been completed by S.-Q. Liu and
Y. Zhang [40, 41], but a careful review of it in light of the multidimensional
setting seems to be necessary. Part of it is presented in the aforementioned
chapter; a more general review might be useful, too.
Further developments The work presented in this thesis provides a few an-
swers to the original problem we have addressed. According to the two main
frameworks we have worked in, namely the mPVAs approach to the explicit
computations and the search for techniques of homological algebra to give
general results on the Poisson cohomology, we deem that the following list of
open problems may be the natural prosecutions of the work done so far.
• The Mathematica package MultiPVA can be an useful tool for all the
community of people working in Hamiltonian PDEs. Some improve-
ments, in particular in the execution speed, and the publishing of a
well-documented version of it will be a priority;
• The basis of cocycles we have found for H23 (PLP ) may be made simpler
to interpret, and give rise to a new class of Hamiltonian PDEs;
• The theory of mPVA can be applied to a broader class of Hamilto-
nian and Integrable PDEs than the Dubrovin–Novikov one. In [11] we
have already studied the Hamiltonian structure of Euler’s equations as
a reduction of PLP . A broader study on the Hamiltonian structure of
Vlasov’s equations as a reduced bracket, related to 2D Toda, is currently
in progress together with A. Raimondo and D. Valeri;
• The ideas of Chapter 4 can be useful to study, even for N > 1, the class
of Poisson brackets that admits a coordinate systems in which they are
constant. Such brackets, indeed, exists for any N as a special case. An
extension of Theorem 4.5 may be easily obtained;
• The quite implicit statement of Theorem 4.5 should lead, at least for
the low degrees, to a more explicit characterization of the cohomology
groups for D > 2, in similar fashion to Formula (4.46).
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ASource code of MasterPVA
The package should be loaded at the beginning of your Mathematica note-
book; in this way it is easier to avoid conflicts with the variables’ names.
To load the package in the file, the standard code is
<< "path/MasterPVA.m"
We give the full raw transcript of the source code, already mildly com-
mented. Some supplementary comments are given in Section 2.3.
(* ::Package:: *)
BeginPackage["MasterPVAmulti‘"];
Print["MasterPVAmulti: a Mathematica package for computing the
lambda bracket of a Poisson Vertex Algebra of arbitrary rank
"];
Print["2013. M. Casati & D. Valeri (SISSA,Trieste)"];
Clear["MasterPVAmulti‘*"];
Clear["MasterPVAmulti‘Private‘*"];
(*Explain meaning of the functions*)
d::usage="d is the parameter for the number of generators of the
PVA. Default=1";
r::usage="d is the rank of the algebra, i.e. the number of
variables for the generators. Default=1"
maxO::usage="maxO is the parameter for the max order of
derivatives to which to compute the bracket. Default=5";
var::usage="var is the array of the variables";
gen::usage="gen is the array of the generators";
LambdaB::usage="LambdaB[f,g,P,\[Lambda]] is the function which
computes the lambda bracket of the functions f and g with
respect to the structure P, written as a polynomial in the
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indeterminates \!\(\*SubscriptBox[\(\[Beta]\), \(i\)]\),
with respect to the indeterminates \!\(\*SubscriptBox[\(\[
Lambda]\), \(i\)]\) of the vector \[Lambda]";
\[Beta]\[Beta]::usage="formalparameter";
PVASkew::usage="PVASkew computes the condition of skewsymmetry
for a lambda bracket and returns a matrix";
PrintPVASkew::usage="PrintPVASkew computes the condition of
skewsymmetry for a lambda bracket and returns a table with
the list of result for the single generators. Useful for
checking the properties of a generic bracket";
JacobiCheck::usage="Jacobi check computes the terms of the PVA-
Jacobi identity for all the triples of generators and
returns an array of results";
PrintJacobiCheck::usage="PrintJacobiCheck computes the terms of
PVA-Jacobi identity and returns a table with the list of
results for each triple of generators. Useful for checking
the properties of a generic bracket";
EvVField::usage="Apply the evolutionary vector field of given
characteristic to a function";
Begin["‘Private‘"];
d=1;
r=1;
\[Beta]\[Beta]:=Array[Subscript[\[Beta], #]&,r];
maxO=5;
myD[{arg_,MInd_},j_]:={Nest[D[#,var[[j]]]&,arg,MInd[[j]]],MInd};
MultiD[arg_,MInd_]:=Fold[myD,{arg,MInd},Range[r]][[1]];
DLambda[{arg_,\[Lambda]_,MInd_},j_]:={Nest[\[Lambda][[j]] #+D[#,
var[[j]]]&,arg,MInd[[j]]],\[Lambda],MInd};
DLambdamin[{arg_,\[Lambda]_,MInd_},j_]:={Nest[-\[Lambda][[j]]
*#-D[#,var[[j]]]&,arg,MInd[[j]]],\[Lambda],MInd};
MultiDLambda[arg_,\[Lambda]_,MInd_]:=Fold[DLambda,{arg,\[Lambda
],MInd},Range[r]][[1]];
MultiDLambdamin[arg_,\[Lambda]_,MInd_]:=Fold[DLambdamin,{arg,\[
Lambda],MInd},Range[r]][[1]];
Term3D[f_,MInd_,i_,\[Alpha]_]:=MultiDLambdamin[D[f,MultiD[gen[[i
]],MInd]],\[Alpha],MInd];
Term2D[f_,P_,i_,j_,\[Alpha]_]:=Module[{ListIndex=
CoefficientRules[MonomialList[P[[j,i]]],\[Beta]\[Beta]]/.
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Rule->List},If[ListIndex=={{}},0,Total[Table[Flatten[
ListIndex[[k]],1][[2]]*MultiDLambda[f,\[Alpha],Flatten[
ListIndex[[k]],1][[1]]],{k,Length[MonomialList[P[[j,i
]]]]}]]]];
Term1D[f_,MInd_,g_,j_,\[Alpha]_]:=D[g,MultiD[gen[[j]],MInd]]*
MultiDLambda[f,\[Alpha],MInd];
Lambdamnij[f_,g_,Multi1_,Multi2_,i_,j_,P_,\[Alpha]_]:=Term1D[
Term2D[Term3D[f,Multi1,i,\[Alpha]],P,i,j,\[Alpha]],Multi2,g,
j,\[Alpha]];
ListaMultiIndici:=Module[{IndexFamily=Array[Subscript[i, #]&,r],
Mi=Table[0,{l,r}]},Flatten[Table[For[k=0,k<r,k++,Mi[[k+1]]=
IndexFamily[[k+1]]];Mi,##]&@@({IndexFamily[[#]],0,maxO} &/
@Range[r]),r-1]];
LambdaB[f_,g_,P_,\[Alpha]_]:=Sum[Lambdamnij[f,g,ListaMultiIndici
[[m]],ListaMultiIndici[[n]],i,j,P,\[Alpha]],{m,1,(maxO+1)^r
},{n,1,(maxO+1)^r},{i,1,d},{j,1,d}];
EvVField[X_,f_]:=Sum[MultiD[X[[i]],ListaMultiIndici[[m]]]D[f,
MultiD[gen[[i]],ListaMultiIndici[[m]]]],{m,1,(maxO+1)^r},{i,
d}];
(*Skewsymmetry*)
Skew[P_,i_,j_]:=Module[{dummy=P[[j,i]]},For[k=0,k<r,k++,dummy=
dummy/.{Times[\[Beta]\[Beta][[k+1]]^n_, e_] :>Nest[-\[Beta
]\[Beta][[k+1]]*#-D[#,var[[k+1]]]&,e,n],Times[\[Beta]\[Beta
][[k+1]],e_]:>Times[-\[Beta]\[Beta][[k+1]],e]-D[e,var[[k
+1]]],\[Beta]\[Beta][[k+1]]:>-\[Beta]\[Beta][[k+1]]}];dummy
];
PVASkew[P_]:=Table[Simplify[P[[i,j]]+Skew[P,i,j]],{i,d},{j,d}];
PrintPVASkew[P_]:=TableForm[Partition[Flatten[Table[{HoldForm[i
]==i,HoldForm[j]==j,Simplify[P[[i,j]]+Skew[P,j,i]]},{j,1,d
},{i,1,j}]],3],TableSpacing->{2,2}];
(*Jacobi identity*)
Jacobi[i_,j_,k_,P_]:=Module[{\[Lambda]\[Lambda]=Array[Subscript
[\[Lambda], #]&,r],\[Mu]\[Mu]=Array[Subscript[\[Mu], #]&,r
]},LambdaB[gen[[i]],LambdaB[gen[[j]],gen[[k]],P,\[Mu]\[Mu]],
P,\[Lambda]\[Lambda]]-LambdaB[gen[[j]],LambdaB[gen[[i]],gen
[[k]],P,\[Lambda]\[Lambda]],P,\[Mu]\[Mu]]-LambdaB[LambdaB[
gen[[i]],gen[[j]],P,\[Lambda]\[Lambda]],gen[[k]],P,\[Lambda
]\[Lambda]+\[Mu]\[Mu]]];
JacobiCheck[P_]:=Table[Simplify[Jacobi[i,j,k,P]],{i,1,d},{j,1,d
},{k,1,d}];
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PrintJacobiCheck[P_]:=TableForm[Partition[Flatten[Table[{
HoldForm[i]==i,HoldForm[j]==j,HoldForm[k]==k,Simplify[Jacobi
[i,j,k,P]]},{k,1,d},{j,1,d},{i,1,d}]],4],TableSpacing
->{2,2}];
End[ ];
var:=Array[Subscript[x, #]&,r];
gen:=Array[Subscript[u, #][var]&,d];
EndPackage[];
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BComputations for H2
B.1 0-th order deformations
We provide here the form of the 10 coefficients of the deformed brackets
in terms of the two parameters of the Miura transformation (F1, F2)
B.1.1 Trivial deformations of (3.1)
A111 = 2
∂
∂p
F1 A112 =
∂
∂p
F2 A
1
22 = 0
A211 = 0 A
2
12 =
∂
∂q
F1 A
2
22 = 2
∂
∂q
F2
B11(A) =
1
2
(
− ∂
2
∂p2
F2
)
B12(A) =
1
2
(
− ∂
2
∂q∂p
F2
)
B21(A) =
1
2
(
∂2
∂q∂p
F1
)
B22(A) =
1
2
(
∂2
∂q2
F1
)
B.1.2 Trivial deformations of (3.2)
A111 = 2
∂
∂q
F1 A112 =
∂
∂q
F2 +
∂
∂p
F1 A
1
22 = 2
∂
∂p
F2
A211 = 0 A
2
12 =
∂
∂q
F1 A
2
22 = 2
∂
∂q
F2
B11(A) =
1
2
(
− ∂
2
∂q∂p
F2 +
∂2
∂p2
F1
)
B12(A) =
1
2
(
− ∂
2
∂q2
F2 +
∂2
∂q∂p
F1
)
B21(A) =
1
2
(
+
∂2
∂q∂p
F1
)
B22(A) =
1
2
(
∂2
∂q2
F1
)
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B.1.3 Trivial deformations of (3.3)
A111 = −2F1 + 2 q
∂
∂q
F1 + 4 p
∂
∂p
F1
A112 = −F2 + q
∂
∂q
F2 + q
∂
∂p
F1 + 2 p
∂
∂p
F2
A122 = 2 q
∂
∂p
F2
A211 = 2 p
∂
∂q
F1
A212 = −F1 + 2 q
∂
∂q
F1 + p
∂
∂q
F2 + p
∂
∂p
F1
A222 = −2F2 + 4 q
∂
∂q
F2 + 2 p
∂
∂p
F2
B11(A) =
1
2
(
− ∂
∂p
F2 − q ∂
2
∂q∂p
F2 + q
∂2
∂p2
F1 − 2 p ∂
2
∂p2
F2
)
B12(A) =
1
2
(
−q ∂
2
∂q2
F2 +
∂
∂p
F1 + q
∂2
∂q∂p
F1 − 2 p ∂
2
∂q∂p
F2
)
B21(A) =
1
2
(
− ∂
∂q
F2 + 2 q
∂2
∂q∂p
F1 − p ∂
2
∂q∂p
F2 + p
∂2
∂p2
F1
)
B22(A) =
1
2
(
+
∂
∂q
F1 + 2 q
∂2
∂q2
F1 − p ∂
2
∂q2
F2 + p
∂2
∂q∂p
F1
)
B.2 First order deformations
We provide here the form of the coefficients of the compatible deforma-
tion (3.34), after imposing the skewsymmetry conditions (3.36), that can be
algebraically solved for in the cocycle conditions.
B.2.1 Deformations of (3.1)
B1,1111 = 0 B
2,22
22 = 0 B
2,22
11 = 0
B1,1122 = 0 B
2,21
11 = 0 B
1,12
22 = 0
B˜1,1112 = 0 B˜
2,22
12 = 0 B
1,21
11 = −B2,1111
B2,1222 = −B1,2222 B˜1,1212 = −B2,1122 +
∂A˜11
∂q
B˜2,2112 = −B1,2211 −
∂A˜22
∂p
B˜2,1112 = −
1
2
B1,1211 −
∂A˜12
∂p
B˜1,2212 = −
1
2
B2,2122 +
∂A˜12
∂q
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B˜1,2112 =
∂A˜12
∂p
B˜2,1212 = −
∂A˜12
∂q
B2,1211 = B
1,22
11 + 2
∂A˜22
∂q
B1,2122 = B
2,11
22 − 2
∂A˜11
∂p
D˜11,1 = 0 D˜22,2 = 0
D˜12,1 = −1
8
B1,1211 D˜
12,2 =
1
8
B2,2122
D˜22,1 =
1
2
(
B2,1122 −
∂A˜11
∂q
)
D˜22,2 = −1
2
(
B1,2211 +
∂A˜22
∂q
)
C˜11,11 = 0 C˜22,22 = 0
C˜11,12 =
1
4
(
∂B2,1122
∂p
− ∂
2A˜11
∂p∂q
)
C˜21,22 = −1
4
(
∂B1,2211
∂q
+
∂2A˜22
∂p∂q
)
C˜11,21 = −1
8
∂B1,1211
∂p
C˜12,22 =
1
8
∂B2,2122
∂p
C˜12,12 =
1
2
(
∂B2,1122
∂q
− ∂
2A˜11
∂q2
)
C˜21,21 = −1
2
(
∂B1,2211
∂p
+
∂2A˜22
∂p2
)
C˜12,21 = 0 C˜11,22 =
1
8
(
∂B2,2122
∂p
− ∂B
2,12
11
∂q
)
B.2.2 Deformations of (3.2)
B1,1122 = 0 B
2,21
11 = 0
B1,1211 = 0 B
2,22
11 = 0
B2,2222 = 0 B
1,21
22 = −
(
B1,1222 +B
2,11
22
)
B1,2211 = −
∂A˜22
∂q
B2,1111 =
∂A˜22
∂p
B2,1211 =
∂A˜22
∂q
B1,2222 −
(
B2,1222 +B
2,21
22
)
B˜2,2111 = 0 B˜
2,22
12 = 0
B˜1,1212 = −
1
2
B1,1111 B˜
1,11
12 = −
1
2
B1,1222
B˜1,2212 = −B2,1111 +
∂A˜12
∂q
B˜2,2112 =
1
2
(
B1,2111 +
∂A˜22
∂p
)
B˜2,1112 = B
2,12
22 +
1
2
B2,2122 −
∂A˜11
∂q
+
∂A˜12
∂p
B˜2,1212 = B
2,11
22 −
1
2
B1,2111 −
∂A˜12
∂q
− 1
2
∂A˜22
∂p
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D˜11,1 =
1
4
B1,1222 D˜
11,2 = −1
4
B1,1111
D˜12,1 =
1
8
(
B1,1111 −B2,2122
)
D˜12,2 = −1
8
(
B1,2111 +
∂A˜22
∂p
)
D˜22,1 = −1
2
(
B1,2111 +
∂A˜22
∂p
)
D˜22,2 = 0
C˜11,11 =
1
4
∂B1,1222
∂p
C˜12,22 = −1
8
(
∂B1,2111
∂q
+
∂2A˜22
∂p∂q
)
C˜21,22 =
1
8
(
∂B1,2111
∂q
+
∂2A˜22
∂p∂q
)
C˜22,22 = 0
C˜11,21 =
1
8
(
∂B1,1111
∂p
− ∂B
2,21
22
∂p
)
C˜11,12 =
1
8
(
∂B1,1222
∂q
− ∂B
1,11
11
∂p
)
C˜12,12 = −1
4
∂B1,1111
∂q
C˜21,21 =
1
4
(
∂B1,2111
∂p
+
∂2A˜22
∂p2
)
C˜11,22 =
1
8
(
2
∂B1,1111
∂q
− 2∂B
2,12
22
∂q
− ∂B
2,21
22
∂q
− 2∂B
1,21
11
∂p
+ 2
∂2A˜11
∂q2
− 4∂
2A˜12
∂p∂q
)
C˜12,21 = −1
8
(
2
∂B2,1222
∂q
+
∂B1,1111
∂q
− ∂B
1,21
11
∂p
+ 2
∂2A˜22
∂p2
+ 2
∂2A˜11
∂q2
− 4∂
2A˜12
∂p∂q
)
B.2.3 Deformation of (3.3)
B1,1111 =
q2
p2
(
∂A˜22
∂q
+ 2B1,2211
)
+
q
p
(
−2∂A˜
12
∂q
+
5
2
∂A˜22
∂p
+ 2B1,2111 +B
2,11
11
)
+
−
(
−∂A˜
11
∂q
+
∂A˜12
∂p
+B1,2222 +B
2,12
22
)
+
p
(
∂A˜11
∂p − 2B2,1122
)
2q
+
+
A˜12
p
− 2qA˜
22
p2
− A˜
11
q
B2,2222 =
p2
q2
(
−∂A˜
11
∂p
+ 2B2,1122
)
+
p
q
(
−5
2
∂A˜11
∂q
+ 2
∂A˜12
∂p
+B1,2222 + 2B
2,12
22
)
+
−
(
∂A˜22
∂p
− ∂A˜
12
∂q
+B1,2111 +B
2,11
11
)
+
q
(
−∂A˜22∂q − 2B1,2211
)
2p
+
+
2pA˜11
q2
− A˜
12
q
+
A˜22
p
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B1,1122 = 0
B2,2211 = 0
B1,1211 = −
2p
q
B1,1111
B2,2122 = −
2q
p
B2,2222
B2,1211 = 2
p2
q2
B1,1111 −
p
q
(
2B1,2111 + 2B
2,11
11
)
−B1,2211
B1,2122 = 2
q2
p2
B2,2222 −
q
p
(
2B1,2222 + 2B
2,12
22
)
−B2,1122
B2,2111 =
p
q
(
B1,2111 +B
2,11
11
)
− p
2
q2
B1,1111
B1,1222 =
q
p
(
B1,2222 +B
2,12
22
)
− q
2
p2
B2,2222
B˜1,1112 = −
1
2
(
q
p
(
B1,2222 +B
2,12
22
)
− q
2
p2
B2,2222
)
B˜2,2212 = −
1
2
(
p
q
(B1,2111 +B
2,11
11 )−
p2
q2
B1,1111
)
B˜1,1212 =
1
2
(
−2q
p
B2,2222 −B1,1111 + 2B1,2222 + 2B2,1222
)
B˜2,2112 =
1
2
(
−2p
q
B1,1111 + 2B
1,21
11 + 2B
2,11
11 −B2,2222
)
B˜1,2212 = −
∂A˜12
∂q
+ 2
∂A˜22
∂p
+
q
p
∂A˜22
∂q
− 2
p
A˜22 + (2B1,2111 +B
2,11
11 )−
3p
2q
B1,1111 +
2q
p
B1,2211
B˜2,1112 = −2
∂A˜11
∂q
+
∂A˜12
∂p
− p
q
∂A˜11
∂p
+
2
q
A˜11 + (B1,2222 + 2B
2,12
22 ) +
2p
q
B2,1122 −
3q
2p
B2,2222
B˜1,2112 =
1
2
−4A˜11
q
+ 4
∂A˜11
∂q
− 2∂A˜
12
∂p
+
2p∂A˜
11
∂p
q
− 4pB
2,11
22
q
+
3qB2,2222
p
+
+ 2B1,1111 − 3B1,2222 − 5B2,1222
)
B˜2,1212 =
1
2
4A˜22
p
+ 2
∂A˜12
∂q
− 4∂A˜
22
∂p
−
2q ∂A˜
22
∂q
p
+
3pB1,1111
q
− 4qB
1,22
11
p
+
− 5B1,2111 − 3B2,1111 + 2B2,2222
)
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C˜11,1112 =
1
4
∂
∂p
(
q(B1,2222 +B
2,12
22 )
p
−
(
q
p
)2
B2,2222
)
C˜22,2212 = −
1
4
∂
∂q
(
p(B1,2111 +B
2,11
11 )
q
−
(
p
q
)2
B1,1111
)
C˜11,1212 = −
1
8
(
∂
∂q
((
q
p
)2
B2,2222 −
q(B1,2222 +B
2,12
22 )
p
)
+
∂
∂p
(
−2qB
2,22
22
p
+B1,1111 + 2B
1,22
22 + 2B
2,12
22
))
C˜21,2212 =
1
8
(
∂
∂q
(
−2pB
1,11
11
q
+ 2B1,2111 + 2B
2,11
11 +B
2,22
22
)
+
+
∂
∂p
((
p
q
)2
B1,1111 −
p(B1,2111 +B
2,11
11 )
q
))
C˜12,1212 = −
1
4
∂
∂q
(
−2qB
2,22
22
p
+B1,1111 + 2B
1,22
22 + 2B
2,12
22
)
C˜21,2112 =
1
4
∂
∂p
(
−2pB
1,11
11
q
+ 2B1,2111 + 2B
2,11
11 +B
2,22
22
)
C˜12,2212 = −
1
8
∂(B1,2111 +B
2,11
11 + 2B
2,22
22 )
∂q
C˜11,2112 =
1
8
∂(2B1,1111 +B
1,22
22 +B
2,12
22 )
∂p
C˜11,2212 =
1
4
(
2
(
∂2A˜11
∂q2
− ∂
2A˜22
∂p2
)
+
p
q
∂B1,1111
∂p
+
− ∂
∂p
q
(
∂A˜22
∂q + 2B
1,22
11
)
p
− 2A˜
22
p
− 3pB
1,11
11
2q
+ 3B1,2111 + 2B
2,11
11

+
∂
∂q
p
(
∂A˜11
∂p − 2B2,1122
)
q
− 2A˜
11
q
+
3qB2,2222
2p
+ 2B1,1111 −B1,2222 − 2B2,1222

C˜12,2112 =
1
8
4∂2A˜11
∂q2
− 4∂
2A˜22
∂p2
+
2q
∂B2,2222
∂q
p
+
∂
∂p
−2q
(
∂A˜22
∂q + 2B
1,22
11
)
p
+
4A˜22
p
+
3pB1,1111
q
− 5B1,2111 − 3B2,1111 + 2B2,2222

+
∂
∂q
2p
(
∂A˜11
∂p − 2B2,1122
)
q
− 4A˜
11
q
+
3qB2,2222
p
+ 2B1,1111 − 3B1,2222 − 5B2,1222

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B.3. Second order deformations
D˜11,112 =
1
4
(
q(B1,2222 +B
2,12
22 )
q
− q
2B2,2222
q2
)
D˜22,212 = −
1
4
(
q(B1,2111 +B
2,11
11 )
q
− q
2B1,1111
q2
)
D˜11,212 = −
1
4
(
−2qB
2,22
22
q
+B1,1111 + 2B
1,22
22 + 2B
2,12
22
)
D˜22,112 =
1
4
(
−2qB
1,11
11
q
+ 2B1,2111 + 2B
2,11
11 +B
2,22
22
)
D˜12,112 =
1
8
(2B1,1111 +B
1,22
22 +B
2,12
22 )
D˜12,212 = −
1
8
(B1,2111 +B
2,11
11 + 2B
2,22
22 )
B.3 Second order deformations
In this section we report the equations that constitute the Janet basis,
as output by Maple; because of this, the naming convention is different that
the one presented in Paragraph 3.3.3. Let us explain the naming convention –
without providing the explicit form for all the 172 variables – by two examples.
b21112p1y  B12,2112
f012p1xp2xy  F 122,1112
The first two characters denote the name of the coefficient in lower case (A,
B, . . . ) and the related powers of λ in the definition (3.46). If the number of
λ is greater than 0, the following two digits count the powers of λ1 and λ2;
then there follow the two digits corresponding to the i-th and j-th component
of the Poisson bivector. Finally, the expressions like p1y or p2xy denote the
jets variables for which the coefficients are multiplied in the definition, p1
corresponding to p and p2 corresponding to q. This means that p1x 7→ ∂1p1 ,
hence in the indices we will write 11, and so on.
B.3.1 Janet basis of the cocycle condition for a deformation of (3.1)
We provide here the basis as a list of expression that vanish for the solutions
of the system and not as a set of equations. According to this rules, the Janet
basis of the cocycle condition for brackets compatible with (3.1) is as follows.
g012p1xp2xp1y − 2 g012p1xp1xp2y , g012p2xp1yp1y − 1/2 g012p1xp1yp2y , g012p1yp1yp1y ,
g012p1yp1yp2y , g012p1yp2yp2y , g012p2yp2yp2y , f012p1yp12x − 1/3 f012p1xp1xy ,
f012p1yp22x − 1/3 f012p2xp1xy , f012p1yp1xy − f012p1xp12y , f012p1yp2xy − f012p2xp12y ,
f012p1yp12y , f012p1yp22y , f012p2yp12x − 1/3 f012p2xp1xy , f012p2yp1xy − f012p2xp12y ,
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f012p2yp12y , f012p2yp22y , e012p13y , e012p23y , d10111p22y ,−2 e012p13x + d11012p12x ,
d11012p1xy − 3/2 e012p12xy ,−e012p1x2y + d11012p12y ,−e012p2x2y + d11012p22y ,
d11022p12x , d11022p1xy+d11012p22x−3 e012p23x , d11022p12y+d11012p2xy−2 e012p22xy ,
c10111p1yp1y , c10111p1yp2y , c10111p2yp2y , c11012p1xp1x − 3/4 f012p1xp12x ,
c11012p1xp1y−2/3 f012p1xp1xy , c11012p2xp1y−2/3 f012p2xp1xy , c11012p1yp1y−1/2 f012p1xp12y ,
c11012p1yp2y − f012p2xp12y , c11012p2yp2y − 1/2 f012p2yp2xy ,
c10112p1xp1y + c10111p1xp2x + c11011p2xp1y − 2 c11011p1xp2y − f012p1xp12y ,
c10112p1yp1y + c10111p2xp1y − 1/2 c10111p1xp2y − 1/2 c11011p1yp2y , c11022p1xp1x ,
c11022p1xp2x , c11022p1xp1y + c11012p1xp2x − 2 f012p1xp22x , c11022p2xp2x ,
c11022p2xp1y − 2 c11022p1xp2y − 2 c11012p2xp2x + 2 f012p2xp22x ,
c11022p1yp1y + c11012p1xp2y − f012p1xp2xy ,
c11022p1yp2y + c11012p2xp2y + 2 f012p2yp22x − 2 f012p2xp2xy ,
c10122p2xp1y − c10122p1xp2y − c11012p2xp2y + 2 f012p2yp22x ,
b22012p2x − d10122p12x − d11012p22x + 2 e012p23x , b22012p1y − 1/2 e012p12xy ,
b22012p2y − d11012p2xy + e012p22xy , b21112p1y − d10112p1xy + d10111p22x ,
b20212p2x−b21112p2y−d10122p12y+3 e012p2x2y , b20212p1y−2 d10112p12y+d10111p2xy ,
∂
∂q
f012p1xp12x−4/3 g012p1xp1xp2x , ∂
∂q
f012p1xp1xy−3 g012p1xp1xp2y , ∂
∂q
f012p1xp12y−g012p1xp1yp2y ,
∂
∂q
f012p2xp1xy−3 g012p2xp2xp1y , ∂
∂q
f012p2xp12y−g012p2xp1yp2y , ∂
∂q
f012p2yp22x−g012p2xp2xp2y ,
∂
∂q
f012p2yp2xy − 2 g012p2xp2yp2y , ∂
∂q
e012p13x − 1/2 f012p2xp12x ,
−2/3 c11022p1xp2y−2/3 c11012p2xp2x+ ∂
∂q
e012p23x+1/3 f012p2xp22x ,
∂
∂q
e012p12xy−2/3 f012p2xp1xy ,
∂
∂q
e012p22xy+f012p2yp22x−f012p2xp2xy , ∂
∂q
e012p1x2y−f012p2xp12y , ∂
∂q
e012p2x2y−f012p2xp22y ,
2/3 c10112p1xp1x − 5/6 c11011p1xp2x + ∂
∂q
d11011p12x − 2/9 f012p1xp1xy ,
− c10111p1xp2x − c11011p2xp1y + ∂
∂q
d11011p1xy ,
− 1/2 c10111p2xp1y − 1/2 c10111p1xp2y − 1/2 c11011p1yp2y + ∂
∂q
d11011p12y ,
− 1/2 c10111p1xp2x − 1/2 c11011p2xp1y + 1/2 c11011p1xp2y + ∂
∂q
d10111p12x ,
− c10111p2xp2x + ∂
∂q
d10111p22x ,−c10111p2xp1y + ∂
∂q
d10111p1xy ,
− c10111p2xp2y + ∂
∂q
d10111p2xy ,
∂
∂q
d10111p12y ,
− c11022p1xp2y − 2 c11012p2xp2x + ∂
∂q
d11012p22x + f012p2xp22x ,
− c11012p2xp2y + ∂
∂q
d11012p2xy + 2 f012p2yp22x − f012p2xp2xy ,
− c10112p2xp1y − c10111p2xp2x + ∂
∂q
d10112p1xy ,
− 1/2 c10112p1yp2y − 1/2 c10111p2xp2y + ∂
∂q
d10112p12y ,
∂
∂q
d11022p22x ,
− c11022p2xp2y + ∂
∂q
d11022p2xy ,−c11022p2yp2y + ∂
∂q
d11022p22y ,
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−1/2 c10122p1xp2x+1/6 c11022p1xp2y−1/3 c11012p2xp2x+ ∂
∂q
d10122p12x−1/3 f012p2xp22x ,
−c10122p2xp2x−c11022p2xp2y+ ∂
∂q
d10122p22x ,−c10122p1xp2y−c11012p2xp2y+ ∂
∂q
d10122p1xy ,
−c10122p2xp2y−2 c11022p2yp2y+ ∂
∂q
d10122p2xy ,−1/2 c10122p1yp2y+ ∂
∂q
d10122p12y−f012p2yp2xy
∂
∂q
c11022p1xp2y +
∂
∂q
c11012p2xp2x − 2 ∂
∂q
f012p2xp22x + 3 g012p2xp2xp2x ,
∂
∂q
b22012p1x − c10122p1xp1x − 3/2 f012p2xp12x + f012p1xp22x ,
∂
∂q
b21112p1x − c10122p1xp1y − c10112p1xp2x − 4/3 f012p2xp1xy + 2 f012p1xp2xy ,
∂
∂q
b21112p2x−c10122p1xp2y−2 c10112p2xp2x−c11012p2xp2y−2 f012p2yp22x+2 f012p2xp2xy ,
∂
∂q
b21112p2y−c10112p2xp2y , ∂
∂q
b20212p1x−c10122p1yp1y−c10112p1xp2y−f012p2xp12y+3 f012p1xp22y ,
− 2 c10112p2yp2y + ∂
∂q
b20212p2y ,
∂
∂q
a33011 − 2 d10112p12x + e012p12xy ,
∂
∂q
a32111 − 2 d10112p1xy + 2 e012p1x2y ,−2 d10112p12y + ∂
∂q
a31211 ,
∂
∂q
a30311 ,
∂
∂q
a33012−d10122p12x+e012p23x , ∂
∂q
a32112−d10122p1xy−d10112p22x+2 e012p22xy ,
∂
∂q
a31212 − d10122p12y − d10112p2xy + 3 e012p2x2y ,
−d10112p22y+ ∂
∂q
a30312 ,
∂
∂q
a33022+2/3 d11022p22x ,−2 d10122p22x+2 d11022p2xy+ ∂
∂q
a32122 ,
− 2 d10122p2xy + 6 d11022p22y + ∂
∂q
a31222 ,
∂
∂p
g012p1xp1xp2x − 3 ∂
∂q
g012p1xp1xp1x ,
∂
∂p
g012p1xp1xp2y − ∂
∂q
g012p1xp1xp1y ,
∂
∂p
g012p1xp1yp2y − 2 ∂
∂q
g012p1xp1yp1y ,
∂
∂p
g012p2xp2xp1y− ∂
∂q
g012p1xp1xp2y ,
∂
∂p
g012p2xp2xp2y+
∂
∂q
g012p2xp2xp1y− ∂
∂q
g012p1xp2xp2y ,
∂
∂p
g012p2xp1yp2y − ∂
∂q
g012p1xp1yp2y ,
∂
∂p
g012p2xp2yp2y − ∂
∂q
g012p1xp2yp2y ,
∂
∂p
f012p1xp12x − 4 g012p1xp1xp1x , ∂
∂p
f012p1xp1xy − 3 g012p1xp1xp1y ,
∂
∂p
f012p1xp12y − 2 g012p1xp1yp1y , ∂
∂p
f012p2xp12x − 4/3 g012p1xp1xp2x ,
∂
∂p
f012p2xp22x+3/2
∂
∂q
f012p2xp12x− ∂
∂q
f012p1xp22x−2 g012p1xp2xp2x , ∂
∂p
f012p2xp1xy−3 g012p1xp1xp2y ,
∂
∂p
f012p2xp2xy− ∂
∂q
f012p1xp2xy+2 g012p2xp2xp1y−g012p1xp2xp2y , ∂
∂p
f012p2xp12y−g012p1xp1yp2y ,
∂
∂p
f012p2xp22y − ∂
∂q
f012p1xp22y ,
∂
∂p
f012p2yp22x + g012p2xp2xp1y − g012p1xp2xp2y ,
∂
∂p
f012p2yp2xy − 2 g012p1xp2yp2y , ∂
∂p
e012p13x − 1/2 f012p1xp12x ,
∂
∂p
e012p23x + 1/2 f012p2xp12x − f012p1xp22x , ∂
∂p
e012p12xy − 2/3 f012p1xp1xy ,
∂
∂p
e012p22xy+1/3 f012p2xp1xy−f012p1xp2xy , ∂
∂p
e012p1x2y−f012p1xp12y , ∂
∂p
e012p2x2y−f012p1xp22y ,
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− 2 c10111p1xp1x − c11011p1xp1y + ∂
∂p
d11011p1xy ,
− c10111p1xp1y − c11011p1yp1y + ∂
∂p
d11011p12y ,−c10111p1xp2y + ∂
∂p
d10111p2xy ,
− c10111p1xp1x + ∂
∂p
d10111p12x ,−c10111p1xp1y + ∂
∂p
d10111p1xy ,
− 1/2 c10111p1xp2x + 1/2 c11011p2xp1y − 1/2 c11011p1xp2y + ∂
∂p
d10111p22x ,
∂
∂p
d10111p12y ,−c11012p1xp2x + ∂
∂p
d11012p22x + 3/2 f012p2xp12x − f012p1xp22x ,
− c11012p1xp2y + ∂
∂p
d11012p2xy + 2/3 f012p2xp1xy − f012p1xp2xy ,
− 2/3 c10112p1xp1x − 1/6 c11011p1xp2x + ∂
∂p
d10112p12x − 1/9 f012p1xp1xy ,
−c10112p1xp2x+ ∂
∂p
d10112p22x+3/2
∂
∂q
d10112p12x−1/2 ∂
∂q
d11011p22x−1/6 f012p2xp1xy ,
1/2 c10111p1xp2x + 1/2 c11011p2xp1y − 3/2 c11011p1xp2y + ∂
∂p
d10112p1xy − f012p1xp12y ,
1/2 c10112p2xp1y − c10112p1xp2y + c10111p2xp2x + ∂
∂p
d10112p2xy − 1/2 ∂
∂q
d11011p2xy+
−1/2 f012p2xp12y , 1/2 c10111p2xp1y−1/2 c10111p1xp2y−1/2 c11011p1yp2y+ ∂
∂p
d10112p12y ,
− 1/4 c10112p1yp2y + 1/4 c10111p2xp2y + ∂
∂p
d10112p22y − 1/2 ∂
∂q
d11011p22y ,
∂
∂p
d11022p22x ,−2 c11022p1xp2y − 2 c11012p2xp2x + ∂
∂p
d11022p2xy + 2 f012p2xp22x ,
∂
∂p
d11022p22y+2 f012p2yp22x−f012p2xp2xy ,−c10122p1xp1x+ ∂
∂p
d10122p12x−1/2 f012p2xp12x ,
− 1/2 c10122p1xp2x − 3/2 c11022p1xp2y − c11012p2xp2x + ∂
∂p
d10122p22x + f012p2xp22x ,
− c10122p1xp1y + ∂
∂p
d10122p1xy − 2/3 f012p2xp1xy ,−c10122p1xp2y + ∂
∂p
d10122p2xy+
+ 4 f012p2yp22x − 2 f012p2xp2xy ,−c10122p1yp1y + ∂
∂p
d10122p12y − f012p2xp12y ,
− 1/2 c10122p1yp2y + ∂
∂p
d10122p22y + f012p2yp2xy − 2 f012p2xp22y ,
∂
∂p
c11011p1xp2x − 2 ∂
∂q
c11011p1xp1x ,
∂
∂p
c11011p1xp2y − ∂
∂q
c11011p1xp1y ,
∂
∂p
c10111p1xp2x − 2 ∂
∂q
c10111p1xp1x +
∂
∂p
c11011p2xp1y − ∂
∂q
c11011p1xp1y ,
∂
∂p
c10111p1xp2y − ∂
∂q
c10111p1xp1y +
∂
∂p
c11011p1yp2y − 2 ∂
∂q
c11011p1yp1y ,
∂
∂p
c10111p2xp2x − 1/2 ∂
∂q
c10111p1xp2x + 1/2
∂
∂q
c11011p2xp1y − 1/2 ∂
∂q
c11011p1xp2y ,
∂
∂p
c10111p2xp1y − ∂
∂q
c10111p1xp1y ,
∂
∂p
c10111p2xp2y − ∂
∂q
c10111p1xp2y ,
∂
∂p
c11012p2xp2x − ∂
∂q
c11012p1xp2x + 3/2
∂
∂q
f012p2xp12x − g012p1xp2xp2x ,
∂
∂p
c11012p2xp2y − ∂
∂q
c11012p1xp2y + 2 g012p2xp2xp1y − g012p1xp2xp2y ,
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∂
∂p
c10112p2xp1y +
∂
∂q
c10111p1xp2x − ∂
∂q
c11011p1xp2y − g012p1xp1yp2y ,
∂
∂p
c10112p2xp2y + 1/2
∂
∂q
c10112p2xp1y − ∂
∂q
c10112p1xp2y +
∂
∂q
c10111p2xp2x+
−1/2 ∂
∂q
c11011p2xp2y−1/2 g012p2xp1yp2y , ∂
∂p
c10112p1yp2y+
∂
∂q
c10111p2xp1y− ∂
∂q
c11011p1yp2y ,
∂
∂p
c10112p2yp2y − 1/4 ∂
∂q
c10112p1yp2y + 1/4
∂
∂q
c10111p2xp2y − 1/2 ∂
∂q
c11011p2yp2y ,
∂
∂p
c11022p1xp2y+
∂
∂q
c11012p1xp2x−2 ∂
∂q
f012p1xp22x ,
∂
∂p
c11022p2xp2y−2 ∂
∂q
f012p2xp22x+6 g012p2xp2xp2x ,
∂
∂p
c11022p2yp2y − ∂
∂q
f012p2xp2xy + 2 g012p2xp2xp2y ,
∂
∂p
c10122p1xp2x−2 ∂
∂q
c10122p1xp1x+
∂
∂q
c11012p1xp2x−3 ∂
∂q
f012p2xp12x+2 g012p1xp2xp2x ,
∂
∂p
c10122p1xp2y− ∂
∂q
c10122p1xp1y +
∂
∂q
c11012p1xp2y−4 g012p2xp2xp1y +g012p1xp2xp2y ,
∂
∂p
c10122p2xp2x − 1/2 ∂
∂q
c10122p1xp2x + 1/2
∂
∂q
c11012p2xp2x − 3/2 g012p2xp2xp2x ,
∂
∂p
c10122p2xp2y − ∂
∂q
c10122p1xp2y ,
∂
∂p
c10122p1yp2y − 2 ∂
∂q
c10122p1yp1y − 2 g012p2xp1yp2y + 4 g012p1xp2yp2y ,
∂
∂p
c10122p2yp2y − 1/2 ∂
∂q
c10122p1yp2y ,
∂
∂p
b21112p2x − c10122p1xp1y − 2 c10112p1xp2x − c11011p2xp2x + 3 ∂
∂q
d10112p12x
−5/3 f012p2xp1xy+2 f012p1xp2xy , ∂
∂p
b21112p2y+1/2 c10112p2xp1y−c10112p1xp2y+c10111p2xp2x
− 1/2 c11011p2xp2y − 1/2 f012p2xp12y ,
∂
∂p
b20212p2y − 1/2 c10112p1yp2y + 1/2 c10111p2xp2y − c11011p2yp2y ,
6 d10111p12x − 2 d11011p1xy + ∂
∂p
a32111 ,−2 d11011p12y + ∂
∂p
a31211 + 2 d10111p1xy ,
∂
∂p
a30311 + 2/3 d10111p12y ,
∂
∂p
a33012 − b22012p1x + e012p13x ,
∂
∂p
a32112 − b21112p1x + 3/2 d10112p12x − 1/2 d11011p22x − 1/4 e012p12xy ,
∂
∂p
a31212−b20212p1x+1/2 d10112p1xy+1/2 d10111p22x−1/2 d11011p2xy−1/2 e012p1x2y ,
∂
∂p
a30312 − 1/2 d10112p12y + 1/2 d10111p2xy − 1/2 d11011p22y , ∂
∂p
a33022 ,
∂
∂p
a32122−2 d10122p12x+2 d11012p22x−2 e012p23x , ∂
∂p
a31222−2 d10122p1xy+2 d11012p2xy ,
−2 d10122p12y+4 e012p2x2y+ ∂
∂p
a30322 ,
∂2
∂q2
f012p2xp12x+2
∂
∂p
g012p2xp2xp2x−2 ∂
∂q
g012p1xp2xp2x ,
2/3
∂
∂p
c10112p2xp2x−2/3 ∂
∂q
c10112p1xp2x−1/3 ∂
∂q
c11011p2xp2x+
∂2
∂q2
d10112p12x−1/3 g012p2xp2xp1y ,
− 4 c10122p2yp2y + 2 ∂
∂q
d10122p22y +
∂2
∂q2
a30322 ,
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∂2
∂q∂p
a33011 − 4/3 c10112p1xp1x − 1/3 c11011p1xp2x + 4/9 f012p1xp1xy ,
∂2
∂p2
g012p2xp2xp2x − ∂
2
∂q∂p
g012p1xp2xp2x + 2/3
∂2
∂q2
g012p1xp1xp2x ,
∂2
∂p2
c10112p2xp2x − ∂
2
∂q∂p
c10112p1xp2x +
∂2
∂q2
c10112p1xp1x
−1/2 ∂
2
∂q∂p
c11011p2xp2x+1/4
∂2
∂q2
c11011p1xp2x ,−4 c11011p1xp1x+2 ∂
∂p
d11011p12x+
∂2
∂p2
a33011 .
B.3.2 Coboundary conditions for (3.3)
p3q2a31222 + 2 p4q a32122 + 3 p5a33022 + p q4a30312 − p2q3a31212 − 3 p3q2a32112−
−5 p4q a33012 − q5a30311 + p2q3a32111 + 2 p3q2a33011 = 0 (B.1)
p2q3a30322 − p4q a32122 − 2 p5a33022 − 3 p q4a30312 − p2q3a31212 + p3q2a32112+
+3 p4q a33012 + 2 q5a30311 + p q4a31211 − p3q2a33011 = 0 (B.2)
−3/4 p5q ∂
∂p
a33012 − 1/4 p q4a30312 + 1/8 p q4a31211 − 5/2 p4q a33012 + 7 p
3q2a33011
16
+
+1/2 p3q3
∂
∂p
a31212 − 1/32 p2q3a32111 − 1/16 p4q2 ∂
∂p
a33011 − 35 p q
5 ∂
∂p
a30311
16
+
7 p4q a32122
8
+
+1/8 p2q3a31212 − 17 p
3q3 ∂
∂q
a33011
32
− 3/8 p3q2a32112 + 1/16 p3q3 ∂
∂p
a32111 + 1/2 p2q4
∂
∂p
a30312−
−5 p
2q4 ∂
∂p
a31211
16
+ 1/4 p4q2
∂
∂p
a32112 − 7/4 p q5 ∂
∂q
a30312 − 5/8 p2q4 ∂
∂q
a31212 − 1/32 p q5 ∂
∂q
a31211+
+1/32 p2q4
∂
∂q
a32111 + 5/2 p5a33022 +
49 q5a30311
32
+ 1/2 p3q3
∂
∂q
a32112 − 5/8 p4q2 ∂
∂q
a32122+
+
13 p4q2 ∂
∂q
a33012
8
− 3/8 p5q ∂
∂q
a33022 − 1/2 p5q d10122p12x + 1/4 p2q4b20212p1y − 1/4 p4q2b21112p1x+
+1/4 p5q b22012p1x + 1/4 p5q d11012p12x − p q5d10112p22y + 1/2 p2q4b20212p2x + 1/8 p2q4b21112p2y+
+1/2 p4q2d10112p12x − 1/4 p3q3b21112p1y + 3/8 p3q3b22012p2y − 1/2 p3q3b20212p1x + 15 p q
5b20212p2y
8
−
−1/2 p3q3d10111p12x + 5/4 p q5d11011p22y + 1/4 p3q3d11012p12y − 1/2 p3q3d11022p22y − 1/2 p6d11022p12x+
+5/4 q6d10111p22y − 71 q
6 ∂
∂q
a30311
32
+ p6
∂
∂p
a33022 = 0 (B.3)
3/4 p5q
∂
∂p
a33012 +
15 p q4a30312
4
− 15 p q
4a31211
8
+ 15 p4q a33012 − 39 p
3q2a33011
16
−
−11/2 p3q3 ∂
∂p
a31212 − 3 p
2q3a32111
32
+
17 p4q2 ∂
∂p
a33011
16
+
259 p q5 ∂
∂p
a30311
16
− 43 p
4q a32122
8
−
−1/8 p2q3a31212 + p5q ∂
∂p
a32122 +
93 p3q3 ∂
∂q
a33011
32
+
19 p3q2a32112
8
− 1/16 p3q3 ∂
∂p
a32111−
−13/2 p2q4 ∂
∂p
a30312 +
53 p2q4 ∂
∂p
a31211
16
− 13 p
4q2 ∂
∂p
a32112
4
+
43 p q5 ∂
∂q
a30312
4
+
33 p2q4 ∂
∂q
a31212
8
+
+
13 p q5 ∂
∂q
a31211
32
− 13 p
2q4 ∂
∂q
a32111
32
− 35 p
5a33022
2
− 413 q
5a30311
32
− 5/2 p3q3 ∂
∂q
a32112+
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+
41 p4q2 ∂
∂q
a32122
8
− 105 p
4q2 ∂
∂q
a33012
8
+
63 p5q ∂
∂q
a33022
8
+ 1/2 p5q d10122p12x − 5/4 p2q4b20212p1y+
+9/4 p4q2b21112p1x − 9/4 p5q b22012p1x + 3/4 p5q d11012p12x + 7 p q5d10112p22y−
−5/2 p2q4b20212p2x − 13 p
2q4b21112p2y
8
− 5/2 p4q2d10112p12x + 5/4 p3q3b21112p1y−
−39 p
3q3b22012p2y
8
+ 11/2 p3q3b20212p1x − 99 p q
5b20212p2y
8
+ 9/2 p3q3d10111p12x−
−33 p q
5d11011p22y
4
− 5/4 p3q3d11012p12y + 9/2 p3q3d11022p22y+
+1/2 p6d11022p12x − 33 q
6d10111p22y
4
+
475 q6 ∂
∂q
a30311
32
= 0 (B.4)
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C.1 Janet basis for the cocycle condition of PLP
p2q
∂
∂q
A11112− p3 ∂
∂q
A11212 + 2 pq
2 ∂
∂q
A12112− 2 pqA12112− 2 p2q ∂
∂q
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2A12212 + q
3 ∂
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− 2 q2A22112 − pq2 ∂
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A22212 + 2 pqA
22
212 − 2
(
∂
∂q
B1,2222
)
p3 + 2
(
∂
∂q
B1,2111
)
q3+
+ 6
(
∂
∂q
B1,2122
)
p2q − 6
(
∂
∂q
B1,2112
)
pq2 = 0 (C.1)
p4
∂
∂p
A11212+p
3q
∂
∂q
A11212−2 p3A11212+4 p2q2 ∂
∂p
A12112+4 pq
3 ∂
∂q
A12112−8 pq2A12112−2 p3q ∂
∂p
A12212−
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3 ∂
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4 ∂
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A22112 − 8 q3A22112 − 3 p2q2 ∂
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−3 pq3 ∂
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A22212+6 pq
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∂
∂q
B1,2222
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p3q+2 p4
∂
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(
∂
∂q
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)
q4+12
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∂
∂q
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− 6
(
∂
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)
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(
∂
∂q
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)
pq3 + 4
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∂
∂p
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)
pq3 = 0 (C.2)
p3
∂
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A11112−2 p2A11112 +p3 ∂
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2q
∂
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A12112 +4 pq
2 ∂
∂q
A12112−10 pqA12112−4 p3 ∂
∂p
A12212−
− 2 p2q ∂
∂q
A12212 + 6 p
2A12212 + 5 pq
2 ∂
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3 ∂
∂q
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− 3 pq2 ∂
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(
∂
∂q
B1,2111
)
q3 − 18
(
∂
∂q
B1,2112
)
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(
∂
∂p
B1,2111
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pq2+
+ 12
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∂
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B1,2122
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∂
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B1,2112
)
p2q + 6 p3
∂
∂p
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∂
∂q
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)
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3
(
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∂2
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∂
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∂
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∂
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2
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∂
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8
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∂
∂p
B1,2122−
3
8
p2A11112−1
4
p3
∂
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∂
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