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a b s t r a c t
In this paper, we study two combinatorial search problems: the coin weighing problem
with a spring scale (also known as the vector reconstructing problem using additive
queries) and the problem of reconstructing weighted graphs using additive queries.
Suppose we are given n identical looking coins. Suppose that m out of the n coins are
counterfeit and the rest are authentic. Assume that we are allowed to weigh subsets of
coins with a spring scale. It is known that the optimal number of weighings for identifying
the counterfeit coins and their weights is at least
Ω

m log n
logm

.
We give a deterministic polynomial time adaptive algorithm for identifying the counterfeit
coins and their weights using
O

m log n
logm
+m log logm

weighings, assuming that the weight of the counterfeit coins are greater than the weight of
the authentic coins. This algorithm is optimalwhenm ≤ nc/ log log n, where c is any constant.
Also our weighing complexity is within log logm times the optimal complexity for allm.
To obtain this result, our algorithm makes use of search matrices, the divide and
conquer approach and the guess and check approach.
When combining these methods with the technique introduced in H. Mazzawi
(2008) [20], we get a similar positive result for the problem of reconstructing a hidden
weighted graph using additive queries.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we study two well known combinatorial search problems: the coin weighing problem with a spring scale
(also called the problemof reconstructing vectors using additive queries) and the problemof reconstructingweighted graphs
using additive queries. These two problems have experienced some progress lately [13,11,24,9,5,3,6,20]. We start with the
coin weighing problem.
1.1. Coin weighing problem
The coin weighing problem can be formally introduced as follows. Let v ∈ (R+0 )n be a hidden vector, where R+0 denotes
the set of non-negative real numbers. Assume that v contains at most m non-zero entries and that we are allowed to ask
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queries of the form
Qv(s) = sTv,
for any s ∈ {0, 1}n. The goal is to exactly reconstruct the hidden vector v using a minimal number of queries.
We distinguish between two types of algorithms for the problem. Adaptive algorithms are algorithm that take into
account the outcome of previous queries while non-adaptive algorithm ask all queries in advance, before receiving any
answer.
The coinweighing problemwas first studied in the restricted casewhere the hidden vector v is a (0, 1)-vector andm = n.
This case was studied in [7] by Cantor, in [26] by Soderberg and Shapiro, in [10] by Erdös and Rényi, in [15–18] by Lindström
and in [8] by Cantor and Mills. For this problem, Erdös and Rényi proved a lower bound of 2n/ log n queries. See also [16,21,
18,22,19]. Later, Lindström [15] and independently Cantor and Mills [8] showed a non-adaptive polynomial time algorithm
for the problem with a query complexity that matches the lower bound1. Simplifications for Lindström’s algorithm were
introduced in [18,1,3].
For the case where the hidden vector v is a (0, 1)-vector with no restriction onm, the information theoretic lower bound
for reconstructing a hidden vector is
Ω

m log nm
logm

.
In [11] Grebinski and Kucherov gave a non-constructive algorithm for the problem that matches this lower bound for allm
(non-constructive algorithm meaning that they proved the existence of such an algorithm without explicitly constructing
it).
Several papers in the literature generalize the former results by showing algorithms for reconstructing non-boolean
vectorswith bounded sum (L1 norm). These papers study the problem of reconstructing a hidden vectorwith entries that are
non-negative integers such that the sum of the entries is bounded by k. In [23] Pippenger gave a non-constructive algorithm
for the case of k = n. This algorithm asks O(n/ log n) queries. In [13] Grebinski extended this result by giving an optimal
non-constructive algorithm for n2 ≥ k ≥ n. In [25] Ruszinkó andVanroose gave the first polynomial time adaptive algorithm
for the case of k = n. This algorithm asks O((n log log n)/ log n) queries. The algorithm runs in polynomial time, however,
its query complexity is not optimal.
For many years, the only algorithms reaching the information theoretic lower bound for all the above mentioned
problems were non-constructive (except for the case where the hidden vector is a (0, 1)-vector and m = n). It was only
recently that Bshouty [3] gave the first optimal polynomial time adaptive algorithm for reconstructing a hidden (0, 1)-vector
v. The algorithm Bshouty gave works when reconstructing an integer hidden vector with bounded sum k. For k ≤ n, this
algorithm asks
O

k log nk
log k

queries. Since in the (0, 1) case we have that the sum of entries k equals the number of non-zero entries m, the algorithm
matches the information theoretic lower boundwhen reconstructing a (0, 1)-vector for allm. This is not true for non-boolean
vectors since the query complexity is not optimal when k = ω(m).
Finally, for the general case (where the hidden vector is an n-vector with at mostm non-zero entries that are unbounded
positive real numbers), the information theoretic lower bound for the query complexity is
Ω

m log n
logm

.
In [9] Choi and Han Kim gave an optimal non-constructive algorithm for reconstructing a hidden vector with at most
m non-zero entries, where each non-zero entry holds a real number with magnitude bounded by n−a and nb for any
constants a and b. Later, in [6], Bshouty and Mazzawi, extended this result by giving an optimal non-constructive algorithm
for reconstructing any hidden vector with at most m non-zero unbounded real entries. Table 1 summarizes all known
results.
For the problem of reconstructing a vector with real number entries, all algorithms that match the information theoretic
lower bound are non-constructive. They prove that there exists a set of queries such that the answer to the queries
uniquely identify the hidden vector; However, it is unknown how to deterministically construct this set of queries in
polynomial time, and moreover, given the answers to such set of queries, it is unknown how to reconstruct the hidden
vector in polynomial time. The best known polynomial time algorithm for the problem is the trivial recursive search
which asks O(m log nm ) queries. This bound can also be achieved for a hidden vector v ∈ Rn. See [14] and the paper cited
within.
1 Lindström’s algorithm works for the more general case of reconstructing a hidden vector from [d]n . In this case, it uses O(n/ logd n) queries.
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Table 1
Known results for the coin weighing problem. Here Z+0 denotes the set of non-negative
integers. In this table, the first column shows the type of the algorithm. The second and
the third column show the type of the hidden vector. The fourth column shows the query
complexity lower bound for the problem. Finally the fifth column shows if a tight non-
constructive algorithm exists, and the sixth column shows the known results for polynomial
time algorithms.
Hidden Lower Tight upper Polynomial
Type vector v Restriction bound bound time
{0, 1}n m = n Ω

n
log n

[15,8] tight [15,8]
Non – Ω

m log nm
logm

[11] OPEN
Adaptive (Z+0 )n – Ω

m log n
logm

[6] OPEN
(R+0 )n ∀i : vi ∈ [n−a, nb] Ω

m log n
logm

[9] OPEN
– Ω

m log n
logm

[6] OPEN
{0, 1}n – Ω

m log nm
logm

[11] tight [3]
Adaptive (Z+0 )n

i vi = O(m) Ω

m log nm
logm

[13] tight [3]
– Ω

m log n
logm

[6] Ours
(R+0 )n – Ω

m log n
logm

[6] Ours
In this paper, we show the following. Let v ∈ (R+0 )n be a hidden vector that contains at mostm non-zero real entries. We
give a polynomial time adaptive algorithm for reconstructing v using
O

m log n
logm
+m log logm

additive queries.
This is the first polynomial time algorithm that beats the trivial O(m log nm ) recursive search. Our algorithmmatches the
information theoretic lower bound when m ≤ nc/ log log n, where c is any constant. Also, our query complexity is within
log logm times the optimal complexity for allm.
Our algorithm is iterative. It uses the divide and conquer approach (Section 4). The algorithm holds disjoint sets,
S1, S2, . . . , St , of entries of the hidden vector v. Each such set holds at least one non-zero entry. At the beginning of each
iteration, the algorithm knows the sum of the entries, denoted by X(Si), of every set Si, where i ∈ {1, 2, . . . , t}. It divides
each set Si into two equally sized sets (up to ±1), Si,1 and Si,2; its goal is to find the sum of the entries for every new set.
The algorithm uses search matrices to obtain this goal (Section 3). When using the search matrices, the algorithm makes
some assumptions on the input of the subproblem. It assumes that X(Si,1) is either equal to zero or equal to X(Si), for all
i ∈ {1, 2, . . . , t}. These assumptions are necessary in order to use the search matrices, however, they are not always true.
Therefore, before advancing to the next iteration, the algorithm has an additional stage that checks its outcome and corrects
it if needed (Section 4).
1.2. Reconstructing weighted graphs using additive queries
The weighted graph reconstructing problem is the following. Let G = (V , E, w) be a weighted hidden graph, where
E ⊆ V × V and w ∈ (R+)E (here R+ denotes the set of positive real numbers). Suppose that the set of vertices is known.
The goal is to exactly reconstruct the set of edges and their weights using additive queries of the form
QG(S) =

e∈(S×S)∩E
w(e)
where S ⊆ V .
The problem of reconstructing graphs using additive queries has been motivated by applications in bioinformatics. One
of these applications appears in [2,12,9]. It is from the field of genome sequencing. In the study of the genome, an important
task is to obtain the complete genome sequence. One approach to do so is to obtain short reads from the sequence that are
later assembled into contigs, where contigs are contiguous fragments of the genome sequence. The remaining task is to put
these contigs in their correct relative order. This process is done using a method called multiplex PCR method. This method
takes a subset of the contigs and returns the number of adjacent contigs in the genome sequence. Now, assuming that the
genome structure is circular, the task of ordering the contigs using the mentioned method is equivalent to reconstructing a
Hamiltonian cycle using additive queries.
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For the unweighted problem (in this case the answer to the query with the set of vertices S simply returns the number
of edges in the subgraph induced by S), Grebinski and Kucherov, [11], gave an optimal non-constructive algorithm for
reconstructing a d-bounded degree graph. They also gave a polynomial time algorithm for reconstructing an arbitrary graph
with O(|V |2/ log |V |) query complexity. Later, Grebinski [13] extended the result by giving a non-constructive optimal
algorithm for reconstructing a d-degenerate graph. Finally, Choi and Han Kim [9], extended the later result by giving a
non-constructive optimal algorithm for arbitrary graphs.
A recent result by Mazzawi [20] gave the first polynomial time adaptive algorithm that is optimal for the unweighted
problem, that is, matches the information theoretic lower bound for the query complexity.
In the weighted case where the weights are real numbers, the information theoretic lower bound for reconstructing a
hidden weighted graph is
O
 |E| log |V |
log |E|

.
Choi and Han Kim [9], gave a non-constructive optimal algorithm for reconstructing hidden graphs with many edges (|E|
must be at least logα |V | for a sufficiently large α) and weights that are bounded by |V |−a and |V |b, where a and b are any
constants. Later, the constraint on the number of edges was removed in [5], and the constraint on the weights was removed
in [6].
As in the coin weighing problem, also in this problem, when dealing with the case of real number weights, the only
optimal algorithms are non-constructive.
When combining our new algorithms for reconstructing hidden vectors presented in this paper, with the technique
introduced in [20], we obtain a new positive result for the problem of reconstructing a weighted (real numbers weights)
hidden graph using additive queries. We show the following. Let G = (V , E, w) be any hidden graph, where the weights
on the edges are arbitrary positive real numbers. There is a polynomial time algorithm that reconstructs the hidden graph
using
O
 |E| log |V |
log |E| + |E| log log |E|

queries. The query complexity matches the information theoretic lower bound when |E| ≤ |V |c/ log log |V |, where c is any
constant. This is the first polynomial time algorithm that beats the trivial
O

|E| log |V |
2
|E|

recursive search algorithm.
In [20], it is shown how to reconstruct an adjacency matrix of any unweighted graph G′. The algorithm presented there
is iterative. In each iteration i, the algorithm has a hiddenmatrix Ui that must be reconstructed using queries. The algorithm
reconstructs Ui using queries and some knowledge about Ui−1. In the last iteration t , the hidden matrix Ut is the adjacency
matrix of the hidden graph G′. In the paper, a technique is presented showing how to repeatedly select large sets of entries
from the matrix Ui and reconstruct them independently. Our algorithm uses this technique. It uses the way the algorithm
divides the problemof reconstructing amatrix into smaller independent subproblems. Our algorithm applies our newvector
reconstructing algorithm to solve those subproblems and obtain the new result.
Our paper is organized as follows. In Section 2 we give some preliminary results. In Section 3 we build a search matrix
thatwill be used in themain algorithms. Ourmain algorithm for the coin problem is given in Section 4 and for reconstructing
graphs in Section 5. Section 6 contains some open problems.
This paper is a revision of an earlier extended abstract [4] but identical to it.
2. Preliminaries
In this section, we provide some notation and introduce Fourier representations of functions that will be the main tool
for solving the problem.
2.1. Notation
Let R denote the set of real numbers. We denote by R+ the set of positive real numbers and by R+0 the set R+ ∪ {0}. Let
r be a positive integer, we denote by [r] the set {1, 2, . . . , r}. Let Si be a set of real numbers where i ∈ [t], we denote byt
i=1 Si the Cartesian product of the sets, that is, the set of t-vectors {(w1, w2, . . . , wt) | ∀i : wi ∈ Si}.
For a t-vectorw, we denote bywi the ith entry ofw. We denote by |w| the t-vector where |w|i = |wi| for all i ∈ [t]. For
w ∈ {−1, 1}t we denote by ∥w∥ the number of ones inw. For two vectors a, b ∈ {−1, 1}t , we write a ≤ b if for every i ∈ [t]
we have ai ≤ bi. We write a < b if a ≤ b and a ≠ b.
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2.2. Fourier representation
In this subsection, we present the well known Fourier representation of functions.
Let x = (x1, x2, . . . , xℓ) be variables over {−1,+1}. For a ∈ {−1, 1} define the function χa : {−1,+1}n → R as
χa(x) =

i:ai=1
xi.
Let
B = χa(x)| a ∈ {−1,+1}ℓ .
It is known that B is a basis for the space of all functions f : {−1,+1}n → R. Therefore every function f : {−1, 1}ℓ → R
has a unique representation of the form
f (x) =

a∈{−1,1}ℓ
fˆ (a)χa(x),
where for every a ∈ {−1, 1}ℓ, fˆ (a) is a real number and is called the Fourier coefficient of χa in f .
3. Search matrix
In this section, we give an algorithm for reconstructing a hidden vector v, where it is known that each entry vi is either
equal to zero or equal to a known positive constant ci. This algorithm will be used in the sequel to get our main result.
More formally, we show the following theorem.
Theorem 1. Let y ∈ (R+)t be any vector such that y1 ≥ y2 ≥ · · · ≥ yt . There exists a polynomial time non-adaptive algorithm
for reconstructing a hidden vector v ∈ti=1{0, yi} that uses O(t/log t) queries of the form: Qv(w) = wTv wherew ∈ {0, 1}t .
Before proving this theorem, note that this problem is equivalent to finding in polynomial time a (0, 1)-matrix Mt of size
O(t/ log t) × t such that, Mtv ≠ Mtu for all u, v ∈ ti=1{0, yi} where u ≠ v and given Mtv one can reconstruct v in
polynomial time. Such a matrixMt is called a search matrix.
We now show how to construct a search matrix for the problem. The matrix we present was first introduced in [3]. Let
a ∈ {−1, 1}ℓ. Let j1, j2, . . . , j∥a∥ be the indices of the entries in a that are equal to one. For k ∈ [∥a∥], define the following
function
ga,k(x) =

2
k
i=1
xji + 1
2
− 1

xjk+1xjk+2 · · · xj∥a∥ .
Now, let fa,k(x) = (ga,k(x)+ 1)/2. Define the following family of functions
Fℓ = {fa,k | a ∈ {−1, 1}ℓ and k ∈ [∥a∥]}.
Finally, define a partial order over Fℓ in the following way: fa,k1 ≤ fb,k2 if and only if a < b or (a = b and k1 ≥ k2).
The following are the properties of Fℓ and its functions [3].
P1. fa,k ∈ {0, 1}{−1,1}ℓ .
P2. |Fℓ| =i iℓi = ℓ2ℓ−1.
P3. The Fourier coefficient of χa in fa,k is 2−k.
P4. For any a, b ∈ {−1, 1}ℓ, such that b ≱ a the Fourier coefficient
of χa in fb,k is equal to 0.
We now prove the following.
Lemma 1. Let a ∈ {−1, 1}ℓ be vector. Let I ⊆ [∥a∥] be any set. Let A = {(a, i)|i ∈ I}. Let B = {(b1, i1), . . . , (b|B|, i|B|)} ⊆
{−1, 1}ℓ × [ℓ] such that for all j we have ij ∈ [∥bj∥]. If for all j we have bj ≱ a, then the Fourier coefficient of χa in
f (x) =

(v,u)∈A∪B
cv,ufv,u(x),
where cu,v are real numbers, is equal to
fˆ (a) =

(v,u)∈A
cv,u
2u
.
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Proof. We have
fˆ (a) =

(v,u)∈A∪B
cv,u fˆv,u(a).
Now by P4, for (v, u) ∈ Bwe have fˆv,u(a) = 0 and by P3, for (v, u) ∈ Awe have fˆv,u(a) = 1/2u. This implies the result. 
We now use Fℓ to construct our search matrix Mt . We will assume w.l.o.g. that t = ℓ2ℓ−1 for some integer ℓ. In
case this is not true, we take the minimal ℓ such that ℓ2ℓ−1 > t , create the matrix Mℓ2ℓ−1 and take the first t columns.
Define the matrix Mt ∈ {0, 1}2ℓ×ℓ 2ℓ−1 in the following way. First, we label the rows of Mt with the elements of {−1, 1}ℓ.
Next, we label the columns with the elements of Fℓ in a descending order, that is, for every two indices i and j and their
corresponding functions fa,k and fb,s (respectively), we have that if i < j then fb,s ≱ fa,k. Let Mt [x, fa,k] = fa,k(x) be
the search matrix that the algorithm uses. That is, let {−1,+1}ℓ = {z1, z2, . . . , z2ℓ} be ordered in a lexical order, that is,
z1 = (1, 1, . . . , 1), z2 = (1, 1, . . . , 1,−1), . . . , z2ℓ = (−1,−1, . . . ,−1), then
Mt =

fz1,1(z1) . . . fz1,ℓ(z1) fz2,1(z1) . . . fz2,ℓ−1(z1) . . . fz2ℓ−1,1(z1)
fz1,1(z2) . . . fz1,ℓ(z2) fz2,1(z2) . . . fz2,ℓ−1(z2) . . . fz2ℓ−1,1(z2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
fz1,1(z2ℓ ) . . . fz1,ℓ(z2ℓ ) fz2,1(z2ℓ ) . . . fz2,ℓ−1(z2ℓ ) . . . fz2ℓ−1,1(z2ℓ )
 .
Notice that each column inMt represents a function fzi,j(x) ∈ Fℓ.
We will now give an algorithm that shows that given r = Mtv where v ∈i{0, yi} one can exactly reconstruct v. Let
σt : [ℓ2ℓ−1] → {(a, k)|a ∈ {−1, 1}ℓ and k ∈ [∥a∥]}
be defined as follows: σt(j) = (a, k), where fa,k is the function corresponding to the jth column of the search matrixMt . We
will regard the vector r as a function r : {−1, 1}ℓ → R. Therefore,
r(x) =
t
j=1
vjfσt (j)(x). (1)
Proof of Theorem 1. Consider the algorithm Reconstruct_Vector, presented in Fig. 1. Consider a run of the algorithmwith
the parameters start = 1, and r = Mtv. We will prove that the output of the algorithm is h = v. This algorithm is iterative.
We will show by induction that in each iteration the algorithm determines one entry of the hidden vector v. Suppose that
in iteration i, the entries 1, 2, . . . , i − 1 are known to the algorithm and are stored in h1, h2, . . . , hi−1. That is hj = vj for
all j ∈ [i − 1]. We will show that in iteration i the algorithm determines the ith entry of v. The algorithm first (in step 2)
calculates the function
f (x) = r(x)−
i−1
j=1
hjfσt (j)(x).
Let (a, k) be equal to σt(i). In Step 4, the algorithm calculates the Fourier coefficient ofχa in f in polynomial time. If fˆ (a) <
yi
2k
then, vi equals 0. Otherwise, we have that fˆ (a) ≥ yi2k and then, vi equals yi.
Since hj = vj for all j ∈ [i− 1], then we have
f (x) = r(x)−
i−1
j=1
hjfσt (j)(x) = r(x)−
i−1
j=1
vjfσt (j)(x) =
t
j=i
vjfσt (j)(x).
Let s be the index such that σt(s) = (a, ∥a∥). Since for every j > s and (b, k′) = σt(j), we have that b ≱ a, by Lemma 1, the
coefficient of χa in f is
fˆ (a) = vi
2k
+ vi+1
2k+1
+ · · · + vs
2∥a∥
.
Now, note that if vi = yi then,
fˆ (a) = vi
2k
+ vi+1
2k+1
+ · · · + vs
2∥a∥
≥ yi
2k
and therefore hi = yi = vi. Otherwise, vi = 0, and then
fˆ (a) = vi
2k
+ vi+1
2k+1
+ · · · + vs
2∥a∥
= vi+1
2k+1
+ vi+2
2k+2
+ · · · + vs
2∥a∥
≤ yi+1
2k+1
+ yi+2
2k+2
+ · · · + ys
2∥a∥
≤ yi
2k+1
+ yi
2k+2
+ · · · + yi
2∥a∥
<
yi
2k
,
and therefore, hi = 0 = vi. 
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Algorithm Reconstruct_Vector(start, t, r, h, y)
1. For i = start to t do
2. f (x)← r(x)−i−1j=1 hjfσt (j)(x).
3. Let (a, k)← σt(i).
4. if fˆ (a) < yi
2k
then
5. hi = 0.
6. Else
7. hi = yi.
8. End if.
9. End for.
10. Return h.
Fig. 1.Algorithm for reconstructing a vector in

i{0, yi}. The algorithmstarts reconstructing fromentry vstart , assuming that h1 = v1, . . . , hstart−1 = vstart−1 .
Corollary 1. Let y ∈ (R+)t be any positive real numbers. Then, there exists a polynomial time non-adaptive algorithm for
reconstructing a hidden vector v ∈ti=1{0, yi} that asks O (t/log t) queries.
Proof. Let P ∈ {0, 1}t×t be a permutation matrix that sorts the vector y. Then, the matrix MtP is a search matrix for the
problem. GivenMtPv, we can reconstruct Pv and therefore reconstruct v. 
4. The main algorithm
In this section, we prove our main result.
Theorem 2. There is a polynomial time algorithm for reconstructing a hidden vector v ∈ (R+0 )n with at most m non-zero entries
that uses
O

m log n
logm
+m log logm

queries.
Proof. The algorithm we present is iterative. It searches for non-zero entries using the divide and conquer approach. In
iteration τ , the algorithm holds at mostm disjoint sets S1, S2, . . . , Sq ⊆ [n] of indices. Each set Si contains at least one index
j for which vj ≠ 0. For a set S ⊆ [n]we denote by X(S) the sum
X(S) =

j∈S
vj.
At the beginning of the iteration τ the algorithm knows X(Si) for all i ∈ [q]. We assume w.l.o.g. that for every i ∈ [q − 1]
we have that X(Si) ≥ X(Si+1). The algorithm divides each set Si into two arbitrary equal size (up to ±1) sets Si,1 and
Si,2. Obviously, X(Si) = X(Si,1) + X(Si,2). Now, the algorithm’s goal is to find X(Si,j) for all i ∈ [q] and j ∈ [2]. Instead
of asking q queries to achieve this, the algorithm uses the search matrix presented in the previous section and algorithm
Reconstruct_Vector presented in Theorem 1 in order to reconstruct the hidden vector,
u = (X(S1,1), X(S2,1), . . . , X(Sq,1)),
assuming that u ∈qi=1{0, X(Si)}. The algorithm simulates queries for u using the fact that
Qu(x) = Qv(y), where yk =
1 ∃i ∈ [q] : k ∈ Si,1
and xi = 1
0 otherwise.
Here x is any (0, 1)-vector. Denote by h the output of Reconstruct_Vector for reconstructing u. The vector h might be
different from u. This is because the assumption that u ∈ qi=1{0, X(Si)} is not always true. It may happen that for
some index j ∈ [q] we have X(Sj,1) ∉ {0, X(Sj)}. Such violation can occur at most m times throughout the run of the
algorithm. In this case, when X(Sj,1) ∉ {0, X(Sj)}, we say that a split have occurred in the set Sj. We also call the entry uj a
violating entry.
The next lemma shows that if Reconstruct_Vector reconstructed the hidden vector correctly until entry ui−1 and the ith
entry ui is a non-violating entry, then, this entry is reconstructed correctly as well. This helps in identifying the violating
entries.
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Subroutine Fix_Output
1. For i = 1 to 2ℓ − 1 do
2. z ← zi.
3. while (Qu(1H0∩Bz ) ≠ 0 or Qu(1H1∩Bz ) ≠

j∈H1 X(Sj))
4. Using a binary search, find the minimal index j ∈ Bz
for which uj ≠ hj.
5. Ask a query to find uj (that is, Qu(1{j})).
6. Update hj ← uj.
7. Use the algorithm Reconstruct_Vectorwith the new values
h1, . . . , hj and the parameter start set to j+ 1 to reconstruct h
using the same set of answers.
8. End while.
9. End for.
Fig. 2. Subroutine Fix_Output. Fixes the incorrect values of the violating entries
Lemma 2. In iteration i of the running of Reconstruct_Vector for reconstructing u = (X(S1,1), X(S2,1), . . . , X(Sq,1)). If
h1 = u1, h2 = u2, . . . , hi−1 = ui−1,
and ui ∈ {0, X(Si)} then, the algorithm reconstructs ui correctly, i.e., hi = ui.
Proof. In the following we will need the definitions of f (x), r(x) and σ , which were given in (1) and in algorithm
Reconstruct_Vector.
Since hj = uj for all j ∈ [i− 1], then we have
f (x) = r(x)−
i−1
j=1
hjfσq(j)(x) = r(x)−
i−1
j=1
ujfσq(j)(x) =
q
j=i
ujfσq(j)(x).
Let σq(i) be (a, k). Let s be the index such that σq(s) = (a, ∥a∥). Since for every j > s and (b, k′) = σq(j), we have that b ≱ a,
by Lemma 1, the coefficient of χa in f is
fˆ (a) = ui
2k
+ ui+1
2k+1
+ · · · + us
2∥a∥
.
Now, if ui = X(Si) then,
fˆ (a) = ui
2k
+ ui+1
2k+1
+ · · · + us
2∥a∥
≥ X(Si)
2k
and therefore hi = X(Si) = ui.
If ui = 0, and then
fˆ (a) = ui
2k
+ ui+1
2k+1
+ · · · + us
2∥a∥
= ui+1
2k+1
+ ui+2
2k+2
+ · · · + us
2∥a∥
≤ X(Si+1)
2k+1
+ X(Si+2)
2k+2
+ · · · + X(Ss)
2∥a∥
≤ X(Si)
2k+1
+ X(Si)
2k+2
+ · · · + X(Si)
2∥a∥
<
X(Si)
2k
,
and therefore, hi = 0 = ui. 
Let j ∈ [q] be the first index for which hj ≠ uj. Then, the above lemma implies that uj is a violating entry. We now use
this fact to find and correct all violating entries. Assume, for the sake of simplicity, that q = ℓ2ℓ−1 for some integer ℓ. Let
z1 = (1, 1, . . . , 1), z2 = (1, 1, . . . , 1,−1), . . . , z2ℓ = (−1,−1, . . . ,−1). These are the ℓ-vectors we used to label the rows
of the searchmatrix, the vectors and their order are specified in Section 3. For a ∈ {−1, 1}ℓ, let Ba denote the set of all indices
j such that σq(j) = (a, k) for some k. Note that Bz1 , Bz2 , . . . , Bz2ℓ−1 are disjoint and that Bz1 ∪ Bz2 ∪ · · · ∪ Bz2ℓ−1 = [q]. Let H0
denote the set {j | hj = 0} and let H1 denote the set {j | hj ≠ 0}. Given a set S ⊆ [n] we denote by 1S the (0,1)-vector of size
n where the ith entry equals one if and only if i ∈ S. The subroutine Fix_Output presented above uses the lemma above to
correct the output of Reconstruct_Vector (see Fig. 2).
The idea of the subroutine is the following. In each Bz , where z ∈ {z1, . . . , z2ℓ−1}, the subroutine searches for errors
caused by a split. If Qu(1H0∩Bz ) = 0 and Qu(1H1∩Bz ) =

j∈H1 X(Sj) then, the algorithm has reconstructed the entries that
N.H. Bshouty, H. Mazzawi / Theoretical Computer Science 417 (2012) 23–35 31
correspond to the indices in Bz correctly. Note that the order of searching for errors is important, one must first search for
errors in Bz1 then in Bz2 , etc. This is because the indices in Bz1 are smaller than the indices in Bz2 . Since Lemma 2 implies that
the smallest index j for which uj ≠ hj is a violating entry, one must look for violating entries sequentially from smaller to
larger indices.
On the other hand, if Qu(1H0∩Bz ) ≠ 0 or Qu(1H1∩Bz ) ≠

j∈H1 hj, then there is an index j such that hj ≠ uj. In
Line 4 the subroutine uses binary search to find the first such index. Lemma 2 implies that uj is a violating entry. In
Line 5 and Line 6 the subroutine fixes the jth entry. In line 7, Reconstruct_Vector retraces its steps and cancels errors
in the following entries that were possibly caused by the erroneous values of hj. Recall that Lemma 2 shows that the
first entry for which uj ≠ hj is a violating entry. There are no guarantees for the correctness of the reconstruction of
the following entries, that is, entries uj+1, uj+2, . . . , uq (this is true even if these entries are non-violating). Therefore,
we must rerun Reconstruct_Vector for reconstructing entries uj+1, uj+2, . . . , uq, with the correct value of uj. Now,
after reconstructing with the correct hj, by Lemma 2, the next error is guaranteed to occur in the next violating
entry.
After running Fix_Output and finding X(Si,1) for all i ∈ [q], the algorithm finds X(Si,2) = X(Si) − X(Si,1) for all i ∈ [q].
The algorithm then throws out all sets Si,j such that X(Si,j) = 0 and advances to iteration τ + 1.
As for the complexity analysis, the algorithm runs log n iterations. In each iteration τ , let βτ denote the number of splits
in this iteration. Let qτ denote the number of sets at the beginning of the iteration. In each iteration, the algorithm uses
search matrices. The complexity of this phase is O(qτ/log qτ ). Next, the algorithm corrects h. In line 3 of Fix_Output, the
algorithm asks at most O(qτ/log qτ ) + 2βτ queries. This is because the number of sets Bz is O(qτ/log qτ ), additionally,
two queries are asked for the detection of each violating entry. Line 4 asks at most 2βτ log log qτ queries and Line 5 asks
βτ queries. The algorithm does not need to ask queries in Line 7. Summing all the above, in iteration τ , the algorithm
asks
c qτ
log qτ
+ cβτ log log qτ , (2)
queries, where c is a constant. Therefore, the total query complexity is bounded by
log n
τ=1
c qτ
log qτ
+ cβτ log log qτ .
Since qτ ≤ m for τ ∈ [log n] andlog nτ=1 βτ = m, we get that the total query complexity is
O

m log n
logm
+m log logm

. 
5. Reconstructing graphs using additive queries
In this section, we combine our vector reconstructing algorithms with the technique introduced in [20] to get an
algorithm for reconstructing hidden graphs. Some of the lemmas (specifically, Lemmas 3 and 7) in this section are from
[20], we give their proofs for completeness. We first show the following result.
Theorem 3. There is a polynomial time algorithm for reconstructing a hidden matrix A ∈ (R+0 )n×n with at most m non-zero
entries that uses
O

m log n
logm
+m log logm

queries of the form Q (w, q) = wTAq, wherew, q ∈ {0, 1}n.
Proof. Assume for simplicity that n = 2d for some constant d. The algorithm is iterative. It searches for non-zero
entries using the divide and conquer approach. In iteration τ , the matrix A is partitioned into non-overlapping equal size
submatrices Si,j,where i, j ∈ [2τ ]. That is,
A =

S1,1 S1,2 . . . S1,2τ
S2,1 S2,2 . . . S2,2τ
...
...
. . .
...
S2τ ,1 S2τ ,2 . . . S2τ ,2τ
 .
The algorithm knows the sum of entries in each submatrix Si,j, denoted by X(Si,j). The algorithm partitions each submatrix
Si,j into four equal sized submatrices, S
(1)
i,j , . . . , S
(4)
i,j . The algorithm’s goal is to find the sum of entries for all new submatrices
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S(k)i,j , for all i, j ∈ [2τ ] and k ∈ [4]. That is, the algorithm reconstructs the hidden matrix
U =

X(S(1)1,1) X(S
(2)
1,1) X(S
(1)
1,2) X(S
(2)
1,2) . . . X(S
(1)
1,2τ ) X(S
(2)
1,2τ )
X(S(3)1,1) X(S
(4)
1,1) X(S
(3)
1,2) X(S
(4)
1,2) . . . X(S
(3)
1,2τ ) X(S
(4)
1,2τ )
X(S(1)2,1) X(S
(2)
2,1) X(S
(1)
2,2) X(S
(2)
2,2) . . . X(S
(1)
2,2τ ) X(S
(2)
2,2τ )
X(S(3)2,1) X(S
(4)
2,1) X(S
(3)
2,2) X(S
(4)
2,2) . . . X(S
(3)
2,2τ ) X(S
(4)
2,2τ )
...
...
...
...
. . .
...
...
X(S(1)2τ ,1) X(S
(2)
2τ ,1) X(S
(1)
2τ ,2) X(S
(2)
2τ ,2) . . . X(S
(1)
2τ ,2τ ) X(S
(2)
2τ ,2τ )
X(S(3)2τ ,1) X(S
(4)
2τ ,1) X(S
(3)
2τ ,2) X(S
(4)
2τ ,2) . . . X(S
(3)
2τ ,2τ ) X(S
(4)
2τ ,2τ )

.
The following lemmas showhow the algorithm reconstructs the hiddenmatrixU . The first lemma shows how to simulate
queries to U .
Lemma 3. For any (0,1)-vectors x, y of size 2τ+1 the algorithm can compute
xTUy,
using one query of the form Q (w, q) = wTAq, wherew, q ∈ {0, 1}n.
Proof. Simply note that
xTUy = wTAq,
wherew = x⊗ 1r , q = y⊗ 1r , r = n
2τ+1 and⊗ denotes the tensor product. 
Before we show how the algorithm uses the simulated queries to reconstruct the hidden matrix U , we give some
properties of the matrix U together with some definitions and notation we use.
The algorithm reconstructs U iteratively. In each iteration the algorithm reconstructs a set of entries in U , and then
advances to the next iteration. Therefore, in each iteration some of the entries are known to the algorithm and others are
unknown. In a given iteration, we say that a set of entries S = {ui1,j1 , ui2,j2 , . . . , ui|S|,j|S|} is independent in U if,
– For all r, s ∈ [|S|] such that r ≠ s, we have ir ≠ is.
– For all r, s ∈ [|S|] such that r ≠ s, we have jr ≠ js.
– For all r, s ∈ [|S|] such that r ≠ s, uir ,js is known to the algorithm.
Note that this definition of an independent set of entries differs from the standard definition and is iteration specific.
Next, note that
X(Si,j) = X(S(1)i,j )+ X(S(2)i,j )+ X(S(3)i,j )+ X(S(4)i,j ).
and, if X(Si,j) = 0 then, X(S(k)i,j ) = 0 for all k ∈ [4]. Therefore, the algorithm only needs to reconstruct entries in U that
correspond to S(k)i,j for which X(Si,j) ≠ 0; we have at most 4m such entries.
We denote by Ψi(B), the number of entries in Bwhose value is still unknown to the algorithm in iteration i, where B is a
submatrix of U . Note that Ψ0(U) ≤ 4m.
Finally, a split in Si,j is the case in which we have that X(S
(k)
i,j ) ≠ 0 for more than one k ∈ [4]. We call entries in U that
correspond to S(k)i,j in which X(S
(k)
i,j ) ∉ {0, X(Si,j)} violating entries.
Now, after presenting the definitions, the following four lemmas show how to find and reconstruct a set of entries in the
hidden matrix U .
Lemma 4. In iteration r, any row Us of the matrix U can be constructed using
O

Ψr(Us)
logΨr(Us)
+ β log logΨr(Us)

queries of the form Q (w, q) = wTUq, wherew, q ∈ {0, 1}2τ+1 and β is the number of violating entries in Us.
Proof. Note that, for any vector w of size 2τ+1, we have wTUs = esUw. That is, one can simulate queries to Us of the form
Q (x) = xTUs. Now, using algorithm Reconstruct_Vector with the assumption that X(S(k)i,j ) ∈ {0, X(Si,j)} for all i, j ∈ [2τ ]
and k ∈ [4]; and then running Fix_Output to fix the output gives the result. It reconstructs the row in the desired query
complexity; see (2). 
Lemma 5. In iteration r, any column U (s) of the matrix U can be constructed using
O

Ψr(U (s))
logΨr(U (s))
+ β log logΨr(U (s))

queries of the form Q (w, q) = wTUq, wherew, q ∈ {0, 1}2τ+1 and β is the number of violating entries in U (s).
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Proof. Note that, for any vectorw of size 2τ+1, we havewTU (s) = wTUes. Therefore, as in Lemma 4, the result follows. 
Lemma 6. Let S = {ui1,j1 , ui2,j2 , . . . , ui|S|,j|S|} be a set of independent entries, in iteration r. Then, these entries can be
reconstructed using
O
 |S|
log |S| + β log log |S|

queries of the form Q (w, q) = wTUq, wherew, q ∈ {0, 1}2τ+1 and β is the number of violating entries in S.
Proof. Let v be the following hidden vector (ui1,j1 , ui2,j2 , . . . , ui|S|,j|S|). We now show how to simulate an oracle to v of the
form Q (x) = xTv. Let C be a matrix where ci,j = uis,jt for all s, t ∈ [|S|] such that s ≠ t , and all other entries are equal to
zero. Since S is an independent set, all entries of C are known to the algorithm (that is, C is reconstructed without asking
queries). Now, for anyw ∈ {0, 1}|S|, let γ (w) be the 2τ+1-vector, where the ith entry equals
γ (w)i =

1 i = is for s ∈ [|S|] andws = 1
0 otherwise.
That is, γ (w) equals ‘‘1’’ in every entry is such that s ∈ [|S|] and ws = 1; and equals zero otherwise. Similarly, let λ(w) be
an 2τ+1 (0,1)-vector that equals ‘‘1’’ in every js such that s ∈ [|S|] andws = 1; and equals zero otherwise. We have that
wTv = γ (w)TUλ(w)− γ (w)TCλ(w).
Therefore, one can simulate queries to v. Now, as before, using algorithm Reconstruct_Vector for reconstructing v with the
assumption that X(S(k)i,j ) ∈ {0, X(Si,j)} for all i, j ∈ [2τ ] and k ∈ [4]; and then running Fix_Output gives the result. 
Next, the following lemma shows that in every iteration, there is a set of entries of ‘‘large’’ size that the algorithm can
reconstruct.
Lemma 7. In iteration r, if the following holds,
– we have Ψr(U) ≥ m0.9,
– for every row Us we have Ψr(Us) ≤ m0.3 and,
– for every column U (s) we have Ψr(U (s)) ≤ m0.3,
then, there exists an independent set S of size at least
m0.3
2
.
Proof. We show how to find the desired set S. Take any unknown entry ui1,j1 to be in S. Remove every column ℓ from
the matrix U for which ui1,ℓ is an unknown entry. Also, remove every row ℓ for which uℓ,j1 is an unknown entry. Continue
recursively in the resulting submatrix U ′. Since Ψr(Us) ≤ m0.3 for every row Us and Ψr(U (s)) ≤ m0.3 for every column U (s),
then we have removed at most 2m0.3 rows/columns and therefore,
Ψr(U ′) ≥ m0.9 − (2m0.3)m0.3.
Therefore, the size of S is at leastm0.9/2m0.6 = m0.3/2. Also, the resulting set S is an independent set in iteration r . 
The subroutine Reconstruct_Matrix presented below, uses all the above lemmas to reconstruct the hidden matrix U . It
preforms the following steps,
1. r ← 0.
2. while (Ψr(U) > m0.9)
3. if there is a row/column, Us/U (s), with more thanm0.3 unknown entries,
then reconstruct it, r ← r + 1, and goto 2.
4. find an independent set of size at leastm0.3/2 and reconstruct it.
5. r ← r + 1.
6. end of while.
7. Ask a query Q (es, et) to determine every remaining unknown entry us,t .
After running subroutine Reconstruct_Matrix and finding all entries in U , the algorithm advances to iteration τ + 1.
As for the complexity analysis, the algorithm runs log n iterations. In each iteration τ , let βτ denote the number of splits
in this iteration. The subroutine Reconstruct_Matrix asks at most
O

m
logm0.3
+m0.9 + βτ log logm

= O

m
logm
+ βτ log logm

.
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Therefore, the total query complexity is
log n
τ=1
c m
logm
+ cβτ log logm,
where c is a constant. Since
log n
τ=1 βτ = m, we get the result. 
Now, after proving the above theorem, we are ready to prove our main result.
Corollary 2. There exists a polynomial time algorithm that reconstructs a weighted hidden graph G = (V , E, w), where
E ⊆ V × V andw : E → R+, using
O
 |E| log |V |
log |E| + |E| log log |E|

queries of the form
QG(V ′) =

e∈(V ′×V ′)∩E
w(e)
where V ′ ⊆ V .
Proof. For each subset of vertices V ′ ⊆ V , define 1V ′ as before, that is, a (0, 1)-vector of size |V |, where 1V ′ i = 1 if and only
if vi ∈ V ′. Consider the matrix AG where AG[i, j] = w((vi, vj)) if and only if (vi, vi) ∈ E and AG[i, j] = 0 otherwise. We have
that
1TV ′AG1V ′ = 2 · QG(V ′).
So using these queries one can simulate queries of the form fAG(x) = xTAGx over the domain {0, 1}|V |. The problem now is
to reconstruct a symmetric matrix AG using queries of the form fAG(x) = xTAGx, where x ∈ {0, 1}|V |.
Grebinski and Kucherov, [11], show that for any symmetric matrix AG one can simulate queries of the form fAG(x, y) =
xTAGy, where x, y ∈ {0, 1, }|V |, using 5 original queries. This follows from the following equality,
xTAG y = x
TAG x
2
+ y
TAG y
2
+ (x1 + y1)
TAG(x1 + y1)
2
− xT1AG x1 − yT1AG y1,
where x1 = x− z, y1 = y− z and z = x ∗ y = (xiyi) ∈ {0, 1}|V |. Therefore, by Theorem 3, the result follows. 
6. Open problems
In this section, we list some open problems.
1. Our algorithm solves the coin weighing problem for m ≤ nc/ log log n and its complexity is within log logm times the
optimal complexity for allm. Solving the problem for anym seems to require a new technique.
2. When the hidden vector v is in R then there are many non-adaptive algorithms that find the hidden vector v and ask
O(m/ log(n/m)) queries. See [14] and papers within. Find an algorithm that asks O(m/(ω(1) log(n/m))) queries.
3. The algorithm in this paper is adaptive. Find a non-adaptive algorithm with the same query complexity. Note that no
non-adaptive algorithm that asks O(m/(ω(1) log(n/m))) queries is known.
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