Comparisons of survival times between screen-detected and symptomatically detected breast cancer cases are subject to lead time and length biases. Whilst the existence of these biases is well known, correction procedures for these are not always clear, as are not the interpretation of these biases. In this paper we derive, based on a recently developed continuous tumour growth model, conditional lead time distributions, using information on each individual's tumour size, screening history and percent mammographic density. We show how these distributions can be used to obtain an individual-based (conditional) procedure for correcting survival comparisons. In stratified analyses, our correction procedure works markedly better than a previously used unconditional lead time correction, based on multi-state Markov modelling. In a study of postmenopausal invasive breast cancer patients, we estimate that, in large (>12 mm) tumours, the multi-state Markov model correction over-corrects five-year survival by 2-3 percentage points. The traditional view of length bias is that tumours being present in a woman's breast for a long time, due to being slow-growing, have a greater chance of being screen-detected. This gives a survival advantage for screening cases which is not due to the earlier detection by screening. We use simulated data to share the new insight that, not only the tumour growth rate but also the symptomatic tumour size will affect the sampling procedure, and thus be a part of the length bias through any link between tumour size and survival. We explain how this has a bearing on how observable breast cancerspecific survival curves should be interpreted. We also propose an approach for correcting survival comparisons for the length bias.
Introduction
Estimates for the mortality reduction due to screening based on observational studies are prone to biases, especially the so-called lead time bias and length bias, but also overdiagnosis. 1 Lead time is the difference in time from when the tumour would have been detected by symptoms, in the absence of a screening programme, to when the detection occurred in the presence of a screening programme. For screen-detected cases, this time will vary and may be a month or several years. Statistical analysis comparing survival times in populations with and without screening, or comparing screening to symptomatic cases in a population to which screening is offered, will be subject to lead time bias if survival is estimated as the time from diagnosis to death in screen-detected cancer. Any survival comparison, made to assess screening efficacy, should ideally be made from the time point at which symptomatic detection would have occurred.
The so-called length bias is a type of selection bias, which arises from screening cases over-representing tumours that, in the absence of screening, would be in a woman's body over a long time period before being detectable by symptoms. A length bias will result if survival time is associated with the time a tumour is present in the body before being detected.
If a woman's lead time exceeds the time from diagnosis until death, she is said to be overdiagnosed. Overdiagnosed women will introduce negative times to censoring (or deaths from other causes). It can be argued that such individuals should be excluded from survival comparisons. It is, in any case, important to report levels of overdiagnosis together with any such comparisons of survival, e.g. between screening and symptomatic cases.
There have been attempts to draw conclusions about screening efficacy using observational, cancer survival, data, and applying a variety of methods for correcting/diminishing lead time and length biases. [2] [3] [4] In the cancer screening research community, there is widespread awareness of the existence of lead time bias, length bias and overdiagnosis. [5] [6] [7] However, there is a need for further development of methods for bias correction and frameworks within which to assess screening efficacy from observational data.
Multi-state Markov models have long been the main modelling framework in the breast cancer screening literature to assess mammography screening sensitivity and sojourn time. [8] [9] [10] [11] [12] [13] [14] Although lead times have been estimated based on other approaches, using Bayesian methodology, 15, 16 model-based studies of lead time, length bias and overdiagnosis have predominantly used multi-state Markov models with exponentially distributed sojourn times. 7, 12, 17, 18 The sojourn time represents the period during which a tumour is asymptomatic but screen-detectable. The most basic of these models assumes that tumours progress through three states: no detectable cancer, asymptomatic but screen-detectable cancer and symptomatic cancer. Although several multi-state Markov models have been developed to incorporate categories of tumour size, lymph node status or other characteristics, the inherent discrete nature of the models may limit their suitability for studying/ understanding the complexities of lead time, length bias and overdiagnosis. In particular, for the length bias, problems arise in understanding its complex nature by using the multi-state modelling framework, because the model does not distinguish the process of tumour growth from the process of symptomatic detection -it frames tumour progression in terms of sojourn times. Use of the model can potentially lead to misinterpretation of results, e.g. regarding the relationship between tumour growth and cancer survival.
Biological tumour growth models have recently been proposed which break with, and represent a promising alternative to, multi-state models. For instance Atkinson et al., 19 Brown et al. 20 and Bartoszyn´ski et al. 21 proposed the use of a combined model for tumour growth and symptomatic tumour detectability, for data in absence of screening. Plevritis et al. 22 extended this to further include, in addition to tumour size, also lymph nodal and distant metastases. Weedon-Fekjaer et al. 23 presented a continuous tumour growth model combined with a continuous function of screening sensitivity (according to tumour size). These types of tumour growth models are likely to better represent the underlying biology of tumour growth than the multi-state Markov model. Weedon-Fekjaer et al. showed that their model gave a better fit to incidence data (from a mammography screening cohort) than a multi-state Markov model and argued that the latter may underestimate the variability in growth rates. The approach of Weedon-Fekjaer et al. 14, 23 does, however, not model symptomatic detection. Abrahamsson and Humphreys 24 recently proposed a continuous tumour growth model for screening data which explicitly describes three continuous processes; tumour growth, time to symptomatic detection and screening sensitivity. In this paper, we describe approaches for quantifying lead time, and share new insights into length bias and studying effects on survival, based on their model.
A continuous tumour growth model
The first submodel proposed in Abrahamsson and Humphreys 24 is for tumour growth. It assumes that tumours are spherical and grow exponentially with a constant volume doubling time. For a tumour growing with an inverse growth rate r, t years after tumour onset, the volume, measured in cubic millimeters, is specified as
where V 0 is the tumour volume at which the earliest possible detection occurs (V 0 corresponds to a tumour diameter of 0.5 mm). To capture heterogeneity in growth rates, r is considered as a realisation from the random variable R, following a gamma distribution with shape and rate parameters 1 and 2 . In addition to leading to mathematically tractable results in our context, 25 the exponential growth model has been shown by Talkington and Durrett 26 to give a better fit to breast cancer in-vivo data than Gompertz, logistic and power law growth models. Other researchers have, however, argued for these other growth models. 27 The second submodel describes the process by which tumours are detected by symptoms. 24 It assumes that the time from tumour onset to symptomatic detection, T det , depends on the tumour volume through a hazard function
The third submodel describes mammography screening sensitivity 24 using a logistic function of tumour diameter, d, in mm, and other characteristics, such as percentage mammographic density, m ð0 m 1Þ, for example
Mammographic density decribes the breast tissue composition seen on a mammogram. Fibro-glandular tissues have a high mammographic density and are seen as white, whilst fatty tissues that appear dark and have low mammographic density. Since tumours appear white on mammograms, they may be masked in breasts with a high amount of dense tissue.
Isheden and Humphreys 25 describe how the unknown parameter values of the three submodels can be estimated from breast cancer incident cases identified in a screened population by maximising a likelihood function, based on the conditional distribution of tumour size, given a woman's screening history, detection mode and percentage mammographic density.
Conditional lead time distributions
Based on the multi-state Markov model with exponentially distributed sojourn times, the mean lead time of screendetected cases will be equal to the (population) mean sojourn time (due to the memoryless property of the exponential model). The most used lead time correction presented by Duffy and colleagues 18 is based on the multi-state Markov model and subtracts this (estimated) mean sojourn time from survival times of screen-detected cases. Although there is reason to believe that this (unconditional) correction can work well in practice (see Section 4.4), it is not realistic to assume that (conditional) distributions of lead times are equal across tumours, e.g. if we condition on characteristics such as tumour size at screen detection, times since previous negative screens and mammographic density. Based on a similar model, conditional lead time distributions, taking screening history into account and using age-specific mammography screening sensitivity, have recently been presented by Lee et al. 12 Tumour size/stage was, however, not conditioned on. For our continuous growth model, it is possible to calculate well-defined lead time corrections on an individual level basis (Section 4.3). We show, first, how conditional lead time distributions can be calculated based on submodels (1) to (3).
Calculations of conditional lead time distributions
Let l be the lead time (i.e. time between detection in the presence of a screening programme and detection in the absence of a screening programme). Further, let l be a realisation from a random variable L. It is assumed that L ¼ 0 for cases detected by symptoms and that L > 0 for cases detected by screening. In order to derive the (conditional) density function for L (given screening history, tumour size at detection and mammographic density), for screen-detected cases, we base our calculations on the assumption of a stable disease population (an assumption that is also present in the multi-state Markov models). That is, we assume that the distribution of age at tumour onset and the rate of births in the population are constant across calendar time. The covariate percentage mammographic density is for ease of exposition omitted in the following formulae, but is straightforward to include (and is included in analyses described in Section 3.2).
In what follows, we use results derived in Isheden and Humphreys 25 for the growth models (1) to (3) in a stable disease population, in the absence of screening. First, the conditional inverse tumour growth rate distribution, given a tumour of size C(s) (in an unscreened population at any calendar time point, s), follows a gamma distribution 
From equations (1) to (5) , we show in Appendix 1 that, in the presence of screening (assuming that screening attendance is indepedent of growth rate)
where B c ¼ ðBðs Àk Þ, . . . , Bðs À1 ÞÞ ¼ ð0, . . . , 0Þ and B(s) is a dichotomous variable defined at the time points where a screening occasion was present, equaling 1 if the woman has a tumour detected by screening at time point s, and 0 otherwise. The calendar time point for the k th last negative screening is expressed as s Àk and women with previous positive screens are not included. B c thus explains all screening history, excluding any screening leading to diagnosis. The first term within the integral above is obtained from equation (4). The second term can be shown to be a Gompertz density. By using the exponential tumour growth assumption (1), which leads to L ¼ R log V det CðsÞ , it is possbile to derive the conditional distribution function for lead time given tumour size at screen detection and inverse tumour growth rate. By using
together with equation (5), we arrive at
The third term within the integral (6) can be read as ''the probability for not being detected at previous negative screens at time points s Àk , . . . , , s À1 , given tumour growth rate and tumour size at time point s''. We let c Àk be the corresponding tumour volume at time point s Àk , and further use the assumption of exponential tumour growth to write c Àk ¼ c exp sÀs Àk r ð Þ . By using the sensitivity function (3) and transforming the volume to diameter (under the assumption of tumours being spherical), it can be shown that for a woman with k negative screens
Heterogeneity of lead time distributions in breast cancer
Using the results in Section 3.1, we now demonstrate the heterogeneous nature of (conditional) lead times; in Figure 1 we have plotted individual (conditional) lead time distributions based on different tumour sizes at diagnosis, screening histories and percentage mammographic densities. These calculations are based on parameter values 1 ¼ 2.36, 2 ¼ 3.00, ¼ e À8.75 , 1 ¼ -4.75, 2 ¼ 0.56 and 3 ¼ -1.95. The growth rate parameter 1 and the mammography screening sensitivity parameters 1 , 2 and 3 were taken directly from Abrahamsson and Humphreys, 24 from an analysis applying our model to a sample of Swedish incident invasive breast cancer cases (from the same study base as the data presented in Section 4.1) and fitting to tumour size distributions of symptomatic and screen-detected cancers separately. The value of the other growth rate parameter 2 was adapted to ensure that the growth rate distribution is roughly in line with the growth rate distribution estimated in Weedon-Fekjaer et al., 14 using a large Norwegian mammography screening cohort and fitting a model to both tumour size (screen-detected cases) and interval cancer (a term used in the screening literature to describe cases detected symptomatically between screening rounds in women regularly attending screening) incidence data. The value of , for the model of symptomatic detection (that would result in the absence of screening), was estimated based on the same type of analysis as described above for 1 , 1 , 2 and 3 using the data described in Section 4.1, but conditioning on the adapted growth rate parameter 2 . We note that in our simulation study, described in Section 4.2, our final choice of parameter values resulted in median tumour diameters of 12 mm and 19 mm, for screen-detected and interval cancers, respectively, when imposing a biannual screening programme between the ages of 40 and 74 (see Section 4.2), which were the same median tumour sizes as were observed in our real data analysis (Section 4.1). Also in the simulated data, the chosen parameter values lead to similar proportions of screen-detected and interval cancers among screen-attenders (70% vs. 30%) as presented in To¨rnberg et al. 28 The (inverse) growth rate distribution corresponds to a distribution of times for a tumour to grow from 10 mm to 15 mm in diameter having 5th, 25th, 50th, 75th and 95th percentiles of 2.4, 6.0, 9.9, 15.3 and 25.8 months. The parameters of the mammography screening sensitivity model correspond to sensitivities of 0.06, 0.36, 0.84 and 0.98 at 4 mm, 8 mm, 12 mm, 16 mm and 20 mm, respectively in breasts with 15% mammographic density. The parameter of the symptomatic detection model corresponds to a (cumulative) probability of a tumour being (symptomatically) detected by the time it reaches 12 mm, in the absence of screening, of 0.39 (averaged over the inverse growth rate distribution).
From Figure 1 it is clear that the tumour size at screen detection plays the major role for the lead time distribution. A tumour detected at a small tumour size is much more likely to have a long lead time than a tumour detected at a large tumour size. The lead time distribution is, however, flattest for tumours that are small at diagnosis, meaning that it is difficult to know whether small tumours have been existing for a longer time or have started to grow only recently. Further, lead times increase with percentage density. Growth rates will, on average, be slower for masked tumours than for unmasked tumours. This effect of mammographic density is, however, small in comparison to the effect of tumour size. We note that the differences in lead time across groups of women having high and low values of percentage mammographic density would be much more different if tumour size had not been conditioned on. Not surprisingly, lead times were slightly shorter for women with previous negative screens, especially when the screens were close in time to the diagnostic screening.
Based on Figure 1 it is evident that estimated lead times used in this article are shorter than in the paper describing the average (unconditional) lead time correction based on the three state Markov model (Duffy et al. 18 ), where a mean value of four years was assumed. This is, to some extent, because the continuous growth model does not support the memoryless property (which forces lead times to follow the same distribution as sojourn times)see also Section 4.5. The estimated lead times are, however, in closer agreement with the values presented by Chen et al. 15 4 Lead time bias corrections and length bias -a simulation study and an illustrative example using Swedish (invasive) breast cancer data Derived conditional lead time distributions can be used for making a lead time bias correction when comparing survival times of screening cases to symptomatic cases, or comparing survival times of cases collected in the presence of a screening programme to cases collected in the absence of a screening programme 
Lead time for tumours with a size of 15 mm
Lead time in years Probability density 0% PD, 1 previous screen 1 yr ago 60% PD, 1 previous screen 1 yr ago 0% PD, 1 previous screen 2 yrs ago 60% PD, 1 previous screen 2 yrs ago No previous screen (ensuring that time is measured from comparable time points for all cases). There are, however, different ways of using the distributions. In this paper we suggest an approach based on sampling one or a few lead times for each woman from her specific (conditional) lead time distribution (Section 4.3). We use simulated data (Section 4.2) and data on Swedish postmenopausal invasive breast cancer patients (described in Section 4.1 to present our approach and to compare it to the average method (see Sections 4.4-4.5). We also use simulated data to make some further points concerning length bias (Section 4.6). In the simulation, the same set of women are being followed under two different counterfactual scenarios of screening. Thomas 29 also used several counterfactual screening scenarios in order to study biases arising in different estimates of the screening effect for colorectal cancer.
Swedish postmenopausal breast cancer data
We make use of data collected on 1745 postmenopausal women, attending the Swedish national screening programme, who were diagnosed with incident primary invasive breast cancer in Sweden between October 1993 and March 1995. These women were included in CAHRES, a case-control study of women between 50 and 74 years old at diagnosis, which had a participation rate of 84% among the 3979 eligible cases found through Swedish Cancer Registries. The data collection has been described elsewhere. [30] [31] [32] [33] The 1745 postmenopausal patients used here all had information on detection mode (screening vs. interval), screening history, tumour size at diagnosis and had follow-up information on deaths due to breast cancer or other causes (from the Swedish cause of death register and the Swedish migration register) up until 31 December 2015. Interval cases were defined as women diagnosed with a symptomatic cancer within two years from a negative screening round. Other symptomatic cases in non-regular screen-attenders were excluded (n ¼ 377) as the focus of this paper is not to study any possible healthy-volunteer bias. Of the 1745 women included in our study, 28% were interval cancers and 72% were screendetected cases. See Table 1 for a descriptive comparison of the screen-detected and interval cases. Ethical approval was obtained from the Regional Ethics Review Boards in Uppsala at Uppsala University and in Stockholm at Karolinska Institutet. Written informed consent was provided from all participants.
Data simulation procedure
To demonstrate our lead time bias correction and to compare it to the average method based on multi-state Markov modelling, as well as to explain additional points about the length bias, we carried out a simulation study. We generated (in-silico) individuals as being born into a cohort uniformly at a rate of 160,000 births per year. These individuals were followed under two different circumstances, in the presence and absence of a screening programme. The simulation was run for a length of time sufficient to achieve burn-in (see below), after which, over a two-year period, incident breast cancer cases were selected. Data from these (approximately 34,000) cancer cases of screening age were then analysed.
We generated individuals, continuously over time, from a stable disease population. That is we simulated individuals being born into a cohort at a constant rate, over a long time period to ensure that the incidence of cancer was constant over time. Age-specific breast cancer incidence rates from The Swedish National Board of Health and Welfare (according to rates from 2016), 34 subsequently shifted with five years towards lower ages, were used to generate an age at tumour onset, in a similar manner to Forastero et al. 35 The value of 5 years was close to the mean value of time between tumour onset and detection as seen in the simulation. For each individual with cancer, we simulated death from breast cancer both in the absence and presence of screening (described below). For all individuals we simulated a time of death from other causes, according to Swedish age-specific mortality rates (values of 2016) from Statistics Sweden. 36 For individuals getting breast cancer with an age at onset before the generated age of death from other causes, tumours were assumed to be spherical and to have an onset diameter of 1 mm. Data were simulated under the continuous growth model functions (1) and (2). For each woman, independent of tumour onset time point, an inverse tumour growth rate was sampled from a gamma distribution with shape parameter, 1 ¼ 2:36, and rate parameter, 2 ¼ 3:00 (the choice of parameter values was described in Section 3.2). Conditional on the values of these parameters, each woman was assigned a specific tumour size (in mm 3 ) at symptomatic detection, sampled from the conditional distribution of symptomatic tumour sizes given inverse growth rate (see formula (5) in Abrahamsson and Humphreys 24 ) using ¼ e À8:75 in the hazard function (2) .
In the presence of screening, biannual screening between the ages of 40 and 74 was superimposed and at each screen, screening sensitivity was calculated using the logistic function (3), with parameters 1 ¼ À4:75, 2 ¼ 0:56 and 3 ¼ À1:95. For simplification purposes, percentage mammographic density was assumed to be 15%, close to the median value presented in Isheden and Humphreys 25 and screen attendance was assumed to be complete. Tumour sizes at screening were inferred from the onset times and inverse growth rates. The lead time for each screen-detected cancer was calculated by subtracting the time point for detection in the presence of screening from the time point for detection in the absence of screening. Thus, lead times were all equal to or larger than zero. Before selecting data for our analyses we waited for an amount of time (120 years), which was sufficient to ensure burn-in, in terms of e.g. a constant mortality rate, and then select all incident cancers within a study period of 2 years. Approximately 30% of cancers are detected as interval cancers and 70% are screen-detected.
In both the presence and absence of screening, death was either from breast cancer or other causes, whichever occurred first. One of the main points we make in this article is about the impact of a possible relationship between growth rate and survival. Due to limitations in existing modelling approaches, this relationship has never been quantified. We could therefore only explore different combinations of parameter values in order to obtain values of the model which corresponded to results from observational studies on tumour size distributions and the relative proportions of screen/interval detected cancers. When fitting a Weibull distribution to our observational data (Section 4.1), the shape parameter value was estimated to be close to 1 (corresponding to an exponential distribution). Because of this and the fact that it is easier to search the parameter space of an exponential, than a Weibull distribution, we searched the parameter space of exponential models which incorporated effect of tumour growth on survival, in order to choose parameter values of the survival time models which were consistent with survival time distributions that were similar to those in our observational data, for interval and screen-detected cancers. To ensure no woman dies before her lead time has passed, all women were at risk of dying from breast cancer from the time at which they would have been symptomatically detected.
For each woman we recorded the survival time in the absence, S abs , and the presence, S pres , of screening, which are assumed to follow exponential distributions
where r is the inverse tumour growth rate and d abs and d pres are the tumour diameters in mm at detection, in, respectively, the absence, and the presence, of screening. Note that, in the presence of screening, survival S pres is measured from the time point of symptomatic detection, whilst d pres is the tumour size occurring at the time point of a possible screen detection. This, in addition to our assumption of exponential survival times, is clearly a simplification, and is perhaps not what we would expect from real data. The simulation, however, serves perfectly well for the purpose of demonstrating lead time and length biases. Parameter values ¼ 6Á10 À4 and c ¼ 4Á10 À3 were used. See Table 2 for an example of predicted 10-year breast cancer specific survival rates in absence of screening, for different values of tumour size at diagnosis and inverse tumour growth rate. For an example with tumour growth rate not affecting survival, ¼ 1.2Á10 À3 and c ¼ 0 were used. Both sets of parameter values, when used in our simulation study, in combination with the other models, corresponded to results from observational studies on tumour size distributions and the relative proportions of screen/interval detected cancers and survival time distributions of screen vs. interval cancers (on both an aggregated level and stratified on tumour size).
In the simulation, we imposed both a lead time bias (by making sure that no woman can die before her lead time has passed) and a length bias (by allowing the tumour growth rate to affect the survival time). We also simulated a true screening effect by making the survival dependent on tumour size. We note that, following this simulation procedure, we could estimate overdiagnosis, e.g. as the percentage of screen-detected cancers that would not have been detected within the women's lifetimes, in the absence of screening. Since our parameter values are based on invasive breast cancer data, the level of overdiagnosis was very low (approximately 2%).
A lead time correction based on conditional lead time distributions
For our lead time correction, we sample from conditional lead time distributions, and for each woman we subtract a sampled lead time, l Ã , from the observed (breast cancer) survival time, s obs . This simple adjustment is similar to that suggested by Duffy et al. 18 in the context of the multi-state Markov model. If we let d t represent the calendar time point for breast cancer death (for women with non-censored survival times) and s represent the calendar time point for screen detection, then L d t À s must hold. Hence, the lead time will follow the truncated conditional distribution
For women with survival times that are censored due to end of, or loss to, follow-up, we proceed as follows. We first sample from f LjCðsÞ¼c,AðsÞ¼1,BðsÞ¼1,B c ðl Þ. If g t denotes calendar time point of censoring and the sampled lead time value exceeds g t À s, the woman is excluded from the survival analysis since she will have a negative (and censored) survival time (with respect to the sampled symptomatic detection). This exclusion also ensures that we are comparing like with like, i.e. as if we had sampled both screening and symptomatic cases according to their symptomatic detection dates.
To simplify, deaths from causes other than breast cancer can also be treated as censored events. We would suggest using exactly the same procedure as above. Excluding women from the survival analysis, when L 4 g t À s, represents, in this case, the exclusion of overdiagnosed women. If g t is the time point for censoring, not due to death from other causes, but due e.g. to loss to follow-up, it is, of course, not possible to know whether the woman was overdiagnosed.
Sampling from the conditional density function (6) is possible, but time-consuming in practice, since one numerical integration for each screening case needs to be performed. We instead use a procedure which gives equivalent results but is much faster. Instead of sampling directly from f LjCðsÞ¼c,AðsÞ¼1,BðsÞ¼1,B c ðl Þ, we first sample an inverse growth rate, r Ã , from which can be obtained in closed-form (see Appendix 2) , and subsequently sample a lead time, l Ã , from the conditional density function f LjCðsÞ¼c,AðsÞ¼1,BðsÞ¼1,B c , R¼r Ã ðl Þ, which can equivalently be sampled from f LjCðsÞ¼c,AðsÞ¼1,R¼r Ã ðl Þ using equation (8) . This simplification can be made since screening history and screening outcome do not contribute additional information about lead time, once inverse tumour growth rate is known. For women with the end point death by breast cancer, in the case that l Ã 4 d t À s, the procedure is repeated (until l Ã d t À s) -this is equivalent to sampling from the truncated distribution (11), directly. As discussed above, for censored cases, if l Ã 4 g t À s, then that case is excluded from the survival analysis. For each screen-detected woman, the sampled lead time value is subtracted from the observed survival time, s obs , to obtain a lead time corrected survival, s Ã pres
which is measured from the time at which the symptomatic detection would have occurred. If we use this procedure to compare survival times before and after the introduction of a screening programme, we implicitly assume that symptomatic detection occurs at the same time point before and after introduction of the programme.
The validity of such an assumption could be questioned (there may be an increase in breast cancer awareness among women following the introduction of a screening programme, alternatively women do not seek health care immediately when feeling symptoms but awaits their next screen examination). This will be less of an issue for making comparisons between screen and symptomatically detected cancers collected at the same time (in a population to which screening is offered). To show that our lead time bias correction works, we compare the 'true' survival times in the presence of a screening programme, s pres , (measured from when symptomatic detection would have occurred) to lead time corrected survival times, s Ã pres . We use parameter values ¼ 6Á10 À4 and c ¼ 4Á10 À3 in equation (10) . At this point, we include only screening cases so that there is no length bias (here, we are not comparing nonexchangeable groups, such as screening to interval cases). For the simulated data, which has approximately 24,000 screen-detected breast cancer cases, the survival times are plotted as Kaplan-Meier curves, in Figure 2 (left side). The solid line represents observed survival, s obs , measured from screen diagnosis. The lead time corrected survival, s Ã pres , (line with dots and dashes) is close to the true survival, s pres , (dashed line) for these screen-detected cancers -the corrected is seen to provide an unbiased survival estimate. To examine sampling variability we sampled 100 sets of lead times, one per woman, for a sample of 3000 screen-detected cases. Results are presented in Figure 2 (right side). The grey region represents 100% coverage.
Comparing individual and average lead time corrections using simulated data
To use the average correction on the simulated data set, we need an estimate of the transition rate from the asymptomatic but screen-detectable state to the symptomatic state. We obtained an estimate using the R-script for fitting a multi-state Markov model, presented in Weedon-Fekjaer et al., 14 which incorporates conditioning on screening history. We estimated the yearly transition rate to be 0.48 (1/mean sojourn time) using our simulated data. This estimate was used in the lead time correction procedure described by Duffy et al. 18 to obtain an average lead time corrected survival, s preŝ . Despite the differences in the underlying model assumptions, in an overall analysis, the correction works well (data not shown; the corrected survival curve is slightly below, but close to, the true survival -although the data is simulated using the continuous growth model). However, when the correction is used within strata, it works less well, if the variable being stratified on is correlated to the lead time. We exemplify this by correcting survival using both methods (individual and average lead time corrections) in analyses stratified on tumour size (strata defined according to being below/above the median tumour size at diagnosis, being 12 mm among screen-detected cases in both the simulated data and in the CAHRES data), based on simulated data (Figure 3 ) and the 1263 screen-detected breast cancers described in Section 4.1 (Figure 4 ). For the individual lead time correction applied to the CAHRES-data, 10 conditional lead time values were sampled for each woman to reduce variability. The interval cases (not shown in the figure) had seven-year survival rates of 97% for tumours smaller than or equal to 12 mm and 77% for tumours larger than 12 mm. Overall, the corrections for small tumours look similar, but for large tumours the average method clearly over-corrects. In general we can conclude that, using an average method (based on unconditional lead time distributions) will lead to an over-correction for tumours having short lead times and an under-correction for tumours having long lead times. This issue is likely to have arisen in the survival comparison presented in Allgood et al. 3 where they study differences between lead time corrected survival times in screening cases and survival times in symptomatic cases, stratifying on tumour size and nodal involvement.
Effect of the memoryless assumption in multi-state Markov models on lead times
For our continuous growth model, we cannot define a quantity that is equivalent to that of the multi-state Markov model's sojourn time. We can, however, define a 'tumour presence time', as the time from when the tumour is of a specific size until symptomatic detection. Using a starting diameter of 2 mm, in the simulated data set, the mean tumour presence time in the absence of screening was 5.06 years with a 95% confidence interval of (5.02, 5.09), whilst the mean lead time was 1.94 years with a 95% confidence interval of (1.92, 1.97) (for the screening cases). Based on the simulated data, to obtain a mean tumour presence time which is the same as the mean lead time, we would need to start measuring time from when the tumour was 8 mm, which is clearly long after the time point tumours become screen-detectable (22% of the screening cases in the simulation were smaller than 8 mm at diagnosis and tumours started to be detectable at around 2 mm). The memoryless assumption, however, only partly explains the differences in mean lead times, from 1.94 years to the approximately four years that is assumed in Duffy et al. 18 The mean sojourn time estimated in our simulated data set (using the procedure explained in the previous section) was 2.09 years with a 95% confidence interval of (2.07, 2.12). The confidence intervals were obtained by estimating or calculating averages of the quantities, based on 100 large simulated data sets (with approximately 34,000 cases each).
A novel view on length bias
A woman with a long tumour presence time has an increased chance of being screen-detected. This phenomenon is called length-biased sampling and is of interest because it will lead to biased survival comparisons (between e.g. screening and interval cases) if tumour presence time affects not only the sampling, but also survival time per se. The traditional view of length bias is that screening cases may have better survival than interval cases (after lead time adjustment) partly due to differences in tumour growth rates. The biomarker Ki-67, which is expressed by proliferating cells and likely to be correlated with growth rates has, for example, been shown in a meta-analysis to be an independent prognosticator in early breast cancer. 37 The above view of length bias originates from the application of the multi-state Markov model to cancer screening data. It is easy to fall into the trap of considering the rate of transition from asymptomatic to symptomatic cancer to be driven solely by the rate of tumour growth/ progression, when, in fact, the transition rate is an overall effect of both tumour growth rate and time to symptomatic detection. The wide range of tumour sizes at diagnosis among symptomatic cancers (from around 2-50 mm in diameter in the data presented in Abrahamsson and Humphreys 24 ) may partly reflect differences in abilities to palpate tumours, and in delaying hospital visits.
We illustrate the main features of length-biased sampling using our simulated data; see Figure 5 . In the upperleft panel, the distributions of tumour presence time are plotted stratified on detection mode. In our simulation, all women attend screening so that all symptomatic cases will be interval cases. In observational studies, of course, not all symptomatic cases will be interval cases. For the screening cases, the tumour presence time represents the time the tumour would have been present in the body until symptomatic detection, as if screening had not taken place. Not surprisingly, the distributional forms for the inverse tumour growth rates (upper-right plot in Figure 5 ) look similar to that of the tumour presence times. However, the overlap between the two tumour presence time distributions is smaller than it is for the two growth rate distributions. Of the total area under the two growth rate distributions, 85% is overlapping, whilst the equivalent percentage is 79% for the tumour presence time distributions. This means that, according to our model, there exists another factor, besides tumour growth rate, that explains the difference between screening and interval cases in terms of their tumour presence times. Some interval cases have a short tumour presence time, not because they are fast-growing, but rather because symptoms evolve early in the disease progression, already at a small tumour size. This phenomenon is seen clearly when we plot symptomatic sizes (for the screening cases, we use the sizes at which the tumours would have been symptomatically detected, if screening had not taken place); see Figure 5 (lower-left plot). Interval cases have an excess of large and small tumours in comparison to screen-detected cases (the two distributions cross at tumour sizes of around 17 and 44 mm).
In the lower-right section in Figure 5 , we plot symptomatic size against inverse growth rate, for screening and interval cases separately (300 cases of each are randomly sampled to aid visibility). The marginal medians (calculated from all, around 34,000, simulated cases) in the two groups are plotted as grey solid (interval cases) and black dashed (screening cases) lines. Screening cases have a larger median symptomatic tumour size than interval cases, even though interval cases are faster-growing, and fast growth is associated with a larger symptomatic size. 38 This difference in symptomatic size between screening and interval cases is even larger within groups with similar (conditional) growth rates.
It is also possible to simulate scenarios (using other parameter values) where the median symptomatic size is larger for interval cases than for screening cases (not conditioning on growth rate). This can be done, for example, if the growth rate distribution among all breast cancers is made to be more heterogeneous, leading to larger differences in growth rates between screen and interval cases. In Figure 8 in Appendix 3 we show the same plots as in Figure 5 , but for a simulation under this scenario (in which 1 ¼ 1, 2 ¼ 2, ¼ e À7.50 ). We discuss this scenario further in Section 5.1.
Using our simulation study we have shown that there is an effect of length-biased sampling of screening cases, not only on tumour growth rate, but also on the symptomatic tumour size. This has, to our knowledge, not been shown before.
Length bias and effect of screening on survival comparisons
We now turn to discussing the effect of length bias (and lead time bias) on survival comparisons. In Section 5.1 we exemplify the biases on simulated data along with an illustrative example on observational data. In Section 5.2 we discuss existing real data analyses in the cancer screening literature and mention other biases that may arise in survival comparisons. We also suggest a strategy for jointly correcting for lead time and length biases (Section 5.3). 
Survival comparisons on simulated data
We use our data simulation (with 1 ¼ 2.36, 2 ¼ 3.00, ¼ e À8.75 , ¼ 6Á10 À4 and c ¼ 4Á10 À3 ) to exemplify the impact of the lead time and length biases on survival comparisons across subgroups of cases defined on detection mode and screening history. In our simulation, subgroups are defined on screening/interval status, which is defined under our simulated scenario of screening, although when plotting survival times we measure survival from diagnosis both under screening and under the counterfactual scenario of no screening. Screening cases will have a screen and a symptomatic diagnosis and, after symptomatic diagnosis, will have different survival times under the presence and absence of screening, since in the presence of screening their survival times are generated using a different tumour size than in the absence of screening, see equation (10) . We recall that overdiagnosed cancers are uncommon in our simulated data and that all women attend screening. To ease understanding, overdiagnosis and non-adherence to screening are not discussed further in this section. Let us start by defining seven sets of individuals and survival times, labelled A-G, which we will use to help explain the biases and the effects of screening. Some of these survival times for these defined groups of individuals are observable and some are not, for a population in which screening is offered. The sets of survival times (for the particular individuals) which are observable are marked with an asterisk (*).
Survival times for screen-attending invasive breast cancer cases
survival curves which can be compared in order to retrieve the (unbiased) effect of screening. We would rather typically need to compare two non-observable survival time distributions, such as B and C (to retrieve the effect of being detected at screening) or F and G (to retrieve the effect of attending a screening programme). To evaluate unbiasedly the effect of using a screening programme at a population level (that is, the effect of invitation to a screening programme, when full adherence to screening is not assumable), one needs to compare F and G (but both groups would need to include non-attenders). Using our lead time correction, it would be possible to estimate both curves B and F from observational data. However, approaches for estimating C and G remain to be described. G is observable in populations not offering screening; however, comparing populations with and without screening will often lead to other biases arising, for reasons which we discuss in Section 5.2.
Some plots of survival times for (A-D), based on our simulation, are shown in Figure 6 . The plot to the left is based on the same natural history and survival parameters as in Figures 2 to 5. Differences between curves C and D* reflect length bias, whilst differences between curves B and C are due to effects of women being detected at screening (if the interval cases would have had other screening time points and been screen-detected they would not have experienced the same screen effect). In the panel to the right of Figure 6 , we show survival curves A-D for an alternative simulation in which c (the coefficient for inverse tumour growth rate in the time to death functions (10)) is set to 0 and (the coefficient for tumour size at diagnosis) is increased (to 1.2Á10 À3 ) in order to compensate and make the overall survival similar to that in the left panel. With c ¼ 0 there is no effect of growth rate on survival, but a length bias still exists (curves C and D*), since the symptomatic tumour size distributions differ between screening and interval cases; see Figure 5 . In this simulation the length bias goes in the opposite direction from that expected according to the classical view of length bias, i.e. screening cases have worse survival than interval cases in the absence of screening, since the median symptomatic tumour size is larger for screening cases than for interval cases. If we had inserted a small effect of growth rate on survival, then it is possible that the length bias (difference between curves C and D*) would have disappeared. It is thus evident that a non-existing length bias does not necessarily imply that growth rate does not affect survival. We discuss this further in Section 5.2.
Using the previously mentioned simulated data set with an increased growth rate heterogeneity (see Figure 8 in Appendix 3) in which interval cases have a larger median symptomatic tumour size than screening cases, it is, in any case, possible to produce a scenario where interval cases have worse survival than screening cases (comparing curves C and D*), although growth rate has no effect on survival; see Figure 9 in Appendix 3. To make the overall survival similar to the one in Figure 6 , survival parameter values for time to death functions (10) were set to ¼ 1:1 Á 10 À3 and c ¼ 0. Figure 6 . Effects of length bias in simulated data. Based on growth rate parameter values 1 ¼ 2.36, 2 ¼ 3 and symptomatic detection parameter value ¼ e À8.75 . To the left, an effect of tumour growth rate on survival ( ¼ 6Á10 À4 , c ¼ 4Á10 À3 ), and to the right no effect of tumour growth rate on survival ( ¼ 1.2Á10 À3 , c ¼ 0). Tumour size affects survival on both plots, through .
Effect of length bias on survival for simulated data
For illustrative purposes, we show, in Figure 7 , curves A*, B and D* for the 1745 breast cancer cases described in Section 4.1. For the individual lead time correction, 10 conditional lead time values were sampled for each woman to decrease variability in the correction procedure. It can be seen that it is unlikely that the lead time bias explains a large proportion of the survival difference between screen-detected and interval cases. The lead time bias appears to be larger in survival comparisons closer to the diagnosis date, than later.
Examples of survival comparisons based on real, observational data
In the cancer screening literature, different selections of particular curves (from those defined in Section 5.1) have been constructed from observational data to draw conclusions about the effect of screening and the magnitude of length bias. Duffy et al. 18 tried to construct survival curves for A*, B and a variant of D*, from large observational data of breast cancer cases diagnosed between 1988 and 2004 in the United Kingdom. They compared observed survival for screening cases, and estimated lead time corrected survival for screening cases, and survival for interval cases and non-attenders grouped together. These authors accounted for lead time bias using the average method. There are a number of difficulties associated with using these curves to evaluate the effect of being screen-detected on survival. Interval cases have been reported by Lawrence et al. 39 to have a better survival than women not attending screening in this data, which could hypothetically be due to, e.g., treatment compliance. This bias was, however, addressed by Lawrence et al. 2 in an analysis of the same data set in which lead time corrected survival for screening cases (B) was compared to survival for interval cases (D*). The difference in survival between interval cases and non-attenders may, however, differ between national screening programmes, and will be affected by, for example, screening sensitivity and treatment adherence heterogeneity between groups in the population. In the comparison of survival curves B and D*, contributions of length bias and overdiagnosis also need to be accounted for before assessing screening effects. In part, their contributions can be removed by excluding in situ cancers. In Lawrence et al.'s 2 analysis with this exclusion, 10-year survival was estimated to be 81% and 72% for screening and interval cases, respectively. To address length bias, these authors performed a sensitivity analysis (using an approach described in Duffy et al. 18 ). Their analysis is, however, somewhat ad-hoc: it places boundaries on the magnitude of the length bias by using an assumption that women with fast-growing tumours will have at most a two times higher risk of dying from breast cancer during the follow-up time compared to women with slowgrowing tumours. They also assumed growth rate to be categorical with two levels. There may also be calendar period effects included in their results (if the fraction of screening to interval cases was changing over time) that are not accounted for. Women diagnosed in 2004 are likely to have, on average, longer survival times than women diagnosed in 1988 due to improved treatments. Such an effect may favour the survival times of interval cases since more screening cases will be detected among prevalent cases at the first screen occasion (the screening programme was launched in 1988), or be in favour of screening cases if screening sensitivity has continually increased over time. A calendar period effect on relative survival times has, for example, been shown by Saadatmand et al. 40 in data collected between 1999 and 2012 in the Netherlands. Lawrence et al. 39 also show that survival has improved over time mostly for the interval cases, thus an estimate of the effect of being screen-detected, excluding the earliest years would be of interest. Kalager et al. 41 compared survival times for interval cases (curve D*) to survival times for a non-screened population (a variant of curve G) in Norwegian data of cases diagnosed between 1996 and 2005, with one of the purposes being to evaluate length bias. The comparison was possible since screening was introduced gradually. The fact that interval cases had an almost identical survival to the non-screened population, in their data, was considered as evidence of no length bias. Referring to Kalager et al.'s analysis, Adami et al. 42 concluded that tumour growth rate is not associated with survival. We believe that this conclusion should not be drawn. After all, in their data, interval cases had larger tumours than non-screened cases -using similar reasoning would lead us to conclude that survival times are not associated with tumour size. It is possible, or even likely, that other factors have influenced their result. (The result also does not tell us whether there exists a length bias in survival comparisons between screening and symptomatic cases, since there could be overdiagnosed women included among screen-detected cases.) The two groups are likely to be non-exchangeable since, for instance, among interval cases, only attenders of screening are included, whilst in the other group it is reasonable to assume that there exists a fraction that would not adhere to screening. If it were possible to exclude women who do not adhere to screening, the survival for the non-screened population would increase -the survival for interval cases would be worse than in the non-screened population. With such a result we would conclude that there exists a length bias. It would, however, not be easy to tell how much of the difference was due to differences in tumour growth rate distributions and/or symptomatic tumour size distributions. Also, individuals in the non-screened population are likely to be diagnosed at earlier time points than interval cases, thus there is a possible calendar time effect.
To assess the effect of inviting women to a screening programme in data sets similar to the Norwegian, one could compare (lead time corrected) survival for all women invited to screening to the survival for the nonscreened population. The calendar time effect would be smaller in this study where screening was introduced gradually than in studies in which screening was introduced for all individuals at the same time. This type of analysis (but for mortality) was performed by Hanley et al. 43 for Irish data of cases diagnosed between 2000 and 2013. In Ireland, screening was introduced between 2000 and 2007, at different times within different regions. The study, however, suffered from a short follow-up period.
An approach for correcting for length bias and assessing the effect of screening in observational data
Although it is possible to assess the effect of screening using simulation (comparing a screening scenario to a counterfactual no screening scenario) if all natural history, screening sensitivity and survival model parameters are known, it remains a challenge to evaluate screening effects on survival from observable survival curves. Our aim is to be able to compare survival curves F and G (i.e. to compare lead time corrected survival for all cases following the screening programme, to survival for the same group of women as if screening had not been present). In Section 4.3 we showed how to construct a lead time corrected survival curve. We now make use of our earlier described simulation scenario in which only tumour size at detection and inverse tumour growth rate affect the risk of dying from breast cancer, to suggest an approach for estimating the effect of following a screening programme on survival.
To estimate G (that is, the unobserved survival for all cases following screening, as if screening was not present) we suggest to assume that the survival for symptomatic (interval) cases in the presence of screening will be the same as in the absence of screening, thus curve G needs to be estimated only for the screening cases. One can then include all cases (both screening and interval detected ones) and regress uncorrected (for lead time) survival on the value of tumour size at diagnosis, along with an estimate of growth rate from the conditional inverse tumour growth rate distribution of each woman. For screening cases we derive the conditional inverse tumour growth rate distribution (see Appendix 2) and note that it is also possible to derive this distribution for symptomatic cases. It would then be possible to predict a new survival time, from the time point of the theoretical symptomatic diagnosis, (to use for curve G) for each screening case based on the regression model by using an estimated value for the woman's symptomatic size in place of the observed tumour size at diagnosis. The conditional distribution for symptomatic tumour size could be derived from the conditional lead time distribution together with the conditional inverse tumour growth rate distribution. In our simulation we have used a simple model. In a real setting, not only tumour size and growth rate affect survival. Breast cancer is a heterogeneous disease and a number of factors affect survival and detection of tumours.
To calculate the effect of inviting women to screening on survival, instead of the effect of attending screening on survival (i.e. comparing variants of the curves F and G), one would follow the same procedure as above for the calculations. For the presentation, the survival times for the group of non-attenders would be included in both curves F and G.
If the effect of being screen-detected (comparing curves B and C) were to be estimated, the same procedure could be used (interval cases would still be needed for the regression model). Although we have here sketched out a procedure for correcting for length bias based on the continuous growth model, exact details still need to be worked out.
Discussion
In this article we have used a biological model of tumour growth to derive conditional lead time distributions, and have shown how these can be used on simulated and observational data to correct survival curves for lead time bias on an individual basis.
As well as being useful for correcting for bias in survival comparisons, the individual/conditional lead time distributions described in this article may be useful for determining, e.g., optimal individual screening intervals in an individualised screening programme. For understanding tumour heterogeneity and screening sensitivity, several researchers have tried to sub-divide interval cancers (into e.g. missed and true interval cancers), by, for example, categorising according to mammographic density. 44 The methodology described herein will be useful for making such sub-divisions in a more formal, and possibly more appropriate, way.
The conditional lead time distributions, described in this paper, open up new possibilities for analyses of observational screening data. They can be used, e.g., for estimating, in retrospect, how likely it was that a (screen-detected) breast cancer case, who died from a cause other than breast cancer, was overdiagnosed. With some further methodological development it may even be possible to predict, prospectively, at an individual level, the probability for a woman newly diagnosed with cancer (through screening) to be an overdiagnosed case. For this, a joint model for tumour characteristics and survival based on a continuous tumour growth model would be needed; see Chen et al. 4 and Lee et al. 12 for related work on multi-state Markov models.
In our simulations, it is evident that the lead times are shorter than those in Duffy et al., 18 but more in line with the estimates presented by Chen et al. 15 We have argued that the difference partly arises from the memoryless assumption of the multi-state Markov models. Also, the parameter values used by Duffy et al. were estimated from data on all breast cancers whereas the parameter values used in this paper were obtained from data only on invasive breast cancers. Nevertheless, inconsistencies in estimates of mean sojourn times are common in the breast cancer literature. For example Shen and Zelen reported estimates ranging from 1.9 to 4.3 years in four different large screening trials. 45 More, large studies are thus needed to estimate parameters of natural history models and to compare continuous growth models and multi-state Markov models.
The proposed lead time bias correction in this paper, without including a joint correction for length bias, may already be useful for some studies, e.g. for assessing the effect of being invited to screening on survival, by comparing curves F (including attenders and non-attenders of screening) to G, where the latter is observable. Examples of studies which could be used are the randomised trials and observational studies (Kalager et al., 41 Hanley et al. 43 ) where screening has been introduced gradually -provided that information on tumour size, screening history and detection mode is available. In analyses of any such data it would still be important to acknowledge biases arising from calendar time and regional differences.
Effects of screening are likely to differ across countries due, for example, to differences in attendance rates, treatment adherence, screening sensitivities, ages invited, screening intervals, underlying risks of getting the disease and disease heterogeneity. To assess the effectiveness of screening (the effect of being invited, the effect of attending, or the effect of being screen-detected, on survival) using observational data sets, a correction for length bias is needed. In this paper, we have discussed ways forward for creating such a correction, by predicting breast cancer survival in the whole population, or among the screening cases, as if screening would not have been present.
The fact that length bias is affected by both the tumour growth rate and the symptomatic tumour size, has a bearing on how observable breast cancer survival curves should be interpreted. Differences in tumour size distributions among screening and interval cases may not entirely be due to earlier detection through screening (as assumed in e.g. Allgood et al. 3 with respect to tumour stage), but also may be due to length-biased samplingthis incorrect assumption was used to conclude that the stage shift explained most of the survival advantage seen in screening cases, and that length bias did not play a large role.
Continuous tumour growth models are very different to multi-state Markov models. Since the former have a closer link to biology (by for instance separating sojourn times into growth rate and symptomatic detectability) they open up for a greater understanding of etiology, which will be useful for developing individualised screening programmes. It has also been shown that there are simple ways to include risk factors into the different submodels of a continuous tumour growth model, 46 and computational difficulties are being addressed. 25 Further development of continuous growth models is needed to make them more realistic, e.g. to include lymph node and distant metastatic spread. The more accurate a natural history model is, the better it will be for correcting for lead time bias, length bias and overdiagnosis. In this paper, we have shown that continuous growth models can be used as a powerful tool to correct for, and increase knowledge of such biases.
Isheden and Humphreys 25 (Theorem 3 therein) have shown that f RjCðsÞ¼c,AðsÞ¼1 ðrÞ ¼ f RjV det ¼c ðrÞ ð 21Þ and the right-hand side of (21) has been shown in Abrahamsson and Humphreys 24 to be equal to ð 2 þ ðc À V 0 ÞÞ 1 þ1 Àð 1 þ 1Þ r 1 e Àrð 2 þðcÀV 0 ÞÞ , r ! 0, c ! V 0 ð22Þ
The second factor of the product in equation (20) has been presented in the probability described in equation (9) . Note that for cases without any screening history 6 but under the scenario of a hypothetical increased tumour growth rate heterogeneity in the population. We made use of growth rate parameter values 1 ¼ 1, 2 ¼ 2 and symptomatic detection parameter value ¼ e À7.50 . These have not been estimated based on observational data, but serve as an example. The survival parameter values of ¼ 1.1Á10 À3 and c ¼ 0 have been chosen to produce survival curves mimicking observational data (Figure 7) , but under the scenario of tumour growth rate not affecting survival. See also Sections 4.6 and 5.1. Figure 9 . Effects of length bias in simulated data. Based on growth rate parameter values 1 ¼ 1, 2 ¼ 2 and symptomatic detection parameter value ¼ e À7.50 . Tumour size, but not tumour growth rate has an effect on survival ( ¼ 1.1Á10 À3 , c ¼ 0).
