Abstract. Variable splitting schemes for the function space TV-model in its primal and pre-dual formulations are considered. In the primal splitting formulation, while existence of a solution cannot be guaranteed, it is shown that quasi-minimizers of the penalized problem are asymptotically related to the solution of the original TV-model. On the other hand, for the pre-dual formulation a family of parametrized problems is introduced and a parameter dependent contraction of an associated fixed point iteration is established. Moreover, the theory is validated by numerical tests. Additionally, the augmented Lagrangian approach is studied, details on an implementation on a staggered grid are provided and numerical tests are shown.
1. Introduction. Variable splitting and associated alternating algorithms have been recently successfully applied to discrete models in image reconstruction and denoising based on total variation (TV) regularization; see for example, [7, 9, 20, [26] [27] [28] . The basic idea consists in the introduction of one or more new variables, a penalized problem and the resolution of two (or more) minimization problems significantly simpler than the original one. Algorithmically, this results in a sequence of nested iterations, which, on the discrete level, may exhibit an (image) resolution dependent convergence. As the penalty parameter is increased, one nevertheless expects that the solution of the original problem is approached. While this expectation may be justified in finite dimensions, in infinite dimensions new difficulties arise which render the existence of solutions of various sub-problems and the passage to the limit with the pertinent penalty parameter as delicate matters.
To the best of our knowledge, infinite dimensional analysis of such splitting and alternating minimization approaches in the appropriate Banach space setting have not yet been considered in the context of the TV-model. Typically, rather the finite dimensional problem is studied in the literature. The work by Setzer in [22] comes closest to the aforementioned function space analysis. However, it is confined to problems in Hilbert space settings only, whereas the TV-model requires the nonreflexive space of functions of bounded variations as the associated solution space.
In the present paper, we are interested in studying splitting and associated alternating direction methods in function space; more precisely in the original non-reflexive Banach space associated with the TV-model. In this context we consider the primal as well as the pre-dual formulations of the problem, and we study associated splitting techniques. Interestingly, it turns out that the existence of a solution to the associated penalized primal problem cannot be guaranteed, in general. Rather -minimizers in the sense of Ekeland's variational principle can be assured only. For the penalized predual problem, however, solutions do exist. As a consequence, the Bregman iteration or augmented Lagrangian schemes are not well defined in the primal context but can be shown to converge when applied to solving the pre-dual problem. We emphasize that, upon discretization, such distinct features get lost.
The pre-dual problem is posed in the Hilbert space H 0 (div), which is the space of L 2 -vector fields whose divergence is an element of L 2 (Ω) as well. For this reason we suggest a discretization of the penalized (and associated) pre-dual problem on staggered grids. It is shown that this approach compares favorably to energy based discretization techniques such as the one in [6] .
In order to understand the difficulties associated when moving from finite dimensional into infinite dimensional spaces, it is useful to consider the following. In finite dimensions, the primal formulation of the TV-model without blurring reads:
where ∇ h is a discrete gradient, | · | 2 is the 2 -norm in R 2 , α > 0 is the regularization parameter, and f ∈ R n×n is a given (possibly noisy) image. In this problem, for the application of the an alternating minimization scheme, a new variable p = (p 1 , p 2 ), with p 1 , p 2 ∈ R n×n , is introduced and the following penalized version is considered: (1.2)
where r > 0 denotes the penalty parameter. For large r > 0, it can be shown that this problem is related to (1.1). On the other hand, the infinite dimensional analogue to the TV-model is
where |Du|(Ω) is the total mass of the Borel measure Du determined by the distributional derivative of u, and f ∈ L 2 (Ω). If we follow the same procedure as in the finite dimensional case, we need to introduce a new variable p in the same space as Du, that is, p should be a Borel measure. As a consequence, the penalty term
appears no longer appropriate, since p nor Du need to belong to L 2 (Ω) and might have no pointwise description over Ω. Ignoring this fact and nevertheless adding r 2 |Du − p| 2 L 2 to the objective in (1.3) with |Du|(Ω) replaced by |p| L 1 significantly changes the nature of the problem. As a consequence, existence of a solution (u * r , p * r ) to the resulting penalty problem cannot be guaranteed, in general. Furthermore, in case the penalty term is taken to be r 2 |Du − p|(Ω), then, although the problem is now well-defined as we prove in section 2.1, there are no advantages in the splitting approach over the original TV-formulation. This discussion is continued in Section 2.1 below where a solution to this issue is also proposed. In the case of the pre-dual formulation, similar (yet simpler) challenges are faced and solved in Section 3.1.
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In section 2 we are concerned with a variable splitting approach for the primal formulation of the TV-model. We provide an infinite dimensional penalty framework based on -minimizers in a sufficient regular state space which is amenable to numerical implementation. Under appropriate conditions it is proven that the sequence ofminimizers converges to the solution of (1.3). Furthermore, provided regularity and boundedness assumptions hold true, we show that an augmented Lagrangian-looking penalty functional exhibits the same behavior than the pure penalty method.
Section 3 is devoted to the variable splitting approach for the Fenchel pre-dual formulation of the TV-model. It is proven (Lemma 3.1) that the sequence of minimizers of the associated penalized problem is well-defined and converges (in a certain sense) to the solution of the pre-dual problem. It is also shown that an augmented Lagrangian approach is suitable for the infinite dimensional problem, in the sense that there exists a Lagrange multiplier such that the solution of the splitting problem for the pre-dual formulation is a global minimizer of the augmented Lagrangian, without the necessity of a limiting process for the penalty parameter.
Details of a numerical implementation on a staggered grid for the pre-dual formulation are provided in Section 4. We also show compatibility properties of the discrete divergence and gradient operators. The section ends with comparative results obtained by the algorithms specified in the paper and in the existing literature.
Notation. Let Ω ⊂ R 2 be a bounded and open domain. We denote by L p (Ω) the usual Lebesgue space of real-valued functions on the domain Ω. The space
(Ω) whose weak derivatives also belong to L 1 (Ω) (see [1] for a definition of the Sobolev space). It is endowed with the norm |v|
Throughout the paper, strong convergence is denoted by "→" and weak convergence by " ". For a vector x ∈ R 2 , the Euclidian norm is denoted either by |x| 2 or |x|. The Lebesgue measure of a measurable set Ω is denoted as |Ω|, and we say that a property holds "a.e. in Ω", if it is true in Ω except for a subset Ω 0 ⊂ Ω such that
We denote by L (V, W ) the vector space of linear bounded operators between the normed vector spaces V and W with norm
The following results can be found on [3] , which we also follow closely notationwise. We denote the set of R 2 -valued Borel measures by M(Ω; R 2 ). If B is a Borel set, then then total mass |µ|(B) for µ ∈ M(Ω; R 2 ) is defined as
where the supremum is taken over all partitions of B in its Borel field. Note that M(Ω; R 2 ) is a Banach space when endowed with the norm µ → |µ|(Ω). Additionally, if µ ∈ M(Ω; R 2 ), then |µ| is a non-negative Borel measure and |µ|(B) = B d|µ|. The space of functions of bounded variation over Ω is denoted as BV (Ω) and it is defined to be the space of functions u ∈ L 1 (Ω) with gradient Du (in the distributional sense) in M(Ω; R 2 ). Endowed with the norm
BV (Ω) becomes a Banach space, and we write Ω |Du| := |Du|(Ω) (in order to avoid the notation Ω d|Du|). Note that if u ∈ W 1,1 (Ω), then u ∈ BV (Ω) and |Du|(Ω) = Ω |∇u|dx, where ∇u refers to the weak gradient of u. It can be proven that
2 ) denotes the set of continuously differentiable functions u : Ω → R 2 with compact support in Ω.
2. The primal formulation. This section is devoted to the study of a continuous analogue to the splitting and penalty methods in [26] for the minimization of a discrete TV-model. Let Ω ⊂ R
2 be an open, bounded image domain with Lipschitz continuous boundary ∂Ω, and f ∈ L 2 (Ω) is a given noisy image. The continuous primal formulation of the TV-model (also called ROF-model due to the seminal work in [21] ) is given bȳ u = arg min
where α is a positive constant.
In many papers (see for instance [7, 20, 21, 26, 27] ) finite dimensional versions of (2.1) are considered. In this context, splitting techniques introducing a new variable and penalizing (by means of the 2 -norm) deviations of this new variable from being the gradient of the reconstructed image are proposed. Such a procedure circumvents the difficulties arising from the nonlinearity and the non-differentiability of the regularization term. Moreover, the (local) convergence analysis of associated iteration schemes for the numerical solution benefit from the discrete context, but may lead to resolution-/mesh-dependent convergence. In the context of (2.1), however, a straightforward extension to L 2 (Ω)-penalization (rather than the discrete 2 -penalty) appears no longer suitable as Du is a measure only. Furthermore, the non-reflexivity of BV (Ω) challenges the existence of a solution of the reformulation of (2.1) relevant in variable splitting approaches.
2.1. A primal variable splitting method. In [1] a primal variable splitting approach in finite dimensions was considered. In this section we want to understand whether this approach can be related to the original problem (2.1) and an associated variable splitting technique relying on L 2 (Ω)-penalties. In fact, the function space analogue of the associated subproblem in the variable splitting approach reads
where f ∈ L 2 (Ω) and for each n ∈ N, we have E
(Ω) and r n → +∞ for n → +∞. Since E p n is not coercive and X is not reflexive, existence of a solution to (2.2) cannot be guaranteed for fixed n. As a remedy, we rather study the behavior of a sequence {(u n , p n )} in X associated with r n ↑ +∞. For this purpose, let (u n , p n ) satisfy
for n > 0, n ∈ N, with n ↓ 0. Let us briefly comment on the choice of X in this context. First of all, W 1,1 (Ω) appears somewhat minimal for (2.2) and it is continuously embedded in BV (Ω). For
and Ω |Du| = Ω |∇u|. We should also note that other penalized unconstrained problems are conceivable for the splitting approach. An example would be
In this case, minimizers do exist but the minimization problem is essentially at least as complicated as the original TV-model. Concerning the existence of a solution to (2.4), let {(u k , p k )} be an infimizing sequence for (2.4). Then |p k |(Ω) < ∞, and hence there exists p * ∈ M(Ω; R 2 ) such that p k → p * (along a subsequence) in the σ(C c , C c )-topology, where C c and C c stand for C c (Ω; R 2 ) and its dual, respectively. Therefore, we have that |p
(by the boundedness of {p k }), from which we infer that {u k } is bounded in BV (Ω). This implies that there exists u
(Ω) and Du k → Du * in the σ(C c , C c )-topology along a suitable subsequence; see Proposition 10.1.1. in [3] and Theorem 10.1.4., in the same reference, for a proof of the compact embedding BV (Ω) → L 1 (Ω). Therefore, we have
i.e., {(u * , p * )} is a minimizer of (2.4). Additionally, a similar argument can be used to show that the sequence of minimizers {(u * n , p * n )} of (2.4), where r n → ∞, satisfies u * n u * * in L 2 (Ω), p n → Du * * in the σ(C c , C c )-topology, both along a subsequence, where u * * ∈ BV (Ω) solves the TV-model. However, as noted before, in this variable splitting scheme we have no advantages (neither theoretical nor numerical) over the original TV-formulation. Now, we return to (2.1) and prove that the minimization problem is associated with asymptotic properties of the functional (2.2).
Theorem 2.1. Let {(u n , p n )} be the sequence in X defined by (2.3). Then, we have
(along subsequences) as n → ∞, whereū ∈ BV (Ω) is given by (2.1).
Proof. We split the proof into several steps.
Step 1: The sequence {u n } is bounded in BV (Ω). By the definition of
} is bounded. Also, r n ↑ ∞ and hence |p n − ∇u n | L 2 (Ω) → 0 as n → ∞ and, by Hölder's and the triangle inequalities, δ n := α Ω |p n | − α Ω |∇u n | satisfies lim n→∞ δ n = 0.
From the definition of δ n and (u n , p n ), we obtain
where Hölder's inequality yields (2.9) and the reverse triangle inequality (2.10).
Since δ n → 0 and n ↓ 0, we find that the sequences
Step 2:
From the definition of δ n , we get α Ω |p n | = δ n +α Ω |∇u n |. Since {u n } is bounded in BV (Ω) and, thus, in
is compact (see [11] ), we observe that u n →ū in L 1 (Ω) (along a subsequence of {u n } which we also denote by {u n }). This implies Ω |Dū| ≤ lim n→∞ Ω |∇u n |. Thus, we have Ω |Dū| ≤ lim n→∞ Ω |p n | and therefore
where a = lim n→∞ rn
Here we have used the weak lower semicontinuity of the norm and elementary properties of lim. Therefore, from (2.12), we infer
Splitting Methods for Total Variation 7 example [4] ). We choose u = v k in the inequality (2.14) and take the limit as k → ∞ to obtain a = lim n→∞ rn
Step 3:ū ∈ BV (Ω) is the minimizer. Finally, since a = 0 in (2.14), we have that
for all w ∈ BV (Ω) by using the same density argument as in the preceding paragraph, i.e.,ū is a minimizer of the TV-model.
Step 4: u n →ū in the L 2 (Ω)-sense and Ω |p n | → Ω |Dū| (along subsequences). Using a = lim n→∞ rn 2 |p n − ∇u n | 2 L 2 = 0 and the inequalities in (2.12) and (2.13), we obtain that
where the density argument of Step 3 has been used. Then, we consider a subsequence of {(u n , p n )} (again denoted by {(u n , p n )}) for which the previous relation holds when "lim" is replaced by "lim". From the previous steps, we know that
Hence, we have − lim n→∞ Ω |p n | ≤ − Ω |Dū| and equivalently lim n→∞ Ω (−|p n |) ≤ − Ω |Dū|. Therefore, we obtain
and along a subsequence of {u n } we have
Finally, since we have
Note that the penalized problem (2.2) can be formally related to the constrained optimization problem
where "s.t." stands for "subject to". In finite dimensions, augmented Lagrangian methods have been applied successfully for image reconstruction over the recent years; see for example [7, 16, 27] . However, in the infinite dimensional case many obstacles arise, not only of theoretical nature but also associated with the numerical implementation of the problem. For example, the functional X (u, p) → J p (u, p) is not differentiable and Lagrange multipliers might not exist. On the other hand, the following theorem contains a generalization in the case we consider a "pseudo augmented Lagrangian", where the elements taking the role of Lagrange multipliers are regular objects.
Consider the sequences {r n } in R + and {λ n } in L 2 (Ω) and suppose that {r n } is monotonically increasing, lim n→∞ r n → ∞ and sup
Similarly as before, we consider a sequence
We observe that the sequence
For the sake of brevity suppose that r n ≥ 1. Then, completing squares in the last two terms of
We are now in a position to prove the analogue to Theorem 2.1 but for the functional L p rn . Theorem 2.2. Let {(u n , p n )} be the sequence defined by (2.26). Then the same conclusion of Theorem 2.1 holds.
Proof. The proof is split into several steps.
Then, upon completing squares, we find that r n |p n −∇u n | 2 L 2 is bounded by (2.25) . This implies lim n→∞ |p n −∇u n | L 2 = 0 and lim n→∞ λ n , p n − ∇u n L 2 = 0. Then, arguing as in Step 1 of the proof of Theorem 2.1, we obtain
The latter expression tends to zero as n → ∞ since lim n→∞ |p n − ∇u n | L 2 = 0. Hence, as n ↓ 0 we have that the sequences Ω |u n | and
are bounded. Thus, we conclude that {u n } in W 1,1 (Ω) is bounded in BV (Ω).
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Step 2: lim n→∞ r n |p n − ∇u n | 2 L 2 = 0, existence of a minimizer and appropriate convergence. From the definition of
Since we know that lim n→∞ λ n , p n − ∇u n L 2 = 0, we argue as in the Step 2 of the proof of Theorem 2.1 and obtain a subsequence of {u n } ( also denoted by
going to 0 as n → ∞, and we observe
. A density argument analogous to the one at the end of Step 2 and Step 3 of the proof of Theorem 2.1 implies that a = 0 and consequently thatū is a minimizer of the TV-model. Finally, Step 4 in the proof of Theorem 2.1 is valid here and the assertion follows.
2.1.1. The Discrete Augmented Lagrangian. For the sake of keeping this paper self-contained, we briefly specify the augmented Lagrangian method associated with a discrete version of (2.23)-(2.24). For details see, e.g., [20, 27] . Given a penalty parameter r n > 0 and an (approximate) multiplier λ, the discrete augmented Lagrangian reads
where
In Algorithm 1, an alternating minimization algorithm (see [20, 27] ) for the augmented Lagrangian is implemented. For a fixed penalty parameter r n , the "suitable stopping criteria" in step 5 of Algorithm 1 may be identified with residuals of the first-order optimality conditions dropping below a specified tolerance. As a soft-thresholding technique provides an explicit solution which satisfies the first-order optimality condition of the p-subproblem in step 3, it suffices to check whether the residual of the first-order optimality condition of the u-subproblem step 2, i.e.,
It is known (see [27] for a proof) that for any finite positive penalty parameter
Moreover the limit point of {u k n,h } is a minimizer of the discrete ROF/TV-functional. In addition, the algorithm is equivalent to the split Bregman method; see [12] . However, it is not straightforward to obtain the same results (in terms of the convergence of the algorithm) in infinite dimensions. For example, it is not clear whether the Lagrange multiplier (in case it exists at all) is regular enough to have a pointwise description. Consequently, the update in step 2 of Algorithm 1 might no longer be appropriate.
3. The Fenchel pre-dual formulation. In this section, we propose algorithms for finding a solution of the TV-model (2.1) from its Fenchel pre-dual formulation:
and ν is the outward unit normal vector on ∂Ω. For more information on (3.1) and associated solvers see [14] and [8] . A solution of the TV-model (2.1) is obtained from s byū
A main feature of the minimization problem (3.1) is that a minimizer need not be unique. In [14] an orthogonal projection in L 2 (Ω) onto {s ∈ H 0 (div) : divs = 0 a.e. in Ω} is used in order to avoid non-uniqueness of the solution in (3.1). In [15] a Tikhonov-type regularization in H 1 0 (Ω) is considered as a remedy. In the aforementioned paper it is shown that the Tikhonov regularization in the pre-dual formulation (3.1) changes the TV-regularization in the primal formulation (2.1) into a local Huber-type regularization.
In recent years, algorithms operating on the (pre-)dual formulation of the TVmodel have become popular; see, e.g., [5, 14, 15] . While in finite dimensions, the dual problem equals the pre-dual, this is not the case in infinite dimensions. The latter fact is a consequence of the non-reflexivity of BV (Ω).
The primal-dual algorithms in [14, 15] in the infinite dimensional setting exhibit local superlinear convergence. However, in order to obtain a solution of the TV-model, the Tikhonov-regularization parameter needs to vanish. For a positive regularization parameter, the iterates of the previous algorithm remain in a space more regular than BV (Ω).
In finite dimensions, an algorithm for computing a minimizer of a discretized version of J d in (3.1) is proposed in [5] , where its conditional convergence is also proved. In [6] , an upwind finite-difference method for the discretized J d is introduced and shown to reduce anisotropy of the reconstruction, which occurs if standard diffusion schemes are used. However, it is not straightforward to extend the algorithms proposed in [5, 6] into infinite dimensional spaces.
3.1. A variable splitting method. In this and the next section we study variable splitting and augmented Lagrangian methods in function space, respectively. For this purpose let R ⊂ L 2 (Ω) be defined as
and let δ R denote the indicator function
Consider the following problem
Hence, it suffices to consider the constrained minimization problem
n is convex and coercive on Y R . Indeed, the functional
Combining both arguments above yields the convexity of E d n . By the reversed triangle inequality, we have
Hence, if the sequence For the sake of simplicity assume that q n ≤ q n+1 for n ∈ N (otherwise we can extract a non-decreasing subsequence). For n ∈ N, let (s *
) for all n ∈ N, from standard arguments for penalty functions (see [19] 
Using the weakly lower semicontinuity of the norm and lim n→∞ qn
Since lim n→∞ |s * n − t * n | L 2 = 0 and t * ∈ R, we have s * ∈ R ∩ H 0 (div). Finally, as s ∈ R ∩ H 0 (div) was arbitrary, s * is a solution to (3.1). Remark. The result in the previous theorem can be strengthened. In fact, besides
, remains an open question. In order to study the convergence of the splitting algorithm, we introduce the following auxiliary problems. For 0 < η < 1 let
We utilize an alternating algorithm for approximating minimizers of (3.5). For this purpose, we introduce a new family of problems. For the sake of simplicity take q ≥ 1 and let 0 < η < 1 be fixed, and consider the sequence {s
as defined in (3.5) and (3.8), respectively, and the sequence {s i. For each 0 < η < 1, there exists
is locally Lipschitz continuous, and s η is the unique minimizer of G η n .
ii. If {η i } in (0, 1) is a sequence with η i ↑ 1 as i → ∞, then s ηi s * (along a subsequence) for some s * ∈ H 0 (div) and the latter is a minimizer of
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Algorithm 2 (Penalization with η Parameter)
4: Set k := k + 1 and return to step 2.
Proof. We start by proving i. Let t ∈ L 2 (Ω) be fixed, and define Q(s) =
Then, Q is clearly continuous and the inequality
implies that Q is coercive. Also, since the norms in L 2 (Ω) and L 2 (Ω) are strictly convex and weakly lower semi-continuous s → Q(s) is strictly convex and weakly lower semicontinuous in H 0 (div) and hence it admits a unique global minimizer. Thus, s k η is well-defined in step 2 of Algorithm 2 and we can write s
Since R is closed, convex and non-empty in L 2 (Ω), step 3 of Algorithm 2 is equivalent to the projection of s onto R and hence t k η is uniquely defined as t k η = P R (s k η ). Therefore, we can write s
, which defines an equivalent norm to | · | H0(div) . We now prove that T (ηP R (·)) is a contraction with respect to this norm. As the functional being minimized in step 2 of Algorithm 2 is differentible in H 0 (div), the first order optimality condition for s i = T (t i ) for i = 1, 2 reads
Taking h 1 = h 2 = s 2 − s 1 above, and subtracting the equality for i = 2 from the one for i = 1, we obtain
This yields |δs| 2 q ≤ q|δt| L 2 |δs| L 2 , with δs = s 2 − s 1 and δt = t 2 − t 1 . This implies that
Since 0 < η < 1, by the Banach Contraction Principle, the sequence s )) converges strongly to s η (in the q-norm and hence in the usual norm for H 0 (div), as well) which is the unique fixed point for H 0 (div) s → T (ηP R (s)). This implies that s η is the unique minimizer of H 0 (div) s → G η n (s) in (3.8). In fact, if there were other minimizers, then these minimizers would also be fixed points of T (ηP R (·)), which contradict the above argument.
Above, we have shown that |δs| q ≤ q 1/2 |δt| L 2 for s i = T (t i ), i = 1, 2. Now, let η 1 , η 2 ∈ (0, 1). Hence there exist s ηi ∈ H 0 (div) such that s ηi = T (η i P R (s ηi )). Since |P R (s ηi )| L 2 ≤ α by the definition of R and because the projection map P R is non-expansive, we have
From this, it is straightforward to conclude
Hence, η → s η is locally Lipschitz continuous on (0, 1). This concludes the proof of i.
We now proceed with the proof of ii. Take a sequence {η i } in (0, 1) such that η i ↑ 1 as i → ∞ and consider the sequence {s ηi } of fixed points
Since |P R (s ηi )| L 2 ≤ α, the sequences {|divs η i | L 2 } and {|s η i | L 2 } are uniformly bounded. Hence, {s ηi } is bounded in H 0 (div), and since the latter is a reflexive space, there exists a subsequence of {s ηi } (again denoted by {s ηi }) such that s ηi s * for some s * ∈ H 0 (div) as i → ∞.
We now prove that s * is a minimizer of s → G n (s). For this purpose, we note that the sequence {P R (s ηi )} ⊂ R is bounded in L 2 (Ω). Hence, there exists a subsequence of {P R (s ηi )} (also denoted by {P R (s ηi )}) for which
is a dense and continuous embedding, and so is the embedding
* , the same holds if l ∈ L 2 (Ω). Thus, since z ∈ R, by the weak lower semicontinuity of the norm we have
where we utilize the minimal distance property of the projection P R . Let s ∈ H 0 (div) 
(Ω) be arbitrary. Since we have proven that s * is a minimizer of s → G n (s), by the minimum distance property of P R , we get
Henceforth, taking the infimum over (s, t)
Augmented Lagrangian Method.
In order to avoid a limiting process of the penalty parameter q n , we prove that an approach based on the augmented Lagrangian method is suitable for the problem in this respect. For this purpose,
. Then, we consider the following family of problems with regularization parameter ≥ 0:
s.t. t ∈ R and g(s, t) := s − t = 0, (3.11b)
The objective J d is coercive, convex (strictly if > 0) and continuous (and hence lower semicontinuous) and R is closed, convex and non-empty. Therefore there exists a solution s * (which is unique if > 0) that solves the minimization problem (3.11) and s
Since g is Fréchet differentiable and
where the interior is taken in L 2 (Ω). Then, by standard surjectivity techniques (see [18, 29] ) there exists a Lagrange multiplier λ * ∈ L 2 (Ω) such that λ * , s * − t * L 2 = 0 and (3.14)
where R(s * , t * ) + is the polar cone of the conical hull of R \ (s * , t * ), i.e.,
Hence (3.14) is equivalent to
Here we have used
Theorem 3.3. Let (s * , t * ) ∈ Y be a solution (the unique one in case > 0) to (3.11), and let λ * be the associated Lagrange multiplier. Then, for q > 0, (s * , t * ) is a global minimizer (unique in the case > 0) of the map
Proof. It is straightforward to observe that, for
from where we observe
. We also have the following representation based on a Taylor series expansion:
Then, by the previous paragraph and (3.15), we have the following chain of inequalities:
Then, for > 0, we have
and for = 0,
3.2.1. The Discrete Penalized Problem. In this subsection, the advantages of the penalty method with variable splitting in the Fenchel pre-dual formulation are discussed in finite dimensions.
For a given N ×N image f ∈ R (3.16) where
∈ Ω h }, and the discrete indicator function is defined by
We use an alternating minimization algorithm, Algorithm 3, to generate a sequence {(s A few words on Algorithm 3 are in order. The introduction of the variable t in the functional E d n (s, t) in (3.5) helps to handle the pointwise inequality constraint in the numerical implementation. The alternating direction algorithm with the variable t divides the minimization problems for E d n,h (s, t) in Algorithm 3 into two parts. Each subproblem has a unique solution and their respective numerical implementation is rather straightforward. In fact, the first-order optimality condition of the ssubproblem reduces to a linear elliptic partial differential equation of the second order, and a soft-thresholding method gives an explicit solution for the t-subproblem.
For a fixed q n , suitable stopping criteria in step 4 of Algorithm 3 relate to the norm of the residual of the first-order optimality conditions dropping below a userspecified tolerance. A soft-thresholding technique provides an explicit formula for t k n,h in step 3, which satisfies the first-order condition of the t-subproblem exactly. Thus, it is enough to check the residual of the first-order condition of the s-subproblem. For this purpose, we compute 
where d > 0 is some prescribed tolerance. The aforementioned index k > 0 is the number of iterations of the algorithm and it is denoted as K n,h , as it depends on the penalty parameter r n and the mesh size h > 0. Starting with q 0 > 0, and increasing the penalty parameter up to q n , the total number of iterations is the sum of the iterations corresponding to each penalty parameter, i.e.,
Finally, the approximated solution of the discrete TV-problem is determined as
We use the same continuation scheme in [26] to increase the penalty parameter, i.e., q n+1 = 2q n .
We also would like to emphasize the fact that our goal here is not to display the best possible reconstruction result, i.e., selecting optimal regularization parameters, but rather to focus on the algorithm and its behavior.
We start our numerical study by showing that the practical behavior of η in (3) is consistent with Theorem 3.2. For this purpose, we use the image shown in Figure 3.1(a) which contains white Gaussian noise with zero mean and a standard deviation equal to 30. The parameters used in our algorithm are α = 0.2, d = 10 −6 and the reconstruction is provided in Figure 3.1(b) . Starting with a penalty parameter q 0 = 2 −5 , we numerically compute u * n,h for n ∈ {0, 1, . . . , 24} with h = 1/128. Since u * n,h and K h depend on η, we stop our computations at q 25 = 2 20 for all η-values and denote these as u η and K η , respectively. In order to measure more detailed features when η approaches 1, we choose η m according to , where η ∞ denotes the maximum value used for η which, in this case, is η 9 = 1 − 10 −10 . As we are in finite dimensions upon discretization, convergence of u η in the discrete L 2 (Ω)-norm of the approximated solution to the TV-problem in (3.21) is observed when η → 1. This behavior is guaranteed by Theorem 3.2(ii.) considered in finite dimensions. Local Lipschitz behavior of η → u η is observed for η < 1 and a nonLipschitz behavior appears at η = 1, as expected by Theorem 3.2(i.). . This is consistent with the non-Lipschitz behavior of η → u η at η = 1 expected from Theorem 3.2(i). The total number of iterations K ηm with respect to m as in (3.22 ) is shown in Figure 3.1(e) . The behavior of the map m → K ηm appears to contain two distinct features that are explained by the contraction of the map s → T (ηP R (s)), as noted in the proof of Theorem 3.2, and the fact we are working in finite dimensions upon discretization. In fact, as noted before, step 2 of Algorithm 2 is equivalent to s
). This iteration is at least linearly convergent since s → T (ηP R (s)) is a contraction in the q-norm for H 0 (div), as observed in (3.10). For this purpose, recall that the q-norm equivalent to the usual norm in H 0 (div). Since the Lipschitz constant is equal to η, it is expected that the increase of η increases the number of iterations K η necessary to satisfy the small residual condition (3.19) . This is indeed observed in Figure 3 .1(e) for 1 ≤ m ≤ 5. In infinite dimensions one would expect that this behavior continues for m > 5. In finite dimensions, the weak convergence in Theorem 3.2(ii.) becomes strong convergence in the discrete L 2 (Ω)-norm, which appears to take place for m > 5. This is the reason for the stabilization of the number of iterations necessary for the termination of the algorithm.
It should be noted that the L 2 -penalty term associated to the constraint s = t in (3.5) does not increase the regularity of the solution as it happens with the penalty of the constraint p = ∇u in (2.2). This enables the restoration of discontinuous features in images, as motivated by the total variation regularization.
The Discrete Augmented Lagrangian .
The discrete augmented Lagrangian associated with (3.13) is given by
For a given positive penalty parameter q ≥ 0 we use an alternating direction minimization algorithm to generate a sequence {(s For a fixed q n , as stated for previous algorithms, suitable stopping criteria in step 5 of Algorithm 4 are based on the norm of the residuals of the first-order optimality conditions dropping below a user-specified tolerance. As observed before, a softthresholding technique gives an explicit formula for t k q,h in step 3. Hence, t k q,h satisfies the first-order condition for the t-subproblem exactly. Thus, it is enough to check the residual of the first-order condition of the s-subproblem in the discrete analogue of H −1 (Ω). As before, we compute (3.24) find the solution of −∆ hR k q,h = R k q,h with homogeneous Dirichlet boundary conditions on ∂Ω and otherwise proceed as in the previous subsection with some prescribed d > 0 for the termination condition (3.19) .
Utilizing duality, an approximate solution to the discrete TV-problem is given by 
)} k∈N is a sequence generated by Algorithm 4 and that it converges to (s
) with a fixed q > 0 and h. Then the first-order optimality conditions associated with the steps of Algorithm 4 are given by (3.27) and further
It can be shown that u * and s * satisfy the first-order optimality conditions (in finite dimensions) associated with the (pre-)dual formulation of the TV-problem (2.1). In the left plot of Figure 3 .2 we depict the numerical solution µ * , which was obtained with a very large penalty parameter (q = 2 25 ) and the same continuation techniques as described in subsection 3.2.1. The regularization parameter was α = 0.2, d = 10
and we used the example in Figure 3.1(a) . For the visualization we utilize an HSVcolor space with V = 1 to represent the vector fields of µ * and ∇ h u * = ∇ h (div h s * +f ) in Figure 3 .2(a) and Figure 3.2(b) , respectively. This color map allows to represent vectors in an RGB color model, i.e., matching colors between the two plots correspond to matching vector orientations. From these plots we observe that µ * obtained from Algorithm 4 numerically converges indeed to ∇ h u * . Unlike the penalty method in subsection 3.2.1, the proposed algorithm in (4) obtains a numerical solution of (3.1) without the need of driving the penalty parameter to infinity. Moreover, we numerically observe that, with the same penalty parameter, Algorithm 4 achieves the stopping condition
4. Staggered grid and numerical results. In this section, we provide details of the discretization scheme (on a staggered grid) and analyze the numerical solvers of the subproblems in the minimization of (3.5) and (3.13). Moreover, we include evidence of the advantages of using a staggered grid to solve the proposed systems and we compare with results obtained by other algorithms.
Considering the finite element method, Raviart-Thomas elements on a rectangular mesh are an appropriate choice for discretizing the spaces considered while minimizing the proposed functionals in (3.5) and (3.13); see [10] for a specification of the RaviartThomas finite element space. This is due to the resulting discrete space being a finite dimensional subspace of H 0 (div). In the case of the finite difference method, we propose to use standard finite difference operators on a staggered grid. This is inspired by the fact that the lowest order Raviart-Thomas space on a rectangular mesh is equivalent to the "marker and cell" scheme (see [13] ) which is a stable finite difference scheme for incompressible flow problems (see [17] ). 
The sets Ω We define sets of real-valued functions on a discrete domain by
Since the mesh size h is fixed, we simply write
Note that following the identification of the sets Ω with their corresponding nodes, we identify F (0,0) , F (1, 0) , and F (0,1) with the set of real-valued functions defined on the •-nodes, the •-nodes, and the -nodes, respectively. Similar and analogous identifications are considered on theF (a,b) sets. Now, we define two finite difference operators on a staggered grid: the discrete divergence
and the discrete gradient
The standard finite forward and backward difference operators are defined by
We also denote standard finite central difference operators by
Even though the discrete divergence div h and gradient ∇ h are defined by standard finite forward and backward operators, they can be interpreted as a central difference scheme because of the structure of the node distribution on the staggered grid. 
Compatibility of adjoint operators and boundary condition.
We recall that the solution space of the Fenchel pre-dual problem (3.1) is H 0 (div). On a staggered grid the discretize version of H 0 (div) becomes
For this space, it can be shown that the discrete divergence (4.3) and gradient (4.4) are adjoint to each other under appropriate conditions. Indeed, for s ∈ H F 0 (div) and u ∈ F (0,0) we have
where in the last line we consider s restricted to Ω
The discrete divergence and gradient oprerators introduced by Chambolle in [5] are formally of the same form as the ones in (4.3) and (4.4), respectively. However, it should be noted that for the discrete operators in [5] , evaluations for all variables are computed on the same nodes. Hence, in order to obtain that the discrete gradient is the adjoint of the negative discrete divergence, additional boundary conditions for the primal variable are required.
Numerical algorithms.
We now provide details on the numerical implementation of Algorithm2 on a staggered grid (the extension of the method for the minimization of (3.12) is straightforward). Note that the discrete functionals in (3.16) and (3.23) are typical discretizations of (3.5) and (3.12), respectively, when all variables are evaluated on the •-nodes; see Figure 4 .1.
The variablesū, f, s, t and λ in (3.2), (3.16) and (3.23) associated to discrete spaces are as follows:
Since the first and second components of a vector field on a staggered grid are evaluated at different locations, we need an interpolation operator whenever a function value is needed at an alternative location. Here, we use a simple linear interpolation. In fact, for given s ∈ F (1,0) × F (0,1) , the following averaging operators are used: to H F 0 (div) and f ∈ F (0,0) toF (0,0) by homogeneous Neumann boundary conditions on ∂Ω, we compute the vector field
and findR
for l ∈ {1, 2}. The numerical solution, s * n,h := s k n,h , is obtained for the smallest k ≥ 1 such that
for a prescribed stopping tolerance d > 0.
The approximate solution of the discrete TV-problem is then given by
For increasing q n , we use the same continuation scheme as described before.
Additional Numerical Results.
Next we compare our results numerically with those obtained from different algorithms. In all examples below the respective image intensity is scaled to [0, 1] . For simplicity we use the following abbreviations for the methods of Sections 2 and 3:
• P ALM : Primal augmented Lagrangian method of subsection 2.1.1.
• D ALM : The augmented Lagrangian method of the Fenchel pre-dual formulation in subsection 3.2.2. Note that we use the same discretization as in [27] for P ALM . Unless otherwise specified, we use the previously described discretization on the staggered grid of subsection 4.1 for D ALM .
First, we provide a qualitative comparison between P ALM and D ALM in Figure 4. 2. In order to ensure a fair comparison, we choose an example with f = χ C , C := {x ∈ (0, 1) × (0, 1) : |x − (0.5, 0.5)| ≤ 0.3}, (4.23) with known exact solution; see [23] or [24] . 25 . We use the same idea as proposed in [6] to change a gray-scale image into a color image based on the color table in We readily observe that the results of P ALM in Figures 4.2(b) and 4.2(e) suffer from blurriness depending on radial directions from the center of the circle. The direction dependent error is caused by the one-sided discretization scheme in [27] . It is significantly reduced by using the upwind finite-difference method in [6] . The errors responsible for blurry regions in the reconstruction cannot be overcome by the algorithms in Section 2 as the solution space in case of a finite penalty parameter is W 1,1 (Ω). The latter does not admit edge structures. On the other hand, the Fenchel pre-dual formulation is crucially different in this respect. The numerical result from D ALM seems to approximate a piece-wise constant function with the exception of a small number of pixels (compare, for example, with the results obtained in [6, Figure  5 .1]). We also note that the one-sided discretization scheme of [27] for the algorithms in Section 3 generate a result similar to Figure 4.2(b) .
In Figure 4 .3, the original image is degraded by Gaussian white noise with a standard deviation of 20. Figure 4.3(a) shows the 128 × 128 noisy image f in the TV-model. A relatively large regularization parameter α = 1 is used, as we primarily want to study discretization aspects. In this respect, recovering "too" many detailed features in Figure 4 .3(c) would render the comparison of effects at boundaries between constant image features impossible. For P ALM , p = 10 −2 , r 0 = 2 −10 and r n+1 = 2r n are used. Figure 4 .2(d). We observe a similar behavior as in Figure 4 .2. The numerical result from D ALM is piecewise constant which is supposed to be a solution of the TVmodel, whereas the non-staggered grid is responsible for blurring effects at boundaries between contour pieces.
Conclusion.
While variable splitting methods have been used successfully in image processing over the recent years, usually with the understanding that they solve a discrete version of, e.g., the TV-model, the situation for the original, genuinely infinite dimensional TV-model is different.
Primal variable splitting techniques are in general not well-defined as the existence of a solution of the associated penalty problem cannot be guaranteed. Rather it can be shown that for increasing penalty parameters, -minimizers (in the sense of Ekeland's variational principle) converge to the solution of the TV-problem. Nevertheless, the alternating iteration schemes, often utilized for solving the penalty problem, appear functional, as the associated subproblems admit (unique) solutions. Their convergence, obviously, is jeopardized by the possible non-existence of solutions of the associated minimization problem.
The situation for the pre-dual problem (note that the dual would lead to a problem in the dual of the non-reflexive space of functions of bounded variation) is entirely different: (i) Variable splitting techniques are well-defined in the sense that associated penalty or augmented Lagrangian based problems admit solutions in function space; (ii) the pre-dual is posed in Hilbert space; and (iii) the associated alternating minimization, Bregman splitting or augmented Lagrangian methods exhibit guaranteed convergence properties and perform better than their primal counterparts (upon discretization).
Finally, as the pre-dual is posed in H 0 (div), staggered grids are appropriate for discretization as they provided stable (and numerically significantly less diffusive and 
