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FIXED-DOMAIN ASYMPTOTICS FOR A SUBCLASS OF
MATE´RN-TYPE GAUSSIAN RANDOM FIELDS
By Wei-Liem Loh
National University of Singapore
Stein [Statist. Sci. 4 (1989) 432–433] proposed the Mate´rn-type
Gaussian random fields as a very flexible class of models for computer
experiments. This article considers a subclass of these models that are
exactly once mean square differentiable. In particular, the likelihood
function is determined in closed form, and under mild conditions
the sieve maximum likelihood estimators for the parameters of the
covariance function are shown to be weakly consistent with respect
to fixed-domain asymptotics.
1. Introduction. In the modeling of computer experiments, it has be-
come rather common practice to approximate the deterministic response as
a realization of a stochastic process. In this regard, Sacks, Welch, Mitchell
and Wynn [10] and Sacks, Schiller and Welch [9] proposed modeling using
a Gaussian random field X(x), x ∈ [0,1]d, with a multiplicative covariance
function,
Cov(X(x),X(y)) = σ2
d∏
t=1
exp(−θt|xt − yt|γ)
(1)
∀x= (x1, . . . , xd)′, y = (y1, . . . , yd)′ ∈ [0,1]d,
where γ ∈ (0,2], θ1, . . . , θd and σ2 are strictly positive parameters. Ying [16,
17] investigated the fixed-domain asymptotic properties of the maximum
likelihood estimators of the covariance function when γ = 1. In particular,
he proved that the estimators are strongly consistent and asymptotically
normal under mild conditions. van der Vaart [13] showed that when γ =
1 and d = 2, the maximum likelihood estimators are also asymptotically
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efficient. Recently, Loh and Lam [6] showed that, when γ = 2, sieve maximum
likelihood estimators of θ1, . . . , θd are strongly consistent using a regular
sampling grid.
Stein [11] observed that the Gaussian model given by (1) may have some
undesirable properties. In particular, for γ ∈ (0,2), the Gaussian random
field with covariance function as in (1) will not be mean square differen-
tiable. However, for the case γ = 2, it is infinitely mean square differen-
tiable. Not allowing for processes that are differentiable but not infinitely
differentiable may be unnecessarily restrictive. Stein then suggested using
a Gaussian random field model, X(x), x ∈ [0,1]d, with the multiplicative
Mate´rn-type covariance function
Cov(X(x),X(y)) =
d∏
t=1
pi1/2φ
2α−1Γ(α+1/2)θ2αt
(θt|xt − yt|)αKα(θt|xt − yt|)
(2)
∀x= (x1, . . . , xd)′, y = (y1, . . . , yd)′ ∈ [0,1]d,
where α,φ, θ1, . . . , θd are positive constants and Kα is the modified Bessel
function of the second kind (see, e.g., [3], pages 222–223). The interesting
parameter is α, where X will be m times mean square differentiable if and
only if α>m.
Due to the dependence of the models with a multiplicative covariance
function on the choice of coordinate axes, Stein ([12], pages 48–55) later ad-
vocated the use of Gaussian random field models with isotropic Mate´rn-type
covariance functions. This class of covariance functions was first proposed
by Mate´rn in 1960 as a reasonable class of models for isotropic random fields
(see [7]). Stein ([12], Section 6.7) investigated the performance of maximum
likelihood estimators for the parameters of a periodic version of the Mate´rn
model with the hope that the large sample results for this periodic model
will be similar to those for nonperiodic Mate´rn-type Gaussian random fields
under fixed-domain asymptotics.
This article assumes that X(x), x ∈ [0,1]d, is a mean-zero Gaussian ran-
dom field with covariance function given as in (2), where α = 3/2 and
φ, θ1, . . . , θd are unknown positive constants. SinceK3/2(s) = (pis
−3/2)1/2(1+
s)e−s (see [15], page 747), we observe that the covariance function of X(x)
is
Cov(X(x),X(y)) =
pidφd
2dθ31 · · · θ3d
d∏
t=1
(1 + θt|xt − yt|)e−θt|xt−yt|
(3)
∀x= (x1, . . . , xd)′, y = (y1, . . . , yd)′ ∈ [0,1]d.
Remark. For reasons of mathematical tractability, we have assumed
a multiplicative Mate´rn-type covariance function and not an isotropic one.
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The class of multiplicative Mate´rn-type covariance functions has nonethe-
less been used in, for example, [14]. A referee noted that the multiplicative
Mate´rn-type covariance function and an isotropic one have a major difference
under fixed-domain asymptotics. In particular, Zhang [18] recently proved
that consistent estimators do not exist for all parameters in the latter case
for d= 1,2 or 3.
We are concerned with the estimation of φ, θ1, . . . , θd using observations
that are taken from the above random field on a regular grid, that is,{
X
(
i1
n
, . . . ,
id
n
)
: 1≤ it ≤ n,1≤ t≤ d
}
,(4)
where n is a strictly positive integer.
For simplicity, we order the elements of the set (4) lexicographically as
an nd × 1 column vector X˜n. Thus, the element X(i1/n, . . . , id/n) precedes
the element X(j1/n, . . . , jd/n) in X˜n if and only if there exists a 1≤ k ≤ d
such that it = jt whenever 1≤ t < k and ik < jk. Then the covariance matrix
Σφ,θ1,...,θd;n of X˜n is given by
Σφ,θ1,...,θd;n =
pidφd
2dθ31 · · · θ3d
d⊗
t=1
Rθt,n,
where the symbol “
⊗
” denotes the Kronecker product (see [2], page 599),
and for each 1 ≤ t ≤ d Rθt,n denotes the n × n matrix whose (i, j)th ele-
ment is (1 + θt|i − j|/n) exp[−θt|i − j|/n]. Since X˜n ∼ Nnd(0,Σφ,θ1,...,θd;n),
the likelihood function is
Ln(φ, θ1, . . . , θd) = (2pi)
−nd/2|Σφ,θ1,...,θd;n|−1/2 exp(−X˜ ′nΣ−1φ,θ1,...,θd;nX˜n/2),
and the log-likelihood satisfies
2 logLn(φ, θ1, . . . , θd)
=−nd log(2pi)− nd log
(
pidφd
2dθ31 · · · θ3d
)
− log
∣∣∣∣∣
d⊗
t=1
Rθt,n
∣∣∣∣∣− 2
dθ31 · · · θ3d
pidφd
X˜ ′n
(
d⊗
t=1
Rθt,n
)−1
X˜n.
(5)
The rest of this article is organized as follows. Theorem 1 in Section 2
gives an exact closed-form formula for the determinant of the matrix Rθt,n.
Similarly, Theorems 2–4 in Section 3 establish an exact closed-form formula
for the inverse of Rθt,n. It should be noted that the closed-form formulas
(especially the inverse) are not simple but fortunately are amenable to the-
oretical analysis with the help of a mathematical software system such as
Mathematica [15] that has symbolic computation capability.
In Section 4 we simplify the exact formulas of the previous two sections
via asymptotic approximations. These approximations are very sharp in that
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the error is of the order O(cn) for some constant 0 < c < 1. In particular,
Theorem 5 gives an asymptotic approximation of the determinant |Rθt,n|
and Theorems 6 and 7 give asymptotic approximations to the elements of
the inverse R−1θt,n.
Using the results of Section 4 and Mathematica, Theorem 8 in Section
5 computes a large sample approximation of the Fisher information matrix
for the parameters φ, θ1, . . . , θd.
Section 6 gives a simple consistent maximum likelihood-type estimate
φˆθ˜1,...,θ˜d (see Theorem 9) for φ even if the parameters θ1, . . . , θd are misspeci-
fied. Section 7 defines a sieve maximum likehood estimator (φˆ, θˆ1, . . . , θˆd) for
(φ, θ1, . . . , θd). Theorem 10 establishes the weak consistency of (φˆ, θˆ1, . . . , θˆd)
under mild conditions when d≥ 3.
Appendix A contains technical results that are needed in the main body of
this article. Many of the results found in Appendix A, though conceptually
simple, involve extremely complicated computations and series expansions
and the use of Mathematica is critical here. Appendix B contains the defi-
nitions of fourteen constants that are used in the exact expression of R−1θt,n
in Section 3.
2. Determinant. In this section our main aim is to evaluate the deter-
minant of Rθ,n for some strictly positive constant θ. For simplicity, we write
w = θ/n,u = e−w, and for 1 ≤ m ≤ n Rθ,n;m denotes the m × m matrix
whose (i, j)th element is (Rθ,n;m)i,j = (1+ |i− j|w)u|i−j|, for all 1≤ i, j ≤m.
Clearly, we have Rθ,n;n =Rθ,n.
Proposition 1. The determinant of Rθ,n;m is given by
|Rθ,n;1|= 1,
and for 2≤m≤ n it satisfies the recurrence relation
|Rθ,n;m|= (−1)m−2{[1 + (m− 2)w]− (1 +w)[1 + (m− 1)w]u2}um−2τm−2−1
+
m−3∑
k=0
(−1)kτk|Rθ,n;m−k−1|τk−1,
where
τk =


0, if k =−2,
(w− 1)u+ (1 +w)u3, if k =−1,
(1 + kw)uk − 2[1 + (k +1)w]uk+2 + [1 + (k+ 2)w]uk+4, if k ≥ 0.
Proof. Using linear algebra elementary row operations, we observe
that, for each 1≤m≤ n, Rθ,n;m can be reduced to the m×m almost upper
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triangular matrix Aθ,n;m, where
Aθ,n;m =


1 (1 +w)u (1 + 2w)u2 (1 + 3w)u3 · · · (1 + (m− 1)w)um−1
(1 +w)u 1 (1 +w)u (1 + 2w)u2 · · · (1 + (m− 2)w)um−2
0 τ−1 τ0 τ1 · · · τm−3
0 0 τ−1 τ0 · · · τm−4
...
...
...
...
. . .
...
0 0 0 0 · · · τ1
0 0 0 0 · · · τ0


.
Now use elementary row operations again to reduce Aθ,n;m to a diagonal
matrix and then use the fact that the determinant of a diagonal matrix is
equal to the product of its diagonal elements. This proves Proposition 1. 
The following theorem gives a closed form expression for |Rθ,n;m|.
Theorem 1. For 2≤m≤ n,
|Rθ,n;m|
=
(a˜α1 + u
2b˜)[−(b+ τ−1u)α1]m−2 − (a˜α2 + u2b˜)[−(b+ τ−1u)α2]m−2
α1 − α2 ,
where
a= 1− 2u2 + u4 − 2u2w+ 2u4w,
b= 2u2 − u4 +w− u4w− 1,
a˜= 1− u2 − 2u2w− u2w2,
b˜= u2 +w+ u2w− 1,
α1 =
−(a− 2τ−1u)−
√
(a− 2τ−1u)2 − 4τ−1u(b+ τ−1u)
2(b+ τ−1u)
,
α2 =
−(a− 2τ−1u) +
√
(a− 2τ−1u)2 − 4τ−1u(b+ τ−1u)
2(b+ τ−1u)
.
Proof. It is convenient to define
τ∗k =
{
(1 + kw)uk − (1 +w)[1 + (k+ 1)w]uk+2, if k ≥ 0,
0, otherwise.
(6)
Then τ∗0 = |Rθ,n;2|. We observe from Proposition 1 that, for 2≤m≤ n,
|Rθ,n;m|= τ∗m−2(−τ−1)m−2 +
m−1∑
k=2
τm−k−1(−τ−1)m−k−1|Rθ,n;k|.(7)
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Applying (7) recursively to the right-hand side of itself, we obtain
|Rθ,n;m|= τ∗m−2(−τ−1)m−2 + τm−3τ∗0 (−τ−1)m−3
+
m−1∑
k1=3
τm−k1−1(−τ−1)m−k1−1|Rθ,n;k1|
= τ∗m−2(−τ−1)m−2 + τm−3τ∗0 (−τ−1)m−3
+
m−1∑
k1=3
τm−k1−1(−τ−1)m−k1−1
×
{
τ∗k1−2(−τ−1)k1−2 + τk1−3τ∗0 (−τ−1)k1−3
+
k1−1∑
k2=3
τk1−k2−1(−τ−1)k1−k2−1|Rθ,n;k2|
}
= (−τ−1)m−2τ∗m−2 + (−τ−1)m−3
m−1∑
k1=2
τm−k1−1τ
∗
k1−2
+
m−1∑
k1=3
k1−1∑
k2=2
τm−k1−1τk1−k2−1(−τ−1)m−k2−2|Rθ,n;k2|.
Now continuing this argument repeatedly, we obtain
|Rθ,n;m|= (−τ−1)m−2τ∗m−2 + (−τ−1)m−3
m−1∑
k1=2
τm−k1−1τ
∗
k1−2
+ (−τ−1)m−4
m−1∑
k1=3
k1−1∑
k2=2
τm−k1−1τk1−k2−1τ
∗
k2−2
+ (−τ−1)m−5
m−1∑
k1=4
k1−1∑
k2=3
k2−1∑
k3=2
τm−k1−1τk1−k2−1τk2−k3−1τ
∗
k3−2
+ · · ·+ (−τ−1)
m−1∑
k1=m−2
k1−1∑
k2=m−3
· · ·
km−4−1∑
km−3=2
τm−k1−1τk1−k2−1 · · ·
× τkm−4−km−3−1τ∗km−3−2
+ τm−20 τ
∗
0 .
(8)
Hence, it follows from (8) and Lemma A.1 (see Appendix A) that |Rθ,n;m|
equals the coefficient of zm−2 in the series expansion of
(−τ−1u)m−2Gτ∗(z) + (−τ−1u)m−3zGτ (z)Gτ∗(z) + (−τ−1u)m−4z2G2τ (z)Gτ∗(z)
+ · · ·+ (−τ−1u)zm−3Gm−3τ (z)Gτ∗(z) + zm−2Gm−2τ (z)Gτ∗(z)
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=
m−2∑
k=0
(−τ−1u)m−2−kzkGkτ (z)Gτ∗(z)
= (−τ−1u)m−2Gτ∗(z)(−τ−1u)
−m+1zm−1Gm−1τ (z)− 1
(−τ−1u)−1zGτ (z)− 1 .
This implies that |Rθ,n;m| equals the coefficient of zm−2 in the series expan-
sion of
(−τ−1u)m−2Gτ∗(z)
(τ−1u)−1zGτ (z) + 1
=
(−τ−1u)m−2(a˜+ b˜z)
(τ−1u)−1z(a+ bz) + (1− z)2
=
(−1)m(τ−1u)m−1(a˜+ b˜z)
τ−1u+ (a− 2τ−1u)z + (b+ τ−1u)z2 .
(9)
Since (a − 2τ−1u)2 > 4τ−1u(b + τ−1u), the distinct roots of the quadratic
equation
τ−1u+ (a− 2τ−1u)z + (b+ τ−1u)z2 = 0
are α1 and α2. Hence, the right-hand side of (9) can be written as
(−1)m(τ−1u)m−1(a˜+ b˜z)
(b+ τ−1u)(α1 − z)(α2 − z)
=
(−1)m(τ−1u)m−1(a˜+ b˜α1)
(b+ τ−1u)(α1 − z)(α2 −α1) +
(−1)m(τ−1u)m−1(a˜+ b˜α2)
(b+ τ−1u)(α1 −α2)(α2 − z)
=
(−1)m(τ−1u)m−1(a˜+ b˜α1)
(b+ τ−1u)α1(α2 −α1)
∞∑
k=0
(
z
α1
)k
+
(−1)m(τ−1u)m−1(a˜+ b˜α2)
(b+ τ−1u)(α1 − α2)α2
∞∑
k=0
(
z
α2
)k
.
Thus, we conclude that, for 2≤m≤ n,
|Rθ,n;m|= (−1)
m(τ−1u)
m−1(a˜+ b˜α1)
(b+ τ−1u)α
m−1
1 (α2 −α1)
+
(−1)m(τ−1u)m−1(a˜+ b˜α2)
(b+ τ−1u)(α1 −α2)αm−12
=
(−1)m(b+ τ−1u)m−2[a˜(αm−12 −αm−11 ) + b˜α1α2(αm−22 − αm−21 )]
α2 −α1 ,
since α1α2 = τ−1u/(b+ τ−1u). This proves Theorem 1. 
3. Inverse. This section evaluates the inverse of Rθ,n for some positive
constant θ. For 1 ≤ i, j ≤ n, if the ith row and jth column of Rθ,n are
deleted, the resulting (n−1)× (n−1) matrix is denoted by Rθ,n;−i,−j. Then
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(−1)i+j |Rθ,n;−i,−j| is the cofactor of the (i, j)th element of the square ma-
trix Rθ,n. It is well known (see, e.g., [2], page 582) that
(R−1θ,n)i,j =
(−1)i+j |Rθ,n;−i,−j|
|Rθ,n|
∀1≤ i, j ≤ n.(10)
Hence, it follows from Theorem 1 that it suffices to obtain a closed-form ex-
pression for |Rθ,n;−i,−j|. We shall, without loss of generality, assume for the
rest of this section that i≤ j and i≥ n−j+1 since (Rθ,n)i,j = (Rθ,n)n−j+1,n−i+1
and, hence, via symmetry, (R−1θ,n)i,j = (R
−1
θ,n)n−j+1,n−i+1. It is convenient to
define
τˆk =


2τ−1u, if k =−2,
(1 +w)u− 3(1 +w)u3 +2(1 + 2w)u5, if k =−1,
(1 + kw)uk − 3(1 + (k +2)w)uk+4
+2(1 + (k +3)w)uk+6, if k ≥ 0,
τ˜k =


τ−1u/2, if k =−2,
((2w− 1)u+ (1+ 2w)u5)/2, if k =−1,
(2(1 + kw)uk − 3(1 + (k+ 1)w)uk+2
+ (1+ (k+ 3)w)uk+6)/2, if k ≥ 0,
and for 1≤m≤ n− 1, the m×m matrix
Rθ,n;−i,−j;m= ((Rθ,n;−i,−j)k,l)1≤k,l≤m.
Clearly, Rθ,n;−i,−j;n−1=Rθ,n;−i,−j.
Case 1. Suppose i = 1. Using elementary row operations, we observe
that, for each 1≤m≤ n−1, Rθ,n;−1,−j;m can be reduced to the almost upper
triangular m×m matrix Aθ,n;−1,−j;m, where (Aθ,n;−1,−j;m)k,l = 0 whenever
k ≥ l+2 and
(Aθ,n;−1,−j;m)k,l
=
{
(1 + |l− k− 1|w)u|l−k−1|, if 1≤ k ≤ 2∧m,1≤ l≤ (j − 1) ∧m,
(1 + (l− k)w)ul−k, if 1≤ k ≤ 2∧m,j ≤ l≤m,
(Aθ,n;−1,−j;m)k,l
=
{
τl−k−1, if 3≤ k ≤m,k− 1≤ l≤ (j − 1)∧m,
τl−k, if 3≤ k ≤m,j ≤ l≤m.
Case 2. Suppose i = 2. Using elementary row operations, we observe
that, for each 1≤m≤ n−1, Rθ,n;−2,−j;m can be reduced to the almost upper
triangular m×m matrix Aθ,n;−2,−j;m, where (Aθ,n;−2,−j;m)k,l = 0 whenever
k ≥ l+2 and
(Aθ,n;−2,−j;m)1,l =
{
(1 + |l− 1|w)u|l−1|, if 1≤ l≤ (j − 1)∧m,
(1 + lw)ul, if j ≤ l≤m,
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(Aθ,n;−2,−j;m)2,l =
{
(1 + |l− 3|w)u|l−3|, if 1≤ l≤ (j − 1)∧m,
(1 + (l− 2)w)ul−2, if j ≤ l≤m,
(Aθ,n;−2,−j;m)3,l =
{
τ˜l−4, if 2≤ l≤ (j − 1)∧m,
τ˜l−3, if j ≤ l≤m,
(Aθ,n;−2,−j;m)k,l =
{
τl−k−1, if 4≤ k ≤m,k− 1≤ l≤ (j − 1)∧m,
τl−k, if 4≤ k ≤m,j ≤ l≤m.
Case 3. Suppose 3 ≤ i ≤ n. Using elementary row operations, we ob-
serve that, for each 1 ≤m ≤ n − 1, Rθ,n;−i,−j;m can be reduced to the al-
most upper triangular m×m matrix Aθ,n;−i,−j;m, where (Aθ,n;−i,−j;m)k,l = 0
whenever k ≥ l+2 and
(Aθ,n;−i,−j;m)k,l =


(1 + |l− k|w)u|l−k|, if 1≤ k ≤ 2∧m,
1≤ l≤ (j − 1)∧m,
(1 + (l− k+1)w)ul−k+1, if 1≤ k ≤ 2∧m,
j ≤ l≤m,
(Aθ,n;−i,−j;m)k,l =


τl−k, if 3≤ k ≤ (i− 1) ∧m,
k− 1≤ l≤ (j − 1) ∧m,
τl−k+1, if 3≤ k ≤ (i− 1) ∧m,j ≤ l≤m,
(Aθ,n;−i,−j;m)i,l =
{
τˆl−i−1, if i− 1≤ l≤ (j − 1)∧m,
τˆl−i, if j ≤ l≤m,
(Aθ,n;−i,−j;m)i+1,l =
{
τ˜l−i−2, if i≤ l≤ (j − 1) ∧m,
τ˜l−i−1, if j ≤ l≤m,
(Aθ,n;−i,−j;m)k,l =
{
τl−k−1, if i+ 2≤ k ≤m,k− 1≤ l≤ (j − 1)∧m,
τl−k, if i+ 2≤ k ≤m,j ≤ l≤m.
Proposition 2. For 1 ≤ i ≤ j ≤ n, i ≥ n − j + 1, the determinant of
Rθ,n;−i,−j;m,1≤m≤ n− 1, satisfies the recurrence relation
|Rθ,n;−i,−j;m|
=
m−1∑
k=0
(−1)k(Aθ,n;−i,−j;n−1)m−k,m|Rθ,n;−i,−j;m−k−1|
×
k−1∏
l=0
(Aθ,n;−i,−j;n−1)m−l,m−l−1,
where |Rθ,n;−i,−j;0|= 1.
Proof. Since |Rθ,n;−i,−j;k|= |Aθ,n;−i,−j;k| for all 1≤ k ≤ n− 1, Propo-
sition 2 follows by using elementary row operations to reduce Aθ,n;−i,−j;m
to a diagonal matrix. 
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Theorems 2, 3 and 4 below compute exact expressions for the determi-
nants |Rθ,n;−i,−j|, where i≤ j and i≥ n− j + 1.
Theorem 2. For 2≤m≤ n− 1,
|Rθ,n;−1,−n;m|=w2u2τm−2−1 .
Proof. We observe from Proposition 2 and Case 1 that, for 2 ≤m≤
n− 1,
|Rθ,n;−1,−n;m|=
m−1∑
k=0
(−1)m−k−1(Aθ,n;−1,−n;n−1)k+1,m|Rθ,n;−1,−n;k|
×
m−k−2∏
l=0
(Aθ,n;−1,−n;n−1)m−l,m−l−1
= (Aθ,n;−1,−n;n−1)m,m|Rθ,n;−1,−n;m−1|
= |Rθ,n;−1,−n;2|τm−2−1
= w2u2τm−2−1 .
This proves Theorem 2. 
For 1≤m≤ n− 1, let A˜θ,n;m denote the m×m matrix such that
A˜θ,n;m =


τ0 τ1 τ2 · · · τm−2 τm−1
τ−1 τ0 τ1 · · · τm−3 τm−2
0 τ−1 τ0 · · · τm−2 τm−3
...
...
...
. . .
...
...
0 0 0 · · · τ0 τ1
0 0 0 · · · τ−1 τ0


.(11)
Theorem 3. For n− 1≤ j ≤ n,
|Rθ,n;−2,−j;n−1|= τ j−4−1 {τ˜−2[(1 + 2w)2u4 − 1] + τ˜−1τ∗1 }|A˜θ,n;n−j|,
where τ∗1 is as in (6) and |A˜θ,n;0|= 1.
Proof. We observe from Proposition 2 and Case 2 that for n− 1≤ j ≤
n,
|Rθ,n;−2,−j;1|= 1,
|Rθ,n;−2,−j;2|= (1 +w)u− (1 +w)(1 + 2w)u3,
|Rθ,n;−2,−j;3|=
2∑
k=0
(−1)2−k(Aθ,n;−2,−j;n−1)k+1,3|Rθ,n;−2,−j;k|
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×
1−k∏
l=0
(Aθ,n;−2,−j;n−1)3−l,2−l
= (1 + 2w)2u4τ˜−2− τ˜−2
+ τ˜−1[(1 +w)u− (1 +w)(1 + 2w)u3],
|Rθ,n;−2,−j;n−1|= |Rθ,n;−2,−j;3|τ j−4−1 |A˜θ,n;n−j|.
This proves Theorem 3. 
Theorem 4. With the notation of Appendix B, for 3≤ i≤ n− 1,
|Rθ,n;−i,−i,m|= |Rθ,n;m| ∀1≤m≤ i− 1,
and
|Rθ,n;−i,−i;i|= C7,1(a˜α1 + u
2b˜)
α1 −α2 [−(b+ τ−1u)α1]
i−3
− C7,2(a˜α2 + u
2b˜)
α1 −α2 [−(b+ τ−1u)α2]
i−3.
(12)
For 4≤ i+1≤m≤ n− 1 we have
|Rθ,n;−i,−i;m|= C1,1τ−1u
4(a˜α1 + u
2b˜)
(α1 −α2)2
×{(α1 − u2)[−(b+ τ−1u)α1]m−4
− (α2 − u2)[−(b+ τ−1u)α1]i−3[−(b+ τ−1u)α2]m−i−1}
− C1,2τ−1u
4(a˜α2 + u
2b˜)
(α1 −α2)2
× {(α1 − u2)[−(b+ τ−1u)α1]m−i−1[−(b+ τ−1u)α2]i−3
− (α2 − u2)[−(b+ τ−1u)α2]m−4}
+
C2,1τ−1u
6(a˜α1 + u
2b˜)
(α1 −α2)2
× {[−(b+ τ−1u)α1]m−4
− [−(b+ τ−1u)α1]i−3[−(b+ τ−1u)α2]m−i−1}
− C2,2τ−1u
6(a˜α2 + u
2b˜)
(α1 −α2)2
× {[−(b+ τ−1u)α1]m−i−1[−(b+ τ−1u)α2]i−3
− [−(b+ τ−1u)α2]m−4}.
(13)
Also, for 3≤ i≤ n− 1,
|Rθ,n;−i,−(i+1);m|= |Rθ,n;m| ∀1≤m≤ i− 1,
|Rθ,n;−i,−(i+1);i|=
C3,1(a˜α1 + u
2b˜)
α1 − α2 [−(b+ τ−1u)α1]
i−3
− C3,2(a˜α2 + u
2b˜)
α1 − α2 [−(b+ τ−1u)α2]
i−3
(14)
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and for 4≤ i+1≤m≤ n− 1, we have
|Rθ,n;−i,−(i+1);m|
=
C4,1τ−1u
4(a˜α1 + u
2b˜)
(α1 −α2)2
×{(α1 − u2)[−(b+ τ−1u)α1]m−4
− (α2 − u2)[−(b+ τ−1u)α1]i−3[−(b+ τ−1u)α2]m−i−1}
− C4,2τ−1u
4(a˜α2 + u
2b˜)
(α1 −α2)2
×{(α1 − u2)[−(b+ τ−1u)α1]m−i−1[−(b+ τ−1u)α2]i−3
− (α2 − u2)[−(b+ τ−1u)α2]m−4}
+
C5,1τ−1u
6(a˜α1 + u
2b˜)
(α1 −α2)2
×{[−(b+ τ−1u)α1]m−4
− [−(b+ τ−1u)α1]i−3[−(b+ τ−1u)α2]m−i−1}
− C5,2τ−1u
6(a˜α2 + u
2b˜)
(α1 −α2)2
×{[−(b+ τ−1u)α1]m−i−1[−(b+ τ−1u)α2]i−3
− [−(b+ τ−1u)α2]m−4}.
(15)
Finally, for 3≤ i≤ n− 2,
|Rθ,n;−i,−n;n−1|=
C6,1τ
n−i−2
−1 (a˜α1 + u
2b˜)
α1 −α2 [−(b+ τ−1u)α1]
i−3
− C6,2τ
n−i−2
−1 (a˜α2 + u
2b˜)
α1 −α2 [−(b+ τ−1u)α2]
i−3
and for 5≤ i+2≤ j ≤ n− 1,
|Rθ,n;−i,−j;n−1|=
C6,1τ
j−i−2
−1 (a˜α1 + u
2b˜)
(α1 −α2)2
×{(aα1 + u2b)[−(b+ τ−1u)α1]n−j+i−4
− (aα2 + u2b)[−(b+ τ−1u)α1]i−3[−(b+ τ−1u)α2]n−j−1}
− C6,2τ
j−i−2
−1 (a˜α2 + u
2b˜)
(α1 −α2)2(16)
× {(aα1 + u2b)[−(b+ τ−1u)α1]n−j−1
× [−(b+ τ−1u)α2]i−3
− (aα2 + u2b)[−(b+ τ−1u)α2]n−j+i−4}.
Proof. The first equality is immediate from the definition of Rθ,n;−i,−i;m.
To prove (12), we observe from Proposition 2, Case 3 and (33) that, for
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3≤ i≤ n− 1,
|Rθ,n;−i,−i;i|=
i−1∑
k=0
(−1)i−k−1(Aθ,n;−i,−i;n−1)k+1,i|Rθ,n;−i,−i;k|
×
i−k−2∏
l=0
(Aθ,n;−i,−i;n−1)i−l,i−l−1
= (−1)i−2τ∗i−1τ i−3−1 τˆ−2
+
i−2∑
k=2
(−1)i−k−1τi−kτ i−k−2−1 τˆ−2|Rθ,n;k|+ τˆ0|Rθ,n;i−1|
= (−1)i−2τ∗i−1τ i−3−1 τˆ−2 + τˆ0|Rθ,n;i−1|
+
(−1)i−1τ i−3−1 τˆ−2ui−1(1− u2)2(a˜α1 + u2b˜)
(α1 − α2)[α1(b+ τ−1u)− τ−1u]
×
{[
α1(b+ τ−1u)
τ−1u
]i−3
− 1
}
− (−1)
i−1τ i−3−1 τˆ−2u
i−1(1− u2)2(a˜α2 + u2b˜)
(α1 − α2)[α2(b+ τ−1u)− τ−1u]
×
{[
α2(b+ τ−1u)
τ−1u
]i−3
− 1
}
+
(−1)i−1τ i−2−1 τˆ−2[(a˜α1 + u2b˜)Si,i,1 − (a˜α2 + u2b˜)Si,i,2]
α1 −α2 ,
where Si,m,l is as in (31) and (12) follows after some algebra. For 4≤ i+1≤
m≤ n− 1,
|Rθ,n;−i,−i;m|=
m−1∑
k1=0
(−1)m−k1−1(Aθ,n;−i,−i;n−1)k1+1,m|Rθ,n;−i,−i;k1|
×
m−k1−2∏
l=0
(Aθ,n;−i,−i;n−1)m−l,m−l−1
= (−τ−1)mξm
+ (−τ−1)m−1
m−1∑
k1=i+1
τm−k1−1(−τ−1)−k1 |Rθ,n;−i,−i;k1|,
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where
ξm = τ
∗
m−1τ
−4
−1 τˆ−2τ˜−1+
i−2∑
k=2
(−1)−k−1τm−kτ−k−3−1 τˆ−2τ˜−1|Rθ,n;k|
+ (−1)−iτˆm−iτ−i−1−1 τ˜−1|Rθ,n;i−1|
+ (−1)−i−1τ˜m−i−1τ−i−1−1 |Rθ,n;−i,−i;i|
= τ∗m−1τ
−4
−1 τˆ−2τ˜−1+ (−1)−iτˆm−iτ−i−1−1 τ˜−1|Rθ,n;i−1|
+ (−1)−i−1τ˜m−i−1τ−i−1−1 |Rθ,n;−i,−i;i|
− τˆ−2τ˜−1u
m−1(1− u2)2(a˜α1 + u2b˜)
τ4−1(α1 − α2)[α1(b+ τ−1u)− τ−1u]
{[
α1(b+ τ−1u)
τ−1u
]i−3
− 1
}
+
τˆ−2τ˜−1u
m−1(1− u2)2(a˜α2 + u2b˜)
τ4−1(α1 − α2)[α2(b+ τ−1u)− τ−1u]
{[
α2(b+ τ−1u)
τ−1u
]i−3
− 1
}
− τˆ−2τ˜−1[(a˜α1 + u
2b˜)Si,m,1− (a˜α2 + u2b˜)Si,m,2]
τ3−1(α1 − α2)
.
(17)
The last equality uses (33). An immediate consequence is |Rθ,n;−i,−i;i+1|=
(−τ−1)i+1ξi+1. Then repeating the above argument, we obtain, for 4≤ i+
1<m≤ n− 1,
|Rθ,n;−i,−i;m|= (−τ−1)mξm
+ (−τ−1)m−1
m−1∑
k1=i+1
τm−k1−1(−τ−1)−k1
×
[
(−τ−1)k1ξk1
+ (−τ−1)k1−1
k1−1∑
k2=i+1
τk1−k2−1(−τ−1)−k2 |Rθ,n;−i,−i;k2|
]
= (−τ−1)mξm + (−τ−1)m−1
m−1∑
k1=i+1
τm−k1−1ξk1
+ (−τ−1)m−2
m−1∑
k1=i+2
k1−1∑
k2=i+1
τm−k1−1τk1−k2−1
× (−τ−1)−k2 |Rθ,n;−i,−i;k2|
= (−τ−1)mξm + (−τ−1)m−1
m−1∑
k1=i+1
τm−k1−1ξk1
+ (−τ−1)m−2
m−1∑
k1=i+2
k1−1∑
k2=i+1
τm−k1−1τk1−k2−1ξk2
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+ (−τ−1)m−3
m−1∑
k1=i+3
k1−1∑
k2=i+2
k2−1∑
k3=i+1
τm−k1−1τk1−k2−1
× τk2−k3−1ξk3 + · · ·
+ (−τ−1)i+2
×
m−1∑
k1=m−2
k1−1∑
k2=m−3
· · ·
km−i−3−1∑
km−i−2=i+1
τm−k1−1τk1−k2−1 · · ·
× τkm−i−3−km−i−2−1ξkm−i−2
+ (−τ−1)i+1τm−i−10 ξi+1.
Hence, it follows from Lemma A.4 (see Appendix A) that |Rθ,n;−i,−i;m|,4≤
i+ 1≤m≤ n− 1, equals the coefficient of zm in the series expansion of
(−τ−1u)mGξ(z) + (−τ−1u)m−1zGτ (z)Gξ(z)
+ (−τ−1u)m−2z2G2τ (z)Gξ(z) + · · ·+ (−τ−1u)i+1zm−i−1Gm−i−1τ (z)Gξ(z)
=
m−i−1∑
k=0
(−τ−1u)m−kzkGkτ (z)Gξ(z)
= (−τ−1u)mGξ(z)
m−i−1∑
k=0
(−τ−1u)−kzkGkτ (z)
= (−τ−1u)mGξ(z)(−τ−1u)
−m+izm−iGm−iτ (z)− 1
(−τ−1u)−1zGτ (z)− 1 .
It follows from Lemmas A.1 and A.4 that |Rθ,n;−i,−i;m|,4≤ i+1≤m≤ n−1,
equals the coefficient of zm in the series expansion of
(−τ−1u)mGξ(z)
(τ−1u)−1zGτ (z) + 1
=
zi+1(−τ−1u)m(aξ + bξz)
(τ−1u)−1z(a+ bz) + (1− z)2(18)
=
(−1)mzi+1(τ−1u)m+1(aξ + bξz)
τ−1u+ (a− 2τ−1u)z + (b+ τ−1u)z2 .
Letting α1 and α2 be as in Theorem 1, the right-hand side of (18) can be
written as
(−1)mzi+1(τ−1u)m+1(aξ + bξz)
(b+ τ−1u)(α1 − z)(α2 − z)
=
(−1)m(τ−1u)m+1(aξ + bξα1)
(b+ τ−1u)α1(α2 −α1)
∞∑
k=0
zk+i+1
αk1
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+
(−1)m(τ−1u)m+1(aξ + bξα2)
(b+ τ−1u)(α1 − α2)α2
∞∑
k=0
zk+i+1
αk2
.
Thus, we conclude that, for 4≤ i+1≤m≤ n− 1,
|Rθ,n;−i,−i,m|= (−1)
m(τ−1u)
m+1(aξ + bξα1)
(b+ τ−1u)α
m−i
1 (α2 − α1)
+
(−1)m(τ−1u)m+1(aξ + bξα2)
(b+ τ−1u)(α1 − α2)αm−i2
=
(−1)m(τ−1u)i+1aξ
α1 −α2 {(α1 − u
2)[(b+ τ−1u)α1]
m−i−1
− (α2 − u2)[(b+ τ−1u)α2]m−i−1}
+
(−1)m(τ−1u)i+1u2(aξ + bξ)
α1 −α2
×{[(b+ τ−1u)α1]m−i−1 − [(b+ τ−1u)α2]m−i−1}.
(19)
Equation (13) follows from (19) and Lemma A.4 after some algebra. Next,
from the definition of Rθ,n;−i,−(i+1);m we have
|Rθ,n;−i,−(i+1);m|= |Rθ,n;m| ∀1≤m≤ i− 1,
and
|Rθ,n;−i,−(i+1);i|
=
i−1∑
k=0
(−1)i−k−1(Aθ,n;−i,−(i+1);n−1)k+1,i
× |Rθ,n;−i,−(i+1);k|
i−k−2∏
l=0
(Aθ,n;−i,−(i+1);n−1)i−l,i−l−1
= (−1)i−1(1 +w)[1 + (i− 1)w]uiτ i−3−1 τˆ−2
+ (−1)i−2[1 + (i− 2)w]ui−2τ i−3−1 τˆ−2
+
i−2∑
k=2
(−1)i−k−1τi−k−1τ i−k−2−1 τˆ−2|Rθ,n;−i,−(i+1);k|
+ τˆ−1|Rθ,n;−i,−(i+1);i−1|
= (−1)i−2τ∗i−2τ i−3−1 τˆ−2 + τˆ−1|Rθ,n;i−1|
+
i−2∑
k=2
(−1)i−k−1τi−k−1τ i−k−2−1 τˆ−2|Rθ,n;k|
= (−1)i−2τ∗i−2τ i−3−1 τˆ−2 + τˆ−1|Rθ,n;i−1|
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+
(−1)i−1τ i−2−1 τˆ−2ui−2(1− u2)2(a˜α1 + u2b˜)
τ−1(α1 −α2)[(b+ τ−1u)α1 − τ−1u]
{[
(b+ τ−1u)α1
τ−1u
]i−3
− 1
}
− (−1)
i−1τ i−2−1 τˆ−2u
i−2(1− u2)2(a˜α2 + u2b˜)
τ−1(α1 −α2)[(b+ τ−1u)α2 − τ−1u]
{[
(b+ τ−1u)α2
τ−1u
]i−3
− 1
}
+
(−1)i−1τ i−2−1 τˆ−2[(a˜α1 + u2b˜)Si,i−1,1 − (a˜α2 + u2b˜)Si,i−1,2]
α1 − α2 .
The last equality uses (33) and (14) results after some algebra. For 4 ≤
i+ 1≤m≤ n− 1, we have
|Rθ,n;−i,−(i+1);m|=
m−1∑
k=0
(−1)m−k−1(Aθ,n;−i,−(i+1);n−1)k+1,m
× |Rθ,n;−i,−(i+1);k|
m−k−2∏
l=0
(Aθ,n;−i,−(i+1);n−1)m−l,m−l−1
= (−1)m−1(1 +w)(1 +mw)um+1τm−4−1 τˆ−2τ˜−2
+ (−1)m−2[1 + (m− 1)w]um−1τm−4−1 τˆ−2τ˜−2
+
i−2∑
k=2
(−1)m−k−1τm−k|Rθ,n;−i,−(i+1);k|τm−k−3−1 τˆ−2τ˜−2
+ (−1)m−iτˆm−i|Rθ,n;−i,−(i+1);i−1|τm−i−1−1 τ˜−2
+ (−1)m−i−1τ˜m−i−1|Rθ,n;−i,−(i+1);i|τm−i−1−1
+
m−1∑
k=i+1
(−1)m−k−1τm−k−1|Rθ,n;−i,−(i+1);k|τm−k−1−1
= (−τ−1)mξ˜m
+ (−τ−1)m−1
m−1∑
k=i+1
τm−k−1(−τ−1)−k|Rθ,n;−i,−(i+1);k|,
where
ξ˜m = τ
∗
m−1τ
−4
−1 τˆ−2τ˜−2 + (−1)−iτˆm−i|Rθ,n;i−1|τ−i−1−1 τ˜−2
+ (−1)−i−1τ˜m−i−1|Rθ,n;−i,−(i+1);i|τ−i−1−1
+
i−2∑
k=2
(−1)−k−1τm−k|Rθ,n;k|τ−k−3−1 τˆ−2τ˜−2
= τ∗m−1τ
−4
−1 τˆ−2τ˜−2 + (−1)−iτˆm−i|Rθ,n;i−1|τ−i−1−1 τ˜−2
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+ (−1)−i−1τ˜m−i−1|Rθ,n;−i,−(i+1);i|τ−i−1−1(20)
− τˆ−2τ˜−2u
m−1(1− u2)2(a˜α1 + u2b˜)
τ4−1(α1 −α2)[α1(b+ τ−1u)− τ−1u]
{[
α1(b+ τ−1u)
τ−1u
]i−3
− 1
}
+
τˆ−2τ˜−2u
m−1(1− u2)2(a˜α2 + u2b˜)
τ4−1(α1 −α2)[α2(b+ τ−1u)− τ−1u]
{[
α2(b+ τ−1u)
τ−1u
]i−3
− 1
}
− τˆ−2τ˜−2[(a˜α1 + u
2b˜)Si,m,1 − (a˜α2 + u2b˜)Si,m,2]
τ3−1(α1 −α2)
.
The last equality follows from (33). An immediate consequence is that
|Rθ,n;−i,−(i+1);i+1|= (−τ−1)i+1ξ˜i+1.
Now repeating the above argument, we obtain, for 4≤ i+ 1<m≤ n− 1,
|Rθ,n;−i,−(i+1);m|= (−τ−1)mξ˜m + (−τ−1)m−1
m−1∑
k1=i+1
τm−k1−1ξ˜k1
+ (−τ−1)m−2
m−1∑
k1=i+2
k1−1∑
k2=i+1
τm−k1−1τk1−k2−1ξ˜k2
+ · · ·+ (−τ−1)i+1τm−i−10 ξ˜i+1.
Hence, it follows from Lemma A.4 that |Rθ,n;−i,−(i+1),m|,4 ≤ i + 1 ≤m ≤
n− 1, equals the coefficient of zm in the series expansion of
(−τ−1u)mGξ˜
(τ−1u)−1zGτ (z) + 1
.
Following the proof of (19), we conclude that, for 4≤ i+1≤m≤ n− 1,
|Rθ,n;−i,−(i+1),m|
=
(−1)m(b+ τ−1u)mu2(i+1)[aξ˜(αm−i1 −αm−i2 ) + u2bξ˜(αm−i−11 −αm−i−12 )]
α1 − α2
=
(−1)m(τ−1u)i+1aξ˜
α1 − α2
× {(α1 − u2)[(b+ τ−1u)α1]m−i−1 − (α2 − u2)[(b+ τ−1u)α2]m−i−1}
+
(−1)m(τ−1u)i+1u2(aξ˜ + bξ˜)
α1 −α2
×{[(b+ τ−1u)α1]m−i−1 − [(b+ τ−1u)α2]m−i−1},
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and (15) follows from Lemma A.4 after some algebra. Finally, we observe
from Case 3 that, for 5≤ i+2≤ j ≤ n,
|Rθ,n;−i,−j;n−1|= τ j−i−2−1 |Rθ,n;−i,−j;i+1||A˜θ,n;n−j|,
and (16) follows from Lemmas A.2 and A.3 (see Appendix A). This proves
Theorem 4. 
Remark. We wish to add that the exact results of Sections 2 and 3
have been checked by Mathematica [15].
4. Asymptotic approximations. This section establishes asymptotic ap-
proximations for |Rθ,n| and R−1θ,n. These approximations are very sharp in
that the error is of the order O((2 +
√
3 )−n) as n→∞. The following the-
orem gives the approximation for the determinant.
Theorem 5. Let 0< β0 < β1 <∞. Then
|Rθ,n|= a˜α1 + u
2b˜
α1 −α2 [−(b+ τ−1u)α1]
n−2
[
1 +O
((
2−√3
2 +
√
3
)n)]
=
w3n−4e−2(n−2)w
√
3
4
[
2(2 +
√
3 )
3
]n−1[
1 +
(12 + 7
√
3 )nw2
60 + 30
√
3
+O(w2)
]
,
as n→∞ uniformly over θ ∈ [β0, β1].
Proof. From the definitions of α1 and α2 in Theorem 1 and using the
Mathematica command
Simplify[Series[α1/α2,{w,0,0}]],
we observe that
α2
α1
=
2−√3
2 +
√
3
[1 +O(w2)],(21)
as n→∞ uniformly over θ ∈ [β0, β1]. Using Mathematica in a similar way,
we also have
a˜α2 + u
2b˜
a˜α1 + u2b˜
=
2−√3
2 +
√
3
[1 +O(w)],
as n→∞ uniformly over θ ∈ [β0, β1]. Thus, it follows from Theorem 1 that
|Rθ,n|= a˜α1 + u
2b˜
α1 −α2 [−(b+ τ−1u)α1]
n−2
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
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as n→∞ uniformly over θ ∈ [β0, β1]. Next, using the notation of Theorem
1, we observe that
−e4w(a− 2τ−1u) = 1+ 4we2w − e4w =−8w
3
3
∞∑
k=0
3!2k(2k+2 − k− 3)wk
(k+ 3)!
and
e8w[(a− 2τ−1u)2 − 4τ−1u(b+ τ−1u)] = 16w
6
3
(1− ζw),
where
ζw = 96w
∞∑
k=0
(2w)k
(k +7)!
− 18432w
∞∑
k=0
(4w)k
(k+7)!
+ 209952w
∞∑
k=0
(6w)k
(k+7)!
− 393216w
∞∑
k=0
(8w)k
(k +7)!
+ 24w
∞∑
k=0
(2w)k
(k +5)!
− 1536w
∞∑
k=0
(4w)k
(k +5)!
+ 5832w
∞∑
k=0
(6w)k
(k +5)!
=−4w(1 +O(w)),
as n→∞ uniformly over θ ∈ [β0, β1]. Hence,
(b+ τ−1u)α1
=−e
−4w
2
[e4w(a− 2τ−1u) + e4w
√
(a− 2τ−1u)2 − 4τ−1u(b+ τ−1u) ]
=−e−4w
[
4w3
3
∞∑
k=0
3!2k(2k+2 − k− 3)wk
(k +3)!
+
2w3√
3
(1− ζw)1/2
]
(22)
=−e−4w
{
4w3
3
∞∑
k=0
3!2k(2k+2 − k− 3)wk
(k+3)!
+
2w3√
3
[
1− ζw
2
− ζ2w
∞∑
k=0
(2k +1)!ζkw
4k+1k!(k + 2)!
]}
=−2(2 +
√
3 )w3
3
(1 +∆1,w),
where
∆1,w =
2we−4w
2 +
√
3
∞∑
k=0
3!2k+1(2k+3 − k− 4)wk
(k+ 4)!
− 4we−4w
∞∑
k=0
(4w)k
(k+1)!
−
√
3ζwe
−4w
2 +
√
3
[
1
2
+ ζw
∞∑
k=0
(2k+ 1)!ζkw
4k+1k!(k +2)!
]
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=−2w+ (132 + 67
√
3 )w2
60 + 30
√
3
+O(w3),
as n→∞ uniformly over θ ∈ [β0, β1]. We conclude from (22) and Theorem
1 that
|Rθ,n|= (2+
√
3 )w3n−4
2
√
3
[
2(2 +
√
3 )(1 +∆1,w)
3
]n−2
×
[
1− 2(3 +
√
3 )w
3(2 +
√
3 )
+O(w2)
]
=
w3n−4e−2(n−2)w
√
3
4
[
2(2 +
√
3 )
3
]n−1
×
[
1 +
(12 + 7
√
3 )nw2
60 + 30
√
3
+O(w2)
]
,
as n→∞ uniformly over θ ∈ [β0, β1]. This proves Theorem 5. 
The next two theorems give the approximation for the inverse R−1θ,n.
Theorem 6. Let 0< β0 < β1 <∞. Then with the notation of Appendix B,
(R−1θ,n)2,n−1 = (−1)n−3
τ0{τ˜−2[(1 + 2w)2u4 − 1] + τ˜−1τ∗1 }(α1 − α2)
τ3−1(a˜α1 + u
2b˜)
×
(
− u
α1
)n−2[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)n−1,n−1 =
{
C7,1
[−(b+ τ−1u)α1]2 −
C7,2(a˜α2 + u
2b˜)
(a˜α1 + u2b˜)[−(b+ τ−1u)α1]2
(
α2
α1
)n−4}
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)1,n = (−1)n+1
w2u2(α1 − α2)
τ−1(a˜α1 + u2b˜)
(
− u
α1
)n−2[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)2,n = (−1)n+2
{τ˜−2[(1 + 2w)2u4 − 1] + τ˜−1τ∗1 }(α1 −α2)
τ2−1(a˜α1 + u
2b˜)
(
− u
α1
)n−2
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)i,n =
(−1)n+iC6,1τn−i−2−1 [−(b+ τ−1u)α1]i−3
[−(b+ τ−1u)α1]n−2
[
1 +O
((
2−√3
2 +
√
3
)n)]
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− (−1)
n+iC6,2τ
n−i−2
−1 (a˜α2 + u
2b˜)[−(b+ τ−1u)α2]i−3
(a˜α1 + u2b˜)[−(b+ τ−1u)α1]n−2
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)n−1,n =−
C3,1
[−(b+ τ−1u)α1]2
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)n,n =−
1
(b+ τ−1u)α1
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)1,1 =−
1
(b+ τ−1u)α1
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)2,1 =−
C3,1
[−(b+ τ−1u)α1]2
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
(R−1θ,n)i,1 =
(−1)i+1C6,1τ i−3−1 [−(b+ τ−1u)α1]n−i−2
[−(b+ τ−1u)α1]n−2
[
1 +O
((
2−√3
2 +
√
3
)n)]
− (−1)
i+1C6,2τ
i−3
−1 (a˜α2 + u
2b˜)[−(b+ τ−1u)α2]n−i−2
(a˜α1 + u2b˜)[−(b+ τ−1u)α1]n−2
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
and
(R−1θ,n)n−1,1 = (−1)n+2
{τ˜−2[(1 + 2w)2u4 − 1] + τ˜−1τ∗1 }(α1 −α2)
τ2−1(a˜α1 + u
2b˜)
(
− u
α1
)n−2
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
as n→∞ uniformly over θ ∈ [β0, β1] and 3≤ i≤ n− 2.
Proof. Theorem 6 is a consequence of (10), (21) and Theorems 1–4.

Theorem 7. Let 0< β0 < β1 <∞. Then with the notation of Appendix B,
(R−1θ,n)i,i =
{
C1,1τ−1u
4
α1 − α2
{
α1 − u2
[−(b+ τ−1u)α1]3 −
α2 − u2
[−(b+ τ−1u)α1]3
(
α2
α1
)n−i−2}
− C1,2τ−1u
4(a˜α2 + u
2b˜)
(α1 − α2)(a˜α1 + u2b˜)
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×
{
α1 − u2
[−(b+ τ−1u)α2]3
(
α2
α1
)i
− α2 − u
2
[−(b+ τ−1u)α2]3
(
α2
α1
)n−2}
+
C2,1τ−1u
6
α1 − α2
{
1
[−(b+ τ−1u)α1]3 −
1
[−(b+ τ−1u)α1]3
(
α2
α1
)n−i−2}
− C2,2τ−1u
6(a˜α2 + u
2b˜)
(α1 − α2)(a˜α1 + u2b˜)
×
{
1
[−(b+ τ−1u)α2]3
(
α2
α1
)i
− 1
[−(b+ τ−1u)α2]3
(
α2
α1
)n−2}}
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
as n→∞ uniformly over θ ∈ [β0, β1] and 3≤ i≤ n− 2,
(R−1θ,n)i,j =
1
τ4−1(α1 −α2)
(
u
α1
)j−i+2
×
{
C6,1
[
(aα1 + u
2b)− (aα2 + u2b)
(
α2
α1
)n−j−1]
− C6,2(a˜α2 + u
2b˜)
a˜α1 + u2b˜
×
[
(aα1 + u
2b)
(
α2
α1
)i−3
− (aα2 + u2b)
(
α2
α1
)n−j+i−4]}
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
as n→∞ uniformly over θ ∈ [β0, β1] and 5≤ i+2≤ j ≤ n− 1, and
(R−1θ,n)i,i+1
=−
{
C4,1τ−1u
4
α1 −α2
×
{
α1 − u2
[−(b+ τ−1u)α1]3 −
α2 − u2
[−(b+ τ−1u)α1]3
(
α2
α1
)n−i−2}
− C4,2τ−1u
4(a˜α2 + u
2b˜)
(α1 −α2)(a˜α1 + u2b˜)
×
{
α1 − u2
[−(b+ τ−1u)α2]3
(
α2
α1
)i
− α2 − u
2
[−(b+ τ−1u)α2]3
(
α2
α1
)n−2}
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+
C5,1τ−1u
6
α1 −α2
×
{
1
[−(b+ τ−1u)α1]3 −
1
[−(b+ τ−1u)α1]3
(
α2
α1
)n−i−2}
− C5,2τ−1u
6(a˜α2 + u
2b˜)
(α1 −α2)(a˜α1 + u2b˜)
×
{
1
[−(b+ τ−1u)α2]3
(
α2
α1
)i
− 1
[−(b+ τ−1u)α2]3
(
α2
α1
)n−2}}
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
as n→∞ uniformly over θ ∈ [β0, β1] and 3≤ i≤ n− 2. Finally,
(R−1θ,n)i,n =
{
C6,1
[−(b+ τ−1u)α1]3
(
u
α1
)n−i−2
− C6,2(a˜α2 + u
2b˜)
(a˜α1 + u2b˜)[−(b+ τ−1u)α2]3
(
u
α1
)n−i−2(α2
α1
)i}
×
[
1 +O
((
2−√3
2 +
√
3
)n)]
,
as n→∞ uniformly over θ ∈ [β0, β1] and 3≤ i≤ n− 2.
Proof. As in the proof of Theorem 6, Theorem 7 is a consequence
of (10), (21) and Theorems 1–4. 
5. Fisher information. Stein [12], page 178, noted that the asymptotic
theory of maximum likelihood estimation based on independently and iden-
tically distributed observations suggests that calculating the Fisher infor-
mation matrix is a fruitful way of learning about the behavior of the max-
imum likelihood estimators. Abt and Welch [1] showed via three examples
(either proven analytically or justified by simulation) that, for the covari-
ance parameters of Gaussian processes under fixed-domain asymptotics, the
covariance matrix of the limiting distribution of their maximum likelihood
estimators equals the limit of the inverse Fisher information matrix. Also,
Section 6.6 of [12] reported a numerical study of the Fisher information ma-
trix for observations from a mean 0 Gaussian process on the real line with
a Mate´rn-type covariance function.
Let X˜n be the random vector as in Section 1, having a n
d-variate normal
distribution with mean 0 and covariance matrix Σφ,θ1,...,θd;n. Motivated by
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the work described in the previous paragraph, the following theorem com-
putes the Fisher information matrix for the parameters φ, θ1, . . . , θd based
on X˜n.
Theorem 8. Let X˜n ∼Nnd(0,Σφ,θ1,...,θd). Then the elements of the Fisher
information matrix for the parameters φ, θ1, . . . , θd are given by
−E
[
∂2
∂φ2
logLn(φ, θ1, . . . , θd)
]
=
d2nd
2φ2
,
−E
[
∂2
∂θ2t
logLn(φ, θ1, . . . , θd)
]
=
nd−1(2θt +5)
θ2t
+O(nd−2),
−E
[
∂2
∂φ∂θt
logLn(φ, θ1, . . . , θd)
]
=−dn
d−1(θt +2)
φθt
+O(nd−2),
−E
[
∂2
∂θs ∂θt
logLn(φ, θ1, . . . , θd)
]
=O(nd−2),
as n→∞ whenever 1≤ s 6= t≤ d.
Proof. We observe from [2], page 600, that∣∣∣∣∣
d⊗
t=1
Rθt,n
∣∣∣∣∣=
d∏
t=1
[|Rθt,n|n
d−1
],
and, hence, it follows from (5) that
2 logLn(φ, θ1, . . . , θd)
=−nd log(2pi)− dnd log
(
pi
2
)
− dnd log(φ) + 3nd
d∑
t=1
log(θt)
− nd−1
d∑
t=1
log(|Rθt,n|)−
2dθ31 · · · θ3d
pidφd
X˜ ′n
(
d⊗
t=1
Rθt,n
)−1
X˜n.
(23)
Consequently,
−E
[
∂2
∂φ2
logLn(φ, θ1, . . . , θd)
]
=−dn
d
2φ2
+
d(d+1)nd
2φ2
=
d2nd
2φ2
.
Writing wt = θt/n, we observe that
∂2
∂θ2t
[3nd log(θt)] =−3n
d
θ2t
,
∂2
∂θ2t
(nd−1 log|Rθt,n|) =
∂
∂θt
(
nd−1|Rθt,n|−1
∂|Rθt,n|
∂θt
)
=
nd−3
|Rθt,n|
∂2|Rθt,n|
∂w2t
− n
d−3
|Rθt,n|2
(
∂|Rθt,n|
∂wt
)2
.
(24)
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Next, we observe from Lemma A.6 that, as n→∞,
1
n
tr
[(
∂
∂θd
R−1θd,n
)
Rθd,n
]
=− 3
θd
+
2(θd +2)
θdn
+O(n−2),
1
n
tr
[(
∂2
∂θ2d
R−1θd,n
)
Rθd,n
]
=
12
θ2d
− 2(4θd + 9)
θ2dn
+O(n−2).
(25)
We observe that
∂2
∂θ2d
[
θ31 · · · θ3dX˜ ′n
(
d⊗
t=1
Rθt,n
)−1
X˜n
]
=
∂
∂θd
{
3θ31 · · ·θ2dX˜ ′n
(
d⊗
t=1
R−1θt,n
)
X˜n
+ θ31 · · · θ3dX˜ ′n
[(
d−1⊗
t=1
R−1θt,n
)
⊗ ∂
∂θd
(R−1θd,n)
]
X˜n
}
= 6θ31 · · ·θdX˜ ′n
(
d⊗
t=1
R−1θt,n
)
X˜n
+6θ31 · · · θ2dX˜ ′n
[(
d−1⊗
t=1
R−1θt,n
)
⊗ ∂
∂θd
(R−1θd,n)
]
X˜n
+ θ31 · · · θ3dX˜ ′n
[(
d−1⊗
t=1
R−1θt,n
)
⊗ ∂
2
∂θ2d
(R−1θd,n)
]
X˜n,
and, hence, using (25),
E
∂2
∂θ2d
[
2dθ31 · · · θ3d
pidφd
X˜ ′n
(
d⊗
t=1
Rθt,n
)−1
X˜n
]
=
6(2d)θ31 · · · θd
pidφd
tr
[(
d⊗
t=1
R−1θt,n
)
Σφ,θ1,...,θd;n
]
+
6(2d)θ31 · · ·θ2d
pidφd
tr
{[(
d−1⊗
t=1
R−1θt,n
)
⊗ ∂
∂θd
(R−1θd,n)
]
Σφ,θ1,...,θd;n
}
+
2dθ31 · · ·θ3d
pidφd
tr
{[(
d−1⊗
t=1
R−1θt,n
)
⊗ ∂
2
∂θ2d
(R−1θd,n)
]
Σφ,θ1,...,θd;n
}
=
6nd
θ2d
+
6nd−1
θd
tr
[(
∂
∂θd
R−1θd,n
)
Rθd,n
]
+ nd−1 tr
[(
∂2
∂θ2d
R−1θd,n
)
Rθd,n
]
=
2nd−1(2θd + 3)
θ2d
+O(nd−2).
(26)
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We conclude from (23), (24), (26) and Theorem 5 that, as n→∞,
−E ∂
2
∂θ2d
logLn(φ, θ1, . . . , θd)
=
3nd
2θ2d
−
(
3nd
2θ2d
− 2n
d−1
θ2d
)
+
nd−1(2θd + 3)
θ2d
+O(nd−2)
=
nd−1(2θd + 5)
θ2d
+O(nd−2).
Finally, using (25) again, we have, as n→∞,
−E ∂
2
∂θd ∂φ
logLn(φ, θ1, . . . , θd)
=−E ∂
∂θd
[
2d−1dθ31 · · · θ3d
pidφd+1
X˜ ′n
(
d⊗
t=1
Rθt,n
)−1
X˜n
]
=−3(2
d−1)dθ31 · · · θ2d
pidφd+1
tr
[(
d⊗
t=1
Rθt,n
)−1
Σφ,θ1,...,θd;n
]
− 2
d−1dθ31 · · · θ3d
pidφd+1
tr
{[(
d−1⊗
t=1
R−1θt,n
)
⊗
(
∂
∂θd
R−1θd,n
)]
Σφ,θ1,...,θd;n
}
=−3dn
d
2φθd
− dn
d−1
2φ
tr
[(
∂
∂θd
R−1θd,n
)
Rθd,n
]
=−dn
d−1(θd +2)
φθd
+O(nd−2)
and
−E ∂
2
∂θd−1 ∂θd
logLn(φ, θ1, . . . , θd)
=E
∂
∂θd−1
[
3(2d−1)θ31 · · · θ2d
pidφd
X˜ ′n
(
d⊗
t=1
R−1θt,n
)
X˜n
]
+E
∂
∂θd−1
[
2d−1θ31 · · · θ3d
pidφd
X˜ ′n
(
d−1⊗
t=1
R−1θt,n
)
⊗
(
∂
∂θd
R−1θd,n
)
X˜n
]
=
9nd
2θd−1θd
+
3nd−1
2θd
tr
[(
∂
∂θd−1
R−1θd−1,n
)
Rθd−1,n
]
+
3nd−1
2θd−1
tr
[(
∂
∂θd
R−1θd,n
)
Rθd,n
]
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+
nd−2
2
tr
[(
∂
∂θd−1
R−1θd−1,n
)
Rθd−1,n
]
tr
[(
∂
∂θd
R−1θd,n
)
Rθd,n
]
=O(nd−2).
The proof of Theorem 8 is completed by invoking the symmetry of θ1, . . . , θd.

6. Estimating the scale parameter. Let X˜n ∼Nnd(0,Σφ,θ1,...,θd;n) be as
in Section 1. Also let 0 < β0,t < β1,t <∞, t = 0, . . . , d, be known constants
such that β0,0 < φ < β1,0 and β0,t < θt < β1,t, t = 1, . . . , d. This section will
be concerned with the construction of a consistent maximum likelihood-type
estimator for the scale parameter φ. First set the estimator for (θ1, . . . , θd)
to be a known arbitrary but fixed vector, say (θ˜1, . . . , θ˜d) ∈
∏d
t=1(β0,t, β1,t),
and define the estimator φˆθ˜1,...,θ˜d for φ to be that value of φ that maximizes
the log-likelihood function logLn(φ, θ˜1, . . . , θ˜d) [see (23)]. On differentiating
the log-likelihood with respect to φ, we obtain
d
dφ
[2 logLn(φ, θ˜1, . . . , θ˜d)] =−dn
d
φ
+
d2dθ˜31 · · · θ˜3d
pidφd+1
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n.
Equating the right-hand side of the above equation to zero and then solving
for φ gives us a maximum likelihood-type estimator for φ, namely,
φˆθ˜1,...,θ˜d =
{
2dθ˜31 · · · θ˜3d
pidnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
}1/d
.
Theorem 9. With the above notation and conditions, we have
2dθ˜31 · · · θ˜3d
pidnd
E
[
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
]
= φd +O(n−1),
Var
{
2dθ˜31 · · · θ˜3d
pidnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
}
=O(n−d),
as n→∞. Consequently, φˆθ˜1,...,θ˜d → φ in probability as n→∞.
Proof. Since (θ˜1, . . . , θ˜d) is a constant vector, we observe from [2], page
600, and Lemma A.5 (see Appendix A) that
2dθ˜31 · · · θ˜3d
pidnd
E
[
X˜ ′n
(
d⊗
t=1
Rθ˜,n
)−1
X˜n
]
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=
φdθ˜31 · · · θ˜3d
θ31 · · · θ3dnd
tr
[(
d⊗
t=1
Rθ˜t,n
)−1( d⊗
t=1
Rθt,n
)]
=
φdθ˜31 · · · θ˜3d
θ31 · · ·θ3d
d∏
t=1
[
1
n
tr(R−1
θ˜t,n
Rθt,n)
]
= φd +O(n−1),
as n→∞. Next, we observe from [8], page 53, that
22dθ˜61 · · · θ˜6d
pi2dn2d
E
{[
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
]2}
=
2φ2dθ˜61 · · · θ˜6d
θ61 · · ·θ6dn2d
tr
[(
d⊗
t=1
R−1
θ˜t,n
Rθt,n
)2]
+
φ2dθ˜61 · · · θ˜6d
θ61 · · ·θ6dn2d
[
tr
(
d⊗
t=1
R−1
θ˜t,n
Rθt,n
)]2
.
Hence, it follows from Lemma A.7 that
Var
{
2dθ˜31 · · · θ˜3d
pidnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
}
=
2φ2dθ˜61 · · · θ˜6d
θ61 · · · θ6dn2d
tr
[(
d⊗
t=1
R−1
θ˜t,n
Rθt,n
)2]
=
2φ2dθ˜61 · · · θ˜6d
θ61 · · · θ6dnd
d∏
t=1
{
1
n
tr
[(
R−1
θ˜t,n
Rθt,n
)2]}
=O(n−d),
(27)
as n→∞ uniformly over β0,0 < φ< β1,0 and β0,t < θt, θ˜t < β1,t, t= 1, . . . , d.
The final statement of Theorem 9 follows from the definition of φˆθ˜1,...,θ˜d ,
Chebyshev’s inequality and the fact that the dth root function is continuous.

Remark. Theorem 8 shows that the amount of Fisher information con-
tained in the sample on the scale parameter φ is an order of magnitude
greater than that on the correlation parameters θ1, . . . , θd. Thus, it should
not be really surprising that incorrect specification of the values of θ1, . . . , θd
can still lead to consistent esimation of φ. Crowder [4] (page 49) has a dis-
cussion of such a phenomenon in a more general setting (see also [12], page
175).
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7. Sieve maximum likelihood estimation. Let X˜n ∼ Nnd(0,Σφ,θ1,...,θd;n)
be as in Section 1. The following definition is taken from [12], page 163.
Definition. For a class of probability models {Pξ : ξ ∈ Ξ} for a random
field on a given bounded domain, a function h on Ξ is said to be microergodic
if and only if, for all ξ, ξ′ ∈ Ξ, h(ξ) 6= h(ξ′) implies Pξ is orthogonal to Pξ′ .
We observe from [12], page 164, that, for d= 1, φ is microergodic, while
θ1 is not. This is consistent with Theorem 8 which states that the Fisher
information for θ1 is bounded as n→∞ if d = 1. We shall assume in this
section that d≥ 3.
Let 0< ν < (d− 2)/(d+1) and 0< β0,t < β1,t <∞, t= 0, . . . , d, be known
constants such that β0,0 < φ< β0,1 and β0,t < θt < β1,t, t= 1, . . . , d. We define
a sieve Ωn on the parameter space of (φ, θ1, . . . , θd), namely,
Ωn =
{(
i0
nν
, . . . ,
id
nν
)
:β0,t ≤ it
nν
≤ β1,t, it integer,0≤ t≤ d
}
.
The sieve maximum likelihood estimator for (φ, θ1, . . . , θd) is that element
(φˆ, θˆ1, . . . , θˆd) ∈Ωn such that
Ln(φˆ, θˆ1, . . . , θˆd) = sup{Ln(φ˜, θ˜1, . . . , θ˜d) : (φ˜, θ˜1, . . . , θ˜d) ∈Ωn},
where the likelihood function Ln is as in (5). For each ε > 0 sufficiently
small, define
Ωn,ε =Ωn\(φ− ε,φ+ ε)× (θ1 − ε, θ1 + ε)× · · · × (θd − ε, θd + ε).
Theorem 10. Let d≥ 3, X˜n be as in Section 1 with covariance matrix
Σφ,θ1,...,θd;n. Let (φ¯, θ¯1, . . . , θ¯d) be a constant vector (depending only on n)
such that (φ¯, θ¯1, . . . , θ¯d) ∈Ωn, |φ− φ¯|<n−ν and |θt− θ¯t|< n−ν, t= 1, . . . , d.
Then for any ε > 0,
lim
n→∞
P
{
sup{Ln(φ˜, θ˜1, . . . , θ˜d) : (φ˜, θ˜1, . . . , θ˜d) ∈Ωn,ε}
Ln(φ¯, θ¯1, . . . , θ¯d)
≤ ε
}
= 1,
where Ln is the likelihood function given as in (5). Consequently, the sieve
maximum likelihood estimate (φˆ, θˆ1, . . . , θˆd)→ (φ, θ1, . . . , θd) in probability as
n→∞.
Proof. We observe from (23) that
2
nd
[logLn(φ¯, θ¯1, . . . , θ¯d)− logLn(φ˜, θ˜1, . . . , θ˜d)]
= log
(
φ˜d
φ¯d
)
+ log
(
θ¯31 · · · θ¯3d
θ˜31 · · · θ˜3d
)
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+
1
n
d∑
t=1
log
( |Rθ˜t,n|
|Rθ¯t,n|
)
+
2dθ˜31 · · · θ˜3d
pidφ˜dnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
− 2
dθ¯31 · · · θ¯3d
pidφ¯dnd
X˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n.
Now,
P
{
sup
(φ˜,θ˜1,...,θ˜d)∈Ωn,ε
{log[Ln(φ˜, θ˜1, . . . , θ˜d)]− log[Ln(φ¯, θ¯1, . . . , θ¯d)]} ≥ log(ε)
}
= P
{ ⋃
(φ˜,θ˜1,...,θ˜d)∈Ωn,ε
{log[Ln(φ˜, θ˜1, . . . , θ˜d)]
− log[Ln(φ¯, θ¯1, . . . , θ¯d)]} ≥ log(ε)
}
≤
∑
(φ˜,θ˜1,...,θ˜d)∈Ωn,ε
P{log[Ln(φ¯, θ¯1, . . . , θ¯d)]
− log[Ln(φ˜, θ˜1, . . . , θ˜d)]≤− log(ε)}
=
∑
(φ˜,θ˜1,...,θ˜d)∈Ωn,ε
P
{
2dθ˜31 · · · θ˜3d
pidφ˜dnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
− 2
dθ¯31 · · · θ¯3d
pidφ¯dnd
X˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n
−E
[
2dθ˜31 · · · θ˜3d
pidφ˜dnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
− 2
dθ¯31 · · · θ¯3d
pidφ¯dnd
X˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n
]
≤−log
(
φ˜d
φ¯d
)
− log
(
θ¯31 · · · θ¯3d
θ˜31 · · · θ˜3d
)
− 1
n
d∑
t=1
log
( |Rθ˜t,n|
|Rθ¯t,n|
)
− 2
dθ˜31 · · · θ˜3d
pidφ˜dnd
EX˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
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+
2dθ¯31 · · · θ¯3d
pidφ¯dnd
EX˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n − 2 log(ε)
nd
}
.
Hence, using Chebyshev’s inequality, we obtain
P
{
sup
(φ˜,θ˜1,...,θ˜d)∈Ωn,ε
{log[Ln(φ˜, θ˜1, . . . , θ˜d)]− log[Ln(φ¯, θ¯1, . . . , θ¯d)]} ≥ log(ε)
}
≤
∑
(φ˜,θ˜1,...,θ˜d)∈Ωn,ε
Var
{
2dθ˜31 · · · θ˜3d
pidφ˜dnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
− 2
dθ¯31 · · · θ¯3d
pidφ¯dnd
X˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n
}
×
{
− log
(
φ˜d
φ¯d
)
− 3 log
(
θ¯1 · · · θ¯d
θ˜1 · · · θ˜d
)
− 1
n
d∑
t=1
log
( |Rθ˜t,n|
|Rθ¯t,n|
)
(28)
− 2
dθ˜31 · · · θ˜3d
pidφ˜dnd
EX˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
+
2dθ¯31 · · · θ¯3d
pidφ¯dnd
EX˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n − 2 log(ε)
nd
}−2
.
Next, we observe from Theorem 5 and Lemma A.5 (see Appendix A) that
log
(
φ˜d
φd
)
+ 3 log
(
θ1 · · · θd
θ˜1 · · · θ˜d
)
+
1
n
d∑
t=1
log
( |Rθ˜t,n|
|Rθt,n|
)
+
2dθ˜31 · · · θ˜3d
pidφ˜dnd
EX˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n − 1
= log
(
φ˜d
φd
)
+3 log
(
θ1 · · · θd
θ˜1 · · · θ˜d
)
+
3n− 4
n
d∑
t=1
log
(
θ˜t
θt
)
− 2(n− 2)
n2
d∑
t=1
(θ˜t − θt)
+
φdθ˜31 · · · θ˜3d
φ˜dθ31 · · · θ3dnd
tr
[
d⊗
t=1
(R−1
θ˜t,n
Rθt,n)
]
− 1 +O(n−2)
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=− log
(
φd
φ˜d
)
− 1− 4
n
d∑
t=1
log
(
θ˜t
θt
)
− 2
n
d∑
t=1
(θ˜t − θt)
+
(
φd
φ˜d
) d∏
t=1
[
θ˜3t
θ3t n
tr(R−1
θ˜t,n
Rθt,n)
]
+O(n−2)
=− log
(
φd
φ˜d
)
− 1− 4
n
d∑
t=1
log
(
θ˜t
θt
)
− 2
n
d∑
t=1
(θ˜t − θt)
+
(
φd
φ˜d
) d∏
t=1
{(
θ˜t
θt
)3[(θt
θ˜t
)3
+
1
n
[
1 +
(
θt
θ˜t
)2
− 2
(
θt
θ˜t
)3
− 3θ˜t
4
(
θt
θ˜t
)4
+
θ˜t
2
(
θt
θ˜t
)2
+
θ˜t
4
]]}
+O(n−2)
= f
(
φd
φ˜d
)
+
φd
φ˜dn
d∑
t=1
g(θt, θ˜t) +O(n
−2),
as n→∞ uniformly over β0,0 ≤ φ˜ ≤ β0,1 and β0,t ≤ θ˜t ≤ β1,t, t = 1, . . . , d,
where
f(t) = t− log(t)− 1 ∀ t > 0,
g(θt, θ˜t) =−4 log
(
θ˜t
θt
)
− 2(θ˜t − θt) +
(
θ˜t
θt
)3
+
θ˜t
θt
− 2
− 3θt
4
+
θ˜t
2
(
θ˜t
θt
)
+
θ˜t
4
(
θ˜t
θt
)3
.
We further observe that f(t)≥ 0 for all t > 0, f(t) = 0 if and only if t= 1,
∂
∂θ˜t
g(θt, θ˜t)≥ 0 ∀ θ˜t ≥ θt,
∂
∂θ˜t
g(θt, θ˜t)≤ 0 ∀ θ˜t ≤ θt,
g(θt, θ˜t) = 0 if and only if θt = θ˜t.
Hence, we conclude that{
− log
(
φ˜d
φ¯d
)
− 3 log
(
θ¯1 · · · θ¯d
θ˜1 · · · θ˜d
)
− 1
n
d∑
t=1
log
( |Rθ˜t,n|
|Rθ¯t,n|
)
− 2
dθ˜31 · · · θ˜3d
pidφ˜dnd
EX˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
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+
2dθ¯31 · · · θ¯3d
pidφ¯dnd
EX˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n − 2 log(ε)
nd
}−2
(29)
=
{
f
(
φd
φ˜d
)
+
φd
φ˜dn
d∑
t=1
g(θt, θ˜t)
− f
(
φd
φ¯d
)
− φ
d
φ¯dn
d∑
t=1
g(θt, θ¯t) +O(n
−2)
}−2
≤O(n2),
as n→∞ uniformly over (φ˜, θ˜1, . . . , θ˜d) ∈ Ωn,ε. Also, we observe from (27)
that
Var
{
2dθ˜31 · · · θ˜3d
pidφ˜dnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n − 2
dθ¯31 · · · θ¯3d
pidφ¯dnd
X˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n
}
≤ 2Var
{
2dθ˜31 · · · θ˜3d
pidφ˜dnd
X˜ ′n
(
d⊗
t=1
Rθ˜t,n
)−1
X˜n
}
(30)
+ 2Var
{
2dθ¯31 · · · θ¯3d
pidφ¯dnd
X˜ ′n
(
d⊗
t=1
Rθ¯t,n
)−1
X˜n
}
=O(n−d),
as n→∞ uniformly over β0,0 < φ˜, φ¯ < β1,0 and β0,t < θ˜t, θ¯t < β1,t, t= 1, . . . , d.
Finally, since 0< ν < (d−2)/(d+1), it follows from (28), (29) and (30) that
P
{
sup
(φ˜,θ˜1,...,θ˜d)∈Ωn,ε
{log[Ln(φ˜, θ˜1, . . . , θ˜d)]− log[Ln(φ¯, θ¯1, . . . , θ¯d)]} ≥ log(ε)
}
=
∑
(φ˜,θ˜1,...,θ˜d)∈Ωn,ε
O(n−d+2) =O(n(d+1)ν−d+2)→ 0
as n→∞. This proves Theorem 10. 
APPENDIX A
Lemma A.1. With the notation of Theorem 1, the generating functions
Gτ and Gτ∗ of {τk :k ≥ 0} and {τ∗k :k ≥ 0} are, respectively,
Gτ (z) =
∞∑
k=0
τkz
k
uk
=
a+ bz
(1− z)2 , Gτ∗(z) =
∞∑
k=0
τ∗kz
k
uk
=
a˜+ b˜z
(1− z)2 .
Proof. For all integers k ≥ 0, we have
τ∗k
uk
− τ
∗
k−1
uk−1
= (w−wu2 −w2u2)I{k ≥ 1}+ [1− (1 +w)2u2]I{k = 0},
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where I{·} denotes the indicator function. Hence
∞∑
k=0
τ∗kz
k
uk
− z
∞∑
k=1
τ∗k−1z
k−1
uk−1
= (w−wu2 −w2u2)
∞∑
k=1
zk + [1− (1 +w)2u2],
which implies that
Gτ∗(z) =
1− (1 +w)2u2
1− z +
(w−wu2 −w2u2)z
(1− z)2 .
Similarly, for all integers k ≥ 0,
τk
uk
− τk−1
uk−1
I{k≥ 1}
= (w− 2wu2 +wu4)I{k ≥ 1}+ [1− 2(1 +w)u2 + (1 + 2w)u4]I{k = 0}.
Hence
∞∑
k=0
τkz
k
uk
− z
∞∑
k=1
τk−1z
k−1
uk−1
= (u2 − 1)2 +2wu2(u2 − 1) +w(u2 − 1)2
∞∑
k=1
zk,
which implies that
Gτ (z) =
(u2 − 1)2 +2wu2(u2 − 1)
1− z +
w(u2 − 1)2z
(1− z)2 . 
Lemma A.2. For 1≤m≤ n− 1, let A˜θ,n;m be the m×m matrix defined
as in (11). Then with the notation of Theorem 1,
|A˜θ,n;m|= (−1)m+1{(aα1 + u2b)[(b+ τ−1u)α1]m−1
− (aα2 + u2b)[(b+ τ−1u)α2]m−1}/(α1 −α2).
Proof. Using elementary row operations to reduce A˜θ,n;m to a diagonal
matrix, we obtain
|A˜θ,n;m|= (−τ−1)m−1τm−1 + (−τ−1)m−2
m−1∑
k1=1
τm−k1−1τk1−1
+ (−τ−1)m−3
m−1∑
k1=2
k1−1∑
k2=1
τm−k1−1τk1−k2−1τk2−1
+ · · ·
− τ−1
m−1∑
k1=m−2
k1−1∑
k2=m−3
· · ·
km−4−1∑
km−3=2
km−3−1∑
km−2=1
τm−k1−1τk1−k2−1 · · ·
× τkm−3−km−2−1τkm−2−1
+ τm0 .
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Letting Gτ (z) be as in Lemma A.1, we observe that |A˜θ,n;m| equals the
coefficient of zm−1 in the series expansion of
(−τ−1u)m−1Gτ (z) + (−τ−1u)m−2zG2τ (z)
+ (−τ−1u)m−3z2G3τ (z) + · · · − τ−1uzm−2Gm−1τ (z) + zm−1Gmτ (z)
= (−τ−1u)m−1Gτ (z)
m−1∑
k=0
(−τ−1u)−kzkGkτ (z)
= (−τ−1u)m−1Gτ (z)(−τ−1u)
−mzmGmτ (z)− 1
(−τ−1u)−1zGτ (z)− 1 .
Following the proof of Theorem 1, we conclude that, for 1≤m≤ n− 1,
|A˜θ,n;m|= (−1)
m+1(b+ τ−1u)
m−1[a(αm1 − αm2 ) + u2b(αm−11 −αm−12 )]
α1 −α2 .
This proves Lemma A.2. 
Lemma A.3. With the notation of Theorem 4, for 3≤ i≤ j− 2≤ n− 2,
|Rθ,n;−i,−j;i+1|
=
{
τˆ−1τ˜−1− τˆ0τ˜−2 + τˆ−2uτ˜−1[w(1− 4u
2 + 3u4) + (1− u2)2]
(b+ τ−1u)α1 − τ−1u
− τˆ−2τ˜−2u
2[w(2− 6u2 +4u4) + (1− u2)2]
(b+ τ−1u)α1 − τ−1u
+
wτ−1u
2τˆ−2(τ˜−1 − uτ˜−2)(1− u2)2
[(b+ τ−1u)α1 − τ−1u]2
}
× (−1)
i−1(a˜α1 + u
2b˜)
α1 − α2 [(b+ τ−1u)α1]
i−3
−
{
τˆ−1τ˜−1 − τˆ0τ˜−2 + τˆ−2uτ˜−1[w(1− 4u
2 +3u4) + (1− u2)2]
(b+ τ−1u)α2 − τ−1u
− τˆ−2τ˜−2u
2[w(2− 6u2 +4u4) + (1− u2)2]
(b+ τ−1u)α2 − τ−1u
+
wτ−1u
2τˆ−2(τ˜−1 − uτ˜−2)(1− u2)2
[(b+ τ−1u)α2 − τ−1u]2
}
× (−1)
i−1(a˜α2 + u
2b˜)
α1 − α2 [(b+ τ−1u)α2]
i−3.
GAUSSIAN RANDOM FIELDS 37
Proof. First, for l= 1,2 and i− 1≤m≤ n− 1, define
Si,m,l =
i−2∑
k=2
[(m− k)− 2(m− k+ 1)u2 + (m− k+ 2)u4]
×wum−kτ−k−1 (b+ τ−1u)k−2αk−2l .
Then
Si,m,l − (b+ τ−1u)αlu−1τ−1−1Si,m,l
=
i−2∑
k=2
[(m− k)− 2(m− k+ 1)u2 + (m− k+2)u4]
×wum−kτ−k−1 (b+ τ−1u)k−2αk−2l
−
i−2∑
k=2
[(m− k)− 2(m− k+ 1)u2 + (m− k+ 2)u4]
×wum−k−1τ−k−1−1 (b+ τ−1u)k−1αk−1l
= [(m− 2)− 2(m− 1)u2 +mu4]wum−2τ−2−1
− [(m− i+2)− 2(m− i+3)u2 + (m− i+4)u4]
×wum−i+1τ−i+1−1 (b+ τ−1u)i−3αi−3l
−
i−2∑
k=3
(1− 2u2 + u4)wum−kτ−k−1 (b+ τ−1u)k−2αk−2l .
Hence, for i≥ 3,
Si,m,l
um
=
w[(m− i+ 2)− 2(m− i+ 3)u2 + (m− i+4)u4]
τ−1u[(b+ τ−1u)αl − τ−1u]
×
[
(b+ τ−1u)αl
τ−1u
]i−3
− w[(m− 2)− 2(m− 1)u
2 +mu4]
τ−1u[(b+ τ−1u)αl − τ−1u]
+
w(1− u2)2
[(b+ τ−1u)αl − τ−1u]2
[
(b+ τ−1u)αl
τ−1u
]i−3
− w(1− u
2)2(b+ τ−1u)αl
τ−1u[(b+ τ−1u)αl − τ−1u]2
(31)
=
{
w[(m− i+ 2)− 2(m− i+ 3)u2 + (m− i+ 4)u4]
τ−1u[(b+ τ−1u)αl − τ−1u]
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+
w(1− u2)2
[(b+ τ−1u)αl − τ−1u]2
}
×
[
(b+ τ−1u)αl
τ−1u
]i−3
− w[(m− 2)− 2(m− 1)u
2 +mu4]
τ−1u[(b+ τ−1u)αl − τ−1u]
− w(1− u
2)2(b+ τ−1u)αl
τ−1u[(b+ τ−1u)αl − τ−1u]2 .
Next we observe from Proposition 2 and Case 3 that, for 3≤ i≤ j−2≤ n−2,
|Rθ,n;−i,−j;i+1|
= (−1)i(Aθ,n;−i,−j;i+1)1,i+1
i−1∏
l=0
(Aθ,n;−i,−j;i+1)i+1−l,i−l
+
i∑
k=1
(−1)i−k(Aθ,n;−i,−j;i+1)k+1,i+1|Rθ,n;−i,−j;k|
×
i−k−1∏
l=0
(Aθ,n;−i,−j;i+1)i+1−l,i−l
= (−1)i(1 +w)(1 + iw)ui+1τ˜−2τˆ−2τ i−3−1(32)
+ (−1)i−1[1 + (i− 1)w]ui−1τ˜−2τˆ−2τ i−3−1
+
i−2∑
k=2
(−1)i−kτi−k|Rθ,n;−i,−j;k|τ i−k−2−1 τˆ−2τ˜−2
− τˆ0|Rθ,n;−i,−j;i−1|τ˜−2 + τ˜−1|Rθ,n;−i,−j;i|
= (−1)i−1τ∗i−1τ i−3−1 τˆ−2τ˜−2 +
i−2∑
k=2
(−1)i−kτi−k|Rθ,n;k|τ i−k−2−1 τˆ−2τ˜−2
− τˆ0|Rθ,n;i−1|τ˜−2 + τ˜−1|Rθ,n;−i,−i−1;i|.
We further observe from Theorem 1 that, for i− 1≤m≤ n− 1,
i−2∑
k=2
(−1)−kτm−kτ−k−1 |Rθ,n;k|
= (1− u2)2
i−2∑
k=2
(−1)−kum−kτ−k−1 |Rθ,n;k|
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+
i−2∑
k=2
(−1)−k[(m− k)− 2(m− k+1)u2 + (m− k+2)u4]
×wum−kτ−k−1 |Rθ,n;k|
=
um−1(1− u2)2(a˜α1 + u2b˜)
τ−1(α1 −α2)[α1(b+ τ−1u)− τ−1u]
{[
α1(b+ τ−1u)
τ−1u
]i−3
− 1
}
− u
m−1(1− u2)2(a˜α2 + u2b˜)
τ−1(α1 −α2)[α2(b+ τ−1u)− τ−1u]
{[
α2(b+ τ−1u)
τ−1u
]i−3
− 1
}
(33)
+
(a˜α1 + u
2b˜)Si,m,1 − (a˜α2 + u2b˜)Si,m,2
α1 −α2 .
It follows from (32) and (33) that
|Rθ,n;−i,−j;i+1|= (−1)i−1τ∗i−1τ i−3−1 τˆ−2τ˜−2 − τˆ0|Rθ,n;i−1|τ˜−2
+ τ˜−1|Rθ,n;−i,−(i+1);i|
+
(−1)iτ i−3−1 τˆ−2τ˜−2ui−1(1− u2)2(a˜α1 + u2b˜)
(α1 −α2)[α1(b+ τ−1u)− τ−1u]
×
{[
α1(b+ τ−1u)
τ−1u
]i−3
− 1
}
− (−1)
iτ i−3−1 τˆ−2τ˜−2u
i−1(1− u2)2(a˜α2 + u2b˜)
(α1 −α2)[α2(b+ τ−1u)− τ−1u]
×
{[
α2(b+ τ−1u)
τ−1u
]i−3
− 1
}
+
(−1)iτ i−2−1 τˆ−2τ˜−2[(a˜α1 + u2b˜)Si,i,1 − (a˜α2 + u2b˜)Si,i,2]
α1 − α2 ,
and Lemma A.3 results using (14) after some algebra. 
Lemma A.4. Let ξk be defined as in (17). Then the generating function
Gξ of {ξk :k ≥ i+1} is given by
Gξ(z) =
∞∑
k=i+1
ξkz
k
uk
=
zi+1(aξ + bξz)
(1− z)2 ,
where
aξ =
{
τˆ−2τ˜0[w(2− 6u2 + 4u4) + (1− u2)2]
τ−1u2[(b+ τ−1u)α1 − τ−1u]
+
wτˆ−2τ˜0(1− u2)2
u[(b+ τ−1u)α1 − τ−1u]2 +
τˆ0τ˜0 − τˆ1τ˜−1
τ−1u4
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− τˆ−2τ˜−1[w(3− 8u
2 +5u4) + (1− u2)2]
τ−1u[(b+ τ−1u)α1 − τ−1u] −
wτˆ−2τ˜−1(1− u2)2
[(b+ τ−1u)α1 − τ−1u]2
}
× (a˜α1 + u
2b˜)
τ3−1(α1 − α2)
[
(b+ τ−1u)α1
τ−1u
]i−3
−
{
τˆ−2τ˜0[w(2− 6u2 + 4u4) + (1− u2)2]
τ−1u2[(b+ τ−1u)α2 − τ−1u]
+
wτˆ−2τ˜0(1− u2)2
u[(b+ τ−1u)α2 − τ−1u]2 +
τˆ0τ˜0 − τˆ1τ˜−1
τ−1u4
− τˆ−2τ˜−1[w(3− 8u
2 +5u4) + (1− u2)2]
τ−1u[(b+ τ−1u)α2 − τ−1u] −
wτˆ−2τ˜−1(1− u2)2
[(b+ τ−1u)α2 − τ−1u]2
}
× (a˜α2 + u
2b˜)
τ3−1(α1 − α2)
[
(b+ τ−1u)α2
τ−1u
]i−3
and
aξ + bξ =
{
wτˆ−2u
2(2− 3u2 + u6)[w(2− 6u2 +4u4) + (1− u2)2]
2τ−1u4[(b+ τ−1u)α1 − τ−1u]
+
w2τˆ−2(2− 3u2 + u6)(1− u2)2
2u[(b+ τ−1u)α1 − τ−1u]2 +
wτˆ0(2− 3u2 + u6)
2τ−1u4
− w(1− u
2)2τˆ−2τ˜−1
τ−1u[(b+ τ−1u)α1 − τ−1u] −
w(1− 3u4 +2u6)τ˜−1
τ−1u3
}
× (a˜α1 + u
2b˜)
τ3−1(α1 − α2)
[
(b+ τ−1u)α1
τ−1u
]i−3
−
{
wτˆ−2u
2(2− 3u2 + u6)[w(2− 6u2 +4u4) + (1− u2)2]
2τ−1u4[(b+ τ−1u)α2 − τ−1u]
+
w2τˆ−2(2− 3u2 + u6)(1− u2)2
2u[(b+ τ−1u)α2 − τ−1u]2 +
wτˆ0(2− 3u2 + u6)
2τ−1u4
− w(1− u
2)2τˆ−2τ˜−1
τ−1u[(b+ τ−1u)α2 − τ−1u] −
w(1− 3u4 +2u6)τ˜−1
τ−1u3
}
× (a˜α2 + u
2b˜)
τ3−1(α1 − α2)
[
(b+ τ−1u)α2
τ−1u
]i−3
.
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Next, let ξ˜k be defined as in (20). Then the generating function Gξ˜ of {ξ˜k :k ≥
i+ 1} is given by
Gξ˜(z) =
∞∑
k=i+1
ξ˜kz
k
uk
=
zi+1(aξ˜ + bξ˜z)
(1− z)2 ,
where
aξ˜ =
{
τˆ−1τ˜0
τ−1u4
+
τˆ−2τ˜0[w(1− 4u2 +3u4) + (1− u2)2]
τ−1u3[(b+ τ−1u)α1 − τ−1u]
+
wτ−1τˆ−2τ˜0(1− u2)2
τ−1u2[(b+ τ−1u)α1 − τ−1u]2
− τˆ1τ˜−2
τ−1u4
− τˆ−2τ˜−2[w(3− 8u
2 + 5u4) + (1− u2)2]
τ−1u[(b+ τ−1u)α1 − τ−1u]
− wτˆ−2τ˜−2(1− u
2)2
[(b+ τ−1u)α1 − τ−1u]2
}
× a˜α1 + u
2b˜
τ3−1(α1 − α2)
[
(b+ τ−1u)α1
τ−1u
]i−3
−
{
τˆ−1τ˜0
τ−1u4
+
τˆ−2τ˜0[w(1− 4u2 +3u4) + (1− u2)2]
τ−1u3[(b+ τ−1u)α2 − τ−1u]
+
wτ−1τˆ−2τ˜0(1− u2)2
τ−1u2[(b+ τ−1u)α2 − τ−1u]2
− τˆ1τ˜−2
τ−1u4
− τˆ−2τ˜−2[w(3− 8u
2 +5u4) + (1− u2)2]
τ−1u[(b+ τ−1u)α2 − τ−1u]
− wτˆ−2τ˜−2(1− u
2)2
[(b+ τ−1u)α2 − τ−1u]2
}
× a˜α2 + u
2b˜
τ3−1(α1 − α2)
[
(b+ τ−1u)α2
τ−1u
]i−3
and
aξ˜ + bξ˜ =
{
wτˆ−1(2− 3u2 + u6)
2τ−1u4
+
wτˆ−2(2− 3u2 + u6)[w(1− 4u2 +3u4) + (1− u2)2]
2τ−1u3[(b+ τ−1u)α1 − τ−1u]
+
w2τˆ−2(2− 3u2 + u6)(1− u2)2
2u2[(b+ τ−1u)α1 − τ−1u]2 −
wτˆ−2τ˜−2(1− u2)2
τ−1u[(b+ τ−1u)α1 − τ−1u]
42 W.-L. LOH
− w(1− 3u
4 +2u6)τ˜−2
τ−1u3
}
× a˜α1 + u
2b˜
τ3−1(α1 − α2)
[
(b+ τ−1u)α1
τ−1u
]i−3
−
{
wτˆ−1(2− 3u2 + u6)
2τ−1u4
+
wτˆ−2(2− 3u2 + u6)[w(1− 4u2 + 3u4) + (1− u2)2]
2τ−1u3[(b+ τ−1u)α2 − τ−1u]
+
w2τˆ−2(2− 3u2 + u6)(1− u2)2
2u2[(b+ τ−1u)α2 − τ−1u]2 −
wτˆ−2τ˜−2(1− u2)2
τ−1u[(b+ τ−1u)α2 − τ−1u]
− w(1− 3u
4 +2u6)τ˜−2
τ−1u3
}
× a˜α2 + u
2b˜
τ3−1(α1 − α2)
[
(b+ τ−1u)α2
τ−1u
]i−3
.
Proof. First we observe after some algebra that aξ = ξi+1/u
i+1 and
aξ + bξ = ξku
−k − ξk−1u−k+1, k ≥ i + 2. Hence, for integers k ≥ i + 1, we
have
ξk
uk
− ξk−1
uk−1
I{k ≥ i+ 2}= aξI{k = i+ 1}+ (aξ + bξ)I{k ≥ i+2}.
Hence
∞∑
k=i+1
ξkz
k
uk
− z
∞∑
k=i+2
ξk−1z
k−1
uk−1
= aξz
i+1 + (aξ + bξ)
∞∑
k=i+2
zk
and
Gξ(z) =
zi+1(aξ + bξz)
(1− z)2 .
Similarly, we observe after some algebra that aξ˜ = ξ˜i+1/u
i+1 and aξ˜ + bξ˜ =
ξ˜ku
−k − ξ˜k−1u−k+1, k ≥ i+2. Hence, for integers k ≥ i+1, we have
ξ˜k
uk
− ξ˜k−1
uk−1
I{k ≥ i+ 2}= aξ˜I{k = i+ 1}+ (aξ˜ + bξ˜)I{k ≥ i+2}.
Hence
∞∑
k=i+1
ξ˜kz
k
uk
− z
∞∑
k=i+2
ξ˜k−1z
k−1
uk−1
= aξ˜z
i+1 + (aξ˜ + bξ˜)
∞∑
k=i+2
zk
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and
Gξ˜(z) =
zi+1(aξ˜ + bξ˜z)
(1− z)2 .
This proves Lemma A.4. 
Lemma A.5. Let 0< β0 ≤ θ, θ˜≤ β1 <∞. Then
1
n
tr(R−1θ,nRθ˜,n) =
(
θ˜
θ
)3
− w
4
[
3
(
θ˜
θ
)4
− 2
(
θ˜
θ
)2
− 1
]
+
1
n
[
1 +
(
θ˜
θ
)2
− 2
(
θ˜
θ
)3]
+O(n−2),
as n→∞ uniformly over β0 ≤ θ, θ˜≤ β1.
Proof. Let w˜ = θ˜/n and and mn = ⌊(n+ 3)/2⌋, where ⌊·⌋ denotes the
greatest integer function. We further define
rα1 =
e−w˜τ−1
(b+ τ−1u)α1
=
e−w˜u
α1
=− 1
2 +
√
3
[
1 +O
(
1
n
)]
and
rα2 =
e−w˜τ−1
(b+ τ−1u)α2
=
e−w˜u
α2
=− 1
2−√3
[
1 +O
(
1
n
)]
,
as n→∞ uniformly over β0 ≤ θ, θ˜ ≤ β1. Using Mathematica, we observe
from Theorem 6 that, as n→∞,
(Rθ˜,nR
−1
θ,n)n,n = (Rθ˜,nR
−1
θ,n)1,1
=
n∑
i=1
[1 + (i− 1)w˜]e−(i−1)w˜(R−1θ,n)i,1
=
3(70226 + 40545
√
3 )
(664626 + 383722
√
3 )w
[
1−
(
θ˜
θ
)2]
(34)
+
1713 + 989
√
3
4(26 + 15
√
3 )2
+
989 + 571
√
3
4(26 + 15
√
3 )2
(
θ˜
θ
)2
+
2702 + 1560
√
3
4(26 + 15
√
3)2
(
θ˜
θ
)3
+O(n−1),
as n→∞ uniformly over β0 ≤ θ, θ˜ ≤ β1. Also, we observe from Theorem 7
that
(Rθ˜,nR
−1
θ,n)i,i
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=
n∑
j=1
(1 + |i− j|w˜)e−|i−j|w˜(R−1θ,n)j,i
= [1 + (i− 1)w˜]e−(i−1)w˜(R−1θ,n)n−i+1,n
+ [1+ (i− 2)w˜]e−(i−2)w˜(R−1θ,n)n−i+1,n−1
+ (1+ w˜)e−w˜(R−1θ,n)i−1,i + (R
−1
θ,n)i,i
+ (1+ w˜)e−w˜(R−1θ,n)i,i+1 + [1 + (n− i)w˜]e−(n−i)w˜(R−1θ,n)i,n
+
{
C6,1u
2
τ4−1α
2
1(α1 − α2)
[
(aα1 + u
2b)− (aα2 + u2b)
(
α2
α1
)n−i−1]
×{r4α1(1 + 2w˜)− r5α1(1 + w˜)(35)
+ ri+1α1 [1 + (i− 3)w˜]− riα1 [1 + (i− 2)w˜]}/{r2α1(1− rα1)2}
− C6,2u
2riα1(a˜α2 + u
2b˜)
τ4−1α
2
1(α1 − α2)(a˜α1 + u2b˜)
×
[
(aα1 + u
2b)
(
α2
α1
)−3
− (aα2 + u2b)
(
α2
α1
)n−i−4]
× {r−1α2 [1 + (i− 3)w˜]− r−2α2 [1 + (i− 2)w˜]
− r−i+3α2 (1 + w˜) + r−i+2α2 (1 + 2w˜)}/{(1− rα2)2}
+
C6,1u
2r−iα1(aα1 + u
2b)
τ4−1α
2
1(α1 − α2)
× {ri+2α1 (1 + 2w˜)
− ri+3α1 (1 + w˜)− rnα1 [1 + (n− i)w˜]
+ rn+1α1 [1 + (n− i− 1)w˜]}/{(1− rα1)2}
− C6,1u
2r−iα1(aα2 + u
2b)
τ4−1α
2
1(α1 − α2)
(
α2
α1
)n−1
× {ri+2α2 (1 + 2w˜)− ri+3α2 (1 + w˜)
− rnα2 [1 + (n− i)w˜]
+ rn+1α2 [1 + (n− i− 1)w˜]}/{(1− rα2)2}
− C6,2u
2r−iα1(aα1 + u
2b)(a˜α2 + u
2b˜)
τ4−1α
2
1(α1 − α2)(a˜α1 + u2b˜)
(
α2
α1
)i−3
× {ri+2α1 (1 + 2w˜)− ri+3α1 (1 + w˜)
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− rnα1 [1 + (n− i)w˜]
+ rn+1α1 [1 + (n− i− 1)w˜]}/{(1− rα1)2}
+
C6,2u
2r−iα1(aα2 + u
2b)(a˜α2 + u
2b˜)
τ4−1α
2
1(α1 − α2)(a˜α1 + u2b˜)
(
α2
α1
)n+i−4
× {ri+2α2 (1 + 2w˜)− ri+3α2 (1 + w˜)
− rnα2 [1 + (n− i)w˜] + rn+1α2 [1 + (n− i− 1)w˜]}/{(1− rα2)2}
}
×
[
1 +O
((
α2
α1
)n)]
,
as n→∞ uniformly over 5≤ i≤ n− 2 and β0 ≤ θ, θ˜ ≤ β1. Consequently, it
follows from (35) that
n−2∑
i=mn
(Rθ˜,nR
−1
θ,n)i,i
= (n−mn − 1)
{(
θ˜
θ
)3
− w
4
[
3
(
θ˜
θ
)4
− 2
(
θ˜
θ
)2
− 1
]
+O(n−2)
}
+
3(36810643322 + 21252634831
√
3 )
(1300170624726 + 750653860178
√
3 )w
[
1−
(
θ˜
θ
)2]
(36)
− 6322680 + 3650401
√
3
128934018 + 74440090
√
3
[
1−
(
θ˜
θ
)2]
− 39176289 + 22618441
√
3
128934018 + 74440090
√
3
(
1− θ˜
θ
)(
θ˜
θ
)2
+O(n−1),
as n→∞ uniformly over β0 ≤ θ, θ˜≤ β1. Furthermore, if n is an odd integer,
we have
(Rθ˜,nR
−1
θ,n)(n+1)/2,(n+1)/2
=
(
θ˜
θ
)3
−
[
3
(
θ˜
θ
)4
− 2
(
θ˜
θ
)2
− 1
]
w
4
+O(n−2),
(37)
as n→∞ uniformly over β0 ≤ θ, θ˜ ≤ β1. Next we observe from Theorems
6 and 7 that
(Rθ˜,nR
−1
θ,n)n−1,n−1
=
n∑
j=1
(1 + |n− 1− j|w˜)e−|n−1−j|w˜(R−1θ,n)j,n−1
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=
3(3351044259 + 1934726305
√
3 )
(25012534866 + 14440993738
√
3 )w
[(
θ˜
θ
)2
− 1
]
(38)
+
8016837 + 4628523
√
3
34547766 + 19946162
√
3
+
3(6584767 + 3801717
√
3)
34547766 + 19946162
√
3
(
θ˜
θ
)2
+
4(1694157 + 978122
√
3)
34547766 + 19946162
√
3
(
θ˜
θ
)3
+O(n−1),
as n→∞ uniformly over β0 ≤ θ, θ˜≤ β1. Finally, we conclude from (34), (36),
(37) and (38) that
1
n
n∑
i=1
(Rθ˜,nR
−1
θ,n)i,i =
2
n
n∑
i=mn
(Rθ˜,nR
−1
θ,n)i,i+
1
n
(
θ˜
θ
)3
I{mn = (n+3)/2}+O(n−2)
=
2(n−mn − 1)
n
{(
θ˜
θ
)3
− w
4
[
3
(
θ˜
θ
)4
− 2
(
θ˜
θ
)2
− 1
]}
+
1
n
[
1 +
(
θ˜
θ
)2
+2
(
θ˜
θ
)3]
+
1
n
(
θ˜
θ
)3
I{mn = (n+ 3)/2}+O(n−2),
as n→∞ uniformly over β0 ≤ θ, θ˜≤ β1. This proves Lemma A.5. 
Lemma A.6. Let θ > 0 and Rθ,n be as in Section 2. Then as n→∞,
1
n
tr
[(
∂
∂θ
R−1θ,n
)
Rθ,n
]
=−3
θ
+
2(θ+ 2)
θn
+O(n−2)
and
1
n
tr
[(
∂2
∂θ2
R−1θ,n
)
Rθ,n
]
=
12
θ2
− 2(4θ + 9)
θ2n
+O(n−2).
Proof. Since R−1θ,nRθ,n equals the identity matrix, we have via differen-
tiation
1
n
tr
[(
∂
∂θ
R−1θ,n
)
Rθ,n
]
=− 1
n
tr
[
R−1θ,n
(
∂
∂θ
Rθ,n
)]
=− 1
n
n∑
i=1
n∑
j=1
(
∂
∂θ
Rθ,n
)
i,j
(R−1θ,n)j,i(39)
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=
1
n
n∑
i=1
n∑
j=1
(i− j)2we−|i−j|w
n
(R−1θ,n)j,i
and
1
n
tr
[(
∂2
∂θ2
R−1θ,n
)
Rθ,n
]
=
1
n
n∑
i=1
[(
∂2
∂θ2
R−1θ,n
)
Rθ,n
]
i,i
=
2
n
n∑
i=1
[
R−1θ,n
(
∂
∂θ
Rθ,n
)
R−1θ,n
(
∂
∂θ
Rθ,n
)]
i,i
(40)
− 1
n
n∑
i=1
[
R−1θ,n
(
∂2
∂θ2
Rθ,n
)]
i,i
,
where, for all 1≤ i, j ≤ n,(
∂
∂θ
Rθ,n
)
i,j
=−(i− j)
2we−|i−j|w
n
,
(41) (
∂2
∂θ2
Rθ,n
)
i,j
=−(i− j)
2(1−w|i− j|)e−|i−j|w
n2
.
Using (41) and Theorems 6 and 7, Lemma A.6 is proved by expanding the
right-hand side of (39) and (40) as a power series in w using Mathematica.
We refer the reader to [5] for more details. 
Lemma A.7. Let 0< β0 ≤ θ, θ˜≤ β1 <∞. Then
1
n
tr[(R−1θ,nRθ˜,n)
2] =O(1),
as n→∞ uniformly over β0 ≤ θ, θ˜≤ β1.
Remark. The proof of Lemma A.7, though conceptually simple, is ex-
tremely tedious and the symbolic computation software Mathematica fea-
tures significantly in the evaluation of the error terms. A detailed proof can
be found in [5]. A much abbreviated proof is given below.
Proof of Lemma A.7. First, it is convenient to note that
(R−1θ,nRθ˜,n)i,j = (Rθ˜,nR
−1
θ,n)j,i,
(Rθ˜,nR
−1
θ,n)i,j = (Rθ˜,nR
−1
θ,n)n−i+1,n−j+1,
whenever 1≤ i, j ≤ n and
[(R−1θ,nRθ˜,n)
2]i,i = [(R
−1
θ,nRθ˜,n)
2]n−i+1,n−i+1 ∀1≤ i≤ n.
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Also, if n is an odd integer, we have
[(R−1θ,nRθ˜,n)
2](n+1)/2,(n+1)/2 =
(
θ˜
θ
)6
+O(n−1),
as n→∞ uniformly over β0 ≤ θ, θ˜ ≤ β1. Hence, writing mn = ⌊(n+ 3)/2⌋,
we obtain
1
n
tr[(R−1θ,nRθ˜,n)
2]
=
2
n
n∑
i=mn
[(R−1θ,nRθ˜,n)
2]i,i +
1
n
(
θ˜
θ
)6
I{mn = (n+ 3)/2}+O(n−2),
as n→∞ uniformly over β0 ≤ θ, θ˜≤ β1. Consequently, it follows from
[(R−1θ,nRθ˜,n)
2]j,j =O(n) ∀ j = n− 1, n,
2
n
n−2∑
i=mn
[(R−1θ,nRθ˜,n)
2]i,i =O(1),
that
1
n
tr[(R−1θ,nRθ˜,n)
2] =O(1),
as n→∞ uniformly over β0 ≤ θ, θ˜≤ β1. 
APPENDIX B
For i= 1,2, we define
C1,i =
τˆ−2τ˜0[w(2− 6u2 +4u4) + (1− u2)2]
τ−1u2[(b+ τ−1u)αi − τ−1u]
+
wτˆ−2τ˜0(1− u2)2
u[(b+ τ−1u)αi − τ−1u]2 +
τˆ0τ˜0 − τˆ1τ˜−1
τ−1u4
− τˆ−2τ˜−1[w(3− 8u
2 +5u4) + (1− u2)2]
τ−1u[(b+ τ−1u)αi − τ−1u] −
wτˆ−2τ˜−1(1− u2)2
[(b+ τ−1u)αi − τ−1u]2 ,
C2,i =
wτˆ−2(2− 3u2 + u6)[w(2− 6u2 +4u4) + (1− u2)2]
2τ−1u2[(b+ τ−1u)αi − τ−1u]
+
w2τˆ−2(2− 3u2 + u6)(1− u2)2
2u[(b+ τ−1u)αi − τ−1u]2 +
wτˆ0(2− 3u2 + u6)
2τ−1u4
− w(1− u
2)2τˆ−2τ˜−1
τ−1u[(b+ τ−1u)αi − τ−1u] −
w(1− 3u4 + 2u6)τ˜−1
τ−1u3
,
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C3,i = τˆ−1 +
τˆ−2u[w(1− 4u2 +3u4) + (1− u2)2]
(b+ τ−1u)αi − τ−1u +
wτ−1u
2τˆ−2(1− u2)2
[(b+ τ−1u)αi − τ−1u]2 ,
C4,i =
τˆ−1τ˜0
τ−1u4
+
τˆ−2τ˜0[w(1− 4u2 + 3u4) + (1− u2)2]
τ−1u3[(b+ τ−1u)αi − τ−1u]
+
wτ−1τˆ−2τ˜0(1− u2)2
τ−1u2[(b+ τ−1u)αi − τ−1u]2
− τˆ1τ˜−2
τ−1u4
− τˆ−2τ˜−2[w(3− 8u
2 +5u4) + (1− u2)2]
τ−1u[(b+ τ−1u)αi − τ−1u]
− wτˆ−2τ˜−2(1− u
2)2
[(b+ τ−1u)αi − τ−1u]2 ,
C5,i =
wτˆ−1(2− 3u2 + u6)
2τ−1u4
+
wτˆ−2(2− 3u2 + u6)[w(1− 4u2 +3u4) + (1− u2)2]
2τ−1u3[(b+ τ−1u)αi − τ−1u]
+
w2τˆ−2(2− 3u2 + u6)(1− u2)2
2u2[(b+ τ−1u)αi − τ−1u]2
− wτˆ−2τ˜−2(1− u
2)2
τ−1u[(b+ τ−1u)αi − τ−1u] −
w(1− 3u4 + 2u6)τ˜−2
τ−1u3
,
C6,i = τˆ−1τ˜−1 − τˆ0τ˜−2+ τˆ−2uτ˜−1[w(1− 4u
2 +3u4) + (1− u2)2]
(b+ τ−1u)αi − τ−1u
− τˆ−2τ˜−2u
2[w(2− 6u2 +4u4) + (1− u2)2]
(b+ τ−1u)αi − τ−1u
+
wτ−1u
2τˆ−2(τ˜−1 − uτ˜−2)(1− u2)2
[(b+ τ−1u)αi − τ−1u]2 ,
C7,i =
τˆ−2u
2[w(2− 6u2 +4u4) + (1− u2)2]
[(b+ τ−1u)αi − τ−1u] +
wτ−1τˆ−2u
3(1− u2)2
[(b+ τ−1u)αi − τ−1u]2 + τˆ0.
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