The no-cloning theorem says that it is not possible to construct a device M which will accept any pure state for S as input and produce as output the same state for S and a \clone": another, independent, system S 0 in the same state: j i ! j i j i; 8j i 2 H S : In this relation we have not written out the evolution of M, but it is clear that we start in a product state, and also end in a product state, as the partial state of S remains pure.
This simple argument does not su ce if we want to consider the possibility that the input is a mixed state for S. The output is then the partial state of S + S 0 obtained by tracing the nal state over M. Can we then arrange the system M and the interaction such that the partial states of S and S 0 are both for all initial S-states ? The answer is negative, we can only do this for a commutative set of density operators . The details of the proof get somewhat laborious. 1
Non-demolition measurements
We have seen that for a general initial state for S most measurements will have the e ect that the partial state after the interaction with the measuring instrument will be a mixed state, and that the outcomes a second measurement performed after the rst will be a ected by it. The exception is when the observables commute (see Exercise 5.1).
When performing two or more observations on a system in succession it is also necessary to take into account the intrinsic evolution of the observed systems S. In the formalism described above we have made the tacit assumption that the S ? M interaction acts more or less instantaneously, an assumption which is adequate when discussing the basic principles, but which is seldom ful lled in the laboratory.
There are applications where the back-reaction e ect of quantum measurements is very inconvenient and where the e ects of the intrinsic dynamics must be taken into account. There are now several projects which aim at the detection of gravitational waves through observation of the minute changes in the motion of macroscopic test masses moving freely in the time-dependent gravitational eld. The gravitational wave acts as a classical force, but the motions of the test masses are so small that they have to be treated by quantum mechanics! They also have to be very carefully protected from any \noise" coming from the environment, including the devices we use for observations. The motion has to be \monitored" in such a way that the changes in the state which inevitably follows from the observations will not in uence the statistics of later observations. In order to achieve this the \observables" have to be chosen with great care. For the technical details see the references. 1 See Barnum et al, Phys. Rev. Lett. 76(15) , 2818{21 (1996) References Braginsky et al, Science 209(4456) , 547{557 (1980) . Braginsky & Khalili, Rev. Mod. Phys. 68(1), 1{11 (1996) 3.6 More on CP maps
The canonical form (3.6) of a CP map is a special case of a result due to Stinespring, and which is a generalziation of the better known GNS (Gelfand-Naimark-Segal) representation of the states on a C*-algebra A. The GNS statement is: for every state we can construct a Hilbert space K, a particular vector 2 K, and a *-representation of A, such that (X) = h j (X)j i; 8X 2 A: The corresponding canonical form for a CP map T from A into the operators in some Hilbert space H replaces by a linear map from H into K T(X) = V y (X)V; 8X 2 A:
There is a natural partial order in the convex set of CP maps and which has a simple representation. Consider a CP map T which has the property that
T X] = X; 8X 2 M where M is a *-subalgebra of operators, i.e. X; Y 2 M, then X y 2 M and XY 2 M, then the operators V k in (3.6) all commute with the elements in M:
Chapter 4
Entropy and information
The name \entropy" was introduced into thermodynamics by Clausius. At that time the entropy was just another thermodynamic function of macroscopic parameters as temperature and volume of a gas. Later, when thermodynamics was based on statistical mechanics through the work of Maxwell, Boltzmann and Gibbs, it was possible to give a statistical meaning to this quantity. In modern terminology Boltzmann's expression gives the entropy as proportional to the logarithm of the number of pure quantum states in the microcanonical equilibrium state.
Later the connection between entropy and information was much discussed (by Leo Szilard and many others) in trying to prove that the \Maxwell demon" cannot break the 2nd law of thermodynamics in observing uctuations in density and other quantities around the thermal equilibrium values. This discussion has been resumed later in discussions of \reversible computations" (including quantum computation) versus the possibly unavoidable thermodynamic cost of computation and information transfer.
When \information" became a quantity of su cient military and economic importance (one factor was the US codebreaking e ort in WWII) there was a development of the mathematical theory of information, starting with Claude Shannon (working at Bell). He introduced an information \entropy" for messages consisting of strings of symbols, borrowing the word from physics. As it turns out the mathematics is more or less the same, with the di erence that we need to deal with quantum states in physics.
The mathematical theory of information has developed not only in elds related to communication and computing, but also in the \ergodic theory", which deals with the long term evolution in very general dynamical systems, including stochastic processes. The dynamics can be more or less random or \chaotic", and the degree of chaos can be measured by entropy functions.
Entropy of a probability distribution
Given a nite probability distribution fp k ; P N k=1 p k = 1g we de ne the entropy of the distribution to be
We will consistently de ne entropy as a dimensionless quantity, the \physical" thermodynamic entropy is obtained by multiplying by Boltzmann's constant k B whenever this is relevant.
We rst note that the function h(x); x 2 0; 1] (the only relevant interval here), is \concave from below", for any triple (p; q; ) of numbers in 0; 1] it holds that
It su ces to show that h(x) has a second derivative which is never positive in the interval. The function ?h(x) is then convex. 1 From this inequality follows the prima facie more general one: for any two distributions fp k g; fq k g of the same dimension
From the concavity of h follows: given any two distributions fp k g; fq k g of the same dimension, and any 2 0; 1] it holds that H(
We will see later that the choice of the particular function h(x) makes sense from a physical point of view. Shannon derived the form of the entropy from certain axioms which a measure for information should have. The information relates to a \message" of N symbols (k) (or letters, or words), each having a certain probability p k calculated over a large ensemble. (Letter and word frequencies for all often used languages have been calculated, of course.) A revised list of axioms implying the form of H given above is as follows (in physics we use natural logarithms, but other bases can be used in other subjects):
(1) Continuity when the variables are in the interval 0; 1].
(2) Normalization: H(f1=2; 1=2g) = ln 2 (or log 2, or a 2-log). This means that it is not an ensemble average of an observable. We will not discuss the problems associated with the de nition of an entropy function for a classical system with a continuous phase space. In order to get physical relevance one has to introduce minimal phase space cells, the size of which is given by a power of~.
It is easy to check that for any concave function f(x) the function lies under the tangent: 
with equality if and only if p k = q k ; 8k. The function of two distributions in the LHS is called the relative entropy. We will come back to this concept for quantum states.
For now we note that this quantity can be +1 if for some k it holds that q k = 0 while p k > 0. Also note that if we set q k = 1=N the LHS reads ?H(fp k g)+lnN 0, hence H(fp k g) ln N and the distribution with greatest entropy is where the distribution gives equal weight to all the symbols. The only distributions with zero entropy are those where one p k = 1. If you want to maximize the information capacity of your channel, code your message to give similar statistical weight to all the \words". As you may know, Morse gave short morse code equivalents to frequent letters of the alphabet, but there are more up to date versions.
The entropy function for a probability distribution has a property which fails for quantum states, as we will see below. Let there be a probability distribution fp jk ; p jk 0; P jk p jk = 1g, and the marginal distribution obtained from summing over one of the indices, e.g. the second: fp j = P k p jk g. Then it holds that H(fp j g) H(fp jk g):
We can see this as a statement that a coarsegraining of the probability distribution, corresponding to a restriction of our observations to a subset of observables, cannot increase the uncertainty in the outcomes.
Entropy of a density operator
Given a density operator in a nite-dimensional Hilbert space, we can de ne an entropy function which an analog of the Shannon entropy:
We note that the logarithm of a density operator is de ned from the spectral resolution and the associated CON set of eigenvectors = X k p k jkihkj; ln = X k ln p k jkihkj so the value of the quantum entropy is simply expressed in the eigenvalues and the Shannon entropy S( ) = H(fp k g). We can note the following facts:
(1) S( ) = 0 if and only if is a pure state.
(2) The maximum value of S( ) = 0 in an N?dimensional Hilbert space is ln N, the maximum entropy state is 1l=N.
(3) It is not di cult to extend the de nition to the 1?dimensional Hilbert space, but there is then no upper bound on the entropy, of course.
We introduce the quantum relative entropy, a function of two density operators We can give a simple interpretation also for the relative entropy. For an arbitrary density matrix and = ( ; H), and hHi = (H) we nd S( ; ) = ?S( ) + hHi + ln Z( ; H) = S( ; H) ? S( ) + (hHi ? E( ; H)):
From the fact that this quantity cannot be negative we nd that, given a xed Hamiltonian H, states of given energy (H) = E the Gibbs state ( ; H) where is de ned by E( ; H) = E has the largest entropy, while among all states of given entropy, the Gibbs state has the lowest mean energy. Comparing with the formulas of classical thermodynamics we can identify the relative entropy with the deviation of the free energy from it equilibrium value.
Properties of the quantum entropy
Some of the most important properties of the entropy functions will be described in this section. Not all will be given proofs, as some are quite di cult.
Basic properties
The most important ones are the following: 1. The variational principle, which we have already proved, that the relative entropy satis es S( ; ) 0; = 0 , = (4.2) 2. Consider maps T from the operators in the Hilbert space H 1 into the operators in the Hilbert space H 2 . We assume that they satisfy (3.5)
T(X) y T(X) T(X y X); T(1l 1 ) = 1l 2 :
(4.3)
Then 7 ! 0 = T is a map from the density operators in H 2 into those in H 1 . It then holds for all pairs ; of density operators in H 2 that S( 0 ; 0 ) S( ; ) (4.4)
We have already seen the interpretation of (4.2) as a version of the variational principle of thermodynamics. The relation (4.4) says that a transformation of the space of observables satisfying (3.5) can at best conserve the information, never increase it. There will be examples later of maps satisfying (3.5), including the maps involved in quantum measurements and irreversible dynamics.
The proof of (4.4) is quite di cult, and we cannot give it here.
Summary of entropy inequalities The last point has already been shown. (7.) The triangle inequality: Under the conditions of (6.) it holds that jS( 1 ) ? S( 2 )j S( ) The proof uses the ancilla trick. We can nd a Hilbert space H 3 and a pure state ! on H 1 H 2 H 3 such that ! 12 = . Then we nd that S( ) = S(! 12 ) = S(! 3 ); S( 1 ) = S(! 1 ) = S(! 23 ) S( 1 ) S(! 2 ) + S(! 3 ) = S( 2 ) + S( ):
Then interchanging 1 and 2 to get the desired result.
To sum up (6.) and (7.) :
jS( 1 ) ? S( 2 )j S( ) S( 1 ) + S( 2 ) (4.5)
Correlations
Let there be a composite system, Hilbert space H = H 1 H 2 . For every density matrix in H we have de ned the partial states 1 ; 2 as partial traces of (see Sec.
2.1). We now de ne a measure of the correlations between the two subsystems (1; 2) through the entropies of the states. Write S 12 = S( ); S 1 = S( 1 ), etc. The entropic correlation is C 12 = S 1 + S 2 ? S 12 (4.6) From (4.5) we know that 0 C 12 S 1 + S 2 ? jS 1 ? S 2 j = 2 minfS 1 ; S 2 g (4.7)
We also know that Compared with the quantum relation (4.7) there is no factor 2 in the RHS. This is one aspect of the EPR type entanglement which is lacking in the classical case.
It still holds, just as in the quantum case, that I 12 0 with equality if and only if the probability distribution is of product form p(j; k) = p 1 (j)p 2 (k).
The correlation I 12 has a natural interpretation from the point of view of theory of information and communication. Assume that we have observed the outcome of the random variable X 2 , what will this tell us about the possible outcomes when we observe X 1 ?
Consider the quantity
where p 1 (jjk) = p(j; k)=p 2 (k) is the conditional distributions of X 1 when the outcome (k) has been observed for X 2 . So (4.9) is the entropy of this distribution averaged over the probability distribution for the outcomes (k). From the inequality I 12 0 we know that (4.9) is no greater than H 1 . Furthermore, if they are equal the probability distribution is a product, meaning that the observation of X 2 does not tell us anything about X 1 . On the other hand, if (4.9) is zero, then observing X 2 determines the outcome (j) completely.
The correlation I 12 = H 1 ? (4:9) is clearly the average amount by which the entropy of the distribution of X 1 is reduced by the observation of X 2 . We can call this the information about X 1 given by the observation of X 2 , on the average.
Here, the two systems (1) and (2) actually have a symmetric role, so we could also call it the mutual information carried by the given probability distribution. In the theory of information and communication you can interpret the two random variables as representing the message sent from (1) and the message received at (2), respectively. If the channel of transmission is free of noise, the two random variables will be perfectly correlated, (4.9) will be zero, and I 12 = H 1 = H 2 . If 
More entropy inequalities State perturbation
Consider an open system evolution for the system S:
( 4.10) where is the density operator in the Hilbert space H of S. 
Ideal measurements
For an ideal von Neumann measurement V k = P k , a set of orthogonal projectors, and we nd S( ) = Hfp k g where p k = (P k ) is the probability of the outcome (k), and we write P k P k = p k We go back a moment to the models of quantum measurements discussed in Section 3.2. Again we take the initial state of the measurement apparatus M to be pure (which we can always do using the ancilla trick). Recall that with this simple model it holds that the statistics of the observations are the same for a pure initial state ( ) of the observed system S as for the mixed state
The joint state of S +M is di erent in the two cases, of course. With the pure initial state the entropy the whole system is zero. The evolution of the whole system is unitary, so the total entropy will not change. We nd that the partial states of S and M both have entropy Hfp(k)g; p(k) = S (P k ). Thus the correlation in the nal state is
On the other hand, if the initial state is already the mixture de ned above, then the entropy of the composite system is S S+M = Hfp(k)g, which is still invariant under the unitary dynamics, so we get the correlation in the nal state:
This is also the classical correlation in the joint distribution for operators P k Q where the Q are observables corresponding to the pointer states of M which allow us to read of the value of k with certainty. The di erence between the two values of the correlation is Hfp(k)g, and this quantity measures the loss of the quantum interference terms P j P k for j 6 = k.
Average entropy
Return to the general case (4.10). If we change the density operator by projecting out the diagonal elements 7 ! 0 := X k kk jkihkj this map is of the type considered in (4.12) if we set P k = jkihkj; p k = kk . From One can consider a number of similar problems in information theory using the quantum entropies. In the traditional transmission of signals from Alice to Bob (Valentines?) Alice can send messages in the form of quantum states k , with a priori probabilities p k , and Bob can read them using the methods of quantum measurements. What is then the value of the maximal information transmission rate?
This problem of the information capacity of a quantum channel has been discussed in the literature at some length. The answer (given some more precise premises) is that I S( X k p k k ) ?
This expression is called the Holevo bound. 2 The proof provided by Holevo is not very easy. The basic idea is to make a \code" which combines strings of several \letters" f k g into \words" in an optimal way, making each word carry as much information as possible. This is a quantum version of well-known results by Shannon for maximal utilization of transmission channels (of given bandwidth, for example). There has also been some work on the problem of how much energy has to be used in the transmission of information on the microscopic level.
