Rank-based procedures provide superior estimation and testing techniques when the data deviate from normality or contain gross outliers. However, these robust techniques are rarely incorporated in a nonparametric statistics or methods courses due to the lack of computational tools. One reason for this is the existence of certain unavoidable complexities in the numerical methods due to the absence of a closedform solution for the rank estimation problem. This article introduces a user interface, Web RGLM, which may be used to perform rank-based analyses of linear models across the World Wide Web. These models include simple location problems to complicated ANOVA and ANCOVA designs with multiple comparison procedures. The robust and least squares analyses are presented side-by-side for immediate comparisons. Web RGLM meets many of the computational demands of the classroom as well as the computational demands of quantitative researchers. Several illustrative examples are provided.
Introduction
Recent work on rank-based procedures for linear models has brought together a unified analysis of linear models analogous to the traditional analysis based on least squares. The rank-based analysis includes estimation, confidence procedures, testing of general linear hypotheses, and diagnostic methods. These rank-based analyses generalize the classical nonparametric rank procedures for one and two sample location Kimberly Crimin is a Senior Principal Biostatistician in a Non-clinical Statistics group at Wyeth. She also works with robust procedures for discriminant analysis. Asheber Abebe is Associate Professor of Statistics at Auburn University. His research interests include robust regression and classification and exact simultaneous inference procedures. Joseph McKean is a Professor of Statistics. His research areas include nonparametric and robust statistics, along with computational algorithms for these procedures. He has co-authored three books in statistics. E-mail him at: joseph.mckean@wmich.edu problems and they inherit the robustness and high efficiency of these simple methods. The recent article by McKean (2004) reviews this analysis while the monograph by Hettmansperger and McKean (1998) presents a thorough discussion of these rank-based analyses. Chapter 9 of the second edition of Hollander and Wolfe (1999) also offers a recent discussion of these methods. In Section 4, we give a quick overview of the rank-based analyses that are on our web page.
Traditional least squares analyses are based on estimation by minimizing the Euclidean (squared) norm, while the rank-based procedures are based on the minimization of a different norm. The minimization of this norm is a benign numerical problem which can be handled by existing numerical methods. However, to be of practical use these procedures must be easily computed. In this article we present an easy-to-use web version of these rank-based procedures. It allows the user to 'point-and-click' to perform these analyses for simple location problems through complex experimental designs. The output offers numerical results and diagnostic plots, produced by the R language; see Ihaka and Gentleman (1996) . Another advantage of the output is that it offers side-by-side comparisons of the robust and least squares (LS) analyses. If the analyses disagree then the user may choose to explore the data to determine reasons for this disagreement. This side-by-side comparison also serves as a very useful teaching tool. For instance, the student can immediately see the impact that perturbations of the data have on the LS and robust analyses.
Our web-based version of these analyses is discussed. Several examples are provided. It is found http://fisher.stat.wmich.edu/slab/RGLM/.
Web-Based RGLM RGLM, (Robust General Linear Model), is the name of the FORTRAN program that performs the robust general linear model estimation and hypotheses testing described in Section 5. It was developed by Kapenga, McKean, and Vidmar (1988) , and follows algorithms listed below. For the linear model e Xβ Y + = , the package RGLM returns a robust fit of this model. To make this program accessible to researchers, scientists and students, a web interface to RGLM was created. All the analyses discussed in this article were obtained using the Web based RGLM, which is available at http://fisher.stat.wmich.edu/slab/RGLM/.
The web interface to RGLM is module driven. Each module represents a different linear model that can be run using Web RGLM. Figure  1 is a screen capture of the home page for RGLM.
Note that many of the usual designs are given as options, from simple location models to complicated crossed factorial designs. When a user clicks on the name of the desired linear model (see Figure 1 ), a form is returned which allows the user to input the data and further customize the desired analysis. Some of the analysis options are: residuals and studentized residual plots, data plots appropriate for the model, contrasts along with type of interval, and type of scores used to estimate cell location (either Wilcoxon or signed-rank Wilcoxon). Each data input page describes the format of the input data set and contains an example data set. Data may be directly typed into the data entry window or entered as a file that resides on the user's machine.
The freeware R (Ihaka & Gentleman, 1996) is used to produce the residual and data plots. Clicking the "Submit Data" button will result in a run of the desired analysis with the selected options. Clicking the "Clear Form" button will result in a default form and an empty data window.
For each module, both the traditional and rank-based analyses are provided. This summary has served as a useful teaching tool in applied nonparametric courses and methodology courses, in general. For a given data set, students can easily see if there is a difference in the analyses. In the case where the analyses differ, students can then try to determine why they differ by using residual plots and exploring the data to see if the discrepancy is caused by outliers or decidedly non-normal data, etc. It forces them to decide which analysis, if any, to use. Further, students can easily see how sensitive the robust and traditional analyses are by changing data points. For example, consider a one-sample problem. By repeatedly changing a data point, in a few seconds the student can have the data base to do comparison sensitivity plots of the Hodges-Lehmann estimator and the sample average.
The Web version of RGLM will run on any browser that is compatible with forms and, if the user selected residual or data plots, with graphics. All of the computations are done on the side of the server, reducing the hardware and software requirements of the user and ensuring uniformity of the output.
Behind the Scenes
The Web version of RGLM is a collection of CGI scripts, written in Perl (see Srinivasan (1997) ), UNIX shell and FORTRAN programs. The statistical software R is used to obtain the user selected plots. The home page for Web RGLM and the input page for each linear model exist as separate HTML documents. The HTML page displaying the output is created by the CGI script once RGLM has executed. This section provides a brief overview of the behind the scenes workings of Web RGLM.
RGLM is the main FORTRAN program that performs the robust analysis. RGLM requires three input files of a specific format. One file contains options for the rank-based analysis, another file contains the X|Y augmented matrix, where X is the design matrix and Y is the data matrix, and the third file contains the hypotheses matrices. To shorten the learning curve for the user and to make Web RGLM 'point-and-click', a FORTRAN program creates the three RGLM input files from the information provided by the user in the data input page.
The use of a FORTRAN program to create the input files also provides some security for the server, since the form only sends data and options to the CGI program and not commands. Within the CGI program, the data is checked to make sure it only contains digits. If characters other than digits are found, then an error page is returned to the user indicating an The RGLM program allows the user to specify the name of the input file containing the augmented X|Y matrix and the hypothesis matrix, but does not allow the user to specify the names of the output files. To allow multiple users to run Web RGLM at the same time without clobbering each other, each user is assigned a user ID. The user ID maps to a temporary directory and all files created for that run are stored in the temporary directory. After the HTML page containing the output is returned, all files in the temporary directory are removed along with the temporary directory. If a user runs multiple analyses in the same web session, a temporary directory is created and removed on each run. An earlier version of Web RGLM stored the user ID as a cookie. In this previous version, the temporary directories were removed after a prescribed length of time. This caused unwanted complications when a web session exceeded the allowable time.
When a user selects data plots or residuals plots, the CGI program writes the R code to create the plots to a file. Then R is run in batch mode, producing a postscript file containing the plots. To display the plots in an HTML page, the postscript file is converted to a gif file using Netpbm graphics utilities available at sourceforge.net/projects/netpbm.
Examples
Using the Web version of RGLM we offer three illustrative examples of the rankbased analysis, comparing it with the traditional Least Squares analysis in each case. We use the default Wilcoxon scores. These scores are based on a linear score function (see Section 5.2) and for the one and two-sample location problems these scores result in the usual Mann-WhitneyWilcoxon analyses. They require no tuning constants. Other scores can be used, as briefly cited in Section 4.
Analysis of Covariance: Snake Data Set
The dataset used for this example was discussed in Afifi and Azen (1972) . The purpose of the experiment was to compare methods of reducing human's fear of snakes. There are three methods intended to reduce ones fear of snakes and one control, or placebo. Forty subjects were randomly assigned to the four treatments. To measure ones fear of snakes, a behavior approach test was used to determine how close one could walk towards a snake without feeling uncomfortable. The behavior approach test was given to each subject before and after treatment. The score on the before treatment test was taken as a covariate.
To obtain the rank-based analysis of this data set using Web RGLM proceed as follows: from the home page, click on "Oneway" under Analysis of Covariance Models (see Figure 1 ) and drop the data and covariate into the data boxes. For this analysis, we included covariate by treatment interaction in the model and used cell medians as the estimates of location.
There are several options for plots available to the user. For the analysis below, we requested covariate versus response by treatment, residuals versus fitted values and a normal q-q plot of the residuals. These plots are shown in Figure 2 and Figure 3 , respectively. The residual plot indicates that the data are heteroscedastic which can be eliminated by the square root transformation applied to the response variable. Figure 4 contains the analysis part of the output from Web RGLM. It is clear from the plots of the response, final distance, by treatment, Figure 2 , that the treatment slope parameters are not the same. The comparison analyses show that the robust F-test for parallelism detects this difference with a p value of 0.01, but that the LS F-test with p value is 0.09 fails to detect this difference at the 5% level. Based on the q-q plot of residuals, Figure  3 , the underlying error structure appears to be heavy tailed, so the difference in the analyses is not surprising.
One-Way Analysis: Creatine Data Set
For our second example we have chosen a data set from a pharmaceutical study. The data set contains the results of an experiment that was run on mice to determine the effects of different doses of an experimental compound on the amount of creatine cleared from the body. The mice were randomly divided into six groups. The first group formed the control which had a dose level of 0 of the compound. The other five groups each had a different dose of the compound. The data have been corrected for the body weights of the mice. Thus the appropriate design is a one-way design. Besides the test of an overall effect, it was of interest to compare the five groups to the control. On the RGLM page, "Oneway" was selected.
One of the plots we checked on the form was the comparison boxplots of the levels which is shown in Figure 5 . Besides the apparent outliers, this plot indicates that all the treatment levels may be significantly different from the placebo.
For the contrast query on the RGLM one-way page, we checked versus control and entered the level (1) for the control. We selected the Tukey-Kramer multiple comparison procedure, (MCP) . As shown in Figure 6 , the Wilcoxon ANOVA detects these differences, the F-statistic has the value 7.24 with p-value 0.00001. In contrast, note that the LS F-statistic has p-value 0.056. The outliers impaired its Figure 6 summarizes the MCP study. For the Wilcoxon analysis, the Tukey-Kramer procedure declares that all five levels differ significantly from the control while the LS version of the Tukey-Kramer procedure only declares that the third level differs significantly from the control. (1)
Besides estimating the regression coefficients, the following two hypotheses are of interest: 0 : 
Conclusion
The statistical computation tool introduced in this article uses state-of-the-art web interfacing to provide users access to robust nonparametric methods. In addition to the traditional ASCII text output provided by RGLM, Web RGLM provides graphics for visual assessment of the data and model diagnostics. Graphics associated with rank-based procedures have customarily been produced using other statistical software after the output from RGLM is manually edited. With the web interface available, this cumbersome activity is now unnecessary. Moreover, the user is not limited to specific score functions. The RGLM Format page gives the user the option of choosing a score function, in addition to several other options, thus, retaining the flexibility of RGLM. There is an online manual describing customized analyses which the user can download. There is an experimental companion to Web RGLM that uses high breakdown (HBR) techniques. This can be found at the URL: http://fisher.stat.wmich.edu/slab/RGLM/HBR2. As with the Web RGLM page, it offers side-byside comparisons of the high breakdown and LS fits. These techniques, developed by Chang et al. (1999) , use a stochastically weighted Wilcoxon norm to obtain estimators that are robust to outliers in both design and response space, while the Wilcoxon analysis is only robust in response space. We plan on finishing this page in the future. Also, we are planning future expansions of the page to other designs, including nested designs, generalized estimating equations, nonlinear models, and mixed models. The recent monograph by Hettmansperger and McKean (1998) ('HM' hereinafter) gives a detailed treatise of rankbased procedures for handling problems of estimation and testing in situations ranging from the simple one sample location problems to the highly complicated multi-factor experimental designs. In this section we briefly review rankbased estimation and testing procedures and direct the reader to HM for further details. 
R-Estimation
The estimate of η will be obtained by minimizing the distance between Y and the space Ω . The distance we minimize for Restimation is based on the R pseudonorm defined as The R-estimator of η is a vector
The R-estimates are analogous to the least squares estimates. Suppose we use the is the projection matrix onto the column space of the centered design matrix X . To obtain the R-estimates we simply replace the Euclidean norm by the norm given in (6).
Estimation of Regression Coefficients
Rewriting (4) As a final note we mention that the QRdecomposition can be used to form reduced model design matrices for testing the hypotheses in (5) (see Theorem 3.7.2 of HM).
