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Abstract
Long-Range Dependence (LRD) and heavy-tailed distributions are ubiquitous in natural and socio-economic data. Such data can be self-similar whereby both LRD and heavy-tailed distributions contribute to the selfsimilarity as measured by the Hurst exponent. Some methods widely used in the physical sciences separately estimate these two parameters, which can lead to estimation bias. Those which do simultaneous estimation are based on frequentist methods such as Whittle's approximate maximum likelihood estimator. Here we present a new and systematic Bayesian framework for the simultaneous inference of the LRD and heavy-tailed distribution parameters of a parametric ARFIMA model with non-Gaussian innovations. As innovations we use the α-stable and t-distributions which have power law tails. Our algorithm also provides parameter uncertainty estimates. We test our algorithm using synthetic data, and also data from the Geostationary Operational Environmental Satellite system (GOES) solar X-ray time series. These tests show that our algorithm is able to accurately and robustly estimate the 
Throughout our paper we will follow Embrechts & Maejima [11] , by defin- 
The presence of LRD affects the predictability of systems and their long-term 19 behaviour and has thus continued to be controversial.
20
For reasons that are as much historical as technical [16, 27] , the pa- 
36
A second type of non-Brownian phenomenon had also been recognised 37 by Mandelbrot [25] . This was the non-Gaussian increments, with "heavy"
38
power-law tails in the pdf, Bayes' theorem states that:
where p ψ is a prior probability density on the parameters ψ, and π ψ is the analytically intractable.
118
Our paper is structured as follows: In section 2 we describe our inference 119 approach for the memory parameter d which is related to J as J = d + 0.5.
120
Section 3 is the main part of the paper and describes the extensions of the 
Non-Gaussian innovations

157
In the literature on ARFIMA models, Gaussianity of the innovations 158 is typically assumed. This assumption is made for at least three reasons.
159
Firstly, Gaussian analysis often turns out to be mathematically convenient 
175
We define the tail behaviour as follows:
for some positive constants a and C. Such a distribution will be referred 177 to as 'heavy-tailed' if α is between 0 and 2. Clearly for such distributions, 178 moments only exist up to the a-th one. If X is heavy-tailed with parameter 179 exponent a then:
One example of a heavy-tailed distribution is the family of stable distribu-181 tions. 
Stable distributions
183
A random variable X is said to have a stable distribution, denoted X ∼ 184 S α,β (γ, δ), if there are parameters 0 < α ≤ 2, −1 < β < 1, γ positive and δ 185 real, such that its characteristic function has the following form:
The support for the stable distribution is the whole real line, except in 187 the case where α < 1 and β = ±1, in which case it is limited to a semi- 
Cauchy distribution, and S 1/2,1 (γ, δ) is the Lévy distribution.
195
Because for α < 1 the process has no mean, which causes many difficul-196 ties in LRD parameter inference, we will assume henceforth that 1 < α ≤ 2.
197
We denote by parameters δ and γ the 'location' and 'scale' parameters re-198 spectively. Although the density is nearly always non-analytical, the stable 199 distribution does satisfy a location-scale density [16] of the form:
Consequently one need only be concerned with the 'standardised' stable dis-
201
tributions with δ = 0 and γ = 1, which will be denoted using the shorthand
202
S α,β with corresponding density f S (·; α, β ).
203
Typically the parameter controlling the tail decay, α, is referred to as Throughout the remainder of this section, it will be assumed that a pro-207 cess {X t } is both causal and invertible and has Wold expansion:
where the coefficients {ψ k } are real and 2 -convergent, and the innovations 209 {ε t } are independent and identically distributed S α,β (γ, 0) for some 1 < 
was required to ensure causality and invertibility. In the stable case, the 216 following stronger condition exists:
Note that this is consistent with the α = 2, Gaussian, case (10). The region
218
of allowable values of the pair (α, d) is shown in figure 1 . The most significant challenge in the stably-distributed ARFIMA pro-
238
cesses scenario is the efficient computation of the log-likelihood. We need to 239 be able to compute the logarithm of the density f S (x; α, β) for any α > 1,
240
−1 < β < 1 and real x. To compute the log-likelihood efficiently, note that
241
we actually seek to evaluate the same density at n points simultaneously. For the characteristic function ϕ of stable processes (7) is the 'Fourier-dual' of 246 the probability density function:
In particular, [36] showed that this integral can be approximated by a sum 248 which, using an N -sized FFT, can calculate (to an arbitrary precision) the 249 values of f S (y k ; α, β) on an N -grid of equally spaced values {y k } where:
for some N and h. Once this grid has been calculated, the densities 251 f S (x 1 ; α, β), . . . , f S (x n ; α, β) can be evaluated by linear interpolation.
252
There are several issues to note regarding implementation of this scheme. Firstly, the choice of parameters N and h is important. The number of points in the grid is N , so a larger N generates a larger grid (at mild computational expense since the FFT has complexity O (N log N ) ). The spacing between points is h, so a smaller h produces a more detailed grid. If the data are fat-tailed, the maximum of |y k | would be expected to be large which means that N h must also be large. This means making N large, at the expense of slowing the FFT, or making h large, at the expense of losing detail in the interpolation. We will therefore use fixed values for N and h (N = 2 13 , h = 2 −10 ) and use a series expansion to calculate the remaining outliers by noting that for 1 < α ≤ 2 the density f S (x; α, β) has the following asymptotic expansion for x → ∞ [2, 33]:
and tan(β * ) = − β tan(πα/2).
Further refinements to this FFT-based approximation of stable densities 253 were described by [33] , which included numerically calculating the integral in 254 (12) using Simpson's rule, and replacing the linear interpolation with cubic 255 splines. In practice, we found that there was no noticeable advantage to 256 using these more costly techniques in the long memory context.
257
To simplify matters, we assume a two-dimensional uniform joint prior 258 over the allowable region ( Fig. 1) :
Note that this prior places zero probability on α = 2, i.e. the Gaussian.
260
Because of their qualitatively different behaviours, we will not try and include 261 the cases of α = 2 and α < 2 in the same analysis.
262
The prior (13) results in the marginal prior for d being no longer uniform:
Similarly, the marginal prior for α:
d and α are updated as follows:
for some σ 2 α . These proposals are accepted/rejected according to:
.
An alternative approach would be to propose the pair (d, α) jointly, but would be a unit mass prior). In this case, any prior can be used for d.
269
Tuning of the proposal variance σ 2 α is achieved using the same automatic 
309
There is some mild correlation between the posteriors of α and γ (not 310 shown). This is not surprising since both parameters affect the 'variabil-311 ity' of the underlying stable distribution. However the algorithm is able to 312 successfully disentangle the scaling effects of γ and the shaping effects of 313 α. Finally, an analysis varying the length of times series n, was performed.
314
From Fig. 4 we see that a n −1/2 rule applies for stably distributed processes.
315
Note also the relative decreases in posterior standard deviation obtained by is because, as remarked upon earlier, the parameter β becomes increasingly 335 unidentifiable as α increases, and at the Gaussian limit it is irrelevant. 
t-distribution
337
To demonstrate the flexibility of our Bayesian MCMC algorithm, we will 338 now briefly consider using t-distributed innovations. To our knowledge, there 339 is no literature concerning long memory models with t-distributed innova-340 tions, most likely because of the reasons given at the end of the introduction.
341
The t-distribution acts as a useful intermediate between the Gaussian and the 342 power law-tailed α stable distributions. To see this, consider its probability 343 density function:
As x → ∞ the probability density function behaves as ∼ Ax −ν−1 for some A
345
and consequently the tail function behaves as P(X > x) ∼ Bx −ν for some B.
346
By comparison with (5) we see that such distributions are power law-tailed.
347
However, unlike the stable distribution which allowed the tail exponent to 348 be only 0 < a < 2, here ν may take any positive value, leading to power law (α = 1 and 2 respectively).
357
Turning attention to t-distributed long memory processes, it will be useful 358 to generalise (14) to obtain a scale-location distribution satisfying (8):
Such a t-distribution has variance γ 2 ν ν−2 for ν > 2 (and infinite for ν ≤ 2).
360
Throughout the remainder of this section we will restrict attention to the 361 'intermediate' t-distributions that have finite variance, ν > 2. As with the 362 stable distribution, the scale parameter will be notated as γ rather than σ 363 to avoid implying that it is also a standard deviation.
364
Due to the modularisation of the method outlined [17], it is relatively 365 trivial to incorporate the t distribution into the Bayesian framework. Calcu-366 lation of the log-likelihood is straightforward given the density. The prior for 367 ν can be chosen to be anything supported on the positive half-line. There is 368 no standard non-informative prior for ν, so we will use an exponential prior 369 truncated to the right of ν = 2:
for some λ to be chosen. Using a prior that is independent of the other model 371 parameters again allows simplification in the Metropolis-Hastings step. To
372
propose new values of ν, we will use the same exponentiated random-walk 373 as for the scale parameter described, although restricted to ν > 2: 
