Abstract-We challenge the perception that we live in a "proper world," where complex random signals can always be assumed to be proper (also called circularly symmetric). Rather, we stress the fact that the analytic signal constructed from a nonstationary real signal is in general improper, which means that its complementary correlation function is nonzero. We explore the consequences of this finding in the context of stochastic time-frequency analysis in Cohen's class. There, the analytic signal plays a prominent role because it reduces interference terms. However, the usual time-frequency representation (TFR) based on the analytic signal gives only an incomplete signal description. It must be augmented by a complementary TFR whose properties are developed in detail in this paper. We show why it is still advantageous to use the pair of standard and complementary TFRs of the analytic signal rather than the TFR of the corresponding real signal.
I. INTRODUCTION
A COMMON assumption underlying almost everything we do with complex random signals is that they are proper. A complex continuous-time zero-mean signal is called proper [1] (sometimes also circularly symmetric [2, Sec. 8.1]) if for all pairs . Propriety is one of the least challenged suppositions in signal processing. It is usually implicitly assumed but rarely explicitly stated. Proper complex random signals are convenient to analyze because they behave very much like real signals. Yet, the question is, "Do we really live in a proper world?"
The first series of papers to extensively deal with improper complex random vectors and processes were co-authored by Picinbono et al. [3] - [6] . In [6] , it was shown that the analytic signal constructed from a wide-sense stationary (WSS) real signal is always proper but that an analytic signal corresponding to a nonstationary real signal is, in general, improper. In our paper, we explore the consequences of this finding in the general context of stochastic time-frequency analysis in Cohen's class [7] , which is the class of quadratic time-frequency representations (TFRs) that are covariant to shifts in time and frequency. So far, few researchers have paid attention to the possibly improper nature of analytic signals in time-frequency analysis. A notable exception besides the already-cited papers includes the treatment of cyclostationary signals in [8] and [9] . However, the analysis in [8] and [9] is set in the framework in fraction-of-time probabilistic analysis, which is based on time-averages rather than ensemble-averages. While this framework is appropriate for cyclostationary signals, it is not for generally nonstationary signals.
The flow of ideas in this paper is as follows: In Section II, we develop most of the tools required for a second-order description of nonstationary real signals. Of all representations of nonstationary processes, it is certainly easiest to attach intuition to time-frequency distributions. In our case, however, oftentimes more insight can be gained from looking at the (bivariate) Loève spectrum, which gives a frequency-frequency description. Since the Loève spectrum of a real process satisfies two symmetries, a wedge of the two-dimensional (2-D) plane determines the whole spectrum. This wedge is called the principal domain, in analogy to the terminology used with higher order statistics [10] , and it plays an important role throughout this paper.
Quadratic TFRs suffer from interference terms. In an effort to minimize these terms, TFRs are often applied to the analytic signal rather than its real counterpart [11] , [12] . The reasoning behind this is that since an analytic signal does not have energy at negative frequencies, there are fewer frequency components that can interfere with each other. However, as we will show in Section III, the standard TFR based on the standard correlation of the analytic signal gives only an incomplete second-order signal description. In a frequency-frequency representation, just considering the standard TFR amounts to neglecting half the principal domain. In order to take the other half into account, the complementary TFR based on the complementary correlation must be looked at. In Section III, we develop properties of this complementary TFR and illustrate its importance through examples. We also demonstrate why it is still advantageous to use the pair of standard and complementary TFRs of the analytic signal rather than the TFR of the corresponding real signal.
The use of the analytic signal is intended to reduce the redundancy inherent in a time-frequency plot. Yet, a description based on the standard and complementary TFR of in general still contains redundancy. In a frequency-frequency representation, this means that the description covers more than the principal domain. In Section IV, we investigate how this remaining redundancy manifests itself and how it can be gotten rid of, if necessary. We illustrate this by way of the Wigner-Ville and Rihaczek TFRs.
It should be noted that, of course, the improper nature of nonstationary analytic signals has implications that affect almost every aspect of signal processing and not just time-frequency analysis. In a companion paper [13] , we look at the problems of detection and estimation of nonstationary signals in noise.
II. SECOND-ORDER DESCRIPTION OF NONSTATIONARY REAL SIGNALS
Let us start by introducing some tools required for dealing with nonstationary processes. Since we do not want to assume that we know how to handle complex signals yet, we will begin with a real zero-mean nonstationary continuous-time signal , which we suppose to be harmonizable. Then, its Cramér-Loève spectral representation is given by [14, p. 474] , [15] (1) which is a mean-square convergent integral, and is a nonorthogonal increment process with 1 (2) If is absolutely continuous, then , and we can write
We call the bivariate function the Loève spectrum of . As is common practice [18] , we will allow to contain delta functions, which has the advantage that integrals with respect to work like integrals with respect to without the additional requirement of absolute continuity of . We will thus use representation (3) in the following.
The inverse 2-D Fourier transform of yields the bivariate correlation function (4) Because of (3), the 2-D Fourier transform is defined with different signs on and in the exponent. The Loève spectrum satisfies two symmetry properties (5) 1 We remark that there also exist other ways of representing nonstationary processes. An example is the Wold-Cramér representation, which uses an orthogonal increment process and replaces the exponential functions in (1) with more general functions A(t; f ) [15] . The Wold-Cramér representation is the basis for Priestley's evolutionary spectrum [16] , [17] , which is another class of TFRs. Since Wold-Cramér's increment process is orthogonal, the discussion in this paper does not apply to Priestley's evolutionary spectrum. (6) The latter property is owed to the fact that is real, and therefore,
. Because of these symmetries, it is sufficient to compute in the wedge , which, in analogy to the terminology for stationary higher order spectra, will be called the nonredundant region or the principal domain [10] . Knowing the values in determines the complete Loève spectrum. In the stationary limit, the Loève spectrum collapses to the delta ridge with non-negative power density spectrum . Fig. 1(a) illustrates the symmetry properties and the stationary manifold . There is no such thing as a power density spectrum for nonstationary processes. However, for describes an energy density spectrum, provided we are willing to accept the fact that might contain delta functions, i.e., is unbounded.
A bivariate function that satisfies the symmetries (5) and (6) is not necessarily a valid Loève spectrum of a real random process . For this to be true, must be a positive semidefinite kernel on , that is, for all continuous complexvalued functions , we must have
This quantity is nothing but the instantaneous power at time of a nonstationary random process passed through a time-invariant filter with complex frequency response and is therefore non-negative. If we let approach , we obtain the property that the energy density is non-negative. Furthermore, application of the Cauchy-Schwarz inequality to (8) gives the condition (9) if, again, we let and approach delta functions. This bound can be used to derive the shape of the support for bandlimited processes. If the process has bandwidth , then for . Therefore, must be zero outside the square shown in Fig. 1(a) .
Condition (9) is necessary but not sufficient to guarantee that satisfies (7), and is thus a valid Loève spectrum. To see that it is not sufficient, just consider the function defined by (10) For functions concentrated near two points, the double integral (7) will always be non-negative for , but for functions that are concentrated near three points, the double integral can become negative. Deleting the star in the definition of (3) has the following effects: It changes the symmetry properties (5) and (6) to and , respectively, and the bound (9) to with . The principal domain is left unchanged. The 2-D Fourier transform must then be defined with equal signs on and , and therefore, the stationary manifold becomes . We point out, however, that which definition is used for the Loève spectrum is mainly a matter of taste. It does not have fundamental consequences. Since it is customary to use (3), we will stick with our original definition.
The Loève spectrum and the correlation each comprise a complete second-order description of . However, it is hard to attach intuition to them. More insight into the nonstationary nature of can be gained if the correlation function is expressed in terms of a global (absolute) time variable and a local (relative) time lag . One way to do this is to split the time lag symmetrically (11) Equivalent representations of can be found by applying Fourier transformations to and/or , as shown in the following diagram: (12) Each arrow represents a Fourier transform in one variable, with the cautionary remark that we might require the use of delta functions in any of the four corners of the diagram. The variables and are global (absolute) variables, and and are local (relative) variables. As supported by intuition, a Fourier transform applied to a local time lag yields a global frequency variable, and a Fourier transform applied to a global time variable yields a local frequency variable. Especially interesting in the four-corners diagram (12) is the (global) time-(global) frequency characterization , which is called the Wigner-Ville distribution (WVD). The WVD is the most prominent member of Cohen's class [7] . This class contains all time-shift and frequency-shift covariant quadratic TFRs. Although it is possible to express Cohen's class in terms of any of the four functions in (12) , it is usually done in terms of the ambiguity function and a kernel
There are many desirable properties that one can require of a TFR. These properties can then be expressed as restrictions on the kernel in (13), [18] . A usual requirement is that a TFR must be invertible, which means that it is possible to reconstruct and, thus, from in (13). Another constraint is obtained if we insist on a unitary transform that preserves the inner product, which can be important in time-frequency formulations of detection problems [19] . Then, we have the requirement . This is trivially satisfied by the WVD, where but, more generally, by the generalized Wigner distribution, for which with parameter . The generalized Wigner distribution is given by (15) Choosing produces the Rihaczek distribution (RD) [20] . It is obtained as (16) Although the RD is less popular than the WVD (to some extent because it is complex valued), it has an evocative geometric interpretation [21] . Since we have assumed to be harmonizable, evaluation of (16) shows that is the correlation between and its infinitesimal Fourier generator (17) It is possible to construct a four-corners diagram as in (12) for any TFR in Cohen's class. For both the WVD and the RD, it is sometimes also instructive to look at their corresponding bivariate spectral correlation and . They are related to the Loève spectrum by and . This means that the Loève frequency variables and are transformed as to obtain the spectral correlation corresponding to the WVD and as to obtain the spectral correlation corresponding to the RD. It is shown in Fig. 1(b) and (c) how these transformations shape the principal domain and its symmetries.
III. SECOND-ORDER DESCRIPTION OF NONSTATIONARY ANALYTIC SIGNALS
It is now time to turn to complex signals. As shown in [6] and as will also become evident shortly, a complete second-order description must consider two functions: the standard Hermitian correlation and the complementary correlation . In this paper, we only look at the most important example of a complex signal: the analytic signal corresponding to a real signal . It is computed as , where denotes the Hilbert transform of . The analytic signal plays a prominent role in time-frequency analysis. A major motivation for using the analytic signal instead of its corresponding real signal is given by quadratic estimators of TFRs: These estimators all suffer from interference terms (also called ghost-or cross-terms) when they are applied to multicomponent signals. These interference terms can be reduced when considering the analytic signal. The reason seems obvious. Since an analytic signal does not have energy at negative frequencies, there are fewer frequency components that can interfere with each other [11] . However, since it is more accurate to think of TFRs as distributions of correlation rather than energy, this argument requires more thought.
In the stationary case, we know that the power spectrum of the analytic signal is zero for negative frequencies and equals twice the power spectrum of its corresponding real signal for positive frequencies. One might be tempted to jump to conclusions in the nonstationary case. However, we will be cautious and determine the relation that the Hermitian and complementary spectra of an analytic signal bear to the spectrum of its corresponding real signal.
A. Frequency-Frequency Characterization
Assuming harmonizability of and remembering that , we may write and as
where denotes twice the Heaviside step function:
Consider first the bivariate Loève spectra. Making use of (3), (18) , and (19) and observing that the 2-D Fourier transform is defined with different signs on and in the exponent, we obtain (21) (22) Thus, cuts out the first quadrant and the fourth quadrant of the Loève spectrum of , as illustrated in Fig. 2(a) . It is shown in Fig. 2(b) and (c) how (21) and (22) cover the principal domains for the Wigner-Ville and Rihaczek spectral correlations and . Because the Hermitian and the complementary spectrum just select different quadrants in , they also inherit the symmetry properties of , namely, is Hermitian symmetric, and is symmetric. It is important to note that neither nor alone covers the entire nonredundant region derived above. Therefore, a complete second-order description must include both and . The Hermitian spectrum only gives an upper bound on the complementary spectrum [6] , which can be obtained from (9): (23) This bound is always valid (not only for analytic signals). We recall, however, that this bound is only a necessary and not a sufficient condition that has to satisfy in order to be a valid complementary spectrum. This point was not made clear in [6] .
In the stationary limit, the Loève spectrum of collapses to , with non-negative power spectrum [see Fig. 2(a) ]. It is clear from this picture, but also from the bound (23) , that a WSS analytic signal must satisfy and (which has also been noted in [6] ) and is therefore proper. The second-order characterization of proper signals is completely given by the Hermitian correlation and in the stationary case by the power spectrum . However, being WSS is obviously only a sufficient, and not a necessary, condition for to be proper. Any signal whose spectral correlation is zero in the second and fourth quadrants will produce a proper . It is important to note that we define complex signals to be WSS if and only if both the Hermitian correlation and the complementary correlation are functions of the time difference only. This definition stands in contrast to the definition of [6] and [22] , which just requires the Hermitian correlation to be a function of only; the situation where both Hermitian and complementary correlation are functions of the time difference only is called "second-order stationary" in [6] . The reasoning behind our definition is that we prefer an analytic signal to be called WSS if and only if its corresponding real signal is WSS. Section III-C gives an example of an analytic signal, constructed from a nonstationary real signal, whose Hermitian correlation is a function of only and whose complementary correlation is not. The definitions used in [6] and [22] call this analytic signal WSS, whereas our definition does not.
Finally, we have two additional remarks: First, WSS signals that are complex but not analytic do not have to be proper [23] .
Second, propriety is a second-order concept that says nothing about higher order statistics of the signal.
B. Time-Frequency Characterization
Thus far, we have noted that nonstationary analytic signals are in general improper and established the consequences for frequency-frequency distributions. We would now like to gain additional insight. To this end, we look at a time-frequency characterization of the analytic signal . From what has been said above, it is clear that for complex signals, we generally have two four-corners diagrams (standard and complementary) (24) and a complete time-frequency characterization of the analytic signal is given by and together. Let us look at the Rihaczek distribution. Evaluation of the standard and the complementary TFR gives (25) (26) Thus, together, and measure the correlation between the analytic signal at time and the infinitesimal Fourier generator of its corresponding real signal at frequency . Moreover, gives this correlation for positive frequencies and is zero for negative frequencies, whereas does the opposite. It is important to note that neither nor alone gives a complete time-frequency characterization of or, equivalently, . It is really the mixed TFR that does this, and and just cut out two different half-planes of this distribution.
The reader might wonder why is nonzero for negative frequencies in the first place. After all, is not the analytic signal supposed to have zero energy density for negative frequencies? This brings us to a very important point. In the literature, it is common to interpret TFRs as energy distributions [18] , 2 [24] , even though a TFR in Cohen's class does not have to be real, and even if real does not have to be non-negative. The rationale behind the term "energy distribution" is that if one puts mild conditions on the kernel , a TFR in Cohen's class satisfies the time marginal instantaneous power at time , and the frequency marginal energy density at frequency . Note that while is real valued, is generally not, although only its real part is required to reconstruct . In any case, it is clearly not possible to determine from without the knowledge of the complementary TFR . However, from (27), it is also obvious that a complete time-frequency characterization is alternatively given by the mixed TFR . Although (27) does not hold in general for Cohen's class, the statement that either together with , or alternatively , comprise a complete time-frequency characterization is still valid for any TFR in Cohen's class. This can be summarized in the following diagram:
(29)
At this point, one might ask if it is still advantageous to use the analytic signal instead of the real signal itself since there is not only but also to consider. To answer this, we have to go back to what prompted the use of the analytic signal in the first place: It was the desire for a TFR that is easily readable and interpretable. Even though gives a complete second-order description of the real process (as long as the TFR is invertible), people prefer to use the corresponding analytic signal instead. The reason is that interference terms due to unnecessary redundancy in the TFR of make it difficult to interpret. The pleonasm "unnecessary redundancy" emphasizes that, of course, we do not want and do not expect to lose information when using the analytic signal. However, looking only at but not , we do just that: We lose information about because we cut too much "redundancy." We must remember that interference terms are the price to pay for a TFR to be invertible, i.e., a complete second-order characterization of the process. Only redundant interference should be removed.
Here is what we should do: From (27), we see that using instead of cuts the number of interference terms in half while still keeping all the information about . Even better, we can use together with rather than . This can present an advantage for three reasons. First, interference terms are separated into two different TFRs and cannot overlap. Second, the mechanism of interferences is different in the standard TFR and the complementary TFR. Finally, this also means that we can retain the interpretation of as an energy distribution, if we so desire. Thus, in the diagram in (29), readability of the TFR improves from left to right. As we have seen in (25) and (26), the Rihaczek distribution presents an important special case because it provides an automatic separation of the standard TFR and the complementary TFR in the positive and negative frequencies of . Before leaving this section, we should point out that the complementary TFR is (almost) irrelevant in the deterministic case. As is well known [18] , [24] , a complex deterministic signal can be reconstructed from the deterministic ambiguity function apart from a pure phase since
The remaining phase uncertainty can be removed if is known. It is very well possible that the irrelevance of the complementary TFR in the deterministic case is responsible for the fact that has, most of the time, been overlooked in the stochastic case as well. [23] , [25] .
C. Examples
It is straightforward to construct simple examples of complex nonstationary signals, where the complementary correlation is not zero. Consider, for instance, a randomly modulated linear chirp , where is a random variable with characteristic function . The complementary correlation is , which cannot be zero for all pairs . Another example is the amplitude modulated signal with random carrier (31) where is a real WSS process with power spectrum , and is a random variable with probability density . The case where is a known number has also been discussed in [8] . Assuming independence of and , simple calculations give the Loève spectrum (32) Let us further introduce the assumption that takes on only a finite number of distinct values with equal probability, and all these values are multiples of some (33) Then, is cyclostationary. The Wigner-Ville spectral correlation can be computed to be (34) Fig. 3 shows this spectral correlation for and a process with bandwidth . When we construct the analytic signal corresponding to , then is given by the first summand in the sum (34) for positive and by the second summand for positive . The WVD is obtained by taking the inverse Fourier transform of the spectral correlation with respect to . Thus, is constant in , whereas only displays a periodic behavior in . Therefore, a description based only on fails to capture the cyclostationary nature of . Rather, it would lead us to wrongly conclude that is WSS.
Moreover, assume that a priori we do not know and . Then, it is not possible to determine either of them from alone because the replicas of overlap on the -axis. Yet, if we have access to , both and may be recovered.
IV. FURTHER REDUCTION OF REDUNDANCY
Notice in Fig. 2 that the standard and complementary spectral correlations and together cover more than the principal domain . Does this mean that a second-order description of the real process by and obtained from the corresponding analytic signal still contains redundancy? The answer depends on the TFR employed. We will illustrate this point by looking at the RD and the WVD, whose spectral correlations are depicted in Fig. 2(b) and (c) .
The Wigner-Ville spectral correlation of real possesses a Hermitian symmetry in the local frequency variable of the spectral correlation: . The standard spectral correlation of analytic is the northern diamond of . Therefore, the standard TFR as the inverse one-dimensional Fourier transform of is real. This realness can be viewed as an optimum use of redundancy. On the other hand, the complementary spectral correlation is the eastern diamond of . This diamond by itself does not possess a conjugate symmetry in , and therefore, is complex. However, is the sum of the four diamonds , and . If we add the western diamond to the eastern diamond , we have a conjugate symmetry in , and the inverse Fourier transform of these two diamonds together is Re . We also observe that has an additional symmetry in . Thus, Re is sufficient to describe the complementary time-frequency behavior of . To summarize, a complete time-frequency description without redundancy of real is given by real and Re , both for only. This conforms with (28), where we found that reconstruction of is possible from these quantities only.
For the Rihaczek spectral correlation [see Fig. 2(b) ], the situation is different because it has no conjugate symmetries with respect to coordinate axes or that would make a TFR real. Here, our approach is to actually limit the support of both the standard and complementary TFR to the principal domain, which is very much in the spirit of the analytic signal. Mathematically, this can, in general, be expressed in terms of the Wigner-Ville spectral correlation by (35) (36) and to obtain the Rihaczek distribution, we choose the frequency-frequency kernel . It is known [18] that if a signal is localized to neighborhoods of two points and , then the signal-and cross-terms of the standard RD are located at four corners of a time-frequency rectangle with sides parallel to the axes and with opposite corners and . For a linear chirp, this means that the distribution actually covers the entire rectangle spanned by (the start coordinates of the chirp) and (the end coordinates). Fig. 4 (a) and (b) show the absolute value and real part of the standard RD of a deterministic linear chirp, and we see that only the real part reveals the chirp. However, when we remove the redundancy in Figs. 4(c) and (d), we also remove half the interference terms, and the chirp becomes evident in both absolute value and real part. The removal of redundancy should not be confused with time-or frequency-smoothing because no resolution in time and frequency is lost.
We should not overlook, however, that the removal of redundancy also comes at a price. For the standard TFR, the modified kernel does not satisfy all the properties of the original kernel. In particular, the RD with removed redundancy is not unitary anymore. In addition, from (36), it is obvious that the modified complementary TFR is not a member of Cohen's class. For these reasons, it depends on the application if the removal of redundancy is advantageous or not.
V. CONCLUSION
We are not claiming that every complex nonstationary signal is improper. However, with the exception of papers such as [6] , [8] , and [9] , not many researchers have considered the possibility of improper signals in time-frequency analysis. Yet the implicit assumption of propriety, when made without reflection, is dangerous because the analytic signal constructed from a nonstationary real signal is in general improper. Thus, when dealing with a problem involving complex signals, one should always check whether the supposition of propriety is really warranted; for instance, many QAM signals are indeed proper, but BPSK and CPM signals are not. If a signal is improper, then this paper provides tools for its analysis in the time-frequency domain.
We have stressed the important role of the complementary TFR when using the analytic signal in stochastic time-frequency analysis and developed its properties. Still, oftentimes, it is a frequency-frequency description rather than a time-frequency description that provides the most insight. In this paper, we have used the principal domain to illuminate why the standard TFR does not give a complete signal description and why a description by standard and complementary TFRs together still contain some redundancy.
