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Resumen
La clasificacio´n de un brote con la categor´ıa de epidemia requiere del cumplim-
iento de determinados para´metros epidemiolo´gicos y estad´ısticos que necesitan de un
estudio simulta´neo; la teor´ıa matema´tica ayuda a los epidemio´logos en la deteccio´n
de las epidemias en aquellos casos en los que no esta´ clara su evidencia. Actualmente
estas situaciones se han comenzado a estudiar mediante las denominadas te´cnicas de
clustering (del ingle´s cluster que significa aglomeracio´n), apoyados en productos de
software especializados en el tema. El presente trabajo esta´ encaminado al estudio
actualizado de dichas te´cnicas y a su mejoramiento mediante la inclusio´n de factores
de riesgos. Se expone una aplicacio´n con datos reales.
Palabras-clave: clases de enfermedad, interaccio´n espacio-temporal, estad´ısticas Scan.
Abstract
Classification of an outbreak with the category of epidemics requires that some
epidemiological and statistical parameters, which have to be studied simultaneously,
are satisfied; mathematical theory helps epidemiologists in the detection of epidemics
in cases when it is not evident. At the present time, these situations are studied with
slutering techniques, with the help of specialized software in these topics. The present
work aims to study these techniques and its improvement with including risk factors.
It is also presented an application with real data.
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1 Introduccio´n
A pesar de los grandiosos avances en el conocimiento me´dico, los procesos etiolo´gicos de
numerosas enfermedades permanecen au´n en la oscuridad. En no pocos de estos casos el
saber epidemiolo´gico es esencialmente estad´ıstico [1].
Desde hace varios siglos la teor´ıa matema´tica, y en particular la estad´ıstica, ha de-
dicado grandes esfuerzos al estudio de las epidemias que tan ferozmente han atacado a
la humanidad a lo largo de toda su historia. Se trata de la deteccio´n ra´pida de posibles
focos de enfermedades que puedan evolucionar desfavorablemente y caer en situaciones de
serias complejidades y de dif´ıcil control.
Es por ello que actualmente se le presta especial atencio´n a la determinacio´n de cuando
una agregacio´n de casos de enfermos en un a´rea geogra´fica determinada, en un per´ıodo
de tiempo limitado, o considerando ambos escenarios a la vez, es superior a lo esperado.
Si se detecta la presencia de una agrupacio´n de casos de enfermos fuera de lo usual, se
puede pensar en el posible origen de una epidemia. En general se hablara´ en lo sucesivo de
te´cnicas de clustering para hacer referencias a problemas de deteccio´n de clusters y no a su
conformacio´n como pretenden las te´cnicas cla´sicas y modernas de clasificacio´n jera´rquica.
2 Aspectos epidemiolo´gicos en la deteccio´n de clusters de
enfermedades
La modelacio´n matema´tica o estad´ıstica de las epidemias no es un tema novedoso en nue-
stros tiempos, Farr en 1840 ya daba algunos pasos de avance en este sentido [2]. Sin
embargo la mayor´ıa de las investigaciones en este campo se limitaron al estudio de en-
fermedades transmisibles. La epidemiolog´ıa en Cuba presta tambie´n atencio´n a las enfer-
medades no transmisibles, pero existe la limitacio´n de que esta teor´ıa de modelacio´n esta´
menos desarrollada. Las te´cnicas de clustering juegan aqu´ı un papel fundamental.
Las agregaciones o conglomerados de enfermos surgen debido a diferentes razones. Se
llaman “clusters verdaderos” a aquellos que tienen una etiolog´ıa comu´n o una causa de
aparicio´n conocida. Tienen un diagno´stico espec´ıfico y generalmente se pueden determinar
mecanismos de transmisio´n que los justifican o factores de riesgo asociados a la enfermedad
tales como la exposicio´n de los individuos a determinadas radiaciones provenientes de un
agente qu´ımico, de una Planta Nuclear, o cualquier otra causa comu´n. Algunos de ellos
se deben a eventos biolo´gicos [3]. En caso de clusters o agrupaciones reales debe ser la
cantidad de casos diagnosticados, por s´ı misma, inusitada y ser estad´ısticamente signi-
ficativos; pero tambie´n pueden ser significativos clusters no verdaderos, algunos de ellos
indiscutiblemente se deben a la casualidad. Lamentablemente de todos los casos reporta-
dos en la literatura como aglomeraciones, menos del 5% constituyen clusters verdaderos
[4].
?Co´mo distinguir entonces, un cluster verdadero de una agregacio´n aleatoria de casos?.
No so´lo se debe tener en cuenta la significacio´n estad´ıstica de los me´todos aplicados; deben
incorporarse a la investigacio´n todo lo que se conozca de la enfermedad en cuestio´n, de la
poblacio´n de riesgo y de muchos otros factores que sean relevantes en la comunidad.
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Por tanto, no deben utilizarse so´lo me´todos estad´ısticos para la deteccio´n de clusters
de enfermedades. En este trabajo se demostrara´ como pueden enriquecerse las te´cnicas
cla´sicas de deteccio´n de conglomerados en espacio y tiempo con la inclusio´n de factores de
riesgo, lo que ayudara´ adema´s a caracterizar la enfermedad.
3 Me´todos cla´sicos para la deteccio´n de clusters de enfer-
medades
Existe una gran variedad de me´todos estad´ısticos para detectar clusters de enfermedades
considerando localizaciones geogra´ficas (X,Y ), temporales (T ) o ambas (X,Y, T ).
3.1 Me´todos para investigar clusters espaciales
Estas te´cnicas se utilizan cuando existen dudas acerca de cuando una enfermedad es o no
ma´s prevalente en localidades o a´reas espec´ıficas. Pueden estar disponibles dos tipos de
datos: tasas dentro de a´reas (barrios), o coordenadas de localizacio´n geogra´fica, dada por
ejemplo por la direccio´n de residencia.
En dependencia del tipo de datos disponible se explora cierto patro´n espacial. Cuando
se dispone de tasas se trata de determinar si las a´reas con altas tasas forman clusters espa-
ciales, si se dispone de coordenadas se busca determinar cuando localizaciones espec´ıficas
de casos se agrupan ma´s de lo esperado.
Son muchos los me´todos estad´ısticos para la deteccio´n de conglomerados geogra´ficos
que se han desarrollado en la u´ltima de´cada [1]. Entre ellos se encuentran los tests de
Grimson, de Cuzick y Edward, los tests de Moran y el test de Pearson como los ma´s
conocidos. El test de Grimson puede usarse con datos en forma de proporciones o de
localizaciones, [5]. El test de Cuzick y Edward se usa cuando se dispone de datos con
coordenadas [6], mientras que el test de Moran es espec´ıfico para razones, [7]. El test
de Pearson por su parte, trabaja con tasas sobre familias o celdas de taman˜o K y es
particularmente apropiado cuando se desea verificar la existencia de conglomerados en
enfermedades raras, o sea, poco frecuentes, [3].
3.2 Me´todos para investigar clusters temporales
Cuando se observan casos o proporciones de una enfermedad en intervalos de tiempo
consecutivos surge la pregunta sobre en que´ medida estos casos se presentan con mayor
frecuencia que la esperada producto de una “distribucio´n aleatoria”. Las te´cnicas de
clustering temporales pretenden dar una respuesta acertada, especialmente cuando los
datos disponibles se refieren a series cortas de tiempo, que no pueden ser analizadas usando
los me´todos convencionales [8]. Se trata, por ejemplo de detectar aglomeraciones inusitadas
en el tiempo en una serie que se refiere a celdas diarias, semanales o mensuales.
Aparecen en la literatura ma´s de una docena de me´todos que realizan ese tipo de
ana´lisis. Entre ellos se encuentran el test de Grimson, test de celdas vac´ıas, prueba de
Scan, test de Larsen y test de Dat.
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El test de Grimson se usa para identificar un cluster entre per´ıodos de tiempo con una
elevada proporcio´n de casos. El test de celdas vac´ıas se utiliza para identificar y contar
las celdas de tiempo en las cuales no hay casos, como podr´ıa esperarse. Es apropiado para
enfermedades raras, donde no se esperan casos en demas´ıa en ninguna celda, [9]. El test
de Larsen se usa para detectar un cluster particular que puede desplegarse a lo largo de
varias celdas de tiempo, es u´til especialmente para verificar la hipo´tesis de existencia de
un solo cluster, [10]. Por el contrario, el test de Dat se usa para verificar la hipo´tesis de
un exceso de casos en uno o ma´s per´ıodos de tiempo que pueden ser o no consecutivos.
Esta prueba resulta apropiada para datos correspondientes a series cortas, digamos de 5
o 10 per´ıodos.
Por su parte, el test Scan se usa para identificar un conglomerado de casos en per´ıodos
consecutivos de tiempo y es aplicable a la hipo´tesis de que se desarrolla un cluster de casos
en dos o ma´s celdas sucesivas. El objetivo es probar la hipo´tesis nula de que los casos
diagnosticados esta´n uniformemente distribuidos contra la alternativa de que existe un
cluster dentro de algu´n subintervalo de tiempo [11].
3.3 Me´todos para investigar clusters en dominios espacio-temporales
El estudio de aglomeraciones espacio-temporales no es la so´lo la presencia de clusters
en espacio y de clusters en tiempo. De hecho ambos pueden existir por separado sin
que aparezca la interaccio´n. Ella supone que los casos cercanos en el espacio este´n adema´s
cercanos en el tiempo y por ello este tipo de patrones con interaccio´n es muy u´til cuando se
desean investigar enfermedades transmisibles. As´ı, la localizacio´n de un evento depende de
la localizacio´n del evento que lo precede. En las enfermedades infecciosas, para que ocurra
la transmisio´n de una persona enferma a una sana se necesita del contacto personal directo
o indirecto a trave´s de vectores. Tambie´n se pone de manifiesto la interaccio´n, cuando la
causa de la enfermedad es la exposicio´n a un agente geogra´ficamente determinado (una
sustancia to´xica, ciertos tipos de radiaciones, etc.). Los individuos que este´n a la misma
distancia del agente, reciben dosis similares en el mismo per´ıodo de tiempo, y por tanto
manifiestan s´ıntomas aproximadamente iguales.
Entre los me´todos cla´sicos esta´ el ya mencionado de Grimson, aplicable tambie´n en
este caso, el me´todo de Knox, quie´n partio´ de examinar no exactamente los intervalos de
tiempo entre dos eventos sucesivos, sino ma´s bien de los intervalos de tiempo entre todas
las parejas posibles de eventos. En los trabajos referidos estas ideas fueron aplicadas no
so´lo a distribuciones temporales, sino tambie´n a distribuciones espaciales donde la nocio´n
de eventos sucesivos no tiene sentido, pero s´ı toda pareja de eventos geogra´ficos. La
extensio´n de tales ideas al caso de la interaccio´n espacio-tiempo constituyen un hito en
toda esta teor´ıa como se muestra por primera vez en [12] y posteriormente en [13], [14].
Se encuentran tambie´n entre los ma´s referidos el test de Mantel [15] y el test del “k
vecinos ma´s cercanos” [16].
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4 Un nuevo enfoque: la integracio´n de los factores de riesgo
a la deteccio´n de clusters de enfermedades
Existen varias razones, teo´ricas y pra´cticas, que han motivado la idea de integrar el estudio
de factores de riesgo a la deteccio´n de conglomerados de enfermos:
1. Las te´cnicas de clustering no son autosuficientes para la deteccio´n de epidemias, sino
que deben estar integradas a otros me´todos epidemiolo´gicos.
2. La necesidad de que dichas te´cnicas no so´lo deben ser capaces de ayudar en la
deteccio´n de una epidemia, sino tambie´n en el esclarecimiento de su naturaleza.
Esto es importante en el tratamiento de enfermedades no transmisibles, para las
cuales no existe una teor´ıa de modelacio´n desarrollada.
3. El intere´s de fortalecer los me´todos de distincio´n de clusters verdaderos de los clusters
falsos, que tan frecuentemente aparecen en la pra´ctica.
Todo esto y otras cuestiones ma´s justifican el estudio conjunto de las te´cnicas de
clustering y de los factores de riesgo asociados a una enfermedad.
4.1 Algunos conceptos generales
En concordancia con lo anterior se plantea como primera idea la necesidad de estudiar
conglomerados no so´lo considerando coordenadas espaciales (X,Y ), temporales (T ) o la
interaccio´n de ambas (X,Y, T ); sino identificar los conglomerados con ma´s dimensiones:
(X,Y, T, F1,F2,...,Fn) donde los Fi i = 1, 2, . . . , n representan factores en un sentido gen-
eralizado.
Entre los Fi se pueden distinguir en particular los factores de riesgos propiamente
dichos, esto es, factores de cara´cter epidemiolo´gico que facilitan o propician la enfermedad.
Se llamara´n riesgos y en lo sucesivo se denotara´n R1, R2, . . . , Rr cuando sea necesario
especificarlos.
Se encuentran tambie´n entre los Fi otros tipos de factores que representan causas o
exposiciones directas a la enfermedad que de una forma mucho ma´s directa la propician;
por ejemplo la exposicio´n a un agente to´xico en el caso de enfermedades ocupacionales, o
el contacto con vectores en el caso de enfermedades transmitidas por esa v´ıa, entre otras.
Se denotara´n C1,C2,. . . ,Cc cuando sea necesario especificarlos.
Finalmente se incluyen en los Fi un u´ltimo tipo de “factores”, manifestaciones o
s´ıntomas de la enfermedad: S1, S2, . . . , Ss. Debe recordarse que en la validacio´n de un
cluster verdadero, en u´ltima instancia hay que chequear la coincidencia de s´ıntomas en
el conglomerado para tener seguridad de que se trata de una misma enfermedad y no de
enfermedades parecidas o de diagno´sticos falsos.
4.2 Esbozo de te´cnicas y una teor´ıa consecuente
Para este tratamiento integrado pueden formularse varios me´todos. Los ma´s sencillos con-
sisten en ensayar la combinacio´n de las te´cnicas cla´sicas de formacio´n de clusters (clasi-
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ficacio´n jera´rquica), con las te´cnicas de clustering para la deteccio´n espacio-temporal de
epidemias discutidas en este trabajo.
En efecto, una vez probada la existencia de conglomerados (X,Y, T ) de enfermos en
una determinada regio´n o per´ıodo, o considerando ambos a la vez; se puede trabajar con
el resto de las dimensiones (F1, F2, . . . , Fn) y formar clusters jera´rquicos. La repeticio´n
de las mismas te´cnicas de clustering espacio-temporales en cada uno de los subgrupos
que se forman cuando se consideran los tres tipos de factores explicados anteriormente,
debe arrojar informacio´n acerca de la verdadera naturaleza de los clusters y conocimientos
precisos sobre la enfermedad que los provoca.
El principio fundamental que se enuncia es el siguiente: si el cluster espacial, temporal
o espacio-temporal hallado es verdadero y los factores (riesgos, causas, s´ıntomas) carac-
terizan bien la enfermedad, entonces la significacio´n de la agrupacio´n debera´ desaparecer
en subgrupos homoge´neos respecto a dichos factores. Por el contrario, si los factores adi-
cionales no caracterizan bien la enfermedad deben mantenerse los conglomerados en forma
altamente significativa [17].
Una alternativa de la te´cnica anterior es la introduccio´n sucesiva de los factores
F1, F2, . . . , Fn con la consiguiente segmentacio´n de la poblacio´n. Si los factores de riesgo
esta´n bien identificados (por ejemplo usando la te´cnica de Mantel-Haenszel [18], ana´lisis
discriminante, regresio´n log´ıstica y te´cnicas de CHAID entre otras), las causas o exposi-
ciones esta´n identificadas o preidentificadas y los s´ıntomas esta´n caracterizados, entonces
las sucesivas pruebas de clustering en subgrupos con R1, R2, . . . , Rr constantes, en sub-
grupos con R1, R2, . . . , Rr, C1, C2, . . . , Cc constantes y en subgrupos con R1, R2, . . . , Rr,
C1, C2, . . . , Cc, y S1, S2, . . . , Ss, constantes, deben tender a disminuir la significacio´n de los
aglomerados, y deben adema´s arrojar luz sobre los verdaderos factores de riesgo, causas
de la enfermedad y su diagno´stico diferenciado. El mantenimiento de la significacio´n
en etapas intermedias es siempre un indicador de que algo nos falta para caracterizar a
enfermedad.
Existen otras alternativas para incluir los factores en el estudio mismo de los clus-
ters. Se trata de elaborar te´cnicas espec´ıficas para probar las hipo´tesis de existencia
de aglomerados considerando las dimensiones: (X,Y, F1, F2, . . . , Fn), (T, F1, F2, . . . , Fn) y
(X,Y, T, F1, F2, . . . , Fn).
Si se trata por ejemplo de un solo factor (que a su vez puede ser resumen en algu´n
sentido de un conjunto de factores y que se haya obtenido como resultado de un ana´lisis
discriminante, una regresio´n log´ıstica, o un identificador de grupos despue´s de aplicar
un me´todo de formacio´n de clusters jera´rquicos), el problema se simplifica a estudiar los
conglomerados en (X,Y, F ), (T, F ) o (X,Y, T, F ).
El trabajo con factores discretos debe ser objeto de un estudio ma´s cuidadoso, pero el
resumen de varios factores (que es lo que nos interesa) se puede siempre buscar como una
funcio´n continua y el me´todo ser´ıa aplicable.
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5 Productos de software para te´cnicas de clustering
Existen varios paquetes espec´ıficos para el ana´lisis de clusters de enfermedades, en Cuba se
dispone y comienza a usarse el sistema denominado Cluster, desarrollado por Tim Aldrich,
Wanzer Drane y otros colegas en 1993, el cual consta de 12 te´cnicas para la deteccio´n de
conglomerados en espacio, tiempo y en dominios espacio-temporales, [3]. Ya fue lanzado
un nuevo paquete, conocido por Stat! (Statistical software for the clustering of Health
Events), desarrollado por BioMedware. Stat! soporta dos tipos de datos ba´sicos: puntos,
por ejemplo direccio´n de residencia de los casos diagnosticados, y a´reas, por ejemplo
tasas de morbilidad por distrito, [19]. Ninguno de estos paquetes contienen posibilidades
de incluir como datos, factores de riesgo o de exposiciones supuestamente comunes a
agentes qu´ımicos, ni te´cnicas para analizar conglomerados en estos casos. Como quiera
que ese es el objetivo de nuestro trabajo, se ha decidido elaborar un software que por
el momento permita ensayar y apreciar objetivamente las posibilidades, algoritmos de
ca´lculos y limitaciones de los me´todos cla´sicos, que incluya la mayor parte de los me´todos
para detectar clusters, con recomendaciones para el uso de uno u otro y adema´s las nuevas
te´cnicas de clustering con factores de riesgos que se pretenden desarrollar.
Se elaboro´ entonces la primera versio´n de un software que mejora al que existe actual-
mente en Cuba, esta´ implementado para ejecutarse sobre Windows y brinda al usuario un
ambiente co´modo, [20].
6 Ejemplo de aplicacio´n
6.1 El me´todo Scan para la deteccio´n de clusters temporales
El me´todo Scan se utiliza para detectar agregaciones de casos de enfermos dentro de
per´ıodos de tiempo consecutivos. Un conglomerado temporal puede expandirse a dos o ma´s
intervalos [8]. Todos los casos diagnosticados en el a´rea de estudio deben estar ordenados
cronolo´gicamente de acuerdo con la fecha de deteccio´n de la enfermedad, muerte u otro
evento de salud considerado.
Sean X1,X2, . . . ,XN variables aleatorias independientes e ide´nticamente distribuidas
que denotan las fechas de ocurrencias de N eventos en el intervalo (0, T ]. Se quiere probar
la hipo´tesis nula de que los eventos esta´n uniformemente distribuidos contra la alternativa
de que existe un cluster dentro de algu´n subintervalo de (0, T ] [11]. Lo primero que hace
Scan es definir un intervalo o una ventana de taman˜o fijo de acuerdo con la duracio´n
esperada de la epidemia. Esto debe hacerse antes de inspeccionar los datos recolectados.
La ventana hallada se desplaza a lo largo de la l´ınea del tiempo y se determinan en
cada caso, la cantidad de enfermos asociadas a ella [3].
Sean adema´s:
• t : amplitud de la ventana.
• T : per´ıodo de tiempo total que se analiza.
• L = T/t : fraccio´n que representa el per´ıodo de tiempo total que se analiza con
relacio´n al ancho de la ventana.
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• N : cantidad de enfermos diagnosticados en T .
• Λ : nu´mero esperado de casos por unidad de tiempo en un proceso de Poisson.
• ny,y+t : cantidad de enfermos en la ventana [y, y + t).
Hipote´ticamente el estad´ıstico:
n = nt(T ) = max
0≤y≤T−t
{ny,y+t} (1)
es el nu´mero de casos que aparecen en una ventana cuando se mueve continuamente a lo
largo del tiempo. En la pra´ctica, la ventana [y, y + t) se mueve discretamente a partir de
una sucesio´n de puntos equidistantes y1, y2, . . . , yk que cubren todo el per´ıodo de ana´lisis
de amplitud T . Se denomina paso del Scan o paso para el desplazamiento a:
∆y = yk − yk−1 (2)
Realmente, el estad´ıstico anterior se estima por su versio´n discreta:
n¯ = n¯t(T ) = max
1≤i≤kt
{nyi,yi+t}. (3)
La idea del me´todo es que, si existe un conglomerado, el nu´mero ma´ximo de casos
hallados en la ventana debe ser grande [8]. El test estad´ıstico depende de varios de los
para´metros explicados con anterioridad y en esencia calcula la probabilidad p de que
aparezcan n o ma´s casos en una ventana. La fo´rmula que utilizamos para p es la definiti-
vamente propuesta en [21].
p = P ∗(n,ΛL, 1/L) = 1−Q∗(n,ΛL, 1/L) (4)
donde Q∗ puede ser aproximado para cualquier L > 2 a partir de sus valores con L = 2
y L = 3.
Q∗(n,ΛL, 1/L) ≈ Q∗(n, 2Λ, 1/2)[Q∗(n, 3Λ, 1/3)Q∗(n, 2Λ, 1/2]L−2 (5)
La aproximacio´n (5) es fa´cilmente calculable usando una microcomputadora personal.
El ca´lculo exacto de Q∗(n, 2Λ, 1/2) y Q∗(n, 3Λ, 1/3) se basa en el teorema demostrado en
[21].
La fo´rmula (5) puede calcularse tambie´n para valores no enteros de L. Esto la diferencia
de otras expresiones matema´ticas que se usaban con estos fines anteriormente. Adema´s
de ser menos restrictiva, Nauss demuestra que esta aproximacio´n es mucho ma´s precisa
[21] [22], [23].
La significacio´n p hallada, para un conjunto particular de casos, depende del ancho de
la ventana y del paso del Scan seleccionados por el investigador, (por defecto se recomien-
dan 60 d´ıas para el ancho de la ventana y 30, para el paso). Como todo esto son cuestiones
subjetivas, resulta de gran utilidad hacer varias repeticiones del me´todo utilizando ampli-
tudes diferentes, especialmente cuando no se conoce la duracio´n esperada de la supuesta
epidemia. Adema´s, esta informacio´n puede ser muy u´til para determinar algunos aspectos
importantes de la naturaleza del conglomerado, en caso de existir, y de su etiolog´ıa [3].
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6.2 Ana´lisis de la neuritis. Un estudio integral
Por primera vez se enuncian ideas ba´sicas para integrar el estudio de los factores de riesgo a
las te´cnicas de clustering. Se decidio´ entonces probar dicha unio´n con los datos reales de la
enfermedad ma´s importante ocurrida en Cuba en los u´ltimos an˜os: la neuritis epide´mica.
El objetivo es determinar ahora hasta que punto la epidemia que comenzo´ en 1993 era
definible aplicando te´cnicas de clustering con los primeros casos reportados. Se trabajo´
con datos de la provincia de Villa Clara, Cuba.
Se decidio´ realizar el estudio utilizando solamente coordenadas temporales, pues en
las bases de datos se ten´ıan almacenadas tanto la fecha del diagno´stico como la fecha de
primeros s´ıntomas reportadas por los enfermos. Siguiendo criterios de especialistas, se
utilizo´ esta u´ltima para la deteccio´n de los clusters. Se hizo el ana´lisis considerando los
primeros 50, 80 y 100 casos reportados y se aplico´ el me´todo Scan, se consideraron varios
valores para el ancho de la ventana y para el paso del desplazamiento, pues resulta muy
dif´ıcil, incluso para epidemio´logos expertos en el tema, determinar con seguridad cuales
son los apropiados.
A continuacio´n se muestra una de las salidas obtenidas con 50 casos:
EPIDET
Sistema Estad´ıstico para la Deteccio´n de Epidemias
12/2/1999 5:03:42 PM
Scan en una L´ınea
Ancho de la ventana : 60
Paso del Scan : 30
Cantidad ma´xima de casos hallados en una ventana :26
Valor esperado promedio de casos en una ventana :5.61538462
La significacio´n tiene un valor de : 0.00000004
Los resultados obtenidos se muestran a continuacio´n resumidos en una tabla:
Ancho de la Paso del n = 50 n = 80 n = 100
ventana desplazamiento Significacio´n Significacio´n Significacio´n
60 d´ıas 30 d´ıas 0.00000 0.00000 0.00000
30 d´ıas 30 d´ıas 0.00052 0.00000 0.00000
30 d´ıas 15 d´ıas 0.00031 0.00000 0.00000
Como se puede apreciar, 50 casos ya son suficientes para detectar un conglomerado
temporal. Considerando 80 casos se obtienen resultados altamente significativos, que
se mantienen si se continu´a aumentando el taman˜o de la muestra. Incluyamos ahora
sucesivamente un factor de cada tipo, que denominaremos R,C y S respectivamente.
Para evitar los problemas relacionados con la potencia de los criterios y que el volumen
de la muestra se vaya reduciendo por las consideraciones sucesivas de los individuos que
presentan el factor R, los factores R y C y los factores R,C y S, se decidio´ ir incrementando
la muestra hasta completar 50, 80 o 100 casos para cada uno de los subgrupos.
Entre los factores de riesgo se eligio´ uno de los de ma´s peso, segu´n un ana´lisis dis-
criminante y de regresio´n log´ıstica previo: el ha´bito de fumar y la cantidad de cigarrillos
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promedio diarios. En este sentido se considera que un sujeto tiene el riesgo R si consume
al menos una caja de cigarrillos al d´ıa.
Con estos datos se aplico´ nuevamente el me´todo Scan para detectar conglomerados
temporales. Los resultados se muestran a continuacio´n:
Ancho de la Paso del n = 50 n = 80 n = 100
ventana desplazamiento Significacio´n Significacio´n Significacio´n
60 d´ıas 30 d´ıas 0.00012 0.00000
30 d´ıas 30 d´ıas 0.02159 0.00070 0.00000
30 d´ıas 15 d´ıas 0.00392 0.00000 0.00000
En la tabla anterior, para 50 casos se detectan clusters temporales, los que se mantienen
si se aumenta el taman˜o de la muestra. En el me´todo Scan, para 100 casos, la primera
celda aparece vac´ıa porque cuando el ma´ximo nu´mero de casos hallados en una ventana
es grande la aproximacio´n propuesta por Nauss sobreestima la probabilidad y sus valores
exceden a 1, por tanto la significacio´n resulta ser negativa. En estos casos deben utilizarse
otras aproximaciones, como las discutidas en [22].
Entre las “causas” o “factores de riesgo directos”, se considero´ la ingestio´n de productos
la´cteos y su frecuencia semanal. Se considera que un sujeto tiene este riesgo C si ingiere
productos la´cteos menos de 2 veces a la semana. En el estudio de riesgo integral este
fue el factor ma´s importante relacionado con los de´ficit nutritivos, pero no el u´nico. Los
resultados arrojados por el me´todos Scan se muestran a continuacio´n:
Ancho de la Paso del n = 50 n = 80 n = 100
ventana desplazamiento Significacio´n Significacio´n Significacio´n
60 d´ıas 30 d´ıas 0.18119 0.00061
30 d´ıas 30 d´ıas 0.47123 0.05004 0.00118
30 d´ıas 15 d´ıas 0.18714 0.00249 0.00000
Se observa una pe´rdida de significacio´n para los diferentes taman˜os de la muestra, que
se hace ma´s evidente en los primeros 50 casos.
Durante el proceso de diagno´stico de la enfermedad, cada individuo se clasifico´, segu´n
sus s´ıntomas en “leve”, “moderado” o “severo”, S representa entonces la severidad de
la enfermedad, o sea, S esta´ presente en aquellos individuos en los cuales la neuritis fue
catalogada como severa.
A continuacio´n se muestran los resultados de las aplicaciones del me´todo de Scan sobre
los individuos que tienen los factores R,C y S. Del total de personas que padecieron la
enfermedad, so´lo en 45 aparecieron estos tres factores a la vez, esa es la causa de que
no se hagan aplicaciones con diferentes taman˜os de muestras como hasta ahora se ven´ıa
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realizando.
Ancho de la Paso del n = 45
ventana desplazamiento Significacio´n
60 d´ıas 30 d´ıas 0.12377
30 d´ıas 30 d´ıas 0.43216
30 d´ıas 15 d´ıas 0.14521
En te´rminos generales se mantiene la pe´rdida de la significacio´n, no tanto si se compara
con los resultados anteriores, en los que se consideraron los factores R y C, sino con aquellos
en los que so´lo se tomo´ en cuenta R, adema´s de las coordenadas espaciales o temporales.
Debe tenerse en cuenta que para realizar este ejemplo se tomo´ so´lo un factor de cada
tipo y no todos los que pudieran aportar alguna informacio´n. Si esto se hubiera hecho,
los resultados ser´ıan mejores. No obstante, nuestro objetivo de confirmar el principio
fundamental queda completamente cumplido con dicha seleccio´n.
7 Conclusiones
El estudio detallado de las te´cnicas de clustering aplicadas a la deteccio´n de brotes
epide´micos ha ido evolucionando de forma acelerada en los u´ltimos an˜os, al extremo que
hoy se considera una herramienta imprescindible para realizar estas valoraciones. Los re-
sultados aqu´ı expuestos constituyen un estudio ordenado y sistema´tico de los aspectos de
mayor incidencia en el tema. Basado en ello, se enuncian las siguientes conclusiones:
1. Existe una gran variedad de te´cnicas de clustering para la deteccio´n y caracterizacio´n
de epidemias. Su aplicacio´n consecuente exige del trabajo simulta´neo con te´cnicas
exploratorias de datos y con me´todos de cara´cter epidemiolo´gico puro.
2. Por primera vez se enuncia y valida satisfactoriamente en la pra´ctica la unio´n de
las te´cnicas de clustering con factores de riesgo, causas y s´ıntomas de la enfermedad
y se demuestra la utilidad de este enfoque integrado especialmente en el caso de
enfermedades no transmisibles.
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