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Abstract
Diffusion is the fundamental process behind many important phenomena such as the
mixing of substances and the transport of water, oxygen, and nutrients into and around
living cells. The physical basis for diffusion is the spontaneous and random motion
of molecules and atoms in a fluid and some solids. In complex porous media such
as biological tissue, diffusion is restricted by interactions with internal structures.
Through these interactions, the local geometry of the structures is, to some extent,
’encoded’ in the diffusive behaviour of the molecules. This provides an opportunity
to use observations of restricted diffusion to obtain detailed information about the
morphology of porous media, via quantitative interpretive models. The development
of such models is the central goal of this thesis.
In this work, we present theoretical and experimental studies of restricted diffusion
with the aim of efficiently producing quantitative models for interpreting diffusion
tensor imaging experiments. The first approach involved the development of equations
of motion and associated computer software to simulate water diffusion in model fibre
networks. We based the motion of the water molecules on Langevin dynamics to
provide physically realistic modelling of water/barrier interactions. This approach
is optimal for modelling diffusion within periodic structures and where water dis-
placements are greater than the typical correlation length of the structure. Using
Langevin dynamics, we simulated diffusion in volumes surrounding several config-
urations of collagen fibres of articular cartilage. Specifically, we investigated the
5
6quantitative relationship between the diffusion tensor and the partial alignment and
volume fraction of various collagen fibre networks. The results formed the basis
for a model to interpret diffusion tensor images of articular cartilage in terms of its
tissue microstructure. The model suggests that the diffusion ellipsoid transitions from
prolate in the radial zone of articular cartilage to oblate in the superficial zone, with
its degree of anisotropy throughout proportional to fibre volume fraction. We also
found that the minimum anisotropy of the diffusion tensor occurs when the collagen
fibres are oriented at ∼ 54.7◦ (the magic angle) with respect to parallel alignment.
This angle has significance in magnetic resonance experiments and is a root of the
second order Legendre polynomial. The results of the simulations also indicate that the
diffusion tensor is invariant to positional and radial disorder in aligned fibre networks.
A simplified analytic model was developed to approximate the diffusion tensor in
partially aligned fibre networks and used to further investigate the Langevin dynamics
simulation results. This research led to the publication of two peer-reviewed papers.
The second theoretical approach aimed to produce highly accurate maps of particle
displacement probabilities for complex restricted diffusion problems. Our method, the
Lattice-Path Count (LPC) algorithm, considers space as a discrete lattice and enumer-
ates all possible particle trajectories. It accounts for absorbing, reflecting and semi-
permeable barriers by computing their effect on path availability. The algorithm can
be considered a discretised method for evaluating Weiner path integrals for Brownian
motion. We developed computer software to efficiently and exactly enumerate lattice
paths using unlimited length integers. This software was further optimised to run
on desktop computers and a multi-processor supercomputer. LPC propagators were
produced and validated against selected one and three dimensional systems with exact
analytic solutions. We also computed LPC and Monte-Carlo propagators for single
particle restricted diffusion in a 3D volume containing impermeable aligned cylinders.
The LPC propagator was superior in that it contained no statistical noise. Additionally,
7we derived an expression for estimating the statistical error of diffusion propagators
from stochastic computer simulations. We also computed LPC propagators for multi-
particle diffusion in various percolation networks and compared these with respective
finite element method (FEM) solutions. In addition to efficiently solving restricted dif-
fusion problems, the LPC approach provides valuable insight into the physical meaning
of the restricted diffusion propagator as the relative number of paths of a given length
connecting two locations. In its essence, the LPC method exactly counts random
walks and therefore has applications beyond diffusion modelling such as in finance
and economics, astrophysics, and biological population systems. The LPC algorithm
and analysis is presented as a journal paper, and a corresponding applications paper is
presented in Appendix D.
The experimental component of this thesis complemented the theoretical work
through a diffusion tensor imaging (DTI) study of the fibre networks of tissue engineer-
ing scaffolds. The scaffolds were produced using direct-write melt-electrospinning and
comprised layers of 90 degree cross-hatch fibres with∼ 10−50µm fibre diameters and
150µm fibre spacings. Time-dependent diffusion tensor imaging and micro-computed
tomography (micro-CT) measurements of the scaffolds were performed. Diffusion
anisotropy was found to be consistent with the scaffold geometry, with diffusion least
restricted in the direction perpendicular to the fibre layers. We also found that the mag-
nitude of this anisotropy was larger for longer diffusion measurement times. The µ-CT
results indicated greater structural disorder in the direction through the fibre layers than
across the layers, suggesting the diffusion tensor is invariant to positional disorder of
the fibres. In addition to supporting the overall goals of this thesis, the experimental
work has important application in tissue engineering for the non-invasive real-time
monitoring of the maturation and metabolite transport pathways in tissue engineering
scaffolds. This experimental study led to the publication of a peer-reviewed journal
article.
8In summary, the results of this thesis have particular application for producing
quantitative interpretive models to improve the utility of diffusion tensor imaging for
investigating the structure and molecular transport within tissues and tissue engineer-
ing structures. Each approach was optimised to model diffusion over a given spatial
and temporal scale to allow the results of this study to encompass a wide range of the
restricted diffusion problem space. The experimental study provided complementary
results thought the quantitative analysis of the microstructure of custom-made fibre
networks. In addition to the interpretive models, the findings of this thesis provide
further insight into the physics underlying restricted diffusion.
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∆ Diffusion Interval
∆t Integration Time Step
µCT X-ray Micro-Computed Tomography
µMRI Magnetic Resonance Micro-imaging
τ Tortuousity
QUT Verified Signature
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Chapter 1
Introduction
1.1 The problem
Diffusion is the spontaneous and random motion of atoms and molecules that, in
fluids, leads to a redistribution of their positions. This process is fundamental to many
phenomena such as the mixing of substances and the transport of water, oxygen, and
nutrients into and around cells in living systems. In porous media, diffusion is often
restricted by the presence of internal structures and by the confining geometry of the
pore space. This is the case for biological tissue which is intrinsically heterogeneous,
comprising complex arrangements of macromolecules, cell membranes, organelles and
larger tissue structures.
The attenuating effect of diffusion on the nuclear magnetic resonance signal was
first recognised in 1950 by E Hahn [1]. This was further characterised by Carr and
Purcell in 1954 [2], and nine years later Stejskal and Tanner proposed a novel method
to indirectly observe translational diffusion through the application pulsed magnetic
field gradients during spin-echo magnetic resonance experiments [3]. In 1994, Basser,
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Mattiello and LeBihan introduced diffusion tensor imaging [4]. This magnetic reso-
nance modality applies several non-colinear magnetic field gradients to measure diffu-
sion along different directions. These measurements are then combined to produce
a diffusion tensor; a mathematical object that represents diffusion anisotropy. An
ongoing challenge, and one central to this thesis, is the development of theoretical
models of restricted diffusion for the interpretation of diffusion magnetic resonance
imaging of porous media.
In this thesis, we present two algorithms for modelling restricted diffusion, each
optimised for a given spatial and temporal scale. The purpose of these algorithms
is for the production of models to quantitatively interpret tissue structure from dif-
fusion measurements. These theoretical studies are complemented through a series
of diffusion sensitive magnetic resonance imaging experiments of specially made 3D
micro-fibre networks.
The first algorithm, detailed in Chapter 3, is based on custom Langevin dynamics
software to simulate restricted diffusion in the interstitial volume surrounding quasi-
periodic partially aligned fibre networks. The software allows the networks to be
configured to mimic various fibre structures within biological tissue. One such tissue is
articular cartilage (the soft white tissue covering the articulating surfaces of movable
joints) which comprises closely packed collagen fibres with various degrees of fibre
alignment. The organisation of the collagen fibres is important for the structural and
biomechanical performance of the joints. Consequently, knowledge of their arrange-
ment is of significance in research and clinical studies. Using our Langevin dynamics
software, we modelled various partially aligned collagen fibre networks. We simulated
restricted diffusion in each network and derived a set of corresponding theoretical
diffusion tensors. These tensors were then used to produce a model for the quantitative
interpretation of articular cartilage microstructure from diffusion magnetic resonance
images.
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The second algorithm, detailed in Chapter 4, was developed to produce highly
accurate diffusion propagators for complex and highly tortuous diffusion problems.
Diffusion propagators are maps of displacement probabilities for diffusing particles.
Simulation techniques such as Langevin Dynamics produce ’noisy’ propagators be-
cause they only model an extremely small fraction of the total number of possible
particle trajectories. Our approach, the Lattice Path Count algorithm (LPC), represents
space as an array of discrete locations (a lattice), and then exactly counts all possible
diffusing particle trajectories connecting pairs of locations. We model restricted dif-
fusion by computing the effect of barriers on path counts. In addition to efficiently
computing restricted diffusion propagators, the LPC approach provides an intuitive
physical insight into the restricted diffusion propagator as the relative number of paths
of a given length connecting a pair of points. Using LPC, we produced propagators
for selected 1D and 3D restricted diffusion problems with known analytic solutions,
compare LPC and Monte-Carlo propagators for diffusion in the volume surrounding
an array of aligned cylinders, and compare LPC and finite element method (FEM)
propagators for various percolation systems. The use of exact path counting to model
restricted diffusion was shown to be intrinsically stable, accurate for single particles
random walks, and has application to other random-walk problems such as in lattice
percolation modelling [5], finance and economics [6], biology [7], astrophysics [8].
Theoretical models of restricted diffusion problems use idealised representations
of barriers and confining structures. For example, the computer models in this thesis
used very simple geometries like cylinders and spheres as barriers. In real-world
experiments, barriers are almost never smooth and regular. To investigate this further
and complement the theoretical work of this thesis, we undertook a series of diffusion
tensor imaging experiments of specially made polymer fibre networks (see Chapter 5).
The use of these networks enabled us to obtain experimental diffusion measurements
38 CHAPTER 1. INTRODUCTION
for objects with known architectures. This was distinct from typical diffusion exper-
iments of biological tissue where the tissue architecture is not known a priori. This
research also constitutes the initial step in the application of diffusion tensor imaging
for the quantification of the internal structures of tissue engineering scaffolds. This is
particularly important as the internal structure of these scaffolds are altered by tissue
growth which can block vital oxygen and nutrient transport pathways.
In summary, the aim of this thesis is to develop theoretical methods for producing
quantitative models for interpreting diffusion tensor images. Using these methods, we
produced quantitative interpretive models for DTI measurements of articular cartilage.
Diffusion tensor imaging measurements were also performed on the micron-scale fibre
networks of tissue engineering scaffolds for experimental validation and to characterise
the micro-architecture. The approach taken for the theoretical component of this thesis
involved developing Langevin dynamics simulation software (Chapter 3 and Appendix
A and B), and deriving a numerical approach for solving Weiner path integrals for
restricted Brownian motion (Chapter 4 and Appendix D). The experimental component
of this thesis involved a series of diffusion tensor imaging measurements of specially
made fibre networks to further investigate the relationship between diffusion and struc-
tural anisotropy (Chapter 5).
1.2 Key aims
The aim of this work is to improve the quantitative understanding of restricted diffusion
in partially aligned fibre networks and complex pore spaces. This has applications
for the development of quantitative models for interpreting diffusion tensor images of
anisotropic tissue and tissue engineering scaffolds.
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1.3 Key objectives
1. Develop numerical modelling software to simulate molecular translational dy-
namics in model tissue structures. Optimise the technique for the study of diffu-
sion in periodic structures; particularly diffusion scenarios where the root mean
squared displacements of diffusing molecules is greater than characteristic sep-
aration between periodic elements. Derive equations of motion using Langevin
dynamics to compute physically realistic water/tissue interactions without the
need to process all particle interactions.
2. Use the numerical method to produce models for interpreting diffusion tensor
imaging experiments of articular cartilage in terms of the morphology of the
collagen fibres. Also investigate the effects of statistical noise and fibre posi-
tional and radial disorder of the diffusion tensor through further simulations and
a simplified analytical model.
3. Develop an algorithm to efficiently compute highly accurate time-dependent
restricted diffusion propagators. Optimise the method to investigate complex
and highly tortuous restricted diffusion problems, including those where the
root mean squared displacement of the of the diffusing molecules is shorter than
the typical correlation length of the pore structures. Compare various propaga-
tors of this method with those of existing analytical and numerical approaches.
Discuss the physical insight of restricted diffusion from a molecular trajectory
perspective and the application of this method to producing interpretive models
of diffusion tensor imaging experiments. Also discuss the application of LPC
for solving general lattice random walk problems.
4. Produce polymer fibre networks with well-defined internal microarchitectures
for use in diffusion tensor imaging experiments. Use a combination of mag-
netic resonance imaging and x-ray computed tomography to provide structural
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characterisation of the network architectures.
5. Undertake a series of diffusion tensor imaging experiments of electrospun fibre
networks to investigate the relationships between network microstructure and
the diffusion tensor. Investigate the time-dependency of the measured diffusion
tensor with respect to scaffold architecture. Also investigate the utility of diffu-
sion tensor imaging for the non-invasive study of microstructure and molecular
transport in tissue engineering scaffolds.
1.4 Thesis structure and overview.
The development of theoretical models for interpreting DTI measurements of fibre
networks is key to enabling a quantitative experimental study of fibrous biological
tissue and tissue engineering scaffolds. These models have applications for the diffu-
sion tensor imaging of tissue fibre structures such as that found in the nervous system,
muscles, eye lens, and articular cartilage, as well as for studies of the structure and
molecular transport pathways in tissue engineering scaffolds. The thesis is organised
into the following structure, with each of the research components presented as ex-
panded versions of published papers:
• Chapter 1 introduces the research problem of this thesis, outlines the aims, and
discusses how the individual research problems link to address the overall goal
of this work. This chapter also outlines the organisation of the thesis.
• Chapter 2 gives a background literature review of the physics and mathematical
descriptions of restricted diffusion. It then discusses the principles of diffu-
sion sensitive magnetic resonance imaging and its methods and applications.
It concludes by discussing relevant applications for diffusion imaging such as
biological tissue comprising fibre structures such as nerves, muscle fibres, and
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collagen fibres of articular cartilage, and the fibre networks of tissue engineering
scaffolds.
• Chapter 3 presents two published papers detailing the first of the theoretical
diffusion modelling methods, the Langevin dynamics simulations (LD). This
method is applied to the production of quantitative interpretive models of dif-
fusion tensor measurements of partially aligned collagen fibre networks [9, 10].
The results of the first manuscript include a series of models relating experimen-
tal diffusion tensor measurements of articular cartilage to specific characteristics
of its microstructure; specifically fibre volume fraction and degree of fibre align-
ment. The applications and limits of the interpretive models are discussed in the
context of diffusion measurements, and the results compared with other studies.
A related simplified analytic model was also derived based on the Rayleigh
multipole method. The second manuscript presents a study investigating the
effects of time-step size on the sampling accuracy of the deterministic potential
in LD simulations. It also presents the results of diffusion simulations in vol-
umes containing aligned cylinders with different degrees of positional and radial
disorder.
• Chapter 4 extends the research of the previous chapter to the problem of pro-
ducing diffusion propagators for restricted diffusion in highly complex and tor-
tuous systems. This research was motivated by shortcomings of the Langevin
dynamics simulations of the previous chapter, and resulted in the development
of the Lattice Path Count algorithm for the efficient calculation of restricted
diffusion propagators. The chapter is presented in the form of a publication,
with a related extended study presented in Appendix D. The first paper in-
troduces the LPC algorithm and applies it to produce various propagators for
select 1D and 3D problems with known analytic solutions, and propagators for
highly tortuous percolation problems. The LPC percolation propagators were
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also compared with those from finite element solutions to the diffusion equation.
This enabled investigations into the limits and stability issues of these numerical
approaches. Propagators were also produced for restricted diffusion surrounding
aligned cylinders and compared with those produced using Langevin dynamics.
This enabled the development of an expression for quantifying the statistical
uncertainty of statistical methods such as LD [11]. The second related publi-
cation in Appendix D, presents the LPC method alongside another approach,
the Markov Transition Matrix method, and explores their application in the
context of producing models for interpretation of diffusion magnetic resonance
experiments. This publication also further discusses comparisons of the LPC
method with stochastic simulations techniques [12].
• Chapter 5 presents the experimental component of this thesis as a published pa-
per [13]. This study involved a series of diffusion tensor imaging studies of cus-
tomised micron-scale fibre networks of electrospun tissue engineering scaffolds.
The use of electrospinning enabled the fabrication of scaffolds with 90 degree
cross-hatched fibre networks with fibre diameters of ≈ 10 − 50µm and fibre
spacings of ≈ 150µm. Diffusion tensor imaging experiments were performed
on the scaffolds over a various diffusion measurement times; 50 ms, 200 ms and
250 ms. Given the scale of the scaffolds, this placed the measurements in the
intermediate-∆ diffusion regime. We also carried out µCT analysis to quantify
the scaffold microstructure. The experimental diffusion tensors were analysed
in the context of the aims of this thesis and the time dependent experimental
diffusion tensors found to be consistent with an interpretive model described in
Chapter 3. The publication also aimed to introduce diffusion tensor imaging
as a non-invasive technique for the quantitative study of the microstructure and
mapping of molecular transport pathways within tissue engineering scaffolds.
• Chapter 6 concludes the thesis with a summary of the research outcomes and
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identifies key issues for further research.
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Chapter 2
Theory and background
Diffusion is the thermally driven random motion of particles in a fluid, some solids,
or ”soft” materials leading to the mixing of substances [14–16]. This net transport
process results in the random redistribution of particle positions and is distinct from
bulk transport processes such as advection or convection [17]. Consequently, diffusion
is a significant fundamental process in many physical systems, particularly for the
transport of metabolites and waste in biological tissue. In addition to its transport
function, observations of diffusion that is restricted by the structures of the tissue
can yield quantitative information about the structure of the tissue, via the appropriate
theoretical interpretive models.
In this chapter we discuss the physics of restricted diffusion and relevant math-
ematical modelling techniques, followed by the theory and application of diffusion
sensitive magnetic resonance as an experimental technique for observing diffusion. In
the final two sections, we discuss anisotropic biological tissue and fibre networks of
melt-electrospun tissue engineering constructs, respectively, in the context of diffusion
experiments and quantitative interpretation of network microstructure.
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2.1 Physics of diffusion
The classic picture of diffusion is based on the idea of ’flows’ operating under the
influence of ’forces’. These flows describe the mixing of fluids and the transfer of
electricity and heat across a space. In this picture, the ’forces’ are attributed to con-
centration gradients for chemical mass transport, electric potentials for electric current
and temperature gradients for heat [18]. As early as the 1780’s, similarities were noted
between the diffusion of mixed species and the flow of heat by Claude-Louis Berthollet
[19]. This idea was further developed by Joseph Fourier, who formulated a linear
relationship between the gradient of the temperature and the flow of heat [20]. A short
time later, a similar relationship was identified by Georg Ohm in the context of electric
current and the potential difference across a conductor. It wasn’t until the 1800’s that
Adolf Fick combined Berthollet’s ideas with Fouriers observations to express his first
law of diffusion [21]. The linear relationships driving the flows of these phenomenon
can be easily seen by comparing their equations;
Fourier’s law:
Jq = −k
(
dT
dx
)
rˆ (2.1)
Fick’s law:
Ji = −D
(
dCi
dx
)
rˆ (2.2)
Ohm’s law:
I = −κA
(
dQ
dx
)
rˆ (2.3)
where Jq is the heat flow, Ji is the flow of i across a reference plane, I is the electric
current, T is the temperature, Ci is the concentration of i, and Q is the charge, k and κ
are the coefficients of thermal and electrical conductivity, respectively, A is the cross-
sectional area and D is the diffusion coefficient, and rˆ is a unit vector. Due to their
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functional similarity, solutions to these equations are often useful across the various
problem domains [18, 22–25]. For example, the basis for the analytic model of diffu-
sion developed in Chapter 3 (see Eq. (3.6)) is an adaptation of the multipole method
developed by Lord Rayleigh for investigating the limits of the Lorentz-Lorenz equation
that expressed the relation between the refractive index and density of cylinders in an
array [26].
Diffusion describes the net transport of particles in a fluid and some solids as
due to their thermally driven random motion [22]. In fluids, this process occurs in
addition to other bulk transport processes such as convection and advection [27, 28].
As a results of this random motion, a given particle in a bulk fluid will trace out a
tortuous trajectory. In the absence of confinements, the corresponding displacement
probability density (PDF) is spherically symmetric and Gaussian and the width of
the Gaussian PDF spreads out with time [29–33]. This phenomenon is often called
Brownian motion, named after Robert Brown who first described the random motion
of the organelles from ruptured pollen grains suspended in a liquid in his microscope
observations. He also observed the motion of ground glass and other ”dead” materials.
In his analysis, he ascribed this motion to the properties of the fluid and not to the
observed particles themselves [34].
In many cases diffusion occurs in volumes containing barriers or within the con-
fining geometry of pore spaces. The diffusing particles interact with the barriers and
experience a corresponding change in their trajectories leading to a different translation
probability distribution than in the unobstructed case. Observations of changes in the
distributions of diffusing particles can therefore be a useful indicator of the structure of
the confining geometry. The principle behind solving this type of inverse problem was
succinctly posed by Mark Kac in his 1966 paper ”can you hear the shape of the drum”,
where he set out to investigate how much of the drum’s shape can be inferred using
knowledge of all of the eigenvalues of the relevant eigenvalue problem [36]. In the
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Start
End
Figure 2.1: Sample trajectory of 100 steps of a Brownian particle generated using
a Monte-Carlo simulation co-written by the author and used by Tourell, Powell,
and Momot 2013, in the study of diffusion in fibre networks with a distribution of
alignments [35]- 2D projection of displacements of 3D simulation. Each step has a
fixed displacement and a random direction. The green arrow indicates the displacement
of the particle.
context of molecular diffusion, rather than ’hearing’ the sounds of a drum, the average
net displacements of diffusing particles can be observed along different directions.
Various mathematical techniques can then be employed to extract information from
these displacements about the microstructure of the diffusion environment. Solving
these problems essentially involves finding a diffusion equation solution backwards
in time, i.e. finding the initial distribution f from a later distribution g [37]. One
example of the inverse diffusion problem is the classic backward heat conduction
problem which involves determining the original heat distribution from the distribution
at a later time [38]. Mathematically, inverse diffusion problems are considered ill-
posed meaning that the ”smooth” nature inherent in diffusion processes results in
an irreversible loss in the detail of the original distribution. General approaches for
solving these problems involves replacing the original inverse problem (with no unique
solution) with a problem that has a well defined solution [37]. Much of the work
of the present thesis is aimed toward solving relevant inverse diffusion problems to
determine from time varying molecular distributions particular aspects of the ”shape”
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Figure 2.2: Illustration of various diffusion modelling techniques indicating their
conceptual roots; continuous or atomistic
of the confining geometries.
The preceding discussion implies two fundamental conceptual models of diffusion;
continuum and atomistic. Figure 2.2 is an attempt to summarise various diffusion
modelling approaches and their conceptual starting points. The left branch of Fig. 2.2
indicates modelling approaches which derive from Adolf Fick’s observations of fluid
mixing within a continuum. The right branch illustrates methods which follow from
the perspective of particle random walks. The random walks form Markov chains
which are either be sampled using molecular simulations, or explicitly modelled using
path integrals or path counts. It should be noted that this illustration is not exhaustive,
and through application of the central limit theorem [39], the methods can be shown
to model the same physical phenomenon [7]. In the following sections, we discuss the
origin and mathematics of some of these fundamental diffusion modelling techniques
and their applications to the principle work of this thesis.
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Figure 2.3: Illustration showing a comparison between continuum and atomistic
modelling of unrestricted molecular diffusion in one dimension. The top section of
the figure shows a plot of particle concentrations (thick grey line). The blue dashed
line is the second derivative of the concentration. The bottom section shows diffusion
from the perspective of a particle that starts at x = 0 and steps either left or right for a
total of 6 time steps
2.1.1 The diffusion equation
The earliest mathematical treatments of diffusion were developed by Adolf Fick in the
late 1800’s. He considered the fluid as a continuum and noted that particles in the fluid
tend to move from regions of high concentration to regions of lower concentration on
average [17]. In one dimension, the particle flux (or particle current) J(x, t) describes
the number of particles that pass point x per unit time. From experiments, it is known
that this flux is proportional to the concentration gradient,
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J(x, t) ∝ ∂C(x, t)
∂x
(2.4)
This expression is equivalent to Fick’s first law of diffusion in equation Eq. (2.2),
but without the coefficient of proportionality. Assuming that the number of particles
is conserved (particles are neither created nor destroyed), then the continuity equation
means that the change in concentration at a given location depends on the flux into and
out of this location,
∂C(x, t)
∂t
= −∂J(x, t)
∂x
(2.5)
which results in the well-known diffusion equation,
∂C(x, t)
∂t
= D
∂2C(x, t)
∂x2
(2.6)
where the proportionality constant, D, is called the diffusion coefficient. This con-
stant characterises the intrinsic diffusive properties of the fluid; its value is dependent
on the particle size, microscopic viscosity and macroscopic obstructions in the local
environment [17].
2.1.2 Diffusion propagator
The diffusion propagator is a solution of the diffusion equation. It can be interpreted
as either the concentration distribution of an ensemble of particles or as the transition
probability for a given diffusing particle. For unrestricted diffusion in one dimension,
the propagator is,
P (x, t) =
1√
4piDot
e−
x2
4Dot (2.7)
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Figure 2.4: Unrestricted 1D diffusion propagators for times t = 1, 5, 20, and 60 units.
The concentration spreads out and flattens with increasing time.
where x is the displacement, t is the time, Do is the bulk diffusion coefficient.
Figure 2.4 shows how Eq. (2.7) describes a Gaussian function which smoothly
spreads out over time. Given the independence of diffusion in the spatial dimensions, it
is easy to see that the corresponding propagator is spherically symmetric and Gaussian
in any given direction.
2.1.3 Brownian motion
The atomistic treatment of diffusion originated with Robert Brown’s 1827 microscopy
observations where he noted the seemingly random motion of the organelles from rup-
tured pollen grains suspended in water. He suggested that this motion was spontaneous
and intrinsic to the fluid and not a property of the pollen [34]. The mathematical
connection between Brown’s observations and Fick’s diffusion equation was made by
Albert Einstein in his 1905 paper, ”On the theory of Brownian motion” [14]. His
insight went beyond diffusion modelling and lead to evidence of the atomic description
of matter experimentally confirmed by Jean Batiste Perrin [40].
2.1. PHYSICS OF DIFFUSION 53
The mathematical framework describing Browns observations derived by Einstein
was based on the molecular-kinetic theory of heat [14]. He combined Stokes law
for drag in fluid and van Hoff’s laws of osmotic pressure to derive an expression to
calculate the mean square displacement of a Brownian particle [41]. The thermal and
dynamic equilibria of these laws allowed the viscosity of particles in a liquid η to be
related to a diffusion constant D,
D =
kT
6piηr
(2.8)
where k is Boltzmann’s constant, T is the temperature, and r is the hydrodynamic
radius of the particle. He then made the Brownian motion subject to Fick’s second law
(see Eq. (2.6), which in one dimension has the solution,
C(x, t) =
1√
2piDt
e
−x2
4Dt (2.9)
resulting in a mean square displacement 〈x2〉 of,
〈
x2
〉
=
∫
x2N(x, t)dx = 2Dt (2.10)
which, when combined with Eq. (2.8) gives,
〈
x2
〉
=
tkT
3piηr
(2.11)
An important physical insight of this relation is that the mean square displacement
of a diffusing particle is directly related to the hydrothermodynamic properties of the
fluid. Another physical insight is that diffusive motion occurs independently of any
concentration gradients or external potentials.
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The diffusion propagator from random walks
The diffusion propagator in Eq. (2.7) is a fundamental solution of the diffusion equa-
tion (Eq. (2.6)) (for derivation, see Ref. [42] chapter 2.4). This propagator can also be
derived from the perspective of a randomly walking particle. Consider an unbiased
particle undergoing a displacement along a straight line by way of equally spaced
steps, with a randomly chosen direction in each step. As the direction of each step is
independent of all previous steps, all possible sequences ofN steps can be assigned the
same probability, namely (1/2)N . Consequently, the probability P (m,N) is (1/2)N
times the number of sequences that lead to m in N steps. To arrive at m in N steps,
some of the (N + m)/2 steps can be taken in the positive direction along the line and
the remaining (N −m)/2 steps in the negative direction. This leads to the expression,
P (m,N) =
N !(
1
2
(N +m)
)
! · (1
2
(N −m))! ·
(
1
2
)N
(2.12)
Using binomial coefficients Cnr ’s, Eq. (2.12) can be written as;
P (m,N) = CN(N+m)/2 ·
(
1
2
)N
(2.13)
which is a Bernoullian distribution [43].
When N is very large and m  N , Eq. (2.13) can be simplified using Stirling’s
formula,
log n! =
(
n+
1
2
)
log n− n+ 1
2
log 2pi +O(n−1)(n→∞) (2.14)
Which therefore gives,
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logP (m,N) ≈
(
N +
1
2
)
logN
− 1
2
(N +m+ 1) log
[
N
2
(
1 +
m
N
)]
− 1
2
(N −m+ 1) log
[
N
2
(
1− m
N
)]
− 1
2
log 2pi −N log 2 (2.15)
Because m N , the series expansion can be used,
log
(
1± m
N
)
= ±m
N
− m
2
2N2
+O
(
m3
N3
)
(2.16)
which when applied to Eq. (2.15) gives,
logP (m,N) ≈
(
N +
1
2
)
logN
1
2
−N log 2
− 1
2
(N +m+ 1) log
(
logN − log 2 + m
N
− m
2
2N2
)
− 1
2
(N −m+ 1) log
(
logN − log 2− m
N
− m
2
2N2
)
(2.17)
which can be further simplified to give,
logP (m,N) ≈ −1
2
logN + log 2− 1
2
log 2pi − m
2
2N
(2.18)
giving the asymptotic formula for very large N as,
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P (m,N) =
√
2
piN
e
−m2
2N (2.19)
In the case of large N it is the net displacement, x = ml, that results from m steps
of length l that is of interest. After N steps, the probability P (x)∆x that a particle is
found between x and x+ ∆x can be written as,
P (x,N)∆x = P (m,N)
(
∆x
2l
)
(2.20)
which when combined with Eq. (2.19) gives,
P (x,N) =
1√
2piNl2
e
−x2
2Nl2 (2.21)
and considering that the particle will undergo n displacements per unit time t, gives
the 1D diffusion propagator,
P (m, t) =
1√
4piDt
e
−x2
4Dt (2.22)
where D = 1
2
Nl2.
Given the functional similarity of the governing equations for current, heat, and
diffusion shown in Eqs. (2.1), (2.2), and (2.3), the random walk process described
above is also linked to these phenomenon. More specifically, the above derivation
is analogous to estimating the multiplicities of N particle two state systems as in
thermodynamics and statistical physics [44].
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2.1.4 The Wiener path integral
Another treatment of continuous Brownian motion comes from an analysis of the
paths traced out by their random motion. Although these paths are inherently non-
deterministic, certain observations can be made about their nature [45]. Path integrals
are one of the earliest mathematical attempts to model solutions to diffusion problems,
with the concept of a path integral introduced by Robert Wiener between 1921 and
1924 [46]. Its basis is the development of a Wiener measure and Wiener integral to
calculate and assign a probability density that a diffusing particle will follow a given
trajectory, and then calculate the probability of displacement by integrating over all
available trajectories.
For example, consider a randomly diffusing particle in one dimension. From the
solutions to the diffusion equation, the probability that this particle will find itself
somewhere in the interval A < x < B in time t is,
P (x(t) ∈ [AB]) =
B∫
A
C(x, t)dx (2.23)
Where C(x, t) describes the probability distribution of the diffusing particle (e.g.
Eq. (2.4) for 1D unrestricted diffusion). The diffusion process is a compound event,
where the future location of the particle depends on its previous location. For exam-
ple, the probability that a randomly walking particle will successively pass through a
sequence of gates defined as A1 ≤ x(t1)B1, A2 ≤ x(t2)B2, ...An ≤ x(tn)Bn (see Fig.
2.5) is,
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Figure 2.5: (a) a randomly walking particle confined to the x-axis passing through
gates An, Bn at times tn (b) sample of some particle trajectories
P (x(t1) ∈ [A1, B1], x(t2) ∈ [A2, B2], ..., x(tn) ∈ [An, Bn])
=
B1∫
A1
1√
4piDt1
e
− x
2
1
4Dt1 dx1 ×
B2∫
A2
1√
4piDt2
e
− x
2
2
4Dt2 dx2
× . . . ×
Bn∫
An
1√
4piDtn
e−
x2n
4Dtn dxn (2.24)
(2.25)
The statistical independence of the random walk illustrates the Markov property
of diffusion; given the present information about a system, the distribution of future
states can be determined without knowing about its past states - i.e. the present state
contains all required information for the future.
By decreasing the size of the gates from Eq. (2.24) and increasing the number of
gates, the location of the particle becomes continuous. This is termed a ”stochastic
process”, of which a Markov process is a subset [47]. If we consider Eq. (2.24) in the
limit of the particle passing through an infinite number of infinitesimal gates along a
given trajectory,
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lim
∆t→0,n→∞
exp
(
−
n∑
i=1
(xi − xi−1)2
4D(ti − ti−1)
)
n∏
i=1
dxi√
4piD(ti − ti−1)
≡ exp
− 1
4D
t∫
0
x˙2(τ)dτ
 t∏
τ=0
1√
4piDdτ
dx(τ) (2.26)
This equation (Eq. (2.26)) describes the probability of the particle following a
given trajectory x(τ). In order to determine the probability that a given particle on the
x-axis will end up at some gate [AB] in time t, we have to integrate over all of the
possible paths leading to this gate,
P (x(t) ∈ [AB]) =
∫
ζ(0,0;[AB],t)
t∏
τ=0
1√
4piDdτ
dx(τ) exp
− 1
4D
t∫
0
x˙2(τ)dτ
 (2.27)
where the symbol
∫
ζ(0,0;[AB],t)
is the summation over all trajectories and is called
a Wiener path integral. This description provides a physically intuitive model that
states that the probability that a Brownian particle will displace to a given location is
proportional to the total number of ways that it can get there.
2.1.5 Restricted diffusion
Diffusion often occurs in complex environments, where the diffusing molecules inter-
act with various structures on the micro and macroscopic scale. This is particularly the
case for biological tissue containing macromolecules with various degrees of organi-
sation. Interactions between the diffusing particles and obstructions leads to restricted
diffusion [48–50]. The form of the corresponding restricted diffusion propagators is
directly in response to these interactions. Because of this, knowledge of the inverse
relationship between certain features of the structure within the diffusion environment
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and the corresponding propagator is a valuable tool for investigating characteristics of
the environment. This principle is the basis for the interpretation of diffusion tensor
imaging and other forms of experimental measurements of diffusion [22, 29, 51–55].
A consequence of these interactions with barriers is that the diffusion propagator is
no longer Gaussian, and the diffusion coefficient changes from a time independent
unrestricted valueD0, to a time-dependent entity. The time dependence of the diffusion
propagator can reveal geometrical characteristics of the confining geometry such as the
surface area to volume ratio of confining pore spaces as described by Mitra et al. 1993
[56]. If the obstructions have no particular ordering, their effect is to restrict diffusion
isotropically and can be characterised using the time dependent restricted diffusion
coefficient D(t). In the majority of porous media, however, the pore shapes are com-
plex and are often interconnected via tortuous passages with features of many different
length scales [29, 51, 57]. In these cases, a single coefficient is no longer sufficient
to characterise the diffusion and more sophisticated measures are required, including
the diffusion tensor [58, 59], spherical harmonics decomposition measures [50, 60] and
diffusion propagator representations [61]. In many cases, particularly biological tissue,
diffusion is restricted by permeable barriers. A given diffusing particle encountering a
permeable barrier has a probability of being either reflected by the barrier or transiting
across the barrier. Knowledge of the rate of particle exchange across a permeable
barrier is vital for understanding many complex biological processes [62] and is useful
for inferring structural characteristics of heterogeneous tissue such as cell-suspensions
from nuclear magnetic resonance experiments [63].
Observation time
In the case of unrestricted diffusion, the mean square displacements grow linearly with
observation time and can be characterised via a time independent diffusion coefficient
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Do. Restricted diffusion observations, on the other hand, depend on both the obser-
vation time, ∆, and the confining geometry [30, 33, 51, 64–66]. Generally, restricted
diffusion observations can be grouped into three regimes; short-∆ limit, intermediate-
∆, and the asymptotic long-∆ diffusion regime. This time dependence of the restricted
diffusion can be illustrated by considering an ensemble of particles diffusing within
a spherical pore space of length a. It is convenient to introduce the dimensionless
variable ζ such that,
ζ =
D∆
a2
(2.28)
In this isotropic but restricted scenario, diffusion can be characterised via a time
dependent restricted diffusion coefficient D(∆). In the very short-∆ limit (ζ  1),
only a very small fraction of the particles have sufficient time to encounter the pore
walls and experience restricted diffusion. Consequently, diffusion simply reduces to
the free diffusion propagator (see Fig. 2.7(a),
D(ζ  1) ≈ Do (2.29)
In the intermediate ∆, or crossover regime (ζ ≈ 1), a fraction of the particles
have time to diffuse sufficiently to encounter the walls of the sphere and have their
motion restricted [51, 67]. In this intermediate-∆ regime, Sen 2004 [51] showed that
the fraction of the particles encountering the barriers in a given ∆ depends is a function
of the surface area to volume ratio S/V of the pore space. This is illustrated in Fig.
2.6 where only particles that are within
√
2Dt of the walls can interact with the walls
in time t.
The expression relating the time dependent restricted diffusion coefficient D(∆) to
the surface area to volume ratio S/V of confining geometry with non-fractal walls is,
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Figure 2.6: 2D illustration of the intermediate restricted diffusion regime. In this
regime, particles can be considered to belong in one of four groups, e.g. particle A
illustrates particles that are within
√
2Dt of the walls and interact once in time t (see
Fig. 2.6 particle A), particle B represents particles that are within
√
2Dt of the walls
and interact many times in t, particle C represents particles that are within
√
2Dt of the
walls but do not interact in time t, the remaining particles represent those that outside
the distance
√
2Dt of the walls at t = 0 therefore will not travel far enough in time t
to interact.
D(∆)
Do
= 1− 4
9
√
pi
S
V
√
Dot− S
12V
〈
1
R1
+
1
R2
〉
(Dot) +
1
6
ρS
V
Dot+O
(
(Dot)
3/2
)
(2.30)
where S and V are the surface area and pore volume, respectively, R1 and R2 are
the principal radii of pore wall curvature with the angled brackets indicating averages
over the barrier walls, and ρ is the relaxivity of the barrier walls. This expression was
derived by Mitra et al. 1992 [29] and is based on the observation that in the short-∆
time regime, only diffusing particles that are within
√
2Dot of the walls, of area S,
interact with the walls. It follows, therefore, that only the fraction S
√
Dot/V of the
total number of particles are no longer free and potentially undergo restricted diffusion
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Figure 2.7: Illustration showing key properties of the three diffusion regimes; (a) the
short ∆ regime, the particles have diffused a small distance and have not had sufficient
time to interact with the obstructions. In this regime the diffusivity is approximately
the same as in the unrestricted case. (b) The intermediate-∆ regime. The diffusion
is becoming restricted as the particles begin interacting with the walls and have their
diffusion restricted. The diffusivity is reducing with increasing ∆. (c) The long-∆
regime. The particles have interacted with the walls sufficient time such that further
observation time will not appreciable reduce the diffusivity.
(see ref [29] for derivation).
Figure 2.7(b) illustrates the effect of observation time on the reduction of the appar-
ent diffusion coefficient. The short-∆ diffusion coefficient (or tensor for anisotropic
environments) for inferring the S/V ratio of a sample also applies in the case of
confining geometries with features of many scales as shown by Sen, 2004 [51] and
Keating, 2014 [68].Other surface dynamical properties within macro-porous media can
also be experimentally obtained in this regime such as the surface activation energies,
time of residence, and coefficient of surface affinity as shown by Godefroy et al., 2001
[66].
The asymptotic-long ∆ regime (ζ  1) describes the case where the diffusion
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reaches an asymptotic value and further increases in observation time do not yield
any further information about the geometry. This is illustrated in Fig. 2.7(c). In this
regime, the final positions of the diffusing particles will be completely uncorrelated
with their initial positions and distributed uniformly in the pore, therefore,
D(t −→∞) ∝ a
2
6t
(2.31)
and in the case of completely confined geometries, the term in Eq. (2.31) goes
to zero. In connected systems, the time dependent diffusion coefficient approaches a
finite, non-zero value below the bulk diffusion coefficient and is inversely proportional
to a factor known as the tortuosity τ [51],
D(t −→∞) −→ Do
τ
(2.32)
where the meaning of tortuosity is the ratio of the actual translated distance by a
diffusing particle ∆l per unit length ∆x,
τ =
∆l
∆x
(2.33)
Boudreau,1996 [69] describes two general requirements for τ ; (1) τ ≥ 1, meaning
that the actual path caused by restrictions needs to be larger than the unrestricted
path, and (2) that there is no restriction to diffusion caused by anything other than
the barriers.
2.1.6 Anisotropic diffusion
In many systems, particularly in biological structures such as muscle fibres [70–73],
the collagen fibres of articular cartilage [74–77], and the nervous system [78–81],
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Figure 2.8: Diffusion ellipsoids for three tensors; (a) Oblate, where diffusion is least
restricted in a transverse plane, (b) Spherical for isotropic restriction of diffusion, and
(c) Prolate where diffusion is most restricted in the transverse plane
diffusion is restricted in some directions more than others. Consequently, diffusion
cannot be characterised as Gaussian and spherical but takes on anisotropic form. In
these scenarios, the scalar diffusion coefficient can be replaced by a second-order
symmetric diffusion tensor D¯ [82]. For three dimensional anisotropic diffusion, this is
a 3x3 tensor,
D¯ =

Dxx Dxy Dxz
Dyx Dyy Dyz
Dzx Dzy Dzz

(2.34)
In diffusion tensor imaging applications, this tensor can be constructed from diffu-
sion measurements obtained along at least six different non-collinear and non-coplanar
directions [59]. Diagonalisation of this tensor gives the eigenvalues, λ1, λ2 and λ3, and
the eigenvectors, µ1, µ2, and µ3, which corresponds to the magnitude and direction of
principle diffusivity, respectively. Conceptually, this tensor describes the diffusion el-
lipsoid as illustrated in Fig. 2.8. The relationship between diffusion MRI experiments
and the diffusion tensor is discussed in more detail in section 2.3.
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2.2 Mathematical modelling of restricted diffusion
Mathematical solutions to restricted diffusion problems can be broadly grouped into
two approaches based on their conceptual origin; continuum based methods that seek
solutions to the diffusion equation, and atomistic based methods that explicitly cal-
culate molecular trajectories. Solutions to the diffusion equation are generally found
through analytic methods in the case of simple restricted diffusion problems [21, 22]
and discrete numerical methods for more complex problems [45, 83]. Atomistic based
diffusion modelling approaches include path integral methods and associated solutions,
[84, 85], analytic solutions to restricted random walks for simple geometries [7, 86],
path enumeration approaches for complex geometries and percolation clusters [5, 8,
12, 87, 88], and simulations of molecular translations based on the Langevin equation
(see Section 2.2.2) [9, 10, 35, 89, 90]. Another approach which explicitly models
individual molecular trajectories is the lattice path count method (LPC) introduced
and detailed in chapter 4 of this thesis [11, 12]. The LPC approach exactly computes
a discrete restricted diffusion propagator by counting all paths available to a diffusing
particle on a lattice and can be considered a numerical method for solving restricted
diffusion path integrals (see Section 2.1.4).
2.2.1 Analytic solutions to diffusion equation
Analytic solutions to the diffusion equation for simple geometries usually take one of
two forms; those that comprise a series of integrals, and those involving related error
functions [22]. Solutions in the long-∆ regime often take the form of a trigonometrical
series. The most simple analytic solution is the unrestricted diffusion propagator in
1D (Eq. (2.4) which describes the diffusive spreading of particles with a symmetric
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Gaussian probability distribution. For restricted diffusion problems, boundary condi-
tions can include reflecting walls, ∂C/∂x = 0, absorbing walls, C(x) = 0, and semi-
permeable walls, where ∂C/∂x is a function of the permeability at the boundary. The
most simple example of an analytic restricted diffusion solution is confined diffusion
along a line x with x(0) = 0 and reflecting barriers at −L/2 and L/2 [91],
C(x, t) =
1
L
+
2
L
∞∑
n=1
cos
(
2pinx
L
)
exp
(
−4pi
2n2Dt
L2
)
(2.35)
Mathematical techniques for solving the diffusion equation include the method of
reflection and superposition, separation of variables, or through the use of Laplacian
transformations [22]. Despite the range of available approaches, exact solutions only
exist for relatively simple geometries.
Finite difference methods
For problems where analytic solutions are unavailable, numerical methods such as fi-
nite difference and finite element are commonly employed. These involve numerically
integrating the diffusion equation by approximating the solution one time step to the
next [92]. The integration method can be explicit, where solutions are found for a later
time based on the current state, or implicit, where the solution is found for a later time
from both the current and later states of the system.
Mathematically, the explicit solution is expressed as,
C(t+ ∆t) = f(C(t)) (2.36)
where C(t) is the current species concentration and C(t+ ∆t) is the concentration
of the system after interval ∆t. Implicit methods involve solving the equation,
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f(C(t), C(t+ ∆t)) = 0 (2.37)
to find C(t+ ∆t).
The explicit approximation for solving the 1D diffusion equation for concentration,
C, at position x can be derived by considering the Taylor expansions for the function
at x+ xi,
C(x+ xi) = C(x) + xi
∂C
∂x
+
x2i
2
∂2C
∂x2
+
x3i
6
∂3C
∂x3
+ ... (2.38)
and for x− i,
C(x− xi) = C(x)− xi∂C
∂x
+
x2i
2
∂2C
∂x2
− x
3
i
6
∂3C
∂x3
+ ... (2.39)
and combining Eq. (2.38) and Eq. (2.39) gives,
C(x+ xi) + C(x− xi) = 2C(x) + x2i
∂2C
∂x2
+O(x4i ) (2.40)
which, assuming O(x4i ) is negligible, can be rearranged to solve for
∂2C
∂x2
,
∂2C
∂x2
(xi, t+ 1) =
1
x2i
(C(x+ xi)− 2C(x) + C(x− xi)) (2.41)
Although explicit methods appear more computationally efficient than their im-
plicit counterparts, in that they require few calculations, the maximum size of ∆t
is restricted by stability considerations [93]. Determining the stability criterion is
often carried out using Von Neumann stability analysis. [94]. For problems involving
many time steps, this stability requirement can increase the number of calculations.
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Implicit methods, on the other hand, are numerically stable for large ∆t. For example,
an implicit solution to the one dimensional diffusion equation is achieved by first
computing the discretised space derivative at step t+ 1 as,
∂2Ct+1i
∂x2
=
Ct+1i−1 − 2Ct+1i + Ct+1i+1
∆x2
+O(∆x2) (2.42)
and computing the time derivative,
∂Ct+1i
∂t
=
Ct+1i − Cti
∆t
+O(∆t) (2.43)
and introducing these to the diffusion equation to give the simple implicit FD
approximation as,
Ct+1i − Cti
∆t
= D
Ct+1i−1 − 2Ct+1i + Ct+1i+1
∆x2
(2.44)
with accuracy to O(∆x2,∆t) and is unconditionally stable [93, 95].
2.2.2 Computer simulations of restricted diffusion
Computer simulations are a method to solve complex restricted diffusion problems by
calculating the dynamics of each particle independently. The computed equations of
motion are either stochastic (Monte-Carlo simulations) or deterministically computed
using pair-wise summation of the relevant interaction potentials [96]. The choice
of simulation method depends on the complexity and spatio-temporal scale of the
problem [97, 98].
Computer simulations typically involve separating the problem into three phases;
(1) model construction, (2) computation of molecular trajectories, and (3) trajectory
analysis to determine the required properties [99]. Because simulations only compute
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the trajectories of a finite number of particles, they suffer from statistical errors pro-
portional to the square of the number of particles times the value of the propagator
[9];
∆P (r, t) ∝
√
NP ·
√
P (r, t) (2.45)
This uncertainty is demonstrated in Powell and Momot 2012 [9] (see chapter 4)
where Langevin dynamics simulations of unrestricted diffusion of 5000 particles com-
puted a fractional anisotropy of 0.061 ± 0.005 whereas this was reduced to 0.033 ±
0.003 for 20000 particles. This is in contrast to the expected fractional isotropy of zero
for an infinite number of particles undergoing isotropic diffusion [100].
Stochastic dynamics computer simulations
The Langevin equation is a stochastic differential equation which describes the motion
of a Brownian particle as the sum of a randomly directed force to represent collision
with the fluid molecules, η(t), a velocity dependent viscous force, −λdx
dt
, and a deter-
ministic interaction potential, −∇(U),
m
d2x
dt2
= −λdx
dt
+ η(t)−∇(U) (2.46)
Stochastic dynamics computer simulations integrate this equation to determine
the molecular displacements of a set of tracer molecules. Monte-Carlo simulations
simplify this equation by combining the random and drag forces via Einstein’s Brow-
nian equations and computing barrier interactions as simple elastic collisions. This
simulation approach is popular for diffusion modelling due to its relatively low com-
putational overhead [35, 52, 54, 90, 101–103]. Other methods such as Langevin
dynamics simulations involve more complex equations of motion and compute barrier
2.2. MATHEMATICAL MODELLING OF RESTRICTED DIFFUSION 71
interactions deterministically via an interaction potential function (e.g. the Lennard
Jones and Morse potentials) [9]. Consequently, Langevin Dynamics (LD) computes
more physically realistic barrier interactions than Monte-Carlo (MC) making it appli-
cable to problems where these interactions are significant. Such problems can involve
computing the liquid-vapour interface of water [104] and diffusion problems involving
rotational correlations of resident molecules [105].
In its most general form, Monte-Carlo methods use sample means to estimate the
populations means [99, 106, 107]. Applied to the problem of simulating restricted
diffusion, MC is an efficient way to compute the displacement of molecules and their
interactions with barriers. After running a simulation for the required number of time-
steps, the net displacements of the molecules are computed along various directions.
This mimics the scenarios of diffusion tensor imaging experiments, allowing MC
results to be used to build quantitative interpretive models [35, 54, 90, 103].
Typically, Monte-Carlo simulations are initialised by randomly distributing the
particles throughout the volume. The positions of each particle is then updated by
selecting a random and uncorrelated direction vector which is distributed uniformly on
a sphere centred on the molecule [90]. The magnitude of this vector is computed via
Einstein’s equation of Brownian motion,
∆r =
√
2dD∆ (2.47)
where d is the number of dimensions, D is the diffusion coefficient and ∆ is the
time step interval. Due to the fractal nature of the diffusing molecular trajectories, the
only restriction on the value of ∆ is that is small enough so each step length enables
sufficient sampling of the walls of the confining geometry.
Barrier interactions in Monte-Carlo simulations can be computed as either elastic
or inelastic collisions. For example, inelastic collisions can be modelled by choosing
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a randomly directed vector leading away from the barrier upon interaction [108].
In many cases, it is of interest to simulate restricted diffusion in the long-∆ regime
within periodic pore spaces, or pore spaces containing periodic obstructions. For
example, Monte-Carlo simulations have been performed in volumes containing par-
tially aligned fibre networks by Tourell, Powell and Momot in 2014 [35] . In these
simulations, a volume was defined as a parallelepiped and molecules that stepped
beyond a given boundary of the volume were immediately translated to the opposite
boundary, with this translation not contributing toward net displacement calculations.
Due to its computational efficiency, the Monte-Carlo simulation method has been
widely used to solve restricted diffusion problems in complex biological structures
in the long-∆ diffusion regime [52, 54, 101, 102].
Langevin dynamics is similar to MC in that it contains a random component, how-
ever each displacement vector is computed as a combination of a randomly directed
force and a deterministic force due to interactions with the barriers. Detailed discussion
of the application of Langevin dynamics to restricted diffusion problems can be found
in chapter 3.
2.3 Diffusion tensor imaging
Magnetic Resonance Imaging is a commonly used tool for the non-invasive imaging
of soft tissue with important applications in medical research and clinical diagnosis
of disease [109–112]. Diffusion tensor imaging is an imaging modality of MRI which
sensitises the imaging sequence to molecular diffusion. This technique is used to probe
tissue structures beyond the normal imaging resolution [59, 113, 114] and also can
provide valuable information about molecular transport pathways in tissue and tissue
engineering constructs [13, 115, 116].
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2.3.1 Magnetic resonance imaging
Nuclear Magnetic Resonance (NMR) forms the basis of diffusion tensor imaging. With
this technique, the precession of the nuclear spins of certain atoms (e.g. proton 1H)
within a magnetic field (Bo) is measured. The frequency of this precession is described
by the Larmor equation,
ω0 = γB0 (2.48)
where γ0 is known as the gyromagnetic ratio.
Information about the local molecular environment of an ensemble of these nuclei
can be obtained by perturbing their equilibrium magnetisation through the application
of a radio frequency (RF) pulse and measuring the time for the nuclei to relax to their
equilibrium. The perturbed spins produce a radio frequency signal which decays as
they relax at different rates in both the longitudinal (T1 or spin-lattice) and transverse
(T2 or spin-spin) directions to B0. Magnetic Resonance Imaging (MRI) produces
spatially resolved information by superimposing time-varying magnetic field gradients
on the static magnetic field B0. These gradients are typically applied along each of the
three orthogonal directions (x, y, and z). The application of the magnetic field gradient
g,
g =
(
∂Bz
∂x
,
∂Bz
∂y
,
∂Bz
∂z
)
(2.49)
means that the magnetic field experienced by the nuclear spins is position depen-
dent, with the consequent variation in their precession frequency. Each spin at position
r, therefore, experiences a magnetic field of,
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Figure 2.9: Phase of nuclear spins in a magnetic field. Top figure shows a uniform
field with all spins in phase. Bottom figure shows a magnetic field gradient which
produces a gradient of precession frequencies. If the gradient is applied momentarily,
the phases are shifted.
B = B0 + g · r (2.50)
with the consequent effect on its precession frequency of,
ω(r) =
∂φ(r)
∂t
= γ(B0 + g · r) (2.51)
where φ is phase, or transverse precession angle of a spin. This is illustrated in Fig.
2.9.
MRI spatially encodes the spins by periodically applying gradients along different
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directions, giving the phase of the spin as,
φ(r, t) =
t∫
0
ω(r, t′)dt′ = γB0t+ γ
t∫
0
g(t′) · rdt (2.52)
For example, additional phase variation along a direction r, φ′(r, t) can be created
through the application of a rectangular gradient pulse of a given amplitude gx for the
duration δ,
φ′(r, t) = γ
δ∫
0
gx(t
′)xdt′ = γδgxx = 2pikxx (2.53)
where kx = γδgx/2pi is the spacial frequency, or ”k value”.
Imaging is performed by selecting a ”slice” through the activation of a range of
selected spins, and then performing spatial encoding within this slice through the
sequential application of the gradients (along x and y axes) as described above. The
image can be reconstructed from the 2D data set, S(kx, ky) by Fourier transformation,
S(x, y) =
∫ ∫
S(kx, ky)e
−2pii(kxx+kyy)dkxdky (2.54)
2.3.2 Diffusion magnetic resonance imaging
A common method for sensitising the NMR signal to diffusion is to apply the Pulsed
Field Gradient Spin Echo (PFGSE) imaging sequence [3]. This method capitalises on
the attenuation of the basic spin echo NMR signal due to the diffusion of the spins.
Diffusion MRI requires, in addition to the spatial encoding gradients, another ”dif-
fusion” magnetic field gradient of duration δ applied along the desired direction. After
a short period ∆, the spins moving with velocity v undergo diffusion following which
another gradient opposite to the original ”diffusion” gradient is applied. During the
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period between the application of the gradients, the diffusing spins acquire a net phase
shift,
φ(v) = −γg · vδ∆ (2.55)
An equation describing the attenuation of the NMR signal due to both spin relax-
ation and diffusion was derived by Stejskal and Tanner [3] and has the form,
S(∆, g) = S0e
−TE
T2 e−Dγ
2g2δ2(∆−δ/3) (2.56)
In this equation, the first term describes the signal attenuation due to T2, or trans-
verse relaxation. This component of the signal can be easily determined using signal
measurements over incremental echo times and fitting the results to the exponential
function. By repeating measurements over a range of magnetic field gradient am-
plitudes with a fixed echo time the apparent self-diffusion co-efficient, D, can be
measured,
S(∆, g) = S ′0e
−bD = S0e
−TE
T2 e−bD (2.57)
where
b = γ2g2δ2
(
∆− δ
3
)
(2.58)
for the pulse sequence shown in Fig. 2.10(c). The apparent diffusion coefficient
can be determined by fitting the attenuated signals for the range of gradient strengths
to the function,
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Figure 2.10: Illustration of the PFGSE sequence. The application of the gradient
g along a given direction causes the phase of the spins to wind into a helix.
After a time ∆, diffusion causes the helix to disorganise with the change in spin
locations causing spins of difference phase to occupy similar locations resulting in
amplitude cancellation. The application of the pi pulse inverts the attenuated helix
and the application of the diffusion gradient unwinds the helix revealing the diffusion
attenuated signal. (a) shows views of the spins from the perspective along the direction
of the diffusion gradient. (b) shows the spins from a perspective transverse to the
direction of the gradient. (c) shows the corresponding NMR pulse sequence.
ADC =
−1
b
ln
(
S
S ′0
)
(2.59)
Through the application of diffusion gradients along various directions, anisotropic
diffusion can be sampled. In this case, a diffusion tensor, D is used in place of the
diffusion coefficient in the equation,
S(∆, g) = S ′0e
−γ2g·D·gδ2(∆−δ/3) (2.60)
78 CHAPTER 2. THEORY AND BACKGROUND
In order to fully determine the diffusion tensor, at least 6+Ao (i.e. 6 distinct non-0 g
values and g = 0)) diffusion measurements are required [59]. For example, if diffusion
gradients are applied along the x, y, and z directions, the off-diagonal elements of the
tensor can be sampled by applying gradients in the oblique directions.
The type of pulse sequences and number of gradient directions depends on the
requirements of the application and is the subject of ongoing research [100, 117–119].
This is particularly important in clinical applications where limited time exists for dif-
fusion measurements [120]. Various strategies to maximise the available measurement
data and minimise noise have been developed and include signal averaging, the use of
more gradient directions, and producing optimised imaging parameters such as the set
of b values [121–124]. In many cases, anisotropic diffusion measurements benefit from
the application of a greater number of diffusion gradient directions that the minimum.
Although some authors suggest that the minimum number is sufficient [59], analysis
suggests that mean diffusivity, fractional anisotropy and diffusion tensor measurements
benefit from approximately 20-30 gradient directions or more with evenly distributed
orientations [125–127].
The choice of observation-time, ∆, is also important in DT imaging. This value
depends largely on the length-scale of the microstructure under investigation and lim-
ited by the relation time of the diffusing spins. The information available from the
diffusion tensor depends on the diffusion regime as discussed in previously in section
2.1.5.
2.3.3 Interpretation of DTI data
Typical DTI acquisition data is in the form of a series of diffusion weighted images,
with each image corresponding to the measured diffusivity along a given direction.
From these images, information about diffusion in the given direction can be deter-
mined for volume elements of the sample. Combining voxel information from the
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Figure 2.11: Illustration of diffusion tensor voxels for the study of diffusion
in articular cartilage. Each voxel is approximately 50µm across. Also shown
are examples of oblate diffusion ellipsoids indicating preferred diffusivity along the
vertical axis.
acquired gradient directions, ”laboratory-frame” diffusion tensors can be constructed
where the coordinate axes correspond to the physical directions of the DTI hardware
gradient coils (the ”laboratory-frame”). From these diffusion tensors, the principal dif-
fusivities (eigenvalues of the DT) and their orientations with respect to the laboratory
frame (eigenvectors of the DT) can be computed.
The diagonalised voxel map of DT’s can be further analysed to determine the
principle eigenvector direction (indicating the predominant direction where diffusion is
least restricted), the maximum diffusivity (corresponding to the maximum eigenvalue
of the diagonalised DT), the mean diffusivity (the average of the diagonal elements in
the diagonalised diffusion tensor), and the fractional anisotropy (the degree of devia-
tion of the diffusion tensor from the isotropic case) [114].
Further processing using inter-voxel considerations are used to reveal larger struc-
tural information such as the nerve pathways as in neural tractography [128, 129] or
fibre network orientation and ordering of articular cartilage [74, 77, 130–134] (see Fig.
2.11).
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2.3.4 Calculating the DT from diffusion weighted images
To simplify processing of the diffusion weighted images and construct the laboratory
frame diffusion tensor, it is common to base processing on the ”B matrix” [114]. In
this case, the signal attenuation diffusion expression (Eq. (2.56)) can be written as,
log2
(
S(g)
S0
)
= −
3∑
i=1
3∑
J=1
bijDij ≡ −b : D, (2.61)
where indices i and j correspond to the values x, y, and z for construction of the
matrix. The values of b (a real 3× 3 matrix) in a spin-echo experiment are given by,
bij = γ
2gigjδ
2
(
∆− δ
3
)
(2.62)
where gi and gj and the matrix components of g.
Solving the diffusion tensor in DTI measurements requires solving the inverse
problem associated with Eq. (2.61), where only the signal attenuation and b-matrix
values are known. In the simple case where the diffusion gradients correspond to the
directions of the ”laboratory frame” diffusion tensor, the diffusivities along the applied
gradient directions are simply,
Dii = −1
b
ln
(
Sii
S0
)
(2.63)
for i = x, y, z. The off-diagonal elements are,
Dxy = − 1
2b
[
ln
(
Sxx
S0
)
+ ln
(
Syy
S0
)]
+
1
b
ln
(
Sii
S0
)
, etc (2.64)
In many diffusion experiments, a greater number of gradient directions than the
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minimum six are acquired. In this case, the diffusion tensor components are re-
constructed from least squares fitting of all attenuated signal values for all gradient
directions simultaneously with Eq. (2.61).
Interpretation of the laboratory frame DT in the context of diffusivities along given
directions is difficult because there is no straightforward meaning to its off-diagonal
elements. In practice, these values can often be negative, and therefore do not di-
rectly correspond to any diffusivities. Consequently, the laboratory frame diffusion
tensor is usually diagonalised to determine its eigenvalues and eigenvectors. The
diagonalisation process can be viewed (in the first approximation) as a 3D rigid-body
rotation to ensure the alignment of the laboratory frame co-ordinate axes with the
diagonalised diffusion tensor principle axes. The magnitude and direction of the di-
agonalised diffusion tensor describes what is commonly called the diffusion ellipsoid,
indicating the principle diffusivities and their directions with respect to the laboratory
frame. In this way, the diffusion ellipsoids are a means of visualising the direction
and degree of restriction to diffusion caused by the alignment order, or microstructure,
of the diffusion environment. Generally, diagonalisation is performed through unitary
transformations of the laboratory frame DT,
D′ = U(α, β, γ)DU+(α, β, γ) (2.65)
where α, β, and γ describe the Euler angles relating the orientations of the principal
axes of the diffusion tensor to the laboratory axes. U is a unitary matrix, which in this
application is the rotation transformations. Unitary transformations conserve the trace
of the matrix. This implies that the mean diffusivity is the same in both the laboratory
and transformed frames,
Dav =
1
3
(D1 +D2 +D3) =
1
3
(Dxx +Dyy +Dzz) (2.66)
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2.3.5 Fractional anisotropy
The fractional anisotropy can be considered as a scalar measure of the degree of
deviation of the diffusion tensor from the isotropic case [135]. Its values range between
0 and 1 corresponding to completely isotropic diffusion and completely anisotropic
diffusion, respectively.
In the case of a prolate diffusion tensor (D1 > D2 ≈ D3), FA can be calculated as,
FA =
3√
2
√
(D1 −Dav)2 + (D2 −Dav)2 + (D3 −Dav)2√
D21 +D
2
2 +D
2
3
(2.67)
and in the case of an oblate diffusion tensor (D1 ≈ D2 > D3),
FA =
2√
3
√
(D1 −Dav)2 + (D2 −Dav)2 + (D3 −Dav)2√
D21 +D
2
2 +D
2
3
(2.68)
where Dav = 1/3(D1 +D2 +D3) is the average diffusivity.
The theoretical FA from isotropic diffusion is 0. In practice, this is never achievable
due to noise in the NMR signal and the finite number of spins undergoing diffusion
[114]. In the case of computer simulations of diffusion, this is due to the finite number
of molecular trajectories being sampled [9, 90]. This is discussed further in section 3.
2.4 Diffusion in avascular anisotropic biological tissue
Biological tissue is intrinsically heterogeneous containing cell membranes, macro-
molecules and many structures on a larger scale. Consequently, molecular diffusion
in tissue is restricted and, in many cases is anisotropic [114]. The quantitative study of
diffusion in biological tissue has important applications for the improved understand-
ing and diagnosis of disease, trauma and genetic disorders [9, 51, 72, 74, 89, 100, 131,
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136–139]. As water molecules probe the tissue microstructure on the atomic scale, far
below typical imaging resolutions, important nano and microstructural characteristics
can be inferred from observations of their diffusive behaviour [100].
The complex organisational structure of tissue exists at many length-scales from
cellular to macroscopic and has varying degrees of ordering. In tissue with no preferred
ordering diffusion is restricted isotropically. Measurements of the diffusion coefficient
within these tissues can indicate the degree of restriction and in conjunction with other
techniques, can be used to infer tissue characteristics [140]. In other fibrous tissue
such as the neural networks of the nervous system [139], muscle fibres [72, 141], and
the collagen fibre networks of articular cartilage [142, 143], cells are organised into
structures that restrict diffusion anisotropically. Additionally, many tissue and cells
possess semi-permeable barriers with a characteristic membrane transport rates for the
diffusing particles [62, 144]. Given the appropriate interpretive models, observations
of restricted diffusion along different directions can be used to infer characteristics of
the confining geometry of these tissue, often providing structural detail beyond the
capabilities of other techniques [30, 51, 67, 143]. For example, neural tractography
is a imaging clinical diagnostic technique where diffusion tensor measurements of the
brain are used to interpret the neural pathways for diagnosis of brain disorder and
damage [78]. Similar techniques are applied in DTI-based muscle fibre tracking to
infer skeletal and cardiac muscle architectures [73, 145]. The highly-ordered structures
within muscle cells restrict diffusion anisotropically, with diffusion least restricted in
the direction of the muscle fibre [136]. Another important application of diffusion
magnetic resonance imaging is in the study of articular cartilage, a tissue consisting
of fibres with diameters in the nano-scale and varying degrees of structural ordering
[131]. In addition to biological tissue in situ, the study of diffusion has applications
in tissue engineering from measuring microstructure and nutrient pathways and tissue
growth and infiltration within the tissue engineering constructs [13].
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2.4.1 Neural structures
Neurons are cell that process and transmit electrical signals in the nervous system
[79]. These cells include sensory and motor neurons, and white matter in the brain and
spinal cord. Neurons consist of the soma, or cell body, the tree-like dendrites, and the
axon which transports electrical signals between the soma and dendrites of surrounding
neurons (see Fig. 2.12). The diameters of the axons range between 1µm and 25µm
and they can reach lengths many times the diameter of the soma. Surrounding the
axons is an electrically insulative membrane sheath, the myelin sheath, which in turn is
surrounded by a cellular layer, the neurilemma, which together is called the medullary
sheath. These cells are organised into complex interconnected networks and form the
basis of the nervous system [146].
Water molecules diffuse within and between the neurons, the volume bounded
by the medullary sheath, and the surrounding tissue [147]. The observed diffusion
measurements correspond to the complex combination of restricted diffusion within,
and between, each of these regions. Fiber tractography samples the diffusivity along
given directions in a 3D array of voxels throughout the neural structure. By con-
sidering the connectivity inferred by the diffusion tensors of corresponding voxels,
fibre orientation mapping resolves fibre tracks are computed and represent the neural
connectivity [148]. As the diffusion tensor can only resolve a single predominant
direction of diffusivity, other techniques such as Q-ball imaging [81, 149] and spherical
deconvolution techniques [80] are often employed to resolve issues where two or more
fibres cross within a given voxel [150–152].
2.4.2 Articular cartilage
Articular cartilage is a low friction, load bearing and wear resistant soft tissue found
on the ends of the long bones and synovial joints [153]. It consists of chondrocytic
2.4. DIFFUSION IN AVASCULAR ANISOTROPIC BIOLOGICAL TISSUE 85
Soma (Cell Body)
Dendrites
Axon
Myelin Sheath
Axon Terminals
Figure 2.12: Schematic showing the of a typical neuron indicating the cell body, axon,
dendrites, myelin sheath and axon terminals.
cells in a three dimensional extracellular matrix containing proteoglycans (5 − 10%),
collagen fibres ( 15%w/w) and water (65−80 %w/w) [154, 155]. The biomechanical
properties of articular cartilage are due to the macro-structure of the collagen fibre
matrix and the osmotic properties of the proteoglycans, with the water diffusing in the
interstitial volume between the fibres [90].
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As much of the biomechanical properties of articular cartilage are due to the col-
lagen fibre networks, knowledge of their organisation is of great importance for re-
search into AC biomechanics [75] and clinical diagnosis of disease [156]. The range
of methods for investigating AC microstructure include histology [157], microscopy
[158], diffraction enhanced X-ray [159] and magnetic resonance imaging. Various
MRI imaging techniques have been used to study AC structure such as spin relaxation
imaging [160–163], magic angle imaging [77, 155, 164], and diffusion tensor imaging
[74, 130, 132–134, 156].
Collagen fibre networks
The collagen matrix within articular cartilage consists of a highly organised network
of collagen fibres with diameters of between 20 nm to 200 nm [165, 166]. The
fibres consist of triple helix of polypeptide chains which are assembled into fibrils.
These fibrils are further woven into larger fibres [167]. The exact nature of the col-
lagen/proteoglycan interaction is still unknown, however, the compressive stiffness of
AC has been found to be due to the electrostatic charge repulsion of the glycosamino-
glycan groups. This charge effect generates a swelling pressure which subsequently
affects water binding [168] and must be balanced by the arrangement of the collagen
fibres [155].
As described in Minns and Steven, 1977, the collagen fibres in articular cartilage
exhibit a lamellar organisation throughout the cartilage, and can be grouped into three
zones based on their ordering; the radial zone where the fibres are aligned and perpen-
dicular to the articular surface, the transitional zone where the fibres cross-over and
have no preferential alignment, and the superficial zone where the fibres are aligned
parallel to the articular surface [142, 169]. This is illustrated in Fig. 2.13 which shows
a scanning electron microscope image of a cross section of bovine patella articular
cartilage with the zones indicated. This image shows the calcified bone toward the
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Figure 2.13: Scanning electron micrograph of bovine patella cartilage taken by the
author. The fibre organisational zones are superimposed over the image with an
illustration of the fibre ordering on the left.
bottom of the image and the articular surface at the top. The small dark hollows are the
locations of the condrocytes which are the cellular components of articular cartilage.
Figure 2.14 shows four higher magnification SEM micrographs of bovine articular
cartilage and shows fibres in the aligned (Fig. 2.14a), transitional (Fig. 2.14b) , and
superficial zones (Fig. 2.14c).
A magic angle MRI study by Xia Yang, 2000 [155] found that the typical volume
fraction of collagen fibres in AC varies throughout and is approximately 0.2 at the
radial and superficial zones and 0.15 in the transitional zone. The corresponding water
concentration was also seen to vary throughout the cartilage from 0.65w/w at the
radial zone through to 0.75 at the superficial zone.
Proteoglycans
Proteoglycans are protein-polysaccharide molecules contained within the cartilage via
hydrogen bonding with the collagen fibres and have a hierarchical organisation. This
enables the efficient placement of anionic charges which then bind with water molecules
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Figure 2.14: Various scanning electron micrographs of bovine articular cartilage
taken by the author showing the fibre networks with various degrees of ordering.
and provide the hydrodynamic properties of AC [170]. It is the combination of both
the hydrodynamic friction and the osmotic interactions between the proteoglycans and
the water that results in the mechanical and load distribution properties of articular
cartilage [171, 172]. Throughout articular cartilage, the proteoglycan concentration
varies between approximately 0.04w/w at the articular surface to 0.07 at the radial
zone [155].
Diffusion in articular cartilage
Diffusion tensor imaging has great potential as an indicator of early stage osteoarthritis
[134, 143, 173] and for research into AC microstructure and biomechanics [74, 130,
132, 174–176]. For example, Deng et. al. found an increase in the apparent diffu-
sion coefficient within samples of human articular cartilage following depletion of the
proteoglycan content, indicating that DTI is sensitive to pathophysiological changes
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in AC. Micro-structural changes in AC were observed in DTI experiments carried out
by de Visser et. al. 2008 [130]. More recently, Ukai et. al. 2015 demonstrated that
a combination of DTI and spin-relaxation MRI measurements can detect moderate
to severe AC damage and changes in the apparent diffusion coefficient can be used
to detect early stage AC damage [177]. This same study also found that fractional
anisotropy measurements can be used to identify damaged cartilage.
Because the collagen fibres are partially ordered in AC, the corresponding diffusion
tensor is anisotropic. It is the collagen fibres alone that contribute to this anisotropy,
with many studies demonstrating that the other major component in AC, the proteo-
glycans, have no preferred ordering [74, 76, 134, 172]. The effect of the proteoglycans
is to isotropically reduce the apparent diffusion coefficient by approximately 10−15%
[166]. Comper and Williams, 1987 [171] also demonstrated a corresponding reduction
in the ADC with the increase in a proteoglycan aggregate concentration. Because
diffusion measurements of AC are restricted by a complex combination of the effect of
the collagen network and the proteoglycans, knowledge of their relative concentrations
is important for improved quantitative interpretation of fibre microstructure from DTI
measurements [9]
2.4.3 Scaffolds for tissue engineering
Tissue engineering involves the fabrication of tissue constructs for the purposes of re-
placing missing, defected or damaged tissue and restore function [178]. Biofabrication
is the application of 3D printing principles to tissue engineering, employing a layer-
by-layer controlled deposition of material to build up 3D objects [179–182]. In hybrid
scaffold/cell approaches, a 3D biodegradable polymer scaffold is fabricated and cells
and growth factors inserted, often by way of hydrogel printing [183, 184]. The scaffold
serves as a temporary structure for initial tissue growth providing mechanical support
and a organised matrix environment to optimise growth [185]. Following seeding,
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Figure 2.15: Scanning electron micrographs of melt-electrospun scaffolds with 90
degree cross-hatch architecture [181]
cells proliferate within the scaffold until it is ready for transplantation into the patient
[186–189].
The internal microarchitecture of the scaffold directly affects seeding efficiency,
tissue proliferation, and cell differentiation [190–194]. Futhermore, the pore size,
distribution and interconnectivity within the scaffolds are critical for the supply of vital
metabolites are the removal of metabolic waste products. Diffusion tensor imaging has
potential as a tool for the non-invasive characterisation of the evolution of molecular
transport pathways within 3D tissue engineering scaffolds as tissue grows. The use of
MRI to monitor tissue regeneration in tissue engineering is outlined in a review article
by Xu et al. 2008 which described the applications of various MRI techniques to study
regenerated AC, adipose tissue and fat [138]. More recently, Othman et al. 2015
used a proprietary MRI compatible incubator to perform a longitudinal study of bone
tissue growth in cross-linked gelatin scaffolds over a four week period. They observed
changes in the T1, T2 and ADC as the tissue infiltrated the scaffold. The DTI study
of melt-electrospun TE scaffolds by Powell 2014 went beyond measuring the ADC to
characterising diffusion anisotropy as a non-invasive technique for mapping molecular
transport pathways (see Chapter 5) [13].
Scaffold based tissue engineering studies typically use specialised 3D printing
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techniques to fabricate a porous polymer scaffold layer-by layer into the desired ex-
ternal shape [195–197]. This process also produces the porous internal structures
with the scale of structures within these internal networks shown to affect cell in-
filtration and proliferation [198]. The scale of the internal features has been shown
to effect scaffold performance, with micron-scale fibre networks desirable for cell
attachment having larger surface area to volume ratios and surface topology compa-
rable to the dimensions of the cells [199]. Three dimensional printing techniques such
fused deposition modelling and stereo-lithography are capable of producing features
as small as approximately 100µm but typically 400µm [200]. Higher resolution
fabrication technologies such as direct-writing melt electrospinning are capable of
producing organised fibre networks with fibre diameters in the order of 10’s of microns
[201]. However, rapid proliferation of tissue in these scaffolds often results in the
restriction of vital fluid pathways leading to cell death [202, 203]. Therefore, one of
the challenges in melt-electrospinning based tissue engineering (and other comparable
technologies) is to develop scaffold designs for optimal tissue growth and maintain the
vital fluid pathways.
Following cell seeding, the scaffolds are placed in cell culture plates or bioreactors
to support cell growth. In the case of perfusion bioreactors, the microfluidic environ-
ment needs to have very low levels of flow to prevent the cells from detaching from the
scaffold [204–206]. Within the scaffold, diffusion is the dominant molecular transport
mechanism [207–210]. For this reason, the study of diffusion is critical for successful
tissue engineering scaffold design. Most studies of microfluidics within TE scaffolds
to date involve perfusion measurements to infer information such as pore connectivity
and tortuousity [211]. As advances in micron scale fabrication are relatively recent,
there are few studies that use diffusion MRI for the longitudinal study of tissue growth
and its effect on diffusion [115, 138, 212]. In addition to characterising the molecular
transport within tissue engineering scaffolds, diffusion tensor imaging can be used
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to infer geometrical features in much the same way as with tissue such as articular
cartilage. Given the much thicker fibres of melt-electrospun scaffolds compared to the
collagen fibres of articular cartilage, diffusion measurements are in the intermediate
diffusion regime. This enables DTI to probe the changes in surface to volume ratio
as tissue growth within the scaffolds [29, 67]. In addition, 3D maps of tissue growth
and molecular transport pathways can be obtained by spatially encoding the diffusion
measurements [35, 114].
Chapter 3
Computer simulations of restricted diffusion
In this chapter, we detail a simulation technique for producing diffusion tensors cor-
responding to asymptotic long-∆ diffusion measurements of periodic fibre networks.
This method models the trajectories of diffusing water molecules and computes their
interactions with fibre structures to produce theoretical diffusion tensors [54]. The
simulation software is based on the Langevin equation which computes physically
realistic modelling of water/fibre interactions without requiring explicit calculation of
the many-body interactions between all diffusing particles [213]. In the following
sections of this chapter, we detail the development of the Langevin dynamics simula-
tion software and its application to the problem of diffusion in the interstitial volume
surrounding an array of partially aligned model collagen fibres. We also investigate
the effect of positional and radial disorder of completely aligned collagen fibres on
the diffusion tensor. The chapter is presented as expanded versions of two published
peer-reviewed journal papers [9, 10].
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3.1.1 Abstract
In this work, a Langevin dynamics model of the diffusion of water in articular car-
tilage was developed. Numerical simulations of the translational dynamics of water
molecules and their interaction with collagen fibres were used to study the quantitative
relationship between the organisation of the collagen fibre network and the diffusion
tensor of water in model cartilage. Langevin dynamics was used to simulate wa-
ter diffusion in both ordered and partially disordered cartilage models. In addition,
an analytical approach was developed to estimate the diffusion tensor for a network
comprising a given distribution of fibre orientations. The key findings are: (1) an
approximately linear relationship between collagen volume fraction and the fractional
anisotropy of the diffusion tensor in fibre networks of a given degree of alignment,
(2) for any given fibre volume fraction, fractional anisotropy follows a fibre alignment
dependency similar to the square of the second Legendre polynomial of cos(θ), with
the minimum anisotropy occurring at approximately the magic angle (MA), (3) a
decrease in principal eigenvalue and an increase in the transverse eigenvalues as the
fibre orientation angle, θ, progresses from 0◦ to 90◦. The corresponding diffusion
ellipsoids are prolate for θ < MA, spherical for θ ≈ MA, and oblate for θ >
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MA. Expansion of the model to include discrimination between the combined effects
of alignment disorder and collagen fibre volume fraction on the diffusion tensor is
discussed.
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3.1.2 Introduction
Diffusion tensor imaging (DTI) enjoys success as a non-invasive imaging technique
for both medical research and clinical diagnostics by enabling in vivo investigations
of biological tissue organisation and microstructure [74, 76, 139, 147, 214]. DTI mea-
surements are performed by applying magnetic field gradients in several independent
directions to acquire a series of diffusion weighted images, with each image providing
information about the diffusivity along the respective direction. The resulting images
are combined and processed to produce maps of diffusion tensors. The eigenvalues
and eigenvectors of diffusion tensors describe the magnitude and principal directions
of diffusivity and the tensor can be visualised as a diffusion ellipsoid [58]. Interpre-
tation of DTI measurements is based on the assumption that the characteristics of the
diffusion ellipsoid reflect the macromolecular or cellular environment of the diffusing
water molecules [102].
DTI is ideally suited to investigating the collagen fibre organisation of articular car-
tilage (AC). AC is the load-bearing, low-friction and wear-resistant tissue covering the
ends of the long bones inside synovial joints in mammals [215]. The main extracellular
components of articular cartilage are water ( 65%−80% ), type II collagen (15−20%)
and proteoglycans (5−10%) [155]. The collagen fibres of AC are based on a triple helix
of polypeptide chains. These are assembled into long fibrils, which are further wound
into larger fibres [216]. These fibres are cross-linked into a matrix network, with
different amounts of ordering throughout the tissue. The organisation of these networks
is often described in terms of different zones based on their predominant alignment
as shown in Fig. 3.1 [130]. In the superficial zone the fibres are predominantly
aligned parallel to the articular surface; in the radial zone the fibres are predominantly
aligned perpendicular to the bone surface; and in the transitional zone the fibres have
no preferred alignment.
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Present knowledge about the relationship between the diffusion tensor and tissue
morphology has been developed through the use of DTI experiments on independently
characterised models and tissues [74][58][217][31], theoretical analysis of diffusion in
anisotropic structures [102][218][48], and computer models that simulate the transla-
tional diffusion of tracer molecules in model structures [54][52][101][219][220]. In
practice, interpretation of the diffusion tensor with respect to AC microstructure is
currently limited to determining the predominant direction of the fibres and qualitative
indicators of the degree of alignment [221]. Quantitative determination of the degree
of alignment and fibre volume fraction is difficult because of the interplay between
these two factors in determining the diffusion tensor.
In this study, we investigated water diffusion in partially aligned model colla-
gen fibre networks. This was done using Langevin dynamics (LD) simulations of
molecular diffusion of water restricted by collagen fibres Langevin dynamics was
chosen instead of the less computationally expensive Monte Carlo approach because
the long-term aim of this work was the development of coarse-grained simulations of
the anisotropy of 1H transverse spin relaxation rate (1/T2) [77]. The latter phenomenon
is controlled by slow rotational dynamics of water molecules and therefore requires
simulations involving both long time scales and molecular detail. In the present work,
LD simulations were used to obtain the water diffusion tensors for a range of fibre
alignment angles and fibre volume fractions. The simulation results were used to
produce quantitative relationships between the diffusion tensor, the degree of struc-
tural disorder, and the collagen volume fraction. Additionally, a simplified analytical
model was developed to allow efficient estimation of the diffusion tensor for a given
distribution of fibre alignments. We discuss the feasibility of using DTI measurements
on their own and in conjunction with T1 mapping for determination of fibre alignment
and collagen volume fraction in articular cartilage.
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Figure 3.1: (left) Schematic illustration of the typical distribution of collagen fibre
orientations in the superficial, transitional and radial zones of articular cartilage. The
articular surface is indicated by the bold square at the top of the superficial zone.
(centre) Schematic illustration of the fibre orientations of the model collagen networks
developed in the present study for θ = 90◦, 0◦ < θ < 90◦, and θ = 0◦. (right)
Diagrams of the diffusion ellipsoids for each of the three AC zones: an oblate ellipsoid
for the superficial zone, spherical for the transitional zone, and a prolate ellipsoid for
the radial zone.
3.1.3 Methods
A Langevin dynamics model of hydrated collagen fibres was used to compute the
translational dynamics of water molecules. The software was written in-house; the
details of LD simulations are provided in Appendix A. The force applied to each water
molecule was calculated in each time step as the sum of a stochastic force (representing
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Figure 3.2: The sample trajectory of a single water molecule undergoing an interaction
event with a model collagen fibre. The motion of the water molecule was calculated
using the Langevin equation, Eq. (A.1). The outer edge of the fibre is located at x = 0
and runs parallel to the z-axis. The water/ fibre potential took the form of a Lennard-
Jones-like potential; rmin is the location of the potential minimum. The water/fibre
interaction force is applied to the water molecule in a direction normal to the fibre
axis.
water-water interactions), a conservative force (water-fibre interactions) and a hydro-
dynamic friction force. This approach provides a physically realistic picture of water-
fibre interactions and is sufficiently computationally efficient to enable simulations in
the long diffusion time (∆).
The model collagen fibres were represented as smooth walled cylinders. Each
cylinder was defined by a vector representing its central axis and a value defining its
radius. The interaction force (Fc) between a given water molecule and any nearby fibre
was directed normal to the fibre axis. To optimise processing time, a cut-off distance
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of 2.5σ was used between the water molecule and the fibre wall (see Fig. 3.2). At
this distance, the residual value of Fc ≈ 4 × 10−13N , leading to a displacement of
∆rc(r) ≈ 3× 10−14m at ∆t = 0.2 ps.
Model collagen networks
The simulation volume was defined as a rectangular parallelepiped encompassing the
model collagen fibres with tracer water molecules diffusing in the interstitial volume.
The direction of preferred fibre alignment was taken as the z axis and referred to as the
longitudinal direction. The transverse plane was defined as the x,y plane.
In each simulation volume, 64 model collagen fibres were aligned parallel to the
z-axis and arranged into a square array across the x-y plane with a spacing of 180nm.
For the partially aligned networks, the fibres were rotated by the desired angle. In order
to maintain axial symmetry, the fibres were treated in groups of 4, with the fibres in
each group rotated about the +x, +y, −x and −y axis respectively (see Fig. 3.1). The
rotation centre of each fibre was also shifted along the z-axis by a randomly chosen
integer multiple of 180nm in order to prevent the fibres rotated at 90◦ from occupying
only one plane.
In total, 46 different fibre networks were constructed. Ten different identically
aligned networks were generated using fibre radii of 30nm, 35nm, 40nm, 45nm,
50nm, 55nm, 70nm, 65nm, 70nm, and 80nm. For each of the partially aligned
fibre networks, the radii were 40nm, 50nm, 55nm, 60nm, 70nm, and 80nm. The
fibre rotation angles, θ, chosen for the partially aligned networks were 22.5◦, 45◦,
magic angle (cos−1(1/
√
3) ≈ 54.7◦), 67.5◦, and 90◦.
The actual fibre volume fractions corresponding to each simulation structure are
shown in Fig. 3.3. These were calculated by sampling a 3D array of points throughout
each simulation volume and determining the ratio of the number of points within the
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Figure 3.3: The effect of alignment disorder on fibre volume fraction for a given fibre
radius. The decrease in fibre volume fraction with increasing θ is an artefact of fibre
network construction.
fibres to the total number of points. These plots show that for a given fibre radius, the
fibre volume fraction, φ, decreases as the fibre rotation angle is increased. Additionally,
the fibre volume fraction for the θ = 90◦ structures is 52.7 ± 0.2% of the volume
fraction for the aligned case for all fibre radii. This can be explained as an artefact of
the network construction method.
Simulation parameters
At the initialisation of each simulation run, the required number of water molecules
were randomly placed in the interstitial volume. An implementation of periodic bound-
ary conditions was used whereby water molecules stepping outside the volume bound-
ary were translated to a random location within the interstitial volume. The displace-
ments effected by such boundary crossings were subtracted from the final simula-
tion displacements in order to correctly calculate the net displacement for each water
molecule.
The optimal integration time step, ∆t, was chosen to be larger than the velocity
3.1. PAPER 1: LANGEVIN DYNAMICS SIMULATIONS IN PARTIALLY ALIGNED
COLLAGEN NETWORKS 103
autocorrelation time (VACT) of water (to satisfy Eq. (A.2)), yet small enough to
enable the diffusing water molecules to sufficiently sample the water/fibre interaction
potential. It was found that ∆t > 0.2 ps produced unrealistic translational behaviour
of the water molecule during interactions with the coarse-grained model fibres. Con-
sequently, ∆t = 0.2 ps was chosen as the integration step time.
The total simulation duration, ∆ = 0.1ms, was chosen for all aligned networks and
partially aligned networks with fibres of radius 50nm. ∆ = 0.05ms was chosen for
the remaining networks. This resulted in RMS displacements of between 480nm and
680nm, which were larger than the average fibre spacing of 180nm (see section 3.1.5).
This ensures the simulated diffusion tensors are solidly within the long-∆ regime as
discussed in Section 3.1.5.
Diffusion tensor
The net displacements of the tracer water molecules at the end of each simulation
were used to compute the diffusion tensor according to the established methodology
[54][59]:
Dij =
1
2Ns∆tN
Np∑
n=1
(
riNs,n − rio,n
) (
rjNs,n − rjo,n
)
(3.1)
where the indices i and j refer to the axes x, y and z; Ns∆t is the duration of the
simulation; ro,n is the initial position of molecule n; and rNs,n is the final position of
molecule n after the boundary condition displacements have been subtracted.
The resulting diffusion tensors were diagonalised to determine the eigenvalues and
eigenvectors. As axially symmetric rotations were used to construct the partially
aligned fibre networks, the eigenvalue sorting problem was solved by defining the
unique eigenvalue (longitudinal diffusivity, Dl) as the eigenvalue corresponding to the
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eigenvector closest aligned with the z-axis of the simulation volume.
In addition to the diffusion tensor, diffusion in fibrous tissue is often described
using a scalar measure, fractional anisotropy (λFA) [222]. This scalar measure can be
considered as the degree of deviation of the diffusion tensor from the isotropic case. It
is normalised to the modulus of the diffusion tensor, and is given by:
λFA =
√
3
2
·
√
(λ1 − λav)2 + (λ2 − λav)2 + (λ3 − λav)2
λ21 + λ
2
2 + λ
2
3
(3.2)
where λ1, λ2, and λ3 are the eigenvalues of the diffusion tensor (DT) and λav =
1/3(λ1 + λ2 + λ3) is the average diffusivity.
3.1.4 Results
DT eigenvalues
Isotropic diffusion simulations were run in the absence of collagen fibres to observe
the effect of ensemble size on the diffusion tensor. A simulation of 5000 molecules
undergoing isotropic diffusion for 1 × 106 steps resulted in a diffusivity of 〈D〉 =
(2.30± 0.01)× 10−9m2s−1, and λFA = 0.061± 0.005. Increasing the ensemble size
to 20000 molecules reduced the fractional anisotropy to λFA = 0.033± 0.003.
The diffusion tensor corresponding to each of the model cartilage simulations was
calculated using the net molecular displacements in accordance with Eq. (3.1). As
discussed previously, the unique eigenvalue was chosen as the eigenvalue correspond-
ing to the eigenvector closest aligned to the z-axis and represented the longitudinal
diffusivity, Dl. The average of the remaining two eigenvalues was taken as the diffu-
sivity in the transverse plane, Dt. The normalised longitudinal diffusivity for each
of the simulations is shown in Fig. 3.4(a) as a function of both the fibre volume
fraction, φ, and fibre rotation angle, θ. The isotropic diffusion coefficient of water
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Figure 3.4: (a) Normalised longitudinal diffusivity, Dl/Do, for LD simulations of
water diffusion in model collagen networks, as a function of both the fibre volume
fraction, φ, and fibre orientation angle, θ. The surface represents the values of the
least-squares fit shown in Eq. (3.3). In the present study, Do = 2.3× 10−9m2s−1 was
used. (b) Normalised transverse diffusivity, Dt/Do, obtained from the LD simulations
as a function of both the fibre volume fraction, φ, and fibre rotation angle, θ. The
surface represents the values of the least-squares fit shown in Eq. (3.4).
of Do = 2.3× 10−9m2s−1 was used. A least squares fit (LSF) was performed on this
data resulting in the equation:
Dl/Do(φ, θ) = −0.46 φ θ + 0.962 (3.3)
Fig. 3.4(b) shows the normalised transverse diffusivity, Dt/Do, as a function of
both fibre volume fraction, φ, and fibre rotation angle, θ. As with the longitudinal
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diffusivity, a LSF was performed on the simulation results producing the following
equation:
Dt/Do(φ, θ) = 0.20 φ θ − 0.61 φ+ 0.950 (3.4)
Fig. 3.5(a) shows the simulated values of Dl/Do and Dt/Do for the aligned fibre
networks (θ = 0). The lines shown are the corresponding cross-sections of the LSF
surfaces (Eq. (3.3) and Eq. (3.4)). This plot shows that for aligned fibres, Dl/Do is
invariant to the fibre volume fraction, φ. Also, at all values of φ the simulated Dl/Do
was greater than Dt/Do, describing a prolate diffusion ellipsoid. The lines in Fig 3.5
represent the cross-sections of the 3D plot shown in Fig 3.4(a) and (b), and are not
simply one dimensional linear fits.
The results shown in Fig. 3.5(b) are for the networks with fibres oriented at the
magic angle. Here, the values of the LSF functions that correspond to both Dl/Do and
Dt/Do appear approximately the same for all fibre volume fractions, φ, indicating an
approximately spherical diffusion ellipsoid.
Fig. 3.5(c) shows the diffusion tensor eigenvalues for the fibre networks with the
fibres oriented at 90◦. This plot shows both Dl/Do and Dt/Do are affected by fibre
volume fraction unlike the identically aligned case. Also, Dl/Do < Dt/Do for this set
of networks, indicating an oblate diffusion ellipsoid.
The interpolated values of Dl/Do and Dt/Do for networks with fibre volume
fractions of 0.1, 0.2, and 0.3 are shown in Fig. 3.6. The average diffusivity (〈D〉 =
1
3
(Dl + 2Dt)) is also shown, and is approximately independent of θ for a given φ.
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Figure 3.5: Eigenvalues of the simulated water diffusion tensor as a function of fibre
volume fraction, φ: the solid circles are the LD simulation results for normalised
longitudinal diffusivity,Dl/Do, and the solid lines are the corresponding cross sections
of the 3D plot shown in Fig. 3.4(a); the open circles represent normalised transverse
diffusivity, Dt/Do, calculated as the average of the two secondary eigenvalues. The
small-dash lines are the corresponding cross sections of the 3D plot shown in Fig.
3.4(b). The size of the symbols is approximately the typical 95% confidence interval.
(a) Results for networks of identically aligned fibres. The red (large-dash) line is
the transverse diffusivity modelled by the Rayleigh multiple method (Eq. (3.6)).
(b) Results for axially symmetric networks of fibres aligned at the magic angle
(cos−1(1/
√
3) ≈ 54.7◦). (c) Results for networks with fibres oriented at 90◦ with
respect to the z axis.
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Figure 3.6: Longitudinal and transverse diffusivity as a function of fibre orientation
for networks with fibre volume fractions φ = 0.1, φ = 0.2, and φ = 0.3. The values
correspond to Eqs. (3.3) and (3.4). The solid lines are the values of Dl/Do and the
small-dashed lines are the values of Dt/Do. Also shown is the average diffusivities
(〈D〉 = 1
3
(Dl + 2Dt)) which remain at the same value at all orientations for a given
fibre volume fraction.
Fractional anisotropy
The diffusion tensor eigenvalues reported in section 3.1.4 were used to compute the
fractional anisotropy of the DT using Eq. (3.2). A plot of λFA as a function of both
fibre volume fraction and fibre rotation angle is shown in Fig. 3.7. Also shown is the
LSF surface resulting from the expansion of λFA(θ, φ) by the real spherical harmonics
up to Re(Y 22 ) [223]. The coefficients of the expansion are shown in Table 3.1.
Fig. 3.8(a) shows the values of λFA for both the identically aligned fibre networks
(solid points) and the networks with fibres aligned at 90◦ (hollow points), as a function
of fibre volume fraction. The lines shown are the corresponding cross-sections of
the least-squares fit shown in Fig 3.7. Here, the fractional anisotropy approximately
linearly increases with increasing fibre volume fraction for both networks, however,
the values of λFA for the aligned case increase at a greater rate. Additionally, a one
dimensional linear LSF was performed on the values of λFA for the identically aligned
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Re(Y ml ) Coefficient
Y 00 0.034
Y 00 φ −7.578
Y 01 φ 9.696
Y 11 φ 9.627
Y 02 φ −3.429
Y 12 φ −3.982
Y 22 φ −6.187
Table 3.1: Coefficients of the spherical-harmonics expansion of the simulated
fractional anisotropy, λFA(θ, φ) (Fig. 3.7).
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Figure 3.7: The fractional anisotropy, λFA, of the simulated DT, as a function of both
fibre volume fraction, φ, and fibre orientation angle, θ. The surface is an expansion
of the λFA by the real spherical harmonics up to Re(Y 22 ). The weights of the data
points in the expansion were calculated using the standard deviation of four separate
simulation runs.
fibre networks, resulting in the equation:
λFA(A) = 0.43φ+ 0.001 (3.5)
The non-zero intercept results from noise as discussed in section 3.1.5.
The simulated values of λFA and the corresponding least-squares fit surface values
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Figure 3.8: Fractional anisotropy, λFA, of the simulated diffusion tensor as a function
of fibre volume fraction, φ: (a) The solid circles are the values of λFA for the identically
aligned regularly spaced fibre networks; the open circles are the values of λFA for the
networks with fibres oriented at 90◦ to the longitudinal axis. The lines represent the
corresponding cross-sections of the 3D plot shown in Fig. 3.7. (b) Values of λFA for
the networks with the fibres oriented at the magic angle and the line represents the
corresponding cross-sections of the 3D plot shown in Fig. 3.7. The error bars are
calculated as ∆λFA = 1/3((σxx/2 〈Dxx〉) + (σyy/2 〈Dyy〉) + (σzz/2 〈Dzz〉)).
for networks with fibres aligned at the magic angle are shown in Fig. 3.8(b). In this
plot, λFA approximately linearly increases with the increasing fibre volume fraction.
This effect is due to a combination of statistical noise and fibre intersections, as dis-
cussed below in section 3.1.5.
Fig. 3.9 shows the cross-sections of the surface shown in Fig. 3.7, corresponding
to fibre volume fractions of 0.1, 0.2, 0.3 and 0.4, as a function of fibre orientation angle
θ.
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Figure 3.9: Cross-sections of the 3D plot shown in Fig. 3.7 showing the fractional
anisotropy as a function of fibre orientation for fibre volume fractions 0.1, 0.2, 0.3 and
0.4. The values show a similar θ dependency as the square of the second Legendre
polynomial (Eq. (3.7)).
3.1.5 Discussion
Diffusion of water in restricted environments
In bulk water, the distribution of displacements of water molecules undergoing dif-
fusion is Gaussian and has a spherical symmetry [22]. In isotropic environments
where diffusion is restricted (e.g. by macro-molecules with no particular ordering)
the amount of restriction is dependent upon the volume fraction of the obstructing
molecules.
In tissue such as brain white matter, muscle, eye lens tissue or articular cartilage,
diffusion is restricted in some directions more than others due to anisotropic alignment
of the cells or fibres. In such situations, molecular diffusion is characterised by an
anisotropic diffusion tensor. In the case of brain white matter, the water molecules
diffuse both within the myelin sheaths and in the surrounding tissue [139]. The cor-
responding diffusion tensor is a complex combination of the diffusion tensors related
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to each of these compartments. AC fibre networks, on the other hand, are single-
compartment, with the water diffusing only in the interstitial volume [132].
The diffusion tensor corresponding to any 3D volume contains information about
the average diffusivity, the degree of diffusion anisotropy, and the principal directions
of the diffusion ellipsoid within that volume. In the context of AC, the diffusion tensor
is determined by the collagen volume fraction, the average alignment of the fibres, and
the preferred direction of fibre alignment.
In the present study, the superficial zone of AC was modelled by aligning the fibres
with the transverse plane as shown in Fig. 3.1. The middle, or transitional zone, was
modelled using fibres rotated in groups of four about the +x, +y, −x and −y axis
respectively in order to maintain axial symmetry as shown in Fig. 3.1 (also see section
3.1.3). The radial zone was modelled using identically aligned, regularly spaced fibres.
Proteoglycans
Proteoglycans provide the osmotic retention of water to enable the load bearing me-
chanical properties of articular cartilage [224][171]. They are comprised of many
polyanionic polysaccharide chains covalently bonded to a protein core, and are dis-
tributed throughout the interstitial volume surrounding the collagen matrix. The con-
centration of proteoglycans varies throughout the structure of articular cartilage from
∼ 4% near the articular surface to ∼ 7% in the radial zone [155]. Various nu-
clear magnetic resonance studies indicate that the proteoglycan chains do not have
any anisotropic order and consequently have no measurable effect on the fractional
anisotropy of the diffusion tensor of water [74][76][225][134]. This is an important
observation as it implies that any anisotropy of the diffusion tensor is exclusively due
to structural anisotropy of the collagen fibre network.
However, proteoglycans restrict water diffusion, reducing the RMS displacement
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of water molecules equally in all directions. For example, a DTI study of water diffu-
sion in proteoglycan solutions by Comper and Williams found that as the concentration
of proteoglycan aggregate (PGA) was increased, the effective diffusion coefficient
was reduced [171]. In the present study, proteoglycans were not modelled explicitly.
Instead, the bulk water diffusion coefficient was used as the basis for calculating
the translational motion of the molecules. Although the proteoglycans do not affect
diffusion anisotropy, knowledge of their concentration is important for quantitative
interpretation of the DT in terms of both the collagen fibre volume fraction and fibre
alignment. This is discussed further in Section 3.1.5.
Total diffusion time
In spatially resolved diffusion tensor imaging of AC, typical diffusion times (∆) range
between 5ms and 30ms, resulting in RMS water molecule displacements of between
3µm and 12µm [74]. As this is much larger than the average separation between
the collagen fibres, spatially resolved DTI measurements in AC can be said to sample
the asymptotic long-∆ diffusion tensor [54]. For shorter values of ∆, water molecules
only diffuse a short distance compared to the length-scale of the tissue structure. In this
regime the DT can possess a lower degree of anisotropy than the long-∆ DT because
the diffusing molecules have an insufficient time to fully sample the fibre network [76].
Another factor affecting the time dependence of the DT is the disorder correlation
length with the onset of the long-∆ regime occurring at smaller diffusion times for
more ordered structures [226].
To successfully model the local DT in cartilage, the duration of the diffusion sim-
ulation must therefore be large enough to allow the water molecules to sample a
sufficient number of collagen fibres. In the present study, for networks with identically
aligned fibres up to radius of 65nm, and most partially aligned networks of fibre radius
50nm, the diffusion time ∆ = 0.1ms was chosen (0.2 ps/step for 5 × 108 steps),
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Figure 3.10: Time-dependent eigenvalues of the diffusion tensor of water in model
articular cartilage. The solid and the hollow circles are the normalised longitudinal
(Dl/Do) and the transverse (Dt/Do) diffusivities, respectively: (a) identically aligned
fibre networks with a fibre volume fraction φ = 0.197. The red (large-dashed) line
indicates the diffusion time used to compute the diffusion tensors for the aligned
networks as shown in Section 3.1.4. (b) Networks with fibres oriented at 45◦ with
a fibre volume fraction φ = 0.214. The blue (small-dashed) line indicates the diffusion
time used in Fig. 3.5 for partially aligned fibre networks.
leading to an average RMS displacement of (620± 20)nm. All other structures were
simulated using a diffusion time of ∆ = 0.05ms (0.2ps/step for 2.5 × 108 steps),
resulting in an average RMS displacement of (430± 30)nm.
Fig. 3.10 shows the time dependent longitudinal and transverse diffusivities for
both the identically aligned fibre network of φ = 0.197, and the 45◦ fibre network of
φ = 0.214. The number of tracer molecules for each simulation (Np ) was 10000, and
the simulations were run for 5×109 steps with a time step of 0.2 ps for a total diffusion
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time of 1ms. The plots in Fig. 3.10 demonstrate that the simulations of the present
study (indicated by the vertical dashed lines) sample the asymptotic long-∆ diffusion
tensor.
The statistical precision of the simulated DT eigenvalues is ∆Di/Do =
√
3/Np.
For the ensemble size Np = 10000, this was ±1.7%. We note that the transverse
eigenvalues, Dt/Do, exhibit an apparent growing trend in the region ∆ = 0.01ms to
1ms in both parts of Fig. 10. The variation of Dt/Do in this range of ∆ is within
±1.7%, and the apparent trend is therefore of marginal statistical significance. It can
be attributed to fluctuations of the fibre density within the simulation volume - an
unavoidable artefact of the fibre network construction method described in Section
3.1.3.
Identically aligned fibre networks
Diffusion of water in identically aligned networks of cylinders has been the subject
of theoretical [102], Monte-Carlo numerical [102][54], and experimental DTI studies
[137]. In addition to partially aligned networks, diffusion in identically aligned net-
works was also simulated in the present study. This was to enable validation of the
model design and simulation parameters, and also expand on the results of previous
studies by modelling physically realistic water/fibre interactions.
Fig. 3.5(a) shows both the longitudinal diffusivity, Dl/Do, and transverse diffu-
sivity, Dt/Do, for networks of regularly spaced and identically aligned fibres, with
the collagen volume fraction of the networks ranging from 0.09 to 0.5. This plot
shows that Dl/Do remains approximately the same for all networks, whereas Dt/Do
approximately linearly decreases with increasing fibre volume fraction.
The values of Dl/Do are close to 1 for all aligned networks as both the free
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and bound water molecules do not experience obstructions in the longitudinal di-
rection. This is because the calculation of the water/ fibre interaction forces in the
LD simulations are directed normal to each fibre axis, and therefore even strongly
bound water molecules are free to translate in the longitudinal direction unimpeded.
This unobstructed longitudinal diffusivity in aligned fibre networks has been shown
analytically [227], in other numerical studies [31][137] and experimentally in DTI
measurements of diffusion in aligned cylindrical polyethylene fibres [137].
The decreasing transverse diffusivity shown in Fig. 3.5(a) is due to an increase in
transverse obstruction which increases when the collagen fibres are thicker. A linear
least squares fit to the simulated transverse diffusivity,Dt/Do, resulted in the equation,
Dt/Do = −0.6φ+ 0.963.
This is similar to the result observed by Johannesson and Halle, [102], who per-
formed random-flight particle simulations in a square array of cylinders. In the same
paper, they demonstrated the applicability of the multipole method developed by Lord
Rayleigh in 1892 [26], which gives for the normalised transverse diffusivity:
Dt
Do
=
1
1− φ
(
1− 2φ
1 + φ− 0.3058φ4
)
(3.6)
The large-dashed line in Fig. 3.5(a) shows the values of Eq. (3.6) for φ < 0.5 and
is an excellent match to the results of transverse diffusivity in aligned fibre networks
from the simulations of the present study.
The increase in transverse obstruction is also demonstrated as an increase in the
fractional anisotropy of the DT shown in Fig. 3.8(a). A least-squares fit of a linear
function to the simulation results gave λFA(A) = 0.43φ + 0.001 (Eq. (3.5)). This
is comparable to the result from Monte-Carlo simulations, which found λFA(A) =
0.5066φ + 0.0046 [54]. Also, experimental DTI measurements of parallel cylindrical
polyethylene fibres were performed by Fieremans et al, and a similar linear increase
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in λFA for volume fractions up to φ = 0.55 was observed of λFA(A) = 0.46φ + 0.01
[137].
These identically aligned model fibre networks are useful for interpreting DTI
measurements in the radial zone of AC, where the fibres are predominantly oriented
approximately perpendicular to the articular surface (see Fig. 3.1). The approximation
of perfect alignment is commonly used to interpret experimental DTI measurements
of the radial zone in AC, and corresponds to the largest possible λFA for a given fibre
volume fraction [54]. There is evidence however, that there exists some degree of fibre
disorder in this zone [228][229]. In this case, and in the case of the other regions of
AC, fibre disorder must be taken into account when interpreting the value of the λFA.
Partially aligned fibre networks
As alignment disorder is introduced into the fibre networks, two mechanisms com-
bine to reduce diffusion anisotropy. First, obstructions to longitudinal diffusion are
introduced by the tilted fibres, leading to a reduction in the longitudinal diffusivity.
This reduction is evident from Fig. 3.4(a) and increases as the fibre tilt angle is
increased. The second mechanism involves the interactions between the fibre surface
and the diffusing water molecules. As discussed earlier, the force vector resulting from
interactions between a given water molecule and a fibre surface, Fc, is directed normal
to the fibre axis. This means diffusing water molecules will experience a maximum
obstructive effect along the direction of this vector. Maximum transverse obstruction
will occur when this force vector is aligned with the transverse plane (as in the case
of the identically aligned networks). Likewise, maximum longitudinal obstruction will
occur when Fc is aligned with the longitudinal axis (as in the case of the networks with
fibres oriented at 90◦). For the partially aligned networks, the transverse component
of Fc scales as Fxy = Fc cos θ where θ is the fibre orientation angle. This variation in
the obstructive effect due to partially aligned fibres is demonstrated in the simulation
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results for transverse diffusivity seen in Fig. 3.4(b).
In addition to being modulated by structural anisotropy, transverse and longitudinal
diffusivity is also sensitive to fibre volume fraction. This is seen from Fig. 3.6 where
the slopes of both the Dl and Dt plots are larger for larger fibre volume fractions. Also
shown here are the corresponding average diffusivities (large dashed lines) which are
smaller for larger fibre volume fractions but remain approximately constant for a given
fibre volume fraction.
In the case of the identically aligned fibre networks, longitudinal diffusivity Dl is
greater than the transverse diffusivity Dt for all fibre volume fractions as shown in Fig.
3.6. As the fibre disorder is increased (0 < θ < MA), Dl and Dt begin to converge,
and become equal when θ ≈ MA (see Fig. 3.5b and 3.6). For fibre orientation angles
θ > MA, the order of Dl and Dt is the opposite of the identically aligned case (i.e.
Dt > Dl). These three cases, which are shown in Fig. 3.5(a), (b) and (c) correspond
to prolate, spherical and oblate diffusion ellipsoids, respectively.
As discussed earlier, the alignment of the fibres in the 90◦ networks is fundamen-
tally different from the identically aligned case. In the 90◦ aligned case, there are
no directions in which the water molecules can diffuse unimpeded (see Fig. 3.5(c)).
The orientation of the fibres in this network is similar to the superficial zone in AC
[230]. This is reflected in Fig. 3.5(c) where in addition to the decrease in Dt, Dl also
decreases with increasing fibre volume fraction.
For networks with fibres oriented at the magic angle, Dl and Dt are approximately
equal for all fibre volume fractions as seen in Fig. 3.5(b). This situation corresponds to
the case of isotropic diffusion, and occurs when the fibres cause identical obstructions
to diffusion in every direction [229][230]. Fig. 3.6, however, indicates that the exact
angle where this occurs is not the same for all fibre volume fractions: the orientation
of the fibres, θ, at which Dl = Dt, tends to be larger at smaller fibre volume fractions.
This is demonstrated in Fig. 3.11, which shows the value of θ where Dl = Dt for each
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Figure 3.11: Value of θ where Dl = Dt (solid line); the location of the apparently
isotropic DT. The dashed line represents the magic angle.
fibre volume fraction. It can also be thought of as the line of intersection of the 3D plots
shown in Fig. 3.4(a) and 3.4(b). Fig. 3.11 shows that as the fibre volume fraction is
increased, the value of θ corresponding to the apparent isotropy of the DT approaches
the magic angle. As this curve represents the intersections of the LSF surfaces of Dl
and Dt (Fig. 3.4(a) and (b)), it is ultimately sensitive to the uncertainties in the DT.
This means localising the region of maximum fibre disorder in DTI measurements of
AC (corresponding to measurements of minimum diffusion anisotropy) is similarly
sensitive to the local fibre volume fraction.
The value of fractional anisotropy is invariant to the value of Do and therefore the
proteoglycan content [74][76][225][134]. However, λFA alone is insufficient for deter-
mining the collagen fibre alignment unambiguously. This is seen in Fig. 3.7, where
each value of λFA corresponds to a range of fibre volume fractions and fibre orientation
combinations. Therefore, in order to narrow down the value of θ, specific knowledge
of fibre volume fraction is required. Furthermore, even when the fibre volume fraction
is known, many situations exist where a given value of λFA corresponds to two possible
values of θ. This situation, however, can be removed by using the full DT which can
identify if the fibres are oriented at angles less or greater than the magic angle.
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The assumption of perfect fibre alignment is approximately applicable to the radial
zone of AC. However, the use of this assumption in the interpretation of the DT can
result in biased values of φ because some degree of disorder is present in the radial
zone [130]. Fig. 3.12 shows the sensitivity of the apparent fibre volume fraction to
fibre disorder for a given value of λFA. The dashed line indicates the maximum value of
θ for a given λFA, before the fibre volume fraction, φ, varies by an amount greater than
0.025. This suggests that smaller values of λFA are insensitive to θ and only sensitive
to φ. For example, an experimental DTI measurements of bovine patella cartilage gave
a value of λFA ≈ 0.07 in the radial zone (after the subtraction of λFA(noise) ≈ 0.05)
[130]. Using the perfect alignment approximation, and the results shown in Fig. 3.8(a),
this value of λFA corresponds to a fibre volume fraction of 0.14 ± 0.02. Comparison
of this with the results shown in Fig. 3.12 demonstrates that for this value of λFA,
the assumption of perfect alignment is appropriate, even allowing for substantial fibre
disorder (∆φ < 0.025 for θ up to approximately 22.5◦ for λFA ≈ 0.07).
Fig. 3.9 shows the cross-sections of the 3D plot shown in Fig. 3.7 for four different
values of φ. This indicates that for any given φwithin the range examined in the present
study (0 < φ < 0.5), λFA follows a θ dependence similar to the square of the second
Legendre polynomial of cos(θ):
λFA = A
(
3 cos2 θ − 1
2
)2
+ λFA(noise) (3.7)
where A depends on φ, and λFA(noise) is statistical noise as shown below in Eq.
(3.8).
Fig. 3.9 shows that the value of the minimum λFA (λFA(min)) increases with
increasing fibre volume fraction. This increase is also shown in Fig. 3.8(b). This
dependency of λFA(min) on φ is due to two distinct mechanisms: (1) λFA(noise), which
is a function of the average diffusivity, 〈D〉 (φ), and (2) the anisotropic distribution of
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Figure 3.12: Contour plot of the least-squares fit surface shown in Fig. 3.7 for various
values of λFA as a function of θ and φ. Under the assumption of perfect alignment,
applied to the radial zone of AC, the value of φ for a given λFA is its respective value at
θ = 0. The dashed curve indicates the amount of network disorder allowed for a given
λFA, before φ deviates from its θ = 0 value by φ± 0.05.
fibre intersections which are due to the method of fibre network construction used in
the LD simulations (see section 3.1.3).
The noise component of λFA can be estimated as [221]:
λFA(noise) =
√
3
2
∆D(Np)
〈D〉 (φ) (3.8)
where ∆D(Np) is the standard deviation of the diffusion tensor eigenvalues due to
the finite number of water molecules (and measurement noise in the case of experimen-
tal DTI), and 〈D〉 (φ) is the average diffusivity for a given value of φ. Fig. 3.6 shows
that the value of 〈D〉 (φ) decreases with increasing φ. ∆D(Np) on the other hand,
depends only on the number of tracer particles and is invariant to φ. This means that as
the fibre volume fraction, φ, increases, so does the value of λFA(noise). The magnitude
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Figure 3.13: λFA at the magic angle plotted vs the number of intersections for AC
networks with fibre radii of: (a) 40nm, (b) 50nm, (c) 55nm, (d) 60nm, (e) 70nm
and (f) 80nm.
of this increase, however, is insufficient to completely explain the magnitude of the
dependence of λFA(min) on φ seen in Fig. 3.8(b).
The largest contributor to the dependence of λFA(min) on φ seen in Fig. 3.8(b),
is additional anisotropy due to the presence of fibre intersections. The number of
intersections is greater at the larger values of fibre volume fraction. In the case of
isotropic fibre networks with non-intersecting fibres, obstruction is the same in all
directions and the only non-zero anisotropy is due to noise as shown in Eq. (3.8). In
the actual fibre networks used in the present study, fibre intersections were unavoidable
and were randomly distributed throughout the simulation volume (see section 3.1.3).
These intersections introduced additional diffusion anisotropy as illustrated in Fig.
3.13 which demonstrates the significance of the non-isotropic distribution of fibre
intersections on λFA.
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Simplified analytical model
As discussed in section 3.1.5, the multipole model (Eq. (3.6) and the long-dashed
line in Fig. 3.5(a)) is a good predictor of Dt for a square lattice of identically aligned
fibres for volume fractions up to 0.6 [102]. Combining this with the observation that
in aligned fibre networks Dl/Do = 1, the diffusion tensor for a square lattice of fibres
aligned with the longitudinal axis, DA(φ), can be analytically produced.
The corresponding diffusion tensor for fibres that are not aligned with the longi-
tudinal axis can be produced by performing a unitary rotation of the longitudinally
aligned fibre diffusion tensor DA(φ) by the desired set of Euler angles (α, β, γ). The
diffusion tensor for networks with fibres at many different orientations can then be
approximately estimated by integrating over the relevant Euler angles:
D′ ≈
∫ ∫ ∫
P (α, β, γ) · U †αβγDA(φ)Uαβγdαdβdγ (3.9)
where P (α, β, γ) is the probability density of fibres having the orientation given by
Euler angles α, β, γ; Uαβγ is the corresponding unitary rotation matrix, and DA(φ) is
the diffusion tensor corresponding to longitudinally aligned fibres of the desired fibre
volume fraction, φ.
Equation (3.10) shows the result of applying Eq. (3.9) to an axially symmetric
network of fibres with a given value of θ (α = 0..2pi; β = θ and γ = 0). In
this expression, Dl is the longitudinal diffusivity of the aligned fibre network, and
is invariant to φ (Dl/Do = 1). Dt(φ) is the transverse diffusivity of the aligned fibre
network as a function of φ and can be analytically produced using Eq. (3.6).
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D(φ, θ) =

1
2
[Dt(φ) +Dt(φ) cos
2 θ 0 0
+Dl sin
2 θ]
0 1
2
[Dt(φ) +Dt(φ) cos
2 θ 0
+Dl sin
2 θ]
0 0 Dt(φ) sin
2 θ
+Dl cos
2 θ

(3.10)
Figure 3.14(a) shows the values of λFA corresponding to the eigenvalues of Eq.
(3.10) for 0◦ < θ < 90◦ and φ = 0.1, 0.2, 0.3, and 0.4. In this plot, the value
of λFA(min) = 0 for all φ, which corresponds to an idealised situation where Np →
∞. In actual ensemble-based simulations, where Np is finite, λFA > 0 even in
isotropic media due to the standard deviations of the DT eigenvalues behaving as
1/
√
Np [54][221][95]. This results in the “isotropic” λFA also behaving as 1/
√
Np;
we call this lower limit of the simulated value of fractional anisotropy λFA(noise). This
behaviour can be seen in Figs. 3.7, 3.8 and 3.9. Similar behaviour is observed in
experimental DTI measurements as a consequence of the finite signal-to-noise ratio:
Experimentally measured fractional anisotropy of the DT in isotropic saline is usually
in the range 0.01 − 0.05 [74]. λFA(real)(φ), therefore, represents the ”real” fractional
anisotropy corresponding to both the simulated and experimental diffusion tensors, and
can be considered as a combination of both λFA(ideal) and λFA(noise):
λFA(real)(φ, θ)
2 = λFA(ideal)(φ, θ)
2 + λFA(noise)(φ)
2 (3.11)
By using Eq. (3.10) to estimate the values of λFA(ideal)(φ, θ), and Eq. (3.8) to
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Figure 3.14: (a) λFA as a function of θ approximated using Eq. (3.10) for fibre volume
fractions of 0.1, 0.2, 0.3, and 0.4. Dl and Dt used in Eq. (3.10) were computed using
the Rayleigh multipole method (Eq. (3.6)). In all cases, λFA = 0 at the magic angle.
(b) λFA of ”noisy” diffusion tensors as a function of θ for fibre volume fractions of 0.2
and 0.4: the solid line represents λFA from the LD simulations of the present study;
the small dashed line represents the values of λFA(ideal) estimated from the eigenvalues
of the DT estimated using Eq. (3.10); the large-dashed lines are the values of λFA(real)
estimated using Eq. (3.11), with the value of λFA(noise) computed using the same
ensemble size and fibre volume fractions as the corresponding LD simulations.
estimate the values of λFA(noise)(φ), an analytical estimate for λFA(real)(φ, θ) can be
calculated using Eq. (3.11). This is shown in Fig. 3.14(b) for 0◦ < θ < 90◦ and
φ = 0.2 and φ = 0.4 as the large dashed lines, along with the corresponding values of
λFA(ideal)(φ, θ). Also shown for comparison are the values of λFA(real)(φ, θ) from the
LD simulations performed in this study (solid lines).
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Interpretation
Experimental DTI measurements of AC produce λFA(real). As indicated in Eq. (3.11),
this value is a combination of the anisotropy of the DT caused by the collagen fibres
(λFA(ideal)(φ, θ)), and the anisotropy caused by noise (λFA(noise)(φ)). In order to use
theoretical models to interpret experimental measurements of fractional anisotropy in
AC, the associated noise, λFA(noise)(φ), must be subtracted from the measured λFA
value. In the case of experimental DTI measurements, λFA(noise)(φ) can be estimated
as the λFA in a region of the tissue considered isotropic. For example, a recent study
of diffusion in bovine articular cartilage measured λFA ≈ 0.07 in the superficial
zone, λFA(min) ≈ 0.05 in the transitional zone and λFA ≈ 0.12 in the radial zone
[130]. As the transitional zone is considered as the region of maximum fibre disorder,
the measured value λFA(min) ≈ 0.05 can be considered to be due to noise. The
corresponding values of λFA(ideal) in the superficial and radial zones can therefore be
estimated as 0.02 and 0.07, respectively. By comparing these values with λFA(ideal)
from the simplified analytical model shown in Fig. 3.14(a), the fibre volume fraction
can be estimated as φ ≈ 0.1 in the superficial zone (θ = 90◦), and φ ≈ 0.16 in the
radial zone (θ = 0◦).
This method of estimating fibre volume fraction, φ, is only applicable in the ”clas-
sical” superficial and radial zones, where appropriate assumptions of fibre alignment
can be made [230]. As discussed earlier, realistic assumptions of fibre alignment in
some regions of AC cannot be made, particularly when considering the changes to
fibre alignment in AC which occurs under mechanical load [228]. Given the combined
effects of both φ and θ on the values of λFA as shown in Fig. 3.7, quantitative
interpretation of experimental DT measurements in terms of tissue microstructure is
limited. A possible method to remove this limitation is to use, in combination with
the DTI measurements, another magnetic resonance imaging modality such as T1.
As T1 has been shown to be sensitive to proteoglycan concentration [231][232], an
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appropriate calibration model could be developed to relate measurements of T1 to
specific concentrations of proteoglycan throughout the AC. As both the proteoglycans
and the collagen fibres restrict molecular diffusion, knowledge of the proteoglycan
concentration can then be used to determine the collagen volume fraction in any region
of the AC. Once the collagen fibre volume fraction is known, quantitative determina-
tion of fibre alignment can then be determined for any region of the AC using the
models developed in this study.
The results of the present study are generalisable to other networks of packed im-
permeable cylinders [102][31][226], subject to the appropriate rescaling of the spatial
and temporal variables and maintaining the long-∆ regime. The models developed
could be extended to aid in investigations of muscle fibres, neural fibres, and other
anisotropic tissue, with the appropriate modifications performed to take into account
intracellular diffusion and chemical exchange between intra- and extra-cellular com-
partments.
3.1.6 Conclusion
In this study, we developed a Langevin dynamics model of diffusion in articular car-
tilage to investigate the effects of collagen volume fraction and fibre alignment dis-
tribution on the diffusion tensor of water. Langevin dynamics was used to compute
molecular motion and enable physically realistic modelling of the interactions of the
water molecules with collagen fibres and proteoglycans. Simulations of water diffusion
in fibre networks of AC were performed for a range of fibre volume fractions and
degrees of alignment disorder. We also developed an analytical approach for estimating
the diffusion tensor of water corresponding to volumes containing partially aligned
cylindrical obstructions. The interpretive models developed in this study relate mea-
surements of diffusion anisotropy to microstructural characteristics such as fibre vol-
ume fraction and fibre orientation. The results demonstrate that fractional anisotropy
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follows a dependancy on fibre alignment similar to the square of the second Legendre
polynomial, with minimum ansitropy occurring at approximately the magic angle.
Additionally, longitudinal diffusivity was shown to decrease as the fibres were oriented
away from the longitudinal direction; at the same time, transverse diffusivity was
shown to increase. It was also found that each measured λFA related to a range of valid
collagen volume fraction/fibre orientation combinations. Specific determination of the
tissue micro structure therefore requires knowledge, in addition to λFA, of either fibre
orientation or relevant biopolymer concentrations within the tissue. This information
could be accessed experimentally from T1, T2 or T1ρ maps, or a combination thereof.
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3.2.1 Abstract
Molecular-level computer simulations of restricted water diffusion can be used to
develop models for relating diffusion tensor imaging measurements of anisotropic
tissue to microstructural tissue characteristics. The diffusion tensors resulting from
these simulations can then be analysed in terms of their relationship to the structural
anisotropy of the model used. As the translational motion of water molecules is
essentially random, their dynamics can be effectively simulated using computers. In
addition to modelling water dynamics and water-tissue interactions, the simulation
software of the present study was developed to automatically generate collagen fibre
networks from user-defined parameters. This flexibility provides the opportunity for
further investigations of the relationship between the diffusion tensor of water and
morphologically different models representing different anisotropic tissues.
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3.2.2 Introduction
In this work, computer software was developed to simulate water diffusion in model bi-
ological tissues. This was to provide quantitative data for interpreting diffusion tensor
magnetic resonance images of anisotropic tissue. Diffusion tensor imaging has direct
applications in medical research such as brain research [139, 147], biomechanics and
organisation of articular cartilage [74, 76], and clinical diagnosis of medical conditions
such as stroke, diffuse axonal injury and brain tumours. By using magnetic field gra-
dient pulses for spatial encoding and sensitisation of the signal to diffusion, diffusion
tensor imaging can measure the diffusion tensor of water in tissues. The anisotropy
of the diffusion tensor is indicative of the presence and degree of preferred alignment
of cells, collagen or nerve fibres in the tissues imaged. Current knowledge about the
relationship between the measured diffusion tensor and tissue morphology has been
developed through the use of diffusion tensor imaging experiments on independently
characterised tissues [31, 58, 74], theoretical analysis [218], and computer models
[114]. For the present study, molecular water diffusion was simulated using Langevin
dynamics in both ordered and partially disordered collagen fibre networks. The re-
sulting diffusion tensors were analysed in terms of their relationship to the structural
anisotropy of the model used. The effect of the integration step size on the accuracy
of the water dynamics modelling was also investigated. A linear relationship was
found between collagen volume fraction and Fractional Anisotropy in ordered cartilage
models. It was also found that the introduction of positional and radial disorder into
the networks did not appreciably change the diffusion tensor. The simulation software
was written in c++ and optimised for processing on multi-CPU supercomputers. It was
also designed to automatically generate fibre networks from user-defined parameters,
providing the opportunity for the further studies of molecular water diffusion in a range
of different anisotropic tissues.
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3.2.3 Methods
Langevin dynamics equation
The governing equation for the water dynamics and water-fibre interactions used in
the simulation software is given by the stochastic differential equation known as the
Langevin equation,
m
d2r
dt2
= 5UC − βdr
dt
+ γ(t) (3.12)
Where m is the mass of the water molecule, and r is its location. In the context of
the present study, this equation describes the net force acting on each water molecule
as the sum of three different forces: (1) a quasi-randomly directed force arising from
interactions with the surrounding water molecules, γ(t) (2) a deterministic external
force 5UC , representing interactions with the model collagen fibre walls, and (3) a
hydrodynamic friction force, β dr
dt
Construction of the course-grained collagen fibre networks and simulation pa-
rameters
The molecular structure of the collagen found in articular cartilage consists of a triple
helix of polypeptide chains or α chains [233]. This structure is assembled into long
fibrils, which are further wound into larger fibre structures. These are cross linked
into the matrix network of the cartilage with various degrees of disorder in different
regions. To replicate the atomic structure of the larger fibres, the molecular structure
of a segment of synthetic human type III collagen was obtained from the Protein Data
Bank (Fig 3.15, left) [234]. This was assembled into the outer atoms of a partial
cylinder for use in determining the surface interaction potential (Fig. 3.15, center).
The forces between a probing water molecule and the surface atoms of the fibre model
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Figure 3.15: (left) a 3D molecular model of a synthetic collagen-like model peptide
T3-785 containing a segment of human type III collagen. (mid) 3D image showing
assembly of the model collagen fibre outer wall. (right) Profile image of the assembled
collagen fibre showing the ’rough’ surface at the atomic scale. The arrows indicate
the direction of the paths used to compute the interactions between the probing water
molecules and the fibre atoms.
were computed at discrete points along a series of paths normal to the surface, out to
a distance of 5nm (Fig 3.15, right). A least squares fit of this data to a standard 6-12
Lennard-Jones potential was then performed.
The model collagen fibres in the Langevin dynamics simulations were represented
as smooth walled cylinders. Simulations were run for fibre networks consisting of 8×8
identically aligned model collagen fibres with a regular lattice spacing of 180nm (Figs.
3.16(a) and 3.16(b)). The radii of the fibres were adjusted to achieve the desired vol-
ume fraction. Five simulations were run for each of 10 different fibre volume fractions,
using a water molecule ensemble size of 50, 000. Further Langevin dynamics simula-
tions were performed for 30 model AC structures containing 64 aligned 100nm thick
fibres with their individual positions randomly varied. The water molecule ensemble
size for these simulations was 5000 (Fig. 3.16(c)). The positional disorder parameter,
SP, was computed for each structure as shown in Appendix C, Eq. (C.1). An additional
set of Langevin dynamics simulations was performed for the same parameters, but with
fibres regularly ordered and having randomly varied radii (Fig. 3.16(d)). The radial
disorder parameter, SR, was computed as shown in the Appendix C, Eq. (C.2).
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Data I/O and optimization of c++ code for SGI Altix supercomputer
The c++ Langevin dynamics simulation software was compiled and processed on
a 1316 CPU core SGI Altix supercomputer. Periodically during the simulation, a
molecule displacement file was also output so the latest simulation results were avail-
able in the event of unexpected simulation termination. Following completion of each
simulation, the net molecule displacements, the molecule paths, and fibre models were
output to data files for calculation of the diffusion tensors.
Simulations of water dynamics in cartilage structures
The ∆t t for all simulations was 250 fs and the number of simulation steps was
40, 000, 000 for a total simulated duration of 10 s. Each simulation volume was 1.44m3
and periodic boundary conditions were implemented to optimise processing time and
memory requirements. The longitudinal direction was defined as parallel to the axis
of the model fibres. The net displacements of the water molecules were used to com-
pute the diffusion tensor according to the established methodology [114]. Fractional
Anisotropy was also computed using the methodology shown in Momot (2011) [114].
Multiple fibre networks were processed in parallel on the supercomputer with a total
simulation processing time for each fibre network of approximately 20 hours.
3.2.4 Results and Discussion
The effect of integration step duration on computer simulation accuracy
The differential equations that govern molecular motion in Langevin dynamics simu-
lations are integrated at discrete time steps, resulting in numerical errors. If the time
step is too large, unrealistic modelling of the molecular dynamics occurs. However, to
optimise processing efficiency it is desirable to make the step size as large as possible.
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Figure 3.16: Top views of the simulation volume showing the arrangement of the
model fibres for: (a) ordered networks with the smallest fibre volume fraction, (b)
ordered networks with the largest fibre volume fraction, (c) fibre networks with
positional disorder, (d) fibre networks with radial disorder. (e) 2D plot showing the
trajectory of a water molecule interacting with a fibre wall (large-dashed line on right).
Also shown are 3D perspective views of: (f) an ordered fibre network, (g) fibre network
with positional disorder, and (h) fibre network with radial disorder.
One dimensional Langevin dynamics simulations were run for the case of a water
molecule stepping toward, and interacting with, a model collagen fibre wall. Four
simulations were run for ∆t values of 0.75 ps, 0.5 ps, 0.25 ps and 0.1 ps. Fig. 3.17
shows the position of the water molecule relative to the fibre wall for ∆t = 0.5 ps and
∆t = 0.25 ps. These results indicate that unrealistic molecular displacements occur
for ∆t > 0.5 ps due to the water molecules stepping too far into the repulsive part of
the Lennard-Jones potential in a single step. At ∆t < 0.5 ps, the water molecule will
remain within the Lennard-Jones potential until it is translated away by a randomly
directed force.
Langevin dynamics simulations of water diffusion in identically aligned fibre net-
works
Fig. 3.18(a) shows Fractional Anisotropy as a function of fibre volume fraction for the
case of identically aligned and ordered fibre networks. The error bars are calculated
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Figure 3.17: Plots showing the position of a 1D stepping molecule with respect
to a fibre wall. In each step, the molecule is directed toward the fibre, and also
interacts with the fibre potential: (a) integration step duration of 0.5 ps. It can be
seen that the molecule experience a maximum repulsion at around 55 steps resulting
in a displacement of approximately 3nm in a single step, beyond the effective extent
of the water-fibre interaction potential (b) integration step duration of 0.25 ps. The
maximum repulsion experienced by the molecule is insufficient to displace it outside
the water-fibre interaction potential in a single step.
from the standard deviation of the computed Fractional Anisotropy (FA) for 5 sub-
ensembles of 10,000 molecules each. A least-squares fit of the data to a linear model
resulted in FA = (0.47± 0.02)φ + (0.017± 0.004). Fig. 3.18(b) shows longitudinal
diffusivity remains approximately the same for all values of φ, whereas, transverse
diffusivity reduces with increasing fibre volume fraction. This is comparable to the
results from Monti-Carlo simulations by Momot (2011), which found a linear increase
in Fractional Anisotropy of 0.5066φ for ordered and aligned model collagen fibres.
Fig. 3.18(c) shows that both longitudinal and transverse diffusivity are invariant to
fibre positional disorder up to SP ∼ 0.4. Fig. 3.18(d) shows that longitudinal diffusiv-
ity is invariant to radial disorder. Transverse diffusivity, however, appears to decrease
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Figure 3.18: (a) Fractional Anisotropy of the diffusion tensor as a function of
volume fraction for identically aligned ordered fibre networks. (b) Longitudinal and
transverse diffusivity for aligned and ordered fibre networks. (b) Longitudinal and
transverse diffusivity as a function of SP for fibre networks with positional disorder
(see Appendix C). The fibres were 100nm across in all networks. (d) ) Longitudinal
and transverse diffusivity as a function of SR for fibre networks with radial disorder
(see Appendix C).
with increasing radial disorder. To test if this decrease was due to variations in the fibre
volume fraction, an F-test was performed to compare nested linear models. The full
model included both volume fraction and radial disorder parameter as predictors, while
volume fraction was the only predictor in the reduced model. The null-hypothesis of
the test was that there was no improvement in using the full model over the reduced
model. The P-value of 0.199 obtained from the test provides no evidence against the
null-hypothesis. This means that radial disorder is not needed in addition to volume
fraction to explain the variation in fractional anisotropy seen in the simulations of water
diffusion in cartilage structures with radial disorder.
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3.2.5 Conclusion
Computer simulations of molecular water dynamics provide the key for translating
experimental diffusion tensor imaging data into the morphological characteristics of
collagenous tissues. The results of this study can be applied in experimental diffusion
tensor imaging to the study of microstructure and biomechanics of cartilage and related
tissues. Additionally, the Langevin dynamics simulation software developed in this
study can be used as a platform for further studies of molecular water diffusion in
other anisotropic tissue such as neural fibres, tendons or muscle.
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Chapter 4
Computing restricted diffusion propagators.
Langevin dynamics and related stochastic modelling techniques are suited for sim-
ulating diffusion within periodic structures such as in articular cartilage, and where
ensemble averaged and asymptotic long-∆ diffusion results are of interest. However,
as these approaches only sample a very small subset of the total number of avail-
able diffusing particle trajectories they can only produce relatively ’noisy’ diffusion
propagators. Consequently, simulations are not ideal for detailed studies of complex
or highly tortuous diffusion problems. These limitations motivated the development
of the lattice path count algorithm (LPC). This algorithm can be considered as a
numerical means for evaluating Wiener path-integrals of Brownian motion. In the path-
integral approach, particle transit probabilities are calculated by integrating over all of
the possible continuous trajectories, or paths. The LPC algorithm solves these path
integrals by exactly counting all paths on a lattice and computing reflecting, absorbing,
and semi-permeable barriers by accounting for their effect on path availability. Its
physical meaning derives from the observation that the restricted diffusion propagator
connecting two locations in time t is proportional to the exact count of length-t paths
connecting the locations. Stochastic simulation techniques such as Langevin dynamics
only sample a very small subset of the total number of available paths producing propa-
gators with large statistical uncertainty. By exactly counting all particle trajectories on
139
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a lattice using LPC, propagators can be produced that are free of noise. In this chapter,
we compute LPC propagators for selected one and three-dimensional restricted diffu-
sion problems. We also compute propagators for highly tortuous percolation systems
using both LPC and a finite element scheme. Finally, we apply the LPC algorithm
to the problem of aligned collagen fibres of articular cartilage from Chapter 3 and
compare the results with corresponding Langevin dynamics propagators. In Appendix
D, we further discuss the LPC and a related method, the Markov transfer matrix, to the
problem of producing solutions for the quantitative interpretation of diffusion tensor
imaging. This work is presented as a journal paper published in Microporous and
Mesoporous Materials [12]. The research in the present chapter is presented as an
expanded version of a journal article submitted to Physical Review E [11].
QUT Verified Signature
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4.1 Efficient calculation of restricted diffusion propagators using
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4.1.1 Abstract
We introduce an efficient and highly accurate algorithm for computing time-dependent
propagators of restricted diffusion. Our approach, the Lattice-Path Count (LPC) method,
enumerates all available particle trajectories on a discrete lattice while accounting
for absorbing, reflecting and semi-permeable barriers. We demonstrate an excellent
agreement between LPC propagators and respective analytic solutions for selected
one and three-dimensional systems. We also compare LPC with existing diffusion
modelling techniques such as Monte Carlo and Finite Element Methods. LPC is
also suitable for computing diffusion problems involving concentration gradients and
multiple particles with starting points distributed throughout a given pore space. As
LPC exactly counts random walks on a lattice, it has potential applications to problems
involving path counting beyond modelling restricted diffusion.
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4.1.2 Introduction
Restricted diffusion occurs when a diffusing particle encounters obstructions. This
process can be characterised by the restricted diffusion propagator, P (ro, r, t), which
gives the probability density of finding a particle originally at ro at position r after
time t. The shape of the propagator depends on the geometry and topology of the
obstructions, as well as the relationship between the correlation length of the pore
space, the diffusion coefficient and the diffusion time t [51, 56]. The inverse problem is
to infer geometrical information from the diffusion propagator [36, 235]. Approximate
solutions to the inverse problem are of considerable interest for characterisation of
porous media [29, 236, 237] and tissue microstructure using diffusion-sensitive mag-
netic resonance [2, 130, 238].
For a small number of simple pore-space geometries, the propagator of restricted
diffusion can be computed analytically. More commonly, numerical techniques are
used, often taking one of two approaches: solving the diffusion equation through finite-
differencing or finite element schemes [239] or simulating individual particle trajecto-
ries via Monte-Carlo methods [9, 35, 90]. Numerical solutions can be computationally
demanding, however, with accuracy usually entailing long processing times.
Here we present applications of the Lattice-Path Count (LPC) algorithm [12] for
the efficient and highly accurate calculation of restricted diffusion propagators. Physi-
cally, the LPC approach can be viewed as a discretised means of evaluating the Wiener
path integrals for Brownian motion. In the path-integral approach to random walk
problems, molecular transit probabilities are calculated by integrating over all possible
continuous molecular trajectories, or paths [240]. To illustrate the link between path
counts and the diffusion propagator, we first consider an unrestricted, unbiased, one-
dimensional (1D) discrete random walk. A diffusing particle starts at xo = 0 and
in each time step undergoes a displacement ∆x = ±1. During a walk of n steps,
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Figure 4.1: Illustration of particle trajectories between locations A and B. (a) the
continuous unrestricted case. (b) Some of the trajectories are removed by the presence
of an absorbing barrier, (c) a sample of lattice paths of a given length between A and B.
Unlike the continuous case, the paths are now countable. (d) The barrier has removed
the paths leading to B thereby reducing the number of paths at B.
the particle must take one of 2n paths, where a path is defined as a length-n ordered
sequence of positive and negative displacements. At the end of the n-step walk, the
final position of the particle can be any of: −n,−n + 2, ..., n − 2, n. For a particle to
arrive at a final position x in n steps, it must take a path consisting of n+ = (n+ x)/2
steps to the right and n− = (n − x)/2 steps to the left, in any order. The number of
paths connecting 0 and x in n steps is therefore n!/(n+!× n−!). Assuming that all 2n
paths are equally probable, the probability for the particle to the have the final position
x is,
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P (0, x, n) =
1
2n
· n!(
n+x
2
)
!
(
n−x
2
)
!
(4.1)
It is easily seen that in the limit of large n this equation is equivalent to the well-
known unrestricted diffusion propagator in one-dimension:
P (0, x, t) =
1√
4piDt
exp
(
− x
2
4Dt
)
(4.2)
where t = n and D = 1/2.
In the following, we extend this approach to the general problem of computing the
restricted diffusion propagator within a two-dimensional (2D) and three-dimensional
(3D) pore space. We account for obstructions by evaluating their effect on the number
of discrete paths available to the diffusing particles and compute an exact path count
for a given discrete lattice. A key to the computational efficiency of the LPC approach
is that the paths themselves need not be remembered; in fact, having to do so would
render the problem infeasible beyond a very modest value of n (∼ 10 − 20 for 3D
walks). Rather, an iterative approach is employed whereby the diffusion propagator
at step n is computed from the propagator at step n − 1, after which the previous
propagator and the previous path history are erased. Further efficiency is gained
by computing and storing the exact path counts using long integers, removing the
need for the computationally expensive floating-point arithmetic used in other methods
[239, 241]. The use of unlimited-length integers also means that the LPC algorithm
doesn’t suffer rounding error accumulation as with other methods. These significant
optimisations allow solutions for large 2D and 3D lattices containing tens of millions of
nodes, making it suitable for the studies of porous media with complex pore geometry.
Further, the LPC approach extends naturally to modelling diffusive transport pro-
cesses, such as the evolution of concentration gradients and diffusion from constant-
concentration sources. In its most general form, the LPC method is a means for exactly
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Figure 4.2: The 2D lattice geometry used to describe the LPC approach. (a) The
arrows indicate diagonal steps and the operation of Eq. (4.3). The squares represent
odd time-steps, hollow circles even time-steps, and small grey circles are unavailable
nodes. (b) Reflecting barriers redirect path branches to available liquid nodes as
described in Eq. (4.4).
computing lattice random walks. As such, it has direct application beyond diffusion:
percolation modelling [5], finance and economics [6], biology [7], astrophysics [8].
4.1.3 LPC method - unrestricted diffusion
We represent the positions available to diffusing particles as a lattice of discrete nodes.
In the following we use a 2D square lattice to introduce the LPC methodology, how-
ever, the approach is easily extended to other dimensions and lattice geometries.
Unrestricted diffusion in two orthogonal directions is mutually independent. There-
fore, in a given time-step a diffusing particle can make a single step to the left or right
and, independently, a single step up or down. This results in a jump to any of four
diagonal-neighbor nodes, as shown in Fig. 4.2(a). After n time-steps, the path of the
particle can be described as a sequence of n diagonal jumps. In each time step, each
path branches into four; therefore, the total number of n-step paths originating from
a given node of the 2D lattice is 4n. The number of paths terminating at the node
(i, j) in time-step n, Ni,j(n), can be calculated as the sum of the numbers of paths
terminating at each of the immediate diagonal-neighbor nodes (i ± 1, j ± 1) in the
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previous time-step, n− 1:
Nn+1i,j =
∑
k,l=±1
Nni+k,j+l (4.3)
As a consequence of the diagonal jumps, the values of both i and j are even for each
even time-step, and odd for for each odd time-step as illustrated in Fig. 4.2(a). Iterative
application of Eq. (4.3) computes the propagation of all paths throughout the lattice.
This approach produces the number series known as Pascal’s pyramid. Similarly, its
1D application produces the binomial coefficients, or Pascal’s triangle. After n time-
steps, the normalised 2D unrestricted diffusion propagator is Pi,j(n) = Ni,j(n)/4n.
This propagator can also be obtained analytically using a multidimensional generali-
sation of Eq. (4.1).
4.1.4 LPC method - restricted diffusion
The LPC method computes propagators of restricted diffusion by introducing obstruc-
tions into the lattice. We divide the nodes of the lattice into liquid NLi,j which are
available for diffusion, and walls NWi,j which are not. We further identify the subset of
the liquid nodes at the interface between the liquid and walls N Ii,j . The interface nodes
can be subject to reflecting or partially reflecting boundary conditions as described
below. Through absorption or reflection of the diffusing particles, the walls act to
modify the number of available paths. The value of the restricted diffusion propagator
is subsequently taken as the normalised number of n-step paths joining two locations
after the paths blocked by the walls are eliminated.
Consider, for example, a path arriving at an interface node in time-step n (e.g. node
A in Fig. 4.2(b)). In time-step n + 1, the branches of this path continuing through the
liquid neighbour nodes are unrestricted, and therefore handled as described above for
unrestricted diffusion.
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Paths branching into absorbing wall nodes are terminated. We implement this by
setting the number of paths arriving at these nodes (NWi,j (n)) to zero in all time steps.
Due to the loss of these branches of the path-tree, the total number of n-step paths from
a given origin will tend to be smaller than 4n; the reduction factor being dependent on
the relative location of the absorbing wall.
Paths branching into reflecting wall nodes are not terminated but are redirected
through all available neighbouring liquid nodes (see Fig. 4.2(b)). We compute this by
modifying the number of paths branching into the interface nodes. For an interface
node with P neighbouring liquid nodes and Q neighbouring wall nodes, the number of
paths branching into each of the interface nodes in time-step n is
N I,n+1i,j =
(
1 +
Q
P
) ∑
k,l=±1
NL,ni+k,j+l (4.4)
and NWi,j (n) = 0. Partially-reflecting walls can also be modelled using this ap-
proach by adjusting the ratio Q/P . In a similar way, semi-permeable barriers can also
be modelled
Iterative application of these equations over the entire lattice for n time-steps yields
the LPC restricted diffusion propagator,
P ti,j =
NL,ni,j∑
NL,ni,j
(4.5)
where the diffusion time t corresponds to the number of discrete time-steps, n.
The LPC approach can also model diffusive transport problems and the evolution
of concentration profiles with no additional computational overhead. This is achieved
by configuring the initial values Ni,j(0) to reflect the desired initial concentrations.
The presence of multiple path origins does not increase the computational size of
the problem because the number of paths branching from every lattice node must be
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counted in every time step, irrespective of where the paths originated. Sources of
constant concentration can be modelled by setting the number of paths branching from
a given node in time-step n to 4n (see Fig. 4.6).
4.1.5 Computational considerations
To evaluate the exact path counts and avoid round-off errors, we used integers of unlim-
ited length. Because the path counts scale as pn, where p is the number of neighbours
per node, the computer memory requirements become significant. For example, the
number of paths of length n = 9000 in the 3D model of Fig. 4.5 is ∼ 6.5× 108127. We
coded all lattice models in c++ and used the GMP multi-precision arithmetic library
[242] for arithmetic operations. The models were run on a combination of standard
desktop computers and individual SGI Altix XE supercomputer nodes.
4.1.6 Model validation
In order to validate the LPC method, we used selected 1D and 3D restricted diffusion
problems with known analytic solutions as test-cases. In each test-case, the restricted
diffusion propagators were calculated using the LPC method and compared to the
respective analytic solutions.
The first test-case was 1D diffusion between reflecting walls (Fig. 4.3). We placed
the walls at x = 0 and x = 4500, and set the initial concentration profile as a delta-
function at xo = 2700. The diffusing particles were allowed to step ∆x = ±1,
corresponding to the diffusion coefficient Do = 1/2 units2/step. The diffusion time
was n = 1, 500, 000 steps. Figure 4.3 illustrates the resulting propagator, with the
inset showing the difference between the LPC model and the analytic propagator (the
”residuals plot”).
The second test-case was 1D diffusion that was unrestricted in one direction and
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Figure 4.3: Propagators for 1D confined diffusion between barriers at x = 0 and
x = 4500, particle source x = 2700 and, diffusion time n = 1, 500, 000 steps. The
red line and grey area shows the analytic and LPC propagators, respectively. The inset
shows the corresponding residuals plot.
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Figure 4.4: Propagators for 1D diffusion with a single absorbing barrier at x = 1000,
particle source x = 700 and, diffusion time n = 50, 000 steps. The red line and
grey area shows the analytic and LPC propagators, respectively. The Inset shows the
corresponding residuals plot.
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Figure 4.5: Cross section of the propagator at the i, j plane (k = 0) for restricted
diffusion within a sphere. The initial concentration was offset from the centre by 20%,
and the diffusion time was t = 9000. The solid lines and vertical bars are the analytic
and LPC results, respectively. The inset shows the residuals for the line 0 < i <
400, j = 200, k = 200.
with an absorbing wall at x = 1000 (Fig. 4.4). The initial concentration profile
was a delta-function at xo = 700. As with the first test-case, the diffusing particles
were allowed to step ∆x = ±1, corresponding to the diffusion coefficient Do =
1/2 units2/step. The diffusion time was n = 50, 000 steps. Figure 4.4 illustrates
the propagator, with inset showing the residuals plot.
The next test case was 3D diffusion within a sphere. We placed the sphere within a
cubic lattice of 4003 nodes and partitioned the nodes between liquid (those within 200
nodes of the centre) and walls (the remaining nodes). The initial concentration profile
was a delta-function at (i, j, k) = (180, 200, 200). The step-size ∆(i, j, k) = ±1
corresponded to Do = 1/2 units2/step and the diffusion time was n = 9000 steps.
We evaluated the analytic solution [243] at the corresponding location of the LPC
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Figure 4.6: Diffusional ingress into an initially hollow sphere with constant surface
concentration. The solid lines (red) and black circles are the radial concentration
profiles for the analytic and LPC models, respectively. The diffusion times are in
units of t = Dn/a2. The inset shows the centred residuals.
nodes. Figure 4.5 shows a cross-section of the resulting propagators in the i, j plane
(k = 0); the solid lines show the analytic solution, and the coloured vertical bars
are the LPC results. The inset shows the corresponding residuals plot for the line
0 < i < 400, j = 200, k = 200.
The final test-case was diffusional ingress into a sphere from a constant-concentration
bath. The initial concentration profile was a spherical void of radius a = 200 within a
pool of constant concentration. This system was modelled using the same lattice as the
second test-case, but with the path counts at the walls scaled in time as Ni,j,k(n) = 8n.
This was to maintain a constant concentration at the surface of the sphere for all n. We
evaluated the analytic solution [22] at the corresponding locations of the LPC nodes.
The resulting concentration profiles are shown in Fig. 4.6 for the diffusion times,
n = 1600; 3200; 8000; 16000. The solid (red) lines and the dots are the analytic and
LPC results, respectively. The inset shows the corresponding plot of residuals.
4.1. PAPER 3: DIFFUSION PROPAGATORS FROM LATTICE PATHS 153
0 1000 2000 3000 4000
1
2
5
10
20
lattice density
ε 
(1
0-
6 )
Figure 4.7: The relative residuals (defined as the RMS of residual divided by the
mean value of the propagator, σ) as a function of the number of lattice nodes N for the
model of Fig 4.3. The solid (red) line is a regression model σ = 0.97N−1.764.
4.1.7 Discussion
A comparative examination of the results presented in Figs. 4.3, 4.4, 4.5 and 4.6
demonstrates the excellent numerical accuracy of the LPC method. The corresponding
residual plots in each of these test-cases indicate that the residuals δ contain both
systematic and random contributions. We attribute the systematic errors to the discreti-
sation of space and time of the LPC method, as well as truncation of the infinite sums
in the analytic solutions. The random errors, which are approximately proportional
to the magnitude of the residuals, are attributed to floating-point rounding. This is
particularly apparent in the residuals plot of Fig. 4.3.
The relative magnitude of the discretisation error as a function of lattice density is
illustrated in Fig. 4.7 for the case of 1D confined diffusion. As the number of nodes
is increased (the lattice spacing is decreased), the relative residuals decrease and the
LPC propagators approach the analytic solution. The solid line is a regression model;
the empirical fit has the form σ = 0.97N−1.764. As demonstrated in the residual plot
154 CHAPTER 4. COMPUTING RESTRICTED DIFFUSION PROPAGATORS.
x
y
(a) (b)
200
400
400
200
P(
x,
y,
t) 
(1
0-
4 )
0
0.5
1
0
Figure 4.8: Propagators for diffusion within the interstitial volume of a cube
containing an array of 16 cylinders; diffusion time t = 9000. (a) Monte-Carlo
simulation results for 1× 108 particles. (b) LPC results.
Fig. 4.3 inset (a), the systematic errors become swamped by random numerical errors
at a certain lattice density, and further increases in n do not improve model accuracy.
However, the random errors are so small that LPC produces propagators free of noise.
This numerical accuracy of LPC compares favourably to stochastic methods such
as Monte-Carlo simulations (MC). For comparison we computed propagators for dif-
fusion within the interstitial volume of a cube containing 16 impermeable cylinders
using both the LPC and MC methods. No analytic solution is available for this system
[90]. For both models, the diffusion time was n = 9000 steps. The particle count for
the MC was Np = 100, 000, 000, and the LPC method used a cubic lattice with sides
of 400 nodes. The uncertainty in the MC results can be shown to be proportional to the
square root of the number of tracer particles and the value of the propagator itself:
∆P (r, t) ∝√Np ·√P (r, t) (4.6)
where Np is the number of particles in the simulation and P (r, t) is value of the
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propagator at location r after t time-steps. Unlike the MC approach, which computes
the particle trajectories individually, the LPC method essentially computes the trajec-
tories of very many particles simultaneously. Consequently, the computation times of
both propagators in Fig. 4.8 were similar, despite the marked differences in accuracy:
86 hours for Monte Carlo and 72 hours for the LPC method.
It is often of interest to compute a diffusion propagator for diffusing particles with
starting locations distributed throughout a given pore space. This allows sample-
averaging of the resulting diffusion metrics to produce net-displacements, in a man-
ner analogous to diffusion sensitive magnetic resonance measurements. Monte Carlo
simulation techniques are suited to these scenarios as they simulate the trajectories of
tracer particles with randomly starting positions [9, 35]. Deterministic methods such
as LPC can also compute sample-averaged diffusion metrics with spatially distributed
particle starting locations (see Fig. 4.6). The percolation networks of Figs 4.9(b), (c)
and (d) illustrate a scenario where the paths for 300 particles are computed with the
starting locations placed along a horizontal line in the centre. The resulting propagators
represent the convoluted paths of the 300 particles after 10, 000 steps. Although it is
not possible to deconvolve the path counts to produce independent particle propagators,
sample-averaged RMS displacements can be computed along the direction perpendic-
ular to the starting line, α⊥ via,
MSDα⊥ =
∑
β Lα±β · β2∑
ij Nij
(4.7)
where α indicates the row of nodes of the starting line, β is an index to the nodes
in the direction normal to the starting line, and Lα±β is the sum of the nodes of a given
row parallel to the starting line that are exactly ±β orthogonal nodes away.
Using the displacements of particles along several non-collinear directions, the
elements of a non diagonal diffusion tensor can be calculated; the minimum number of
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Figure 4.9: LPC propagators for three 2D percolation clusters of increasing
complexity. All particles originated along a horizontal line in the centre of each cluster.
The black squares indicate reflecting walls. (a) Indicates the starting positions (lines),
and the directions (arrows) that need to be computed using LPC to produce a 2D
diffusion tensor. (b, c, and d) show the propagators for three 600 × 600 lattice node
percolation clusters of increasing complexity solved using LPC for 10, 000 steps.
directions depending on the spatial dimension. For example, to produce a 2D diffusion
tensor for the systems of Fig. 4.9, the RMS displacements along three non-collinear
directions are required. LPC can produce this by calculating three propagators with
the starting location of the particles set along a horizontal, diagonal and vertical line,
respectively, as indicated in Fig. 4.9(a).
Methods such as Finite Element (FEM) and Finite Difference (FDM) are part
of a family of algorithms that solve the diffusion equation numerically on a mesh.
The algorithms can produce comparable propagators to LPC in that they contain no
statistical uncertainty. Their capabilities have significantly evolved over recent decades
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and they are capable of producing numerical solutions for pore spaces of arbitrary
geometry [239, 244–246]. However, unlike LPC which explicitly models individual
particle trajectories, FEM and related methods calculate the time evolution of con-
centration gradients by solving the diffusion equation on a mesh. Modelling particle
concentrations means that FEM methods are affected by floating-point numerical er-
rors inevitably arising in the calculation of the derivatives [239]. Furthermore, FEM
schemes are subject to numerical stability requirements in the case of explicit methods
placing an upper limit on the size of the time step and potentially further increasing
computation time [95]. Implicit FEM are numerically stable and converge, but can
be computationally intensive through the need to solve a system of equations in each
time-step.
To further explore the performance and stability characteristics of LPC and FEM
in highly tortuous geometries, we produced three random percolation systems of in-
creasing complexity. These systems are shown in Figs. 4.9(b), (c) and (d) and are
identified as networks A, B and C, respectively. We constructed these networks using
custom Mathematica code as 300× 300 node lattices with randomly placed reflecting
square barriers. Network A contained 200 barriers of 5×5 nodes, network B contained
1000 3 × 3 nodes, and network C contained 6000 barriers of 2 × 2 nodes each. After
generation, the networks were imported into LPC software and represented as a square
600×600 node lattice. We then propagated all 10, 000 node long paths for each of 300
particles originating along a horizontal line in the centre of each network. The FEM
solutions were computed using commercial software (Comsol Multiphysics, Sweden).
Each percolation network was imported into Comsol and scaled to 600 × 600 meters.
The element meshing was set to automatically compute at the highest resolution setting
of the software. The initial particle concentration was a horizontal line in the centre of
the mesh. The diffusion coefficient was 1/2 meters/second and the solutions obtained
for 10, 000 seconds. We used 4th order Runge-Kutta for the explicit method and
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Backward Differentiation Formula for the implicit method. For both the LPC and
FEM solutions, the vertical RMS displacements were computed via Eq. (4.7).
The LPC algorithm was numerically stable for all three percolation networks yield-
ing RMS displacements of 43.65, 42.09 and 25.57 for network A, B and C, respec-
tively. The explicit FEM approach produced a solution for network A with an RMS
displacement of 44.65 using a time-step of 0.01s. However, the explicit method did not
converge with the more complex networks of B and C even with the use of a very small
time-step of 0.001s. The implicit solver was numerically stable for all three networks
producing RMS displacements of 44.66, 43.49, and 30.18 for networks A, B and C,
respectively. These results highlight the fundamental differences between the FEM
and LPC approaches; LPC systematically computing all possible particle trajectories
and FEM solving the diffusion equation.
4.1.8 Conclusion
In this work, we detailed an efficient and highly accurate method for computing time-
dependent propagators of restricted diffusion in pore spaces containing reflecting and
absorbing obstructions. In the context of particle diffusion, our approach can be
considered as a numerical means for solving the Wiener path integrals describing
restricted Brownian motion. The resulting propagators are shown to be an excellent
match to the exact analytic solutions for select 1D and 3D restricted diffusion prob-
lems. In its most general form, the LPC approach is a highly efficient means for the
exact enumeration of lattice random walks; capable of modelling very large lattices
(> 109 nodes). It accurately accounts for nodes that act to modify path availability,
and can model lattices of any dimension and geometry. The results are free from
statistical noise and therefore LPC is ideal as a benchmark solution where no analytic
solution is available. As lattice random walks are used for modelling a large range
of phenomenon, we expect that the LPC method have broad applicability beyond
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restricted diffusion modelling.
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Chapter 5
Diffusion tensor imaging of fibre networks.
The LD and LPC algorithms are each optimised to model restricted diffusion at differ-
ent spatial and temporal scales. This enables the application of this thesis to encompass
a large range of restricted diffusion problems, from intermediate-∆ diffusion in highly
tortuous percolation clusters to asymptotic long-∆ diffusion problems in large periodic
structures. The physical insights of the theoretical studies also provide valuable knowl-
edge about restricted diffusion in biological tissue. This chapter presents experimental
diffusion tensor imaging studies of highly ordered fibre networks. An aim of these
experiments is to extend the results of existing DTI studies of anisotropic tissue through
the investigation of diffusion within direct-write melt-electrospun fibre networks. We
produce networks with spacings in the order of 150 µm to allow investigations of the
diffusion tensor within the intermediate-∆ diffusion regime. These results provide
valuable experimental data that demonstrates the effect of cross-hatch fibre network
architecture on the time-dependent experimental diffusion tensor. In addition to the
general aims of this thesis, the paper introduces diffusion tensor imaging as a means
for mapping the evolution of the micro-structure and molecular transport pathways
in tissue engineering scaffolds during tissue growth. This study is presented as an
expanded version of a published journal article.
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5.2 Abstract
This paper describes the first steps towards comprehensive characterisation of molec-
ular transport within scaffolds for tissue engineering. The scaffolds were fabricated
using a novel melt electro-spinning technique capable of constructing 3D lattices of
layered polymer fibres with well-defined internal micro-architectures. The general
morphology and structure order was then determined using T2 weighted magnetic
resonance imaging and X-Ray micro-computed tomography (µCT). Diffusion tensor
micro-imaging (µDTI) was used to measure the time-dependent diffusivity and diffu-
sion anisotropy within the scaffolds. The measured diffusion tensors were anisotropic
and consistent with the cross-hatched geometry of the scaffolds: diffusion was least
restricted in the direction perpendicular to the fibre layers. The results demonstrate
that the cross-hatched scaffold structure preferentially promotes molecular transport
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vertically through the layers (z-axis), with more restricted diffusion in the directions of
the fibre layers (x-y plane). Diffusivity in the x-y plane was observed to be invariant
to the fibre thickness. The characteristic pore size of the fibre scaffolds can be probed
by sampling the diffusion tensor at multiple diffusion times. Prospective application of
diffusion tensor imaging for the real-time monitoring of tissue maturation and nutrient
transport pathways within tissue-engineering scaffolds is discussed.
5.3 Introduction
Tissue engineering holds great promise for the customised fabrication of 3D tissues and
organs. It is a multidisciplinary field which links advanced materials and fabrication
technologies with biological agents such as cells and growth factors to produce bio-
physical substitutes for the replacement or restoration of lost tissue or organ function
[247]. Research strategies can be broadly grouped into three approaches; exogenous
scaffold-based fabrication [201], direct cell-based methods [248] and hybrid methods
which integrate cells and metabolites with polymer scaffolds during fabrication [182].
Cell-based methods directly fabricate tissue using only living cells, proteins and other
biomaterials, often supported within hydrogels [180]. Such techniques include solid
free forming, inkjet printing, stereo-lithography, cell sheet lamination and bio laser
printing [249–252]. Although the resulting structures have well defined anatomical
geometries and specific cellular arrangements [253], their utility can be compromised
by a relatively limited mechanical resistance and stiffness [254]. Scaffold and hybrid
techniques are capable of producing mechanically stiff engineered tissue constructs
suitable for implantation. Their success, however, depends on a very well defined
internal micro-architecture that is conducive to the attachment, infiltration, growth and
function of the required cells, as well as the facile transport of nutrients and metabolites
through the scaffold [255, 256]. Advances in fabrication capabilities are overcoming
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these limitations, enabling the fabrication of 3D scaffolds with a highly controlled in-
ternal micro-architecture. A thorough understanding of molecular transport dynamics
within these scaffolds is one of the key requirements of successful scaffold design.
Electrospinning is a well established method for the fabrication of fibrous scaffolds
with random fibre distributions [257]. By combining melt electrospinning with a
controllable x-y stage, direct writing of fibres [201] is achieved using fundamentals
of additive manufacturing [199]. The use of direct writing processes with melt elec-
trospinning has been successful in producing controlled fibre deposition enabling the
fabrication of scaffolds with well-defined 3D architectures. Melt electrospinning is
more suitable for biological purposes than conventional fused deposition modelling
(FDM) techniques as it can fabricate scaffolds with significantly smaller fibre sizes
and therefore higher surface area to volume ratios [258].
Although studies of the penetration rates of cells into electrospun scaffolds exist
[257–260], there remains limited research on the quantitative relationship between
scaffold micro-architecture and molecular transport. Filling this gap is the overall
aim of this research. The objective of this work was to explore the use of magnetic
resonance imaging for characterisation of molecular transport within the microstruc-
ture of fibre scaffolds. Diffusion-tensor microimaging (µDTI) was used to observe the
time-dependent diffusivities and diffusion anisotropy of H2O within 2 melt electrospun
scaffolds fabricated with 90 degree cross-hatch architecture. This architecture was
chosen as it represents a fundamental building block in advanced electrospun scaffolds
comprising complex fibre microstructures. Beyond initial scaffold characterisation, the
study aims to identify the required imaging parameters and measurement limitations
of diffusion tensor micro-imaging for this purpose. Structural and diffusion anisotropy
was characterised through complementary analysis of diffusion tensor and computed
tomography microimaging. The long-term aim of this research is to evaluate the suit-
ability of diffusion tensor microimaging for non-invasive, real-time characterisation of
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Figure 5.1: (a) Schematic of the melt electrospinning device used to fabricate the
test scaffolds. (b) Illustration of the scaffold geometry. The blue rectangular prisms
indicate idealised volumes of relatively facile diffusion.
cell growth and the evolution of molecular transport pathways in tissue regeneration
applications.
5.4 Materials and methods
5.4.1 PCL scaffolds.
Three-dimensional polycaprolactone (PCL) scaffolds were produced using proprietary
melt electrospinning direct writing techniques according to previous methodology [201,
261], with the following changes; PCL (Capa 6400, Perstorp UK Limited) was melted
in a syringe at 63oC. The polymer was pumped at 40µL/h using a syringe pump
(World Precision Instruments, AL-1000). Dual powerpacks provided a voltage of
3.5 kV to the tip of the needle and−7 kV to a metal stage for a total potential difference
of 10.5 kV . The distance between the tip and stage was kept constant at 10mm. The
stage was then moved using computer numerically controlled (CNC) stepper motors
controlled via Mach3 (ArtSoft, USA) (see Fig. 5.1(a)).
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Two PCL fibre scaffolds, scaffold A and scaffold B, were fabricated using regular
fibre spacing of 150µm and fibre diameters of 10µm and 50µm, respectively, as
illustrated in Fig. 5.1(b). These parameters give projected fibre volume fractions of
0.05 for Scaffold A and 0.26 for Scaffold B.
The scaffolds were produced with horizontal dimensions of 25 × 25mm and a
vertical dimension of approximately 2mm.
5.4.2 X-Ray micro-tomography (µCT)
PCL scaffolds were dried in a vacuum oven at 50oC and −60 kPa for 6 hours to
remove any water pockets. The scaffolds were scanned in air using the µCT 40
microcomputer tomography scanner (Scanco Medical, Brttisellen, Switzerland) at an
energy of 45 kV p and intensity of 177µA with 300ms integration time. Scans were
constructed into 3D models using isotropic voxels with a resolution of (6µm)3 per
voxel. The scans were analysed using the distance transformation method to determine
pore size and fibre diameter.
5.4.3 Magnetic resonance microimaging
Magnetic Resonance Imaging was performed using a 300 MHz Bruker Avance MR
spectrometer with a vertical bore 7 T magnet. A Micro2.5 micro-imaging probe was
used with a 15mm birdcage 1H resonator as the radiofrequency coil (Bruker, Ger-
many) and the system was equipped with a 1.1T/m triple-axis gradient set. Each PCL
scaffold was cut to approximately 1 cm across. Scaffold A was placed in a solution of 5
molar NaOH for 24 hours to enable wetting of the polymer fibre surface. This solution
was subsequently flushed and the scaffold was placed in reverse-osmosis water for
a further hour. In order to remove air pockets, the scaffold was placed in a vacuum
chamber for 1 hour followed by an ultrasonic bath for 30 min. Scaffold B was placed
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in the NaOH solution for 48 hours and soaked in reverse osmosis water for 72 hours,
followed by vacuum exposure and sonication, with the longer treatment time chosen
due to the smaller pore size of this scaffold. The success of the scaffold pre-treatments
was confirmed using T2 weighted imaging as described below. The scaffolds and water
were then placed inside a 15mm Wilmad NMR tube. Teflon plugs were placed above
and below the sample to support the scaffolds during imaging as well as restrict the
surrounding H2O in order to maximise the signal to noise ratio. The samples were
oriented in the spectrometer so that the scaffold layers (x-y plane) were perpendicular
to the magnetic field, Bo. All MRI measurements were made at room temperature.
The scaffold dimensions were measured using MR images; (1) scaffold A: trans-
verse dimensions, 9.5mm × 11mm; vertical dimension (height), 1.7mm. Using the
design parameters, this equates to 66 parallel fibres in each layer with∼ 150 layers. (2)
scaffold B: transverse dimensions, 11.5mm × 10.5mm; vertical dimension (height),
2.3mm. Using the design parameters, this equates to 73 parallel fibres in each layer
with ∼ 50 layers.
T2 weighted axial MR images were acquired for each scaffold using multiple-slice
multiple-echo (MSME) imaging pulse sequences (x-y imaging plane, slice thickness
of 0.5mm centred on each sample, in-plane resolution 56 × 56µm, 12 image aver-
ages). These images were used to ensure successful hydration prior to the diffusion
measurements as well as confirm the successful removal of air pockets by the sample
pre-treatment process. (Fig. 5.2(c,d)).
Diffusion tensor images were obtained using a single-echo diffusion-weighted spin-
echo sequence. Five evenly spaced vertical slices were imaged with a slice thickness
300µm and in-plane spatial resolution 300 × 300µm) (image matrix size 100 × 100;
field of view 30×30mm). The repetition time for all measurements was 4000ms. The
diffusion tensor was sampled along 20 evenly distributed gradient directions. Three
diffusion experiments were performed on each scaffold: (1) diffusion time (∆) 50ms;
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gradient pulse duration (δ) 3.5ms; echo time (TE) 60ms; 6 image averages; imaging
time ∼ 14hrs; (2) ∆ = 200ms; δ = 3.5ms; TE = 210ms; 14 image averages;
imaging time ∼ 34hrs, (3) ∆ = 250ms; δ = 3.5ms; TE = 260ms; 16 image
averages; imaging time ∼ 39hrs.
Following imaging, the voxel-specific diffusion tensor was determined using a
linearised least-squares fit of the diffusion-attenuation equation [58] to the measured
signal amplitudes. This was done using in-house Mathematica (Wolfram Research,
Illinois) code based on previously published work [130]. In each imaging slice, two
regions-of-interest (ROIs) were selected: a ROI containing only voxels with isotropic
saline (used for calibration of the gradient amplitudes) and an ROI with voxels fully
contained within the scaffold sample. The eigenvalues (diffusivities) and the corre-
sponding eigenvectors of the diffusion tensor within the scaffold ROI voxels were
computed. Histograms of the voxel-specific diffusivities were produced, and the cor-
responding average diffusivities and standard deviations were computed.
5.5 Results
5.5.1 MicroCT
The 3D images of the µCT scans shown in figure 5.2(a) and 5.2(b) for scaffolds A
and B, respectively, shows the 90 degree cross-hatch architecture and relative fibre
dimension and spacing. Table 5.1 shows the pore size, eigenvalues of the mean inter-
cept length tensor (MIL), and the theoretical and measured porosity for both scaffolds.
Scaffold B, with the thicker fibres, was observed to have a slightly larger pore size. All
three MIL tensor eigenvalues were observed to be smaller in scaffold B than scaffold A.
The porosities were larger in scaffold A, with a measured value of 83.6% for scaffold
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Theoretical Measured
Pore size Hx Hy Hz porosity porosity
(µm) (µm) (µm) (µm) (%) (%)
Scaffold A 121.9 167.1 161.2 127.6 94.8 83.6
Scaffold B 125.2 147.1 144.6 114.9 73.8 78.5
Table 5.1: Comparative table showing the mean pore size and porosity for each
scaffold and the corresponding mean intercept length for each principal axis. Hx, Hy,
and Hz are the eigenvalues of the mean intercept length tensor.
A and 78.5% for scaffold B.
5.5.2 T2-weighted MRI
The cross-hatch pattern of the fibres is clearly visible in the T2 weighted images of
both scaffolds in Fig. 5.2(c,d). On close inspection, the image of scaffold A shows
more visible fibres than scaffold B: scaffold A, ∼ 50 fibres; scaffold B, ∼ 10 fibres.
The imaging resolution of ∼ 56µm is similar to the fibre thickness of scaffold B and
the transverse fibre separation of 150µm equates is approximately 3 imaging pixels.
5.5.3 Diffusion tensor imaging
Testing of the imaging parameters and data processing software was performed by
measuring the DT of bulk water. The resulting averaged eigenvalues were of (2.3 ±
0.1)× 10−3mm2s−1, (2.3± 0.2)× 10−3mm2s−1, and (2.29± 0.4)× 10−3mm2s−1
for the z, x and y axes, respectively. These values correspond to the accepted bulk
water diffusion coefficient of approximately 2.3× 10−3mm2s−1 Figure 5.3 shows the
distribution of diffusivities along each principal direction for each scaffold (x, y and
z) and for each diffusion time (∆ = 50ms, 200ms,and 250ms). These probability
density plots are based on a smooth kernel histogram estimate of the respective DT
eigenvalues.
The average diffusivities for the x-axis and y-axis are approximately the same at
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Figure 5.2: 3D images of cropped µCT data: (a) scaffold A; fibre spacing ∼ 150µm,
fibre thickness ∼ 10µm. (b) scaffold B; fibre spacing ∼ 150µm, fibre thickness
∼ 50µm. Insets show plan views µCT images of scaffold sections. T2-weighted
magnetic resonance images of fibre scaffolds using an axial slices 500µm thick; (c)
Scaffold A, (d) Scaffold B.
each ∆. A relative broadening of the distribution of transverse diffusivities is also
apparent compared to the vertical diffusivities. Generally, a broadening of the distribu-
tions is observed for increasing ∆. This larger variation results from the greater number
of interactions between the diffusing water molecules and the scaffold microstructure
at longer diffusion times.
The time-dependent diffusivities for both scaffolds are shown in Fig. 5.4. The solid
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Figure 5.3: Smooth kernel density histograms of the diffusivities along the x, y and z
axes shown as small dashed blue lines, large-dashed green lines, and solid red lines,
respectively. The arrows indicate the average diffusivity for each axis. The large-
dashed grey vertical line indicates the free diffusion co-efficient of water at 2.3 ×
10−3mm2s−1. (a), (c) and (e) show the diffusivities for scaffold A at ∆ = 50ms,
200ms, and 250ms, respectively. (b), (d) and (f) show the corresponding diffusivities
for scaffold B.
dots show the average diffusivity along the vertical direction and correspond to the red
arrows in Fig. 5.3. The hollow dots indicate the average diffusivity in the transverse
plane. The solid and dashed lines are a least squares fit of the diffusivities to a 2nd
order polynomial, and are included for illustration purposes.
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Figure 5.4: The time-dependent diffusivities of the scaffolds. The solid red dots are the
diffusivity along the z axis, the hollow blue dots are the average of the diffusivities for
the x and y axes. The error bars are computed from the standard deviations. The solid
red and dashed blue lines are polynomial least-squares fits to the data for illustration
purposes with the 0 ms value chosen to be the unrestricted diffusion coefficient of
water (2.3× 10−3mm2s−1). (a) results for scaffold A; (b) results for scaffold B.
5.6 Discussion
5.6.1 Electrospun scaffold production
Electrospinning was used in this work to fabricate scaffolds with highly controlled
fibre spacing on a scale optimised for diffusion measurements. Melt-electrospinning
in direct writing mode builds upon the advantages of other additive manufacturing
techniques but, through the use of controlled electric fields, allows the fabrication of
structures using fibres with diameters in the tens of micron scale. In the context of
tissue engineering, the resulting structures have porosities and surface to volume ratios
ideal for cell migration, adhesion and growth [262, 263]. The results shown in Table
1 indicate that scaffolds A and B have pore sizes of approximately 120µm, which
is in the ideal range for bone cell growth within scaffolds. In addition, the scaffolds
have high measured porosities of≈ 80%, which is also desirable for tissue engineering
purposes [263].
174 CHAPTER 5. DIFFUSION TENSOR IMAGING OF FIBRE NETWORKS.
As the electrospun fibres are guided by electric fields during fabrication, the stabil-
ity of the fields is an important factor. As the number of fibre layers increase, however,
the fields are distorted by charge build up in the fabricated structure. This limits the
ability to precisely control the structure order and achieve the desired fibre spacing for
thicker scaffolds; ultimately limiting the scale of the scaffolds. For example, scaffolds
produced using conventional electrospinning techniques in direct writing mode can
produce regular structures at micron scales as demonstrated by Brown et al. [201],
however this fibre order is only maintained over relatively few layers, with significant
loss of order above∼ 0.5mm. The scaffolds of the present study were fabricated using
an advanced electrospinning platform which enables precise control of the electric
potential between the extruder and collector plate. This mitigates the effect of charge
accumulation in the extruded layers enabling the production of scaffolds with improved
regularity and thickness.
Both scaffolds were fabricated with identical 90 degree cross-hatch architectures
and target fibre spacing of 150µm, with a fibre thicknesses of 10µm and 50µm
for scaffolds A and B, respectively. The cross-hatch pattern was chosen because
it represents a fundamental microstructure that can form a building block for more
complex scaffolds, as well as its common use in studies of melt-electrospun scaffolds
[201, 255, 262, 264]. The fibre separation and different fibre thicknesses were chosen
to produce scaffolds with different pore-sizes and internconnectivity. This was to allow
investigations into the sensitivity requirements of DTI to observe the effect of pore size
on diffusivity and diffusion anisotropy at this scale.
5.6.2 µCT scaffold characterisation
Micro-computed tomography (µCT) imaging is a powerful method for assessing 3-
dimensional structures such as scaffolds for tissue engineering purposes. It is a non-
destructive method for determining geometric properties such as fibre size, pore size
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and porosity. Electrospun scaffolds were assessed using µCT analysis to confirm their
geometric properties for evaluation of the results created via MRI scans.
Fibre diameter and pore size were controlled throughout the production of the
scaffolds by using the fundamentals of 3D printing. µCT analysis was used to assess
this 3D printing technique and its ability to produce highly controlled architecture in
the micro-scale range. Data collected was processed using a trabecular bone method;
which output fibre diameter, pore size and porosity of the scaffolds. µCT data was also
used to assess anisotropy of the scaffold. Anisotropy was assessed via the measurement
of the mean intercept length (MIL) tensor.
The results correlate with µDTI results and show that there is no statistically signifi-
cant geometric difference between transverse axis (Hx, Hy) while there is a significant
difference in the vertical axis (Hz). This result is to be expected as the 90 degree
cross-hatch architecture should produce identical x and y morphologies. The MIL is
measured by randomly orienting vectors of set length through the scaffold. Analysis
of the µCT in Figs. 5.2(a,b) suggest that fibres are not perfectly stacked on top of
each other, creating a smaller MIL tensor in the axial direction. In addition, the MIL
is sensitive to the distance separating the fibre layes. However, it should be noted that
although the MIL may describe scaffold morphology, it does not characterise diffusion
anisotropy.
Scaffold porosity is an important fundamental factor in tissue engineering, with
demonstrated correlations between structure porousity and cell-seeding efficiency [187].
Other important characteristics are the surface to volume ratio and permeability of the
scaffold [259]. Melt electrospinning as a direct writing technique shows great promise
as a successful tissue engineering technique due to its ability to use electric fields
to control fibre deposition, resulting in scaffolds with high porosity and controllable
pore size. For fibre layers close to the collector plate, the ordering is very high,
with less ordering as the number of layers increases due to charge buildup in the
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existing structure. Figure 5.2(a,b) shows small sections of scaffold A and B taken
approximately 1mm from the layer closest to the collector plate. These images show
that the electrospinning technique provides a controllable average interfibre distance.
µCT analysis of the scaffolds that were produced showed porosities of 83.6% and
78.5% respectively (as shown in Table 5.1). In addition, the average measured pore
size for scaffolds A and B was 121.9µm and 125.2µm, respectively. Studies indicate
that scaffolds with high porosities and high surface-area to volume ratios are desirable
for improved cell colonisation and tissue infiltration [187, 262, 265]. For example, one
study found that porosities in the order of 90% are ideal for successful tissue-polymer
interactions and to allow adequate diffusion during tissue culture in musculoskeletal
tissue engineering scaffolds [263]. The ability for µCT to determine porosity without
the use of mercury porosimetry or other invasive methods makes it an ideal method for
studying samples which are scarce in supply, may be damaged by such chemicals or
have poor pore interconnectivity [264].
As µCT can directly measure the geometry of the scaffold, it is also possible to
determine a number of other physical properties which are necessary for assessing
properties that relate to biological activity. Important physical characteristics that
relate to biological activity include: porosity, surface area to volume ratio, intercon-
nectivity, pore size, fibre thickness, anisotropy, apparent surface area and permeability
[264]. Micro-CT characterisation is capable of providing these parameters in a non-
destructive manner, and a number of studies have categorized the use of µCT analysis
against other standard methods of measurement [264, 266]. With the incorporation
of µDTI, it is possible to directly measure the geometric properties and the molecular
transport within the scaffold, both of which are essential for successful tissue engi-
neered scaffold designs [267].
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5.6.3 Diffusion
Diffusion within tissue engineering scaffolds is a fundamental process that enables the
transport of oxygen, nutrients and metabolites to and from growing tissue. Quantitative
experimental data concerning diffusion within scaffolds is desirable in order to enable
the development of predictive models describing the relationship between molecular
diffusion and scaffold micro-architecture. It can also enable the modelling of changes
in molecular transport pathways due to tissue infiltration into the scaffolds during the
growth phase. Theoretical models of restricted diffusion within partially aligned fibre
networks have been developed and are a first-step investigation into this problem [29,
51]. The theoretical and experimental models can form the basis for the development
of next-generation scaffold designs in order to ensure optimised molecular transport
within the regenerating tissue.
Diffusion is a transport phenomenon resulting from the thermally driven random
motion of molecules. In the absence of barriers, diffusing molecules displace isotropi-
cally with a root-mean-squared displacement given by,
∆r =
√
6D∆ (5.1)
where D is the diffusion coefficient of the molecule, and ∆ is the time-interval of
the diffusion measurement (”diffusion time”).
In heterogeneous environments, such as electrospun scaffolds, diffusion is usually
restricted. This is particularly the case in the layered electrospun scaffold of the
present study; diffusion within a layer of fibres (the x-y plane) tends to be obstructed
more than in the z direction. To account for this, diffusion is characterised by an
anisotropic diffusion tensor rather than the diffusion coefficient D. The diffusion tensor
can be measured in a spatially resolved manner using diffusion tensor imaging (DTI).
178 CHAPTER 5. DIFFUSION TENSOR IMAGING OF FIBRE NETWORKS.
This involves acquiring a set of diffusion-weighted images corresponding to different
directions of the diffusion gradient. These images are subsequently processed to create
maps of diffusion tensors. The eigenvalues and eigenvectors of these tensors describe
the magnitude and principal directions of diffusivity, respectively.
Because the diffusion tensor interrogates the geometry and internal organisation
of the scaffold, DTI is extremely useful for characterising scaffold internal micro-
architecture. Diffusion tensor maps can provide 3D information about fibre spacing,
uniformity, and predominant fibre orientation throughout the entire scaffold. Target
fibre spacing can be checked by comparing variations in the diffusion tensor between
voxels. Diffusion tensor maps are also useful in tractography analysis for mapping
fluid channels [9]. For structures with regular internal micro-architectures, such as the
scaffolds of the present study, diffusion tensor maps can be replaced with average dif-
fusivity and diffusion anisotropy, as variations in the microstructure are not expected.
Both the µCT MIL tensors and µDTI diffusion tensors for both scaffolds indicate
anisotropy, with their principal vectors closely aligned with the z-axis. However, the
ellipsoids described by these tensors are very different, with the MIL tensor describing
an oblate ellipsoid (Table 5.1) and the DT ellipsoid being prolate (Fig. 5.4). These ob-
servations can be explained by considering the different features of the scaffold probed
by each technique. DTI measures diffusion and therefore provides direct information
about molecular transport within scaffolds. This is in contrast to µCT, which directly
images the scaffold structure [265].
The diffusion tensor in restricted environments depends on the diffusion mea-
surement time (∆). At short diffusion times, only a small fraction of the diffusing
molecules will encounter obstructions. Consequently, the diffusion tensor in this short-
∆ regime is close to the isotropic bulk-water diffusion tensor and fails to interrogate
the geometry of the obstructions effectively. The anisotropy of the DT in this regime
increases with increasing ∆ at a rate proportional to the surface-to-volume ratio of
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the scaffold [35]. Time-dependent measurements of the diffusion tensor within this
intermediate regime can therefore provide useful information about scaffold microar-
chitecture [268]. The opposite extreme is very long diffusion time. In this regime
(the long-∆ regime) a large fraction of the diffusing molecules will encounter the
obstructions, often many times. The DT in the long-∆ regime eventually reaches
an asymptotic value, such that further increase in ∆ no longer results in changes
in the measured diffusivities. It is in this regime that the DT probes the scaffold
microstructure in the most efficient way. The characteristic time at which the transition
from one regime to the other occurs depends on the bulk diffusion coefficient and
the characteristic length-scales of the pores [35]. As such, it is of interest to take
measurements of the DT in the intermediate-∆ regime and observe the rate at which
the long-∆ limit is approached. This provides valuable information about the pore
geometry, such as the characteristic fibre spacing [268].
The time-dependent diffusivities of the electrospun scaffolds are shown in Fig.
5.4. These indicate that the DTI measurements remain in intermediate-∆ regime.
To sample the DT in the long-∆ regime, the RMS displacements of the diffusing
molecules would need to be larger than the characteristic pore length. In the present
study, the largest ∆ achieved was 250ms which corresponds to an RMS displacement
of 59µm; below the transverse fibre spacing of ∼ 100µm for scaffold B. Molecular
simulations in similar geometries suggest that in order to sample the long-∆ diffusivity,
the RMS displacements need to be at least 1.5 times the pore-length [29, 51]. To
achieve comparable RMS displacements within the scaffolds of the present study,
∆ values of between 1 and 2 seconds are required. These relatively long diffusion
times are difficult to achieve due to the decay of the magnetic resonance (MR) signal.
One method for overcoming this is to place the scaffolds in a H2O/D2O solution to
improve the MR signal to noise ratio at longer measurement times. While this approach
may be possible for initial scaffold characterisation, it may be unsuitable for scaffold
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characterisation during the tissue growth phase due to the effect of the D2O on the
cells. Another option is to measure the long-∆ DT for a given scaffold architecture for
use as a benchmark value. This would subsequently allow the intermediate-∆ DT to be
used to estimate the long-∆ DT in scaffolds with similar architectures. The advantage
of this approach is that the benchmark long-∆ DT can be obtained for a given scaffold
architecture in vitro, and long-∆ DT values predicted from the intermediate-∆ DT
measurements for similar scaffolds in vivo.
Advanced tissue scaffolds contain multi-scale interconnected pores for both the
efficient flow of metabolites and the retention of synthesising cells. These scaffolds
are immersed in bioreactors which optimise fluid flow for tissue growth [269, 270].
In areas of high flow-rate, advection dominates and diffusion plays a lesser role in
matter transport. However, with the onset of tissue infiltration, the fluid flow through
highly tortuous and confined pore spaces becomes restricted and diffusion becomes
the dominant transport mechanism. Additionally, diffusion measurements can also
be a proxy for the laminar flow within tissue engineering scaffolds. Characterisation
of diffusion is particularly relevant within electro-spun scaffolds which, by virtue
of their micro-fibres, have very small pore sizes (see Fig. 5.2). In the context of
the delivery and removal of metabolites within scaffolds, measurements of diffusion
anisotropy can provide information about the relative rates of transport along different
directions within a volume element. As the PCL material used in the fabrication
of the scaffolds does not interact chemically with the water molecules, it is only
the geometry which contributes to diffusion anisotropy. With respect to the present
study, the diffusion anisotropy apparent in Figs. 5.3 and 5.4 indicate that preferential
molecular transport occurs vertically through the scaffolds, albeit with some residual
transverse component. Furthermore, this anisotropy increases with longer diffusion
times for both scaffolds.
Numerical simulations of restricted diffusion in partially aligned fibre networks
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by Powell and Momot, 2012 [9] included computed a simulated diffusion tensor for
similar cross-hatched fibre networks as in present study. The corresponding tensors,
however, indicate that diffusion is least restricted in the transverse direction (x,y)
(see Fig. 3.5(c) of Chapter 3), which is the opposite of the findings shown in Fig.
5.4. This can be explained by their different transverse architectures, with the fibre
layers of the electrospun scaffold directly in contact, and the fibre layers of the LD
study separated by a distance many times that of the fibre diameter. The increased
obstructions in the directly contacting layers resulted in smaller transverse diffusivity
than longitudinal diffusivity. This can be further understood by comparing the diffu-
sivities of the theoretical and experimental studies via the concept of a 2D projection
of the fibre architecture onto the transverse and longitudinal planes. This involves
calculating the total area of a unit cell within the pattern then subtracting the projected
area occupied by the fibres to give the unobstructed area within the unit cell. This is
then divided by the total unit cell area to give the fraction of unobstructed surface per
unit cell within the fibre networks for both the transverse and longitudinal direction
to compare with the respective diffusivities. The projected 2D unobstructed surface
for the electrospun fibre networks in the longitudinal and transverse directions was
∼ 87% and ∼ 47%, respectively. This is comparable with the DTI observations
which indicate diffusivity is least restricted in the longitudinal direction. The projected
2D unobstructed surface for the LD simulated structure, however, was ∼ 87% and
∼ 99% for the longitudinal and transverse directions, respectively. This compares
with the simulated DTI results which indicated that for all fibre volume fractions
studied, the transverse diffusivity was greater than the longitudinal diffusivity (see Fig.
3.5(c) of Chapter 3). The results of the LD simulations in Chapter 3 also indicate
that an increase in fibre volume fraction corresponds to an increase in the anisotropy
of the diffusion tensor. The experimental results in Fig. 5.4 indicate an increase
in the anisotropy with the increasing diffusion time for both scaffolds. However,
the experimental uncertainties resulted in the inability to discriminate between the
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diffusivities of the two scaffolds.
In order for DTI to be a useful method for the evaluation of tissue engineering
scaffolds with micron-scale architectural differences, such as those of the present study,
the measurement uncertainties need to be significantly reduced from that stated above.
A common approach to achieving this is to perform multiple repeated measurements
and average the signal over these in order to improve the signal-to-noise ratio. A
disadvantage of this approach, however, is the increase in the overall measurement
time due to these additional measurements. For example, the total imaging time
required to sample the diffusion tensor along 20 different gradient directions with
a repetition time of 4000ms was approximately 39 hours for 16 image averages.
Increasing the number of image averages would improve the signal to noise ratio
but also increase the total experiment duration. One potential approach to mitigate
this is to reduce the total number of gradient directions. Given that the geometry
of the ordered cross-hatched scaffolds of the present study is known a priori, the
number of gradient directions along which diffusion is sampled could potentially be
reduced to the laboratory frame x, y and z axes. This would enable significantly
more image averages to be acquired within a given total experiment time, thereby
increasing the signal-to-noise ratio. This improvement, however, would come at the
cost of discarding knowledge of the diffusion tensor. To investigate the suitability of
this approach for cross-hatched tissue engineering scaffolds, we performed a voxel by
voxel comparison between the undiagonalised diffusion tensor values along the three
principal laboratory axes, and the corresponding eigenvalues of the diffusion tensor
sampled along 20 different gradient directions for Scaffold A of the present study. The
histograms of Fig. 5.5 show the distributions of the relative differences between the
corresponding tensors. These plots indicate that there are notable relative differences
between these two approaches that, in some voxels along the z axis, exceed 0.35.
Another notable result is that the longitudinal eigenvalue always appears larger than the
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Figure 5.5: Histograms showing the relative difference between the diffusion tensor
eigenvalues and PGSE diffusivity along the x, y and z axes for all voxels of scaffold A
at ∆=250ms. (a) Longitudinal diffusion tensor eigenvalues minus the z axis diffusivity
(b) Average transverse diffusion tensor eigenvalues minus the average of the x and y
axes.
z axis diffusivity, whereas the degenerate transverse eigenvalues are smaller than the
corresponding diffusivities in the x, y plane. The can be explained by partial voluming
effects caused by the comparable scale of the scaffold fibres and the imaging voxels.
For example, consider a voxel containing only part of a fibre that is aligned with the
y axis as depicted in Fig. 5.6. In this case, the diffusivity along the z-axis, Dzz, will
be restricted by the fibre. The diagonalised principal eigenvector, D1, however, will be
rotated into the y-axis with a diffusivity larger than Dzz. The transverse eigenvectors
will be also rotated in this case, yielding an average of the transverse eigenvalues that
is smaller than the corresponding average of the x, y diffusivities.
DTI appears to be a highly promising technique for the real-time monitoring of
tissue regeneration in scaffolds. This is especially relevant for advanced scaffold
designs which possess regions of varying fibre density and pathways for molecular
transport. By observing variations in the diffusion tensor throughout the scaffold,
changes in scaffold morphology due to tissue infiltration can be determined. This
is particularly important as tissue infiltration reduces diffusivity within the scaffold,
thereby potentially restricting oxygen transport and leading to unintentional hypoxia
followed by cell death. Conversely, features that restrict molecular transport can be
incorporated into scaffold design, thereby inducing intentional hypoxia to stimulate
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Figure 5.6: Simplified example of the effect of partial voluming on diffusivity. A fibre
is aligned along the y axis and partially intrudes within the voxel. The z axis diffusivity
is restricted by the fibre to a greater extent than the principal eigenvalue of the diffusion
tensor. The average x-y diffusivity is larger than the average degenerate eigenvalues.
and increase angiogenesis, thereby improving cell development [271]. As DTI is
non-invasive, non-ionising and provides directional information about diffusion and
diffusion anisotropy, it is potentially more suitable for biological investigations than
other methods such as confocal microscopy and µCT. In addition, DTI measurements
can be combined with other magnetic resonance modalities which can provide com-
plimentary tissue and scaffold microstructure information during tissue growth [138].
A novel bioreactor design can also be incorporated to enable the repeated transfer
of developing scaffolds between the bioreactor and an MRI instrument under sterile
conditions.
The results in Fig. 5.4 indicate that the variation in measured diffusivities through-
out the scaffold becomes greater when the diffusion time is increased. This is po-
tentially due to two factors; (1) The DTI voxel sizes are comparable to the scaffold
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fibre diameters. As such, a given voxel can encompass a volume containing either no
fibres, a part of a fibre or fibres, or multiple fibres. Variations in diffusivities, therefore,
reflect variations in the possible geometries within each voxel. Comparisons of the
degree of variation in the diffusion tensors throughout multiple periodic structures
could consequently be useful as an indicator of the relative sizes of features within
these structures. (2) The magnetic resonance signal used in measuring diffusion de-
cays with time. This leads to increased noise and subsequent variations in diffusivity
measurements. In contrast to the model scaffolds of the present study, scaffolds for
engineering complex tissue and organs are designed with multi-scale pore sizes and
complex pore interconnectivity. In these cases, DT image maps could be a useful
indicator of metabolite migration pathways within the scaffolds. Furthermore, changes
in these transport pathways during the tissue regeneration can also be mapped, leading
to the development of theoretical models for guiding the design of scaffold micro-
architectures optimised to facilitate the transport of nutrients and metabolites between
the repair site and the surrounding tissue.
5.7 Conclusion
The results presented in this study form the basis for a quantitative experimental eval-
uation of molecular transport within scaffolds for tissue engineering. This is im-
portant because molecular transport is fundamental to the exchange of nutrients and
metabolites in tissue engineered scaffolds. Model scaffolds were produced using a
novel electro-spinning technique and characterised using µCT and µDTI. As µCT
directly observes microstructure and µDTI directly observes molecular transport, these
techniques provide complementary information for superior characterisation of the
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scaffolds. Diffusion ansitropy was observed and found to be consistent with the scaf-
fold geometry, with the larger anisotropy apparent at longer diffusion times. This work
demonstrates that experimental diffusion tensor measurements of tissue engineering
scaffolds can be useful for evaluating molecular transport within tissue engineering
scaffolds. It also suggests that DTI is a promising experimental tool for the real-
time monitoring of tissue regeneration processes that could have use in both in tissue
cultures and in vivo.
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Chapter 6
Conclusions and recommendations
6.1 Summary of the research
In this thesis we carried out theoretical and experimental studies of restricted diffu-
sion with the aim of developing efficient methods for producing quantitative models
for interpreting diffusion tensor images of biological tissue and tissue engineering
scaffolds. Using these methods, we produced interpretive models to improve the
utility of diffusion tensor imaging for the study of the composition and organisation
of anisotropic biological tissue. We also combined diffusion tensor imaging and in-
terpretive models to enable the study of the micro-structure and molecular transport
within tissue engineering scaffolds.
To achieve our aims, we created two different theoretical methods for calculating
restricted diffusion propagators; a computer simulation approach based on Langevin
dynamics, and a means for calculating diffusion propagators by enumerating random
walks on a lattice. Each was optimised to model diffusion at a given spatial and
temporal scale to enable the work of this thesis to encompass a wide range of restricted
diffusion problems.
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Computer software based on Langevin dynamics was developed to simulate diffu-
sion in the interstitial volume surrounding collagen fibres of articular cartilage. The
resulting simulated diffusion tensors, detailed in Chapter 3, were then used to produce
a quantitative model to interpret DTI measurements of articular cartilage in terms of the
compositional and organisational structure of its collagen fibres. Using this software,
we also found that the diffusion tensor was invariant to any positional and radial fibre
disorder. The details and results of this work are presented as two published peer-
reviewed papers which comprise Chapter 3 of this thesis.
We also found that simulation based approaches, such as Langevin dynamics,
produce ’noisy’ propagators as they only simulate a very small number of the total
possible particle trajectories. Subsequently, they are not ideally suited for producing
detailed time-dependent propagators for restricted diffusion in complex or highly tor-
tuous environments. This limitation led to the development of the Lattice Path Count
algorithm. The LPC approach enumerates all paths available to a diffusing particle
on a lattice while accounting for absorbing, reflecting, and semi-permeable barriers.
Another valuable feature of the LPC approach is that it offers an important insight into
the physical meaning of the diffusion propagator as the number of paths of a given
length connecting two locations. The algorithm is highly computationally efficient, re-
quiring only simple arithmetic calculations and avoiding the need for complex floating
point computations through the use of unlimited-length integer processing. We used
LPC to produce propagators for various 1D, 2D and 3D restricted diffusion problems
to enable direct comparison with analytic and finite element solutions to the diffusion
equation, and the Langevin dynamics simulations. In the context of the overall aims
of this thesis, LPC is optimised for producing highly accurate propagators for complex
pore spaces in the intermediate-∆ diffusion regime. The LPC approach also extends
naturally to modelling diffusive transport processes such as diffusion from sources
with a constant particle concentration and changes in the spatial distribution of the
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relative concentrations of substances within fluids. As LPC is essentially a method
for exactly computing lattice random walks, it has direct application beyond diffusion
in fields such as percolation modelling, finance and economics, astrophysics, biology.
It also provides an intuitive physical picture of diffusion, where the probability of a
particle diffusing between two locations in a given time is proportional to the number
of connecting paths of a given length, and restricted diffusion occurs when some of the
paths become unavailable. The details and results of the lattice path count approach is
presented as two papers, one detailed in chapter 4, and the other in Appendix D.
The experimental component of this thesis involved a series of diffusion tensor
imaging and x-ray computed tomography measurements of electrospun tissue engi-
neering scaffolds. Electrospinning is an additive manufacturing technique capable of
producing micron-scale fibre networks with customisable micro-architectures. This
capability makes it an excellent candidate technology for the construction of phantoms
for experimental validation of theoretically produced interpretive models of DTI. The
results showed that for stacked 90 degree fibre networks, diffusivity was least restricted
in the direction vertically through the fibre layers, and that the anisotropy of the DT
increased with increasing diffusion time. In the context of tissue engineering scaffolds,
we found that DTI is a valuable technique for evaluating molecular transport. This
technique also has potential for longitudinal studies of the evolution of molecular
transport pathways in tissue engineering scaffolds during tissue growth. The appli-
cation of the theoretical techniques of this thesis to the problem of evaluating the
performance of scaffold microarchitecture can lead to improved scaffold design. This
work is presented as a published peer-reviewed journal paper which comprises Chapter
5 of this thesis.
In summary, the general aim of this thesis was to provide an improved under-
standing of restricted diffusion in quasi-periodic fibre networks and complex porous
media. The specific aim was to develop methods to produce quantitative models for
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interpreting diffusion magnetic resonance images, particularly of biological tissue and
tissue engineering scaffolds. These aims were achieved through the development of
analytic and numerical algorithms and associated software, with the results applicable
to the quantitative interpretation of diffusion tensor images of anisotropic tissue fibre
networks and tissue engineering scaffolds. In addition, we explored the accuracy
and limitations of these techniques within the general context of modelling restricted
diffusion processes, and demonstrated their application to providing important physical
insight into fundamental transport processes. The theoretical studies were supported
by experimental magnetic resonance measurements of the fibre networks in tissue
engineering scaffolds. The specific findings of each component of this overall work
were detailed in each respective chapter and associated peer-reviewed publications.
6.2 Recommendations
The Langevin dynamics simulation software of this thesis was used to produce quan-
titative models for interpreting diffusion tensor images of articular cartilage in terms
of its collagen volume fraction and relative fibre orientations. However, we found that
each measured fractional anisotropy related to a range of possible combinations of col-
lagen volume fraction and fibre orientations. In order to use this model to discriminate
between these effects, independent knowledge of either the fibre orientation or the
collagen/proteoglycan content is required. We therefore suggest that other magnetic
resonance imaging modalities such as T1, T2, or T1ρ be developed as techniques to
determine specific collagen volume fraction in AC and thus allow diffusion measure-
ments to be used to infer the fibre orientations. The Langevin dynamics method could
also be adapted to model permeable barriers to extend its application to studies of
other biological systems such as neural fibres. This would involve modifying the code
that computes the barrier interaction to incorporate a transit probability for an incident
particle across the barrier and into the bounded volume.
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We also suggest the further development of the lattice path count algorithm to
improve its computational performance and increase the number of computable lattice
nodes. This could be achieved by pre-computing parts of the barrier calculations, and
through the reuse of the path counts of selected node pairs thereby significantly re-
ducing the number of elementary calculations. Further optimisation could be achieved
through the use of different lattice geometries and adaptive lattice spacing, i.e. re-
ducing lattice density in large unrestricted volumes and increasing lattice density near
barriers. In the context of improving the quantitative interpretation of diffusion tensor
images, further LPC studies of the effects of network disorder and highly confined
geometries on the diffusion propagators could be undertaken.
In addition to reflecting and absorbing barriers, LPC could also be modified to
model diffusion across semi-permeable barriers. This has important applications for
modelling diffusion in many biological systems from neural networks to the permeable
membranes surrounding cells. This permeable boundary condition differs from the
purely reflecting case in that there is a non-zero transition probability for a particle
across a barrier. Current modelling approaches include Monte-Carlo simulations [62]
and new methods such as the Markov Transfer Matrix methods detailed in Appendix
D. In principle, LPC could compute such scenarios by altering the ratio Q/P in Eq.
(4.4), where Q and P correspond to the fraction of reflecting and transmitting paths,
respectively, for the semi-permeable barriers. The requirement of integer computation
for the path counts can be handled through the use of an integer division function which
in some cases will result in a small number of remainder paths carried over from the
computation. Due to the extremely small number of these remainder paths, it would
not be expected that this approach would introduce any significant error.
The experimental component of this thesis demonstrated the use of direct-write
melt-electrospinning (DWME) as a technique for producing custom made tissue phan-
toms for experimental validation of theoretical diffusion models. The scale of the
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produced structures, however, limited the diffusion measurements to the intermediate-
∆ regime. In order to serve as test structures for diffusion measurements in the long-∆
diffusion regime, much smaller structures are required. To achieve this, advanced
fabrication techniques are required such as selective laser sintering, stereolithography,
or near-field solution electrospinning. The use of diffusion tensor imaging to infer
the micron-scale structural characteristics of tissue engineering scaffolds is limited by
the uncertainty in the acquired data. This uncertainty could be reduced by increasing
the number of image averages acquired for each gradient direction, however, this
also increases the total experiment duration. As the general orientation of the fibre
networks within the scaffolds is already known from the fabrication process, it should
be possible to perform PGSE measurements along the x, y and z axis to reconstruct
similar information as obtained from the measurements of Chapter 5 and significantly
reduce the number of gradient directions required. This experiment is the subject of a
current research project.
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Appendix A
Derivation of Langevin dynamics equations of
motion
Water diffusion is the stochastic translational motion of water molecules driven by
their thermal energy (Brownian motion) [272]. This seemingly random motion arises
from instabilities in the evolving many-body system, and is commonly simulated using
stochastic dynamics methods such as Monte-Carlo or Langevin dynamics. In this
study, molecular motion was modelled using the Langevin equation:
m
d2r
dt2
= −∇Uc − βdr
dt
+ γ(t) (A.1)
This stochastic differential equation describes the net force acting on each water
molecule as the sum of three different forces: (1) a quasi-randomly directed force aris-
ing from interactions with the surrounding water molecules, γ(t), (2) a deterministic
external force, −∇Uc, and (3) a hydrodynamic friction force, −β dr/dt. Numerical
integration of this equation was used in the simulations to compute molecular displace-
ments.
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The integration time step, ∆t, was chosen to be greater than the velocity autocor-
relation time of water (VACT ≈ 150 fs [273]). As a result, the quasi-random force,
γ(t), can be considered uncorrelated with its value in previous times steps and with
the current direction of the conservative force, Fc:
〈γ(t−∆t) · γ(t)〉 = 0 : ∆t 6= 0 (A.2)
〈γ(t) · Fc(t)〉 = 0 (A.3)
In the absence of the quasi-random force, γ(t), the only forces experienced by
a water molecule in a potential are due to the potential itself, and the associated
hydrodynamic friction force. As ∆t >> VACT, the molecule will almost immediately
reach its terminal velocity within each time step. Consequently, for most of the time
step, ∆t, the conservative force can be considered to balance the friction force:
Fc = 6piηR
dr
dt
(A.4)
where η is the viscosity of the surrounding medium, R is the Stokes radius of the
water molecule, and dr/dt is its velocity. We note that the condition ∆t >> VACT
is not an approximation and therefore does not serve as a source of systematic error
in the LD simulations presented. The physical diffusion process is not divided into
time steps; rather, the time-dependent quantities γ(t),Fc(t) and r(t) are subject to
continuous stochastic change. The condition ∆t >>VACT reflects the physical reality
of this process in that the hydrodynamic friction force balances the conservative force
at any given time t, not just at the end of fictitious time steps. Integration of Eq. (A.4)
results in an expression for the displacement due to conservative and friction forces:
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∆rc = Fc
∆t
6piηR
(A.5)
In the presence of the quasi-random force, the water molecule undergoes a ran-
domly directed step of fixed length. The magnitude of the step is a function of the
integration time, ∆t, and the empirical diffusion coefficient of water molecules in bulk
water, Do, defined via the Einstein relation:
∆rr = ξ
√
6Do∆t (A.6)
where ξ is a unit vector with an uncorrelated random direction chosen for each
time step. As a consequence, the displacement of water molecules due to the randomly
directed force and its associated friction, ∆rr(t), and the displacement due to the
conservative force and its associated friction, ∆rc(t) can be independently calculated.
These two displacements can then be combined to produce the net displacement during
the time interval ∆t:
∆r = ∆rr(∆t) + ∆rc(∆t) (A.7)
The typical magnitude of ∆r corresponding to ∆t = 0.2 ps was 0.5 A˚ to 1 A˚,
depending on the proximity of the tracer molecule to a fibre This step size was several
orders of magnitude smaller than fibre diameter but comparable to the length scale of
the van der Waals potential from a given fibre (see Appendix B).
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Appendix B
Coarse-grained water/fibre interaction
potential
The model collagen fibres used in this study were based on a molecular model of a
synthetic collagen-like model peptide T3-785 containing a segment of human type III
collagen (PDB Id:1BKV [234]). The sequence used contained the atom types and
locations for an 8nm long triple helical structure. This collagen segment was then
assembled into the outer layer of a partial cylinder for use in determining the force
field parameters for the course-grained fibre model. The assembly process involved
vertically stacking these segments to form long fibrils which were then placed next to
each other to form the cylindrical surface of the required radius.
The potential energy of a H2O molecule near a fibre was modelled as a pair-
wise sum of Lennard-Jones-like potentials describing the interaction between the water
molecule and each atom on the surface of the fibre:
Vi(F ) =
N∑
j=1
(
4ε
[(
σij
rij
)12
−
(
σij
rij
)6])
(B.1)
where Vi is the potential energy of molecule i, ε is the LJ parameter for energy
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between water molecule i and fibre atom j, σij is the LJ distance parameter, and rij is
the separation between the water molecule i and the fibre atom j.
The values of σij for each of the pair-wise interactions were calculated using their
respective van der Walls radii (vdW) [274]:
σij =
(rvdWH2O + rvdWj)
21/6
(B.2)
where rvdWH2O = 1.41 × 10−10m is the effective vdW radius of water [275]. The
value for ε was taken as the energy representing the O · · ·O interactions from the SPC
water model (0.1554 kcal/mol [276]).
The value of Vi(F ) was calculated for a series of paths directed toward the fibre
axis. Each path extended approximately 5nm from the fibre wall and had different
z locations. These results were then averaged and a least squares fit of this data was
performed to a Lennard-Jones function for use in the course-grained fibre model (ε =
4.017 kJmol−1 and σ = 6.892 A˚).
It is advantageous to carry out an error analysis of the LD simulations presented.
The random error of the simulated DT eigenvalues behaves in a way identical to Monte
Carlo DT simulations [54]. It is controlled by the ensemble size (NP ): the relative
uncertainty of diffusivities is ∆Ds/Do =
√
3/Np. The principal source of systematic
error is the assumption that the conservative force remains constant throughout the
time step (see Eq. A.4). In the first order of approximation, this leads to the following
systematic error of the simulated diffusivities:
237
∆Ds =
√
2Do
2(6piηR)2
∆t5/2
NT∆t
〈
NT∑
i=1
NT∑
j=1
ξis(∂sFjs)Fjs
〉
+ 2
2(6piηR)3
∆t3
NT∆t
〈
NT∑
i=1
NT∑
j=1
Fis(∂sFjs)Fjs
〉
+ 1
4(6piηR)2
∆t4
NT∆t
〈
NT∑
i=1
NT∑
j=1
(∂sFis)Fis(∂sFjs)Fjs
〉
where NT is the number of time steps in the simulation; s = x, y or z; ξi is the
unit vector corresponding to the direction of the random force in time step i; Fi is
the conservative force in time step i; ∂sFis is the derivative of the s-th component of
Fi with respect to the coordinate s; and the averaging < ... > is performed over the
ensemble. For a fixed total diffusion time t = NT∆t, the three terms in Eq. (B.3)
grow with the time step size as O(∆t), O(∆t), and O(∆t2), respectively. Under the
simulation conditions used, only the first term was significant; therefore for a fixed
total t the systematic error can be expected to be proportional to ∆t. For the simulation
parameters described in Chapter 3, the typical systematic error ∆Ds/Do was ∼ 0.1%,
well below the statistical error of 1.7%.
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Appendix C
Positional and radial disorder parameters
The position disorder parameter, SP , was calculated as,
SP =
1
N2
N∑
i=1
N∑
j=1
(Pi −Poi) · (Pj −Poj) (C.1)
where N is the number of fibres Poi is the location of the unperturbed fibre i, and
Pi is the randomly chosen location of the perturbed fibre i.
The radial disorder parameter, SR, was calculated as,
SR =
1
N2
N∑
i=1
N∑
j=1
(Ri −Roi) · (Rj −Roj) (C.2)
where Roi is the initial radius of fibre i, and Ri is the perturbed radius of fibre i.
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Appendix D
Further development of discrete
computational techniques for calculation of
restricted diffusion propagators in porous
media.
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D.1.1 Abstract
Magnetic resonance is a well-established tool for structural characterisation of porous
media. Features of pore-space morphology can be inferred from NMR diffusion-
diffraction plots or the time-dependence of the apparent diffusion coefficient. Diffusion
NMR signal attenuation can be computed from the restricted diffusion propagator,
which describes the distribution of diffusing particles for a given starting position and
diffusion time.
We present two techniques for efficient evaluation of restricted diffusion propaga-
tors for use in NMR porous-media characterisation. The first is the Lattice Path Count
(LPC). Its physical essence is that the restricted diffusion propagator connecting points
A and B in time t is proportional to the number of distinct length-t paths from A to
B. By using a discrete lattice, the number of such paths can be counted exactly. The
second technique is the Markov transition matrix (MTM). The matrix represents the
probabilities of jumps between every pair of lattice nodes within a single timestep. The
propagator for an arbitrary diffusion time can be calculated as the appropriate matrix
power. For periodic geometries, the transition matrix needs to be defined only for a
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single unit cell. This makes MTM ideally suited for periodic systems.
Both LPC and MTM are closely related to existing computational techniques: LPC,
to combinatorial techniques; and MTM, to the FokkerPlanck master equation. The re-
lationship between LPC, MTM and other computational techniques is briefly discussed
in the paper. Both LPC and MTM perform favourably compared to Monte Carlo sam-
pling, yielding highly accurate and almost noiseless restricted diffusion propagators.
Initial tests indicate that their computational performance is comparable to that of finite
element methods. Both LPC and MTM can be applied to complicated pore-space
geometries with no analytic solution. We discuss the new methods in the context of
diffusion propagator calculation in porous materials and model biological tissues.
D.1. FURTHER DEVELOPMENT OF COMPUTATIONAL TECHNIQUES FOR
CALCULATION OF RESTRICTED DIFFUSION. 245
D.1.2 Introduction and background
Diffusion magnetic resonance
Molecular diffusion is a physical phenomenon that arises from random thermal mo-
tion of molecules [277]. The molecules in a liquid undergo continuous translational
motion due to their possessing a non-zero kinetic energy (thermal energy) [278]. The
molecules continuously interact and collide with each other, resulting in a chaotic,
quasi-random motion pattern. The trajectory of a diffusing molecule is therefore
represented by a random walk. A well-known property of diffusion is that the mean-
squared displacement of the diffusing molecules, 〈∆x2〉, is proportional to time:
〈
∆x2
〉
= 2Dt (D.1)
where t is the time elapsed and D is known as the diffusion coefficient. In an
isotropic liquid, there is no preferred diffusion direction, and Eq. (D.1) describes
the displacement of molecules in any given direction. On a more detailed level, the
distribution of molecular displacements is described by the probability density function
known as the diffusion propagator:
P (0|x, t) = 1√
4piDt
e−
x2
4Dr (D.2)
Analysis of Eq. (D.2) shows that the characteristic width of the molecules distri-
bution grows as
√
2Dt in other words, the molecules spread away from their original
positions. This behaviour is exploited in diffusion-sensitive nuclear magnetic reso-
nance (NMR) spectroscopy. The basic setup of a diffusion NMR measurement can be
illustrated using the experiment known as pulsed field gradient spin echo (PGSE) [3],
which is illustrated in Fig. D.1. The first radiofrequency (RF) pulse in this sequence
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(the 90◦ RF pulse) converts the equilibrium longitudinal nuclear magnetisation into a
uniform comb of transverse magnetisation, while the first gradient pulse winds this
comb into a helix of the pitch 2pi/γgδ, where γ , g and δ are the magnetogyric ratio of
the nucleus, the amplitude and the duration of the field gradient pulse, respectively. It
is convenient to introduce the diffusion wavevector q, whose amplitude describes the
tightness of the magnetisation helix:
q = γgδ (D.3)
The interval ∆ shown in Fig. D.1 is known as the diffusion interval. Due to random
molecular diffusion during the interval ∆, the magnetisation components of different
phases become mixed up, causing attenuation of the amplitude of the helix. Assuming
that δ is short, the magnetisation helix at the end of the diffusion interval ∆ can be
described as a convolution of the original helix and the propagator given by Eq. (D.2).
The magnetisation is then refocused into a detectable (but attenuated) comb using the
180◦ RF pulse and the second gradient pulse. The diffusive attenuation of the refocused
magnetisation and the relative amplitude of the measured signal are given by [279]:
S(g)
S0
= e−Dtq
2
(D.4)
where t is the effective diffusion time (for the PGSE experiment, t = ∆δ/3).
The diffusion coefficient can be extracted by repeating the spin-echo experiment
multiple times with different values of q and plotting the logarithm of the signal, ln(S),
vs the quantity tq2 = γ2g2δ2(∆δ/3). This plot is known as the StejskalTanner plot. In
solution (or, more generally, in the case of unrestricted diffusion), this plot is a straight
line whose slope is the negative of the diffusion coefficient.
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Figure D.1: The PGSE diffusion experiment: the NMR pulse sequence and the state
of transverse magnetisation within the sample. The solid rectangles in the pulse
sequence are RF pulses; the hatched rectangles are gradient pulses. The 90◦ RF pulse
converts the equilibrium longitudinal magnetisation into a uniform comb of transverse
magnetisation. The first gradient pulse winds the comb into a helix of the pitch 2pi/γgδ,
sensitising the magnetisation to diffusion. Diffusion during the interval ∆ mixes the
magnetisation of different phases, causing the helix to attenuate. The 180◦ RF pulse
and the second gradient pulse refocus the helix into a uniform (but attenuated) comb;
its amplitude is the amplitude of the measured signal. The interval TE is the echo time.
The diffusive attenuation of the signal is given by Eq. (D.4).
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Diffusion NMR for porous media characterisation
Diffusion in solution is non-directional, meaning that the 3D generalisation of the
diffusion propagator given by Eq. (D.2) is spherically symmetric and Gaussian. How-
ever, this is not generally the case for diffusion within porous media. The diffusional
motion of molecules within porous media is obstructed by the walls forming the pore
space; this is known as restricted diffusion. The walls can be either solid walls (e.g.,
in sedimentary rocks) or, in biological tissues, cell membranes or components of the
extracellular matrix. In general, these structures have a twofold effect on the motion
of diffusing molecules: first, some locations are no longer available for the molecules
to diffuse into; and second, the presence of obstructions cuts out some of the paths
that would otherwise be present for a molecule diffusing from an available location
r to another available location r. As a result, the mathematical function describing
the restricted diffusion propagator P (r|r, t) is in general no longer Gaussian. This
function can become very complicated and, in most cases, cannot be expressed in a
compact analytic form. Nevertheless, the diffusion propagator and the detected PGSE
signal are still related in the short-δ limit via the convolution operation:
s(g,4) =
∫ ∫
ρ(r)P (r|r′,4)eiq·(r′−r)d3rd3r′ (D.5)
Here, the function ρ(r) describes the spin density within the pore space; it is zero
within solid walls but non-zero within the pores themselves. As seen from Eq. (D.5),
the restricted diffusion propagator P (r|r,∆) provides the link between the pore space
geometry and the diffusive signal attenuation measured in NMR experiments [29] and
[51]. Analysis of the diffusion propagator can therefore enable an improved under-
standing of the relationship between the NMR signal and features of the pore space
morphology. The restricted diffusion propagator is therefore a crucial construct for the
interpretation of NMR diffusion measurements. Besides providing a link between the
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pore space geometry and the MR signal, the diffusion propagator is significant in its
own right. In diffusion propagator imaging and related techniques [280] and [281], the
ensemble average propagator is used to characterise tissue microstructure.
Techniques for calculation of the diffusion propagator
The techniques presented in this paper draw on the wide field of existing approaches to
diffusion propagator calculation in porous media and biological tissues. Representative
approaches include:
(1) Analytic solution This entails solving the diffusion equation subject to the bound-
ary conditions, which are determined by the nature of the pore space. The boundary
conditions typically encountered in physical or biological systems are reflecting walls
(∂P
∂x
= 0 at the boundary), absorbing walls (P = 0 at the boundary), and partially
reflecting walls (∂P
∂x
across the boundary is related to the concentration difference and
the permeability of the boundary). The solution of the diffusion equation describes
the distribution of the diffusing molecules as a function of time and position for a
given starting position and the given pore space. For simple pore geometries, the
solution may be able to be expressed analytically, often as an infinite series. Analytic
solution of the diffusion equation often benefits from the use of special techniques, e.g.
the Laplace transform [282] and [283] or fractional calculus [284], [285] and [286].
Nevertheless, the set of pore space geometries for which a compact analytic solution is
feasible remains limited and includes only relatively simple geometries. Approximate
analytic methods are available for more complicated pore-space geometries [226].
(2) Eigenfunction expansion This approach is closely related to the analytic ap-
proach and entails representation of the propagator as a combination of eigenfunctions
of the diffusion operator subject to the given boundary conditions. The boundary
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conditions determine the eigenvalues of the diffusion operator, and these in turn de-
termine the valid set of eigenfunctions. The propagator then has the form of a linear
combination of the eigenfunctions that exponentially decay in time at a rate determined
by the respective eigenvalue. This approach can also be prone to complications. For
example, in the classic problem considered by Tanner [287], an equidistant stack of
semipermeable bilayers separates N compartments of water (see Fig. D.2). The
eigenvalues in this problem occur in tightly spaced groups of (N2). Within each group
the characteristic function oscillates extremely rapidly, making accurate determination
of the eigenvalues very challenging for an N greater than ∼ 8. In this particular
system the complication has been overcome through the use of Laplace transform
[288]. Approximate eigenfunction-based approaches are also available [289].
(3) Finite element (FE) and finite difference (FD) methods This is a broad family
of numerical methods where the diffusion equation is solved numerically on a mesh.
This approach is very powerful and computationally efficient. It has significantly
evolved over recent decades and is capable of producing numerical solutions for pore
spaces of arbitrary geometry [244], [245], [246] and [239]. The applicability of this
approach can be limited by its convergence properties, especially in complicated, mul-
tiscale pore spaces or when a sharp initial distribution of particles is involved.
(4) Monte Carlo and Langevin dynamics simulations These are two closely re-
lated methods where diffusion is sampled statistically using an ensemble of tracer
molecules and a series of time steps. In every time step, the simulation is based directly
on the molecular-level interaction of the tracer with the environment. The simulation is
therefore straightforward, makes a minimal number of physical assumptions and can
be applied to complicated pore space geometries. Fig. D.3 illustrates results previ-
ously published by our group [35] and [9], where Monte Carlo or Langevin dynamics
simulations were used to sample the fractional anisotropy of the water diffusion tensor
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Semipermeable barriers
Starting position
a
Figure D.2: The stacked bilayer problem considered by Tanner [287]: an equidistant
stack of parallel semipermeable bilayers separated by distance a. The compartments
between the bilayers are filled with water. Water molecules are able to cross a bilayer
from one compartment into the next; however, this crossing is not effortless and a
certain fraction of molecules are reflected by the bilayer. As a result, the concentration
profile of the diffusing molecules exhibits discontinuities at the bilayers. The internal
boundary conditions are given by two sets of equations: the first postulates the
continuity of the concentration gradient (and therefore the flux) at each semipermeable
boundary [Eq. (6) in Ref. [287]]; the second set relates the flux across each boundary
to the bilayer permeability [Eq. (6) in Ref. [287]]. Furthermore, either end of the
simulation volume is treated as an absorbing boundary.
in partially aligned networks of fibres. The networks serve as models of the collagen
network in articular cartilage. Fig. D.3 also reveals a drawback of the Monte Carlo
approach: its inherent noise, which is proportional to 1
√
NP , the inverse square root
of the number of tracer particles. The results shown in Fig. D.3 were obtained with
NP = 150, 000; even with such a large number of tracer particles, the amount of
noise is significant. Each data point in Fig. D.3 represents a simulation that took
between 1 CPU-hour and 10 CPU-hours on a supercomputer. This example illustrates
the high computational cost of accurate and precise Monte Carlo sampling of restricted
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Figure D.3: The fractional anisotropy (FA) of the simulated water diffusion tensor in
networks of partially aligned collagen fibres. The independent variables are collagen
volume fraction (φ) and the fibre order parameter (α). The surface is an expansion
of the simulated FA using polynomial functions of φ and real spherical-harmonic
functions of α. The insert shows the fit residuals, illustrating the noise inherent in
Monte Carlo sampling. Based on the results previously published by Tourell et al. [35]
.
diffusion. On the other hand, Monte Carlos advantage is that it is naturally able to
sample the average diffusion propagator, taking into account the distribution of the
starting positions of diffusing particles.
In the following we present two new computational techniques that complement
the existing methods for the calculation of restricted diffusion propagators. The first
technique is called the Lattice Path Count (LPC). Its name is due to the fact that it
evaluates the diffusion propagator by literally counting the number of distinct length-
t paths on a discrete lattice. The propagator connecting points A and B in time t
is proportional to the number of such paths from A to B. Lattice Path Counting in
general is a well-established branch of combinatorics [290] and [291]; however, to our
knowledge, the present work is the first explicit application of Lattice Path Counting
to restricted diffusion.
The second technique presented is the Markov transition matrix (MTM). The name
of this technique is due to the fact that diffusion is simulated using a Markovian matrix
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containing the probabilities of jumps between every pair of lattice nodes within a single
timestep. The matrix description of Markovian processes is well-established in the
literature [292] and [293]. MTM is also closely related to the operator description of
diffusion processes, most notably the FokkerPlanck master equation [294] and [295].
Nevertheless, MTM is sufficiently distinct from the existing techniques to be viewed
as a new method. To our knowledge, this work describes its first explicit application to
restricted diffusion.
In the following, we present a brief introduction to both methods with a view to
publishing a more comprehensive technical description in subsequent manuscripts. We
briefly discuss the relationship between LPC, MTM and the existing techniques, as
well as the elements of novelty of the two new methods in the context of restricted dif-
fusion in porous media. For the purposes of this introduction, we illustrate applications
of the two methods using relatively simple systems: LPC using a simplified model of
articular cartilage [35], [9] and [114] and MTM using a system of parallel stacked
bilayers [287]. Nevertheless, both methods are generally applicable to complex, irreg-
ular pore-space geometries with no analytic solutions. We discuss the applications of
both methods to porous media and their respective advantages and limitations.
D.1.3 Methods
Lattice Path Count (LPC)
The LPC method considers the diffusion of a particle on a regular discrete lattice.
The idea underpinning this method is that, for a particle undergoing a random walk
consisting of N time steps, every distinct length-N path is equally probable. This
assumption is valid when the translational diffusion is completely random and there
is no bias in the particles translational displacement within a given time step. It then
follows that the probability for the particle known to start at an initial location A to
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diffuse to a final location B over N time steps is simply the relative number of distinct
length-N paths connecting A and B. This idea is easily illustrated for unobstructed
diffusion, where the number of such paths can be obtained analytically. For an N -step
random walk in one dimension, there are 2N distinct paths that connect the starting
location (say x0 = 0) with some final location. For the particle to arrive at the final
location x, it must take, in any order, N+ = (N + x)/2 steps to the right and N− =
(N − x)/2 steps to the left. Simple combinatorial analysis shows that the absolute
conditional probability for the particle starting at x0 = 0 to end up at x after N time
steps is
P (0, x, n) =
1
2n
· n!(
n+x
2
)
!
(
n−x
2
)
!
(D.6)
Eq. (D.6) is the discretised diffusion propagator describing the distribution of trans-
lational displacements of the diffusing particles. It is easily seen that the expression
in Eq. (D.6) is normalised: the sum of the probabilities over all possible values of
x = −N,−N + 2 , . . . , N − 2, N is 1 for any value of N . Plotting Eq. (D.6) vs x
for various values of N reveals that at large N the discrete propagator asymptotically
approaches the Gaussian propagator given by Eq. (D.2), where t = N and D = 1/2.
Therefore, by applying the appropriate scale of spatial discretisation relative to the
RMS diffusional displacement of the particles, Eq. (D.6) can be used to calculate the
unrestricted diffusion propagator with any desired degree of accuracy. The presence of
absorbing or reflecting walls (obstructions) has the effect of making some of the paths
unavailable to the diffusing particles. The reduction of the number of available paths is
dependent in a complicated way upon the geometry of the obstructions, the initial and
the final positions of the diffusing particle, and the nature of the boundary conditions
(e.g. absorbing, reflecting or semipermeable). In general, it is not possible to obtain
a compact analytic expression similar to Eq. (D.6) for restricted-diffusion situations.
However, the number of the available paths can still be counted numerically for an
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arbitrary pore-space geometry. It is worth emphasising that the paths themselves need
not be memorised only their number needs to be evaluated. This is accomplished
in a computationally efficient way by using a Pascal triangle-like counting algorithm
generalised to the two- or three-dimensional case and taking into account the reflection
or absorption at the boundaries. The number of paths available is astronomically
large even for modest-size random walks, and their counting is still a challenging
computational problem. However, the paths can be counted exactly through the use of
unlimited-length integers. As was the case for unrestricted diffusion, the normalised
number of paths is the discretised restricted-diffusion propagator describing the distri-
bution of translational displacements of the diffusing particles.
Markov transition matrix (MTM)
The MTM method can also be illustrated using one-dimensional unrestricted diffu-
sion as an example. Consider a discretised random walk on an equidistantly spaced
grid. Such a random walk can be viewed as a Markovian process whereby the sys-
tem performs transitions between available discrete states. Following well-established
methodology [292] and [293], the evolution of the distribution of occupied states
can be described by the Markov transition matrix M. The elements of M are the
probabilities of transition from an initial location xi to a final location xf within time
step ∆t:
Mfi =
Ci√
4piD∆t
e−
(xf−xi)2
4D∆t (D.7)
Eq. (D.7), which is illustrated in Fig. D.4(a), is a discretised version of the
unrestricted diffusion propagator given by Eq. (D.2). The coefficients Ci arise out of
the discretisation and ensure that the probabilities given by Eq. (D.7) are normalised.
These coefficients can be calculated numerically as the sum of the matrix elements
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Figure D.4: Discretisation of the diffusion propagator in the MTM method: (a)
for unrestricted isotropic diffusion, the Gaussian propagator given by Eq. (D.2) is
discretised, resulting in the transition matrix given by Eq. (D.7). (b) For diffusion
near a single reflecting wall, a similar discretisation procedure is performed, but for
the analytic propagator that takes into account the presence of the reflecting boundary
condition, ∂P (0)/∂x = 0. The corresponding solution is given by Eq. (D.8) with the
+ sign. (c) Diffusion near a single absorbing wall: the boundary condition is P (0) = 0.
The analytic propagator being discretised is given by Eq. (D.8) with the sign.
Mf i over all values of f ; in the limit of extremely fine discretisation Ci tends to 1.
The distribution of the diffusing particles in the MTM formalism is represented as
a column vector whose elements correspond to the probability for a particle to be at a
given position. For particles starting from the same initial position, the initial vector
v0 is a vector of all zeroes and a single 1. The distribution of the diffusing particles
at the end of the time step ∆t is then the matrix product M · v0, as illustrated in Fig.
D.5. The distributions at a longer time t = N∆t can be computed as MN · v0, where
N is the integer number of time steps and the matrix MN is computed numerically as
the N -th matrix power of M.
The presence of obstructions can be easily incorporated into the MTM method
by employing small time steps. If the RMS displacement during time step ∆t is
significantly smaller than the characteristic distance between obstructions, then it is
extremely improbable for the diffusing particle to encounter more than one obstruction
during a single time step. Under these circumstances, all obstructions can be consid-
ered single-sided and the diffusion propagator near an obstruction can be calculated
analytically. For example, for diffusion near a single reflecting or absorbing wall the
propagator to be discretised is given by
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Figure D.5: Calculation of the distribution of positions of the diffusing particles in
the MTM method. The column vector on the left-hand side represents the initial
distribution of the particles. The matrix is the Markov transition matrix corresponding
to time t, calculated as theN -th power of the infinitesimal transition matrix if t = N∆t
(see text). The greyscale qualitatively corresponds to the relative amplitude of the
matrix elements. The final distribution of the diffusing particles, represented by the
column vector on the right-hand side, is the matrix product of the transition matrix and
the initial-distribution vector.
P (x0|t, x) = 1√
4piDt
(
e−
(x−x0)2
4Dt ± e− (x−x0)
2
4Dt
)
(D.8)
where the ”+” and the ”-” signs apply in the reflecting and the absorbing case,
respectively, and x0 is the initial position of the diffusing particles. The elements of the
matrix M corresponding to the initial positions near obstructions can then be calculated
by discretising the respective analytic propagator in the manner similar to Eq. (D.7).
Discretisation near reflecting and absorbing walls is illustrated in Fig. D.4(b) and
(c), respectively. Semipermeable barriers can also be treated and are considered as
an example in the following section. For a long diffusion time t, it is computationally
efficient to select a time step ∆t such that t is a power-of-2 multiple of ∆t : t = 2K∆t.
The N -step Markov matrix can then be computed in k = log2N rather than N steps:
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M(2∆t) = M2(∆t)
M(4∆t) = M2(2∆t)
· · ·
M(2k∆t) = M2(2k−1∆t) (D.9)
Although the MTM method exhibits a superficial similarity to Finite Difference
and Finite Element methods, it is in fact distinct from these two families of methods.
The differences between MTM and FD/FE are outlined in the following section.
D.1.4 Results and discussion
Lattice Path Count
A significant advantage of the LPC method is its ability to enumerate the exact number
of distinct lattice paths available to the diffusing particles through the use of unlimited-
length integers. While the numerical answer for the computed propagator must in-
evitably be rounded off, the rounding can occur at the last stage of the computation
process, significantly reducing the potential for error accumulation.
The application of LPC is illustrated in Fig. D.6 for a regular network of perfectly
aligned fibres. The fibre network serves as an idealised model of the extracellular
matrix of articular cartilage [35] and [54]. The diffusing particles start at the centre
of the simulation volume and perform a random walk of NT = 9000 time steps. Fig.
D.6 presents a comparison of the diffusion propagator computed using Monte Carlo
sampling [ Fig. D.6(a)] and Lattice Path Count [ Fig. D.6(b)]. The LPC simulation
was carried out on a three-dimensional grid of 400× 400× 400 nodes; the 3D (rather
than the much faster 2D) implementation was done for the purpose of comparison
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Figure D.6: Comparison of the diffusion propagator within a regular network of
identically aligned collagen fibres computed using: (a) Monte Carlo sampling with
NP = 10
8 tracer molecules and (b) LPC on a 400 × 400 × 400 discrete grid. The
LPC propagator is practically noiseless, while the Monte Carlo propagator exhibits
a considerable amount of sampling noise. The simulation volume was subject to
reflecting boundary conditions. The execution times were ∼ 86h for Monte Carlo
and ∼ 72h for LPC.
with the past MC simulations for the same system [35]. As can be expected from an
examination of Fig. D.3, the Monte Carlo propagator exhibits a significant level of
noise. The LPC propagator exhibits a negligible level of noise compared to Monte
Carlo. The two diffusion propagators exhibit no significant systematic differences.
Intuitively, the significant difference in the precision of the two propagators can be
attributed to the fact that the LPC method performs an exact count of all the available
diffusion paths (89000 ≈ 6 × 108127 paths), while Monte Carlo samples only a very
limited subset of NP = 108 paths.
The other important difference between the Monte Carlo and LPC propagators
is the spatial distribution of the sampling errors. Because Monte Carlo sampling is
statistical, its accuracy is non-uniform: the uncertainty of the computed propagator is
proportional not only to the square root of the number of tracer particles, but also to
the square root of the value of the propagator itself:
∆P (r, t) ∝√Np ·√P (r, t) (D.10)
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The LPC method does not suffer from this artifact and provides a spatially uniform
sampling accuracy.
We have not comprehensively examined the computational efficiency of LPC; how-
ever, it appears to be in the same ballpark as FE methods. For example, in Nguyen et
al. [244] a FE solution of the BlochTorrey equation on a 3D lattice of ∼ 400, 000
nodes took ∼ 40 minutes. Allowing a 4-fold shorter time for the computationally
less demanding diffusion equation and rescaling the computation time for a lattice of
(400)3 nodes, the estimated time of the FE calculation would have been (10min) ×
64, 000, 000/400, 000= 1600min = 27h, which is comparable to the 72h LPC com-
putation time. No claim is being made by us as to whether LPC has the capacity, with
the appropriate algorithmic and code optimisations, to exceed the computational effi-
ciency of FE. Nevertheless, computational efficiency was not the principal motivation
in the development of this technique. In our view, the insight into the physical meaning
of the diffusion propagator as the relative number of paths of a certain length connect-
ing a pair of points is in itself a valuable feature of LPC. Furthermore, LPC appears
attractive for calculation of path-based metrics of the pore space, e.g. tortuosity.
The key disadvantage of LPC is its inherent requirement of a finite simulation
volume bounded by absorbing, reflecting or periodic boundaries. This limits the ap-
plicability of LPC to very long diffusion times. Nevertheless, LPC is an excellent
technique when an extremely precise restricted-diffusion propagator at short to inter-
mediate diffusion times (the number of steps of a few hundred to a few thousand) is
required.
D.1.5 Markov transition matrix
The use of Markov chains has been explored previously for the modelling of transport
processes in heterogeneous systems [296], [297] and [298]. A significant advantage of
the MTM method is the computational complexity that scales with the number of time
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steps as log2N . This feature makes MTM ideally suited for very long diffusion times.
To illustrate the application of MTM, we use Tannerss stacked-bilayer system shown
in Fig. D.2 [287]. The system simulated here had the dimensionless permeability,
κ = ap/D0, of 0.18 (where a is the bilayer spacing, p is the permeability in m/s, and
D0 is the bulk diffusion coefficient of water). The range of the dimensionless diffusion
times probed, T = D0∆/a2, was from T = 0.002 to T = 262 (where ∆ is the
diffusion time in seconds). Fig. D.7 shows the simulated dependence of the apparent
diffusion coefficient on the diffusion time. The time axis in this figure is logarithmic:
every next point corresponds to double the diffusion time of the previous point. The
plot clearly demonstrates the three diffusion regimes characteristic of porous media.
The short-∆ regime, where the diffusion coefficient is nearly identical to that of bulk
water (D0), is represented by points 14. The long-∆ regime, where the apparent
diffusion coefficient is limited by the bilayer permeability and approaches the asymp-
totic value D∞ = κD0/(κ + 1), is represented by points 1118. Points 510 represent
the intermediate-∆ regime, where the apparent diffusion coefficient exhibits a strong
dependence upon the diffusion time ∆. The width of the long-∆ range sampled in this
example is at least a 100-multiple of the time corresponding to the onset of the long-∆
regime. The simulations were performed overnight on an average desktop PC using
Mathematica. This is an outstanding computational performance in terms of sampling
very long diffusion times, especially considering the lack of pre-compiled code or
any computational optimisation of the MTM simulations. This example illustrates the
excellent suitability of MTM for sampling the asymptotic long-∆ regime of restricted
diffusion in porous media.
From the computational point of view, the matrix M describing the transition
probabilities within a single time step ∆t has a near-diagonal form, which corresponds
to the fact that the displacement of the diffusing particles during a short ∆t can be
only a few lattice nodes at the most. As t increases, the N -step transition matrix MN
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Figure D.7: The apparent diffusion coefficient of water in Tanners stacked bilayer
system [287] computed for a range of diffusion times using the MTM method. The
system simulated consisted of N = 33 water compartments with 55 grid points per
compartment; the resulting size of the Markov matrix M was 1817 × 1817. The end
bilayers on either side were treated as absorbing; the remaining bilayers were treated
as semipermeable with the dimensionless permeability κ = ap/D0 = 0.18. The
dimensionless diffusion times sampled, T = D0∆/a2, were 0.001·2K , where K ranged
from 1 to 18. The time axis of the plot is logarithmic, with each point corresponding
to double the diffusion time of the previous point.
becomes more diffuse, with the relative size of off-diagonal terms growing. At large
values of t it eventually becomes necessary to increase the size of M, corresponding
to the need to include a greater number of nodes for long diffusion times compared
to intermediate times. This requirement is not unique to MTM and applies equally to
FD/FE simulations.
MTM exhibits a similarity with Finite Difference methods in that both methods
make use of a regular grid of lattice points and propagate small time-step increments
in order to obtain a solution at longer times. Nevertheless, this similarity is superficial,
and the following important differences between MTM and FD exist. The first, proce-
dural, difference is that FD involves the solution of the discretised diffusion equation,
while MTM directly models a dispersive stochastic process (the spreading out of the
distribution of particles). While the MTM and FD solutions are identical in the limiting
case, they are arrived at in very different ways. The second difference is computational
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and relates to the treatment of boundary conditions. FD calculation requires that
absorbing or reflecting boundary conditions be handled on a step-by-step basis. On the
other hand, in MTM boundary conditions are implicitly built into the Markov transition
matrix M as shown in Eq. (D.8) and Fig. D.4(b) and (c). This obviates the need for
handling the boundary conditions at every time step ∆t, providing a computational
advantage at long diffusion times. The third important distinction is summarised by
Eq. (D.9), which demonstrates that the computational complexity of MTM scales
with the diffusion time as O(log2t) rather than O(t). This further enhances MTMs
attractiveness for the analysis of asymptotic long-∆ diffusion regime, as discussed
above.
In analysing the computational efficiency of MTM, it should be kept in mind that
the method is not limited to the simple system used to illustrate it in the present work.
A facile analytic solution exists for Tanners stacked-bilayer system [288]; and any
numerical method, including MTM, is unlikely to be computationally faster than that
solution. However, MTM is a general method that can be applied to complex pore-
space geometries for which no analytic solution exists.
The other important advantage of MTM is its efficiency in handling restricted dif-
fusion in periodic systems. Periodic boundary conditions are commonly used in order
to limit the size of the simulation volume required to be considered [99]. However,
special precautions are needed in order for periodic-BC simulations to be suitable for
the calculation of the apparent translational diffusion coefficient. This requirement
arises from the distortion of the diffusing particles positions by boundary crossings.
In Monte Carlo simulations, an unbiased diffusion coefficient can be reconstructed by
keeping track of the number of boundary crossings for each particle and reconstructing
the particles true positions [35]. The same objective can be achieved in MTM as
follows. In the presence of periodic boundary conditions the transition matrix shown
in Fig. D.5 has the structure comprising three clusters: the near-diagonal cluster
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representing the particles remaining in the same periodic unit cell during the time
step ∆t, as well as upper-right and lower-left corner clusters that represent boundary
crossings to the right and to the left, respectively. By selecting a sufficiently small
time step ∆t, the three clusters can be kept well separated. In calculating evolution
of the particles distribution according to the scheme shown in Eq. (D.9), it is also
possible to keep different crossover orders separate and thus enable the reconstruction
of the particles true positions, yielding an unbiased diffusion propagator and apparent
diffusion coefficient. As a result, MTM enables computational handling of restricted
diffusion in unbounded periodic systems without requiring the introduction of an un-
bounded spatial grid. This further adds to MTMs capacity to significantly simplify
restricted-diffusion simulations at very long diffusion times.
D.1.6 Conclusions
The Lattice Path Count (LPC) method enables calculation of extremely accurate re-
stricted diffusion propagators at short to intermediate diffusion times. Importantly, it
also provides insight into the physical meaning of the diffusion propagator as the rela-
tive number of paths of a certain length connecting a pair of points. This makes LPC
attractive for calculation of path-based metrics of the pore space, such as tortuosity.
The Markov transition matrix (MTM) method is suitable for periodic or quasi-
periodic pore space geometries. It is also compares very favourably to Monte Carlo
with respect to simulating restricted diffusion at very long times and sampling the
asymptotic tail of the apparent diffusion coefficient. MTM is also amenable to the
inclusion of spin relaxation or surface interactions, which can both be built into the
transition matrix. Finally, as a matrix-based formalism, MTM appears attractive in
terms of solving the inverse problem, using the diffusion propagator in order to char-
acterise the morphology of the pore space and thus expanding the applications of
diffusion NMR to morphological characterisation of porous materials.
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