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Abstrat. Let A be an additive basis. We all essential subset of A any
nite subset P of A suh that A \ P is not an additive basis and that P is
minimal (for the inlusion order) to have this property. A reent theorem due
to B. Deshamps and the author states that any additive basis has only nitely
many essential subsets (see Essentialité dans les bases additives, J. Number
Theory, 123 (2007), p. 170-192). The aim of this note is to give a simple
proof of this theorem.
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1. Introdution
An additive basis (or simply a basis) is a subset A of Z, having a nite intersetion
with Z− and for whih there exists a natural number h suh that any suiently
large positive integer an be written as a sum of h elements of A. The smaller
number h satisfying this property is alled the order of the basis A. Given a basis
A, an element x of A is said to be essential if the set A \ {x} is not a basis.
Erdös and Graham[2℄ proved that an element x of a basis A is not essential if and
only if gcd{a−b | a, b ∈ A\{x}} = 1. Atually, these two authors proved this result
in the partiular ase x = 0 = minA, but, as remarked by Grekos[3℄, it sues
to translate A by (−x) to obtain the generalization. In [4℄, Nash and Nathanson
obtained the following more general result: Let A be an additive basis and F be a
nite subset of A. Then the set A \ F is a basis if and only if gcd{a − b | a, b ∈
A \ F} = 1.
Using the Erdös-Graham's haraterization, Grekos[3℄ showed that the set of the
essential elements of a basis A is always nite and its ardinal an be bounded
above in funtion of the order of A. Reently, Deshamps and the author[1℄ have
extended the onept of essential element to those of essentiality and essential
subset whih they have dened as follows:
Denition 1 ([1℄). Let A be an additive basis. We all essentiality of A any
subset P of A suh that A\P is not a basis and that P is minimal, for the inlusion
order, to have this property (so if Q $ P then A \Q is a basis).
A nite essentiality of A is alled an essential subset of A.
Examples:
1) The set A = {6k | k ∈ N} ∪ {1, 5} is easily seen to be a basis of order
4. The nite subset X = {1, 5} of A is an essential subset of A, beause
A \X = {6k | k ∈ N} is not a basis while eah of the two sets A \ {1} =






2) In the basis N, eah of the two omplementary subsets {2k | k ∈ N} and
{2k + 1 | k ∈ N} onstitutes an innite essentiality. Indeed, none of those
sets is a basis but it sues to add to one of them an element of its om-
plementary to obtain a basis.
The number of all essentialities of a basis may be innite. For example, we
easily verify that for all prime number p, the set N \ {pk | k ∈ N} onstitutes an
essentiality of the basis N. So, sine the set of prime numbers is innite then the
basis N ontains an innitely many essentialities. However, the set of all essential
subsets of a basis is always nite as reently shown by Deshamps and the author
[1℄ in the following:
Theorem 2 ([1℄, Theorem 10). Any additive basis has only nitely many essential
subsets.
In addition, it has been shown in [1℄ that (ontrary to the set of essential elements)
the ardinal of the set of the essential subsets of an additive basis annot be bounded
above by a funtion of the order of the basis alone, but it an be bounded above in
funtion of another parameter related to the basis. Below, we give an alternative
proof of Theorem 2. However, although our proof is more simple than that of [1℄,
it does not permit to bound from above the nite ardinal in question.
2. A simple proof of Theorem 2
For the following, if P is an essential subset of an additive basis A, we write
d(P ) := gcd{x− y | x, y ∈ A \ P}.
Further, if n is a positive integer, we note ω(n) the number of its distint prime
fators.
We begin by realling Lemma 11 of [1℄, whih onstitutes the main tool of this
paper.
Lemma 3 (Lemma 11 of [1℄). Let A be an additive basis and P1 and P2 be two
distint essentialities of A suh that P1 ∪ P2 6= A. Then we have d(Pi) ≥ 2 for
i = 1, 2 and gcd(d(P1), d(P2)) = 1.
Proof. Fix i ∈ {1, 2} and let x ∈ Pi. Then, beause Pi is an essentiality of A, the
set (A\Pi)∪{x} is a basis while the set A\Pi is not a basis. Hene x is an essential
element of (A \Pi)∪ {x}. This implies (aording to the result of Erdös-Graham[2℄
and Grekos[3℄, ited in 1) that d(Pi) 6= 1; that is d(Pi) ≥ 2 as required.
In order to prove that gcd(d(P1), d(P2)) = 1, let us argue by ontradition. So,
assume that there exists d ≥ 2 suh that d|d(P1) and d|d(P2). Fix t ∈ A \ (P1 ∪P2)
and put B := A \ (P1 ∩ P2). For all x ∈ B, we have x 6∈ Pi for some i ∈ {1, 2},
thus d|d(Pi)|(x− t), so x ≡ t mod(d). We dedue from this last fat that B annot
be a basis (beause all the elements of B belong to the same residue lass modulo
d ≥ 2). But sine P1 ∩P2 ⊂ P1, P1 ∩P2 ⊂ P2 and P1 and P2 are essentialities of A,
it follows that P1 ∩ P2 = P1 = P2, whih ontradits our hypothesis that P1 6= P2.
Hene gcd(d(P1), d(P2)) = 1, as required. The proof is omplete. 
Remark 4. If P1 and P2 are distint essential subsets of an additive basis A, then
the ondition P1 ∪ P2 6= A of Lemma 3 is automatially satised (beause A is
innite while P1 ∪ P2 is nite).
Corollary 5. Let A be an additive basis and (Pi)i∈I be a nonempty family of
pairwise distint essential subsets of A. Then for all (x, y) ∈ A2, with x 6= y, the
subset of I dened by:
Jx,y := {i ∈ I | x 6∈ Pi and y 6∈ Pi}
is nite.
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Proof. Let us x a ouple (x, y) of A2 suh that x 6= y. From the denition of the




(A \ Pi) .
This implies that for all i ∈ Jx,y, the positive integer d(Pi) divides the nonzero
integer (x− y). But sine (aording to Lemma 3 and Remark 4) the integers d(Pi)
(i ∈ Jx,y) are all ≥ 2 and pairwise oprime, we dedue that their number is at most
ω(|x− y|); so cardJx,y ≤ ω(|x− y|) < +∞. The orollary is proved. 
Proof of Theorem 2. Let A be an additive basis and (Pi)i∈I be the family of
all pairwise distint essential subsets of A. We have to show that I is nite. If
card I ≤ 1 then we are done. Assume for the following that card I ≥ 2 and let us
x α ∈ I. Set for all x ∈ A:
Jx := {i ∈ I | x 6∈ Pi}
and for all (x, y) ∈ A2:
Jx,y := {i ∈ I | x 6∈ Pi and y 6∈ Pi}.
Also set Λ the nite subset of A dened by:
Λ := {x ∈ Pα | Jx 6= ∅}.
This set Λ is nonempty (sine otherwise we would have Pα ⊂ Pi (∀i ∈ I), whih
implies Pα = Pi (∀i ∈ I), whih leads to a ontradition for any i ∈ I, i 6= α, sine
the Pi's are pairwise distint). Now, by the axiom of hoie, let us assoiate to eah
element x ∈ Λ (so Jx 6= ∅) an element i(x) of Jx. We remark that for all (x, y) ∈ A
2
suh that x ∈ Λ and y ∈ Pi(x), we have x 6= y (beause x ∈ Λ implies i(x) ∈ Jx,
that is x 6∈ Pi(x)). It follows from Corollary 5 that if a ouple (x, y) ∈ A
2
satises
x ∈ Λ and y ∈ Pi(x) then the subset Jx,y of I is nite. Consequently, the subset of
I dened by:







is also nite (as a nite union of nite sets).
We omplete our proof by showing that in fat I = I˜. The inlusion I˜ ⊂ I is
obvious. To show the seond inlusion I ⊂ I˜, let us argue by ontradition; so
assume that there exists i ∈ I suh that i 6∈ I˜. The fat i 6∈ I˜ implies i 6= α whih
implies that the two essentialities Pα and Pi are distint, so Pα 6⊂ Pi. Thus there
exists x ∈ Pα suh that x 6∈ Pi. Now x 6∈ Pi implies i ∈ Jx whih implies Jx 6= ∅.
Next x ∈ Pα and Jx 6= ∅ mean that x ∈ Λ, hene i(x) ∈ I˜. But sine i 6∈ I˜, we
ertainly have i 6= i(x). This last fat implies that the two essentialities Pi and Pi(x)
are distint, so Pi(x) 6⊂ Pi. Thus there exists y ∈ Pi(x) suh that y 6∈ Pi. Finally,
the fats x 6∈ Pi and y 6∈ Pi imply i ∈ Jx,y whih implies (sine x ∈ Λ and y ∈ Pi(x))
that i ∈ I˜. Contradition. The proof is omplete. 
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