In this paper, we propose a new method to build fair Neural-Network classifiers by using a constraint based on the Wasserstein distance. More specifically, we detail how to efficiently compute the gradients of Wasserstein-2 regularizers for Neural-Networks. The proposed strategy is then used to train Neural-Networks decision rules which favor fair predictions. Our method fully takes into account two specificities of Neural-Networks training: (1) The network parameters are indirectly learned based on automatic differentiation and on the loss gradients, and (2) batch training is the gold standard to approximate the parameter gradients, as it requires a reasonable amount of computations and it can efficiently explore the parameters space. Results are shown on synthetic data, as well as on the UCI Adult Income Dataset. Our method is shown to perform well compared with [1] and linear-regression with Wasserstein-1 regularization, as in [2] , in particular when non-linear decision rules are required for accurate predictions.
subgroups. Hence a distance between the distributions is required to measure their dissimilarities since the notion of correlation is limited to quantitative variables. Wasserstein type distances and optimal transport techniques have grown popular in the recent years (see in [9] or [10] for theoretical and pratical issues on Wasserstein distance) and are widely used in the machine learning and faire learning literature (see in [11] , [5] or [2] for instance). In very particular we will impose closeness with respect to quadratic transportation cost (i.e Wasserstein-2 distance) of the score used to build an automatic decision rule built with a deep neural network acting as a regularization constraint for the algorithm which promotes fairness.
Actually, we focus on how to train Neural-Networks classifier with fairness constraints since Neural-Networks are particularly flexible models and can treat huge volumes of data. Very little work has however been done so far to ensure fair decisions with Neural-Networks [12, 13, 14] . The existing literature also do not explicitly explain how to compute the gradients of the loss terms ensuring fair decisions. It additionally does not use Wasserstein-based regularization, which was recently shown in [2] as a powerful solution for this purpose.
Fairness for complex decision rules
We consider a set of training observations (X i , S i , Y i ) i=1,...,n , where X i ∈ R p are the input observations and Y i ∈ {0, 1} are the output observations that will be used to train a classifier f θ with parameters θ. We then place ourselves in a supervised classification problem, where an output Y i = 1 is interpreted as a success and Y i = 0 is a failure. The outputs of f θ (X i ) are in [0, 1], so a binary predictionŶ i is classically 1 f θ (Xi)>0.5 , i.e. is equal to 1 if f θ (X i ) > 0.5 and equal to 0 otherwise. In this paper, we are interested in a sensitive variable S i ∈ {0, 1}. This variable splits the observations into two subgroups, the one for which S i = 0 being potentially disadvantaged when predictingŶ i . For instance, S i = 0 and S i = 1 may represent females and males, the X i their quantified evaluations, and Y i = 1 or Y i = 0 the access or not to a qualification.
Even unintentionally, a bias may be learned with respect to variable S when training optimal decision rules f θ . This bias may have various causes as already discussed. In particular, it may exist in the input training observations X i and/or in the outputs Y i as discussed in [15] . It may be expressed as higher mean values of f θ (X i ) in the case S i = 1, leading straightforwardly to more success in this case. Note that such problems are particularly well tackled by [1] .
More subtly, it may also be expressed by different variances of f θ (X i ) for S i = 0 and S i = 1, again leading to potentially unfair decisions because of the thresholdŶ i = 1 f θ (Xi)>0. 5 . An illustration of this phenomenon is the following: we observe a class where girls and boys are considered having an equivalent level. They all take an entrance examination, where a score of more than 0.75 is required to be admitted. For each student i, this score is computed based on a function f θ (X i ) which takes as inputs the student's marks X i in p different domains. Using a given set of parameters θ, the mean score is 0.6 for girls and 0.5 for boys. The standard deviation of the scores is also 0.1 for girls and 0.25 for boys. We assume in this example that the scores are normally distributed in the two groups. In this case, about 2.4 times more boys than girls will have a success although their mean weighted mark is lower. If the threshold is 0.5 about 1.6 times more girls than boys will have a success although their level is considered as equivalent. In both cases, the decisions can be considered as unfair for one of the two groups. This simple example makes clear the fact that dealing with means only to favor fair decisions can be limited with regard to the potential complexity of real-life data. This suggests the use for more versatile and robust regularization methods, such as those based on Wasserstein distances as in [2] .
A last point we discuss here is that complex decisions are often necessary in various applications of machine learning. For instance, a success may be obtained if the score is in a predefined range of values, i.e. if thresh 1 ≤ f θ (X i ) < thresh 2 , making basic linear models inefficient. This is the case if an ongoing training course is granted for job seekers who are considered as having a good potential but also do not have good enough skills to already find a job. Even much more complex relations are common in machine learning and have participated to the success of Neural-Network based approaches.
Our key contribution is then to propose a computationally tractable method to enforce the fairness of Neural-Network decision rules with Wasserstein-2 regularization.
Method overview
The heart of this paper is then to propose to regularize the decision rules f θ of Neural-Networks using the Wasserstein-2 distance between the distributions of the decision rule f θ (X i |S i = 0) ∼ µ θ,0 and f θ (X i |S i = 1) ∼ µ θ,1 estimated by their empirical counterpart µ n θ,0 and µ n θ,1 . As discussed in this paper, this distance indeed takes into account the whole distribution of predicted outputs in the compared groups. We refer to [9] and references therein for more details on Wasserstein's distance (a.k.a Monge Kantorovich distance). Originally used in [11] to repair data in order to obtain fair properties of the decision rule, it is now become more popular in the fair learning literature, see for instance in [16, 5, 2] . A particularly nice feature of our strategy is to make it possible to define fair parameters θ in such black-box decision rule models by only having a control on the classification loss and its gradients with respect to the inputs X. Moreover, our method requires a limited additional computational burden compared with non-regularized Neural-Network training.
The proposed method and two extensions to the Wasserstein-1 case as well as Logistic-regression are described in Section 2. Results are then given in Section 3 on synthetic and real data. Finally the discussion and conclusion are drawn in Section 4.
Methodology

Main notations
We recall that the training observations are (X i , S i , Y i ) i=1,...,n , where X i ∈ R p and Y i ∈ {0, 1} are the input and output observations, respectively. The sensitive variable S i ∈ {0, 1} indicates whether observation i is in a sensitive group (S i = 0) or not (S i = 1). A binary classifier f θ with parameters θ is trained. A predictionŶ i = 1 is made if f θ (X i ) > 0.5, andŶ i = 0 otherwise.
Wasserstein-2 based regularization to ensure the fairness
Our regularization strategy consists in ensuring that the Wasserstein-2 distance (or Kantorovich-Rubinstein metric) between the densities of µ θ,0 and µ θ,1 remains small compared with an empirical risk
We denote h 0 and h 1 the densities of both distributions µ θ,0 and µ θ,1 . Corresponding cumulative distribution functions are H 0 and
, the empirical portion of predictions in group g having a value lower or equal to η. The square of the Wasserstein-2 distance between the predictions of f θ in groups 0 and 1 is then The Wasserstein-2 distance between the two conditional distributions is defined as
which will be estimated by its empirical version
where
is the τ 'th quantile of the observed values f θ (X i |S i = g). Using this distance as a regularizer ensures that the cumulative distributions f θ (X i |S i = 0) and f θ (X i |S i = 1) remain reasonably close to each-other. The training problem is then:
where λ is a weight giving more or less influence to the regularization term compared with the prediction accuracy.
An example of cumulative distributions H 0 and H 1 representing simulated predictions f θ (X i |S i = g) in two groups g = 0 and g = 1 is illustrated Fig. 1 . Note that the predictions of Fig. 1 were simulated based on the boys and girls example of Section 2.1.
Application to Neural Networks classification
Binary classification using Neural Networks
In the binary classification case with neural-networks, we minimize the energy Eq. (3) with R (θ) := E[loss(f θ (X), y)], which is empirically approximated by
is a prediction of the neural network with parameters θ and y i is the corresponding true label. A typical loss function in binary classification is
A key question is how to efficiently optimize Eq. (3) with respect to the parameters θ. In the non-regularized case, this is typically achieved using standard stochastic gradient descent [17, 18] or its variants [19, 20] which require less computations than standard gradient descent and allow to explore more efficiently the parameters space. At each iteration of the stochastic gradient descent, the average gradient of R(θ) is computed on a subset B of several observations. This subset is denoted a batch and contains a reasonably large number #B of observations. It can be either randomly or deterministically drawn.
A specificity of neural-network training algorithms is that the parameters θ are indirectly optimized based on the average gradient of R(θ) with respect to the predicted outputsŷ i = f θ (X i ), i ∈ B. This average gradient is then back-projected in the neural network and the parameters θ are updated using the stochastic gradient descent approach [21] . Many modern tools such as TensorFlow, Keras or PyTorch, make it simple to implement such training strategies based on automatic differentiation. For instance, suppose that
The derivative of a loss term
2 with respect to f θ (X i ) will be automatically computed, by using automatic differentiation, as equal to 2 (f θ (X i ) − y i ). The average gradient of R(θ) in the batch B will then be 1 n#B i∈B 2 (f θ (X i ) − y i ).
Wasserstein-2 penalty term for Neural Networks
As far as the authors know, no automatic differentiation tool is designed to compute the derivatives of Wasserstein-2 distances between the output predictions of two groups with neural networks. Although a literature exists to solve this problem in specific cases, e.g. [22, 16] , computing these derivatives is actually far to be straightforward in the general machine-learning context for three main reasons: (1) Due to the finite number of observations (i.e. n < ∞) in real-life problems, the analytic derivation of W 
where J is the number of discretization steps. (3) Finally, Eq. (2) integrates the squared difference between the inverse of the cumulative distributions and not the cumulative distributions directly.
We then propose hereafter a fast strategy to approximate the gradients of this penalty term in the neural-networks context.
Quick estimation of Wasserstein-2 gradients in a batch
Problem formulation
We have seen Section 2.3 that the function
because of the finite number of observations. Its derivative is then approximated by:
In the same spirit, computing W 2 2 (µ n θ,0 , µ n θ,1 ) on the whole training set can be seen as an empirical approximation of the true Wassertein-2 distance W 2 2 (µ θ,0 , µ θ,1 ) between the groups 0 and 1. In a batch training context, we still approximate W 2 2 (µ θ,0 , µ θ,1 ) using all n observations and not the empirical distribution on the batch, but we compute the empirical expectation of its derivative with respect to f θ (X) using the output predictions f θ (X i ), i ∈ B:
This strategy appears to us as being a good trade-off between computational efficiency and approximation accuracy and we consider it as one of the main contributions in this paper. The distance between the empirical distributions of W 2 2 (µ n θ,0 , µ n θ,1 ) are indeed computed once for all in the batch using all available information and not only the observations in B, which could lead to very coarse and unstable approximations. The derivatives are however estimated using a limited number of computations, i.e. based on the observations of the batch. As for the loss term, we also believe that this makes it possible to efficiently explore the parameters space during the stochastic gradient descent.
General notations
For a group g, we first denote the discrete cumulative distribution
where n g is the number of observations in group g. These quantiles can be computed once for all before computing all derivatives in a batch. Computing H 0 and H 1 using all observations has an algorithmic cost o(n). They can also be computed on reasonably large random subsamples of n sub observations if n is extremely large, so the algorithmic cost can be reduced to o(n sub ). This makes this precomputation tractable in all cases. We denote τ j the quantile such that τ
) are then straightforward to precompute as they are equal to η j .
Gradients approximation
The following proposition provides a computational approximation to compute the gradient of the 2-Wasserstein distance between one dimensional distributions.
Proposition 1
The gradient of the Wasserstein distance between the distributions of the two groups S = 0 and S = 1 defined in (6) can be approximated by
for ∆τ small enough.
Proof 1 Using Definition (2) and separating the observations in groups 0 and 1, Eq. (6) can be reformulated as:
where the derivatives are applied to H −1 0 and H −1 1 in the cases S i = 0 and S i = 0, respectively. We now fully take into account the fact that the cumulative distributions are precomputed on discrete grids to approximate Eq. (8). For a given observation i ∈ B, we denote j i the index such that 
Figure 2: Notations used to efficiently approximate the gradients of Wasserstein-2 distances between the discrete cumulative distributions H 0 and H 1 with respect to the outputs f θ (X i ).
which is equal to:
Now the trickiest approximation is the estimation of H
−1
Si derivative with respect to an output f θ (X i ). The derivation is approximated using a finite difference approach:
We recall that the discretization steps on the η j is J −1 (see Eq. (4)) and that
Si . Using finite differences, the derivative of
Eq. (10) can now be simplified using Eq. (12) and the fact that only the index j i of H
Si is impacted by a shift of f θ (X i ). We consider that Eq. (10) is integrated on the quantiles-axis using an Euler integration scheme with steps ∆τ . Eq. is therefore approximated by:
Interestingly, (13) can be efficiently computed in a batch as the η j are known and the H j Si are pre-computed once for all in each batch. The slowest procedure when computing Eq. (13) is to find j i and j i for each f θ (X i ), i ∈ B. This however has a very reasonable algorithmic cost of o(log 2 (J)) using a divide and conquer approach. Note finally that linear interpolations could be used in this strategy, instead of the proposed nearest neighbor interpolations. This would make the gradients estimation slightly more accurate but would also require more computations.
Training procedure
Our batch training procedure is summarized Alg.1. We implemented it in PyTorch 1 by writing a specific autograd.Function for our regularized loss term.
Algorithm 1 Batch training procedure for neural-networks with Wasserstein-2 regularization ht Require: Weight λ and the training observations (X i , S i , Y i ) i=1,...,n , where X i ∈ R p , S i ∈ {0, 1} and y i ∈ {0, 1}. Require: Neural network f θ with initialized parameters θ.
1: for e in Epochs do
for b in Batches do
Pre-compute H 0 and H 1 .
4:
Draw the batch observations B.
5:
Compute the f θ (X i ), i ∈ B
6:
Approximate E ∂loss(f θ (X),y) ∂f θ (X) using Eq. (5).
using Eq. (13).
8:
Backpropagate the approximated derivative of R(θ) + λW Update the parameters θ.
10:
end for 11: end for 12: return Trained neural network f θ . 0.1, 1] . This makes it intuitive to tune the scale of λ.
To finely tune λ with regards to the fact that we simultaneously want fair and accurate predictions, it is also interesting to accurately adapt α to the machine learning problem. Inspired by the hard constraints of [1] to enforce fair predictions, we update α based on measures of the Disparate Impact (DI) and average Prediction Accuracy (Acc) at the beginning of each epoch. Remark that lowering the Wassertein-2 distance between the predictions f θ (X i ) in groups 0 and 1 naturally tend to make decrease 1 f θ (Xi,Si=0)>0.5 − 1 f θ (Xi,Si=1)>0.5 , which we empirically verified. The disparate impact therefore tends to be improved. We believe that hard constraints based on other fairness measures could also be used. Establishing a clear relation of causality between the Wassertein-2 distance and different fairness measures is however out of the scope of this paper and hence considered as future work. In our experiments, our hard constraints are: If the prediction accuracy is too low (Acc< 0.75), then α is slightly decreased to favor the predictions accuracy (α = 0.9α). If the prediction accuracy is sufficiently high and the DI is too low (DI< 0.85) then α is slightly increased (α = 1.1α) to favor fair decisions.
We empirically verified in our experiments that α converges to satisfactory values using this method, if the classifier is able to learn classification rules leading to sufficiently high PA. Parameter α converges to zero otherwise.
Wasserstein-1 distances
Our approach can be straightforwardly extended to approximate Wasserstein-1 distances. In the equivalent of Eq. (9) for Wasserstein-1, the derivatives of |H 
where sign(x) is equal to +1 or −1 depending on the sign of x.
We emphasize that the distances between the cumulative densities are therefore not taken into account when computing the gradients of the Wasserstein-1, although this is the case for Wasserstein-2 distances.
Logistic Regression
We now show how to simply implement our regularization model for Logistic Regression. We minimize:
where f θ (X i ) = (1 + exp (−θ 0 − θ X i )) −1 is the logistic function and θ = (θ 1 , . . . , θ p ) is a vector in R p representing the weights given to each dimension. The derivatives of the whole energy Eq. (15) with respect to each θ j , j = 0, . . . , p, can be directly computed using finite differences here.
We emphasize that a fundamental difference between using our Wasserstein based regularization model in Section 2.3 and here is that p derivatives of the minimized energy are approximated using Logistic Regression (derivatives w.r.t. the θ j , j = 0, . . . , p), while n derivatives are required when using Neural Networks with a standard gradient descent (derivatives w.r.t. the f θ (X i ), i = 0, . . . , n). As a cumulative histogram is computed each time the derivative of a Wasserstein-2 distance is approximated, this task can be bottleneck for common Neural-Networks applications where n is large. This fully justifies the proposed batch-training regularization strategy of Section 2.4.
Results
Experimental protocol
Compared methods
In order to assess the proposed method, we compare it with different alternatives, including one that mimics the features of [2] , as well as with the reference method of [1] . More specifically, we compare:
1. Fair strategies with Wasserstein regularization:
• NNW2: Neural-network training with Wasserstein-2 regularization (proposed method).
• LRW2: Logistic-Regression with Wasserstein-2 regularization (see Section 2.5.3).
• LRW1: Same as LR-W2 with Wasserstein-1 regularization (see Sections 2.5.2 and 2.5.3). This method can then be seen as similar to [2] 2 , but is implemented in the same framework as NN-W2 and LR-W2.
2. Fair strategies out of [1] 3 :
• ZFA: Method of [1] with an explicit constraint to favor a high Discriminate Impacts.
• ZFN: Same as ZFA but low numbers of false negative predictions are explicitly favored. 3. Baseline strategies:
• NN: Same as NN-W2 with no regularization.
• LR: Same as LR-W2 with no regularization.
• SLR: Logistic-Regression of Scikit-Learn [23] 4 .. This strategy is also the baseline method of [1] .
In our experiments, default parameters were used for the reference methods of SLR, ZFA and ZFN.
An amount of 300 iterations was used for the gradient descents of LRW2, LRW1 and LR. For LRW2 and LRW1 the weight λ was automatically tuned as follows: Let d The strategies NN-W2, and NN finally use the same Neural-Network which makes it possible to capture non-linear decision rules. It is fully-connected with three hidden layers and Rectified Linear Units (ReLU) [24, 25] activation functions. A sigmoid activation function is only used in the output layer to allow binary classification. Optimization was made using Adam method [26] with the default parameters on PyTorch. An amount of 100 epochs and a batch size of 50 observations were used. The method of Section 2.5.1 was finally used to tune λ in NNW2.
All computations were made using Python with Numpy and PyTorch on an Ubuntu computer with an Intel Core i7-6820HQ CPU and 64GB memory 5 .
Synthetic data
We generated the synthetic data using two models.
• Dataset D1: In the dataset D1, we suppose that a subset of the p variables {X j } j=1,...,p is negatively impacted by the fact of being in group S = 0 compared with group S = 1. We denote U this subset of p u variables of undesirable variables, where p u ∈ {1, . . . , p − 1}. The true decisions Y depend on all variables and can therefore be considered as unfair for group S = 0. In this model, training a fair classifier consists in preserving accurate decisions while limiting as much as possible the impact of the p u undesirable variables.
• Dataset D2: Now, we suppose that the true decisions Y are based on fair variables {X j } j=1,...,p . The classifier is however trained using potientally biased data {X j } j=1,...,p . A subset of p u ∈ {1, . . . , p − 1} variables is negatively impacted compared with the fair variablesX j if S = 0, and the p − p u remaining variables are equal toX j . The goal of a fair classifier is the same as in model D1 here but the underlying relation between the biased input observations X and the true predictions Y is different.
Each synthetic dataset was generated with n 0 = 1000 observations in the minority group (S i = 0) and n 1 = 9000 observations in the majority group (S i = 1). Normal laws were used to sample all variables {X j } j=1,...,p .
Two groups of 10 observation sets (X, S, Y ) were generated in D1. In the first group, denoted D1m, only the mean of the variables in U is impacted by the group S. The standard (fair) variables were first sampled following X j i ∼ N (1.5, 0.5). The undesirable variables U were then sampled using the same law if S = 1 and using X j i ∼ N (1., 0.5) if S = 0. In the second group, denoted D1s, the mean and the standard deviation of the variables in U is impacted by the group S. The standard variables and the undesirable variables of group S = 1 were sampled following X j i ∼ N (1.2, 0.2) . The undesirable variables of group S = 0 were then sampled using X j i ∼ N (1., 0.5). In both D1m and D1s, we simulate true predictions Y which require a non-linear decision rule. To do so, we first drawn a vector of weights θ of size p such that θ j ∼ N (1., 0.2). We then computed the rank of the { X i , θ } i=1,...,n . A true prediction Y i was then considered as successful, Y i = 1, if the rank of X i , θ was in the top 50% but also not in the top 90% of all values. This mimics the introductory example of Section 1.2.
Another group of 10 observation sets (X, S, Y ) were generated in D2. All initial input data were first generated followingX j i ∼ N (1.0, 0.25). As in D1, a vector θ ∈ R p was sampled following θ j ∼ N (1., 0.2) and the rank of all { Xi , θ } i=1,...,n was computed. Contrary to what we did in model D1, Y i was set as equal to 1 if the rank of Xi , θ was only in the top 50% of all values, in order to test simpler decision models. After defining Y the input observations of undesirable variables in group S = 0 were set to X i =X i − 0.25 and all other observations X i were defined as equal toX i .
UCI Adult Income Dataset
As in [1] , we tested our strategy on the real-world Adult income dataset 6 . It contains n = 45222 subjects and p = 14 input variables. The binary output variable Y indicates whether a subject's incomes is above (positive class, so Y = 1) or below (negative class, so Y = 0) 50K USD. We assessed the different strategies by considering the variable sex as sensitive.
For the categorical input variables: X j i was set to 1 for married persons in the marital-status variable and 0 otherwise. It was similarly set to 1 for the persons having a job, in the workclass variable. For the native-country variable, it was then set to 1 for the persons born in a country where the GDP per captia is higher than 35K USD. The race was set to S = 1 for white clients. It was finally set to 1 if client's age is between 25 and 60 years old. Note that the log of the variables capital-gain and capital-loss was used to represent their scale instead of their exact value.
Measures of classification quality and fairness
All scores are given on test data after randomly splitting all available data into training and test datasets, with 75% and 25% of the observations each, respectively. We denote
..,nt the n t tested observations. For observation i, S i ∈ {0, 1} is its group, where S i = 0 means that there is a potential discrimination; Y i ∈ {0, 1} is the true prediction without considering any fairness issue, where Y i = 1 means a success; and Y i is the prediction made by the trained classifier. The different measures of classification quality and fairness we use on test sets are:
• Acc: Accuracy of the predictions, i.e. Acc =
• DI: Disparate impact. It is computed by first measuring the probability of success in the groups S = 0 and
. The disparate impact then computed as DI = P S0/P S1. The empirical probability of success is the same whatever S if DI = 1, and the lower DI the higher the discrimination.
• FN: False negatives rate, i.e. F N =
• W2: Wasserstein-2 distance. Computed using Eq. (2).
• OD0: Equality of odds 0 [8] . Here OD0 is the probability of success in the group S = 0, i.e. OD0 =
• OD1: Same as OD0 in group S = 1, i.e. OD1 =
. 6 https://archive.ics.uci.edu/ml/datasets/adult
• OP0: Equality of opportunities [8] . Here OP0 is the probability of success in the group S = 0 when the true
• OP1: Same as OP0 in group S = 1, i.e. OP 1 =
Remark that a purely random binary classifier would have an accuracy (AC) equal to 0.5 and a disparate impact (DI) equal to 1. Due to the potential complexity of data and the fact that a classifier must generalize to other data than the training set, an accuracy equal to 1 can't always be obtained as well. Our goal is then to get the highest possible scores related to fair decisions while preserving as much as possible the accuracy that can be reached without considering fairness constraints. It worth mentioning that a DI > 0.8 is generally considered as reasonable [27] .
The false negatives rate (FN) is also a good indicator of fairness independently of the group S, as it measures the portion of predictions with Y i = 0 although they should have been successful. Other fairness indices have also been made recently popular by [8] . The equality of odds (OD) represents the empirical probability of success in groups S = 0 and S = 1. A fair classifier is then expected to lead to similar values of OD0 and OD1. A slightly more subtle indicator is the equality of opportunities (OP) which measures the true positive rates in both groups. As much as possible, a fair classifier should predict a success when this is true decision, so all OP should be as close as possible to 1. Values clearly lower than 1 mean that the classifier sacrifices a non-negligible portion of the observations in a group to favor other properties.
Results on synthetic data
Average results obtained on the datasets D1m, D1s, D2 are given Tables 1, 2 and 3. As expected, the results obtained on the baseline linear strategies SLR, LRn are similar. The Strategy LRn slightly outperforms SLR with the datasets D1m and D1s, but this is probably due to a different algorithm parameterization. NNn however leads to more Accurate predictions than SLR and LRn because of its ability to capture non-linear decision rules. It also appears as slightly more fair than LRn in the datasets D1m and D1s.
The strategies of [1] ZFA and ZFN lead to clearly more fair results than the baseline methods SLR, LRn and NN. It is interesting to remark that enforcing decisions with a high disparate image (in ZFA), leads to in our experiments to particularly low Wasserstein-2 distances. The prediction accuracy also remain reasonably high in the dataset M1, which only requires to capture a linear decision rule. It is however strongly decreased in datasets M1m and M2m where a non-linear has to be captured. Now the results obtained using Linear-Regression with Wasserstein regularization, LRW2 and LRW1, appear as a tradeoff between the baseline linear methods (SLR and LRn) and the fair methods of [1] (ZFA and ZFN) . In average, their accuracy is slightly higher than ZFA and ZFN but their measures of fairness is slighly lower. Linear models are indeed used in all cases, but contrary to [1] the regularization strategies of LRW2 and LRW1 do not enforce the fairness but only favor it. Surprisingly, using Wasserstein-2 or Wasserstein-1 regularization leads to similar results in all tests. This may be explained by the fact that we are in a binary classification context, so the fine parameterization of λ only depended on the quantile 0.5 in H 0 and H 1 (see Sections 2.3 and 2.5.1). It would then be interesting to compare these two regularization methods in a regression context.
Finally, the proposed model NNW2 leads to good predictions (Acc ≥ 0.86) and fair decisions (DI ≥ 0.80) in all tested cases. In dataset D2, which requires to capture a linear model, can only be considered as a good balance between ZFA and ZFN. It however clearly outperforms all other method in datasets D1m and D1s requiring more complex decision rules. The false negative rates are very low, the equality of odds (OD) terms are well balanced, and the equality of opportunity (OP) terms are close to 1, making it the best tested method here. Note finally that similar results where obtained using by replacing the Wasserstein-2 distances of NNW2 by Wasserstein-1 distances. As when comparing LRW1 and LRW2, we believe that comparing these regularization methods in the regression case would be interesting.
Note also that the computations were about 3.5 times slower using NNW2 than NNn, which is reasonable. The strategy NNn was additionally run using pre-compiled Pytorch and was parallelized on 8 threads. In its NNW2 extension, the estimation of the Wasserstein distance gradients was performed in native Python with several loops and no parallelization. Writing this part of the code as a precompiled C++ or GPGPU module would strongly reduce its computational footprint. 
Results on the Adult Census dataset
Results obtained on the Adult Census dataset using sex as a sensitive variable are given in Table 4 . As in the synthetic data section, the results here were obtained here after training the models on 75% of randomly drawn observations. The quantitative results presented in Table 4 were then measured on the 25% remaining observations. Results obtained on the baseline strategies (SLR,LRn,NNn) and those of [1] (ZFA,ZFN) lead to similar conclusions as in Section 3.2. The results of LRW2 are also similar to those of ZFN. Finally the comparison of NNW2 with other methods is slighly subtle. Although its accuracy and disparate impact are similar to those of ZFA, it leads to clearly better equality of opportunities (OP). Both in groups S = 0 and S = 1, it won't therefore enforce to sacrifice more than 70% of the observations with reference true decisions Y = 1 to favor other fairness properties. Among the strategies having a reasonable accuracy, it therefore appears as the one fair making the most equitable decisions.
Discussion
We have proposed the first method to efficiently compute the gradients of a Wasserstein-2 regularizer for NeuralNetworks, and have applied this method to train fair neural networks. Our results have shown the ability of this strategy to favor fair predictions even when complex decision rules are need. It additionally has a limited additional algorithmic cost, paving the way for numerous applications.
Future work will focus on the application of our strategy to more complex data such as images as proposed in [15] , as well as to the regression case. Extending it to multi-dimensional outputs would also be a plus. We finally plan to freely distribute this code as a Python package in the near future.
Note that we have chosen ton ensure fairness by controlling the Wasserstein distance between the two conditional distributions of the classifier. Fairness is often associated, in the fair learning literature, with the conditional independency of the decision rule (f θ (X)) from the protected variables, either directly (leading to the notion of statistical parity) or conditionally to the true label (leading to the notion of equality of odds or equality of opportunity when only condition w.r.t considering positive results). In this case this implies that fairness can be measured through the distance of the quantiles of both conditional distributions µ θ,1 and µ θ,0 . So Wasserstein distances (1 or 2 or of other order) appear to be smooth criteria to measure this independency. In particular it is easy to see that when such distances are equal to zero, it implies full fairness and corresponds to the usual quantitative measures of fairness. Yet the approximated fairness measured with Wasserstein distance is of a different nature than fairness measured using the disparate impact as shown in [28] for instance and the relationships between both are highlighted in [16] . Yet we may think as suggested also in [2] where the notion of strong pairwise demographic parity is introduced so that the practitioner would benefit to change its way to measure fairness by considering Wasserstein distance for which asymptotic distributions are available (see for instance in [28] ) enabling sharp controls on the deviations and overcome some issues due to instability of other fairness measures.
