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Abstract 
The axiom systems BPX, BPAE,, PA” and ACP” which are in essence the systems BPA, PA 
and ACP extended with the empty process are presented. For the system ACP”, that contains 
the other three systems, the first steps are taken towards making it operational: the most basic 
supplementary axioms are given. It is also adapted such that they can deal with the empty 
process and a graph model is constructed. The validity of the supplementary axioms is proven 
in both the closed term model and the graph model. 
1. Introduction 
Process Algebra is an axiomatic theory of processes, comparable to CCS [ 121 or CSP 
[8]. It studies processes via axiom systems in which notions like sequential execution, 
parallel execution, alternative choice, communication, etc. are formalized by means of 
operators and equations. Its main goal consists of the specification and verification 
of concurrent processes (e.g. communication protocols). Key topics in the theory are 
the semantics of the axiom systems (initial algebras, graph models, projective limit 
models and many others), recursive specifications (sets of equations that determine 
a process in a model), fixed-point operators, methods to reduce the extensive mass 
of calculation that is often needed, process execution under priority conditions, the 
expressive power of axiom systems, the relationship with other concurrency theories, 
interleaving semantics versus true concurrency, etc. 
For quite a while, Process Algebra has been developed without a neutral element for 
sequential execution, the so-called empty process. There happened to be no imperative 
motivation for its introduction. Nevertheless in [ 1 l] it was shown that a lot of things are 
easier when there is a constant for the empty process, e.g. the translation of recursive 
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specifications into graphs, or the specification of a stack with more than one data 
element. That is why the extension of Process Algebra with an empty process was 
undertaken. In the beginning this was rather problematic. Especially the axiomatization 
of the left merge operator (an auxiliary operator needed for the axiomatization of 
parallel execution) and the construction of a graph model were not trivial. For these 
two problems a solution is offered in the present paper. 
The empty process will also be the neutral element for parallel execution (merge, ]I ) 
and the right-hand side neutral element for the left merge operator ( 1). For intuitive 
reasons there is no neutral element for the communication merge operator ( / ) or a 
left-hand side neutral element for the left merge. The deadlock constant 6 furnishes 
the neutral element for alternative choice, also called sum. 
Following the not altogether successml, yet highly instructive introduction of the 
empty process E in the axiom systems BPA and PA in [ 111, the next stage concerns 
the axiom system ACP [5]. Together with a number of other changes, the introduc- 
tion of the empty process in the system ACP leads to the new axiom system ACPC. 
This transformation process is discussed in some depth in Section 2. Also improved 
versions of BPA, and PA, [ 1 I] are given in this paper, which are called BPA’, BPA: 
and PA’. Things most needed to make ACP’ ready for applications are a number of 
supplementary axioms like handshaking, the projection axioms, the s-abstraction rule, 
etc, and a graph model for ACPC. These are supplied in Section 3 where the supple- 
mentary axioms are given and their validity in the closed term model is proven, and in 
Section 4 a graph model is constructed. In Section 5, the validity of the supplementary 
axioms in this graph model is proven. 
Certainly, this is not enough to make ACP’ a full-grown Process Algebra axiom 
system. Topics that remain for future treatment are (among others) a rewrite analysis 
of ACP”, axioms like AIP, RDP and RSP that deal with infinite processes, and an 
abstraction mechanism. 
This is not an introductory text about Process Algebra. Introductory texts are [5-71. 
This paper replaces rather than extends its predecessor [Ill. Reading the latter may be 
useful but is certainly not necessary. 
2. The axiom systems BPAE, BPA& PA6 and ACP’ 
The axiom systems presented in this section, BP@, BPAE,, PAE and ACPE, all consist 
of a signature (summing up sorts, functions and constants) and a set of 
equations. The signature is denoted by C... and the set of equations by E... For example 
ACP’ = (CACpE, EAcpr.). Like other Process Algebra axiom systems, they have therefore 
the form of an algebraic specification. The systems BPAE, BPAE,, and PAE are given 
just for the purpose of reference. This paper will mostly concentrate on ACP’ as this 
system contains the others. 
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2.1. Building principles 
Let us spend a few words on the building principles behind Process Algebra axiom 
systems. 
l As mentioned before, the systems have the form of algebraic specifications or rather 
are denotations which after some expansions and substitutions yield a possibly infinite 
algebraic specification. In this sense anything is allowed as long as the system has 
an initial algebra. The initial algebra or closed term model will be denoted CTM in 
the sequel. 
l Only sum and product are primitive operators. The other operators ( 11, II, 1 ) are 
“defined” in terms of these primitive operators. This means that when applied to 
closed terms they can be eliminated. The merge operator can be removed immedi- 
ately, using the only axiom that contains the merge operator on the left-hand side. 
The axioms for the operators [ and 1 follow the induction scheme by which closed 
terms are built: 
E, 6, a . x, x + y 
(This scheme does not produce all closed terms but it does produce a representative 
for all elements of the closed term model, even for ACP’, although this will not be 
proven in this paper.) 
For renaming operators one prefers to use a somewhat stronger induction scheme 
(which is not possible for k or 1 ): 
E, 6, x . y, x + y. 
It is not hard to show that for renaming operators restricted to closed terms the two 
schemes lead to equivalent definitions. 
l Axioms that would be provable in CTM (the closed term model) are avoided in order 
to make the system as basic as possible. Sometimes an axiom is included although 
it is derivable in CTM, for example the axiom x I y = y (x. This axiom brings a 
great simplification. Four former axioms in ACP, are rendered unemployed, which 
is given higher priority. 
2.2. Signatures and axioms 
The axiom systems treated here are in incremental order: BPA”, BPAE,, PAE and 
ACP”. One might expect PAE and PAE, to appear separately but the new axioms for 
EL... make it impossible to define the left merge without the constant 6. As usual the 
binding order of the operators is such that sum is weakest, product is strongest and the 
other operators are on an equal level in between. The product dot is usually omitted. 
All these systems depend on parameters, among others the set A of atomic steps. This 
means that for different values of A you get a different axiom system. The expansion 
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variables I and r in ACP’ are used to avoid, by means of textual expansion, repetition 
in the definition of the renaming operators. 
2.2.1. BPAE = (cBp~, &PW ) (see Table 1) 
Table 1 
zBP.4 
SOlt 
Functions 
Constants 
P 
$:PxP+P 
.:PxP+P 
c 
elements of A 
(processes) 
(choice) 
(sequential execution) 
(empty process) 
(atoms) 
Parameter of BPA’: A, the set of atomic steps or atoms. The elements of A are 
constants in the system (see Table 2). 
Table 2 
EBPN 
n+y=y+x 
(x+y)+z =x+(y+z) 
(x+y)z =xz+yz 
(v)z = X(P) 
E+&=C 
8.x = x 
xc = x 
2.2.2. BPAE, = (CnpA’,, _!&I,&~ ) (see Table 3) 
Table 3 
cBPHa 
sort 
Functions 
Constants 
P (processes) 
+:PxP+P (choice) 
.:PxP+P (sequential execution) 
c (empty process) 
6 (deadlock) 
elements of A (atoms) 
Parameter of BPA;: A, the set of atomic steps or atoms. The elements of A are 
constants in the system. 
2.2.3. PA& = (CPA ), Epw) 
Parameter of PA’: A, the set of atomic steps or atoms. The elements of A are 
constants in the system. 
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Table 5 
EP.4 
Table 4 
EBPA’~ 
x+y=y+x 
(x+y)+z =x+(y+z) 
(x + y)z = xz + yz 
(XYb = X(YZ) 
&f& = E 
EX = x 
X.5 = x 
8+&=C 
6x = 6 
SOIt P 
Functions +:PxP+P 
.:PxP4P 
11 : PxP-bP 
[ : PxP-P 
Constants E 
6 
elements of A 
(processes) 
(choice) 
(sequential execution) 
(merge) 
(left merge) 
(empty process) 
(deadlock) 
(atoms) 
2.2.4. ACPC = (CACP' , EACP” ). 
Parameters of ACP’: 
A, the set of atomic steps or atoms. The elements of A are constants in the system. 
y : A x A +A U (6) the communication function on atoms. y must obey y(a, b) = 
y(b, a) and if ~(a, b), y(b, c) E A then y(y(a, b), c) = ~(a, 0, c)). 
Expansion variables: 
I ranges over @(A) (@ denotes powerset). I may be taken empty in order to obtain 
a system does not include an s-renaming operator. 
r ranges over E, 6. So in the axioms below r1 should be expanded into sI and a1. 
3. Comment 
A lot of individual changes, most but not all of them connected with the introduction 
of the empty process, made up the transformation of ACP [5] into ACP”. Earlier stages 
of this transformation process were BPA, and PA, in [l 11. Unfortunately the merge 
operator turned out not associative in these systems. (Counterexample: ((a+~) I] b) 11 c # 
(a+~) /I (b 11 c) in PA,.) That is why they are replaced here by BPAE and PAE as defined 
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in the previous section. We give some motivation for the more important among these 
changes (Tables 6 and 7). 
Table 6 
EPA’ 
x+y=y+x 
(x+y)+z =x+(y+z) 
(x + y)z = x2 + yz 
(xy)z = x(yz) 
XllY =xuY+Yllx 
&[t:=E 
&[6=6 
EL(a.x) = 6 
cU(x+y) = E[X+E[y 
&+& = E 
EX = n 
X.5 = x 
a+& = E 
6x = 8 
6[x = 6 
axlly = 4xlly) 
(x+y)[z =x[z+yUz 
Table 7 
zACPL 
Sort 
Functions 
Constants 
P (processes) 
+:PxP+P (choice) 
.:PxP+P (sequential execution) 
1) :PxP-+P (mew) 
1: PxP-P (left merge) 
1 :PxP+P (communication merge) 
E (empty process) 
6 (deadlock) 
elements of A (atoms) 
The set of atoms or atomic steps is defined here as a parameter of the axiom 
systems and not as a subsort or second sort inside the systems. The latter ways 
of introducing atoms would require an injection function from atoms to processes 
or a predicate “atomic”, both of which one likes to avoid if possible: the injection 
function would be cumbersome to use and the predicate would introduce all the 
problems of conditional equations. Moreover, the axiom schemes for the renaming 
operators (~(a) = a if a $ Z for example) become hard to formulate as an algebraic 
specification. That is why the atoms have been chosen to be a parameter of the 
axiom systems. They simply constitute a number of constants to be made explicit 
in each application. In a given application one chooses a set of atomic steps that all 
have a unique name. The possibility of an additional set of nameless atoms, present 
in the subsort or second sort solution has never been used. 
The constant 6 is no longer an atom which it was in the systems ACP and ACP,. 
This makes a lot of things easier. Axioms in ACP like ax Lv = a(x 11 JJ) are derivable 
in the case a = 6. 
3. 
4. 
5. 
The axioms E+E=E and ~+E=E replace the ACP axioms x+x=x and 6+x=x 
which are now derivable (multiply the new axioms on the right by x). 
The axioms for E 1 . . . are chosen such that, in CTM, one has x LE =x, E 11 x =x and 
that the merge operator becomes associative. There are other possibilities (see 3.1.6), 
but the one chosen was considered the most natural solution. 
The axiom a / b = y(a, b) must be added as terms like a 1 b cannot be considered 
atomic without it (Table 8). 
Table 8 
EACP’ 
x+y=y+x 
(x+y)+r =x+(y+z) 
(x+y)z =xz+yz 
(XY)Z = x(yz) 
E+&=E 
EX = x 
XE = x 
6+&=E 
6x = 6 
XIIY = xIIy+Yjlx+xIY 
CUE = E 
c[S = 6 
&Lax=6 
s[(x+.Y) = CUX-t&[Y 
611x=6 
ax ILy = 4x II y) 
(x+y)lz =xlz+y[z 
a I b = y(a,b) 
4Y = YIX 
&IX = 6 
61x = 6 
4y = (aly)llx 
(x+y)(z =xlz+ylz 
YI(&) = E 
r,(6) = 6 
q(a) = r if aEI 
q(a) = a if a$I 
rr(xy) = v(x)W) 
dx + Y) = v(x) + dy) 
6. The axiom ax ) y = (a I y) lx replaces the ACP axiom ax I by = (a 1 b)(x II y). It fits 
better the induction scheme mentioned in 2.1) and although not formally equivalent, 
they are equivalent in CTM. 
7. 
8. 
Abbreviative names for the axioms have been abolished, at least for the time being. 
It was too much trouble to maintain them all along the many intermediate stages. 
One might use yet another parameter to denote the range of the expansion variable 
I in r1 (now it is &A)). Renaming operators are fairly unproblematic in ACP’. 
Such a complication cannot be expected to be of much use. 
3. Supplementary axioms 
In many applications and theoretical considerations, the basic systems as described 
in Section 2 are extended with a number of supplementary axioms or axiom blocks, 
e.g. axioms that are provable in CTM, the projection axioms, the priority axioms, 
etc. We will enounce a number of such axioms and axiom blocks in this section and 
consider their validity in CTM. In the next section their validity in a graph model, 
which contains infinite processes, will be studied. 
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3.1. The associativity of the merge operator 
The proposition below consists of a number of axioms that can be proven to hold 
in CTM and that are preparatory to the proof of the most important one of this kind 
of axioms, the associativity of the merge operator. 
3.1.1. Proposition. In CTM, the closed term model of ACF, the following hold: 
1. XL&=x, 
2. XII&=X, 
3. &Lx=& or &Lx=& 
4. &~X=&~x+&=x, 
5. sII(xll(Y+Z))=a[(x~Y)+s~(x[z), 
6. sUxb=6, 
7. a 1(x I Y) = 6, 
8. EU(XU~)=E~((EUX=E&EU~=E), 
9. su(xuY)=s~(xIIY), 
10 (E[X)~y=&q&(IX=&&&~y=&). 
All of these can be proven easily by means of structural induction on closed ACP’ 
terms following the scheme E 6 ax x + y. Maybe some remarks are useful: 
l first 3 and 4, then 1 and 2 simultaneously, using 3 and 4. 
l 7 needs additional induction for y. 
l 9 with 7 and 8. 
l in 10 distinguish cases E Lx = E and E lx = 6. 
3.1.2. Proposition. In the closed term model of ACP’ the following hold: 
1. xqY=(x[lYP, 
2. Yp~=(YpP, 
3. x6 IY = (XIYP, 
4. x6 II Y = (x II YP. 
The proof of this proposition is possible with simple induction on the structure of 
closed terms but we will instead prefer to use a representation for the elements of 
CTM combined with induction on the sum of the lengths of the two terms involved. 
The length function Zen on closed terms (not processes!) can be defined inductively in 
the obvious way: 
0 Zen(c) = len(6) = len(a) = 1, 
0 Zen(x . y) = Zen(x) + Zen(y), 
0 len(x + y) = len(x) + Zen(y). 
Each closed term x has a representation of the form 
X = 5 CZiXi + E,, n>O, @EA. 
i=l 
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Here E, equals E if x contains E (formally x + E =x) and 6 otherwise. The existence of 
such a representation is easy to show by means of structural induction. As n may be 0, 
the bottom terms are taken along in this representation (by convention CXEsx = S). 
Proof of Proposition 3.1.2. We take 
X = 5 UiXi + 22x3 m>O, aiEA 
i=l 
and 
y=Fbiyi+i: Y, n>O, biEA. 
i=l 
Assertions l-3 add up to 4. We will prove 1, 2 and 3 and thereby 4 but 4 will be the 
only assertion drawn from induction. 
1. We want to reduce x6 [ y = (x u y)S to a statement that can be drawn from in- 
duction or which is true on itself. Both left- and right-hand sides of the equation are 
distributive in x for summation. So we can drop out the C (which is also typographi- 
cally easier) and treat the cases ai, xi and E, separately. 
l aixi6 [y = ai(xi6 11 y) = (by induction) = ai(xi 11 y)6 = (aixi 1~)s (we used len(xi) < 
Mx)), 
0 a,8~y=6[y=6=(.sX[y)~ as E~=E or 6, 
2. analogous to 1, using 3.1.1.6, 
3. fill in the representation for both x and y. 0 
3.1.3. Proposition. In the 
1. (~~v>~z=xu(YIIz)~ 
2. (J4Y)~~=xI(Yuz>. 
closed term model of ACPE the following hold: 
3.1.4. Theorem. In the closed term model of ACPE the merge operator is associative. 
Although the proposition easily implies the theorem we prefer to prove the theorem 
in a way completely analogous to the method used in Proposition 3.1.2. This proof 
will contain a proof of the proposition. 
Proof of Theorem 3.1.4. The assertion (n II y) I\ z =x II (y 1) z) is split up into 7 equa- 
tions that can be reduced separately to the point where induction can be applied: 
(x II Y> II z = (x UY> uz + (Y II4 ltz + (x I Y> uz 
+~u~~llY>+~~uY>l~+~Yu~~I~+~~IY~I~~ 
x II (Y II z) =x U(Y II z> + (Y II4 ux + (z UY> lb 
+~YI~~ll~+~I~Yu~~+~I~~uY~+~I~YI~~. 
296 J. L. M. Vrancken I Theoretical Computer Science I77 (1997) 287-328 
Equality of the two right-hand sides is implied by the following 7 equations: 
1. (xuY)uz=xu(YI/z)~ 
2. (Yu~)u~=(Yu~)u~~ 
3. (n I Y> uz =x I (Y II43 
4. zu(~IIY)=(zuY)ux~ 
5. (xuY)Iz=+uY)~ 
6. (~Ilx>Iz=(~lz)U~~ 
7. cIY)Iz=~lc!Jlz). 
For a reduction of these equations, the representation mentioned in Proposition 3.1.2 
can be applied: 
X = 2 aiXj + Ex, n>O, ajEA. 
i=l 
Starting with equation 1, we see again that both sides are distributive in x for summa- 
tion. So if we fill in the representation for X, we do not need to take the C along. The 
cases e, 6 and aixi can be treated separately which is straightforward using Proposi- 
tion 3.1.1. The associativity of II then turns out to be the only conclusion drawn from 
induction. The same can be told for equation 2 (reducing via y instead of x) and 4 (re- 
ducing via z). In order to reduce 3 you have to fill in the representation for both x and 
y. Again the C-‘s do not need to be taken along and we get 3 times 3 separate cases 
of which 8 are trivial (those in which E or 6 occurs) and the ninth (six,, bjyj) is not 
very hard. About the same can be said of 5 and 6. Equation 7 requires substitution of 
the representation for x, y and z and the associativity of the y-function (cf. 2.2.4.) 0 
3.1.5. Remarks. 
l The equations in the proposition above seem to be the best replacement for the axiom 
block which in the ACP-context is called Standard Concurrency. 
l This method also applies to ACP and ACP,. In ACP one can use the representation 
X = C ai + C bjxj 
(6 is an atom in ACP). In ACP, the representation becomes 
x = II alXi + C ZjJj 
(a can be represented as az but the bottom term r must be treated separately). One 
cannot make the split up into 7 separate equations immediately as these do not hold 
in ACP, (for example if y = r then equation 3 does not hold). All the nasty subterms, 
involving both r and communication, however happen to be summand of some of 
the other terms and can therefore be eliminated. The remainder of the proof is then 
straightforward. 
3.1.6. One might choose other axioms concerning E 1 . . . that also lead to an asso- 
ciative merge operator and to x II e =x. The following is such an alternative: 
ElX=& & 1 E = E, E I ax = 6. 
J. L. M. Vrancken I Theoretical Computer Science I77 (1997) 287-328 291 
(These replace all the axioms in ACP’ containing E L . . . and E ) . . ., so ACP’ would 
become two axioms shorter. Associativity of the merge operator can be proven in 
the same way as in Proposition 3.1.3.) This alternative, although technically simpler, 
has several significant disadvantages. The assertion x us =x no longer holds in this 
system’s closed term model (E us = 8). In PAE E ( E = E no longer holds. This has the 
effect that x 1) E =x does not hold either in PA&-‘s closed term model. Yet the alternative 
has been used in [9, lo]. They are not concerned with PA-versions of their main axiom 
systems. Whether E ks = E is intuitively appealing may be disputable but the alternative 
E ( E = E is at least as disputable. Ony may adopt the view that 1 and 1 only serve the 
purpose of axiomatizing 11 . As long as the latter operator has the desired properties 
(in this context especially associativity and x 11 E=x), the details of the axiomatization 
of 11 and ( are insignificant. These two operators are not intended to be used in actual - 
specifications. 
A different approach can be found in [4,7]. It consists of the introduction of 
separate operator J expressing the termination behaviour of a parallel composition: 
a 
Now one can introduce the axioms 
&lx=& 
&(x=6, 
This system removes the intuitively not quite satisfactory axiom E LE = E, at the cost 
of an extra operator. The operator can be considered as equal to &, i.e. d-renaming 
for all atoms. 
3.2. Handshaking and the expansion theorem 
The handshaking axiom 
(which expresses that each communication takes place between no more than two 
processes) is used in almost every application of Process Algebra. It serves as a great 
help in taming exploding calculations. It can cooperate as smoothly with ACP’ as it 
does with ACP and ACP,. An easy consequence in CTM of this axiom is the statement 
x I y I z = 6. Another more involved consequence in the same context is the expansion 
theorem: 
The proof is a straightforward induction on n, using the equations given in Proposi- 
tion 3.1.3. 
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3.3. The projection operators n, 
The projection operators rt, project a process on the “space” of processes of at most 
n consecutive atomic steps. The axioms for rc,, (n 2 0) are given in Table 9. Structural 
induction easily shows that the operator rt, can be eliminated from X,,(X) for every 
closed term x and that, in CTM, rc,, has indeed the typical projection operator property: 
rr, o rt, = rc,. More information on the question whether TC, is well-defined in CTM and 
whether it is a conservative extension of ACP’, will be given in Section 5.6.6. 
Table 9 
The projection axioms 
no(x) = E 
Tb(&) = E 
%l+1(& = 6 
n,+l(ax) = an&) 
ff,(x + Y) = A”(X) + Gl(Y) 
3.4. The priority operators a and 8 
In this section we introduce the empty process in the priority axioms [2]. These 
axioms define the properties of the a and 0 operators that are used to express that in 
a sum expression, some atoms have priority over others. The priority relation among 
atoms is given by a strict partial order (denoted by <). The 0 operator applied to 
a process means that the process has to be executed according to the priority rules. 
This operator is defined by means of the auxiliary unless operator a. 
3.4.1. Example. Assume a < b. Then &a + 6) = b because in the sum, b has priority 
over a. Using the axioms below: O(a+b)=B(a)ab+O(b)aa=aab+baa=6+b=b. 
Table 10 
The priority axioms 
aob=a 
aob=6 
x4E=X 
x06=x 
if not a < b 
ifacb 
xaay =xaa 
xo(Y+z)=(x~Y)oz 
&QX=E 
sox=s 
ax 0 y = (a 0 y)x 
(x+y)oz=xaz+yoz 
O(E) = E 
f?(s) = 6 
&ax) = al?(x) 
0(x + y) = Kx) 0 Y + Q(Y) ‘3 (1) 
Table 10 shows the priority axioms. One easily checks that, from closed terms, the 
a and 0 operators can be removed. The ACPs axiom 8(xy) = 0(x) . 8(y) had to be 
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replaced by 
@ax) = d(x) 
because of the following counterexample. 
Suppose b<a. 8(ab+b)=abab+baub=(uab)b+bau=ub, but O((u+E)b)= 
(according to O(xy) = O(x) . B(y)) = (a + E)b = ub + b which is not equal to ub. 
More information about the conservativity of the priority axioms will be given in 
Section 5.6.6. 
3.5. Epsilon abstraction 
The s-counterpart of Koomen’s Fair Abstraction Rule or KFAR [3] is called The 
Epsilon Abstraction Rule or EAR (cf. Table 11). In its formulation infinite sums are 
being used although these have not been defined yet. This is not a mortal sin however. 
The reader can easily adapt the formulation of EAR such that the sum is no longer 
potentially infinite. Moreover, the introduction of infinite sums is currently subject of 
research. In Table 11 N denotes the set of natural numbers. The sum can be made 
finite, for example by the requirement that the set {sl(yn)} be finite. Little can be 
said about EAR in CTM as it essentially considers an infinite process. In Section 4, 
EAR will be proven to hold in the graph model defined there and we will see that on 
the whole it looks a lot easier than the z-version KFAR, not unlike what one would 
expect. EAR has been used extensively in [3]. 
Table 11 
EAR 
nEN xx = a,x,+l + y, CanEI) 
CI(X0) = c EI(Y”) 
IZEN 
3.6. The renaming operators 
3.6.1. In Section 4, a general simultaneous renaming operator pf will be defined 
(see 4.3.7) of which EI and 61 are special cases. This operator however is hard to 
introduce by means of an axiom system as it takes a function f : A -+ P which fits 
badly in an axiom system’s signature (A is not a second sort). That is why we restrict 
ourselves here to the axiomatic introduction of a less general renaming operator rI, still 
sufficiently general to be an interesting extension of ACP’. It renames the atoms of 
I CA occurring in a process x into some process r. It can be introduced by adding to 
the signature a function RI : P x P -+ P such that q(x) is an abbreviation for Rr(r,x). 
The set of axioms has to be extended with the renaming axioms (the set Z ranges over 
an application dependent, user defined subset of &A)): Any operator rI can probably 
be added conservatively to ACP” (see 5.6.6) due to the fact that all the atoms in the 
axioms of E~cp, are protected by operators other than + or . (a renaming operator 
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cannot be removed from a term containing such operators, Table 12). This is unlike 
the situation in the system ACP, where for instance the third z-law 
a(zx + y) + ax = a(rx + y) 
Table 12 
The renaming axioms 
Q(E) = c 
q(6) = 6 
i-r(a) = Y ifaE1 
q(a) = a ifa$I 
dxy) = O(X) v(v) 
v(x + Y) = v(x) + O(Y) L 
forbids &renaming. It would lead to 
ab(rx + y) + abx = ub(rx + y) 
which is an unwanted intimacy among terms. It does not hold for instance in the graph 
model of ACP, defined in [3]. 
36.2. An important aspect of a renaming operator is its ability to remove or to 
introduce deadlocks in a term. We will study this property in the CTM context although 
proofs and an intuitive support for the definitions in this section have to be deferred 
to Section 5.6.7. It is a curious fact that providing proofs via structural induction for 
the propositions below seems intractable. 
3.6.3. Definition. The predicate ND (no deadlocks) on CTM is the least predicate such 
that: 
1. ND(E), 
2. ND(x) =+ ivD(ax), 
3. ND(x) &ND(y) =+ ND(X + y). 
ND(x) means that x does not contain any sturdy &‘s (weak &‘s like the one in a + 6 
can immediately be removed). 
3.6.4. Proposition. Let r be a process. If ND(r) then for all XECTM: 
ND(x) =+ ND(q(x)). 
For a proof see the remark after the proof of Proposition 5.6.10. 
3.6.5. The only elements r of CTM such that r~ may eliminate deadlocks are E and 
6. For instance 
~{,}(a6 + b) = b, 6t,j(u6 + b) = b. 
The fact that the other elements of CTM do not, is expressed in the proposition 
below. 
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3.6.6. Definition. The predicate D on CTM is the least predicate such that 
I. D(h), 
2. D(x) =+ D(ax +y). 
D is intended as the negation of ND (cf. Proposition 5.6.10). 
3.6.7. Proposition. If r # ~,6 then 
D(x) * D(rl(x)). 
For a proof see the remark after the proof of Proposition 5.6.10. The value of 
a-renaming as an abstraction mechanism instead of r-renaming is made questionable 
by the proposition above. However a-renaming has already shown its usefulness in a 
different way in [3]. 
3.6.8. Another useful and easy to prove proposition: 
3.6.9. Proposition. Let I and J be two subsets of A and r,s E CTM. 
0 q(r)=r*qor.j =rIuJ, 
l rf 0 so = (rr(s))r. 
More about renaming operators in ACP-context, especially atom to atom renaming, 
can be found in [l]. The predicates ND and D are also considered in [7]. 
4. A graph model for ACP’ 
The importance of a graph model for an axiom system in Process Algebra hardly 
needs any explanation or emphasis. Many case-studies of varying nature are described 
making heavy use of graphs. This is not typical for Process Algebra, most concurrency 
theories do so. In Process Algebra such a graph language is based on a graph model 
for the axiom system in use. 
In this section a graph model is constructed for ACP’ more or less along the usual 
lines to do this (cf. [3]). Obviously this will also be a (somewhat overcomplicated) 
graph model for BPAE, BPA”, and (taking the communication function y = 6) PA’. 
A graph model for ACP’ is in short a set of graphs modulo a certain equivalence 
relation, called s-bisimulation, in which the operators and constants can be defined 
and in which the axioms then hold. We will first define the kind of graphs we will 
use and the bisimulation relation on it. Then we can show how the signature CACP~. 
is represented in this set of graphs modulo s-bisimulation and that the operators, first 
defined on graphs, respect the bisimulation relation. Finally the axioms will be proven 
in this model. 
4.1. Process graphs 
4.1.1. The graphs used for the model, called process graphs, consist of a set of nodes, 
a set of edges and some functions connecting these two sets. The edges are directed 
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and have a starting node and an arrival node. Each edge has in addition a label, an 
element of the set A,6 = A U {E, S}. One of the nodes is called the root. 
Within this setting there are no further restrictions on a graph. Cycles, a cyclic 
root, infinite paths, disconnected parts (parts of a graph not accessible from the root), 
the trivial graph (a single node) are all allowed. Neither is there a restriction on the 
outdegree of a node, the cardinality of the set of edges starting from it. From the model 
that will be constructed here one can obtain a large number of submodels by restricting 
the outdegree to be less than some infinite cardinal rc. This restriction is often made 
in order to assure that the set of graphs underlying the model is a set in the sense of 
Zermelo-Fraenkel and not a proper class (which it is in our case, if there is at least 
one atom, even modulo bisimulation). As this K would play in this paper no other role 
than satisfying a somewhat emotional preference for sets, we have chosen to omit it, 
rather hoping that a real problem will be caused by this omission. Moreover we will 
not be precise about the distinction between sets and classes, using the word set even 
for objects which in some cases might be classes. 
4.1.2. In order to talk conveniently about graphs the following generic functions are 
defined (and illustrated below): 
Let f be a process graph, n one of its nodes, e one of its edges. Then we denote 
by 
N(f) or Nf the set of nodes of f, 
E(f) or Ef the set of edges of f, 
r(f) or rf the root of f, 
Me) the starting node of e, 
an(e) the arrival node of e, 
lb(e) the label of e, 
se(n) the set of edges starting at n, 
ae(n ) the set of edges arriving at n, 
ind(n) the indegree of n, the cardinality of se(n), 
outd(n) the outdegree of n, the cardinality of se(n). 
We say that a graph f can be mapped into a graph g if there are injective mappings 
m,:Nf+N,, m,:Ef -+ Eg 
such that m,(rf) = rs and m, o sn = sn o m, & m, o an = an o m,. 
(Easy examples show that leaving out the word “injective” would define a different 
notion.) It can be mapped into g with preservation of labels if in addition VeEEf : 
Zb(e) = Zb(m,(e)). The set of labels is almost always A,6 = A U {E, 6). Edges labelled 
with an atom a, E or 6 are called a-edges (or atomic edges), s-edges and S-edges 
respectively. Moreover, we often use the word step instead of edge. 
Saying that node n is accessible from node m means that there is a path from m 
to n not containing any S-steps. &-accessibility means that the path consists solely of 
s-steps. 
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Fig. 1. 
Fig. 1 illustrates most of these notions. The open dots denote the roots rf, r,i and 
~~2 of these graphs. The capital letters are just names for the nodes that they are closest 
to, they are not part of the graph f. The characters close to the arrows are their labels. 
The node A is arrival node of a c-labelled edge and starting node of an e-labelled 
edge. se(rf) consists of an c-edge and a b-edge. ae(rf) consists of only an a-edge. 
Therefore ind(rf) = 1 and outd(rf) = 2. One can see that the graphs gi and g2 can 
be mapped into f but only gi can be mapped into f with preservation of labels. All 
the nodes in f are accessible from rf with the exception of the nodes following the 
b-edge. The node B is s-accessible from the root. 
4.1.3. The set (or class) of process graphs with labels from L is denoted by G(L). G 
denotes G&h). The set of process graphs with the outdegree of the nodes less than 
K is denoted by G,(L) or G,. The subset of cycle-free graphs is denoted G&L) or 
G,f. In the definition of the merge operator on graphs we will need the subset G,, of 
G which consists of the graphs with the following properties: 
1. the graphs are cycle free; 
2. no node of any graph has both incoming s-edges and atomic edges; 
3. no node can be accessed from the root via both a pure s-path and via a path 
containing atomic edges; 
4. all nodes are accessible from the root. 
The subset of trees of G(L), G, G,(L), G, etc. are denoted T(L), T, T,(L), T, etc. 
4.2. c-Bisimulation 
4.2.1. Definition. Let f, g E G and R a relation between Nf and N,. We call f and g 
a-bisimilar by the relation R (or R-bisimilar) if R is such that 
1. rfRr,, 
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2. if mRn for nodes m E NY and n E NY and p is a path in f from m to m’ consisting 
of a finite number of s-steps followed by a step a E A, then there must be a path 
q in g from n to n’, also consisting of a finite number of E-steps followed by a 
step a. And m’Rn’. 
3. if mRn and there is a path in f from m to an end node, consisting of a finite 
number of s-steps, then there must also be a path in g from n to an end node, 
consisting of a finite number of s-steps. 
4, 5 the same as 2 and 3 but with the roles of f and g interchanged. 
If such a relation R exists we say that f and g are c-bisimilar, notation 
4.2.2. One can see that in comparison with the Definition 2.2.2 given in [ll], the 
present definition allows for two additional features of process graphs, namely infinite 
s-paths and &edges. The examples in Figs. 2 and 3 show how this works out. An open 
dot denotes the root. Consecutive dots (. ’ .) denote infinite continuation. 
4.2.3. Remarks. 
1. s-Bisimulation is an equivalence relation between graphs and the identity relation 
on the nodes of a graph is an s-bisimulation. 
2. Sharing, which means making identical nodes with equal or even just s-bisimilar 
subgraphs, respects .s-bisimilarity. The sharing may even be partial; making identical 
just some nodes, for instance some of the end nodes, also respects &-bisimilarity. 
3. Unfolding (complete or partial), the opposite of sharing, respects s-bisimilarity. 
4. If f tic g and g is the subgraph of a node in a graph h, then h’ ec h where h’ 
denotes h with g replaced by f. 
5. The s-bisimulation relation in Fig. 3(h) relates the two roots and it relates the nodes 
of yi in the graph on the left with the same nodes of yi in the graph on the right, 
making an exception for the roots of the graphs yi for i 22. This picture is in 
essence the proof of EAR in the graph model (cf. Section 3.5). It is assumed that 
the graphs yi have acyclic root and are not the single node graph. This in order to 
get an easier picture. 
6. Disconnected parts of a graph or parts that can only be accessed from the root via 
a &step can be removed without changing its bisimilarity class (except the terminal 
nodes of &edges whose starting nodes are accessible from the root). 
7. The union of a non-empty set of s-bisimulations between two graphs is again an 
s-bisimulation. The union of all s-bisimulations between two bisimilar graphs is 
called the saturated bisimulation. 
8. If two graphs are R-bisimilar then the subgraphs of any pair of related nodes are 
R’-bisimilar where R’ is the restriction of R to the two subgraphs. This is unlike 
rz&bisimulation described in [3]. 
9. In [4,7], an alternative graph model for ACP’ that does not have E- or S-edges is 
defined. In [4], the equivalence of the two graph models is shown. 
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4.2.4. A special s-bisimulation between elements of G,, is needed in proofs concerning 
the merge type operators ( I/, [, 1 ). This relation will be defined below. Intuitively, this 
relation, called the label preserving relation, makes sure that only nodes with the same 
type of incoming edges (cf. 4.1.3) are related. Moreover, it prohibits relating some 
nodes that do not need to be related and could cause trouble in the definition of the 
left merge operator on graphs. 
4.2.5. Definition. Let f, g E G,, with f eE g. Inductively we define a sequence of re- 
lations: 
Ro: Ro only relates the roots: r,-Ror,. 
R n+l. . &+I relates all pairs of nodes already related by R, and also the pairs (kl, k2) 
such that kl and k2 have bisimilar subgraphs and have a pair (ki,kl) of R, 
related predecessors from which they can be accessed via paths of the form 
E m’ . a and E”‘~ . a. (ml,rnz EN) respectively. 
The label preserving relation RI, is now defined as 
RI, := U R,. 
ilEN 
4.2.6. Proposition. 
1. RI, is an s-bisimulation. 
2. mRlpn implies that either m and n are both the root of their graphs or they have 
both an incoming atomic edge. 
The proof is easy. 
4.3. Representing constants and operators 
Now we can show how to represent the constants E, 6, the elements of A and the 
operators +, . , II , II, I , EI and 61 in G and thereby in G/tic. 
4.3.1. The examples in Figs. 2 and 3 make it sufficiently clear how the constants are 
represented. The constant 6 is represented by a two-nodes graph, connected by one 
edge with the label 6. The constant E is represented by a two-nodes graph, connected 
by one edge with the label E. The latter graph happens to be s-bisimilar with the single 
node graph. 
4.3.2. Let f, g E G. Then sum f + g and product f . g are shown in Fig. 4. 
In words: f + g is constructed by creating a new root and having E-edges pointing 
from it to the roots off and g. As usual the extra E-edge may be left out if the graph 
to which it points has an acyclic root and is not the single node graph. The product 
f . g is constructed by appending g with its root to all the end nodes of f. 
4.3.3. The merge f 11 g of two graphs f, g will only be defined for the elements of 
the subset G,, of G (cf. 4.1.3). G,, is such that each element of G/(t, has a repre- 
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sentative in G,, (each element of G can be unwound into a tree and T c G,,) and G,, 
will be closed for the merge operator. This will prove of great value when checking 
some of the harder axioms. First we have to introduce some terminology for Cartesian 
products. 
If f, g E G then the Cartesian product f x g can be represented as follows: 
N(f x 9) =N(f) x N(g), 
E(f x s> =N(f 1 x ml LJ N(g) x E(f 1. 
( ~tl denotes disjoint union). The sn, an and lb functions (cf. 4.1.2) for f x g are defined 
in the obvious way. For example, if m EN(~) and e E E(g) then (m, e) E E( f x g) and 
sn((m, e)) = (m,sn(e)). We say that an edge (m, e) stems from f (or g) if it is an 
element of N(g) x E(f) (or N(f) x E(g)). Two edges in f x g are called orthogonal 
if they stem from different components. All these definitions can easily be extended 
to products of more than two components. And it is then not hard (nor pleasant) to 
prove that the Cartesian product on graphs is commutative and associative, modulo 
graph isomorphism. 
Let f, g E G. We define the (communication-) free merge f Ilf g as the Cartesian 
product f x g where all atomic edges, starting orthogonally to an arriving s-edge are 
changed into &edges. 
From the free merge graph we obtain the merge graph f (1 g by the addition of 
diagonal edges as follows: if from a node (m,n) there start in f x g (not f IIf g!) 
edges 
(m,n) 5 (m’,n) and (m,n) 2 (m,n’) 
then we add in f Ilf g the edge 
(m,n) 2 (m’,n’) 
The result is shown in Fig. 5. 
The atomic edges with labels a or b in Fig. 5 may however have become b-edges 
in the free merge graph and then will remain so in the merge graph. For simplicity 
we add these diagonal edges even if a 1 b = 6. Examples, together with examples of the 
left merge and the communication merge, are given in Example 4.3.5. 
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4.3.4. The left merge f [g (for f, g E G,, ) is obtained from the merge graph f 11 g by 
1. making 6 all the communication edges accessible from the root via a finite c-path, 
2. making 6 all the atomic edges stemming from g and accessible from the root (of 
f 11 g) via a finite s-path. 
The communication merge f 1 g is obtained from the merge graph f 11 g by making 6 
all the non-diagonal atomic edges and terminal s-edges accessible from the root via 
a finite s-path. 
4.3.5. Examples. (An open dot o denotes the root.) Take f, g as in Fig. 8. 
The Cartesian product f x g is shown in Fig. 9. 
f I(f g = (a+b) IIf (c+d) = a(c + d) + b(c + d)+c(a+b)+d(a+b) (cf. Fig. 10) 
f II 9 = (a + b) II Cc + 4 
=a(c+d)+b(c+d)+c(a+b)+d(a+b)+aIc+aId+b(c+bId 
(All &edges and some a-edges have been left out, cf. Fig. 11) 
f [g=(a+b)[(c+d)=a(c+d)+b(c+d) (cf. Fig. 12) 
f Ig=(a+b)I(c+d)=aIc+uId+bIc+bId (cf. Fig. 13) 
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The next example shows that condition 3 in the definition of G,, (cf. 4.1.3), cannot be 
omitted. Take f and g as in Fig. 14. 
f 11 g = (c + a)b 11 c = bc+a(bc + cb + b 1 c)+c(b+ab)+b ) c+(a ( c)b = Fig. 15 
The merge graph is still ok; condition 3 of Definition 4.1.3 does not seem necessary for 
the merge operator nor for the communication merge although this seems less obvious 
(might even be wrong). But the left merge operator certainly goes wrong without 
condition 3 (Figs. 7 and 8): 
fLg=(e+a)blc=bc+a(bc+cb+bIc)# Fig. 16. 
4.3.6. Remarks. 
1. The present definition of the merge operator on graphs, based on the new axiom- 
atization of the left merge with respect to E, appears to be simpler than the one 
given in [ 1 l] 3.1 .l, at least after subtraction of the complications caused by the 
addition of communication. The difference in treatment between intermediate and 
terminal a-edges is no longer needed. This is in contrast with the more complicated 
axiomatization. 
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G,, is closed under the merge operator. The proof is easy. The same holds for the 
left merge and the communication merge operators. 
The s-structure as well as the end node structure are identical in the Cartesian 
product graph and in the merge graph. That means, in the transformation from 
Cartesian product graph to merge graph, no s-edges disappear or are created, and 
the same holds for end nodes. 
It is possible to give an equivalent definition of the merge operator in which s-edges 
that start orthogonally to an arriving intermediate s-edge are made 6. This leads to 
a simpler merge graph but the proofs of the axioms become much more involved. 
If the left-hand operand f of f [g is not the single node graph, then the definition 
of u can be simplified. The whole copy of g which starts at the root of f [g can 
be removed together with all the edges starting orthogonally from this copy. The 
proof consists of a simple bisimulation argument. 
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4.3.7. The four equations 
x 11 (y 11 z) = (x I/ y) 11 z (cf. 3.1.3, theorem), 
4(YIz)=(~IY)lz (axiom of ACP’), 
x l(y 11 z) = (x ly) lz (cf. 3.1.3, proposition), 
4(YIIz>=(xIY)uz (cf. 3.1.3, proposition) 
have in common that they all hold in G/F,, that they all involve two merge type 
operators on both sides of the equals sign (which means 3-dimensional graphs in G) 
and that they are hard to prove in G/?$. Their proof requires a sort of administration 
system which automatically generates all the many cases that have to be considered. 
In the next section alternative definitions for 11, [ and I that will be the core of such 
an administrative system will be given. These definitions are based on a variation of 
the Cartesian product, to be called “full product” and denoted by o, which consists of 
the Cartesian product with all diagonal edges filled in. 
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4.3.8. Definition. Let f, g E G. The fill product fog of f and g is a label-free graph 
which can be represented as follows: 
Nodes: N( f )oN(g), 
The sn and an functions are defined in the obvious way. The edges in E( f )oE(g) are 
called diagonal edges. The canonical abel function Zbo is defined in the obvious way 
after extending the communication function y as foilows: 
JJ(&, . . .) = y( * ’ . ) E) = 6, 
This label function is not considered part of the object fog. If I is any function 
E(.fog) --f A,6 the graph fog with label function 1 is denoted (fog,Z). 
The function lb0 is a so-called generic function: you have to look at its argument 
to know exactly what function it actually denotes. 
~though a bit more complicated, the full product does not seem less natural than 
the Cartesian product. The nodes and edges in fog can be enumerated in a perfectly 
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straightforward way (nf E Nf, ng EN,, ef E Ef, eg E E,): 
(nr,ng) nodes, 
(nr, q) edges stemming from g, 
(ef,n,) edges stemming from f, 
(ef,e,> diagonal edges. 
The graph (f o g, lb0 ) is meaningless in Process Algebra and it does not carry over 
to G/%e. It serves just as a primitive object to give easier definitions of 11, 1 and 1. 
It is not hard to show that the operator (f ,g) -+ (f o g,lbo) is commutative in G. 
Somewhat more involved is a proof of associativity which is also left to the (poor) 
reader. 
Summing up nodes and edges in x 0 y oz looks as follows: 
(%e,ny,n,) nodes, 
(n,,n,,e,) edges stemming from z, 
(n,, e,, n,) edges stemming from y, 
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(em ny, nz) edges stemming from x, 
(n,,e,,e,) diagonal edges between y and z, 
(e,, ny,er) diagonal edges between x and z, 
(e,, ey, n,) diagonal edges between x and y, 
(e,,e,,e,) triple communication edges. 
It will be handy to put objects stemming from the ith operand in xi o x2 o . . . o Xk 
at the ith place. And to use self-explanatory variables for nodes and edges. E.g. the 
variable n, denotes a node in x. 
4.3.9. Using the full product, one can give alternative definitions for the merge, left 
merge and communication merge operators. We regret that readibility of these defi- 
nitions is greatly hampered by their formal wording but this is a consequence of the 
proof method in which they will be used. Whenever it is not clear to which graph a 
predicate pertains in the definition below or elsewhere, one should always take the full 
product with its canonical label function. It is one of the main points of this method 
that this simplification is possible. For instance, one can check below that the predicate 
OE is identical when applied to edges of either x o y, x )I y, x ly or x 1 y. 
4.3.10. Definition (Alternative definition, for original definition, cf. 4.3.3/4.3.4). Let 
x, y E G. Then we define the following predicates on N,, E, and Exe y: 
t(h) -+ n, is an end node, 
t(eX) e e, is a terminal edge, 
6) H n, is accessible from the root via zero or more s-steps 
and zero or more atomic steps, 
a(eX) @ a(sn(e, )), 
sa(n,) H n, is s-accessible from the root, using only zero or 
more s-steps, 
aa(e,) @ sa(sn(e,)), 
aa(n,) @ a@,) & ~MQ), 
aa(e,) * a&n(e, )), 
tsa(e,) H e, is a terminal s-edge, s-accessible from the root 
(H Zb(e,) = s & t(ex) & m(e,)), 
ine(n,) e n, has incoming c-edges, 
ine(e,) H ine(sn(e,)), 
oc(nx,ey) H the edge (nX,eY) has orthogonal incoming a-edges at its starting 
node (H ine(nx)). 
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The merge graph x(1 y is defined as the graph (X o y, lb,, ) with 
t2 iff Ib(eY) = 6, 
1. lblj(k,q) = a iff Ib(eY) = ~18~ -im(rzx), 
6 otherwise (this case is omitted below), 
2. Qqj(e,,Q = 
{ 
E iff Ib(e,) = E, 
a iff Ib(e,) = a & lina(ny), 
3. lbll(eX,ey) = y(eX,eY) Mei& stands for Y(WI MQ))). 
The !eft merge graph x [ y is defined as the graph (X o y, [by ) with 
E 
1. lbt (n,, eY) = 
iff Ib(e,) = E, 
a iff Ib(e,) = a & -inc(n,) & ~Eu(nx,ey), 
1 & 2. lbll %,Ity) = iff Eb(e,) = E, - a iff Zb(e,) = a & -inn, 
3. lbl(e,,e,) = a iff y(e,, eY) = a & 7Ea{eX, eY). 
The communication merge graph x 1 y is defined as the graph (X o y, lb 1) with 
2. Ql (W$J = 
{ 
E iff Ib(e,) = 6 & 7t&a(e,,n,), 
a iff Ib(e,) = a & +z~(n,) & -cu(ex,ny), 
3. QJ I (ex,ey) = %w+>. 
4.3.11. The renaming operators EI and 61 will be defined in G/f-‘- by defining a 
general simultaneous renaming operator pf (where f is a function A -+ G/e-), this 
being about as easy and twice as efficient. The operator pf replaces edges in a graph, 
with label u (a E A), for a graph representative of f(a). How this is done exactly 
is explained below. The operators EI and 61 are special cases of pf for functions 
f = fE,fd defined by 
fk a-+& if a E I, 
a-a ifa$I, 
fs: a -+ 6 if a E I, 
a-a ifa$l, 
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The operator pf will be shown (in Section 45.8) to have the following properties: 
1. @(a) = 89 
2. Q(d) = 6, 
3. Pf(X . Y) = PAX). PAY), 
4. Pf(X + Y) = Pf(X) + /Y(Y)> 
5. pid(x) = x (id is the canonical embedding A + G/%), 
6. pf o Pg = Ph where h = pf o g. 
These properties cannot be called axioms as the function f : A + P fits badly in an 
algebraic specification. If A becomes a subsort or a second sort, then the situation is 
different in this respect. If all the processes f(a) happen to be constants or closed terms 
and f can be defined in a finite number of equations, then the axiomatic introduction 
of pf together with properties l-5 is no problem. This applies among others to EJ, S, 
and atom to atom renaming. 
Property 6 is slightly but significantly different from the corresponding axiom in [ 131. 
4.3.12. Definition. Let x E G and f : A -+ G. Then pf(x) E G is defined as the graph 
x in which each atomic edge e with label a has been replaced by a copy of f(a). The 
starting node of e is identified with the root of f(a), the end nodes of f(a) are made 
identical (if they exist), the subgraph of the arrival node of e is then appended to this 
single end node. The subgraph is left disconnected if f(a) has no end nodes. 
4.3.13. Remark. In Section 4.4.5 it will be shown that this definition of pf : G + G 
can be lifted to an operator G/SC + G/eE, the one that we are actually interested in. 
As usual, we will be using the same notation for both operators. 
4.4. Well-dejinedness of the operators 
4.4.1. In order to make the above definitions (4.3.2-4.3.11) carry over to G/rt, it 
must be proven that all these operators respect a-bisimulation. We skip the cases of 
sum and product which are easy and can be looked up in [l I]. 
4.4.2. The merge operator defined in 4.3.3 respects a-bisimulation. 
Proof. Let fi, f2, gi, g2 E G,, be given such that f; eE gi. We have to show that 
Let Ri be the label preserving relation between fi and gi. We define a relation S 
between fiI]f2 and gi(lg2 as follows: 
(ml,m2)S(nl,n2) * (wRlm I& h&m). 
The roots are S-related. Suppose (ml,m2)S(nl,n2) and that p is a path .sku from 
(ml,m2) to (mi,mG) of which the last step is not a diagonal. Then this must be a 
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path entirely in one of the operands, say fi . Otherwise the a-edge would be ortho- 
gonal to a copy of one of the c-steps earlier in the path. We therefore have a path da 
in g1 from nl to n;. As rn2 and n2 are R2 related, there can be no c-edges arriving 
in (ml, m2) or (ni, n2) that stem from f2 or g2 respectively (cf. 4.2.6, statement 1 in 
the proposition and remember that nodes of graphs in G,, never have both incoming 
c-edges and atomic edges). This makes that the path da in gi\(g2 from (ni,nz) to 
(ni,n2) survives and that (ml,,mi) = (mi,mz) is S-related to (ni,nz). 
If p is a path of the form $(a 1 b) from (ml,m2) to (mi,mi) then there are paths 
-?a from ml to rni in fi and db from m2 to rnk in f2. This gives paths ~~‘a in gi from 
ni to n{ and sj’b in g2 from n2 to n;. The starting node of the communication a 1 b in 
gi Ilg2 is therefore accessible from (ni, n2) by c-steps. And the arrival nodes (mi,mk) 
and (ni,nL) are clearly S-related. 
Suppose now (ml,m2)S(nl,n2) and that p is an s-path to the end node (m{,mk). 
Then the projections of p on f, and f2 are s-paths to the end nodes rni and rni. They 
correspond to a-paths from ni and n2 in gi and g2. These two paths can be composed 
into an c-path in gi llg2 which arrives in an end node. Do remember that the s-structure 
in f o g, fll,-g and f 119 for two graphs f,g E G,, are equal. 
The other direction (conditions 4, 5 in 4.2) follows from symmetry. 0 
4.43. The left merge operator defined in 4.3.4 respects a-bisimulation. 
Proof. Let fi, fz,gl, g2 E G,, be given such that fi %e gi. We have to show that 
fi k f2 k$ g1 [g2. The relation S between these two graphs is defined in the same 
way as in 4.4.2. We only consider the differences with the merge case. If (ml,m2) 
and (n,,n2) are both not accessible from the root in a-steps, then their subgraphs are 
the same as in fi 11 f2, g1 llg2 respectively. Here condition 3 in 4.1.3 is applied. Sup- 
pose (ml,mz)S(nl,n2) and one of (ml,mz), (nl,n2) is c-accessible from the root of its 
graph, then (ml,mz) and (nl,nz) are both the root of their graphs: a-accessibility in 
the Cartesian product graph means that the components ml, m2 (or ni, n2) are both 
a-accessible from the root in their own graph. Now apply 4.2.6. 
Suppose p is a path in f, [ f2 from the root, of the form Eka, then this must be a 
path in fl : it cannot end with a diagonal step, it must be in one of the two operands 
fi, f2 and it cannot be in f2. This gives a corresponding path in gl, etc. 
The pure a-paths are the same as in the merge graphs fl (I f2 and gi Ilg2. 0 
4.44. The communication merge operator defined in 4.3.4 respects c-bisimulation. 
Proof. Easy after reading 4.4.2 and 4.4.3. 0 
4.45 In order to show that the definition in 4.3.11 of pf carries over to G/Fe and 
that the function f may be considered as a function A + G/?C, we have to prove 
two statements: 
318 J. L. M. Vrancken I Theoretical Computer Science I77 (1997) 287-328 
1. Let f be a function A -+ G and X, y E G. Then 
2. Let f and g be two functions A + G and x E G. Then 
v’a E A: f(a) % s(a) =+ Pf(X) 2 Pf(X). 
Proof. 1. A lot of new nodes come into existence in the construction of pf(x) which 
are not yet present in x. We have to define a notation for them. First we choose, for 
the processes f(a), representatives in G that have at most one end node (cf. 4.2.3.2). 
By (m, -) we denote a node of pf(x) which stems from the node m of X. By (k,e), 
where e is an edge of x which was replaced by a copy of f (Zb(e)) and k is node 
of f(Zb(e)), one of the new nodes is denoted. Some nodes have two names in this 
notation. 
We call R the relation between x and y. A relation S between pf(x) and pf(y) is 
defined as the smallest relation such that: 
l VmENx,nENy:mRn =s-(m,-)S(n,-) and 
l YeI E Ex,e2 E Ey : Zb(el) = Zb(e2) EA & sn(el) R sn(e2) & an(el) R an(e2) + 
vk EN( f(Wel)>>:(kel)S (ke2). 
Showing that S defines an a-bisimulation is now straightforward. 
2. Here we have to define a relation S between p,(x) and ps(x), the relation between 
f(a) and g(u) being denoted by R,. S is defined as the smallest relation such that 
l (m,-)S(m,-) and 
l ve E &, ki E N~(u,(~)), k2 E %(u++ : kl R/t+) k2 * 66, e) S (he). 
Again it is now straightforward to finish the proof. 0 
4.5. What remains to be done in order to show that G/et is a model of ACP’ is a 
proof of the axioms and (doing a bit too much) of the properties of the pf operator. 
Some of these proofs are trivial and/or can be looked up in [ll]. We will treat some 
that are less trivial. 
4.51. The axiom xjly = x [y + y lx +x 1 y holds in G/rt,. 
Proof. First choose representatives for x, y and z in G,,. The graphs on the right-hand 
side are all copies of x]Jy with some edges, a-accessible from the root, changed into 
&edges. Denoting nodes of x [ y, y [ x, x 1 y by ml, m2 and m3 respectively, where m 
is a node of x 1 y, we can define the relation S between xl/y and x [ y + y Lx + x 1 y 
as the smallest relation such that 
m has an atomic incoming edge or m is the root of xl/y + mSm, for i = 1,2,3. 
If we denote the root of x(]y by r, then in x [y + y Lx +x I y the roots q, r2 and q 
are made identical. It is easy to show that S is an a-bisimulation. 0 
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4.5.2. The axiom ax Ly = a(xll y) holds in G/e,. It is a special case of the equation 
(x [y) U_z = x [(yllz), at least after proving ax = a Lx. This last equation is trivial 
using Remark 6 in Section 4.2.3. The former equation is one of the two equations in 
Proposition 3.1.3 and also holds in G/se. For the proof we refer to 4.5.7. 
4.5.3. The axiom x 1 y = y (x and the equation xlly = yI(x hold in G/r)E. 
Proof. Graph isomorphism, immediate from the definitions. q 
4.5.4. The merge operator is associative in G/et. 
This is not an axiom of ACP’ but this statement is sufficiently important to be fatal 
for the graph model that we constructed in this section if it were not true. Below we 
will give a handwaving proof. Refer to 4.5.7 for a more formal proof. 
Proof. We will show first that for graphs x,y,z~G,,, the graphs +(y llfz) and 
(X Ilfy)llfz are graph isomorphic, The shell of nodes and edges, disregarding the la- 
bels, is the same for these two graphs as the Cartesian product on graphs is associative. 
The s-structure is also the same; the definition of 11~ does not add or remove s-edges. 
We only need to consider which atomic edges are changed into b-edges. 
Edges are denoted by (m,n,q), (m,e2, p), (el,n, p) where m, n, p are nodes in x, 
y, z respectively and ei, e2, eg are edges of x, y, z respectively. Suppose (m,n,eJ) 
is an u-edge in (x Ilfy)llfz. Then m nor n have incoming s-edges. Therefore (n,es) 
survives in yllz and (m,n,e3) survives in x Ilr(y Ilrz). All the other cases are perfectly 
analogous. 
Now we have to add the diagonals. Here too, we will just consider one out of a 
number of analogous cases. Suppose (m, n, p) is a node in xll(y llz) and vertex of a 
cube of atomic edges a,, by, c, (looking in the Cartesian product, in the free merge they 
may have become 6). And suppose that x and y do not have arriving s-edges in m, n 
respectively and that z does have in p. Then one can easily check that in both (xl/ y)l/z 
and xll(yllz) we find the communication edges a, I by I cz, a, I c, and by I c,. 0 
4.5.5. The axiom x I (y I z) = (x ) y) I z holds in G/et. 
For a proof we refer to 4.5.7. 
4.5.6. The axiom ax I y = (a I y) [ x is a special case of the second equation in the 
Proposition in Proposition 3.1.3: (X I y) U_z =x I (y [z) (fill in y := a, x := y, z :=x). 
The proof of this equation is analogous to the proof of the equation mentioned in 4.5.5: 
(x ly) [z =x l(yIIz), cf. 4.5.7. 
4.5.7. The proof method introduced in 4.3.7 using the definitions in 4.3.9 will be 
applied here to the easiest case, the equation (xlly)llz = xll(yllz). Some hints will be 
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given for the other equations mentioned in 4.3.7 but the extensive mass of propositional 
logical calculation will be left to the reader. 
Proof. First we determine the label function lb] (the label function for the left-hand side 
expression, not to be confused with lb 1 !) for the graph x o y o z such that (x o y o z, lb/) 
represents the graph (~11 y ) llz for x, y, z E G,, . The definition in 4.3.9 is such that lb/ 
can be derived in a perfectly mechanical and reliable way. lbl equals the function lb,, 
for the merge graph of xl1 y and z. Below only the conditions in which Zbr equals E or 
a are mentioned. In all other cases it equals 6. Skipping some intermediate steps, the 
result looks like: 
h(tnx,nyhez) = 
& iff lb(e,) = E, 
a iff lb(e,) = a & fins & -ine(ny), 
lbr(tn,, e,), n,) = 
{ 
E iff lb(e,) = E, 
a iff lb(e,) = a & line & him, 
b((e,, n,>, n,> = 
E iff Ib(e,) = E, 
a iff Ib(e,) = a & fins & +m(n,), 
Wtn,, q>, e,) = a iff y(eY,e,) = a & 7im(nx), 
iff y(e,,e,) = a & 7im(ny), 
bt(e,, e,>, e,) = y(ex, ey, e,>. 
The label function lb, for x o y o z in order to represent x Il(y llz) looks like 
IbAn,, (n,, e,)) = 
E iff Zb(e,) = E, 
a iff Ib(e,) = a & fins & -ine(n,), 
lb&,, (e,, n, )) = 
{ 
E iff lb(e,,) = E, 
a iff Ib(e,) = a & -inn & +m(nZ), 
lbr(ex, (+n,)) = 
E iff Ib(e,) = E, 
a iff lb(e,) = a & line & lim(nZ), 
iff y(e,,e,) = a 84 +m(q), 
We,, tny, e  )> = a iffy(e,, e,) = a & -ins(+), 
We,, tey, G>> = a iff y(eX,eY) = a & dm(nZ), 
Wex, (ey,ez)) = y(ex,eyy,er). 
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One can see that Zb, and lb, are exactly the same and that the method has, at least in 
this case, succeeded in keeping the formal story within reasonable proportions. One of 
the reasons why this is the simplest case is because graph isomotphism applies here, 
which does not hold for the three other equations. The label functions involved there 
sometimes differ but only for edges not accessible from the root. Probably the easiest 
way to deal with this situation consists of changing the label function such that they 
yield 6 for edges not accessible from the root. But still the proofs are much more 
involved than the one given above and are left to the reader. 0 
4.5.8. The properties of the pf operator defined in 4.3.11 hold in G/eE. The axioms 
for a[ and S, in ACP’ follow trivially from these properties. 
Proof. It is easy to show that for all 6 properties, graph isomorphism applies. 0 
4.5.9. In the preceding sections we have proven: 
Theorem 4.5.10. (G/% A, E, 6, +, ., 11, [, 1, 61, 61) is a model of ACP’. 
5. The supplementary axioms in the graph model 
In this section the supplementary axioms and operators of Section 3 will be studied 
in the graph model G/fit,. It will be shown that all these operators can be defined in 
this model and that all the axioms mentioned in Section 3 hold in G& 
5.1. Basic properties of E and 6 
51.1. Proposition. In G/% the equations of Proposition 3.1.1 hold: 
1. XL&=X, 
2. XII& = x, 
3. &Lx=& or &lx=S, 
4. E[IX=&*x+&=x, 
5. E II(x ll(y +z)) = 8 [(x Ly) + E 1(x jtz), 
6. E 1x6 = 6, 
7. E 1(x I v> = 4 
8. E~I(xL~Y)=E~((EIIx=E&E~~~=E), 
9. 6 ll(x IlY) = E lKXllY)> 
10. (a Lx> ky = E H (E LX = & & & uy = E). 
Proof. Most are trivial. 8(+): If x [y contains an a-path from the root to an end node, 
then this path can be projected onto x and y. Which therefore also have a-paths to end 
nodes. 0 
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5.1.2. Proposition. In G/%E the equations of 3.1.2 hold: 
1. x6 [Y = (x [Y)4 
2. Y [xS = (.Y Lx)& 
3. x6 IY =(xlyP, 
4. XWV = (XIIY)~. 
Proof. A simple s-bisimulation argument. 0 
5.1.3. The proposition and theorem of 3.1.3 were dealt with in Section 4.5.7. 
5.2. The handshaking axiom 
The handshaking axiom a 1 b 1 c = 6 is rather a property of the communication 
function y than a property of the model. The interesting statement to prove in G/%c 
is the following implication which was proven to hold in CTM in 3.2: 
(Va,b,cEA a\b(c=6) =S (V~,y,zprocesses x(ylz=6). 
Proof. According to the definition of x 1 y in Example 4.3.5, it starts with a communi- 
cation step (apart from intermediate s-steps and the possibility of immediate deadlock). 
Therefore x ( y ( z will start with a triple communication step which means deadlock in 
this case. 0 
An important consequence of handshaking is the expansion theorem (see 3.2): 
il xi = exi u ( > ii Xj + C (XiIXj))Ll i=l i=l j=l.j#i l<i<jgn ( !f =l,i,i,p> ’ 
Its proof is the same as the one suggested in 3.2 as the ingredients of that proof have 
already been shown to hold in G/tic. 
5.3. The projection operators z,, 
5.3.1. For the definition of the projection operators rc, in G/sz, we will only consider 
graphs that are trees without exclusive, infinite s-paths (paths that contain only s-steps 
and never arrive at an end node). Why this is done is explained in the remarks in 5.3.4. 
5.3.2. Definition. Let f E G be a tree without exclusive infinite s-paths and with all 
d-edges arriving in end nodes. The set of such trees is called T,. The graph x,(f) is 
obtained from the graph of f by removing all nodes that cannot be accessed from the 
root by means of a path of at most n atomic or &steps. Together with the nodes, their 
incoming edges are also removed. 
It is easy to prove that each T, contains an element in every s-bisimulation class 
of G: each element of G can be unfolded into a tree (cf. Remark 4.2.3.3). In this 
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tree, every s-edge from which only infinite a-paths can be accessed, are replaced by a 
d-edge. Then, every edge which is only accessible via a B-step, is removed. Finally, 
nodes and edges that are no longer connected to the root, are removed. 
53.3. Proposition. The operators rr, respect a-bisimulation. 
Proof. We have to define a special bisimulation relation S between two bisimilar trees 
f, g E T,. S is defined as the smallest relation which relates all nodes m and n that 
have bisimilar subtrees, and are accessible from the root by paths with identical A-label 
and no &steps (the A-label of a path is defined in the obvious way). It is easy to show 
that S is indeed an a-bisimulation and that its restriction to rr,( f) and q(g) is also 
an s-bisimulation. 0 
5.3.4. Remarks. 
1. The x2-images of the graphs in Fig. 17 are not .s-bisimilar. That is why the definition 
of rr,, is restricted to trees. 
2. The q-image of this graph seems to be the whole graph (which denotes the process 
CC?), contrary to the axiom Q(X) = E. That is why such s-paths are excluded in the 
definition of rc,. They can always be replaced by a &edge (cf. Fig. 3e, Fig. 18). 
5.3.5. The axioms for rr, hold in G/%C: 
no(n) = 6 
%l(E) = 6 
%I+1 (6) = 4 
71,+1(~) = a%@), 
n,(x + Y) = %I(x) + G(Y). 
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Proof. In each case, both sides of the equation yield the same graph. q 
5.4. The priority operators a and t3 
5.4.1. Given a strict partial order < on the atoms, one can define in G the unless 
operator a and the priority operator 0 which model priority branching in a process 
(see 3.4 and [2]). In this case the graphs have to be restricted to trees (for existence 
of a tree in each a-bisimulation class, cf. Remark 4.2.3.3). 
5.4.2. Definition. Let f, g E T. Define E( f, n), where IZ is a node of f, as the set of 
atomic edges, a-accessible from n. We say that an edge el is majorized by an edge e2 
if Ib(er ) < Zb(e2). The graph fag is obtained from the graph f by making 6 all the 
edges in E( f, rf ) majorized by an edge in E(g, rs). The graph e(f) is obtained from 
the graph f by changing into 6, for each node n of f, the edges in E( f, n) that are 
majorized by another edge in this set. 
5.4.3. a and 0 respect a-bisimulation. 
Proof. Easy, using the relation defined in the proof of Proposition 5.3.3. 0 
5.44. The axioms for a and 8 hold in G/e,: 
aab=a if not a < b, 
aab=b ifacb, 
xa.5 =x, 
xaS=x, 
xaay=xaa, 
xa(y+z) = (xa y)az, 
&ax=&, 
6ax=6. 
ax a y = (a a y)x, 
(x+y)az=xaz+yaz, 
e(&) = &, 
e(6) = 6, 
e(ax) = se(x), 
e(x + y) = e(x) a y + e(y) a (x). 
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Proof. Easy. 0 
5.4.5. Remarks. 
l The example in Fig. 19 shows that in the definition of 8 given above, the graphs 
have to be restricted to trees. The &value of the graph (an element of G 11) following 
this definition, is different from the value after unfolding. 
l In an early version of the priority axiom system, the axiom 0(x + y) = 0(x a y) + 
t&y ax) was used instead of 0(x + y) = e(x) a y + e(y) ax. The replacement was 
an improvement regarding the term rewriting properties of the system. In G/%8 
however, the equation 0(x a y) = e(x) a y holds. 
5.5. The epsilon abstraction rule EAR 
We can be short about EAR, the Epsilon Abstraction Rule in the model G/(fE. It 
was defined in 3.5 and its proof is given in 4.2.3, Remark 5. 
5.6. Finite trees and deadlock behaviour 
5.6.1. The closed term model or initial algebra of ACPE (called CTM in this paper), 
is isomorphic to a submodel of the graph model G& namely the model based on 
T,-, the subset of finite trees. We will not prove this in detail as it involves techniques 
(rewriting analysis of the equations) not treated in this paper (one direction at least, 
the other direction is trivial). 
5.62. (T~I%,A,G 6, +, ., II, [, I ,&I,&) is a model of ACP’ and a submodel of G/%. 
Proof. Starting from the canonical injection i: Tf ---) T, it is not hard to supply the 
necessary definitions and verify the necessary statements. Cl 
5.6.3. The translation of closed BPAE terms into trees is an easy inductive process: the 
constants are translated into single edge graphs and x + y, x. y are translated as shown 
in 4.3.2. The translation of closed ACP’ terms can be done in two ways: eliminate 
the operators 11, [, 1, cI and 81 and apply the algorithm for closed BPAE terms. Or, 
alternatively, one can use the definitions in 4.3 followed by unwinding, realizing that 
this will always yield a finite tree. 
The translation of finite trees into closed terms is an analogous inductive process. 
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5.6.4. Finite trees have an advantage: it is easy to define normal forms for them. 
5.6.5. Definition. An a-component (a EA) is a tree of the form shown in Fig. 20 
where x is a finite tree (Fig. 20). 
So, each finite tree # E, 6 is a sum of a finite number of a-components and possibly 
an s-edge. 
A finite tree is in normal form if 
l no node has two or more equal a-components; 
l the tree does not contain any intermediate a-edges or terminal a-edges starting from 
a node with outdegree 1; 
l the tree does not contain any terminal S-edges starting from a node with outdegree 
32; 
l the tree does not contain any edges, accessible via a b-step. 
An easy induction on the depth of a tree shows that two bisimilar trees in normal form 
must be identical (use the fact that a subtree of a tree in normal form is also in normal 
form). 
The process of alternatingly removing superfluous u-components and removing super- 
fluous a- and S-edges and inaccessible parts of the tree, must terminate when applied to 
a finite tree and must result in its normal form. This shows that s-bisimilarity between 
two given finite trees can be reduced to tree-equality and is therefore decidable. 
5.6.6. Once the isomorphism between the initial algebra of ACPE and the model 
Tf/eE is proven, the following two conclusions can be drawn: 
l provable equality among closed ACP’ terms is decidable. 
l the operators r-1 (3.6), x,, (3.3), a and 6’ (3.4) and their axioms are conservative 
extensions to ACP’. 
5.6.7. The proofs and intuitive support concerning the deadlock behaviour of renaming 
operators, announced in Section 3.6.4, can easily be supplied using finite trees. We 
first define what it means that a tree does or does not deadlock, then we show that 
these notions obey the same equations as those given for the predicates D and ND in 
Sections 3.6.4 and 3.6.7. 
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5.6.8. Definition. DT, a predicate on T//YE, is delined as: 
DT(t) +s the normal form oft contains at least one d-edge. 
56.9. Proposition. 
1. -DT(c), -DT(a), DT(6), 
2. DT(x) & DT(y) + DT(x +y), 
3. 7DT(x) & 7DT(y) =P 7DT(x + y), 
4. DT(xy) * (DT(x) or DT(y)), 
5. DT(x) =s DT(ax + y), 
6. DT(x) & -DT(x +y) + x = 6, 
7. DT(x + y) & -DT(y) 3 3a E A, 32, t E T~/s~ : DT(z) & x = az + t, 
8. x # c, 6 + (DT(y) =+ DT(xy + z)). 
Proof. All of these are trivial to prove, using a-bisimulation and the recipe for the 
normal form of a finite tree. 0 
5.6.10. Proposition. For x E CTM, we hate 
1. D(x) ti DT(x) 
2. ND(x) e -DT(x) 
Here x denotes both an element of’ CTM and its image in Tyi?+C under the unique 
ACP-isomorphism between these two models. 
Proof. Easy. Ll 
Finally the proofs can be supplied for the Propositions 3.6.4 and 3.6.7. As the recipe 
for normal forms never introduces any S-steps, Proposition 3.6.4 follows immediately. 
For Proposition 3.6.7 the easiest way is to apply structural induction and Property 8 
in Proposition 5.6.9. 
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