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Abstract
Families of mixtures of multivariate power exponential (MPE) distributions have
been previously introduced and shown to be competitive for cluster analysis in compar-
ison to other elliptical mixtures including mixtures of Gaussian distributions. Herein,
we propose a family of mixtures of multivariate skewed power exponential distributions
to combine the flexibility of the MPE distribution with the ability to model skewness.
These mixtures are more robust to variations from normality and can account for
skewness, varying tail weight, and peakedness of data. A generalized expectation-
maximization approach combining minorization-maximization and optimization based
on accelerated line search algorithms on the Stiefel manifold is used for parameter
estimation. These mixtures are implemented both in the model-based clustering and
classification frameworks. Both simulated and benchmark data are used for illustration
and comparison to other mixture families.
1 Introduction
Mixture modeling has been firmly established in the literature as a useful method for finding
homogenous groups in heterogenous data. Using mixture models for cluster analysis has a
long history dating to Wolfe (1965) who considered using a Gaussian mixture model for clus-
tering. In model-based clustering, mixture models are used to partition data points to learn
group membership of observations with no known group labels. If some observations were
previously labelled, this is known as model-based classification. A G-component mixture
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model assumes that a random vector X has density
f(x|ϑ) =
G∑
g=1
πgfg(x|θg),
where g = 1, . . . , G, πg > 0 are the mixing proportions with
∑G
g=1 πg = 1, and fg(·) are the
component densities.
The Gaussian mixture model (Banfield & Raftery, 1993; Celeux & Govaert, 1995) re-
mains popular due to its mathematical tractability. However, it is inflexible in the presence
of skewness and different levels of kurtosis, and has been known to result in an overestimate
of the number of clusters and poor density estimation for known clusters (Franczak et al.,
2014; Dang et al., 2015). Therefore, it has become popular to consider mixtures of more
flexible distributions for clustering to deal with such scenarios.
Mixture models that can deal with varying tail-weight, skewness and/or concentration,
and kurtosis are increasingly becoming common. A small selection of such mixtures in-
clude mixtures of multivariate t (Peel & McLachlan, 2000; Andrews & McNicholas, 2012),
multivariate power exponential (Dang et al., 2015), skew-t (Lin, 2010; Vrbik & McNicholas,
2014; Lee & McLachlan, 2014), asymmetric Laplace (Franczak et al., 2014), variance-gamma
(S. M. McNicholas et al., 2013, 2017), normal inverse Gaussian (Karlis & Santourian, 2009;
Subedi & McNicholas, 2014; O’Hagan et al., 2016), generalized hyperbolic (Browne & McNicholas,
2015). Two common methods to introduce skewness are by means of a normal variance-mean
mixture model and hidden truncation methods using an elliptical distribution and a skew-
ing function. The former assumes that a random vector X can be written in the form
X = µ + Wα +
√
WV , where µ and α are location and skewness vectors, respectively,
V ∼ N (0,Σ), W ⊥ V , and W > 0 is a positive random variable with density h(w|Θ).
Depending on the distribution of W , different skewed distributions can be derived, for ex-
ample, the generalized hyperbolic, skew-t, variance gamma and normal inverse Gaussian
distributions. The second method makes use of a combination of an elliptical distribu-
tion and a skewing function. For example, a random vector X (Azzalini & Valle, 1996)
follows a multivariate skew normal distribution with skewness α if its density can be writ-
ten as f(x) = 2φp(x|µ,Σ)Φ(α′x), where φp(·) is the density of the p-dimensional normal
distribution and Φ(·) denotes the cumulative distribution function of the standard normal
distribution.
The multivariate power exponential (MPE; Go´mez et al., 1998) distribution has been
used in many different applications (Lindsey, 1999; Cho & Bui, 2005; Verdoolaege et al.,
2008) and was recently used in the mixture model context by Dang et al. (2015). Depending
on the shape parameter β, either a leptokurtic or platykurtic distribution can be obtained.
Specifically, if 0 < β < 1 then the distribution is leptokurtic, which is characterized by a
thinner peak and heavy tails compared to the Gaussian distribution. If β > 1, a platykur-
tic distribution, characterized by a flatter peak and thin tails compared to the Gaussian
distribution, is obtained. Other distributions can also be obtained for specific values of the
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shape parameter, for example, for β = 0.5, the distribution is a Laplace (double-exponential)
distribution and for β = 1, it is a Gaussian distribution. Furthermore, when β → ∞, the
MPE becomes a multivariate uniform distribution.
Dang et al. (2015) derived a family of mixture of MPE distributions but those mixtures
could only account for elliptical clusters. Herein, we introduce a novel multivariate skewed
power exponential (MSPE) distribution. Using an eigen-decomposition (Celeux & Govaert,
1995) of the component scale distributions, we construct a family of 16 MSPE mixture
models for use in both clustering and semi-supervised classification. These models can
account for varying tail weight (heavy, Gaussian, or light), peakedness (thinner or thicker
than Gaussian), and skewness of mixture components. The rest of this paper is organized
as follows. Section 2 introduces the MSPE distribution and Section 3 provides a generalized
expectation maximization (GEM; Dempster et al., 1977) algorithm for parameter estimation
for mixtures of MSPE distributions. Section 4 details some results on some simulated and
benchmark data. Finally, we conclude with a discussion and some possible future work in
Section 5.
2 Background
Using the parametrization given by Go´mez et al. (1998), a random vector X follows a p-
dimensional power exponential distribution if the density is
f(x|µ,Σ, β) = pΓ
(
p
2
)
πp/2Γ
(
1 + p
2β
)
21+
p
2β
|Σ|− 12 exp
{
−1
2
δ(x)β
}
, (1)
where δ(x) := δ (x|µ,Σ) = (x− µ)′Σ−1 (x− µ), µ is the location parameter, Σ is a
positive-definite scale matrix, and β determines the kurtosis. In a similar manner to Azzalini & Valle
(1996), Lin et al. (2014) derived the multivariate skew t-normal distribution by using an el-
liptical multivariate t-distribution and the cumulative distribution function of the standard
normal distribution as the skewing function.
Here in our paper, the skewness function is still the N(0, 1) cumulative distribution func-
tion while the elliptical distribution is now replaced with the MPE distribution. Specifically,
a random vectorX follows a p-dimensional skew power exponential distribution if the density
is of the form
f(x|µ,Σ, β,ψ) = 2 g(x|µ,Σ, β) Φ(ψ′Σ−1/2(x− µ)), (2)
=
2pΓ
(
p
2
)
πp/2Γ
(
1 + p
2β
)
21+
p
2β
|Σ|− 12 exp
{
−1
2
δ(x)β
}
Φ
(
ψ′Σ−1/2(x− µ)
)
with location vector µ, scale matrix Σ, shape parameter β, and skewness vector ψ. Some
special cases of this distribution include the skew normal distribution (β = 1), a variant
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Figure 1: Contours of the multivariate skew power exponential distribution for different
values of the shape and skewness parameters with µ = (0, 0)′ and an identity scale matrix.
The middle panel with β = 1 is a multivariate skew normal distribution.
of a skew Laplace distribution (β = 0.5), the power exponential distribution (ψ = 0) and
a generalization of the multivariate uniform distribution (β → ∞, ψ = 0). Examples of
contours of the MSPE distribution are given in Figure 1.
3 Mixtures of MSPE Distributions
3.1 Inference
For parameter estimation, we utilize an iterative procedure, the GEM algorithm herein. As
opposed to the expectation-maximization algorithm (Dempster et al., 1977), in the GEM
algorithm, the expected value of the complete data log-likelihood is increased, rather than
maximized, to yield parameter estimates. Consider a random sample x1, . . . ,xn from a
p-dimensional MSPE mixture distribution from a population with G subgroups. If we define
zig =
{
1 if xi is from group g,
0 otherwise,
then the complete data log-likelihood can be written as
Lc(Θ) =
N∑
i=1
G∑
g=1
zig log
[
2πg
pΓ
(
p
2
)
πp/2Γ
(
1 + p
2βg
)
2
1+
p
2βg
|Σg|− 12
× exp
{
−δig(xi)
βg
2
}
Φ
(
ψ′Σ−1/2(xi − µg)
)]
.
For parsimony, an eigen-decomposition is commonly imposed on component covariance
matrices using the re-parameterization Σg = λgΓg∆gΓg
′ where∆g is a diagonal matrix with
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entries proportional to the eigenvalues of Σg (with |∆g| = 1), λg is the associated constant
of proportionality, and Γg is a p×p orthogonal matrix of the eigenvectors of Σg with entries
ordered according to the eigenvalues (Banfield & Raftery, 1993; Celeux & Govaert, 1995). A
subset of eight models was considered in Dang et al. (2015) including the most parsimonious
(EII) and the fully unconstrained (VVV) models for their family of mixture models using
elliptical power exponential distributions (Table 1). Here, we consider the same eight models
to form a family of mixtures of skewed power exponential distributions.
After initialization (Section 3.2), the algorithm proceeds as follows.
E-Step: In the E-step, the group membership estimates, zˆig, are updated using
zˆig := ÊΘ
[Zig|xi] =
πˆgf
(
xi|µˆg, Σˆg, βˆg, ψˆg
)
∑G
j=1 πˆjf
(
xi|µˆj, Σˆj, βˆj , ψˆg
) ,
for i = 1, . . . , N and g = 1, . . . , G.
M-Step: The update for πˆg is πˆg = ng/N, where ng =
∑N
i=1 zˆig. However, the updates
for µˆg, Σˆg, βˆg and ψˆg are not available in closed form. For estimating βg, either a Newton-
Raphson method or a root finding algorithm may be used and is identical to the estimate
in Dang et al. (2015). In our implemented code, we constrain βg to be less than 200 for
numerical stability as in Dang et al. (2015). A Newton-Raphson update is used for the
location parameter µˆg with the following:
∂Q
∂µg
=βˆg
N∑
i=1
zˆigδig(xi)
βˆg−1Σˆ
−1
g (xi − µˆg)−
N∑
i=1
zˆig
φ(ψ′gΣ
−1/2
g (xi − µˆg))
Φ(ψ′gΣ
−1/2
g (xi − µˆg))
Σ−1/2g ψg, (3)
∂2Q
∂µgµ
′
g
=βˆg
N∑
i=1
zˆig
[
−δig(xi)βˆg−1Σˆ−1g − 2(βˆg − 1)δig(xi)βˆg−2Σˆ
−1
g (xi − µˆg)(xi − µˆg)′Σˆ
−1
g
]
−
N∑
i=1
zˆigψ
′
gΣ
−1/2
g (xi − µˆg)
φ(ψ′gΣ
−1/2
g (xi − µˆg))
Φ(ψ′gΣ
−1/2
g (xi − µˆg))
Σˆ
−1
g ψgψ
′
gΣˆ
−1
g
−
N∑
i=1
zˆig
[
φ(ψ′gΣ
−1/2
g (xi − µˆg))
Φ(ψ′gΣ
−1/2
g (xi − µˆg))
]2
Σˆ
−1
g ψgψ
′
gΣˆ
−1
g ,
where δig(xi) :=
(
xi − µˆg
)′
Σˆ
−1
g
(
xi − µˆg
)
.
For estimating the skewness parameter ψ, the density is first re-parameterized as
f(x|µ,Σ, β,ψ) =2 g(x|µ,Σ, β) Φ(ψ′Σ−1/2(x− µ))
=2 g(x|µ,Σ, β) Φ(η′(x− µ)),
where η = Σ−1/2ψ. A quadratic lower-bound principle (Bo¨hning & Lindsay, 1988; Hunter & Lange,
2004) on the relevant part of the complete-data log-likelihood using the re-parameterized
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density uses the following property to construct a quadratic minorizer:
log(Φ(s)) ≥ log(Φ(s0)) + φ(s0)
Φ(s0)
(s− s0) + 1
2
(−1)(s− s0)2,
where −1 is the lower bound of the second derivative in the Taylor series around s0. Then,
an estimate for ηg yields
ηg =
(
N∑
i=1
zˆig(xi − µˆg)(xi − µˆg)′
)−1 [ N∑
i=1
zˆig
φ(η′g0(xi − µˆg))
Φ(η′g0(xi − µˆg))
(xi − µˆg)
+
N∑
i=1
zˆig(xi − µˆg)(xi − µˆg)′ηg0
]
and we can back transform to obtain ψg = Σ
1/2
g ηg.
As in Vrbik (2014), we found that φ(x0)/Φ(x0) is computed as ∞ by R (R Core Team,
2019) for arguments less than −37. For such arguments less than −37, we used the approx-
imation they provided (see Vrbik, 2014, for details regarding the derivation):
φ(−x)
Φ(−x) ≈ 1÷
(
1
x
− 1
x3
+
3
x5
− 3× 5
x7
+
3× 5× 7
x9
)
. (4)
For the scale matrices Σg, the estimation makes use of minorization-maximization al-
gorithms (MM; Hunter & Lange, 2000, 2004) by exploiting the concavity of the functions
containing Σg (or parts of its decomposition) and accelerated line search algorithms on the
Stiefel manifold (Absil et al., 2009; Browne & McNicholas, 2014), with different updates de-
pending on if the latest estimate for βg was less than 1, or greater than or equal to 1. For
more details, see Dang et al. (2015). Combining the constraints of the eigen-decomposition
in Table 1, with constraining βg to be equal or different between groups results in a family
of 16 models. For example, a VVIE model represents a VVI scale structure (as in Table 1)
and the shape parameter constrained to be equal between groups (βg = β).
3.2 Initialization
It is well known that the performance of the iterative EM algorithm depends heavily on good
starting values. We adopted the following strategy. The group memberships are initialized
using the k-means (Hartigan & Wong, 1979) algorithm. We also tried using a single random
initialization, however, this resulted in decreased performance in unsupervised classification.
Once these initial memberships are set, µg is initialized using the group sample means,
Σg are initialized using the group sample covariance matrices. The kurtosis parameters βg
are initialized to 1. Finally, two different initializations for the skewness were considered.
The first was to just set the skewness to the zero vector; however, we propose initializing
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Table 1: Nomenclature, scale matrix structure, and the number of free scale parameters for
the eigen-decomposed family of models.
Model λg ∆g Γg Σg Free Parameters
EII Equal Spherical – λI 1
VII Variable Spherical – λgI G
EEI Equal Equal Axis-Aligned λ∆ p
VVI Variable Variable Axis-Aligned λg∆g Gp
EEE Equal Equal Equal λΓ∆Γ′ p (p+ 1) /2
EEV Equal Equal Variable λΓg∆Γ
′
g Gp(p+ 1)/2− (G− 1)p
VVE Variable Variable Equal λgΓ∆gΓ
′ p(p+ 1)/2 + (G− 1)p
VVV Variable Variable Variable λgΓg∆gΓ
′
g Gp (p+ 1) /2
the skewness using a non-parametric estimate. Specifically, we propose the initialization
for element d of the skewness vector for group g to be an ad-hoc empirical estimate of
skewness ψgd = (µgd −mgd)/σgd, where µgd, mgd, and σgd are the the sample mean, median
and standard deviation respectively of dimension d for group g.
3.3 Convergence, Model Selection, and Performance Criteria
Following Lindsay (1995) and P. D. McNicholas et al. (2010), the iterative GEM algorithm
is stopped based on the Aitken’s acceleration (Aitken, 1926). An asymptotic estimate of
the log-likelihood at iteration k + 1 is compared with the current log-likelihood value and
considered converged when the difference is less than some positive ǫ. Here, we use ǫ = 0.005.
In a general clustering scenario, the number of groups is generally not known a priori
and the covariance model is not known. Therefore, a model selection criterion is required.
The most common criterion for model selection is the Bayesian information criterion (BIC;
Schwarz, 1978). The BIC can be written as
BIC = 2l(ϑˆ)−m log n,
where m is the number of free parameters, n is the sample size and l(ϑˆ) is the maximized
log-likelihood. The integrated complete likelihood (ICL; Biernacki et al., 2000) was also
considered for model selection; however, the ICL did not consistently outperform the BIC
in simulations and thus for the rest of this manuscript, we have used BIC consistently.
To evaluate classification performance, we use the adjusted Rand index (ARI; Hubert & Arabie,
1985). The ARI compares two different classifications, specifically in our case the estimated
classification and the (known) true classification for benchmarking. The ARI takes a value
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of 1 when there is perfect classification and a value of 0 when the estimated classification is
equivalent to randomly assigning the labels.
4 Analyses
We compared the performance of the MSPE mixture models with mixture model implementa-
tions based on the MPE distribution (Dang et al., 2015), the generalized hyperbolic distribu-
tion (MixGHD; Tortora et al., 2018), and the Gaussian distribution (mixture; Browne et al.,
2018). We chose these mixtures for comparison as Gaussian mixtures remains widely used
and the generalized hyperbolic distribution has special cases that include parameterizations
of inverse Gaussian, variance gamma, skew-t, multivariate normal-inverse Gaussian, and
asymmetric Laplace distribution. Using these comparators, we get comparisons to mixtures
based on purely elliptical (Gaussian), elliptical with flexible kurtosis modeling (MPE), and
skewed (generalized hyperbolic) distributions. For a fair comparison, we restrict the models,
if available (MixGHD only has the unconstrained model), in the other implementations to those
in Table 1. In addition, we used BIC as the model selection criterion and k-means (with one
random start, the default for mixture and MixGHD) as the initialization for all algorithms.
Data from the MSPE distribution is simulated using a Metropolis-Hastings rule.
4.1 Simulations
4.1.1 Simulation 1: Heavy and light-tailed skewed clusters
A three-component mixture is simulated with 500 observations in total. Group sample sizes
are sampled from a multinomial distribution with mixing proportions (0.4, 0.4, 0.2)′. The
first component is simulated from a light-tailed three-dimensional MSPE distribution with
µ1 = (0, 0, 3)
′, β1 = 2.5, and ψ1 = (0, 5, 10)
′. The second component is simulated with
µ2 = (0, 0, 0)
′, β2 = 0.95, and ψ2 = ψ1. The third component is simulated with heavy tails
with µ3 = (−2,−3, 0)′, β3 = 0.8, and ψ3 = (0, 1, 2)′. Lastly, the scale matrices were common
to all three components:
Σ1 = Σ2 = Σ3 =

1.00 0.10 0.200.10 1.50 0.30
0.20 0.30 1.20

 .
The simulated components are not well separated (an example scatterplot matrix is in Fig-
ure 2). All four mixture implementations are run on 100 such data sets for G = 1, . . . , 4.
For the MSPE family, a three-component (two-component) model is selected by the BIC
99 (1) times. When the two-component model was selected, this is because the model chosen
had merged the two heavy-tailed components. For the MPE family, the BIC selects a three-
component (four-component) model 98 (2) times. Here, when the four-component models
8
X1 X2 X3
X
1
X
2
X
3
−6 −4 −2 0 2 −6 −4 −2 0 2 4
−6
−4
−2
0
2
4
−2
0
2
4
Cluster 1 2 3
Figure 2: An example scatterplot matrix of the three-component mixture of Simulation 1.
are selected, this is because the model chosen has split up the heavy-tailed cluster into two
separate components. For the mixture family, the BIC selects a two-, three-, and four-
component model 12, 82, and 6 times, respectively. The two-component models are a result
of the model merging the two heavy-tailed components. However, when the four-component
models are selected, the model may have either split one of the heavy-tailed components
or alternatively, the light-tailed component into two. On the other hand, for the MixGHD
algorithm, two-component (three-component) component models are selected 99 (1) times,
respectively. This under-fitting (the two heavy-tailed components are merged) may be due
to the use of the BIC or that only the unconstrained scale model is possible with the MixGHD
algorithm.
The ARI values for the selected MSPE models range from 0.67 to 0.93, with a median
(mean) ARI value of 0.84 (0.84). The selected MPE models yield ARI values ranging between
0.66 and 0.89, with a median (mean) value of 0.82 (0.82). The selected mixture models
yield ARI values ranging between 0.59 and 0.88, with a median (mean) value of 0.80 (0.77).
Similarly, the MixGHD algorithm yields ARI values ranging between 0.52 and 0.70, with a
median (mean) value of 0.64 (0.64). For the MSPE models, an EEEV model was selected
27 out of the 100 times, with a more parsimonious model being selected the other times.
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4.1.2 Simulation 2: Heavy-tailed and Gaussian skewed clusters
A three-component mixture is simulated with 500 observations in total. Group sample
sizes are sampled from a multinomial distribution with mixing proportions (0.3, 0.45, 0.25)′.
The first component is simulated from a three-dimensional skewed normal distribution (i.e.,
β1 = 1) with µ1 = (0, 1, 2)
′, and ψ1 = (3, 5, 10)
′. The second component is simulated
from a heavy-tailed three-dimensional MSPE distribution with µ2 = (0, 4, 2)
′, β2 = 0.8, and
ψ2 = (−3, 5,−5)′. The third component is simulated with µ3 = (−2,−3, 0)′, β3 = 0.9, and
ψ3 = (5, 10,−5)′. Lastly, the scale matrices are
Σ1 =

1.00 0.50 0.400.50 1.50 0.35
0.40 0.35 1.20


and
Σ2 = Σ3 =

1.00 0.30 0.200.30 1.50 0.30
0.20 0.30 1.20

 .
Again, the simulated components are not well separated and all four mixture implementa-
tions are run on 100 such data sets for G = 1 through 4.
For the MSPE family, a three-component (four-component) component model is selected
by the BIC 99 (1) times. For the MPE family, the BIC selects a three-component (four-
component) model 95 (5) times. On the other hand, for the MixGHD algorithm, a three-
component model is selected by the BIC all 100 times. Interestingly, for the mixture family,
the BIC selects a three-component (four-component) model 96 (4) times. In all cases when
the four component models are selected, this is because the model chosen has split up one
of the heavy-tailed clusters into two separate components.
The ARI values for the selected MSPE models range from 0.89 to 0.98, with a median
(mean) ARI value of 0.95 (0.94). The selected MPE models (that cannot fit skewed clusters)
yield ARI values ranging between 0.67 and 0.95, with a median (mean) value of 0.90 (0.88).
Similarly, the MixGHD algorithm yields ARI values ranging between 0.86 and 0.98, with a
median (mean) value of 0.93 (0.92). The selected mixture models yield ARI values ranging
between 0.64 and 0.95, with a median (mean) value of 0.90 (0.88). For the MSPE models,
an EEEV model is selected 90 out of the 100 times, with a less parsimonious model being
selected nine times, and a more parsimonious model selected once.
4.1.3 Simulation 3: Two light-tailed elliptical clusters
We also replicated a simulation from Dang et al. (2015). Here, a two-component EIIV
model is simulated with 450 observations with the sample sizes for each group sampled from
a binomial distribution with success probability 0.45. Both components had identity scale
matrices and zero skewness. The first component is simulated from a two-dimensional MPE
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distribution with µ1 = (0, 0)
′ and β1 = 2 while the second component is simulated using
µ2 = (2, 0)
′ and β2 = 5. Again, the simulated components are not well separated. All four
algorithms are run on 100 such data sets. For both the MSPE and MPE families, a two-
component model is selected by the BIC for each of the 100 data sets. On the other hand,
for the mixture family, the BIC selects a two, three, and four-component model 83, 9, and
8 times, respectively. Similarly, for the MixGHD algorithm, one, two, and three-component
models are selected 2, 65, and 33 times, respectively. Here, more components are being fitted
to deal with the light-tailed nature of the data.
For the MPE family (which was used to simulate the data), the ARI values for the
selected models range from 0.81 to 0.94, with a median (mean) ARI value of 0.89 (0.88).
The MSPE family performed similarly as expected (the MPE is a special case of the MSPE
family) with the ARI values for the selected models ranging from 0.81 to 0.95, with a median
(mean) ARI value of 0.88 (0.88). The selected mixture models yield ARI values ranging
between 0.33 and 0.94, with a median (mean) value of 0.85 (0.80). Similarly, the MixGHD
algorithm yields ARI values ranging between 0 and 0.90, with a median (mean) value of 0.64
(0.64). For the MSPE models, an EIIV model was selected 93 out of the 100 times, with a
less parsimonious model being selected twice, and a VIIE model selected five times.
4.2 Dataset Descriptions
For assessment of performance on benchmark data, we considered the following benchmark
data (often used for comparison of clustering algorithms) available through various R pack-
ages:
Iris Dataset The iris dataset (included with R) consists of 150 observations, 50 each of
3 different species of iris. There are four different variables that were measured, namely the
petal length and width and the sepal length and width.
Female Voles Dataset The fvoles dataset (Flury, 2012) had 6 measurements and the
age in days of 86 female voles from two different species (californicus and ochrogaster).
Wine Dataset The thirteen variable wine dataset (Hurley, 2012) had 13 different mea-
surements of chemical aspects of 178 Italian wines from three different regions.
Swiss Banknote Dataset The Swiss banknote dataset (Tortora et al., 2018) looked at 6
different measurements from 100 genuine and 100 counterfeit banknotes. The measurements
were length, width of the right and left edges, the top and bottom margin widths and the
length of the diagonal.
We considered several other datasets as well, on which performance of the different algorithms
is summarized in the Supporting Information.
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Table 2: Performance comparison of four mixture model families on benchmark data for
the unsupervised scenarios. Dimensionality and the number of known groups (i.e., classes)
are in parenthesis following each dataset name. For each implementation, the ARI and the
number of components are provided in parenthesis as table entries.
Dataset MSPE MPE MixGHD mixture
fvoles (p = 7, G = 2) 0.95 (2) 0.90 (2) 0.00 (1) 0.91 (2)
iris (p = 4, G = 3) 0.57 (2) 0.57 (2) 0.89 (4) 0.57 (2)
wine (p = 13, G = 3) 0.98 (3) 0.98 (3) 0.42 (2) 0.93 (3)
banknote (p = 5, G = 2) 0.68 (4) 0.68 (4) 0.98 (2) 0.68 (4)
4.3 Unsupervised Classification
We performed unsupervised classification on scaled datasets mentioned above using the same
comparison distributions as on the simulated data. The ARI and the number of groups
chosen by the BIC is shown in Table 2. In the case of the female voles dataset, skewed yet
light-tailed clusters are fit. Notice that in this case, the MixGHD model only finds one group,
which could be due to the fact that MixGHD cannot account for lighter tails well.
In the case of the iris data, the MSPE mixture performs just as well as the MPE mixture
but not as well as MixGHD (although a level of supervision helps; see Table 4). On the other
hand, in the case of the wine data, the MSPE mixture performs much better than the
generalized hyperbolic dsistribution mixture model. For the iris dataset, it appears that
all except the MixGHD model classify types 2 and 3 together as one group as is commonly
seen for this dataset in the unsupervised case. The shape parameter obtained from the best
fit model suggests fitted components were close to Gaussian in terms of tail weight. When
looking at the wine dataset, the MixGHD model under fits the number of groups, whereas
the MSPE, MPE, and mixture implementations display similar performance. The estimates
of the skewness and beta parameters from the MSPE fit generally indicate lower levels of
skewness, and heavier tails which could also explain why the Gaussian model exhibit slightly
lower performance than the MPE-based models but not why mixture performed better than
MixGHD (likely related to initialization, or the use of parsimonious models).
The banknote data is interesting in that the MSPE, MPE and Gaussian mixture models
all split the counterfeit and genuine banknotes into four different groups overall (Table 3)
but the MixGHD model splits the observations into two groups only.
4.4 Semi-Supervised Classification
Using the same datasets as in the unsupervised classification case, semi-supervised classifi-
cation is now considered. The incomplete data likelihood in the model-based classification
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Table 3: Classification tables for the cluster analysis of each model and dataset.
Dataset MSPE MPE MixGHD mixture
Fvoles
1 2
1 41 1
2 0 44
1 2
1 41 2
2 0 43
1 2
1 41 45
1 2
1 41 2
2 0 43
Iris
1 2 3
1 50 0 0
2 0 50 50
1 2 3
1 50 0 0
2 0 50 50
1 2 3
1 45 0 0
2 5 50 0
3 0 0 1
4 0 0 49
1 2 3
1 50 0 0
2 0 50 50
Wine
1 2 3
1 59 0 0
2 0 70 0
3 0 1 48
1 2 3
1 59 0 0
3 0 71 1
2 0 0 47
1 2 3
1 59 60 0
2 0 11 48
1 2 3
1 58 1 0
3 1 68 0
2 0 2 48
Banknote
1 2
1 78 0
2 21 0
3 1 15
4 0 85
1 2
1 75 0
2 24 0
3 1 15
4 0 85
1 2
2 99 0
1 1 100
1 2
1 75 0
2 0 85
3 24 0
4 1 15
framework is
L(ϑ | x1, . . . ,xn) =
k∏
i=1
G∏
g=1
[πgf(xi|θg)]zig
n∏
j=k+1
G∑
h=1
[πhf(xj|θh)],
where the first k observations have known memberships and fg(·) are the component densi-
ties. For each dataset, we take 25 labelled/unlabelled splits with 25% supervision. In Table
4, we display the average ARI values along with the standard deviation over the 25 splits. In
the case of the wine data, the MSPE and MPE distributions exhibit the best performance
in terms of the ARI. On the fvoles data, interestingly, mixture performs the best. For the
Iris and banknote datasets, although the MSPE models do not show the best performance,
their ARI is close to the highest ARI seen.
It is interesting to note that for the female voles and wine datasets, that semi-supervised
results are worse or only marginally better results that the clustering case, which we now
address. Fractionally supervised classification was first introduced by Vrbik & McNicholas
(2015) which allows for a certain amount of weight, 0 ≤ α ≤ 1, to be placed on labelled ob-
servations. The three different species of classification, cluster analysis, semi-supervised clas-
sification and discriminant analysis, are special cases when α = 0, 0.5 and 1 respectively. A
procedure for choosing the optimal weight was later described by Gallaugher & McNicholas
(2019) by using the determinant of the within group sum of squares matrix. Moreover, it
was shown that in some cases, increasing the amount of weight for the labelled observations
results in either very similar performance, or even a decrease in performance, see Section
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Table 4: Average ARI values along with standard deviations in parenthesis for the four
different models for each dataset for the semi-supervised runs. Dimensionality and the
number of known groups (i.e., classes) are in parenthesis following each dataset name.
Dataset MSPE MPE MixGHD mixture
fvoles (p = 7, G = 2) 0.73 (0.2) 0.67 (0.3) 0.44 (0.4) 0.91 (0.03)
iris (p = 4, G = 3) 0.90 (0.05) 0.91 (0.04) 0.74 (0.2) 0.91 (0.06)
wine (p = 13, G = 3) 0.84 (0.04) 0.84 (0.05) 0.67 (0.2) 0.81 (0.1)
banknote (p = 5, G = 2) 0.96 (0.04) 0.97 (0.03) 0.94 (0.2) 0.98 (0.02)
5.6 of Gallaugher & McNicholas (2019). Therefore, it is possible that a cluster analysis can
obtain better results compared to using semi-supervised classification and that in some cases
there is no difference.
5 Discussion
A multivariate skewed power exponential distribution is introduced that is well suited for
density estimation purposes for a wide range of non-Gaussian data. The families of 16
MSPE mixtures presented here allow for robust mixture models for model-based clustering
on skewed as well as symmetric components. These models can model components with vary-
ing levels of peakedness, tail-weight (light, heavy, Gaussian) simultaneously with skewness.
As a result, these models are well suited to model data with non-Gaussian components. In
addition to these properties, special cases of the MSPE distribution include the skew-normal
distribution among others. The performance of such mixtures for clustering is investigated
on a wide range of simulated scenarios (on heavy-tailed, light-tailed, Gaussian, and skewed
components, and their combinations) and on benchmark data commonly used for investi-
gating clustering and classification. At present, model selection is performed using the BIC,
and although this performs well in most cases, it is by no means perfect, and other criteria
could be considered in more detail.
Through simulations, we showed scenarios where such skewed mixtures are comparative
to or better than widely used elliptical mixture models (mixtures of Gaussians) or skewed
mixture models gaining increasing attention (mixtures of generalized hyperbolic distribu-
tions). When looking at real, benchmark datasets, we compared in the context of both
unsupervised clustering and semi-supervised classification. On these, the MSPE model per-
formed just as well or better on some of the investigated data sets compared to three other
mixture model families/algorithms. The analysis on the real datasets in the unsupervised
case displayed some possible weaknesses, specifically the issue of possible under fitting or
a decrease in classification performance on some of the data sets. Performance seemed to
improve for some of the data when a small level of supervision was introduced in a model-
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based classification framework. In the semi-supervised case, there were some datasets for
which the performance was not as good as in the unsupervised case. However, as mentioned
previously, it is likely the case that for some of the splits, assigning lower weight to the
labelled observations as used in the fractionally supervised classification paradigm might be
desirable.
There are numerous areas of possible future work. One such area would be to consider
a mixture of factor analyzers with the MSPE distribution for high dimensional data. A
matrix variate extension, in a similar manner to Gallaugher & McNicholas (2018) might
also be interesting for modeling three-way data.
Data Accessibility Statement
An implementation of mixtures of skewed power exponential distributions and mixtures of
power exponential distributions is available as an R package from https://cran.r-project.org/package=mixSPE.
All data used here are publicly available; references have been provided within the bibliog-
raphy.
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A.1 Performance on additional datasets
In addition to those considered in the main body of the manuscript, we also considered the
following data available through various R packages:
Crabs Dataset The crabs dataset (Venables & Ripley, 2002) contains 200 observations
with 5 different variables that measure characteristics of crabs. there were 100 males and
100 females, and two different species of crabs, orange and blue. This effectively creates four
different groups of crabs based on gender/species combinations with 50 observations in each
group.
Bankruptcy Dataset The bankruptcy dataset (Tortora et al., 2018) looked at the ratio
of retained earnings to total assets, and the ratio of earnings before interests and taxes to
total assets of 33 financially sound and 33 bankrupt American firms.
Yeast Dataset A subset of the yeast dataset from Nakai & Kanehisa (1991, 1992) sourced
through the MixSAL (Franczak et al., 2018) package is also used. There are measurements
on three variables: McGeochs method for signal sequence recognition (mcg), the score of the
ALOM membrane spanning region prediction program (alm), and the score of discriminant
analysis of the amina acid content of vacuolar and extracellular proteins (vac) along with the
possible two cellular localization sites, CYT (cytosolic or cytoskeletal) and ME3 (membrane
protein, no N-terminal signal) for the proteins.
Diabetes Dataset The diabetes dataset (Fraley et al., 2012) considered 145 non-obese
adult patients with different types of diabetes classified as normal, overt and chemical. There
were three measurements, the area under the plasma glucose curve, the area under the plasma
insulin curve and the steady state plasma glucose.
Unsupervised classification We performed unsupervised classification on scaled datasets
mentioned above using the same comparison distributions as on the simulated data. The
ARI and the number of groups chosen by the BIC is shown in Table 5. We see that for
the crabs (same number of components as known not selected by the BIC) that the MSPE
distribution exhibits the best performance. In the case of the crabs dataset, all four meth-
ods choose three groups; however, the clusters found are a little different (Table 6). For
example, the MSPE model perfectly separates one species of crab from the other; however,
for the first species it does not differentiate between the sexes. For the second species, there
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Table 5: Performance comparison of four mixture model families on benchmark data
Dataset MSPE MPE MixGHD mixture
crabs (p = 5, G = 4) 0.65 (3) 0.60 (3) 0.56 (3) 0.61 (3)
bankruptcy (p = 2, G = 2) 0.01 (2) 0.58 (3) 0.00 (1) 0.58 (3)
yeast (p = 3, G = 2) 0.66 (3) 0.45 (3) 0.79 (2) 0.40 (4)
diabetes (p = 3, G = 3) 0.46 (2) 0.56 (4) 0.45 (2) 0.66 (3)
Dimensionality and the number of known groups (i.e., classes) are in parenthesis following
each dataset name. For each implementation, the ARI and the number of components are
provided in parenthesis as table entries.
are only 6 misclassifications for differentiating the sexes. The MPE model instead does not
differentiate the sex of the second species.
The bankruptcy data also shows some interesting results. The MixGHDmodel fits only one
cluster to the data. Although the BIC chose two components for the MSPE mixtures, there
were only four observations classified into the second component (Table 6). When looking
at a scatter plot of the data, Figure 3, it is clear that the second component is skewed which
is a possible explanation as to why the PE and Gaussian models over fit the number of
groups. Moreover, in the completely unsupervised case, looking at Figure 3, fitting only one
component to the data using a skewed distribution is not unreasonable. This might suggest
that although skewed distributions provide many benefits of symmetric distributions in the
presence of skewness, there may be some cases in which using a skewed distribution might
not be ideal, and could be a possible subject of future work.
Finally, when looking at the diabetes dataset, the additional flexibility of being able
to model skewness does not seem an asset as both the MSPE and MixGHD implementations
perform worse than the MPE and Gaussian cases, both under fitting the number of groups
(seem to combine the normal and chemical classes). Moreover, the estimates of skewness are
fairly low, and both groups have heavier tails from the MSPE fit.
Semi-supervised classification For each dataset, we take 25 labelled/unlabelled splits
with 25% supervision. In Table 7, we display the average ARI values along with the standard
deviation over the 25 splits. Note that for the yeast data, while in the unsupervised context,
MixGHD performed superior to the MSPE mixture, in the semi-supervised context, there is
little difference in ARIs between the MSPE and MixGHD models. For the bankruptcy and
diabetes datasets, although the MSPE models do not show the best performance, the
performance is close to the other mixture distributions. Note that as seen with the female
voles and wine datasets in the main body of the text, for the crabs dataset, semi-supervised
results in worse or only marginally better results that the clustering case, as we addressed
in the main text.
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Figure 3: Bankruptcy data with colours indicating known grouping.
Table 6: Classification tables for the cluster analysis of each model and dataset.
Dataset MSPE MPE MixGHD mixture
Crabs
1 2 3 4
1 0 0 0 44
2 50 50 0 0
3 0 0 50 6
1 2 3 4
1 0 0 50 50
2 39 0 0 0
3 11 50 0 0
1 2 3 4
1 0 1 0 44
2 39 0 50 6
3 11 49 0 0
1 2 3 4
1 0 0 4 50
2 37 0 46 0
3 13 50 0 0
Bankrupt
1 2
1 29 33
2 4 0
1 2
1 21 3
2 11 0
3 1 30
1 2
1 33 33
1 2
1 22 4
2 0 29
3 11 0
Yeast
1 2
1 411 18
2 45 1
3 7 144
1 2
1 348 26
2 3 127
3 112 10
1 2
1 444 14
2 19 149
1 2
1 307 20
2 5 135
3 128 0
4 23 8
Diabetes
1 2 3
1 2 0 31
2 34 76 2
1 2 3
1 15 6 1
2 11 2 10
3 9 68 0
4 1 0 22
1 2 3
1 31 75 2
2 5 1 31
1 2 3
1 26 4 6
2 9 72 0
3 1 0 27
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Table 7: Average ARI values along with standard deviations in parenthesis for the four
different models for each dataset for the semi-supervised runs. Dimensionality and the
number of known groups (i.e., classes) are in parenthesis following each dataset name.
Dataset MSPE MPE MixGHD mixture
crabs (p = 5, G = 4) 0.53 (0.4) 0.24 (0.3) 0.83 (0.07) 0.85 (0.04)
bankruptcy (p = 2, G = 2) 0.44 (0.3) 0.47 (0.3) 0.45 (0.4) 0.42 (0.2)
yeast (p = 3, G = 2) 0.81 (0.06) 0.77 (0.03) 0.83 (0.02) 0.69 (0.1)
diabetes (p = 3, G = 3) 0.60 (0.1) 0.69 (0.07) 0.66 (0.1) 0.69 (0.07)
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