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A GENERALIZATION OF STEINBERG THEORY
AND AN EXOTIC MOMENT MAP
LUCAS FRESSE AND KYO NISHIYAMA
Abstract. For a reductive group G, Steinberg established a map from the Weyl group
to the set of nilpotent G-orbits by using moment maps on double flag varieties. In
particular, in the case of the general linear group, it provides a geometric interpretation
of the Robinson-Schensted correspondence between permutations and pairs of standard
tableaux of the same shape.
We extend Steinberg’s approach to the case of a symmetric pair (G,K) to obtain two
different maps, namely a generalized Steinberg map and an exotic moment map.
Although the framework is general, in this paper we focus on the pair (G,K) =
(GL2n(C),GLn(C)×GLn(C)). Then the generalized Steinberg map is a map from partial
permutations to the pairs of nilpotent orbits in gl
n
(C). It involves a generalization of
the classical Robinson-Schensted correspondence to the case of partial permutations.
The other map, the exotic moment map, establishes a combinatorial map from the
set of partial permutations to that of signed Young diagrams, i.e., the set of nilpotent
K-orbits in the Cartan space (Lie(G)/Lie(K))∗.
We explain the geometric background of the theory and combinatorial algorithms
which produce the above mentioned maps.
1. Introduction
1.1. Let G be a connected reductive algebraic group over C. Let T ⊂ G be a maximal
torus and let B ⊂ G be a Borel subgroup containing T . In [19] (see also [10]), Steinberg
gave a geometric correspondence between the Weyl group W := W (G, T ) and the nilpo-
tent orbits in the Lie algebra g := Lie(G) in terms of the flag variety B := G/B (or rather
the product B × B). Let us review it shortly.
The action of G on B gives rise to a Hamiltonian action on the cotangent bundle T ∗B,
which is a symplectic variety. Thus we get a G-equivariant moment map µB : T
∗B →
g∗ ∼= g (see, e.g., [2]). Hereafter we identify g with g∗ via a fixed nondegenerate invariant
bilinear form on g. In fact, the image of µB is contained in the nilpotent cone N = Ng.
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Let us consider the double flag variety B × B with the diagonal G-action. Then, again
its cotangent bundle T ∗(B × B) is a Hamiltonian G-variety, and we get a moment map
µB×B : T
∗(B × B) → g. Note that, by functoriality, µB×B is just a sum of two moment
maps on each T ∗B. We denote the null fiber of the moment map by Y = µ−1B×B(0), and call
it a conormal variety (or Steinberg variety). We summarize the situation in the diagram
below.
T ∗(B × B)
pr2
//
pr1

µB×B
%%❑
❑
❑
❑
❑
❑
T ∗B
µB

T ∗B
µB
// N⊂ g
µB×B = µB ◦ pr1 + µB ◦ pr2,
Y = µ−1B×B(0) = T
∗B ×N T
∗B.
It is interesting to note that µB : T
∗B → N is a resolution of singularities (the Springer
resolution), so the Steinberg variety is a fiber product of two copies of this resolution.
From general facts on conormal varieties (see Section 3), we conclude that the conormal
variety Y is equidimensional and its irreducible components are parametrized by the G-
orbits in B × B, which are in one-to-one correspondence with the Weyl group W due to
the Bruhat decomposition (just note that (B × B)/G ∼= B\G/B).
The map π1 := µB ◦ pr1 maps every irreducible component of Y to an irreducible G-
stable closed subset in the nilpotent variety Ng (using π2 := µB ◦ pr2 leads to the same
result). Since Ng has only finitely many orbits (due to the Jacobson–Morozov Lemma
combined with Malcev’s Theorem), this image is the closure of a single nilpotent G-orbit.
In this way, we finally obtain a map from the Weyl group to the set of nilpotent G-orbits:
St : W → Ng/G,
which we call the Steinberg map.
When G = GLn(C), the Weyl groupW coincides with the symmetric group Sn and the
nilpotent orbits Ng/G are classified in terms of the Jordan normal form, i.e., a partition
λ ⊢ n. Let us denote the set of partitions of n by P(n). Then the Steinberg map in
this case gives a map from Sn to P(n) which yields a geometric interpretation of the
Robinson-Schensted correspondence [20]. A more detailed review of Steinberg’s theory is
given in Section 4 below.
1.2. One of our main goals in this paper is to extend Steinberg’s approach to the case
of a symmetric pair (G,K), where K is the subgroup of fixed points of an involution
θ ∈ Aut(G). The subgroup K is called a symmetric subgroup, and it is automatically
reductive. Such pairs (G,K) are completely classified and the quotient space G/K is
called a symmetric space (see, e.g., [8]). In what follows, we assume for simplicity that
K is connected (otherwise one should replace K with its connected component of the
identity). Note that K is connected, e.g., if G is semisimple and simply connected (see
[18, §8]).
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Let P and Q be parabolic subgroups of G and K respectively. We define a double flag
variety for the symmetric pair as a product of two flag varieties
X := K/Q×G/P.
The group K acts diagonally on X. As in Section 1.1, the Hamiltonian action of K
on the cotangent bundle T ∗X gives rise to a moment map µX : T
∗X → k∗ ∼= k, where
k := Lie(K) = gθ, and we define a conormal variety Y := µ−1X (0) as the null fiber of this
moment map.
In general there are infinitely many K-orbits in X, though in many interesting cases
the number of orbits is finite. In this case, we say that X is of finite type. A number of
examples of double flag varieties of finite type are given in [14]; in the case where P or Q
is a Borel subgroup, full classifications of double flag varieties of finite type are obtained
in [7].
The condition that X is of finite type implies a lot of good properties of the conormal
variety Y .
Proposition 1.1. Assume that
(1.1) X has a finite number of K-orbits.
Then, the conormal variety Y is equidimensional and its irreducible components are in
one-to-one correspondence with the K-orbits of X. More precisely, whenever O ⊂ X is a
K-orbit, the closure of the conormal bundle T ∗
O
X is an irreducible component of Y.
For the proof, see Proposition 3.1.
Assumption 1.2. Hereafter we assume condition (1.1), i.e., we assume that the double
flag variety X = K/Q×G/P is of finite type.
A clear difference of the present situation from that of Steinberg’s theory is the lack of
symmetry in the definition of the double flag variety X.
Let us denote the Cartan decomposition by g = k ⊕ s, where k is the Lie algebra of
K or equivalently the (+1)-eigenspace of the involution θ (we denote the differential of
θ ∈ Aut(G) by the same letter) and s is the (−1)-eigenspace. Note that s is not a Lie
algebra, but only a vector subspace isomorphic to the tangent space of G/K at the base
point eK. We summarize the situation in the diagram below.
T ∗X
pr2
//
pr1

µX

❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
T ∗(G/P )
µG/P

g
(·)θ

(·)−θ
// s
T ∗(K/Q)
µK/Q
// k
g = k⊕ s (where s = g−θ)
with projection maps (·)θ and (·)−θ,
µX = µK/Q ◦ pr1 + (·)
θ ◦ µG/P ◦ pr2,
Y = µ−1X (0).
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In the above diagram, there appear two maps
πk := µK/Q ◦ pr1 : Y → Nk ⊂ k and πg := µG/P ◦ pr2 : Y → Ng ⊂ g,
which do not play the same role. Actually πk = −(·)θ ◦ πg. We call πk the “symmetrized
moment map”.
Next we define
πs := (·)
−θ ◦ πg : Y → s,
where (·)−θ denotes the projection to s along the Cartan decomposition g = k ⊕ s. We
call πs the “exotic moment map”. Note that πs = πg + πk.
In general the image of the exotic moment map πs is not necessarily contained in the
nilpotent variety Ns := Ng ∩ s. Let us assume:
(1.2) the image of πs is contained in the nilpotent variety Ns.
All the maps considered so far are K-equivariant. Note that both nilpotent varieties
Nk and Ns consist of finitely many K-orbits (see, e.g., [3]). Then for any irreducible
component of Y , its image by πk (resp. πs) contains a dense nilpotent K-orbit.
Conclusion. Altogether, under assumptions (1.1) and (1.2), we get two maps
(1.3) Ξk : X/K −→ Nk/K and Ξs : X/K −→ Ns/K.
We also call Ξk a “symmetrized moment map” and Ξs an “exotic moment map” by abuse
of terminology.
These maps generalize the Steinberg map W ∼= (B × B)/G → Ng/G of Section 1.1,
which is recovered by considering the particular case where θ = idG (so that K = G and
s = 0) and P = Q = B.
Remark 1.3. It is interesting to note that the situation considered by Steinberg is also
recovered if we consider the symmetric pair (G,K) = (G1 × G1,∆G1), where G1 is a
connected reductive group and ∆G1 stands for the diagonal embedding of G1 into G1×G1,
and we put P = B1 ×G1 and Q = ∆B1, where B1 is a Borel subgroup of G1.
In practice, for a particular (e.g., classical) symmetric pair (G,K), a combinatorial
description of the sets of nilpotent orbits Nk/K or Ns/K is known (see [3]). Then a
natural problem is to find a combinatorial parametrization of the orbits X/K and to
describe the maps of (1.3) in an explicit way. Let us summarize this into a program:
Program. Let X = K/Q×G/P be the double flag variety corresponding to a symmetric
pair (G,K) and a pair of parabolic subgroups (P,Q) as above, and assume the conditions
(1.1) and (1.2).
(A) Find a combinatorial parametrization of the orbits X/K;
(B) Compute the maps Ξk : X/K → Nk/K and Ξs : X/K → Ns/K of (1.3) explicitly.
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1.3. One of the main goals of this paper is to carry out the program of Section 1.2 in
the case of the symmetric pair
(G,K) = (GL2n(C),GLn(C)×GLn(C))
and to establish new combinatorial bijections involving partial permutations. We consider
everything over C, and sometimes we simply write GLn or Mn instead of GLn(C) or
Mn(C) respectively. In fact, all the results in this paper are still valid if we replace C by
any algebraically closed field of characteristic zero.
Let us choose the parabolic subgroups P and Q as follows.
• P = PS :=
{(
a c
0 b
)
: a, b ∈ GLn, c ∈ Mn
}
= StabG(C
n ⊕ {0}) is a maximal
parabolic subgroup (Siegel parabolic subgroup);
• Q = BK ⊂ K is a Borel subgroup.
Thus K/BK is the full flag variety of K = GLn × GLn (i.e., the double flag variety
of GLn) while G/PS ∼= Grn(C2n) can be identified with the Grassmann variety of n-
dimensional subspaces of C2n. In this respect, our double flag variety is isomorphic to
F (Cn)×F (Cn)×Grn(C2n) on which K = GLn ×GLn acts.
Note that
In the situation under consideration, conditions (1.1) and (1.2) are satisfied.
This assertion follows from [14, Table 3] and [5, Proposition 4.2].
Let us explain in more detail our strategy to the steps (A) and (B) in the program for
the double flag variety X = K/BK×G/PS above.
(A) In Section 8, we give a parametrization of the K-orbits in the double flag variety X.
It is equivalent to parametrize the BK-orbits in the Grassmann variety G/PS ∼= Grn(C2n).
To this end, we consider the set (T2n)
′ of (2n)×nmatrices of rank n of the form ω =
(
τ1
τ2
)
,
associated to a pair of partial permutations τ1, τ2 ∈ Tn. Here a partial permutation of
[n] = {1, 2, . . . , n} means an injective map from a subset J ⊂ [n] to [n]. As in the case
of permutation, we can associate a matrix in Mn with a partial permutation τ , which we
also denote by τ by abuse of notation. See Definition 6.2 for details. Let us denote the
image of the matrix ω by Imω, which is an n-dimensional subspace of C2n generated by
the column vectors of ω. Thus Imω represents a point in Grn(C
2n).
Here is a classification of the set of orbits X/K by partial permutations.
Theorem 1.4 (see Theorem 8.1). Every BK-orbit of Grn(C
2n) is of the form BK · (Imω)
for some ω ∈ (T2n)
′. Moreover, ω and ω′ represent the same BK-orbit if and only if they
coincide up to column permutation. Thus we get (T2n)
′/Sn ≃ X/K.
6 LUCAS FRESSE AND KYO NISHIYAMA
(B) Sections 9–10 are devoted to the calculation of the maps Ξk : X/K → Nk/K and
Ξs : X/K → Ns/K of (1.3). Now by the parametrization of X/K (Theorem 1.4 above),
we can regard these maps as
Ξk :(T
2
n)
′/Sn → P(n)
2,(1.4)
Ξs :(T
2
n)
′/Sn → P
±(2n),(1.5)
where P±(2n) denotes the set of signed Young diagrams of size 2n with signature (n, n)
parametrizing the set of nilpotent K-orbits Ns/K. We still call Ξk and Ξs the symmetrized
and exotic moment maps respectively, though they are all reduced down to combinatorial
way.
The description of these maps are quite involved. We give a combinatorial description
for the K-orbits of X which correspond to the matrices ω of the form ω =
(
τ
1n
)
where τ
is a partial permutation. However, the problem for more degenerate orbits remains open.
Our main results regarding step (B) can be summarized as follows.
Theorem 1.5 (Theorems 9.1 and 10.4). For ω =
(
τ
1n
)
∈ (T2n)
′, there are combinato-
rial algorithms which describe Ξk(ω) and Ξs(ω). The algorithm for Ξk(ω) reduces to the
classical Robinson-Schensted algorithm if τ is a permutation.
1.4. Image of the conormal variety. The setting being as in Section 1.3, we also
consider the image of the whole conormal variety by the maps πk and πs. The images πk(Y)
and πs(Y) are K-stable subsets of Nk and Ns, respectively, which are not closed in general
(see Remark 11.3). We define the nilpotent varieties NX,k := πk(Y) and NX,s := πs(Y).
Theorem 1.6. We have NX,k = Nk, while the “exotic nilpotent variety” NX,s is not
irreducible. Specifically, if n = 1, then NX,s = Ns (it has two irreducible components; see
Remark 5.3). If n ≥ 2, then NX,s has exactly three irreducible components described as
follows.
(a) Assume that n is even. Then the components of NX,s are the closures of the K-orbits
parametrized by the signed Young diagrams
Λ+ :=
+ − + − · · · −
+ − + − · · · −
, Λ0 :=
+ − + − · · · −
− + − + · · · +
, Λ− :=
− + − + · · · +
− + − + · · · +
where the rows have length n. In this case the variety NX,s is equidimensional of dimension
2(n2 − n).
(b) Assume that n is odd. Then the components of NX,s are the closures of the K-orbits
parametrized by
Λ+ :=
+ − + − · · · − + −
+ − + − · · · −
, Λ0 :=
+ − + − · · · +
− + − + · · · −
, Λ− :=
− + − + · · · + − +
− + − + · · · +
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where the rows have lengths n − 1, n, n + 1. The variety NX,s is not equidimensional
and, it has two components of dimension 2(n2− n) + 1 and one component of dimension
2(n2 − n).
In the theorem, we use the parametrization of the K-orbits of Ns by signed Young
diagrams; see [3], [15], or Section 5 below. Theorem 1.6 is proved in Section 11.
1.5. To determine the maps X/K → Nk/K and X/K → Ns/K in (1.3) we consider
another version of the Steinberg maps, which might be a more straightforward general-
ization of the original Steinberg theory and is of independent interest. Let us explain
it.
Note that BK is of the form BK = B1 × B2, for Borel subgroups B1, B2 of GLn. We
consider an action of B1×B2 on the space of n×n matrices Mn, one factor acting on the
left and the other acting on the right. Namely the explicit action is given by
(b1, b2) · x := b1xb
−1
2 ∀(b1, b2) ∈ BK , ∀x ∈ Mn.
Since the action of GLn × GLn on Mn is clearly spherical, there are only finitely many
B1×B2 orbits on Mn. By means of Gaussian eliminations, it is easy to obtain a complete
system of representatives of the double coset space B1\Mn/B2, which turns out to be the
set of partial permutations Tn (Proposition 6.3). The conormal variety for this action is
given by
YMn = {(x, y) ∈ Mn ×Mn : xy ∈ n1, yx ∈ n2},
where ni stands for the nilradical of Lie(Bi); see Proposition 6.1. By the general theory
(Proposition 3.1), this conormal variety is equidimensional and its irreducible components
are parametrized by partial permutations. The image of each component of YMn by the
moment map
µMn : (x, y) 7−→ (xy,−yx) ∈ M
2
n
determines a pair of nilpotent GLn-orbits, or in other words, a pair of partitions (λ, µ) ∈
P(n)2. This yields a map from partial permutations to pairs of partitions:
Φ : Tn −→ P(n)
2, τ 7−→ (λ, µ).
We call the map Φ a generalized Steinberg map.
The result summarized in the next theorem is also one of our main results, which
generalizes the Robinson-Schensted correspondence to the case of partial permutations.
The theorem is actually independent of the theory of the double flag varieties, and we are
expecting a further generalization to general reductive groups. Theorem 1.7 plays a key
role in our calculations of the maps Ξk and Ξs of Theorem 1.5.
Let us prepare one more notation to state the theorem. For each r (0 ≤ r ≤ n),
we consider triples of the form (T1, T2; ν) where T1, T2 are standard tableaux of shapes
denoted λ, µ ∈ P(n) respectively and ν ∈ P(r) is a partition such that λ \ ν and µ \ ν
are column strips (or vertical strips). In particular, ν is in the intersection of λ and µ.
Let us denote the set of such triples by Υr.
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Theorem 1.7 (Theorems 7.4 and 7.6). The map Φ can be described through an explicit
combinatorial algorithm. This algorithm establishes a bijection between the set of partial
permutations Tn and the set of triples
⋃n
r=0Υr defined above. If the partial permutation
is a full permutation, the bijection reduces to the classical Robinson-Schensted correspon-
dence. Namely τ ∈ Sn corresponds to (T1, T2;λ) where shape(T1) = shape(T2) = λ (so
that r = n).
1.6. Let us comment on some relevant references. In [22, 23], Atsuko Yamamoto gave a
combinatorial algorithm for calculating the moment map image of the conormal bundles
of K-orbits on G/B for classical symmetric pairs (G,K) of type A. This particular case
can be considered as a special case described in Section 1.2 if we take Q = K and P = B.
Her description of the problem is very close to ours in spirit.
In [21], based on the theory of mirabolic character sheaves in [4], Travkin gave a gen-
eralization of Robinson-Schensted-Knuth algorithm for a triple flag variety of the form
F (Cn) × F (Cn) × P(Cn), which can be also recognized as a special case of the setting
of Section 1.2 if we take G = GLn × GLn, K = ∆GLn (the diagonal embedded GLn
into G), P = B1 × B1 (a Borel subgroup of G), and Q = Pmir (the mirabolic maximal
parabolic subgroup of K ≃ GLn). Travkin actually considered the diagonal GLn action
on F (Cn)×F (Cn)×Cn and, in his terminology, the orbits are parametrized by a certain
set of pairs (w, β), where w ∈ Sn and β ⊂ [n] is related to a decreasing sequence in w. His
parameter set can actually be identified with the set of partial permutations Tn, and the
mirabolic Robinson-Schensted-Knuth correspondence establishes a bijection between Tn
and the set of triples
⋃n
r=0Υr. However, this bijection appears to be totally different from
ours. It is interesting to compare these two different bijections and to get a geometric
interpretation. See Remark 7.9 for further discussion.
Rosso generalized the correspondence to the case of partial flag varieties and gave a
geometric interpretation of the classical Robinson-Schensted-Knuth correspondence [16].
In [9], Henderson and Trapa also gave a generalization of Robinson-Schensted cor-
respondence for the symmetric pair (G,K) = (GL2n, Sp2n), with Q ⊂ K mirabolic and
P = B ⊂ G a Borel subgroup. Their approach is very close to ours. See also Remark 7.12.
Finally, in our previous paper [5], we considered the case where (G,K) = (GLn,GLp ×
GLq) (p + q = n); P is the stabilizer of a k-dimensional subspace of C
n (a maximal
parabolic subgroup of G) and Q = Q1 × GLq, where Q1 is a mirabolic subgroup of GLp.
In some sense [5] can be taken as a first trial, and the present paper largely deepens it.
1.7. Organization of the paper. The paper is divided into three parts. In the first
part, we review the background on the Robinson-Schensted algorithm (Section 2), moment
maps and conormal varieties (Section 3), the Steinberg map (Section 4). In Section 5, we
review the basic facts and prepare the notation related to the symmetric pair (G,K) of
type AIII studied in this paper.
In the second part of the paper, we consider the problem outlined in Section 1.5.
In Section 6, we consider an action of the product of Borel subgroups on the space
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of n × n matrices given by left and right multiplications. We show that the partial
permutations serve as a complete set of representatives for the orbits. In Section 7, we
define a generalized Steinberg map and provide an explicit combinatorial algorithm on
partial permutations to calculate this map, which generalizes the Robinson-Schensted
correspondence on permutations. We establish an identity between the number of orbits
(i.e., partial permutations) and the dimension of a certain induced representation of Sn
(see Corollary 7.10). This identity suggests the existence of a geometric interpretation of
the construction of such representations (see Conjecture 7.11).
The final part of the paper is devoted to the main results outlined in Sections 1.3–1.4.
Precise statements and proofs of these results are given in Sections 8 (parametrization of
the orbit set X/K), 9 and 10 (calculation of the maps Ξk and Ξs). Section 11 contains
the proof of Theorem 1.6.
The setting is recalled at the beginning of each section. An index of notation can be
found at the end of the paper.
1.8. Acknowledgements. We thank Anthony Henderson and George Lusztig for useful
remarks which improve the manuscript. L.F. thanks Aoyama Gakuin University for warm
hospitality during his visit in February 2017. This work was initiated in this period. K.N.
thanks Institut E´lie Cartan de Lorraine in Universite´ de Lorraine for warm hospitality
during his visit in June and July, 2018. Key ingredients of this work were obtained in this
period.
Part 1. Preliminaries on miscellanea and a review of Steinberg theory
In this part we review known facts, which we need in the rest of the paper. The content
of each section varies independently, and the notation or settings are often different from
section to section.
2. Robinson-Schensted correspondence
In this first preliminary section we summarize the background on Young diagrams and
tableaux; we refer to [6] for more details.
2.1. Partitions, Young diagrams, tableaux. We use the following conventions for
Young diagrams and tableaux.
Let P(n) denote the set of partitions of n, i.e., nonincreasing sequences of positive
integers λ = (λ1, . . . , λk) such that λ1 + . . .+ λk = n.
A partition can be represented by a Young diagram, also denoted by λ, which is an array
of empty boxes, left-justified, whose rows have lengths λ1, . . . , λk. We do not distinguish
between the notions of partition and Young diagram.
We call Young tableau of shape λ a numbering of the boxes of λ by pairwise distinct
entries, which are in increasing order along rows (from left to right) and columns (from
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top to bottom). We write λ = shape(T ) whenever T is a Young tableau of shape λ, e.g.,
T =
1 2 7
3 6
5 9
8
⇒ shape(T ) = = (3, 2, 2, 1) ∈ P(8).
If the set of entries of a Young tableau T is [n] := {1, 2, . . . , n}, we call T a standard
tableaux. The set of standard tableaux of shape λ ∈ P(n) is denoted as STab(λ).
2.2. Row-insertion and column-insertion algorithms. Given a Young tableau T
and a number a distinct from all the entries of T , we denote by (T ← a) (resp. (a→ T ))
the Young tableau obtained from T by inserting the entry a according to the following
algorithm:
• If a is larger than any entry in the first row (resp. column) of T , then insert a in
a new box at the end of the first row (resp. column).
• Otherwise, let a1 be the smallest entry in the first row (resp. column) of T which
is > a; substitute a1 by a and insert a1 in the subtableau of T starting with the
second row (resp. column), according to the same rule.
We call this procedure row insertion (resp. column insertion).
For instance, for T as above, we get
(T ← 4) =
1 2 4
3 6 7
5 9
8
and (4→ T ) =
1 2 6 7
3 5
4 9
8
.
Given a list (a1, . . . , aℓ) of pairwise distinct numbers, let
RowInsert(a1, . . . , aℓ) := ((· · · ((∅ ← a1)← a2) · · · )← aℓ)
and ColumnInsert(a1, . . . , aℓ) := (aℓ → (· · · → (a2 → (a1 → ∅)) · · · )).
We get the following equality (see, e.g., [11, Theorem 4.1.1]):
RowInsert(a1, . . . , aℓ) = ColumnInsert(aℓ, . . . , a1).
2.3. The Robinson-Schensted correspondence. For the later use, we formulate the
correspondence in a slightly general way.
Given a pair of Young tableaux (T, S) of the same shape, a number a which is distinct
from all the entries of T , and a number b which is bigger than all the entries of S, we
denote by
(2.1) (T, S)← (a, b)
the pair of Young tableaux (T ′, S ′) such that
• T ′ = (T ← a),
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• S ′ is obtained from S by putting the entry b in a new box at the same position as
the unique box of shape(T ′) \ shape(T ).
Let a1 < . . . < aℓ and b1 < . . . < bℓ be two sequences of numbers. Given a bijection
w : {b1, . . . , bℓ} → {a1, . . . , aℓ}, we define a pair of Young tableaux using the insertion
(2.1) successively
(RS1(w),RS2(w)) := (∅, ∅)← (w(b1), b1)← (w(b2), b2)← · · · ← (w(bℓ), bℓ).
Thus RS1(w) = RowInsert(w(b1), . . . , w(bℓ)) and RS2(w) encodes the development of the
shape. By definition, the tableaux RS1(w) and RS2(w) have the same shape with entries
{a1, . . . , aℓ} and {b1, . . . , bℓ} respectively. Moreover, we have (cf. [6, §4.1]):
(RS1(w
−1),RS2(w
−1)) = (RS2(w),RS1(w)).
Since an element w ∈ Sn is a bijection from [n] to itself, we can apply the procedure
above. Then the map
(2.2) Sn ∋ w 7→ (RS1(w),RS2(w)) ∈
∐
λ∈P(n)
STab(λ)× STab(λ)
establishes a bijection between the symmetric group and the set of pairs of standard
tableaux of the same shape. This bijection is referred to as the Robinson-Schensted cor-
respondence.
2.4. Jeu de taquin. For two partitions ν = (ν1, . . . , νℓ) ∈ P(m) and λ = (λ1, . . . , λk) ∈
P(n), we write ν ⊂ λ if ℓ ≤ k and νi ≤ λi for all i ∈ {1, . . . , ℓ}. Then the set of boxes
λ\ν is called a skew diagram. A skew tableau of shape λ\ν is a numbering of the boxes of
λ \ ν by pairwise distinct integers which are in increasing order along rows and columns.
Such a skew tableau T can be transformed into a Young tableau by the procedure of jeu
de taquin (or slidings):
• Choose any inside corner of T , i.e., a box c of ν which is adjacent to a box of T
and such that {c} ∪ (λ \ ν) is also a skew diagram.
• Sliding step: one or both of the boxes on the right or below c is contained in T .
Then choose the smaller entry (if there are two) and slide it into the box c.
• If the box c1 that has just been emptied has also a neighbor on the right or below,
then apply the sliding step to c1. Repeat this procedure until the emptied box has
no neighbor on the right nor below.
• Then one obtains a skew tableau whose number of inside boxes is smaller. Repeat
the whole procedure, until one obtains a skew tableau without inside boxes, i.e.,
a Young tableau.
The Young tableau rect(T ) so-obtained is called the rectification of T . Note that the
result is independent of the choice of inside corners.
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For instance, if we denote by a dot the choice of inside corner, we proceed
T =
• 3
4 7
1 6 9
8
sliding
−−−−→
3 7
• 4 9
1 6
8
sliding
−−−−→
• 3 7
1 4 9
6
8
sliding
−−−−→
1 3 7
4 9
6
8
= rect(T ).
If T, S are two Young tableaux whose entries are disjoint, we define T ∗ S as the
rectification of the skew tableau obtained by putting S at the top right to T , e.g.,
5 7
9
∗ 1 3 4
2 8
= rect
 1 3 42 8
5 7
9
 = 1 3 42 7 8
5
9
.
Note that
T ∗ a = (T ← a) and a ∗ T = (a→ T ),
and more generally
T ∗
ℓ1
...
ℓs
= T ← ℓs ← ℓs−1 ← · · · ← ℓ1 and
m1
...
ms
∗ T = ms → ms−1 → · · · → m1 → T
whenever a, ℓ1 < . . . < ℓs, m1 < . . . < ms are not entries of T .
3. Moment maps and conormal varieties
3.1. Conormal variety. Let H be a connected algebraic group acting on a smooth
algebraic variety X . The cotangent bundle T ∗X has a structure of symplectic variety and
the H-action induces a Hamiltonian action of H on T ∗X . The corresponding moment
map is denoted by µX : T
∗X → h∗, where h∗ denotes the algebraic dual of the Lie algebra
of H ([2, Proposition 1.4.8]).
The null fiber of the moment map
YX := µ
−1
X (0)
is a union of Lagrangian subvarieties of T ∗X that we call conormal variety. Let us see
some of the beautiful nature of conormal varieties. In our situation above, the moment
map µX can be described explicitly as follows (see [2, §1.4]):
µX : T
∗X = {(x, ξ) : ξ ∈ (TxX)
∗} −→ h∗, (x, ξ) 7−→ ξ ◦ dρx
where ρx : H → X , h 7→ h · x is the orbit map and dρx : h→ TxX is its differential.
Proposition 3.1. We consider the cotangent bundle πX : T
∗X → X and its restriction
to the conormal variety YX.
(1) For each H-orbit O ⊂ X, the restriction π−1X (O) ∩ YX → O coincides with the
conormal bundle T ∗
O
X → O. In particular π−1X (O) ∩ YX = T
∗
O
X is a smooth, irreducible,
Lagrangian subvariety of T ∗X, and hence it has dimension dimX.
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(2) The conormal variety is a union of the conormal bundles: YX =
⊔
O∈X/H T
∗
O
X.
(3) Consequently, if X has a finite number of H-orbits, then YX is equidimensional of
dimension dimX, and each irreducible component of YX is of the form T ∗OX for a unique
H-orbit O ⊂ X.
Proof. It suffices to prove (1). The rest of the statements are clear. For (x, ξ) ∈ T ∗X , we
have
(x, ξ) ∈ π−1X (O) ∩ YX ⇐⇒ x ∈ O and µX(x, ξ) = 0
⇐⇒ x ∈ O and ∀η ∈ h, ξ(dρx(η)) = 0
⇐⇒ x ∈ O and ξ|TxO = 0
⇐⇒ (x, ξ) ∈ T ∗
O
X
where we use that the map dρx : h → TxX is surjective onto Tx(H · x) (see, e.g., [17,
Theorem 4.3.7]), hence π−1X (O) ∩ YX = T
∗
O
X . The other assertions made in (1) follow
from the properties of the conormal bundle T ∗
O
X → O. 
3.2. Moment map for double flag variety. Let G be a connected reductive algebraic
group with Lie algebra g. Hereafter we identify g with its algebraic dual g∗ via a fixed
nondegenerate G-invariant bilinear form 〈·, ·〉 on g.
For a parabolic subgroup P ⊂ G, the partial flag variety G/P can also be viewed as
the set of parabolic subalgebras p1 ⊂ g which are conjugate to p := Lie(P ). The tangent
space Tp1(G/P ) coincides with the quotient space g/p1. Its dual (Tp1(G/P ))
∗ = (g/p1)
∗
identifies with the space {ξ ∈ g∗ : ξ|p1 = 0}, which itself corresponds (through the
invariant form 〈·, ·〉) to the nilpotent radical nil(p1). In this way the cotangent bundle is
given as
T ∗(G/P ) = {(p1, ξ) ∈ (G/P )× g
∗ : ξ|p1 = 0}
∼= {(p1, x) ∈ (G/P )× g : x ∈ nil(p1)}
and the action of G on G/P gives rise to the moment map
µG/P : T
∗(G/P ) −→ g∗, (p1, ξ) 7−→ ξ or equivalently, (p1, x) 7−→ x.
In this paper, we consider a double flag variety of the form X = G/P × K/Q for a
(connected) symmetric subgroup K = Gθ ⊂ G, defined by an involution θ ∈ Aut(G), and
a parabolic subgroup Q ⊂ K. In this situation, we assume that the bilinear form 〈·, ·〉 is
also θ-invariant (the bilinear form can always be chosen in this way).
We identify X with the collection of pairs of parabolic subalgebras (p1, q1) where p1 ⊂ g
is G-conjugate to p and q1 ⊂ k := Lie(K) is K-conjugate to q := Lie(Q). Then the
cotangent bundle is described as
T ∗X = {(p1, q1, ξ, η) ∈ (G/P )× (K/Q)× g
∗ × k∗ : ξ|p1 = 0, η|q1 = 0}
∼= {(p1, q1, x, y) ∈ (G/P )× (K/Q)× g× k : x ∈ nil(p1), y ∈ nil(q1)}
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and the diagonal action of K on X gives rise to a moment map
µX : T
∗X→ k∗, (p1, q1, ξ, η) 7→ ξ|k + η
or, equivalently,
(p1, q1, x, y) 7→ x
θ + y
with xθ := (x+ θ(x))/2. The conormal variety YX = µ
−1
X (0) can be described as
YX = {(p1, q1, ξ, η) ∈ (G/P )× (K/Q)× g
∗ × k∗ : ξ|p1 = 0, η|q1 = 0, η = −ξ|k}
hence we get an isomorphism
YX ∼= {(p1, q1, ξ) ∈ (G/P )× (K/Q)× g
∗ : ξ|p1 = 0, ξ|q1 = 0}
∼= {(p1, q1, x) ∈ (G/P )× (K/Q)× g : x ∈ nil(p1), x
θ ∈ nil(q1)}.
In the following we often identify these isomorphic varieties without mention.
3.3. Moment maps for rational representations. Let V be a finite dimensional H-
module. We denote by (η, v) 7→ ηv the action of h on V obtained by differentiation. The
cotangent space T ∗V = V × V ∗ is endowed with a Hamiltonian action of H given by
h · (v, ξ) = (hv, ξ ◦ h−1). The corresponding moment map is given by
µV : T
∗V −→ h∗, (v, ξ) 7−→
{
η 7→ ξ(ηv)
}
.
So the conormal variety YV is expressed as
(3.1) YV = µ
−1
V (0) = {(v, ξ) ∈ V × V
∗ : ∀η ∈ h, ξ(ηv) = 0}.
4. The Steinberg map
Let us explain in more detail the construction of the Steinberg map, outlined in Section
1.1. We follow the approach of [10], which is slightly different from Steinberg’s original
construction [19].
The flag variety B = G/B can be identified with the set of all Borel subalgebras b′ ⊂ g.
As explained in Section 3.2, the cotangent bundle T ∗(B × B) and the moment map µB×B
can be described as
µB×B : T
∗(B × B) = {(b′1, b
′
2, x1, x2) : xi ∈ nil(b
′
i)} −→ g, (b
′
1, b
′
2, x1, x2) 7−→ x1 + x2
and the conormal variety is given by
Y = {(b′1, b
′
2, x) ∈ B × B × g : x ∈ nil(b
′
1) ∩ nil(b
′
2)}.
In this case, Y is often referred to as the Steinberg variety.
On the other hand, every G-orbit of B ×B takes the form Zw := G(b, wb) for a unique
Weyl group element w ∈ W . Here B is a (fixed) Borel subgroup containing the maximal
torus T , and we denote b = Lie(B) and n = nil(b). Hereafter, we use the notation
wb = Ad(w)(b) and wn = Ad(w)(n). The orbit Zw gives rise to the conormal bundle
(4.1) T ∗Zw(B × B) = {(b
′
1, b
′
2, x) ∈ Y : (b
′
1, b
′
2) ∈ Zw} = G · {(b,
wb, x) : x ∈ n ∩ wn)}
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whose closure is an irreducible component of Y according to Proposition 3.1. Every
component of Y is of this form.
The projection map π : (b′1, b
′
2, x) 7→ x is G-equivariant and closed. It therefore maps
T ∗Zw(B × B) onto the closure of a nilpotent orbit Ow ∈ N /G. Note that Ow is also
characterized as the unique nilpotent orbit which intersects the space n ∩ wn along a
dense open subset. The so-obtained map
St : W ∼= (B × B)/G −→ N /G, w 7−→ Ow
is the Steinberg map introduced in Section 1.1.
Note that the bijection W
∼
→ (B ×B)/G, w 7→ G(b, wb) is not canonical, as it depends
on the choice of a Borel subgroup B ⊂ G which contains the maximal torus T (though
it becomes canonical if W is replaced by the abstract Weyl group; see [2, Proposition
3.1.29]).
In the case of G = GLn, we always consider the Steinberg map corresponding to the
Borel subgroup B = B+n of upper triangular matrices. In this case, the Weyl group
W = Sn is the symmetric group, whereas the nilpotent orbits Oλ ∈ N /G are encoded by
the partitions λ ∈ P(n).
Notation. For a partition λ = (λ1, . . . , λk) ∈ P(n), we denote by Oλ ⊂ Mn the subset
consisting of the nilpotent matrices which have k Jordan blocks of sizes λ1, . . . , λk. The
subsets Oλ (for λ ∈ P(n)) are exactly the nilpotent orbits in gln.
In this way, we get a combinatorial incarnation of the Steinberg map, which we still
denote by St : Sn → P(n) by abuse of notation. This map can be described in terms of
the Robinson-Schensted algorithm (see Section 2.3).
Theorem 4.1 ([20]). Assume that G = GLn and B = B
+
n is the subgroup of upper
triangular matrices. Then, for any permutation w ∈ Sn, we have
St(w) = shape(RowInsert(w(1), . . . , w(n))) = shape(RSi(w)) (i ∈ {1, 2}).
For λ ∈ P(n), the fiber St−1(λ) is the set of permutations w which correspond to a pair
of standard tableaux in STab(λ)× STab(λ) via the Robinson-Schensted correspondence.
5. The symmetric pair of type AIII
5.1. Symmetric pair of type AIII (tube type). Here we denote G = GL2n and
g = gl2n. We consider an involution θ ∈ Aut(G) given by
θ(g) = ιgι−1 where ι =
(
1n 0
0 −1n
)
.
Its differential yields an involution θ : g → g, which can be defined exactly in the same
way in matrix expression.
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The symmetric subgroup K := Gθ can be described as
K =
{(
a 0
0 b
)
: a, b ∈ GLn
}
= {g ∈ GL2n : g(V
+) = V +, g(V −) = V −}
∼= GLn ×GLn
where we denote V + := Cn × {0}n and V − := {0}n × Cn so that we get a direct sum
decomposition C2n = V + ⊕ V −.
The Cartan decomposition g = k⊕ s is given by
k := Lie(K) =
{(
α 0
0 β
)
: α, β ∈ Mn
}
, s := g−θ =
{(
0 γ
δ 0
)
: γ, δ ∈ Mn
}
.
We denote the projections along this direct sum decomposition as
g→ k, x =
(
x1 x2
x3 x4
)
7→ xθ :=
(
x1 0
0 x4
)
and g→ s, x 7→ x−θ :=
(
0 x2
x3 0
)
.
5.2. The nilpotent varieties Nk and Ns. We denote by Nk and Ns the closed subsets
of nilpotent elements in k and s, respectively. Each one of these nilpotent sets has a
finite number of K-orbits that are parametrized as follows. We also indicate the closure
relations among orbits.
The decomposition of Nk into K-orbits is given by
Nk =
⋃
(λ,µ)∈P(n)2
Oλ ×Oµ
where, by abuse of notation, Oλ×Oµ stands for the set of elements
(
α 0
0 β
)
with α ∈ Oλ and
β ∈ Oµ. Thus we get a bijective parametrization Nk/K ∼= P(n)2 of nilpotent K-orbits.
We recall the definition of the dominance order on partitions of n (or Young diagrams).
Let #λ≤k denote the number of boxes in the first k columns of λ. We set λ  λ′ if
#λ≤k ≥ #λ
′
≤k ∀k ≥ 1.
Then, we have Oλ ⊂ Oλ′ if and only if λ  λ′, and consequently
Oλ ×Oµ ⊂ Oλ′ ×Oµ′ if and only if λ  λ
′ and µ  µ′.
For describing the K-orbits of Ns, we need further notation.
Definition 5.1. (a) A signed Young diagram (of signature (n, n)) is a Young diagram of
size 2n whose boxes are filled in with n symbols + and n symbols − so that:
• two consecutive boxes of the same row have opposite signs, so that each row is a
sequence of alternating signs;
• we identify two such fillings up to permutation of rows, in particular we can stan-
dardize the filling in such a way that, among rows which have the same length,
the rows starting with a + are above those starting with a − (if there is any).
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Let P±(2n) denote the set of signed Young diagrams of size 2n. For Λ ∈ P±(2n), the
shape of Λ is an element of P(2n), denoted by shape(Λ).
(b) We introduce the dominance order on signed Young diagrams. Let #Λ≤k(+) (resp.
#Λ≤k(−)) denote the number of +’s (resp. −’s) contained in the first k columns of Λ.
Given Λ,Λ′ ∈ P±(2n), we set Λ  Λ′ if
#Λ≤k(+) ≥ #Λ
′
≤k(+) and #Λ≤k(−) ≥ #Λ
′
≤k(−) ∀k ≥ 1.
Note that Λ  Λ′ implies shape(Λ)  shape(Λ′) where the latter relation is the dominance
ordering. For instance,
+ − + − +
− + − +
+ −
+ −
−
6
+ − + − +
+ − + −
− + −
+ −
,
+ − + − +
+ − + −
+ −
+ −
−

+ − + − +
+ − + −
− + −
+ −
.
(c) Given a signed Young diagram Λ, we denote by OΛ the set of nilpotent elements
x ∈ s which have a Jordan basis (εc) indexed by the boxes c ∈ Λ such that
• the vector εc belongs to the subspace V + (resp. V −) whenever the box c is filled
in with a + (resp. a −);
• if c belongs to the first column of Λ, then x(εc) = 0; otherwise, then x(εc) = εc′,
where c′ is the box on the left of c.
For instance, if
Λ =
− + −
+ −
+
then we obtain
x =

0 1 0
0 0 0 1
0 0 0
1 0 0
0 0 0 0
0 0 0
 ∈ OΛ, x :

e−1 → e
+
1 → e
−
2 → 0
e−3 → e
+
2 → 0
e+3 → 0
where {e±i }1≤i≤3 is the standard basis of V
+ = C3 ⊕ {0}, resp. V − = {0} ⊕ C3.
Proposition 5.2 ([15]). (a) The subsets OΛ (for Λ ∈ P
±(2n)) are exactly the K-orbits
of the nilpotent set Ns.
(b) The signed Young diagram Λ such that x ∈ OΛ is also characterized by
#Λ≤k(±) = dim(ker x
k) ∩ V ± ∀k ≥ 1.
(c) OΛ ⊂ OΛ′ if and only if Λ  Λ′.
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Remark 5.3. (a) It follows from Proposition 5.2 that the variety Ns is not irreducible
(contrary toNk). Indeed Ns has exactly two irreducible components which are the closures
of the K-orbits corresponding to the horizontal signed Young diagrams
+ − + − · · · and − + − + · · · (of size 2n).
(b) If Λ ∈ P±(2n) is a signed Young diagram with at most n columns, then it is easy
to see that we have Λ  Λ0, Λ  Λ+, or Λ  Λ−, where Λ0,Λ+,Λ− are the signed Young
diagrams given in Theorem 1.6 (a) when n is even and Theorem 1.6 (b) when n is odd
respectively. Thus
{x ∈ Ns : x
n = 0} ⊂ OΛ0 ∪OΛ+ ∪OΛ−
if n ≥ 2.
Part 2. A generalized Steinberg map arising from the action of a pair of
Borel subgroups on the space of n× n matrices
A partial permutation on the set [n] := {1, 2, · · · , n} is an injective map from a (possibly
empty) subset J ⊂ [n] to [n]; equivalently it can be viewed as a degenerate permutation
matrix. The partial permutations form a semigroup denoted by Tn.
In Section 6, we consider the simultaneous action of a pair of Borel subgroups by (left
and right) multiplication on the space of n×n matrices, and we show that Tn is a complete
set of representatives for the orbits. Note that the considered action extends the Bruhat
decomposition of the group GLn, and in particular Tn naturally contains the group of
permutations Sn.
In Section 7, we use this action to give a bijective correspondence between Tn and a set
of pairs of tableaux with additional partition; see Theorems 7.4–7.6. This correspondence
naturally extends the original Robinson-Schensted correspondence for permutations.
6. Action of a pair of Borel subgroups on the space of n× n matrices
In this part of the paper, we consider two Borel subgroups B1, B2 of GLn. Let b1, b2 ⊂
gln be the corresponding Borel subalgebras and let n1, n2 be their respective nilradicals.
We assume that B1, B2 contain the standard torus of GLn.
Let us consider an action of the group B1 × B2 on the space of n × n matrices Mn,
which is given by
(b1, b2) · x := b1xb
−1
2 ∀(b1, b2) ∈ B1 × B2, ∀x ∈ Mn.
As explained in Section 3.3, this action gives rise to a conormal variety YMn ⊂ T
∗Mn =
Mn×M∗n, which is stable by the Hamiltonian action of the group B1×B2 on the cotangent
bundle.
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Proposition 6.1. Identifying M∗n with Mn through the trace form 〈x, y〉 := Tr(xy), the
conormal variety YMn is identified with the variety
YMn = {(x, y) ∈ Mn ×Mn : xy ∈ n1, yx ∈ n2}
endowed with the action of B1 × B2 obtained by restriction of the following action on
Mn ×Mn:
(6.1) (b1, b2) · (x, y) = (b1xb
−1
2 , b2yb
−1
1 ) ∀(b1, b2) ∈ B1 ×B2, ∀(x, y) ∈ Mn ×Mn.
Proof. While identifying the cotangent bundle T ∗Mn = Mn×M
∗
n with the space Mn×Mn
through the trace form, the action of B1 × B2 on T ∗Mn translates into the action on
Mn ×Mn given in (6.1), because for y ∈ Mn ∼= M∗n and (b1, b2) ∈ B1 × B2 we have
〈y, (b1, b2)
−1 · z〉 = Tr(yb−11 zb2) = Tr(b2yb
−1
1 z) = 〈b2yb
−1
1 , z〉 ∀z ∈ Mn.
By differentiating the action of B1 × B2 on Mn we obtain the infinitesimal action of Lie
algebras:
(β1, β2) · x = β1x− xβ2 ∀(β1, β2) ∈ b1 × b2, ∀x ∈ Mn.
Then by (3.1), for any (x, y) ∈ Mn ×Mn ∼= Mn ×M∗n, we have
(x, y) ∈ YMn ⇐⇒ ∀(β1, β2) ∈ b1 × b2, 〈(β1, β2) · x, y〉 = 0
⇐⇒ ∀(β1, β2) ∈ b1 × b2, Tr(β1xy − xβ2y) = 0
⇐⇒ ∀β1 ∈ b1, ∀β2 ∈ b2, Tr(β1xy) = Tr(yxβ2) = 0
⇐⇒ xy ∈ b⊥1 (= n1) and yx ∈ b
⊥
2 (= n2)
where the notation ⊥ refers to the orthogonal space with respect to the trace form on
Mn. The proof of the proposition is complete. 
The action of B1 × B2 on the space Mn has a finite number of orbits, as shown by
the following statement. (This also follows from the general theory of spherical varieties,
knowing that this action is the restriction of an action of GLn ×GLn, and it has an open
dense orbit by virtue of the Bruhat decomposition.) The orbits are parametrized by the
set of so-called partial permutations. In Corollary 6.4 we deduce a description of the
irreducible components of the conormal variety.
Definition 6.2. We call a matrix τ ∈ Mn a partial permutation if each row (resp. column)
of τ has at most one nonzero entry, equal to 1. (Equivalently τ is obtained from a
permutation matrix by erasing some 1’s, replaced by 0’s.) Let Tn ⊂ Mn denote the subset
of partial permutations.
Proposition 6.3. The set Tn of partial permutations is a complete set of representatives
of the B1 × B2-orbits in Mn. In other words every B1 × B2-orbit of Mn is of the form
Oτ := B1τB2 = {b1τb2 : b1 ∈ B1, b2 ∈ B2}
for a unique partial permutation τ ∈ Tn.
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Proof. By assumption B1 and B2 are Borel subgroups of GLn which contain the standard
torus of diagonal matrices. Thus there are permutations σ1, σ2 ∈ Sn such that Bi =
σiBσ
−1
i for i ∈ {1, 2}, where B ⊂ GLn is the Borel subgroup of upper-triangular matrices.
Since τ 7→ σ1τσ
−1
2 is a bijection on the set of partial permutations, we may assume without
loss of generality that B1 = B2 = B.
A matrix remains in the same B × B-orbit as a ∈ Mn whenever it is obtained from
a ∈ Mn by adding to a given row (resp. column) a sum of rows (resp. columns) situated
below it (resp. on its left) or by multiplying a row (a column) by a nonzero scalar.
Applying Gauss elimination, it follows that every orbit BaB contains a matrix of the
form τ ∈ Tn.
We observe that the maps a 7→ di,j(a) := rank (ak,ℓ)i≤k≤n,1≤ℓ≤j (for i, j ∈ {1, . . . , n}) are
constant on the B×B-orbits. Since we have di,j(τ) = di,j(τ ′) for any (i, j) only if τ = τ ′,
it follows that every orbit contains exactly one representative of the form τ ∈ Tn. 
Corollary 6.4. The conormal variety YMn of Proposition 6.1 is equidimensional and its
irreducible components are parametrized by the partial permutations. More precisely every
irreducible component is of the form
Yτ := T ∗OτMn = (B1 ×B2) · {(τ, y) : y ∈ Mn, τy ∈ n1, yτ ∈ n2}
for a unique τ ∈ Tn.
Proof. This follows from Propositions 3.1, 6.1, and 6.3. 
7. Generalized Steinberg map and Robinson-Schensted correspondence
for partial permutations
The setting and the notation are the same as in Section 6, except that we assume for
simplicity
B1 = B2 = B and n1 = n2 = n
where B ⊂ GLn is the Borel subgroup of upper triangular matrices and n ⊂ Mn is the
subspace of strictly upper triangular matrices. The goal of this section is to define and
calculate a generalized Steinberg map on the set of partial permutations and, to this end,
it is indeed preferable to standardize the notation.
7.1. The map Φ on partial permutations. We consider the map
ϕ = (ϕ1, ϕ2) : YMn −→ n×n, (x, y) 7−→ (xy, yx).
Note that ϕ is B×B-equivariant, where B×B acts on n×n by the adjoint action on each
factor.
For any irreducible component Yτ ⊂ YMn, the set ϕ(Yτ ) ⊂ n×n is irreducible. Therefore
there exist a pair of nilpotent orbits Oλ and Oµ of Mn which intersect ϕ(Yτ) densely. In
other words, we have
(GLn ×GLn) · ϕ(Yτ) = Oλ ×Oµ.
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This yields a map
Φ : Tn ∼= Irr(YMn) −→ P(n)×P(n), τ 7−→ (λ, µ).
Let us denote Φ1(τ) = λ and Φ2(τ) = µ for the first and the second component of Φ,
respectively. We call maps Φ,Φ1,Φ2 generalized Steinberg maps.
The next lemma immediately follows from the definition.
Lemma 7.1. With the above notation, Oλ (resp. Oµ) is characterized as the nilpotent
orbit which meets any of the sets
ϕ1(Yτ ), ϕ1(T ∗OτMn), {τy : y ∈ Mn such that (τy, yτ) ∈ n×n}
(resp. ϕ2(Yτ ), ϕ2(T ∗OτMn), {yτ : y ∈ Mn such that (τy, yτ) ∈ n×n} )
along dense open subsets.
7.2. The map Φ on permutations. The decomposition of Mn into B × B-orbits is
evidently an extension of the Bruhat decomposition of G = GLn:
G =
⊔
σ∈Sn
BσB ⊂ Mn =
⊔
τ∈Tn
BτB.
Here the permutations σ ∈ Sn are viewed as permutation matrices, in particular they are
invertible matrices. Thus, for (x, y) ∈ T ∗BσBMn, the element x ∈ BσB ⊂ G is an invertible
matrix, hence the matrices xy and yx = x−1(xy)x are G-conjugate. This readily implies
that they generate the same nilpotent orbit, and we get Φ1(σ) = Φ2(σ) whenever σ is a
permutation. In contrast, for a partial permutation τ , we have Φ1(τ) 6= Φ2(τ) in general.
See Example 7.8 below.
Let us compare the conormal bundles for the diagonal action of G on B × B and for
the action of B × B on G via the left and right multiplications.
For σ ∈ Sn, if we put Oσ = BσB ⊂ G ⊂ Mn and Zσ := G · (b, σb) ⊂ B × B, the
corresponding conormal bundles are
T ∗
Oσ
G = T ∗
Oσ
Mn = (B × B) · {(σ, y) : σy ∈ n, yσ ∈ n}
= (B × B) · {(σ, y) : σy ∈ n ∩ σn}
and
T ∗Zσ(B × B) = G · {(b,
σb, z) : z ∈ n ∩ σn}
(see (4.1)). The fibers are the very same and we get
G · (ϕ1(T ∗OσG)) = G · (ϕ2(T
∗
Oσ
G)) = G · (n ∩ σn) = π(T ∗Zσ(B × B))
with π the projection given in Section 4. Thus these sets have the same dense nilpotent
orbit Oλ. We summarize this into the following proposition.
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Proposition 7.2. For any permutation σ ∈ Sn, we have
Φ(σ) = (St(σ), St(σ)),
where St : Sn → P(n) is the Steinberg map for GLn.
Remark 7.3. Let σ be a permutation and set λ = Φ1(σ) = Φ2(σ). Then we have
ϕ1(T ∗OσG) = B · (n ∩
σn) =: Vσ.
The set Vσ := Vσ∩Oλ is called an orbital variety (and Vσ is its closure). It is an irreducible
component of the variety Oλ ∩ n and every component of Oλ ∩ n is of the form Vσ′ for
some σ′ ∈ Sn such that Φ1(σ′) = Φ2(σ′) = λ; see [12].
Note also that ϕ2(T
∗
Oσ
G) = Vσ−1 .
In fact, even for a partial permutation τ ∈ Tn, we obtain that the (closures of the)
images of the conormal bundle T ∗
Oτ
Mn by ϕ1 and ϕ2 are closures of orbital varieties. See
Corollary 7.5 below.
7.3. Calculation of the map Φ for partial permutations.
Notation. (a) As in the previous subsections, B ⊂ GLn denotes the Borel subgroup
of upper triangular matrices and n ⊂ Mn is the subspace of strictly upper triangular
matrices.
(b) We can view a partial permutation τ ∈ Tn as a map τ : {1, . . . , n} → {0, 1, . . . , n}
such that #τ−1(i) ≤ 1 whenever i 6= 0; the corresponding matrix has 1 as an entry in the
position (τ(j), j) whenever τ(j) 6= 0 and 0’s elsewhere. The map τ can also be written in
the form
(7.1) τ =
(
j1 · · · jr m1 · · · mn−r
i1 · · · ir 0 · · · 0
)
,
which means that τ(jk) = ik for k ∈ {1, . . . , r} and τ(mt) = 0 for t ∈ {1, . . . , n− r}, and
we will call (
j1 · · · jr
i1 · · · ir
)
the nondegenerate part of τ , which is a bijection between the sets J(τ) := {j1, . . . , jr}
and I(τ) := {i1, . . . , ir}. We also write M(τ) := {m1, . . . , mn−r} (the “kernel” of τ) and
L(τ) := {1, . . . , n} \ I(τ) (the “coimage” of τ).
(c) Observe that the transpose of a partial permutation is a partial permutation, namely
for τ in (7.1), the transpose is given by
tτ =
(
i1 · · · ir ℓ1 · · · ℓn−r
j1 · · · jr 0 · · · 0
)
,
where {ℓ1, . . . , ℓn−r} = L(τ). In particular the nondegenerate part of tτ is the inverse of
the nondegenerate part of τ .
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In the following statement we use the notation in Section 2 related to the Robinson-
Schensted algorithm and the operation ∗ on Young tableaux.
Theorem 7.4. Consider a partial permutation
τ =
(
j1 · · · jr m1 · · · ms
i1 · · · ir 0 · · · 0
)
∈ Tn (r = rank τ and r + s = n).
Let σ =
(
j1 · · · jr
i1 · · · ir
)
be the nondegenerate part of τ ; it yields a pair of Young tableaux
(RS1(σ),RS2(σ)) defined through the Robinson-Schensted algorithm. Assume that m1 <
· · · < ms. Let {ℓ1, . . . , ℓs} := {1, . . . , n} \ {i1, . . . , ir} and assume that ℓ1 < · · · < ℓs.
Then, the image of the generalized Steinberg map Φ(τ) = (Φ1(τ),Φ2(τ)) ∈ P(n)2 is
given by
Φ1(τ) = shape
(
RS1(σ) ∗
ℓ1
.
.
.
ℓs
)
, Φ2(τ) = shape
( m1
.
.
.
ms
∗RS2(σ)
)
.
Proof. We denote
V1(τ) := {τy : y ∈ Mn s.t. (τy, yτ) ∈ n×n},
and similarly,
V2(τ) := {yτ : y ∈ Mn s.t. (τy, yτ) ∈ n×n}.
By Lemma 7.1, the nilpotent orbit corresponding to Φi(τ) intersects Vi(τ) along a dense
open subset and this serves as characterization of the orbit (for i ∈ {1, 2}).
Let us compute the spaces V1(τ) and V2(τ). Let ei,j stand for the elementary matrix
with 1 at the position (i, j) and 0’s elsewhere. It is straightforward to see that
τei,j ∈ n ⇐⇒
{
i ∈ {m1, . . . , ms} (in which case τei,j = 0), or
i = jk and ik < j (in which case τei,j = eik ,j)
and
ei,jτ ∈ n ⇐⇒
{
j ∈ {ℓ1, . . . , ℓs} (in which case ei,jτ = 0), or
j = ik and jk > i (in which case ei,jτ = ei,jk).
This yields
V1(τ) =
⊕
(i,j)∈D1
Cei,j and V2(τ) =
⊕
(i,j)∈D2
Cei,j
where
D1 = {(ik, ℓt) : ik < ℓt} ∪ {(ik, it) : ik < it, jk < jt} and
D2 = {(mk, jt) : mk < jt} ∪ {(jk, jt) : jk < jt, ik < it}.
For w ∈ Sn, we put
D(w) := {(i, j) : 1 ≤ i < j ≤ n, w−1(i) < w−1(j)}.
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Note that the equality
(7.2)
⊕
(i,j)∈D(w)
Cei,j = n ∩
wn
holds. By the classical Steinberg theory (Section 4), we already know the nilpotent orbit
which intersects n ∩ wn densely. Thus let us see that D1 and D2 are exactly of the form
D(w) above for some w.
We may assume that j1 < . . . < jr. Moreover let {i
′
1, . . . , i
′
r} := {i1, . . . , ir} with
i′1 < . . . < i
′
r and set j
′
k = σ
−1(i′k) for all k ∈ {1, . . . , r}. Using these indices, we define
permutations w1, w2 by
(7.3) w1 :=
(
1 · · · r r+1 · · · n
i1 · · · ir ℓs · · · ℓ1
)
, w2 :=
(
1 · · · s s+1 · · · n
ms · · · m1 j
′
1 · · · j
′
r
)
.
Then it is easy to see that Di = D(wi) (i = 1, 2). Whence
(7.4) Vi(τ) =
⊕
(k,ℓ)∈D(wi)
Cek,ℓ = n ∩
win for i ∈ {1, 2}.
By definition, the partition λ = St(w) encodes the nilpotent orbit which intersects the
space n ∩ wn along a dense open subset (see Section 4). Therefore (7.4) implies
(Φ1(τ),Φ2(τ)) = (St(w1), St(w2)).
By Theorem 4.1, the Steinberg map St can be computed by means of the Robinson-
Schensted algorithm. Namely for w1, w2 we deduce that
Φ1(τ) = St(w1) = shape(RS1(w1)) = shape(RowInsert(i1, . . . , ir, ℓs, . . . , ℓ1))
= shape(RowInsert(i1, . . . , ir)← ℓs ← · · · ← ℓ1)
= shape
(
RS1(σ) ∗
ℓ1
...
ℓs
)
and
Φ2(τ) = St(w2) = shape(RS1(w2)) = shape(RowInsert(ms, . . . , m1, j
′
1, . . . , j
′
r))
= shape(ColumnInsert(j′r, . . . , j
′
1, m1, . . . , ms))
= shape(ms → · · · → m1 → ColumnInsert(j
′
r, . . . , j
′
1))
= shape
( m1
...
ms
∗ RS2(σ)
)
where we use that ColumnInsert(j′r, . . . , j
′
1) = RowInsert(j
′
1, . . . , j
′
r) and
RowInsert(j′1, . . . , j
′
r) = RS1
(( i′1 · · · i′r
j′1 · · · j
′
r
))
= RS1(σ
−1) = RS2(σ).
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The proof is complete. 
Recall from Remark 7.3 the notion of orbital variety.
Corollary 7.5. Let τ be a partial permutation and let (λ, µ) = (Φ1(τ),Φ2(τ)). Then
the varieties ϕ1(T ∗OτMn) and ϕ2(T
∗
Oτ
Mn) are closures of orbital varieties of Oλ and Oµ,
respectively. Namely we have
ϕ1(T ∗OτMn) ∩ Oλ = Vw1 and ϕ2(T
∗
Oτ
Mn) ∩ Oµ = Vw2
where w1, w2 are the permutations defined in (7.3).
Proof. By definition we have ϕi(T
∗
Oτ
Mn) = B · Vi(τ) (for i ∈ {1, 2}), where Vi(τ) is as in
the proof of Theorem 7.4. Then the claim follows from (7.4). 
The proof of Theorem 7.4 actually involves a generalization of the Robinson-Schensted
correspondence for partial permutations. We state it as a theorem below.
Let STab(λ) denote the set of standard tableaux of shape λ ∈ P(n), i.e., Young
tableaux of shape λ with entries 1, . . . , n. Also, for a subdiagram ν ⊂ λ, we say that λ \ ν
is a column strip (or a vertical strip) if the skew diagram λ \ ν contains at most one box
in each row.
Theorem 7.6. There is a bijective correspondence between the set of partial permutations
Tn and the set of triples⊔
λ,µ∈P(n)
r∈{0,...,n}
{
(T1, T2, ν) ∈ STab(λ)× STab(µ)×P(r) : ν ⊂ λ, ν ⊂ µ,
and λ \ ν, µ \ ν are column strips
}
,
which is given explicitly as
τ 7→
(
RS1(σ) ∗
ℓ1
.
.
.
ℓs
,
m1
.
.
.
ms
∗ RS2(σ), shape(RS1(σ))
)
where σ denotes the nondegenerate part of τ (with the same notation as in Theorem 7.4).
Proof. By tT we denote the transpose of a Young tableau T . For a partial permutation
τ ∈ Tn, the corresponding triple (T1, T2, ν) is constructed in the following way. Let us
denote the pair of intermediate tableaux by S1 = RS1(σ) and S2 = RS2(σ). Then the
triple is obtained by
(7.5)

T1 = S1 ← ℓs ← · · · ← ℓ1
tT2 =
tS2 ← m1 ← · · · ← ms
ν = shape(S1) = shape(S2)
From [6, Proposition in §1.1], we see the skew diagrams shape(Ti) \ ν (i ∈ {1, 2}) are
column strips, i.e., the image of the map in the statement is contained in the right-hand
side. Conversely the same proposition in [6] tells that for any triple (T1, T2, ν) in the
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right-hand side we can reverse the procedure to get a pair of Young tableaux (S1, S2)
and lists of entries ℓ1 < · · · < ℓs and m1 < · · · < ms such that (7.5) holds. We denote
by {i1, . . . , ir} (resp. {j1, . . . , jr}) the set of entries of S1 (resp. S2). By the Robinson-
Schensted correspondence, there is a unique bijection
w : {j1, . . . , jr} → {i1, . . . , ir}
such that S1 = RS1(w) and S2 = RS2(w). In this way, we can recover the original partial
permutation τ . This shows that the map under consideration is bijective, which completes
the proof. 
Remark 7.7. Through the correspondence described in Theorem 7.6, any permutation
σ ∈ Sn corresponds to a triple (T1, T2, ν) such that ν = shape(T1) = shape(T2); moreover
in this case we have (T1, T2) = (RS1(σ),RS2(σ)). Thus, in this way, the correspondence
in Theorem 7.6 reduces to the classical Robinson-Schensted correspondence on the set of
permutations.
Example 7.8. In Figures 1–3, we describe the correspondence τ 7→ (T1, T2, ν) of Theorem
7.6 for n = 3. The set T3 contains 34 elements. For each partial permutation τ , we
indicate the nondegenerate part σ, the pair (RS1(σ),RS2(σ)), and the corresponding
triple (T1, T2, ν). We display the list in three parts, according to the rank r of τ .
Remark 7.9. There might be a close relationship between the correspondence τ 7→
(T1, T2, ν) of Theorem 7.6 and Travkin’s mirabolic Robinson-Schensted-Knuth correspon-
dence [21]. Let us explain this in more detail.
In [21] the diagonal action of GLn on the variety GLn/B ×GLn/B ×Cn is considered.
The orbits are parametrized by the so-called marked permutations, i.e., the pairs (w, β)
formed by a permutation w ∈ Sn and a subset β ⊂ [n] satisfying
∀i, j ∈ [n], (i /∈ β and j ∈ β) =⇒ (i > j or w(i) > w(j));
namely (w, β) is mapped to the GLn-orbit of the triple (B,wB,
∑
i∈β ei), where (e1, . . . , en)
is the standard basis of Cn. This is a variant of the parametrization of the GLn-orbits on
GLn/B ×GLn/B × P(Cn) due to Magyar-Weyman-Zelevinsky [13].
By using the conormal variety for GLn/B×GLn/B×Cn and the enhanced nilpotent cone
Ngln×C
n (due to Achar and Henderson [1]), Travkin establishes a bijection between the set
of marked permutations and the same set of triples as in Theorem 7.6. He describes this
bijection explicitly and call it the mirabolic Robinson-Schensted-Knuth correspondence.
There is a natural bijection between marked permutations (w, β) and partial permuta-
tions τ ∈ Tn, which is defined by (w, β) 7→ τ := w|[n]\βmax where
βmax := {i ∈ β : (j > i and j ∈ β) ⇒ w(j) < w(i)}.
Therefore, Travkin’s correspondence can also be expressed as an explicit bijection between
partial permutations τ ∈ Tn and triples (T1, T2, ν) as in Theorem 7.6. This bijection seems
to be quite different from ours, thus giving rise to a non-identical map Tn → Tn on partial
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permutations. We have no indication whatsoever on a direct, combinatorial description
nor on a possible geometric interpretation of this map.
We mention the following representation theoretic interpretation of the fibers of the
map Φ described in Theorem 7.4. Let ρ
(n)
λ denote the irreducible representation of Sn
corresponding to the partition λ ∈ P(n). In the next statement, the notation ⊠ stands
for the outer tensor product.
Corollary 7.10. For every pair of partitions (λ, µ) ∈ P(n)×P(n), the number of ele-
ments in the fiber Φ−1((λ, µ)) is equal to
n∑
r=0
(
multiplicity of ρ
(n)
λ ⊠ ρ
(n)
µ in Ind
S2n
S2r×S
2
n−r
(CSr ⊠ sgn
⊗2)
)
· dim(ρ(n)λ ⊠ ρ
(n)
µ )
where CSr denotes the regular representation of S
2
r := Sr×Sr (defined by left and right
multiplication) and sgn denotes the signature representation of Sn−r.
Proof. We have CSr =
⊕
ν∈P(r) ρ
(r)
ν ⊠(ρ
(r)
ν )∗ and sgn⊗2 = ρ
(n−r)
(1n−r)⊠(ρ
(n−r)
(1n−r))
∗. By the Pieri
formula (a special case of the Littlewood-Richardson rule; see the formula (5) in §2.2 and
Corollary 2 in §7.3 of Fulton’s book [6]), we have
IndSnSr×Sn−r(ρ
(r)
ν ⊠ ρ
(n−r)
(1n−r)) =
⊕
λ∈P(n) s.t.
λ \ ν is column strip
ρ
(n)
λ
hence the multiplicity mr(λ, µ) in the decomposition
Ind
S2n
S2r×S
2
n−r
(CSr ⊠ sgn
⊗2) =
⊕
(λ,µ)∈P(n)2
(ρ
(n)
λ ⊠ ρ
(n)
µ )
⊕mr(λ,µ)
coincides with the number of partitions ν ∈ P(r) (subdiagrams of λ and µ) such that
λ \ ν and µ \ ν are column strips. We also know that dim ρ(n)λ = |STab(λ)| since STab(λ)
gives a basis of ρ
(n)
λ via the construction of Specht module. Hence, if we put
Υr(λ, µ) := {(T1, T2, ν) ∈ STab(λ)×STab(µ)×P(r) : λ \ ν, µ \ ν are column strips},
we obtain
n∑
r=0
mr(λ, µ) dim ρ
(n)
λ ⊠ ρ
(n)
µ =
∣∣∣ n⋃
r=0
Υr(λ, µ)
∣∣∣ = |Φ−1((λ, µ))|
where Theorems 7.4 and 7.6 are used. The proof is complete. 
The corollary only tells that the number of partial permutations and the dimension of
the S2n-module specified above exactly match. However, in the classical Steinberg theory,
the corresponding representation is the regular representation of the symmetric group,
and it coincides with the Springer representation on each fiber. Thus we propose the
following conjecture.
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Conjecture 7.11 (Generalization of the Springer representation). There exists a geomet-
ric way to construct an action of the group Sn × Sn on the top Borel-Moore homology
space of HBMtop (YMn), identifying the irreducible components of YMn with a basis of the
induced representation ⊕n
r=0
Ind
S2n
S2r×S
2
n−r
(
CSr ⊠ sgn
⊗2
)
.
Moreover the components of YMn parametrized by the elements in the fibers Υr(λ, µ) of
Oλ ×Oµ give a natural basis of ρ
(n)
λ ⊠ ρ
(n)
µ with multiplicities.
Remark 7.12. In [9], Henderson and Trapa used a similar equality between the number
of orbits and the dimension of certain induced representation (see Proposition 3.1 in [9]).
However, it is still open to realize the representations geometrically.
Part 3. The image of the symmetrized and exotic moment maps for the
double flag variety of type AIII
In this final part, we establish our main results outlined in Sections 1.3–1.4.
8. Parametrization of the K-orbits in the double flag variety X
In the rest of the paper, we consider the setting given in Sections 1.3 and 5. In particular
we have a polarized vector space
V := C2n = V + ⊕ V − where V + := Cn × {0}n, V − := {0}n × Cn,
and consider the group G = GL2n = GL(V ). The symmetric subgroup
K = {g ∈ GL2n : g(V
+) = V +, g(V −) = V −} ∼= GLn ×GLn
is the stabilizer of the polarization above. Finally, we consider the double flag variety
X = K/BK ×G/PS
where
• BK ⊂ K is a Borel subgroup, and there is no loss of generality in assuming
that BK =
{(
b1 0
0 b2
)
: b1, b2 ∈ B
}
∼= B × B with B = B+n ⊂ GLn the Borel
subgroup of upper triangular matrices;
• PS :=
{(
a c
0 b
)
: a, b ∈ GLn, c ∈ Mn
}
⊂ G is a Siegel parabolic subgroup.
Hence X can be identified with the direct product
X = K/BK ×Grn(C
2n) = F (V +)×F (V −)×Grn(C
2n)
where F (V ±) denotes the variety of complete flags of the subspace V ± while Grn(C
2n)
stands for the Grassmann variety of n-dimensional subspaces of C2n.
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In the present section, we describe the parametrization of the K-orbits in the double
flag variety X. It is easy to see that there is a bijection
Grn(C
2n)/BK
∼
−−→ X/K ∼= (K/BK ×Grn(C2n))/K,
V modBK 7→ (BK , V )modK.
Thus we are reduced to parametrize the set of BK-orbits in Grn(C
2n), which is achieved
in the following theorem. Here again the partial permutations Tn studied in Section 6
appear. We identify τ ∈ Tn with the corresponding matrix in Mn.
Theorem 8.1. Let (T2n)
′ denote the set of (2n) × n matrices of the form
(
τ1
τ2
)
, with
τ1, τ2 ∈ Tn, and which are of rank n (i.e., τ
−1
1 (0)∩τ
−1
2 (0) = ∅). The group Sn acts on the
set (T2n)
′ from the right by the multiplication of the permutation matrices. For ω ∈ (Tn)′,
let us denote by Vω := Imω the n-dimensional subspace generated by the columns of the
matrix ω. Then, the map
(T2n)
′ −→ Grn(C
2n), ω =
(
τ1
τ2
)
7−→ Vω
induces a bijection
(T2n)
′/Sn
∼
−−→ Grn(C
2n)/BK ∼= X/K.
To prove the theorem, we use the following lemma.
Lemma 8.2. Let B′ ⊂ GLn be a Borel subgroup which contains the standard torus. For
any partial permutation τ ∈ Tn, there is a permutation w ∈ Sn such that
τwB′ ⊂ B′τw.
Proof. There is no loss of generality in assuming that B′ ⊂ GLn is the subgroup of lower
triangular matrices. Given τ ∈ Tn, by permuting the columns of τ , we can find w ∈ Sn
such that
τw =
(
1 · · · r r + 1 · · · n
i1 · · · ir 0 · · · 0
)
with i1 < · · · < ir,
where r = rank τ . The group B′ is generated by the torus T of diagonal matrices and
the elementary matrices of the form uj(α) := 1n + αej+1,j for j ∈ {1, . . . , n − 1}. When
t = diag(t1, . . . , tn) is a diagonal matrix, we have
τwt = diag(t′1, . . . , t
′
n)τw ∈ B
′τw where t′ik = tk and t
′
ℓ = 1 for ℓ /∈ {i1, . . . , ir}.
When u = uj(α) we have
τwu =
{
τw if r ≤ j ≤ n− 1,
τw + αeij+1,j = (1n + αeij+1,ij)τw if 1 ≤ j ≤ r − 1,
hence τwu ∈ B′τw in both cases. Altogether we conclude that τwB′ ⊂ B′τw. The proof
of the lemma is complete. 
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Proof of Theorem 8.1. First we show that Grn(C
2n) is the union of the BK-orbits through
the points Vω ∈ Grn(C2n) for ω ∈ (T2n)
′. Any point in Grn(C
2n) is of the form Va := Im a
for a certain (2n) × n matrix a of rank n. We write a ∼ a′ whenever Va and Va′ belong
to the same BK-orbit. Let us consider a =
(
a1
a2
)
∈ M2n,n(C) of rank n. Recall that
BK = B × B where B ⊂ GLn is the Borel subgroup of upper triangular matrices. By
Proposition 6.3 we can write a1 = b1τ1b2 for some (b1, b2) ∈ B × B and some partial
permutation τ1 ∈ Tn. Furthermore, by Lemma 8.2, there is a permutation w ∈ Sn such
that τ1wB ⊂ Bτ1w. Setting a
′
2 := a2b
−1
2 w we have
a =
(
a1
a2
)
=
(
b1τ1w
a′2
)
w−1b2 ∼
(
τ1w
a′2
)
.
Invoking again Proposition 6.3, we find a pair (b′1, b
′
2) ∈ B×B and a partial permutation
τ2 ∈ Tn such that a′2 = b
′
2τ2b
′
1. Moreover since τ1wB ⊂ Bτ1w, we can find b
′′
1 ∈ B such
that τ1wb
′−1
1 = b
′′
1τ1w. Whence
a ∼
(
τ1w
a′2
)
=
(
τ1w
b′2τ2b
′
1
)
∼
(
τ1wb
′−1
1
b′2τ2
)
=
(
b′′1τ1w
b′2τ2
)
∼
(
τ1w
τ2
)
∈ (T2n)
′.
Hence all the BK-orbits have representatives of the form Vω for some ω ∈ (T
2
n)
′.
Clearly, if ω = ω′w with w ∈ Sn, then we have Vω = Vω′ . Hence the map
(T2n)
′/Sn → Grn(C
2n)/BK , ω 7→ BK · Vω
is well defined and surjective. It remains to show that this map is injective.
Let (ε±1 , . . . , ε
±
n ) be the standard basis of V
± and set V ±i = 〈ε
±
1 , . . . , ε
±
i 〉C for i =
0, 1, . . . , n. Thus BK is the stabilizer of the pair of complete flags (V
±
0 , V
±
1 , . . . , V
±
n ) ∈
F (V ±). Note that, for ω, ω′ ∈ (T2n)
′, we have
Vω = Vω′ modBK =⇒ dim(V
+
i + V
−
j ) ∩ Vω = dim(V
+
i + V
−
j ) ∩ Vω′ , ∀i, j.(8.1)
Since rankω = n by assumption, every column of ω is nonzero. In fact every column of
ω has at most two nonzero coefficients and is of the form ε+i , ε
+
i + ε
−
j , or ε
−
j for some i, j
(regarding ε+i , ε
−
j as 2n-sized column matrices). According to these three cases, we have
• ε+i occurs as a column of ω if and only if dimV
+
i ∩ Vω > dimV
+
i−1 ∩ Vω;
• ε−j occurs as a column of ω if and only if dimV
−
j ∩ Vω > dimV
−
j−1 ∩ Vω;
• ε+i + ε
−
j occurs as a column of ω if and only if
dim(V +i + V
−
j ) ∩ Vω > dim(V
+
i−1 + V
−
j ) ∩ Vω = dim(V
+
i + V
−
j−1) ∩ Vω
= dim(V +i−1 + V
−
j−1) ∩ Vω.
This observation combined with (8.1) tells us that
Vω = Vω′ modBK =⇒ ω and ω′ have the same columns (up to the order)
=⇒ ω = ω′w for some w ∈ Sn.
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The proof of the theorem is now complete. 
9. Symmetrized moment map X/K → Nk/K
The purpose of this section is to compute the symmetrized moment map X/K → Nk/K
of (1.3) in the case of the symmetric pair (G,K) = (GL2n,GLn×GLn) under consideration
(see Section 1.3). We use the same notation as in Sections 5 and 8, in particular G = GL2n
and
K =
{(
a 0
0 b
)
: a, b ∈ GLn
}
= {g ∈ G : g(V ±) = V ±} ∼= GLn ×GLn
where V + = Cn×{0}n and V − = {0}n×Cn, so that V +⊕V − = C2n. Their Lie algebras
are denoted by g = gl2n and
k = Lie(K) =
{(
α 0
0 β
)
: α, β ∈ Mn
}
∼= gln × gln.
Recall the projection
(·)θ : g −→ k, x =
(
x1 x2
x3 x4
)
7−→ xθ =
(
x1 0
0 x4
)
along the Cartan decomposition. Since the nilpotent cone Nk is the direct product Ngln×
Ngln, the nilpotent K-orbits in Nk are of the form Oλ × Oµ with a pair of partitions
(λ, µ) ∈ P(n)2:
Nk/K = {Oλ ×Oµ : λ, µ ∈ P(n)} ∼= P(n)×P(n).
Our double flag variety is identified with
X = K/BK ×Grn(C
2n) ∼= F (V +)×F (V −)×Grn(C
2n),
where BK = B ×B is the Borel subgroup of K corresponding to the subgroup B ⊂ GLn
of upper-triangular matrices. From Theorem 8.1 we have a parametrization of the set of
K-orbits X/K:
(9.1) (T2n)
′/Sn
∼
−−→ X/K, ω 7−→ Zω := K · (BK , Vω)
where (T2n)
′ is the set of full rank matrices of the form ω =
(
τ1
τ2
)
(τ1, τ2 ∈ Tn), and
Vω = Imω ∈ Grn(C2n).
As before, we identify the flag variety K/BK (resp. Grn(C
2n) ∼= G/PS) with the
collection of all Borel subalgebras b′K ⊂ k (resp. parabolic subalgebras p
′ ⊂ g conjugate
to Lie(PS)). With this identification, Zω is regarded as the K-orbit through the pair
(b × b, pω) where b := Lie(B) ⊂ gln is the subalgebra of upper-triangular matrices, and
pω := {x ∈ gl2n : x(Vω) ⊂ Vω}. We further denote n := nil(b) and uω := nil(pω) = {x ∈
gl2n : Im x ⊂ Vω ⊂ ker x}, the nilradicals of b and pω respectively.
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Recall the conormal variety
(9.2) Y = {(b′K , p
′, x) ∈ K/BK ×G/PS × g : x
θ ∈ nil(b′K), x ∈ nil(p
′)},
which is a union of conormal bundles
T ∗ZωX = {(b
′
K , p
′, x) ∈ Y : (b′K , p
′) ∈ Zω}(9.3)
= K · {(b× b, pω, x) ∈ X×Mn : x ∈ uω, x
θ ∈ n×n}
over the K-orbits Zω (see Section 3.2), and the map πk : Y → k defined by πk(b′K , p
′, x) =
xθ. Then the symmetrized moment map X/K → Nk/K in (1.3) induces a map between
parameter sets of orbits:
Ξk : (T
2
n)
′ −→ P(n)×P(n), ω 7−→ (λ, µ)
where (λ, µ) is the pair of partitions such that πk(T
∗
Zω
X) = Oλ×Oµ. Though it is difficult
to give a combinatorial algorithm to describe Ξk for all ω’s, we have an efficient algorithm
for “generic” ones using Theorem 7.4. Namely we prove the following theorem.
Theorem 9.1. Whenever ω is of the form ω =
(
τ
1n
)
with a partial permutation τ ∈ Tn,
we have Ξk(ω) = Φ(τ) where Φ : Tn → P(n)×P(n) is the generalized Steinberg map
described in Theorem 7.4.
To prove the theorem, we use the following characterization of the map Ξk (which
immediately follows from (9.3) and the definition of the map Ξk).
Lemma 9.2. If Ξk(ω) = (λ, µ), then Oλ × Oµ is characterized as the nilpotent orbit of
Nk which intersects the subspace
V(ω) := {xθ : x ∈ uω} ∩ (n× n)
along a dense open subset.
Proof of Theorem 9.1. Let us characterize the elements of the space V(ω). Put x =(
x1 x2
x3 x4
)
∈ M2n, and note that xθ =
(
x1 0
0 x4
)
. Then x belongs to the nilpotent radical
uω if and only if Im x ⊂ Imω ⊂ ker x, hence
x ∈ uω ⇐⇒

x
(
τ
1n
)
= 0(
1n −τ
)
x = 0
⇐⇒

x1τ + x2 = 0
x3τ + x4 = 0
x1 − τx3 = 0
x2 − τx4 = 0
(9.4)
⇐⇒ x =
(
τx3 −τx3τ
x3 −x3τ
)
.
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This yields
V(ω) =
{(
τy 0
0 −yτ
)
: y ∈ Mn such that (τy, yτ) ∈ n× n
}
.
By Lemma 7.1, the K-orbit
Oλ ×Oµ ∼=
{(
y1 0
0 y2
)
: y1 ∈ Oλ, y2 ∈ Oµ
}
, where (λ, µ) = (Φ1(τ),Φ2(τ)),
intersects V(ω) along a dense open subset. According to Lemma 9.2, this implies Ξk(ω) =
(Φ1(τ),Φ2(τ)) = Φ(τ). 
10. Exotic moment map X/K → Ns/K
We keep the notation and setting of Section 9. In this section the Cartan space
s =
{(
0 γ
δ 0
)
: γ, δ ∈ Mn
}
plays an important role. We define the projection (·)−θ : g→ s along the Cartan decom-
position g = k⊕ s, i.e.,
x =
(
x1 x2
x3 x4
)
7−→ x−θ =
(
0 x2
x3 0
)
.
We define the map
πs : Y −→ s, (b
′
K , p
′, x) 7−→ x−θ
for the conormal variety Y in (9.2). As already pointed out in Section 1.3, we know that
the image of this map is contained in the nilpotent variety Ns, which consists of finitely
many K-orbits parametrized by P±(2n), the set of signed Young diagrams of size 2n (see
Section 5 for definition).
For ω ∈ (T2n)
′, we have the K-orbit Zω in X (see (9.1)). As before, we take the conormal
bundle T ∗ZωX ⊂ Y over Zω and conclude that the set πs(T
∗
Zω
X) is an irreducible, K-stable,
closed subvariety of Ns. Hence it coincides with the closure of a unique K-orbit OΛ. In
this way, we get a map
Ξs : (T
2
n)
′ −→ P±(2n), ω 7→ Λ,
which is the combinatorial incarnation of the exotic moment map X/K → Ns/K in (1.3).
In the theorem below, we compute Ξs(ω) for a “generic” ω =
(
τ
1n
)
as in the case of
Theorem 9.1. We use the following combinatorial definition.
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Definition 10.1. Let (T1, T2) be a pair of Young tableaux of the same shape λ with
entries from {1, . . . , n}. Let ℓ1 < · · · < ℓs (resp. m1 < · · · < ms) be a list of entries in
{1, . . . , n} which do not appear in the tableau T1 (resp. T2). We define a skew tableau
S =
m1
...
ms
∗ T2 △ T1 ∗
ℓ1
...
ℓs
by the following algorithm:
• Define a tableau T̂1 := T1 ← ℓs ← · · · ← ℓ1 by row insertion. Then its shape λ̂
contains at most one extra box in each row comparing to λ. Let T̂2 be the tableau
of the same shape λ̂ = shape(T̂1), obtained as follows. Place T2 in the subshape
λ ⊂ λ̂. Then add to T2 extra boxes with the entries n + 1, . . . , n + s from top to
bottom.
• Let T 2 := ms → · · · → m1 → T̂2 be a tableau obtained by column insertion. Its
shape λ contains at most one extra box in each row comparing to λ̂. Let µ(s)
denote the vertical Young diagram of size s. Then, there is a unique skew tableau
of shape λ \ µ(s) whose rectification by jeu de taquin is the tableau T̂1. Define S
as this skew tableau.
It follows from [6, Proposition in §1.1] that the procedure in the definition is well
defined.
Lemma 10.2. Assume that (T1, T2) = (RS1(w),RS2(w)) is the pair of Young tableaux
corresponding to the bijection w : jk 7→ ik. Let S be the skew tableau obtained in Definition
10.1. Then S is obtained from the Robinson-Schensted tableau
RS1
(
ms · · · m1 j1 · · · jr n+ 1 · · · n + s
−s · · · −1 i1 · · · ir ℓs · · · ℓ1
)
by erasing the boxes of entries −1, . . . ,−s.
Proof. This follows from [6, Proposition 1 in §5.1]; see also Lemma 10.9 below. 
Example 10.3. For instance, for T1 =
1 3
4 6
5
, T2 =
2 4
3 6
7
, (ℓ1, ℓ2) = (2, 7), (m1, m2) =
(1, 5), n = 7, we get
T̂1 =
1 2 7
3 6
4
5
, T̂2 =
2 4 8
3 6
7
9
, T 2 =
1 2 4 8
3 6
5 7
9
hence
1
5
∗ T2 △ T1 ∗
2
7
=
1 2 7
3
4 6
5
.
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Theorem 10.4. Let ω ∈ (T2n)
′ be of the form ω =
(
τ
1n
)
for a partial permutation
τ ∈ Tn. We write
τ =
(
j1 · · · jr m1 · · · ms
i1 · · · ir 0 · · · 0
)
with m1 < · · · < ms,
where r = rank τ and s = n − r. Let {ℓ1 < · · · < ℓs} := {1, . . . , n} \ {i1, . . . , ir}. Let us
denote the nondegenerate part of τ by
σ :=
(
j1 · · · jr
i1 · · · ir
)
.
Then the image Ξs(ω) ∈ P±(2n) of the exotic moment map is characterized as fol-
lows.
(1) For k > 0 even, the number of +’s (resp. −’s) contained in the first k columns of
Ξs(ω) coincides with the number of boxes in the first k columns of the tableau
RS1(σ) ∗
ℓ1
.
.
.
ℓs
(
resp.
m1
.
.
.
ms
∗ RS2(σ)
)
.
(2) For k > 0 odd, the number of +’s contained in the first k columns of Ξs(ω) coin-
cides with the number of boxes contained in the first k columns of the skew tableau (see
Definition 10.1 for notation)
m1
.
.
.
ms
∗ RS2(σ)△ RS1(σ) ∗
ℓ1
.
.
.
ℓs
.
(3) For k > 0 odd, the number of −’s in the first k columns of Ξs(ω) is equal to
s+ (number of boxes in the first k columns of RSi(σ)) (i ∈ {1, 2}).
Example 10.5. (a) If τ = σ is a permutation, then RS1(τ),RS2(τ) are standard Young
tableaux of the same shape, and the signed Young diagram Ξs(ω) is obtained by dupli-
cating this common shape and filling in the rows and columns with alternated +’s and
−’s. For instance,
τ = 1n =⇒ shape(RSi(τ)) = (n) = · · · =⇒ Ξs(ω) =
+ − + − · · ·
− + − + · · ·
.
See Section 10.2 for more details.
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(b) Assume that τ =
(
1 2 3 · · · n
0 1 2 · · · n− 1
)
. In this case we get
(RS1(σ),RS2(σ)) = ( 1 2 · · ·n–1, 2 3 · · · n ),
RS1(σ) ∗ n = 1 ∗ RS2(σ) = 1 2 · · · n , and
1 ∗ RS2(σ)△ RS1(σ) ∗ n = · 1 2 · · · n
(the latter tableau is a skew tableau whose first column contains no box), hence
Ξs(ω) =
− + − · · · +
− + − · · · +
if n is even
(two rows of length n)
or Ξs(ω) =
− + · · · + − +
− + · · · +
if n is odd.
(rows of lengths n+ 1, n− 1)
(c) For n = 3, we have computed the signed Young diagram Ξs(ω) for each matrix of
the form ω =
(
τ
13
)
with τ ∈ T3. These signed Young diagrams are listed below in
Figures 1–3 at the end of this article.
The rest of this section is devoted to the proof of Theorem 10.4. Let us begin with
some preliminary lemmas.
10.1. A characterization of the image of the exotic moment map Ξs. As in Section
9, we prepare a lemma, which characterizes theK-orbit corresponding to the signed Young
diagram Ξs(ω) ∈ P±(2n). Recall that n ⊂ gln stands for the subalgebra of strictly upper
triangular matrices.
Lemma 10.6. (a) For ω ∈ (T2n)
′, put Λ = Ξs(ω) ∈ P
±(2n). Then the nilpotent K-
orbit OΛ ⊂ Ns is characterized as the K-orbit which intersects
W(ω) := {x−θ : x ∈ uω such that x
θ ∈ n× n}
along a dense open subset.
(b) Moreover, if ω is of the form ω =
(
τ
1n
)
with τ ∈ Tn, then we have
W(ω) =
{(
0 −τyτ
y 0
)
: y ∈ Mn such that (τy, yτ) ∈ n× n
}
.
Proof. By (9.3), we have T ∗ZωX = K · {(b× b, pω, x) : x ∈ uω, x
θ ∈ n× n}, hence we get
πs(T ∗ZωX) = K ·W(ω) = OΛ
by the definition of the map Ξs. This shows part (a) of the statement. Part (b) follows
from the calculation made in the proof of Theorem 9.1 (see (9.4)). 
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10.2. The permutation case. We first determine Ξs(ω) in the case where ω involves a
permutation τ .
Notation. Given a partition λ = (λ1, . . . , λs) ∈ P(n), we denote by Λ[2λ] the signed
Young diagram of size 2n obtained by duplicating λ, i.e., each row of λ of length λi gives
rise to two rows of Λ[2λ] of length λi, one starting with + and the other starting with −.
For instance:
λ = =⇒ Λ[2λ] =
+ − + −
− + − +
+ −
+ −
− +
− +
+
−
.
In other words, with the notation of Section 5.2, the signed Young diagram Λ[2λ] is
characterized as follows:
#(Λ[2λ])≤k(+) = #(Λ[2λ])≤k(−) = #λ≤k, ∀k ≥ 1.
Lemma 10.7. Assume that ω =
(
τ
1n
)
where τ is a permutation. Put λ = shape(RSi(τ))
(for i ∈ {1, 2}). Then we have Ξs(ω) = Λ[2λ].
Proof. By Lemma 10.6, we have to determine the signed Young diagram Λ parametrizing
the K-orbit of Ns containing
(
0 −τyτ
y 0
)
whenever y ∈ Mn is a generic element of the
space
{y ∈ Mn : (τy, yτ) ∈ n× n}.
For such an element y, we know from Theorem 7.4 that the Jordan form of a := yτ is
given by λ. Using that the matrix τ is a permutation (thus invertible), we can write(
τ−1 0
0 1n
)(
0 −τyτ
y 0
)(
τ 0
0 1n
)
=
(
0 −yτ
yτ 0
)
=
(
0 −a
a 0
)
=: x
hence x also belongs to the K-orbit OΛ. Note also that, for all k ≥ 0, we have
x2k = (−1)k
(
a2k 0
0 a2k
)
and x2k+1 = (−1)k
(
0 −a2k+1
a2k+1 0
)
.
Hence for all k ≥ 1,
#Λ≤k(±) = dimker x
k ∩ V ± = dimker ak = #λ≤k
and therefore Λ = Λ[2λ] as asserted. 
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10.3. A lemma for a partial permutation. Let ω =
(
τ
1n
)
where τ is a partial
permutation. We consider an element y ∈ Mn which is generic in the space
{y ∈ Mn : (τy, yτ) ∈ n× n}
so that the signed Young diagram Λ := Ξs(ω) parametrizes the K-orbit OΛ ⊂ Ns which
contains the element
x :=
(
0 −τyτ
y 0
)
(see Lemma 10.6). The proof of the following lemma is straightforward (the second part of
each claim (a) and (b) follows from the definition of the orbit OΛ; see Definition 5.1 (c)).
Lemma 10.8. (a) x2k = (−1)k
(
(τy)2k 0
0 (yτ)2k
)
for all k ≥ 0, hence
#Λ≤2k(+) = dimker(τy)
2k and #Λ≤2k(−) = dimker(yτ)
2k.
(b) Similarly x2k+1 = (−1)k
(
0 −(τy)2k+1τ
(yτ)2ky 0
)
for all k ≥ 0, hence
#Λ≤2k+1(+) = dimker
(
(yτ)2ky
)
and #Λ≤2k+1(−) = dim ker
(
(τy)2k+1τ
)
.
10.4. Proof of Theorem 10.4 (1). We can take y ∈ {y ∈ Mn : (τy, yτ) ∈ n×n} generic
so that (
0 −τyτ
y 0
)
belongs to the K-orbit OΛ ⊂ Ns for Λ := Ξs(ω)
(see Lemma 10.6) and
τy (resp. yτ) belongs to the nilpotent orbit Oλ (resp. Oµ) for (λ, µ) := Φ(τ)
(see Lemma 7.1). In view of Lemma 10.8 (a), it follows that the number of +’s (resp. −’s)
in the first k columns of Λ, for k even, coincides with the number of boxes in the first k
columns of λ (resp. µ). Thus Theorem 10.4 (1) follows from Theorem 7.4.
10.5. Proof of Theorem 10.4 (2). We consider the map
ψ : Mn −→ Mn+s, y 7−→
(
0 y
0 0
)
and the permutation
τ̂ :=
(
m1 · · · ms j1 · · · jr n+ 1 · · · n + s
s · · · 1 i′1 · · · i
′
r ℓ
′
s · · · ℓ
′
1
)
∈ Sn+s
where we set i′k := ik + s and ℓ
′
k := ℓk + s.
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Lemma 10.9. Let λ := shape(RSi(τ̂)) (i ∈ {1, 2}) for τ̂ as above and let ν be the one-
column Young diagram with s boxes. Then the skew tableau
S :=
m1
.
.
.
ms
∗ RS2(σ)△ RS1(σ) ∗
ℓ1
.
.
.
ℓs
in Theorem 10.4 (2) is of shape λ \ ν.
Proof. Let Ti = RSi(σ) for i ∈ {1, 2}. Let (T̂1, T̂2) be the pair of tableaux obtained after
the first step of the definition of the skew tableau S. By definition of the operation △,
the shape of S is obtained as
(10.1) shape
(
ms → · · · → m1 → T̂2
)
\ ν.
By definition of the algorithm, for i ∈ {1, 2} we have
T̂i = RSi(w) where w :=
(
j1 · · · jr n+ 1 · · · n+ s
i1 · · · ir ℓs · · · ℓ1
)
.
Let j′1, . . . , j
′
n be the elements of the set {j1, . . . , jr, n + 1, . . . , n + s} ordered in such a
way that w(j′1) < · · · < w(j
′
n); equivalently τ̂(j
′
1)(= s+ 1) < · · · < τ̂ (j
′
n). Then we have
RS2(τ̂) = RS1(τ̂
−1) = RowInsert(ms, . . . , m1, j
′
1, . . . , j
′
n)
= (ms → · · · → m1 → RowInsert(j
′
1, . . . , j
′
n))
= (ms → · · · → m1 → T̂2).
Comparing this equality with (10.1) completes the proof of the lemma. 
Lemma 10.10. (a) The map ψ restricts to a bijection
{y ∈ Mn : (τy, yτ) ∈ n× n}
∼
−−→ {z ∈ Mn+s : (τ̂ z, zτ̂ ) ∈ n̂× n̂}
where n̂ ⊂ Mn+s stands for the subspace of strictly upper triangular matrices.
(b) For any y ∈ Mn such that (τy, yτ) ∈ n× n, we have
ψ((yτ)ky) = (ψ(y)τ̂)kψ(y) for all k ≥ 0.
Proof. To show part (a), it suffices to prove the following claims:
{z ∈ Mn+s : (τ̂ z, zτ̂ ) ∈ n̂× n̂} ⊂ Imψ;(10.2)
for y ∈ Mn and ŷ := ψ(y), (τy, yτ) ∈ n× n ⇐⇒ (τ̂ ŷ, ŷτ̂) ∈ n̂× n̂.(10.3)
Let us show (10.2). Let z ∈ Mn+s such that (τ̂ z, zτ̂ ) ∈ n̂× n̂. For i ∈ {1, . . . , s}, using
that τ̂ z ∈ n̂, we have
zn+i,j = (τ̂ z)ℓ′s−i+1,j = 0 whenever 1 ≤ j ≤ ℓ
′
s−i+1.
Note that {ℓ′s−i+1 + 1, . . . , n + s} ⊂ {ℓ
′
s−k+1 : 1 ≤ k < i} ∪ {i
′
1, . . . , i
′
r}. Since zτ̂ ∈ n̂, we
also have
zn+i,i′k = (zτ̂ )n+i,jk = 0 for all k ∈ {1, . . . , r} (since jk ≤ n)
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and
zn+i,ℓ′s−k+1 = (zτ̂ )n+i,n+k = 0 whenever 1 ≤ k < i.
Altogether this implies that
(10.4) zn+i,j = 0 for all i ∈ {1, . . . , s}, all j ∈ {1, . . . , n+ s}.
Let j ∈ {1, . . . , s}. Since τ̂ z ∈ n̂, we have
zjk,j = (τ̂ z)i′k,j = 0 for all k ∈ {1, . . . , r} (since i
′
k ≥ s+ 1)
and
zms−k+1,j = (τ̂ z)k,j = 0 whenever j ≤ k ≤ s.
For k ∈ {1, . . . , j − 1}, using that zτ̂ ∈ n̂, we get
zms−k+1,j = (zτ̂ )ms−k+1,ms−j+1 = 0 (since ms−k+1 > ms−j+1).
Since {1, . . . , n} = {j1, . . . , jr} ∪ {m1, . . . , ms}, altogether we obtain
(10.5) zi,j = 0 for all i ∈ {1, . . . , n}, all j ∈ {1, . . . , s}.
From (10.4) and (10.5), we conclude that (10.2) holds true.
Next, let us show (10.3). Note that the matrix corresponding to τ̂ is of the form
τ̂ =
(
α 0
τ β
)
for some matrices α ∈ Ms,n, β ∈ Mn,s.
This yields
(10.6) τ̂ ŷ =
(
0 γ
0 τy
)
and ŷτ̂ =
(
yτ δ
0 0
)
for some γ ∈ Ms,n and δ ∈ Mn,s. Whence the equivalence
(τ̂ ŷ, ŷτ̂ ) ∈ n̂× n̂ ⇐⇒ (τy, yτ) ∈ n× n
which establishes (10.3).
Let us prove part (b) by induction in k ≥ 0. The case k = 0 is trivial. So assume that
ψ((yτ)ky) = (ψ(y)τ̂)kψ(y). Set ŷ = ψ(y). Using the second equality in (10.6), we get
(ŷτ̂)k+1ŷ =
(
yτ δ
0 0
)(
0 (yτ)ky
0 0
)
=
(
0 (yτ)k+1y
0 0
)
whence the equality (ŷτ̂)k+1ŷ = ψ((yτ)k+1y). 
Proof of Theorem 10.4 (2). We set ω̂ :=
(
τ̂
1n+s
)
, where τ̂ ∈ Sn+s is the permutation
given above. By Lemmas 10.7 and 10.8 (b) applied to ω̂ and n̂× n̂, for a generic ŷ in the
space {ŷ ∈ Mn+s : (τ̂ ŷ, ŷτ̂) ∈ n̂× n̂}, we have
dim ker
(
(ŷτ̂ )2kŷ
)
= #
(
shape(RS1(τ̂))
)
≤2k+1
∀k ≥ 0.
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By Lemma 10.10 (a), we have ŷ = ψ(y) for y ∈ Mn generic in the space {y ∈ Mn :
(τy, yτ) ∈ n× n}, and by Lemma 10.8 (b) we may suppose that
dim ker
(
(yτ)2ky
)
= #
(
Ξs(ω)
)
≤2k+1
(+) ∀k ≥ 0.
Moreover in view of Lemma 10.10 (b) we have dim ker
(
(yτ)2ky
)
= dimker
(
(ŷτ̂)2kŷ
)
− s
for all k. By Lemma 10.9, this yields the equality stated in Theorem 10.4 (2). 
10.6. Proof of Theorem 10.4 (3). We consider the sets I := {i1, . . . , ir} and J :=
{j1, . . . , jr}, and the increasing bijections wI : I → {1, . . . , r} and wJ : J → {1, . . . , r}.
The bijection σ : J → I gives rise to a permutation
τ ′ := wIσw
−1
J ∈ Sr.
Let us consider linear maps
ξ : Mr → Mn, z 7→ z with zj,i =
{
zwJ(j),wI(i) if (j, i) ∈ J × I,
0 if (j, i) /∈ J × I
and
φ : Mn → Mr, y 7→ y
′ with y′wJ(j),wI(i) = yj,i for all (j, i) ∈ J × I.
Let n′ ⊂ Mr denote the subspace of strictly upper triangular matrices.
Lemma 10.11. (a) φ ◦ ξ = idMr ;
(b) For z ∈ Mr and z = ξ(z), we have:
(τ ′z, zτ ′) ∈ n′ × n′ =⇒ (τz, zτ) ∈ n× n;
(c) For y ∈ Mn and y′ = φ(y), we have:
(τy, yτ) ∈ n× n =⇒ (τ ′y′, y′τ ′) ∈ n′ × n′
and
t(τ(yτ)kyτ) = ξ( t(τ ′(y′τ ′)ky′τ ′) ) for all k ≥ 0.
Proof. First note that
(φ ◦ ξ(z))i,j = (ξ(z))w−1J (i),w
−1
I (j)
= zwJ (w−1J (i)),wI (w
−1
I (j))
= zi,j for all i, j ∈ {1, . . . , r},
whence (a). Before showing parts (b) and (c), we note that if z = φ(y) then
(τy)ik,iℓ = yjk,iℓ = zwJ (jk),wI(iℓ) = (τ
′z)wI (ik),wI(iℓ) ,(10.7)
(yτ)jk,jℓ = yjk,iℓ = zwJ (jk),wI(iℓ) = (zτ
′)wJ(jk),wJ(jℓ) , and(10.8)
(τyτ)ik,jℓ = yjk,iℓ = zwJ (jk),wI(iℓ) = (τ
′zτ ′)wI(ik),wJ (jℓ)(10.9)
for all k, ℓ ∈ {1, . . . , r}.
Let us show part (b). Assume that (τ ′z, zτ ′) ∈ n′ × n′. Note that (τz)i,j = 0 if i /∈ I
(due to the definition of I) or if j /∈ I (due to the definition of z). Similarly (zτ)i,j = 0 if
(i, j) /∈ J × J . By (a) we have z = φ(z). By (10.7), for i, j ∈ I such that i ≥ j, we get
(τz)i,j = (τ
′z)wI (i),wI(j) = 0 since wI(i) ≥ wI(j) (because wI is increasing) and τ
′z ∈ n′.
42 LUCAS FRESSE AND KYO NISHIYAMA
By (10.8) we get similarly (zτ)i,j = (zτ
′)wJ(i),wJ (j) = 0 whenever i, j ∈ J satisfy i ≥ j.
Altogether we have shown that (τz, zτ) ∈ n× n.
Let us show part (c). Assume that (τy, yτ) ∈ n× n. Then, (10.7) and (10.8) yield
(τ ′y′)i,j = (τy)w−1I (i),w
−1
I (j)
= 0 and (y′τ ′)i,j = (yτ)w−1J (i),w
−1
J (j)
= 0
whenever i, j ∈ {1, . . . , r} are such that i ≥ j. Whence (τ ′y′, y′τ ′) ∈ n′× n′. It remains to
show the second assertion in part (c). By definition of I, J , we have
(10.10) (τ(yτ)kyτ)i,j = 0 for all k ≥ 0, if (i, j) /∈ I × J.
Next fix (i, j) ∈ I × J and let us show the formula
(10.11) (τ(yτ)kyτ)i,j = (τ
′(y′τ ′)ky′τ ′)wI(i),wJ (j)
by induction on k ≥ 0. The case k = 0 follows from (10.9). Assuming that formula
(10.11) holds for k, by using (10.10) and (10.7), we see that
(τ(yτ)k+1yτ)i,j =
n∑
ℓ=1
(τy)i,ℓ(τ(yτ)
kyτ)ℓ,j =
∑
ℓ∈I
(τy)i,ℓ(τ(yτ)
kyτ)ℓ,j
=
r∑
ℓ=1
(τ ′y′)wI(i),ℓ(τ
′(y′τ ′)ky′τ ′)ℓ,wJ(j) = (τ
′(y′τ ′)k+1y′τ ′)wI(i),wJ (j).
This establishes (10.11). Finally relations (10.10) and (10.11) yield the desired equality
t(τ(yτ)kyτ) = ξ( t(τ ′(y′τ ′)ky′τ ′) ) for all k ≥ 0. 
Proof of Theorem 10.4 (3). Let y ∈ Mn be an element which is generic in the space {y ∈
Mn : (τy, yτ) ∈ n× n}, so that
(10.12) #
(
Ξs(ω)
)
≤2k+1
(−) = dimker
(
τ(yτ)2kyτ
)
(by Lemma 10.8 (b)). By Lemma 10.11 we may assume that y′ := φ(y) is generic in the
space {z ∈ Mr : (τ ′z, zτ ′) ∈ n′ × n′} and, by Lemmas 10.7 and 10.8 (b), we may assume
that
(10.13) dim ker
(
τ ′(y′τ ′)2ky′τ ′
)
= #
(
shape(RS1(τ
′))
)
≤2k+1
.
In addition, by Lemma 10.11 (c), we have
(10.14) dim ker
(
τ(yτ)2kyτ
)
= dimker
(
τ ′(y′τ ′)2ky′τ ′
)
+ s.
Finally note that the Young tableaux RS1(τ
′) and RS1(σ) are of the same shape, because
we have τ ′ = wIσw
−1
J where wI , wJ are increasing bijections. Then, part (3) of Theorem
10.4 follows from (10.12), (10.13), and (10.14). 
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11. Proof of Theorem 1.6
In this section we focus on the images of the conormal variety Y by the maps πk : Y →
Nk and πs : Y → Ns. Our goal is to prove Theorem 1.6, which describes the irreducible
components of the nilpotent varieties NX,k := πk(Y) and NX,s := πs(Y).
Recall that the conormal variety can be described as
Y = {(b′K , p
′, x) ∈ K/BK ×G/PS × g : x ∈ nil(p
′), xθ ∈ nil(b′K)}.
Here K/BK (resp. G/PS) is identified with the set of Borel subalgebras b
′
K ⊂ k (resp.
parabolic subalgebras p′ ⊂ g conjugate to pS). Note that
⋃
b′K∈K/BK
nil(b′K) coincides with
the nilpotent cone Nk of k, while
⋃
p′∈G/PS
nil(p′) = G · nil(pS) ⊂ g = M2n is the subset
of nilpotent matrices of square zero (the closure of the Richardson orbit corresponding
to pS). This implies that the images of Y by the maps πk : (b
′
K , p
′, x) 7→ xθ and πs :
(b′K , p
′, x) 7→ x−θ can be described as
πk(Y) =
{(
a 0
0 b
)
∈ Nk : ∃y, z ∈ Mn such that
(
a y
z b
)2
= 0
}
;(11.1)
πs(Y) =
{(
0 y
z 0
)
∈ s : ∃a, b ∈ Mn nilpotent, such that
(
a y
z b
)2
= 0
}
.(11.2)
Given a, b, y, z ∈ Mn, note that the equality
(
a y
z b
)2
= 0 is equivalent to the following
condition:
(11.3) a2 + yz = b2 + zy = ay + yb = za + bz = 0.
Since πk(Y) (resp. NX,k) is aK-stable subset ofNk, it is a union of nilpotentK-orbits of the
form Oλ ×Oµ for pairs of partitions (λ, µ) ∈ P(n)×P(n). Similarly, since πs(Y) (resp.
NX,s) is a K-stable subset of Ns, it is a union of K-orbits of the form OΛ corresponding
to certain signed Young diagrams Λ ∈ P±(2n).
Lemma 11.1. (a) Oλ ×Oµ ⊂ πk(Y) =⇒ Oµ ×Oλ ⊂ πk(Y);
(b) OΛ ⊂ πs(Y) =⇒ OΛ ⊂ πs(Y), where we denote by Λ the signed Young diagram
obtained from Λ by switching the +’s and the −’s.
Proof. The property follows by observing that the quadruple (a, b, y, z) satisfies (11.3) if
and only if (b, a, z, y) satisfies (11.3), and then by invoking (11.1)–(11.2). 
Notation. (a) Let Λ ∈ P±(2n) be a signed Young diagrams with k rows. Let Λi[+)
(resp. Λi[−)) be the number of +’s (resp. −’s) contained in the i-th row of Λ but not in
the rightmost box of the row. Let Λ[+) and Λ[−) be the partitions corresponding to the
lists of numbers (Λ1[+), . . . ,Λk[+)) and (Λ1[−), . . . ,Λk[−)) after rearranging the terms in
nonincreasing order and erasing the terms equal to zero if necessary.
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For instance,
Λ =
+ − + − + −
+ − + − +
+ − + −
− + − +
− +
−
=⇒ Λ[+) = and Λ[−) = .
(b) We consider partitions which satisfy the following condition:
(11.4) the partition λ = (λ1, . . . , λk) satisfies
{
λ2i−1 − λ2i ∈ {0, 1} ∀i ∈ {1, . . . , ⌊
k
2
⌋},
if k is odd then λk = 1.
If x is a nilpotent matrix whose Jordan normal form is encoded by the partition µ =
(µα11 , . . . , µ
αℓ
ℓ ) with numbers µ1 > . . . > µℓ and multiplicities α1, . . . , αℓ ≥ 1, then the
Jordan normal form of x2 is encoded by the partition (⌈µ1
2
⌉α1 , ⌊µ1
2
⌋α1 , . . . , ⌈µℓ
2
⌉αℓ , ⌊µℓ
2
⌋αℓ).
This readily implies that
(11.5)
a partition λ ∈ P(n) encodes the Jordan normal form of a nilpotent matrix
of the form x2 if and only if λ satisfies (11.4).
Lemma 11.2. Let Λ ∈ P±(2n) be a signed Young diagram.
(a) If the K-orbit OΛ is contained in πs(Y), then the partitions Λ[+) and Λ[−) satisfy
condition (11.4).
(b) Any x ∈ πs(Y) satisfies xn = 0 if n is even and xn+1 = 0 if n is odd. Thus, if OΛ is
contained in πs(Y), then Λ has at most n (resp. n+ 1) columns if n is even (resp. odd).
Proof. (a) Assume that OΛ ⊂ πs(Y). Take
(
0 y
z 0
)
∈ OΛ. By (11.2), there exist
nilpotent matrices a, b ∈ Mn such that the relations in (11.3) hold. The subspace Im z is
stabilized by the matrix zy. The last equality in (11.3) implies that Im z is also stabilized
by b, and the equality b2+zy = 0 yields zy|Im z = −(b|Im z)2. Note that the Jordan normal
form of the nilpotent endomorphism zy|Im z : Im z → Im z corresponds to the partition
Λ[−). It therefore follows from (11.5) that the partition Λ[−) satisfies (11.4). A similar
argument (or Lemma 11.1) implies that Λ[+) also satisfies (11.4).
(b) Any element x ∈ πs(Y) is of the form x =
(
0 y
z 0
)
with y, z ∈ Mn and such that
there exist nilpotent matrices a, b ∈ Mn satisfying (11.3). Let m be any even number such
that m ≥ n. Then
xm =
(
0 y
z 0
)m
=
(
(yz)
m
2 0
0 (zy)
m
2
)
= (−1)
m
2
(
am 0
0 bm
)
= 0.
The proof is complete. 
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Proof of Theorem 1.6. Recall that the K-orbits of X are parametrized by the elements
ω ∈ (T2n)
′, and each orbit Zω gives rise to a conormal bundle T
∗
Zω
X ⊂ Y . Thus
πk(T ∗ZωX) ⊂ NX,k and πs(T
∗
Zω
X) ⊂ NX,s.
For a matrix ω =
(
τ
1n
)
corresponding to a partial permutation τ ∈ Tn, Theorems
9.1 and 10.4 describe the K-orbits which are dense in πk(T ∗ZωX) and πs(T
∗
Zω
X). Choosing
τ = 1n, we get (by Theorem 9.1)
Ξk(ω) = (shape(RS1(1n)), shape(RS2(1n))) = ((n), (n)),
hence
O(n) ×O(n) = πk(T ∗ZωX) ⊂ NX,k.
Since the K-orbit O(n) ×O(n) is dense in Nk, we already obtain NX,k = Nk.
It remains to consider NX,s. For n = 1, the equality NX,s = Ns easily follows from
(11.2). Hereafter we assume that n ≥ 2. Choosing τ = 1n, we get (by Theorem 10.4, and
in view of Example 10.5 (a))
Ξs(ω) =
+ − + − · · ·
− + − + · · ·
= Λ0 (as in Theorem 1.6) hence OΛ0 = πs(T
∗
Zω
X) ⊂ NX,s.
Choosing τ as in Example 10.5 (b), we have Ξs(ω) = Λ− (the signed Young diagram of
Theorem 1.6 (a)–(b)) hence OΛ− ⊂ NX,s. From Lemma 11.1 (b), we deduce OΛ+ ⊂ NX,s
with Λ+ as in Theorem 1.6 (a)–(b). Altogether this yields
OΛ+ ∪OΛ0 ∪OΛ− ⊂ NX,s.
It remains to show the reversed inclusion.
First assume that n is even. In this case, the signed Young diagrams Λ0, Λ+, and Λ−
are described in Theorem 1.6 (a). For any K-orbit OΛ ⊂ πs(Y), the corresponding signed
Young diagram Λ has at most n columns by Lemma 11.2 (b), hence we have Λ  Λ0,
Λ  Λ+, or Λ  Λ− (see Remark 5.3 (b)), and we get OΛ ⊂ OΛ+ ∪ OΛ0 ∪ OΛ−. We
conclude that the inclusion NX,s ⊂ OΛ+ ∪OΛ0 ∪OΛ− holds in this case.
Finally assume that n is odd. Then, the signed Young diagrams Λ0, Λ+, and Λ− are
described in Theorem 1.6 (b). Let OΛ be a K-orbit contained in πs(Y). By Lemma
11.2 (b), the signed Young diagram Λ has at most n + 1 columns. If Λ has at most n
columns, then OΛ ⊂ OΛ+ ∪OΛ0 ∪OΛ− (see Remark 5.3 (b)). It remains to consider the
case where Λ has n+1 columns, i.e., the first row of Λ has length n+1. Say that the last
box of this row contains the symbol + (the other case is similar), thus Λ1[−) =
n+1
2
. If
Λ is not Λ−, then the second row of Λ has length < n− 1 or ends with the symbol −; in
both cases we get Λ2[−) <
n−1
2
, hence the signed Young diagram Λ does not satisfy (11.4),
so that Lemma 11.2 (a) yields a contradiction. Therefore Λ+ and Λ− are the only signed
Young diagrams with exactly n+1 columns whose corresponding K-orbits are contained
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in πs(Y). Altogether, we obtain the desired inclusion NX,s = πs(Y) ⊂ OΛ+ ∪OΛ0 ∪OΛ−.
The proof of the theorem is complete. 
Remark 11.3. (a) Theorem 1.6 shows that the set πk(Y) is dense in Nk, however this set
is not closed (thus the map πk : Y → Nk is not surjective) unless n ≤ 3. (For n ≤ 3, it is
straightforward to see that πk(Y) = Nk.)
For n ≥ 4, let us see that a K-orbit of the form Oλ × O(1n) (for λ ∈ P(n)) is not
contained in πk(Y) whenever λ1 > 3. Indeed, take a ∈ Oλ and b = 0 ∈ O(1n). Assume
that Oλ ×O(1n) ⊂ πk(Y). Then, in view of (11.1), there are matrices y, z ∈ Mn satisfying
(11.3). Whence
a3 = −a(yz) = (yb)z = 0,
so that λ1 ≤ 3.
(b) The image of the map πs : Y → s is not closed, unless n ≤ 2. Indeed, for n ≥ 3,
Lemma 11.2 implies that the orbit OΛ corresponding to the signed Young diagram
Λ =
+ − + −
+
..
.
−
...
∈ P±(2n)
is not contained in πs(Y), whereas Theorem 1.6 shows that OΛ ⊂ πs(Y).
Index of notation
1.1 B, N = Ng, St
1.2 K, k, s, Nk, Ns, X, Y , πk, πs
2.1 P(n), shape(T )
2.2 (T ← a), (a→ T ), RowInsert, ColumnInsert
2.3 RS1(w), RS2(w)
2.4 T ∗ S
3.1 YX , µX
3.2 nil
§4 St (type A), Oλ
5.1 G, K, V +, V −, k, s, xθ, x−θ
5.2 Nk, Ns, #λ≤k, , P±(2n), #Λ≤k(+), #Λ≤k(−), OΛ, BK , PS (type AIII)
§6 Mn, YMn, Tn, Oτ , Yτ
§7 B, n, Φ = (Φ1,Φ2)
§8 (T2n)
′
§9 Zω, Ξk
§10 Ξs, △
10.2 Λ[2λ]
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τ σ (RS1(σ),RS2(σ)) (T1, T2, ν) Φ(τ) = Ξk((
τ
13 )) Ξs((
τ
13 ))
( 1 2 3
1 2 3
) = τ 1 2 3 , 1 2 3 1 2 3 , 1 2 3 , , + − +
− + −
( 1 2 31 3 2 ) = τ
1 2
3
, 1 2
3
1 2
3
, 1 2
3
,
,
+ −
− +
+
−( 1 2 32 1 3 ) = τ
1 3
2
, 1 3
2
1 3
2
, 1 3
2
,
( 1 2 3
2 3 1
) = τ 1 3
2
, 1 2
3
1 3
2
, 1 2
3
,
( 1 2 3
3 1 2
) = τ 1 2
3
, 1 3
2
1 2
3
, 1 3
2
,
( 1 2 3
3 2 1
) = τ
1
2
3
,
1
2
3
1
2
3
,
1
2
3
, ,
+
+
+
−
−
−
Figure 1. The correspondence τ 7→ (T1, T2, ν) for T3 (rank τ = 3); the
maps Φ, Ξk, and Ξs
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τ σ (RS1(σ),RS2(σ)) (T1, T2, ν) Φ(τ) = Ξk((
τ
13 )) Ξs((
τ
13 ))
( 1 2 3
0 1 2
) ( 2 3
1 2
) 1 2 , 2 3 1 2 3 , 1 2 3 , , − + − +
− +
( 1 2 3
1 2 0
) ( 1 2
1 2
) 1 2 , 1 2 1 2 3 , 1 2
3
,
,
+ − +
− +
−
( 1 2 3
1 0 2
) ( 1 3
1 2
) 1 2 , 1 3 1 2 3 , 1 3
2
,
( 1 2 3
0 2 3
) ( 2 3
2 3
) 2 3 , 2 3 1 3
2
, 1 2 3 ,
,
− + −
− +
+
( 1 2 3
0 1 3
) ( 2 3
1 3
) 1 3 , 2 3 1 2
3
, 1 2 3 ,
( 1 2 3
1 0 3
) ( 1 3
1 3
) 1 3 , 1 3 1 2
3
, 1 3
2
,
,
+ −
− +
− +( 1 2 3
1 3 0
) ( 1 2
1 3
) 1 3 , 1 2 1 2
3
, 1 2
3
,
( 1 2 3
2 0 3
) ( 1 3
2 3
) 2 3 , 1 3 1 3
2
, 1 3
2
,
( 1 2 3
2 3 0
) ( 1 2
2 3
) 2 3 , 1 2 1 3
2
, 1 2
3
,
( 1 2 32 0 1 ) (
1 3
2 1 )
1
2
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Figure 2. The correspondence τ 7→ (T1, T2, ν) for T3 (rank τ = 2); the
maps Φ, Ξk, and Ξs
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Figure 3. The correspondence τ 7→ (T1, T2, ν) for T3 (rank τ ≤ 1); the
maps Φ, Ξk, and Ξs
