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CHAPTER 1. INTRODUCTION 
Computerized adaptive testing (CAT), also called tailored testing, refers to using 
a computer to administer test, in which the presentation of the next test item, or 
the decision to stop, is adaptive. Bunderson, Inouye, k Olsen (1989) concluded 
that there are three categories of CAT: ''''adapting item presentation^ based on item 
response theory parameters, particularly the item difficulty parameter; adapting item 
presentation times, based on previous response times; and adapting the content or 
composition of the item, based on previous choices" (p. 381). In the present research, 
CAT refers to the first category—adapting item presentation based on item response 
theory parameters. 
In a conventional test, each individual takes the same set of items, regardless of 
one's ability level. In a peaked conventional test, items are chosen from a small range 
of difficulty levels. The peaked conventional test can distinguish people whose ability 
levels are suited for that difficulty range, but it can't provide accurate measurement 
for people whose ability levels are far away from that difficulty range. In a rectangular 
conventional test, item difficulties are uniformly distributed along a wide range of 
ability levels, and only a few items are appropriate for individuals at each ability 
level. The rectangular conventional test can provide almost equal but less accurate 
ability estimate for individuals at each ability level. 
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Many studies (e.g., Weiss, 1976,1982, 1983; Weiss & Kingsbury, 1984; Weiss & 
Vale, 1987; Lord, 1980; Roid, 1986; Stocking, 1987; Hulin, Drasgow, & Parsons, 1983, 
pp. 210-2.34; Moreno, Wetzel, McBride, & Weiss, 1984) have shown that adaptive 
testing procedure offers promise for improving measurement quality in many respects. 
A good CAT can improve both measurement quality and measurement efficiency, 
resulting in measurements of equal precision at all ability levels. The number of 
responses required in order to reach a specific level of measurement precision for an 
individual is substantially reduced, thus less time is required to complete the test. 
A general finding is that CAT can reduce test length by an average of 50%, without 
losing measurement quality (see, e.g., Weiss, 1979; Weiss & Vale, 1987; McBride, 
1986). CAT also controls the measurement precision, in which everyone can be 
measured with a prespecified degree of precision. Another advantage of CAT is that 
it can improve standardization of the testing process and test security. Disadvantages 
of CAT include that CAT is more complex than conventional testing, and a CAT 
usually requires a large item pool that has been calibrated in advance, characterized 
by items with high discrimination, a rectangular distribution of difficulty, and low 
guessing parameters. 
Strategies for Adaptive Testing: Early Work 
Binet was the first person to use adaptive testing procedures (Weiss, 1982). In 
the Binet tests, items were presented to a child according to the child's previous 
responses; the examiner chose subsequent items to be administered that were most 
appropriate in difficulty for a child's ability as exhibited on the previous items. 
Virtually each CAT strategy contains three aspects; item selection, ability 
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estimation, and test termination. Ability estimation includes ability estimation 
during the item selection process (called the current ability estimation in the present 
paper) and the final ability estimation. The current ability estimation and the final 
ability estimation'can be the same ability estimation methods, or different ability 
estimation methods. Any ability estimation method can be used in conjunction 
with any item selection technique. Any test termination criterion or combination of 
termination criteria can be used in any CAT. Early work on adaptive testing did not 
always use computers, and was not based on item response theory (IRT). Early CAT 
strategies use pre-structured item pools. The followings are some examples. 
Two-Stage tests 
The two-stage test (Angoff, 1958; Betz & Weiss, 1973, 1974; Lord, 1980, pp. 128-
149) consists of a short routing test, and several longer measurement tests. An 
individual answers the routing test first. The test is scored immediately. Based on 
the ability level shown on the routing test, the individual takes the measurement test 
on which the average difficulty level of test items is more-or-less appropriate to him 
or her. There are several scoring methods for the two-stage test. A simple ability 
estimate is thé average difficulty score—the average difficulty of the items that the 
person answered correctly. 
The two-stage test can reduce test length without degrading the measurement 
accuracy. However, there are several problems with the two-stage test. The main 
problem is its minimal adaptability; item difficulty is adapted only once during a 
testing procedure. Further the short length of the routing test results in routing 
4 
errors, some people may be assigned to a measurement test that is not appropriate 
to their ability levels. Thus the final ability estimate may not be accurate. 
Flexilevel tests 
A flexilevel test (Lord, 1971a, .1971b, 1980, pp. 114-127) contains an odd number 
of items that are ordered in difficulty. Examinees first take the item with median 
difficulty, and then score that item themselves. If the response is correct, the examinee 
proceeds to the next more difficult item; if incorrect, proceeds to the next less difficult 
item. This procedure is continued so as to access more or less difiicult item according 
to one's correctness of responses. The test terminates when the examinee completes a 
predetermined number of items. The score on a flexilevel test is the number of correct 
answers (for examinees who answer the last item correctly) or the number of correct 
answers plus one-half point (for examinees who answer the last item incorrectly). 
Lord ( 1971b) demonstrated that a flexilevel test can be constructed to be nearly 
as effective as a peaked conventional test in the ability range where the conventional 
test is most informative. At other ability ranges, the flexilevel test provides a 
better measurement than the conventional test. However, the difficulty of the items 
attempted by an examinee is not necessarily optimal for the examinee. 
Branching tests 
In a branching test, items are ordered by difficulty, and an examinee begins 
with an item of moderate difficulty. The general algorithm for selecting items is to 
proceed to a more difficult item when the previous item is answered correctly, and to 
proceed to a less difficult item when the previous item is answered incorrectly. There 
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are various branching strategies, such as pyramidal procedure (Krathwohl & Huyser, 
1956; Lord, 1970), Robbins-Monro procedure (Lord, 1971c), stradaptive (stratifled-
adaptive) procedure (Weiss, 1973), etc. Some use a constant step size—the difference 
between difficulties of the item just administered and of the item to be administered 
next is constant. Some use shrinking-step size—the difference between difficulties of 
the item just administered and of the item to be adrriinistered next decreases during 
testing. One of the shrinking-step size procedures is the Robbins-Monro procedure 
(Lord, 1971c). It uses the final difficulty score as the ability estimate. When step size 
decreases in accordance with the conditions stated by Robbins and Monro (1951), the 
difficulty of the final item is a consistent estimator of the latent trait (ability) (Lord, 
1971c). In his Monte Carlo study. Lord found that a Robbins-Monro test provides 
good measurement for a much wider range of examinee ability than does the standard 
test (p. 14). The Robbins-Monro procedure provides rapid convergence on ability at 
all levels of ability. However, it requires a large number of items to calibrate a test. 
An n-item Robbins-Monro test requires 2^ — 1 items. A 20 item Robbins-Monro test 
requires 1048575 items, thus would be impossible to use in practical testing situations. 
Robbins-Monro test is also subjected to guessing effects. 
In a stratified adaptive computerized ability test (Weiss, 1973), items are strati­
fied by difficulty level or organized into a set of scaled peaked tests. By using certain 
branching procedures, the examinee is branched to the region of the item pool that 
provides the maximum information about his or her ability level. It can use various 
kinds of average difficulty scores, or the highest item difficulty score (the difficulty of 
the most difficult item the examinee answered correctly), as the examinee's ability 
estimate. 
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IRT-Based Computerized Adaptive Tests 
Overview of the IRT 
IRT "is a family of theories and models which have been developed to measure 
hypothetical construct, or constructs, from individuals' reactions to particular stim­
uli" (Samejima, 1983, p. 159). It provides a convenient way to. assess an individual's 
ability on the common metric, even when different persons are tested using different 
sets of items. The item difficulty also shares the same metric with the ability scale. 
IRT models specify the relationship between the probability of the observed 
responses of an individual to a test item and the individual's ability level. Models 
include the normal ogive model and the one-, two-, and three-parameter logistic 
models (Lord, 1952; Birnbaum, 1968). The three-parameter logistic (3-PL) model is 
(see Lord, 1980, Equation 2-1; Hulin, et al., 1983, Equation 2.4.4): 
l + e x p { - D a i ( » - b i ) ]  
where 9  is the latent trait (ability) value; reflects the steepness of the item response 
function (i.e., the item response curve (ICC) ) at its inflection point, and is an index of 
item discrimination; 6^ is an index of item difficulty and corresponds to the value of 6 
at the inflection point of the ICC; Cj is the lower asymptote of the ICC (also called the 
pseudo-guessing parameter), and corresponds to the probability of a keyed response 
among examinees with very low levels of D is a, scaling constant (in the present 
research, D = 1.702 or 1.7. Using these values of D, the logistic 1/[1 4- exp(—Dz)] is 
approximately equal to the probit), and P{{9) is the probability of a keyed response 
to item i for people whose ability level is $. 
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When c; = 0, Equation 1.1 becomes: 
l + exp[-Da,.(g-6J] 
Equation 1.2 is the two-parameter logistic (2-PL) model. 
When C.J = 0 and — 1, Equation 1.1 becomes: 
= 1 + expl-J5(« - 4;)] 
Equation 1.3 is the one-parameter logistic (1-PL) model. The 1-PL and the 2-PL 
models thus are special cases of the 3-PL model. 
When in Equation 1.1 is fixed, that is , the parameter is a constant, and 
0 < c < 1, Equation 1.1 is called the modified 3-PL model (Green & Bock, 1984). 
The parameter is also a constant in the modified 3-PL item pool of the present 
research. 
IRT theory has several strong assumptions. The major assumptions are: (a) lo­
cal independence—responses to any two items are uncorrelated in a homogeneous 
subpopulation at a particular ability level; and (b) a specified shape for the ICC. 
Based on IRT, several CAT strategies have been developed. There are currently two 
primary IRT-based item selection methods: the maximum item information selection 
(Lord, 1980) and the Bayesian item selection (Owen, 1969, 197-5). There are also 
two primary IRT-based ability estimation (i.e., scoring) methods: the maximum 
likelihood estimation and the Bayesian scoring approaches (Owen, 1969, 1975; Bock 
& Mislevy, 1982). The maximum information item selection is usually used in con­
junction with the maximum likelihood estimation, while the Bayesian item selection 
is usually used in conjunction with the Bayesian scoring. Combining these two item 
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selection methods and scoring approaches in a reversed way is also possible. These 
CAT strategies usually use a prespecified degree of precision as termination criterion. 
The maximum likelihood estimate of ability 
If the item parameters are known from pretesting, the maximum likelihood 
estimate (MLE) of ability can be obtained by solving for 9 in the following equation 
(see Lord, 1980, Equation 5-19): 
where n is the number of items, Qj(^) = 1 — P { { 0 ) ,  is the derivative of P i { 9 )  
with respect t o  9 , . / i  = 1 when the item response is a keyed answer, and ^  =  0  
when the item response is not a keyed answer, and Wj^{9) is the locally best weight 
(Birnbaum, 1968) or the optimal scoring weight (Lord, 1980), and 
For the 3-PL model the locally best weight is: 
D CL ' 
For the 2-PL model the locally best weight is: 
W i { 9 )  = Da^ (l.T) 
For the 1-PL model the locally best weight is: 
Wi = 1 (1.8) 
When the item responses are all equal to zero or all equal to one, Equation 1.4 
has no root. When n is small. Equation 1.4 may have more than one root (Samejima, 
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1973). Lord (1980, p. 59) indicated that if n is large enough, the uniqueness of the 
root of the MLE equation is guaranteed. He also indicated that with item number 
n > 20, multiple roots had not been found in practical work. However, Yen, Burket 
& Sykes (1991) examined the response vectors for large groups of real examinees 
in fourteen multiple-choice achievement tests with 20 to 50 items, found that from 
0.0 to .3.0% of them had response vectors with multiple maxima. The unique root 
of Equation 1.4, is a consistent estimate of 9, and converges to the true parameter 
value, 9. The MLE is also asymptotically normal and efficient under certain regularity 
conditions (Huhn et al., 1983, p. 48). The sample distribution of the MLE becomes 
normally distributed as sample size increases. In large samples the sampling variance 
of the MLE reaches a theoretical lower bound. 
The asymptotic sampling variance of the MLE is (see Lord, 1980, Equation 5-5): 
'pAe) 
The (asymptotic) information function, I { 9 } ,  of the MLE of ability is the recip­
rocal of the asymptotic variance (Lord, 1980, Equation 5-6): 
and is the maximum information provided by a test. The information provided by 
each item is (Lord, 1980, Equation 5-9): 
The item information contributes independently to the test information function. 
The item information for the 3-PL model is: 
D ' ^ a f { l - C i ) e x p [ - D a i { e - b i ) ]  
{1 + c^expi-Da^ie - 6^)j}{l + exp[-Dai{d - 6^-)]}^ 
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The item information is a bell shaped curve as a function of 0 .  For the 3-PL model 
an item gives maximum information at ability level 9 = 9i (Lord, 1980, Equation 
10-4) where 
an item with difficulty can maximize information at ability level 0 = 9^ (see 
Birnbaum, 1968, Equations 20.4.21-24; Lord, 1980, Equation 11-26). 
Maximum information item selection 
The maximum information item selection selects, from the item pool, the most 
"informative" item for an individual to respond to, based on the current ability 
estimate. For a particular level of ability information of each item in the item pool 
at ability 9 can be calculated. The item that has the maximum information will be 
selected. If there is no prior information about an examinee's ability range, the item 
selection process usually starts by assuming the individual's ability is equal to the 
population mean, and presenting him/her with the most informative item according 
to this assumed ability level. After the individual makes at least one correct and at 
least one incorrect responses, the MLE is calculated. Based on this MLE, the most 
informative new item is chosen to be presented. The test terminates when certain 
predetermined criteria are achieved (such as a certain level of accuracy is achieved, 
which can be easily inferred by the ^est information function), or a certain number 
of items have been presented. 
i 
When 
(1.14) 
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The distribution of the MLE of ability 0 is approximately (asymptotically) the 
normal distribution with mean 0, and variance It is asymptotically efficient 
(Birnbaum, 1968, p. 457; Lord, 1980, pp. 70-71). 
Many CAT studies (e.g., Stocking, 1987; Hulin et al., 1983, pp. 210-234; Weiss, 
1982; Green, 1983) have shown that CAT using the maximum information item 
selection, in conjunction with the MLE scoring, can provide- very accurate ability 
estimates along the ability continuum. It is more efficient than the Owen's Bayesian 
strategies (see Weiss, 1982). However, when guessing exists, lower ability examinees 
can easily get higher ability estimates based upon the response patterns that contain 
mainly successful item responses, in the earlier stage of CAT. Substantial number of 
items should be administered to recover the effect of lucky guessing. In addition, if 
an examinee answered all the items right or all the items wrong, the MLE cannot 
be determined. There are also some unusual response patterns that the maximum 
likelihood estimate procedure fails to converge (Weiss, 1982). In the case where there 
is no MLE solution, arbitrary 0 estimate is assigned, or arbitrary predetermined 
branching rules are used during the item selection process. To select the most 
"informative" item for the current ability estimate, from the entire item pool, the 
information of every item that has not been administered needs to be calculated. The 
computation burden is heaver. In practice, an info table (Thissen & Mislevy, 1990) 
is used to reduce the computation burden. The info table contains lists of items, 
ordered by the amount of information they can provide at various levels of ability. 
Since the current ability must be approximated into those tabulated abihty values, 
some measurement efficiency may be lost. Computation power is not a problem 
for the 386 PC with a math co-processor and 486 PC. For those machines with high 
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computation power, no info table is necessary for applying the maximum information 
item selection method. 
Bayesian ability estimation, and item selection 
The general procedure used in Owen's Bayesian CAT (see Owen, 1969, 1975; 
J e nsema, 1974) begins with the specification of a prior distribution for 6; that is, 
the mean and the variance are specified. If there is not any prior information about 
a particular examinee,, it usually assumes that 6 is normally distributed with mean 
0 and variance 1. An item is selected from the calibrated item pool that will most 
reduce the uncertainty of the examinee's ability estimate when administered; that is, 
most reduces the standard error of the ability estimate. After this item is presented, 
the prior ability estimate and the information from the response to this item are 
combined by means of Bayes' theorem to obtain a posterior ability estimate and the 
standard error of the ability estimate. The posterior ability estimate then becomes 
the prior ability estimate for the next stage. A new item is then chosen from the item 
pool that can most reduce the uncertainty of the ability estimate, and Bayes' theorem 
is used to combine the information obtained by administering the present item and the 
prior ability estimate to obtain an updated posterior ability estimate. The standard 
deviation of the new posterior ability estimate is also estimated. This iterative process 
continues until the standard error of the ability estimate is sufficiently small, or until 
a predetermined number of items are presented. The final posterior ability estimate 
is the examinee's ability estimate using the .Bayesian scoring approach. 
The Bayesian-based estimation is closely related to the likelihood-based esti­
mation (Sympson, 1977; Lord, 1980; Weiss, 1982). The MLE is a special case of 
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the Bayesian estimate when the Bayesian prior distribution for 6 is uniform. The 
Bayesian posterior variance is related to the variance of the likelihood function, which 
is inversely related to the information of a particular response pattern. Weiss (1982) 
indicated that approximately 85% of the items selected by the two procedures were 
the same. The Owen's Bayesian adaptive test strategies can achieve accurate results 
when the prior 9 estimate is accurate, and is more efficient than most other CAT 
strategies (see Vale, 1975). Unlike the MLE, which sometimes has no solution or 
has multiple solutions, the Bayesian scoring method always gets a unique ability 
estimate. The computation for selection of the next item, such that administration 
of that item would maximally reduce the posterior variance, is not complex. However, 
the relationship between the Owen's Bayesian estimated score and the latent ability is 
nonlinear in the lower ability range (McBride, 1975; Weiss & Mcbride, 1984). When 
the prior 9 estimate is not accurate, the estimated results are severely biased (Weiss & 
McBride, 1984). In Owen's Bayesian procedure, the approximate estimate of ability 
varies as a function of the item presentation order (Thissen & Mislevy, 1990). IRT 
estimates of ability should not depend on the item presentation order. Due to these 
problems, and the development of the microcomputer computation power, Owen's 
Bayesian item selection method is much less widely used. 
Bock and Mislevy (1982) described the adaptive EAP (estimated a posteriori) 
estimation of ability in CAT. It uses numerical method to approximate the mean and 
Variance of the Bayesian posterior distribution and is shown to have good properties 
for CAT. The EAP estimator has minimum mean square error over the population 
of ability for which the distribution of ability is specified by the prior. The EAP 
estimator is not affected by the item presentation order. The EAP estimator is 
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biased whenever a finite sample of items is used. The bias of the EAP estimate is 
minor for most of the population (within ±2 standard deviations). 
Other item selection methods 
Though the maximum information item selection and the Bayesian item selection 
methods can choose from the item pool the item that is the "most informative" or 
that can provide the "least expected posterior standard error", they face problems, 
such as item exposure rate. Items w^ith higher a values are heavily used. Items 
with low a values may be never used. The following item selection methods are 
less efficient, compared to the maximum information item selection, but they choose 
items more evenly from the item pool. 
Match to d item selection. The match to 6 item selection (see Hulin 
et al., 1983) selects from the items not yet administered the item whose is closest 
to the current ability estimate 0, to administer, where 
From Equations 1.13 and 1.14 one can infer that item whose difficulty is èj cari provide 
maximum information at ability level m^. In Equation 1.15, if q = 0, then = b^. 
The match to $ item selection is different from the maximum information 
item selection. In the former, each item's value is calculated, the item that has the 
smallest difference between mj and 6 is selected. In the later, each item's information 
at 9 is calculated, the item that has the maximum information is selected. In the 
z 
That is, if = 0, the match to 6 item selection selects item whose difficulty value 
i s  c l o s e s t  t o  9 .  
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1-PL item pool, where a^- = 1, = 0 for all items, or the modified 3-PL item pool, 
where and Cj are constants for all items, the item selected by the match m.j to 0 
item selection and the item selected by the maximum information item selection are 
identical. 
Quasi-match to 9 item selection. The quasi-match m^- to 0 item selec­
tion (Xiao, 1989, 1990) is a robust and simple item selection method. 
A constant d is calculated for each item pool: 
where a and c are the means of and c.^ of the whole item pool, respectively. Clearly, 
d = 0 when c.i of each item is 0. That is the case in the 1-PL or the 2-PL model. 
Define mj = + d. If the current ability estimate is a point estimate (e.g., 
MLE), the quasi-match to 9 item selection selects the item not yet administered 
whose m.j value is closest to#. If the current ability estimate is an interval estimate, 
it could be smaller or greater than the MLE. In this case the quasi-match to 9 
item selection selects the item not yet administered whose value is closest to Ô, 
in the direction where the MLE lies; that is, whose value is next smaller (or next 
greater) to the 9 value, depending upon whether the obtained score x is smaller (or 
greater) than the expected score at 9. 
In the 1-PL or the modified 3-PL item pools, where the as and cs are constants, 
during the item selection process, when the current ability estimation is a point 
estimate, the item selected by the quasi-match mj to 9 item selection is the same as 
the item selected by the match mi to 9 item selection or the maximum information 
item selection. 
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Earlier CAT strategies are not based on IRT, are easier to develop, but are found 
much less efficient than IRT-based CAT strategies (see, e.g., Weiss, 1982; Vale, 1975). 
CAT strategies that are based on IRT models usually need a very large item pool, 
which meets assumptions of IRT models. To estimate item parameters precisely, 
large sample size is needed. Though IRT-based CAT has substantial advantages, as 
previously mentioned, and computer technology is highly developed today, CAT is 
still not a widely-used procedure in measurement areas. The difficulty in developing 
an appropriate item pool may be one reason. The complexity of IRT-based CAT 
strategies may be another reason. More simple, more robust CAT strategies are 
needed in order to enable the wide use of CAT. 
In this paper, a family of CAT strategies—golden section search strategies (GSSS), 
dichotomous search strategies (DSS), and two versions of Z-score strategies (ZSS)— 
are introduced. Those strategies have several robust features. They are less subjected 
to the guessing effects and the inaccuracy of the item parameters. They can provide 
almost unbiased and accurate ability estimates over a wide range of abiHty levels, 
provide a convenient frame to use various item selection methods and scoring meth­
ods, and are computationally efficient. In GSSS, DSS, and one version of ZSS, a 
hypothesis testing is involved to determine the current ability estimate. The current 
ability estimates are interval estimates. They usually provide a more conservative 
current ability estimate than the MLE of ability. That is, the current ability estimate 
tends to be the same as the previous ability estimate, unless it statistically differs from 
the previous estimate. In another version of ZSS, no hypothesis testing is conducted 
to determine the current ability estimate. The Z-score estimate is used as the current 
ability estimate. Thus the current ability estimate is a point estimate. In the MLE 
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of ability, if an examinee responds to all items correctly or all items incorrectly, 
or examinee has an unusual response pattern, the MLE has no solution. Thus an 
arbitrary ability estimate must be assigned. The Z-score estimate can usually be a 
reasonable ability estimate in those situations. 
Dichotomous search strategies for CAT 
Xiao (1990) proposed dichotomous search strategies (DSS) for CAT. DSS for 
CAT is adapted from an optimization search method—dichotomous search. Dichoto­
mous search, or dichotomizing search, is a procedure for searching for a point in an 
interval, in which, at each step, the interval is divided into two halves, one half being 
then discarded if it can be logically shown that the point could not be in that half, 
(see, e.g. , Hua, 1981; Adby & Dempster, 1974; Gottfried & Weismân, 1973; Parker, 
1984). The process of DSS is as follows: 
Testing points. Testing points are the midpoints of successive search regions. 
The original search region covers all item difficulty levels in the item pool, or all 
possible ability levels that an examinee's ability estimate would be, whichever is less. 
The upper or the lower half of the search region is discarded when the search process 
continues. The ratio of the sizes of the next search region to the previous search 
region is .5. The scale for the testing points and the search region is the same as the 
9 scale. 
Hypothesis testing and the current ability estimation. After each item 
is administered, compute the expected score and its variance at each successive testing 
point 9. Compute the obtained score of the examinee at each successive testing point 
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B. Test scores usually have the following form (see Birnbaum, 1968, Equation 17.7.1): 
i = l  
where W'l is the specified numerical weight, and = 1 when the item response is 
a keyed answer, and m = 0 when the item response is not a keyed answer, n is the 
number of items. 
The mean of x is (see Birnbaum, 1968, Equation 17.7.2): 
f x i e  =  (1-18) 
! = 1 
The variance of x  is (Birnbaum, 1968, Equation 17.7.3): 
i = l  
where P{iO) is the item response function of item i, and Qi{0) = 1 — Pi{d). 
After each item is administered, the hypothesis testing is conducted. Compare 
the obtained test score x (at 9) with the expected score the testing point of 
the original search region. If x  is within the range of ± Za<z^|g), the examinee's 
current ability estimate is assumed to be equal to that testing point 0. If x is larger 
than (or smaller than) plus (or minus) (Za is a prespecified numerical 
weight. In the present research, it is called the SD weight), the examinee's ability 
is assumed higher (or lower) than the testing point 0. The lower (or upper) half 
of the search region is discarded. Hypothesis testing using updated testing point 6 
continues, until x is within a confidence interval of the expected score at a testing 
point, or until the size of the search region is smaller than a prespecified small value 
(in that case the last testing point will be the current ability estimate). The scale for 
the obtained scores and the expected scores differs from the scale of 9. 
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Test score weight. The. numerical weight of test score in Equation 1.17 or 
Equation 1.18 can be as simple as unit weight (that is 1). If the unit weight is 
used, the test score is a number-right score. If the weight for each item is chosen 
by Equation 1.5, that is the locally best weight, the test score can provide ability 
estimate 9 with optimal or nearly optimal precision. If we substitute the locally best 
weight into the following equation: 
Z = Ê 11-20) 
!=1 i=l 
it becomes 
y  n. =  Y  ( 1  2 1 )  
Equation 1.21 is a maximum likelihood equation (see Equation 1.4). An examinee's 
MLE of ability 6 can be obtained by solving Equation 1.21, if the response pattern 
of the examinee is known. The left side of Equation 1.20 is the examinee's obtained 
score, the right side of Equation 1.20 is the expected score at ability 9. If the locally 
best weight is used in DSS, the current ability estimate is within a confidence interval 
o f  9 ,  t h a t  i s ,  t h e  c o n f i d e n c e  i n t e r v a l  o f  t h e  M L E  =  9 .  
Lower than chance score adjustment. Equation 1.1 has a pseudo-guessing 
parameter Cj. Whenever an examinee's obtained score x is less than a portion of 
score assumed from random guessing 
= Ê WiCi (1.22) 
2 = 1 
the obtained score x  is adjusted into X q . This adjustment is only applied during the 
current ability estimation process. In the final ability estimation, no such adjustment 
is made. 
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Item selection. Any item selection methods can be used in conjunction with 
DSS. Item selection methods include the quasi-match m.j to 9 item selection, the 
match rHj to 9 item selection, and the maximum information item selection. 
Test termination criterion. Both of the two primary termination criteria 
discussed previously could be used in DSS CAT—a prespecified degree of precision, 
or certain number of items. The index used in the former criterion could be the 
test information (see Lord, 1980, pp. 6-5-80) at the current ability estimate, or the 
response pattern information at the current ability estimate (see Samejima, 1973, 
1983, pp. 159-165). 
The final ability estimation. The MLE scoring method could be used in 
DSS to obtain the final ability estimate. A lot of methods could be applied to solve 
the MLE solution. One of them is the modified Newton-Raphson method (Hamming, 
1973, pp. 68-72). Another simplest method is to apply dichotomous search to solve 
the MLE of ability. 
Golden section search strategies for CAT 
Golden section search method. Xiao (1989) proposed GSSS. GSSS is adapted 
from one of the optimization search methods—golden section search (see e.g., Hua, 
1981; Wagner, 1975, Chapter 14; Adby & Dempster, 1974; Walsh, 1975, pp. 91-93). 
The golden section search method can search for the maximum or the minimum 
of a unimodal function. The function is not necessarily continuous nor necessarily 
defined by a mathematical expression. The size of the search region which contains 
the maximum (or minimum) is reduced, at each iteration, by the golden section 
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ratio t: 
(1.23) 
and, of any three successive search regions in golden section search, the size of the 
second search region plus the size of the third search region is equal to the size of the 
first search region. There are two possible cutting points in each search region. For 
In the search process, the search region [a, b] is reduced to [a,02], (or 
by discarding the upper portion (or the lower portion) of [a, b], from the cutting 
point C2 (or c^), if it can be logically shown that the point being searched is not in 
that portion. Two new cutting points will be determined in the new search region. 
Successive search region will reduce by a ratio t. 
The GSSS is the same as DSS in all respects, except for the ratio of successive 
search regions. As in DSS, each midpoint of each search region in GSSS is also a 
testing point. Unlike DSS, there are two possible cutting points in each search region 
in GSSS (in DSS, there is only one cutting point in each search region, that is the 
midpoint of each search region). In GSSS, search region reduces by a ratio t. Similar 
to DSS, each testing point is at the midpoint of each search region. The hypothesis 
testing is conducted after each item is administered. Compare the obtained test 
score with the expected score at the testing point of the original search region. If an 
examinee's obtained score is within a confidence interval of the expected score at a 
testing point, the examinee's current ability estimate is assumed to be equal to that 
search region [a, 6] { a  <  b ) ,  the two cutting points cj, eg are: 
c i  —  b  —  t { b  —  a )  (1.24) 
C 2  =  a  +  t { b  —  a )  (1.25) 
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of the testing point. Otherwise, the upper (or lower) portion of the search region, 
from the upper (or lower) cutting point, is discarded and the process is continued 
until the examinee's current ability estimate is determined. 
Z-score strategies for CAT 
Two versions of ZSS are proposed. One version of ZSS is similar to GSSS 
and DSS in applying statistical hypothesis testing in determining the current ability 
estimate. It is called ZSS (using SD weight). Another version of ZSS does not apply 
statistical hypothesis testing in determine the current ability estimate. It is called 
ZSS (no SD weight). 
ZSS (using SD weight) is similar to DSS and GSSS in that a confidence interval 
is involved in determining an examinee's current ability estimate. Thus a. SD weight 
is needed to calculate the confidence interval. In DSS and GSSS, there are systematic 
search regions shrunk by a ratio. Each testing point is at the midpoint of each search 
region. After each item is administered, statistical hypothesis testing is conducted at 
each of the successive testing points, to determine the current ability of the examinee. 
In ZSS, there is no search region. The first testing point is prespecified, which is equal 
to an examinee's pre-ability estimate. The successive testing point is determined by 
the Z-score estimate described below. 
After each item is administered, an examinee's obtained score is compared with 
the expected score at a testing point 0, which is the same as the previous ability 
estimate. If the obtained score is within a confidence interval of the expected score 
at that testing point, the examinee's current ability estimate is assumed to be the 
same as the previous abihty estimate. Next item to be presented will be based on 
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that current ability estimate. On the other hand, if the obtained score exceeds the 
confidence interval of the expected score at that testing point, the next testing point 
$1 will be defined by the following equation: 
where 
is the Z  score of the obtained score x  with respect to the expected score 
I{d} is the information at d (see Equation 1.10), and it is the reciprocal of the 
asymptotic variance of the estimates of 9. In the present research, is called the 
Z score estimate of ability for examinee whose previous ability estimate is 0. The 
obtained score x and ability 6 are the same thing expressed on different scales of 
measurement. A monotonie transformation of scores should not change the relative 
size of the confidence interval of 9 (see Lord, 1980, pp. 78-80). 
Substitute the locally best weight in Equation 1.19, get 
which is the same as (see Equation 1.10). 
Substitute I{$} = cr^i^ into Equation 1.26, get 
Bi = e+ 2 (1.28) 
'^x\0 
The hypothesis testing described above is applied to the new testing point 9^, to 
test whether the obtained score is within a confidence interval of the expected score at 
9i. If the obtained score exceeds the confidence interval at #2, a new testing point is 
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calculated, and hypothesis testing will be conducted at that new testing point, until 
a current ability estimate is determined. The next testing item is selected according 
to certain item selection method. In ZSS (using SD weight), if the current ability 
estimate is bigger (or smaller) than a prespecified abihty range, the current ability 
estimate is assigned to be the higher (or the lower) bound of that range. Usually 
that range is assigned equal to the item difficulty range of the item pool used. Other 
aspects other than testing point allocation are the same as in DSS and GSSS. 
In GSSS, DSS, and ZSS (using S D  weight), statistical hypothesis testing is 
involved in the process of the current ability estimation, and a confidence interval 
is needed in determining whether the obtained score is equal to the expected score 
at a testing point. The current ability estimate is an interval estimate, not a point 
estimate. 
Another version of ZSS does not apply statistical hypothesis testing in determin­
ing the current ability estimate. No confidence interval is used in determining the 
current ability estimate. Thus no SD weight is needed. In ZSS (no SD weight), after 
each item is administered, a Z-s core estimate is calculated according to Equation 1.26 
(or Equation 1.28, if the locally best weight is used). The current abihty estimate is 
the Z-score estimate with respect to the previous ability estimate. Next item to be 
administered is chosen based on the current abihty estimate. In the current abihty 
estimation process, if an examinee's obtained score x is less than a portion of score 
assumed from random guessing, the lower than chance score adjustment is applied. 
The MLE of ability is used as the final ability estimate. If the number of items is not 
small, the Z-score estimate can be used as the final ability estimate. As the number 
of items increases, the Z-score estimate tends to approach the MLE, provided that 
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the information at the previous estimate is high. There is no confidence interval 
associated with the current ability estimate. The current ability estimate is a point 
estimate in ZSS (no SD weight). In ZSS (no SD weight), if the current ability 
estimate is bigger (or smaller) than a prespecified ability range, the current ability 
estimate is assigned to be the higher (or the lower) bound of that range. Usually that 
range is assigned equal to the item difficulty range of the item pool used. Using a 
moderate SD weight, ZSS (using SD weight) provides almost the same measurement 
results as that provided by ZSS {no SD weight) in most item pools. 
The above description about DSS, GSSS, and ZSS showed their robust nature 
and their potential to measure effectively. Xiao's exploration study (1989) showed 
that GSSS is more accurate and more efficient than the peaked conventional test and 
the rectangular conventional test, is as accurate and efficient as maximum likelihood 
estimate strategies (MLES) when there is no guessing, and could provide a more 
precise ability estimate than does MLES whenever guessing exists. Xiao (1990) found 
that both DSS and GSSS were more efficient and more accurate than MLES whenever 
guessing exists. DSS measured slightly better in the extremely low or extremely high 
ability levels than did GSSS, while GSSS measured slightly better than did DSS 
in the middle range of ability levels. Because these previous studies of Xiao used 
only low power computers (APPLE lie, APPLE lie Plus, or ZENITH 150), only 
the simplest item selection method—the quasi-match to 9 item selection—was 
applied, in the 1-PL and the modified 3-PL item pools. Arbitrary SD weights were 
used in the previous studies. Thus, arbitrary sizes of the confidence interval were 
used in determining the current ability estimate. 
The present Monte Carlo research attempted to determine the appropriate size 
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of the confidence interval to use in GSSS, DSS, and ZSS during the current ability 
estimation process, to compare the measurement precision of the two versions of ZSS 
and to compare the efficiency and accuracy of DSS, GSSS, and ZSS with MLES 
in different item pools, using different item selection methods. DSS is similar to 
GSSS in nature. They only differ in the ratios of their successive search regions. 
ZSS (using 5jD weight) is similar to DSS and GSSS in using a confidence interval 
to determine the current ability estimate. ZSS (no SD weight) is similar to ZSS 
(using SD weight) in computing the Z-score estimate. Four item pools were used in 
the present research: (a) the 1-PL item pool; (b) the modified 3-PL item pool with 
as and cs fixed; (c) the hypothetical 3-PL item pool; and (d) the SAT Verbal 3-PL 
item pool. Three kinds of computers were used: (a) ZENITH 150 IBM compatible 
microcomputers; (b) ZENITH 386/20 IBM compatible microcomputers; (c) Digital 
UNIX DEC Station 3100. Two kinds of examinee samples were involved: (a) 2500 
computer simulated examinees grouped into 25 abiHty levels from -3 to 3, in interval 
0.25; (b) 1000 computer simulated examinees whose ability levels were normally 
distributed with mean 0 and variance 1. 
The D  constant in the logistical models was 1.702 in programs running on the 
IBM compatible microcomputers, was 1.7 in programs running on the Digital UNIX 
workstations. 
In Study One, Monte Carlo studies were conducted to compare the measurement 
precision of three CAT strategies—GSSS, DSS, and ZSS using different SD weight, in 
the 1-PL and the modified 3-PL item pools. In Study Two, Monte Carlo studies were 
conducted to compare the measurement precision of two item selection methods: the 
quasi-match to 0, and the maximum information item selections for GSSS, DSS, 
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and ZSS; and to compare the measurement precision of the two versions of ZSS—ZSS 
(using SD weight), and ZSS (no SD weight), in the 1-PL and the modified 3-PL item 
pools. In Studies Three, Four, and Five, the measurement accuracy and efficiency for 
GSSS, DSS, ZSS, and MLES were compared. In Study Three, Monte Carlo studies 
were conducted to compare the measurement accuracy and efficiency of GSSS, DSS, 
ZSS, and MLES, using the maximum information item selection, in the 1-PL and the 
modified 3-PL item pools. In Study Four, Monte Carlo studies were conducted to 
compare the measurement accuracy and efficiency of GSSS, DSS, ZSS, and MLES, 
using three diffèrent item selection methods—the quasi-match mj to 6 item selection, 
the match to 9 item selection, and the maximum information item selection, in the 
hypothetical 3-PL item pool. Computational efficiency for the four CAT strategies 
was also checked. In Study Five, Monte Carlo studies were conducted to compare 
the accuracy and efficiency of GSSS, DSS, ZSS, and MLES, assuming the .3-PL and 
the 1-PL models, in a SAT Verbal 3-PL item pool. In Studies One, Two, Three, and 
Four, computer simulated examinees whose true ability levels were grouped into 25 
levels were used. In Study Five, computer simulated examinees whose true ability 
levels were normally distributed were used. 
The measurement accuracy was evaluated by the bias, absolute errors (ABE), 
and mean squared errors (MSE). The measurement efficiency was evaluated by test 
information. Virtually it is impossible to differentiate the measurement accuracy from 
the measurement efficiency. The classification of the measurement precision indices 
into two categories—accuracy and efficiency—is mainly for illustration purpose. It is 
based on the common sense that the accuracy is the degree of how close an estimate 
is to the true value, while the efficiency is an index of the maximum measurement 
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precision a measure can achieve. 
To compare the computational efficiency of GSSS, DSS, ZSS, and MLES, exe­
cuting times of some of the Monte Carlo studies were recorded. 
The bias is 
2(9) = - 12(9;-4) (L29) 
*1=1 
The ABE is 
The MSE is 
ABE[ 6 )  =  \ 6 i - e \  (1.30) 
1 A • 9 
MSE{d) = (i.si) 
z=l 
The test information /{#} is defined by Equation 1.10. 
It is expected that GSSS, DSS, and ZSS will provide à more precise ability 
estimate than does MLES and will be more computationally efficient than MLES. 
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CHAPTER 2. STUDY ONE: APPROPRIATE S D  WEIGHTS FOR 
GSSS, DSS, AND ZSS 
Design 
In GSSS, DSS, and ZSS (using S D  weight), a statistical hypothesis testing is 
conducted to determine whether the obtained score is within a confidence interval 
of the expected score at a testing point. A current ability estimate is determined 
based on the hypothesis testing results. Monte Carlo studies were conducted to 
find the appropriate size of confidence interval in determining the current ability 
estimates for the three CAT strategies—GSSS, DSS, and ZSS, in the 1-PL and the 
modified 3-PL models, on two kinds of computers—ZENITH 150 IBM compatible 
microcomputers (with or without a hard disk drive) and Digital UNIX DEC Station 
3100. The measurement precision of the ability estimates using different SD. weights 
were compared. Each CAT contained 20 items. Four measurement precision indices— 
bias, absolute errors, MSE, and test information—were calculated. All CAT was 
conducted using simulated examinees. The programs running on the IBM compatible 
microcomputers were developed by the author using the GWBASIC language (not 
compiled). The programs running on the Digital UNIX workstations were written in 
C language (compiled) by the author. 
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Method 
Simulees 
A simulee was a computer generated examinee with a true ability value B. On 
the IBM compatible microcomputers, there were 2500 simulees for each of the three 
CAT strategies—GSSS, DSS, and ZSS using each of the four SD weights—0.4, 0.7, 
1.0, and 1.3, in the 1-PL and the modified 3-PL item pools, respectively, with 100 
as a group at each of 25 ability levels equally spaced in [-3, 3], in interval of 0.25. 
On the UNIX workstations, there were the same 2500 simulees for each of the three 
CAT strategies using each of the twelve SD weights—0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 
0.8, 0.9, 1.0, 1.1, and 1.2, in each of the two item pools. 
Item pools and item responses 
In the 1-PL item pool and the modified 3-PL item pool, there were 171 items, 
respectively, whose difficulties were equally spaced from -3.4 to 3.4, in interval 0.04. 
Item discrimination parameters and item pseudo-guessing parameters in each item 
pool were constants. In the 1-PL item pool, all a^- = 1, = 0; in the modified .3-PL 
item pool, all = 1.25, q = .25. 
When an item was provided to a simulee whose abihty was 0, a random number 
g generated from a distribution uniform in interval (0,1) was compared with the item 
response function Pj(^) (see Equation 1.3 and Equation 1.1). Item response = 1 
when g was smaller than or equal to Pi{0); otherwise, = 0. The constant D used 
in the 1-PL and the modified 3-PL item pools was 1.702 on the IBM compatible 
microcomputers, was 1.7 on the UNIX workstations. 
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CAT strategies 
In all three CAT strategies—GSSS, DSS, and ZSS—all simulees were assumed 
a pre-ability estimate # = 0. The current ability estimate is assumed to be equal 
to the ability level of a testing point, if the obtained score does not exceed the 
confidence interval of the expected score at that testing point. The locally best weight 
(see Equation 1.5) was used in calculating the obtained score and expected score. 
On the IBM compatible microcomputers, the item selection method was the quasi-
match to d item selection. On the UNIX workstations, the item selection method 
was the maximum information item selection. The final ability estimation was the 
MLE of ability. On the IBM compatible microcomputers, Modified Newton-Raphson 
method (Hamming, 1973, pp. 68-72) was used in the final ability estimation to solve 
the MLE of abiUty, after 20 items were administered. On the UNIX workstations, 
dichotomous search was used to solve MLE of ability. Iteration process continued 
until the difference between two successive estimated d values was less than 0.001. 
In the final ability estimation, if a simulee's item responses were all Is or all Os, or a 
simulee's MLE solution was less than -10, or greater than 10, it would be excluded 
from the results. Each excluded case was replaced by a simulee with the same abiHty 
level, to maintain 100 simulees in each group. 
DSS. In DSS, the original search region was [-3.4, 3.4] for all simulees. The 
sizes of successive search regions was reduced by ratio .5. Each midpoint of successive 
dichotomous search regions was a testing point. After each item was administered, 
hypothesis tests were conducted, starting from the testing point of the original search 
region, until a testing point was found, at which the confidence interval of expected 
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score covered the obtained score. The locally best weight was used to weight the 
obtained and the expected scores. Whenever a simulee's obtained score was less than 
a portion of score assumed from random guessing, the obtained score was adjusted 
using Equation 1.22. Item selection method was either the quasi-match to 6 item 
selection (on the IBM microcomputers) or the maximum information item selection 
(on the UNIX workstations). In situation where the search region was reduced to less 
than 0.08, the simulee's current ability was assumed to be equal to the last testing 
point (the midpoint of the search region), regardless of the hypothesis testing results. 
The current ability estimate was limited by the original search region [-3.4, 3.4]. The 
termination criterion for each CAT was Axed number of items. Each CAT terminated 
after 20 items were administered. The final ability estimate was the MLE of ability, 
which is not limited by the original search region. 
GSSS. GSSS was the same as DSS, except for the ratio of sizes of successive 
search regions. In GSSS, search region was reduced by ratio ^ % .618. 
ZSS. ZSS (using S D  weight) was the same in every respect as DSS or GSSS, 
except for the determination of testing points. After each item was administered, 
the obtained score was compared with the expected score at a testing point, which 
was the same as the previous ability estimate. If the obtained score was within 
a confidence interval of the expected score, the current ability estimate was the 
same as the previous estimate of ability. If the obtained score was outside the 
confidence interval of the expected score, next testing point would be calculated 
according to Equation 1.26 or Equation 1.28. The hypothesis testing continued until 
a testing point was found, at which the obtained test score was within the confidence 
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interval of the expected score. Thus the current ability estimate was assumed to be 
the same as that testing point. Next item to be chosen was based on the current 
ability estimate. The locally best weight was used to weight the obtained and the 
expected scores. Whenever a simulee's obtained score was less than a portion of score 
assuming from random guessing, the obtained score was adjusted using Equation 1.22. 
Item selection method was either the quasi-match m' to 0 item selection (on the 
IBM microcomputers) or the maximum information item selection (on the UNIX 
workstations). 
In ZSS (using SD weight), during the item selection process, if a simulee's current 
ability estimate was bigger than (or smaller than) the b value of the most difficult 
item (or the easiest item) (which is 3.4 (or -3.4) in the two item pools), the simulee's 
current ability estimate was assigned to be 3.4 (or -3.4). Test terminated after 20 
items were administered. The final ability estimate was the MLE. 
Results 
On the IBM compatible microcomputers 
Table 2.1 shows the measurement precision for GSSS, DSS, and ZSS using four 
different weights, in the 1-PL and the modified 3-PL item pools. Value in each cell 
except for the last column represents the average bias, absolute errors, MSE, and 
information for 2500 simulees grouped in 25 abihty levels. The value in the last 
column is the replacements made for each CAT strategy using each SD weight, in 
each of the item pools. 
34 
Table 2.1: Measurement precision for GSSS, DSS, and ZSS using four S D  weights, 
in the 1-PL and the modified 3-PL item pools® 
CAT strategy S D  weight Bias ABE MSE Info Replace 
1-PL 
<3SSS 
0.4 0.012 0.229 0.084 11.951 0 
0.7 0.012 0.226 0.082 11.974 0 
1.0 0.009 0.233 0.088 11.709 0 
1.3 -0.001 0.231 0.085 11.572 0 
0.4 0.011 0.228 0.083 11.945 0 
0.7 0.011 0.229 0.083 11.945 0 
1.0 -0.001 0.229 0.082 11.742 0 
1.3 0.002 0.231 0.080 11.643 0 
0.4 0.010 0.230 0.085 11.898 0 
0.7 0.014 0.228 0.084 11.856 0 
1.0 0.011 0.235 0.088 11.573 0 
1.3 0.000 0.228 0.082 11.567 0 
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Table 2.1: (Continued) 
CAT strategy SD weight Bias ABE MSE Info Replace 
Modified 3-PL 
GSSS 
0.4 0.053 0.283 0.156 9.652 4 
0.7 0.046 0.272 0.136 9.742 5 
1.0 0.039 0.272 0.127 9.469 4 
1.3 0.0.36 0.274 ' 0.128 9.206 4 
0.4 0.051 0.288 0.165 9.535 4 
0.7 0.046 0.269 0.132 9.710 1 
1.0 0.043 0.270 0.129 9.542 3 
1.3 0.040 0.263 0.119 9.390 4 
0.4 0.050 0.270 0.135 9.729 4 
0.7 0.050 0.268 0.130 9.659 4 
1.0 0.043 0.276 0.133 9.215 3 
1.3 0.039 0.280 0.135 8.953 5 
®2500 simulees in each cell. 
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Bias, absolute errors, and frequencies of replacement. From Table 2.1, 
one can see that no matter what SD weight was used, the average bias for GSSS, 
DSS, and ZSS were very small in the 1-PL model. The average bias for the three 
CAT strategies were also small in the modified 3-PL model, but were slightly bigger 
than those in the 1-PL model. There were not many differences among the mean 
absolute errors obtained by using different SD weights in the 1-PL item pool for all 
the three CAT strategies. In the modified 3-PL item pool, Smaller mean absolute 
errors were obtained when SD weights were 0.7 a,nd 1.0 for GSSS; were 0.7, 1.0, and 
1.3 for DSS; were 0.4 and 0.7 for ZSS. No replacement was made in the 1-PL item 
pool for the three CAT strategies. In the modified 3-PL item pool, a few simulees 
had negative infinity final MLE ability estimates. Those simulees were replaced by 
simulees with the same ability levels. The total frequencies of replacement in each 
CAT strategy using each SD weight were small. 
MSE and information for GSSS. Table 2.1 lists the MSEs and test informa­
tion for each CAT in each item pool. In the 1-PL item pool, the MSEs for GSSS using 
SD weights 0.7, 0.4, 1.3, and 1.0, were: 0.082, 0.084, 0.085, and 0.088, respectively. 
From Figure 2.1, one can see that the MSEs for GSSS using four SD weights are not 
different. The means of test information for GSSS using SD weights 0.7, 0.4, 1.0, 
and 1.3, were: 11.974, 11.951, 11.709, and 11.572, respectively. Figure 2.2 shows the 
information curves for GSSS using four different SD weights. In the middle range of 
ability, information obtained by using different SD weights was almost the same. In 
the lower ability or higher ability levels, information obtained using SD weights 0.7 
and 0.4 was much higher than those obtained using SD weights 1.0 and 1.3. 
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In the modified 3-PL item pool, the MSEs for GSSS using S D  weights 1.0, 1.3, 
0.7, and 0.4, were: 0.127, 0.128, 0.136, and 0.156, respectively. From Figure 2.3, one 
can see that the MSEs for GSSS using four SD weights are different. The biggest MSE 
was found by using SD weight 0.4. The means of test information for GSSS using 
SD weights 0.7, 0.4, 1.0, and 1.3, were; 9.742, 9.652, 9.469, and 9.206, respectively. 
Figure 2.4 shows the information curves for GSSS using four different SD weights. In 
the middle range of ability, information obtained by using different SD weights was 
almost the same. In the lower ability or higher ability levels, information obtained 
using SD weights 0.7 and 0.4 was much higher than those obtained using SD weights 
1.0 and 1.3. 
The best SD weights for GSSS seemed to be 0.7 in the 1-PL item pool, 0.7 and 
1.0 in the modified 3-PL item pool. Generally speaking, using SD weight 0.7 for 
GSSS could provide optimal measurement precision in both item pools. 
MSE and information for DSS. In the 1-PL item pool, the MSEs for 
DSS using SD weights 1.3, 1.0, 0.7, and 0.4, were: 0.080, 0.082, 0.083, and 0.083, 
r e s p e c t i v e l y .  F r o m  F i g u r e  2 . 5 ,  o n e  c a n  s e e  t h a t  t h e  M S E s  f o r  D S S  u s i n g  f o u r  S D  
weights are not different. The means of test information for DSS using 51? weights 
0.4, 0.7, 1.0, and 1.3, were: 11.945,11.945, 11.742, and 11.643, respectively. Figure 2.6 
shows the information curves for DSS using different SD weights. In the middle range 
of ability, information obtained by using different SD weights was almost the same. 
In the extremely lower ability or extremely higher ability levels, information obtained 
using SD weights 0.7 and 0.4 was higher than those obtained using SD weights 1.0 
and 1.3. The information curves were more flat compared to those obtained by GSSS, 
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which were slightly more bell shaped. 
In the modified 3-PL item pool, the MS Es for DSS using S D  weights 1.3, 1.0, 
0.7, and 0.4, were: 0.119, 0.129, 0.132, and 0.165, respectively. Figure 2.7 shows 
that the MSEs for DSS using four SD weights are different. The greatest MSE was 
generated by using SD weight 0.4. The means of test information for DSS using 
SD weights 0.7, 1.0, 0.4, and 1.3, were: 9.710, 9.542, 9.535, and 9.390, respectively. 
Figure 2.8 shows the information curves for DSS using four different SD weights. In 
the lower and middle range of ability, information obtained by using different SD 
weights was almost the same, except for using SD weight 0.4: that provided lower 
i n f o r m a t i o n .  I n  t h e  e x t r e m e l y  h i g h e r  a b i l i t y  l e v e l s ,  i n f o r m a t i o n  o b t a i n e d  u s i n g  S D  
weights 0.4 and 0.7 was higher than that obtained using SD weights 1.0 and 1.3. The 
information curves were slightly more flat compared to those obtained by GSSS. 
The best S D  weights for DSS seemed to be 0.4, 0.7, and 1.0 in the 1-PL item 
pool, and 0.7 and 1.0 for the modified 3-PL item pool. In short, using SD weight 0.7 
and 1.0 for DSS could provide optimal measurement precision in both item pools. 
MSE and information for ZSS. In the 1-PL item pool, the MSEs for 
ZSS using SD weights 1.3, 0.7, 0.4, and 1.0, were: 0,082, 0.084, 0.085, and 0.088, 
r e s p e c t i v e l y .  F r o m  F i g u r e  2 . 9 ,  o n e  c a n  s e e  t h a t  t h e  M S E s  f o r  Z S S  u s i n g  f o u r  S D  
weights are not different. The means of test information for ZSS using SD weights 
0.4, 0.7, 1.0, and 1.3, were: 11.898, 11.856, 11.573, and 11.567, respectively. Figure 
2.10 shows the information curves for ZSS using four different SD weights. In the 
middle range of ability, information obtained by using different SD weights was 
almost the same. In the lower ability or higher ability levels, information obtained 
0.7-1 
0.8 
O 05 
OC 
oc 
LU _ 
û 0 4 
LU 
OC 
< 
D 0.3 
O 
m  
5 0.24 
0.1 
• DSS: W=0.4 
O DSS; W«0.7 
A DSS: W=1.0 
• DSS: W l^.3 
0-0 T I I I I I I I I I I I I I I 
-3.5 -3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 
e 
Figure 2.5: Mean squared errors for DSS using four SD weights (VV) in the 1-PL 
item pool 
o 
5 
OC 
o 
16 
14 
13 
12 
11 
10 
9 
• DSS: W=0.4 A DSS: W«1.0 
O DSS: W"0.7 # DSS: W=1.3 
-3.5 -3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3-5 
e 
Figure 2.0:  Test iulonnation for DSS using four S D  weights (W) in the 1-PL item 
pool 
0.7-1 
0.0 
cts 
0 °® 
1 
Q 0 *  
i n  
c c  
< 3 0.3 
8 
2i 0.2 
0.1 
0.0 
• DSS: W=0.4 A DSS: W=1.0 
O DSS: W=0.7 DSS: W=1.3 
I I I I I  ;  I  I  I  I  I  I  I  
-3.6 -3.0 -2.5 -2.0 -1.6 -1.0 -0.6 0.0 0.6 1.0 1.6 2.0 2.6 3.0 3.6 
G 
Figure 2.7: Mean stjuared errors for DSS using four SD weights (W) in the modified 
PL item pool 
CE 
O 
13 
12 
11H 
z 
P 10 
9 
8 
7 4  
• DSS: W«=0.4 A DSS: W=1.0 
O DSS: W=0.7 DSS: W"1.3 
6 I 1 I I I— I I I 1 1 1 1 1 1 
-3.6 -3.0 -2.6 -2.0 -1.6 -1.0 -0.6 0.0 0.6 1.0 1.6 2.0 2.6 3.0 3.6 
e 
Figure 2.8; Test information for DSS using four SD weights (VV) in the modified 
3-PL item pool 
47 
using SD weights 0.7 and 0.4 was much higher than those obtained using SD weights 
1.0 and 1.3. 
In the modified 3-PL item pool, the MSEs for ZSS using S D  weights 0.7, 1.0, 1.3, 
and 0.4, were: 0.130, 0.133, 0.135, and 0.135, respectively. Figure 2.11 shows that 
MSEs for ZSS using four SD weights are not different. The means of test information 
for ZSS using SD weights 0.4, 0.7, 1.0, and 1.3, were: 9.729, 9.659, 9.215, and 8.953, 
respectively. Figure 2.12 shows the information curves for ZSS using four different 
SD weights. In a small range of middle ability levels, information obtained by using 
different SD weights was almost the same. In ability levels other than the middle 
range, information obtained by using using SD weights 0.7 and 0.4 was much higher 
than that obtained by using SD weights 1.0 and 1.3. 
The best SD weights for ZSS seemed to be 0.4 and 0.7 in both the 1-PL and the 
3-PL item pools. 
On the Digital UNIX workstations 
Tables 2.2, 2.3, and 2.4 show the measurement precision for GSSS, DSS, and ZSS 
using twelve different weights in the 1-PL and the modified 3-PL item pools. Value 
in each cell except for the last column represents the average bias, absolute errors, 
MSE, and information for 2500 simulees grouped in 25 ability levels. The value in the 
last column is the replacements made for each CAT strategy using each SD weight, 
in each of the item pools. 
Bias and frequencies of replacement. From Tables 2.2, 2.3, and 2.4, one 
can see that no matter what SD weight was used, the average bias for GSSS, DSS, and 
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ZSS was very small in the 1-PL model. The average bias for the three CAT strategies 
was also small in the modified 3-PL model, but was slightly bigger than those in the 
1-PL model. No replacement was made for all three CAT strategies using any of the 
SD weights in the 1-PL item pool. In the modified .3-PL item pool, a few simulees 
had negative infinity final MLE ability estimates. Those simulees were replaced by 
simulees with the same ability levels. The total frequencies of replacement in each 
CAT strategy, using each SD weight, were small, especially when SD weights were 
not bigger than 0.9. 
Bias, absolute errors, MSE, and information for GSSS. Table 2.2 also 
shows the  a v e r a g e  a b s o l u t e  e r r o r s ,  M S E ,  a n d  i n f o r m a t i o n  f o r  G S S S  u s i n g  t w e l v e  S D  
weights in each item pool. From Table 2.2 one can see that there was a wide range 
of SD weights that could provide higher measurement precision for GSSS. In the 
1 - P L  i t e m  p o o l ,  u s i n g  S D  w e i g h t s  f r o m  0 . 4  t o  0 . 9  m e a s u r e d  v e r y  w e l l .  U s i n g  S D  
weights smaller than 0.4 or bigger than 0.9 could produce less accurate and less 
efficient measurement result than did using SD weights in the middle range. Using 
SD weights 0.7 and 0.8 could provide the most precise measurement results. In the 
modified 3-PL item pool, using SD weights from 0.5 to.0.8 measured very well. Using 
SD weights smaller than 0.5 or bigger than 0.9 resulted in less precise ability estimate 
than did using the SD weights in the middle range. Using SD weights 0.6, 0.7, and 
0.8 could produce the most precise ability estimates. In short, using SD weights 0.7 
and 0.8 for GSSS could provide optimal measurement precision in both item pools. 
Bias, absolute errors, MSE, and information for DSS. Table 2.3 also 
shows the  a v e r a g e  a b s o l u t e  e r r o r s ,  M S E ,  a n d  i n f o r m a t i o n  f o r  D S S  u s i n g  t w e l v e  S D  
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Table 2.2: Measurement precision for GSSS using twelve S D  weights, in the 1-PL 
and the modified 3-PL item pools^ 
Item pool SD' weight Bias ABE MSE Info Replace 
1-PL 
0.1 -0.018 CUM2 0.087 11.663 0 
0.2 -0.017 0.234 0.088 11.809 0 
0.3 -0.013 0.234 0.088 11.811 0 
0.4 -0.009 0.229 0.085 11.914 0 
0.5 -0.007 0.227 0.084 11.896 0 
0.6 -0.013 0.232 0.087 11.877 0 
0.7 -0.011 0.228 0.084 11.831 0 
0.8 -0.006 0.228 0.084 11.816 0 
0.9 -0.006 0.232 0.086 11.769 0 
1.0 -0.004 0.235 0.088 11.597 0 
1.1 -0.007 0.238 0.091 11.358 0 
1.2 -0.005 0.239 0.091 11.228 0 
Modified 3-PL 
0.1 0.057 0.294 0.184 9.321 2 
0.2 0.043 0.282 0.164 9.531 3 
0.3 0.043 0.282 0.162 9.518 2 
0.4 0.045 0.276 0.152 9.582 5 
0.5 0.040 0.272 0.145 9.642 3 
0.6 0.0.35 0.267 0.138 9.629 2 
0.7 0.028 0.268 0.132 9.581 2 
0.8 0.029 0.270 0.128 9.514 2 
0.9 0.026 0.268 0.128 9.430 3 
1.0 0.029 0.271 0.123 9.009 5 
1.1 0.027 0.275 0.128 6 
1.2 0.028 0.282 0.136 8.586 7 
^2500 simulees in each cell. 
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Table 2.3: Measurement precision for DSS using twelve SD weights, in the 1-PL 
and the modified 3-PL item pools® 
Item pool SD weight Bias ABE MSE Info Replace 
0.1 -0.017 0.232 0.087 11.655 0 
0.2 -0.014 0.228 0.085 11.7.50 0 
0.3 -0.008 0.232 0.087 11.863 0 
0.4 -0.014 0.231 0.085 11.868 0 
0.5 -0.012 0^31 0.086 11.842 0 
0.6 -0.008 0.231 0.086 11.868 0 
0.7 -0.012 0.233 0.086 11.838 0 
0.8 -0.008 0.236 0.088 11.788 0 
0.9 -0.009 0.232 0.086 11.694 0 
1.0 -0.007 0.237 0.090 11.581 0 
1.1 -0.006 0.237 0.089 11.408 0 
1.2 -0.008 0.239 0.090 11.304 0 
0.1 0.057 0.297 0.192 9.215 3 
0.2 0.048 0.284 0.172 9.434 • 4 
0.3 0.046 0,282 0.166 9.436 2 
0.4 0.042 0.279 0.158 9.525 2 
0.5 0.046 0.280 0.157 9.509 4 
0.6 0.037 0.277 0.150 9.510 1 
0.7 0.029 0.273 0.133 9.549 ; 1 
0.8 0.030 0.271 0.131 9.555 3 
0.9 0.029 0.270 0.132 9.435 0 
1.0 0.028 0.274 0.125 9.142 1 
1.1 0.026 0.277 0.129 9.033 0 
1.2 0.031 0.273 0.128 8.830 5 
®2500 simulees in each cell. 
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Table 2.4: Measurement precision for ZSS with different SD weights, using the 1-PL 
and the modified 3-PL item pools'^ 
Item pool S D  weight Bias ABE MSE Info Replace 
1-PL 
0.1 -0.013 0.231 0.086 11.636 0 
0.2 -0.012 0.232 • 0.086 11.770 0 
0.3 -0.009 0.227 0.085 11.846 0 
0.4 -0.009 0.228 0.084 11.859 0 
0.5 -0.006 0.230 0.086 11.871 0 
0.6 -0.007 0.231 0.086 11.799 0 
0.7 -0.008 0.230 0.086 11.733 0 
0.8 -0.009 0.234 0.089 11.695 0 
0.9 -0.009 0.233 0.088 11.656 0 
1.0 -0.012 0.236 0.091 11.450 0 
1.1 -0.007 0.242 0.094 11.196 0 
1.2 -0.004 0.240 0.093 11.197 0 
0.1 0.058 0.293 0.190 9.237 3 
0.2 0.045 0.286 0.172 9.465 4 
0.3 0.048 0.284 0.168 9.474 4 
0.4 0.035 0.271 0.137 9.700 5 
0.5 0.035 0.275 0.141 9.672 5 
0.6 0.035 0.273 0.142 9.626 6 
0.7 0.028 0.271 0.137 9.506 3 
0.8 0.024 0.268 0.129 9.484 3 
0.9 0.026 0.265 0.125 9.401 4 
1.0 0.032 0.281 0.138 8.862 9 
1.1 0.036 0.282 0.141 8.644 10 
1.2 0.034 0.290 0.147 8.442 • 14 
®2500 simulees in each cell. 
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weights in each item pool. From Table 2.3 one can see that there was a wide range of 
SD weights that could provide higher measurement precision for DSS. In the 1-PL 
item pool, using SD weights from 0.1 to 0.9 measured very well. Using SD weights 
bigger than 0.9 measured less accurately and less efficiently than did using SD weights 
in the lower range. Using SD weights 0.4, 0.5, 0.6 and 0.7 provided the most precise 
ability estimates. In the modified .3-PL item pool, using SD weights from 0.7 to to 1.0 
measured very well. Using SD weights smaller than 0.7 or bigger than 1.0 resulted 
in less precise ability estimate than did using 5Z) weights in the middle range. Using 
SD weight 0.7 and 0.8 provided the most precise ability estimates. In short, using 
SD weight 0.7 for DSS could provide optimal measurement precision in both item 
pools. 
Bias, absolute errors, MSE, and information for ZSS. Table 2.4 also 
shows the  a v e r a g e  a b s o l u t e  e r r o r s ,  M S E ,  a n d  i n f o r m a t i o n  f o r  Z S S  u s i n g  t w e l v e  S D  
weights in each item pool. From Table 2.4 one can see that there was a wide range 
of SD weights that could provide higher measurement precision for ZSS. In the 1-PL 
item pool, using SD weights from 0.1 to 0.7 measured very well. Using SD weights 
bigger than 0.7 measured less accurately and less efficiently than did using SD weights 
in the lower range. Using SD weights 0.4, 0.5, 0.6 and 0.7 could provide the most 
precise ability estimates. In the modified 3-PL item pool, using SD weights from 
0.4 to to 0.9 measured very well. Using SD weights smaller than 0.4 or bigger than 
0.9 resulted in less precise ability estimate than did using SD weights in the middle 
range. Using SD weight 0.4, 0.5, 0.6, 0.7 and 0.8 could provide the most precise 
ability estimates. Using SD weight 0.4, 0.5, 0.6, and 0.7 for ZSS could provide 
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optimal measurement precision in both item pools. 
Discussion 
Results of Study One showed that the best SD weight was around 0.7 for GSSS 
and DSS, were from 0.4 to 0.7 for ZSS in both of the 1-PL and the modified 3-PL 
item pools on the microcomputers and the UNIX workstations. The results of the 
present study suggested that a range of SD weights could be used in GSSS, DSS, 
and ZSS, in various item pools, to achieve accurate measurement results. 
In the 1-PL model, the average measurement bias was very small. In the modified 
3-PL model, bias was generally greater than those in the 1-PL model, but still in 
a reasonably small range. The absolute errors and MSE are confounded with the 
deviation from the mean of the ability estimates and the deviation of that mean from 
the true latent ability level. Since the MLE of ability was used in the final ability 
estimate in each strategy, it was expected that the MLE of ability was unbiased and 
the bias did not take an important role in affecting the precision of measurement. 
To understand why S D  weight around 0.7 can provide a more precise ability 
estimate for the three CAT strategies, one should recall the nature of the current 
ability estimation in GSSS, DSS, and ZSS. In those CAT strategies, after each item is 
selected based on the current ability estimate, the obtained score x at each successive 
testing point is calculated. The expected score of x and the variance of 
X (cr^ I^ ), at each testing point are also calculated. A confidence interval of the 
expected score is defined by ± where Za is called SD weight in the 
present research, which defined the size of the confidence interval. As mentioned 
p reviously, if the locally best weight (see Equation 1.5) is used in calculating x, test 
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score can provide an ability estimate with optimal or nearly optimal precision. With 
increasing items, the locally best weight score tends to be normally distributed, with 
mean (ind variance cr^|^ (Birnbaum, 1968). Therefore, if the number of items 
administered is large, according to the normal distribution, one can approximate that 
the confidence intervals of the current ability estimate defined by SD weights 0.4, 
0.7, 1.0, and 1.3 (Za — 0.4, 0.7, 1.0, and 1.3), in order, will approximately have 31%, 
52%, 64%, and 83% chances to cover the test score x. In other words, the test score 
will have 31%, 52%, 64%, or 83% chance to fall into the confidence interval, if the 
SD weights of 0.4, 0.7, 1.0, or 1.3 are used, respectively. The chance of a type I error 
is 69%, 48%, 36%, and 17%, respectively. The chance of a type II error is unknown. 
But by using SD weights less than.0.7 (or bigger than 0.7), the chance of a type II 
error is smaller than (or bigger than) that by using SD weight 0.7. 
During the earlier stage of a CAT, the number of items administered is small, 
the test score distribution is unknown. Norden (1973) indicated that "as there is no 
complete theory of estimation for small samples, no simple conclusions capable of a 
wide application about MLE's, or any other estimator, can be made" (p. 47). By 
applying a confidence interval in determining the current ability estimate, a more 
conservative decision will be made. That is, the current ability estimate tends to 
remain in the previous testing point, unless the test score exceeds the confidence 
interval of the expected score. Study One showed that SD weight 0.7 provided the 
most precise ability estimates in both of the 1-PL and the modified 3-PL models. SD 
weight from 0.4 to 0.7 also performed well for ZSS. A moderate SD weight, say, 0.7 
was appropriate for all the three strategies, no matter what item pool was used. If 
item pool changes, the best set o{ SD weights may change too. Study One indicates 
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that a wide range of SD weights, can be used in GSSS, DSS, and ZSS CAT, say, from 
0.4 to 1.0, depending upon the purpose of the test, the nature of the item pool, and 
the CAT strategy applied. 
Two kinds of computers were used in the present research. Though the executing 
speed on the UNIX workstations was much faster than that on the microcomputers, 
and the random number generator on the UNIX workstations, functioned slightly 
better than that on the microcomputers, the present research included results from 
both kinds of computers since CAT is usually operating on the microcomputers. 
CHAPTER 3. STUDY TWO: COMPARISON OF TWO ITEM 
SELECTION METHODS FOR GSSS, DSS, AND ZSS, AND TWO 
VERSIONS OF ZSS IN THE 1-PL AND THE 2-PL ITEM POOLS 
In Chapter 1, several item selection methods of CAT were described. The quasi-
mat ch mj to 9 item selection method is one of the simplest item selection methods. 
The maximum information item selection riiethod is one of the most sophisticated 
item selection methods that can select most informative items to be presented. In 
the 1-PL and the modified 3-PL item pools, the as and cs are constant for all items in 
each item pool. In item pools like these, the item selected by the quasi-match to 
9 item selection is the same as that selected by the match to 9 item selection and 
the maximum information item selection, when the current ability estimate is a point 
estimate; is the same as or slightly easier (or more difficult) than that selected by the 
match TTi.j to 9 item selection and the maximum information item selection, when the 
current ability estimate is an interval estimate. For GSSS, DSS, and ZSS (using SD 
weight), the measurement precision for using the quasi-match to 0 item,selection 
and the maximum information item selection should not significantly differ in the 
1-PL and the modified 3-PL item pools. The quasi-match to 9 item selection 
method should be more computationally effective than the maximum information 
item selection method. 
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Two versions of ZSS are proposed in the present research—ZSS (using S D  
weight) and ZSS (no SD weight). Statistical hypothesis testing is involved in the 
former to determine the current ability estimate. A. SD weight is used for computing 
the confidence interval of the expected score at a testing point. However, no statistical 
hypothesis testing is involved in ZSS (no SD weight) in determining the current 
ability estimate. The Z-score estimate evaluated at the previous current ability 
estimate is the current ability estimate. The next item to be presented is based 
on the current abihty estimate. The current ability estimate is an interval estimate 
in ZSS (using 5Z?. weight), is a point estimate in ZSS (no SD weight). Generally 
speaking, the ability estimates obtained by ZSS using an appropriate SD weight are 
only slightly different from those obtained by ZSS (no SD weight). In the 1-PL and 
the 3-PL item pools, ZSS (using SD weight) using the quasi-match to 6 item 
selection should provide as precise ability estimates as those provided by ZSS (no 
SD weight) using the maximum information item selection. 
Design 
Monte Carlo studies were conducted to compare the measurement precision and 
computational efficiency of the quasi-match mj to 9 and the maximum informa­
tion item selection methods for GSSS, DSS, and ZSS, to compare the measurement 
p r e c i s i o n  a n d  c o m p u t a t i o n a l  e f f i c i e n c y  o f  Z S S  ( u s i n g  S D  w e i g h t )  a n d  Z S S  ( n o  S D  
weight), in the 1-PL and the modified 3-PL item pools. Each CAT contained 
20 items. Four measurement precision, indices—bias, absolute errors, MSE, and 
test information—were calculated. Computer simulated examinees were used. The 
programs were written in C language (compiled) by the author and running on the 
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Digital UNIX workstations. The executing time of each program was also recorded 
for the comparison of the computational efficiency of different item selection methods 
and CAT strategies. 
Method 
Simulees 
A simulee was a computer generated examinee with a true ability value 9 .  For 
the study of comparison of the quasi-match to 6 and the maximum information 
item selection methods, there would be 2500 simulees for each of the three CAT 
strategies—GSSS, DSS, aiid ZSS using SD weight 0.7, in the 1-PL and the modified 
3-PL item pools, respectively, with 100 as a group at each of 25 ability levels equally 
spaced in [-3, 3], in interval of 0.25. For the study of comparison of the two versions 
of ZSS, there would be the same 2500 simulees for ZSS using SD weight 0.4 using 
the quasi-match to $ item selection and the maximum information item selection, 
and for ZSS (no SD weight) using the maximum information item selection, in the 
1-PL and the modified 3-PL item pools. 
Item pools and item selection methods 
The 1-PL item pool and the modified 3-PL item pool were the same as the 
item pools in Study One. Two item selection methods were used in Study Two—the 
quasi-match to $ item selection and the maximum information item selection. 
In the quasi-match m^- to 9  item selection, a constant d  is calculated for each item 
pool according to Equation 1.16. In the 1-PL item pool, d = 0. Define m.^ = 6^ + d. 
In GSSS, DSS, and ZSS (using SD weight), the quasi-match to 9 item selection 
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selects the item not yet administered whose value is next smaller (or next greater) 
to the $ value, depending upon whether the obtained score x is smaller (or greater) 
than the expected score at in the 1-PL or the modified 3-PL item pools, during 
the item selection process, the quasi-match to 6 select item not yet administered 
whose is closest to 0, in the direction where the MLE lies. 
In the maximum information item selection method, after each item is admin­
istered and the current ability is estimated, the information of each item not yet 
administered at the current ability estimate is calculated. The item that has the 
highest information is chosen to present. 
CAT strategies. In the study of comparison of the quasi-match m; to 8 and 
t h e  m a x i m u m  i n f o r m a t i o n  i t e m  s e l e c t i o n  m e t h o d s ,  G S S S ,  D S S ,  a n d  Z S S  ( u s i n g  S D  
weight) were the same as in Study One. The SD weight used for the three CAT was 
0.7. 
In the study of comparison of the two versions of ZSS, the SD weight used in ZSS 
(using SD weight) was 0.4. Item selection methods were the quasi-match to 6 item 
selection and the niaximum information item selection. Other aspects of ZSS (using 
SD weight) were the same as in Study One. In ZSS (no SD weight), Z-score estimate 
was calculated according to Equation 1.26 (or Equation 1.28, since the locally best 
weight was applied) after each item was administered. No statistical hypothesis 
testing is involved in the current ability estimation process. After each item was 
admonistered, the current ability estimate was the Z-score estimate evaluated at the 
previous ability estimate. Next item was selected based on the current ability estimate 
and administered. A new Z-score estimate was calculated. The process continued 
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until the number of items administered was 20. In both versions of ZSS, during the 
current ability estimation process, if the current ability estimate was bigger than 3.4 
(or smaller than -3.4), the current ability estimate was assigned to be 3.4 (or -3.4). 
The item selection method was the maximum information item selection. 
Final ability estimate for all.CAT strategies in Study Two was the MLE of 
ability. Dichotomous search was used to solve the MLE of ability. Iteration process 
continued until the difference between two successive estimated 9 values was less than 
0.001. In the final ability estimation, if a simulee's item responses were all Is or all 
Os, or a simulee's MLE solution was less than -10, or greater than 10, it would be 
excluded from the results. Each excluded case was replaced by a simulee with the 
same ability level, to maintain 100 simulées in each group. 
Results 
Comparison of two item selection methods 
Table 3.1 shows the measurement precision and executing time for GSSS, DSS, 
and ZSS using SD weight 0.7, in the 1-PL and the modified 3-PL item pools. Value 
in each cell except for the last two columns, represents the average bias, absolute 
errors, MSE, and information for 2500 simulees grouped in 25 ability levels. The 
value in each cell of the next to the last column is the replacements made for each 
CAT strategy using each item selection method, in each of the item pools. The value 
in each cell of the last column is the executing time (seconds) of 2500 simulees for 
each CAT strategy. 
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Table 3.1: Measurement precision and executing time for GSSS, DSS, and ZSS using 
quasi-match to B and maximum information item selection methods, 
in the 1-PL and the modified 3-PL item pools® 
CAT strategy Bias ABE MSE Info Replace Time 
1-PL 
GSSS 
Quasi^ -0.011 0.229 0.085 11.884 0 71" 
Max info^ -0.011 0.228 0.084 11.831 0 180" 
DSS 
Quasi -0.012 0.234 0.086 11.885 0 68" 
Max info -0.011 0.233 0.086 11.830 0 177" 
ZSS 
Quasi -0.008 0.230 0.087 11.793 0 44" 
Max info -0.008 0.230, 0.086 11.733 0 153" 
Modified 3-PL 
GSSS 
Quasi 0.032 0.269 0.133 9.629 4 70" 
Max info 0.028 0.268 0.132 9.581 2 179 
DSS 
Quasi 0.032 0.273 0.137 9.582 1 67" 
Max info 0.029 0.273 0.133 9.549 1 177" 
ZSS 
Quasi 0.034 0.272 0.137 9.512 4 45" 
Max info 0.027 0.271 0.137 9.506 3 156" 
®2500 simulees in each cell. S D  weight = 
^Quasi-match to 9 item selection. 
^Maximum information item selection. 
0.7. 
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Bias and frequencies of replacement. From Table 3.1 one can see that no 
matter what item selection method was used, the average bias for GSSS, DSS, and 
ZSS were very small in the 1-PL item pool. The average bias for the three CAT 
strategies were also small in the modified 3-PL item pool, but were slightly bigger 
than those in the 1-PL item pool. No replacement was made in the 1-PL item pool 
for all three CAT strategies using SD weight 0.7. In the modified 3-PL item pool, a 
few simulees had negative infinity final MLE ability estimates. Those simulees were 
replaced by simulees with the same ability levels. The total frequencies of replacement 
in each CAT strategy were small. 
Absolute errors, MSB, information, and executing time Table 3.1 also 
shows the average absolute errors, MSE, information, and executing time for GSSS, 
DSS, and ZSS. From Table 3.1 one can see that there was no significant difference 
between each pair of data for each CAT strategy that used the two different item 
selection methods, except for data of the last column, which was the executing time. 
The average bias, absolute errors, MSE, and information were almost the same by 
using the two item selection methods either in the 1-PL or the modified 3-PL item 
pools. From the last column one could see that the executing time for using the 
quasi-match to 9 item selection was about two fifths that for using the maximum 
information item selection method in GSSS and DSS, and about two sevenths that 
for using the maximum information item selection method in ZSS, in both of the 
1-PL and the modified 3-PL item pools. 
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Comparison of two versions of ZSS 
Table 3.2 shows the measurement precision and executing time for ZSS using 
SD weight 0.4, using the quasi-match to 9 and the maximum information item 
selection methods, and for ZSS (no 5Z? weight) using the maximum information item 
selection, in the 1-PL and the modified 3-PL item pools. Value in each cell except 
for the last two columns, represents the average bias, absolute errors, MSE, and 
information for 2500 simulees grouped in 25 ability levels. The value in each cell of 
the next to the last column is the replacements made for each CAT strategy using 
each item selection method, in each of the item pool. The value in each cell of the 
last column is the executing time (seconds) of 2500 simulees for each CAT strategy. 
Bias and frequencies of replacement. From Table 3.2 one can see that the 
average bias for both versions of ZSS was very small in the 1-PL item pool. The 
average bias for the two versions of ZSS was also small in the modified 3-PL item 
pool, but slightly bigger than those in the 1-PL item pool. No replacement was made 
in the 1-PL item pool for any CAT. In the modified 3-PL item pool, a few simulees 
had negative infinity final MLE ability estimates. Those simulees were replaced by 
simulees with the same ability levels. The total frequencies of replacement in each 
CAT strategy were small. 
Absolute errors, MSE, information, and the executing time Table 3.2 
also shows the average absolute errors, MSE, information, and executing time for the 
two versions of ZSS. From Table 3.2 one can see that the measurement precision of 
using the quasi-match m.^ to 0 item selection and the maximum information item 
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Table 3.2: Measurement precision and executing time for two versions of ZSS in the 
1-PL and the modified 3-PL item pools^ 
CAT strategy Bias ABE MSE Info Replace Time 
1-PL 
Using SD weight 0.4 
Quasi^ 
Max info'^ 
N o  S D  weight 
Max info 
Modified 3-PL 
Using S D  weight 0.4 
Quasi 
Max info 
N o  S D  weight 
Max info 
-0.006 0.229 0.085 
-0.009 0.228 0.084 
-0.007 0.230 0.085 
0.041 0.269 0.138 
0.035 0.271 0.137 
0.037 0.272 0.139 
11.857 0 47" 
11.859 0 160" 
11.958 0 151" 
9.613 6 47" 
9.700 5 159" 
9.703 4 152" 
*^2500 simulees in each cell. 
I Quasi-match to 6 item selection. 
^Maximum information item selection. 
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selection for ZSS using S D  weight 0.4 was almost the same in the 1-PL and the 
modified 3-PL item pools. ZSS (using SD weight) could measure as precisely as ZSS 
(no SD weight) in the 1-PL or the modified 3-PL item pools. The average bias, 
absolute errors, MSE, and information were almost the same for both versions of 
ZSS in the 1-PL or the modified &PL item pools. The executing time for ZSS using 
SD weight and the quasi-match to 9 item selection was about one third as that 
for ZSS using the maximum information item selection method, in both of the 1-PL 
and the modified 3-PL item pools. Using the maximum information item selection 
method, the executing time for ZSS (no SD weight) was only slightly less than that 
for ZSS (using SD weight). 
Discussion 
Results of Study Two showed that there was no difference in measurement 
precision between the two item selection methods—the quasi-match to 0 item 
selection and the maximum information item selection, for GSSS, DSS, and ZSS, in 
the 1-PL and the 3-PL item pools. The executing time for the three CAT strategies 
using the quasi-match to 9 item selection was much less than that of using 
the maximum information item selection. There was no difference in measurement 
a c c u r a c y  b e t w e e n  t h e  t w o  v e r s i o n s  o f  Z S S — Z S S  ( u s i n g  S D  w e i g h t )  a n d  Z S S  ( n o  S D  
weight). 
In the quasi-match to 9  item selection, a constant d  is calculated for each 
item pool according to Equation 1.16. Define -|- d. If the current abihty 
estimate is an interval estimate, such as in GSSS, DSS, and ZSS (using S D  weight), 
the quasi-match to 9 item selection selects the item not yet administered, whose 
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value is next smaller (or next greater) to the d value, depending upon whether the 
obtained score is smaller (or greater) than the expected score at Q. In the 1-PL and 
the modified 3-PL item pools, the as and the cs are constant for all items in each item 
pool. After an item is administered and the current ability is determined, the item 
selected by the maximum information item selection is the same item selected by the 
match TTij to 0 item selection. That will be the same or sHghtly easier (or slightly 
more difficult) than that item if the quasi-match to 9 item selection is used in 
GSSS, DSS, and ZSS. The maximum information item selection method is one of the 
most sophisticated item selection methods that can select the most informative items 
to administer in a CAT. In the 1-PL and the modified 3-PL item pools, GSSS, DSS, 
ZSS (using SD weight) can apply the quasi-match mj to 0 item selection method 
to achieve the same measurement precision as does the maximum information item 
selection, and drastically decrease the computation burden. 
The measurement precision of the two versions of ZSS—ZSS (using SD weight) 
and ZSS (no SD weight)—was almost the same in the 1-PL and the modified 3-PL 
item pools. In the 1-PL and the modified 3-PL item pools, ZSS using an appropriate 
SD weight, applying the quasi-match m.j to 6 item selection method can achieve 
the same measurement precision as in ZSS (no SD weight) using the maximum 
information item selection, and drastically reduce the executing time. 
In the present study the comparison of the two versions of ZSS was limited in the 
1-PL and the 3-PL item pools. The measurement precision was only checked for the 
grand means of bias, absolute errors, MSE, and information in each CAT strategy. It 
has been shown in Study One that the measurement precision of ZSS using different 
SD weights was slightly different. The measurement precision of ZSS (using an 
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appropriate SD weight) and ZSS (no SD weight) should not differ significantly in 
most situations. 
ZSS (no SD weight) provides an updated Z-score estimate as the current ability 
estimate after each item is administered. In GSSS, DSS, and ZSS (using SD weight), 
the current ability estimate could either be the same as the previous ability estimate, 
or a new one, depending upon the hypothesis testing results. ZSS (no SD weight) 
always provides a new current ability estimate after each item is administered. 
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CHAPTER 4. STUDY THREE: MEASUREMENT PRECISION FOR 
GSSS, DSS, ZSS, AND MLES IN THE 1-PL AND THE MODIFIED 
3-PL ITEM POOLS 
Study Two showed that in the 1-PL and the 3-PL item pools there was no 
difference in measurement accuracy between the two item selection methods—the 
quasi-match TTZj to 9 and the maximum information item selection, for GSSS, DSS, 
and ZSS. There was no difference in measurement accuracy between.the two versions 
of ZSS—ZSS (using SD weight) and ZSS (no SD weight). The present study tried to 
c o m p a r e  t h e  m e a s u r e m e n t  a c c u r a c y  a n d  e f f i c i e n c y  f o r  G S S S ,  D S S ,  a n d  Z S S  ( n o  S D  
weight), with MLES, using the maximum information item selection method in the 
1-PL and the 3-PL item pools. In the item selection process, statistical hypothesis 
testing was used in GSSS, and DSS to determine the current ability estimate. The 
current ability estimate determined by GSSS and DSS is not necessarily equal to 
the MLE of ability, but is within a confidence interval of the MLE. During the item 
selection and the current ability estimation process, the Z-score estimate evaluated 
at the previous ability estimate is the current ability estimate in ZSS. The MLE is 
the current ability estimate in MLES. Study Three intends to compare measurement 
precision of GSSS, DSS, ZSS, and MLES, using the same maximum information item 
selection method and final MLE ability estimation procedure. It is expected that 
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GSSS, DSS, ZSS are more robust against any aberrant responses and provide more 
precise measurement results. 
Design 
Monte Carlo studies were conducted to compare the measurement precision of 
GSSS, DSS, ZSS, and MLES, in the 1-PL and the modified 3-PL item pools. In each 
item pool, the measurement accuracy and efficiency of the ability estimates of the 
four CAT strategies were compared. Each CAT contained 20 items. Two estimated 
precision indices—absolute errors, and test information—were used separately as 
dependent variables in Split Plot Factorial (SPF) 25 (ability level) x 4 (Strategy) 
ANOVA analysis. Two other estimated precision indices—bias and MSE—were also 
compared among the four CAT strategies. All CATs were conducted by Digital UNIX 
DEC Station 3100, using simulated examinees. The programs were developed by the 
author using the C language. 
Method 
Simulees and item pools 
A simulée was a computer generated simulee with a true ability value 9 .  There 
were 2500 simulees in each of the four CAT strategies—GSSS, DSS, ZSS, and MLES 
in each item pool, with 100 as a group at each of 25 ability levels equally spaced in 
[-3, 3], in interval of 0.25. 
The 1-PL item pool and the modified 3-PL item pool were the same as in Study 
One. Item response simulation was the same as in Study One. 
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CAT strategies 
All simulées were assumed a pre-ability estimate ^ = 0. The MLE of ability Was 
applied in the final ability estimation. In the final ability estimation, if a simulee's 
item responses were all Is or all Os, or a simulee's MLE solution was less than -10, 
or greater than 10, it would be excluded from the results. Each excluded case was 
replaced by a simulee with the same ability level. The item selection method for each 
CAT was the maximum information item selection. The final ability estimation was 
the MLE of ability. Each CAT contained 20 items. 
GSSS and DSS. GSSS and DSS were the same as in Study One. S D  weight 
0.7 was used in determining the confidence interval of the expected score at each 
testing point. 
ZSS. ZSS (no S D  weight) used in Study Three was the same as in Study Two. 
Z-score estimate was calculated after each item was administered. No statistical 
hypothesis testing is involved in the item selection and current ability estimation 
process. Each Z-score estimate evaluated at the previous ability estimate after each 
item was administered was the current ability estimate. The next item was selected 
based on the current ability estimate and administered. A new Z-score estimate was 
calculated. The process continued until the number of items administered was 20. 
During the item selection process, if a simulee's current ability estimate was bigger 
than 3.4 (or smaller than -3.4), the simulee's current ability estimate was assigned to 
be 3.4 (or -3.4). 
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MLES. The maximum likelihood ability estimation was applied in MLES for 
the current ability estimation and the final ability estimation. The item selection 
algorithm used for the present research for MLES was similar to that used by Stocking 
(1987) and proceeded as follows: (a) Select the first item to be administered that 
has the maximum information at ability 0 = 0. (b) Select the second item that is 
maximally informative at an extremely low (high) ability level if the first item is 
answered incorrectly (correctly). If possible, compute MLE. (c) If it is impossible to 
compute MLE, continue to select subsequent items that are maximally informative at 
extreme ability levels until it is possible to compute MLE. The current ability estimate 
6 is the MLE. After each item is administered, compute a new MLE, and the next 
item to be presented is the item that has not yet been presented that can maximize 
information at the MLE. (d) Test is terminated after 20 items are administered. The 
final ability estimate is the final MLE after 20 items are administered. The method to 
solve MLE is dichotomous search. Iteration process is continued until the difference 
between two successive estimated 9 values is less than 0.001. 
Results 
In the 1-PL item pool 
In the 1-PL item pool, there was difference among the measurement precision of 
GSSS, DSS, ZSS and MLES. Four precision indices—bias, absolute errors, MLE, and 
information:—were compared, respectively, among the four strategies. No simulee 
was excluded from the results. 
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Bias. For each 100-simulee group, the average bias for GSSS, DSS, ZSS, and 
MLES was very small, (see Table 4.1), The range of the group average bias for 
GSSS, DSS, ZSS, and MLES, in order, was: (-0.075, 0.049), (-0.066, 0.049), (-0.057, 
0.056), (-0.078, 0.056). From Table 4.2 one can see that the average bias for each 
CAT strategy was very small in the 1-PL item pool. 
Absolute errors. Table 4.2 showed that in the 1-PL item pool the means 
of absolute errors for GSSS, ZSS, DSS, and MLES were: 0.228, 0.230, 0.233, and 
0.233, respectively. Results of the SPF 25 (ability level) x 4 (Strategy) ANOVA 
analysis are shown in Table 4.3. Difference among the means of absolute errors 
for GSSS, ZSS, DSS, and MLES was not significant (F(3, 7425) = 1.19, p > .05). 
There was no significant difference among the means of absolute errors of 25 levels 
(i^(24,2475) = 0.65, p > .05). The interaction between the CAT strategies and 
ability levels was also not significant (F(72,7425) = 0.99, p > .05). 
MSE. The average MSEs of GSSS, DSS, ZSS, and MLES were: 0.084, 0.086, 
0.085, and 0.088, respectively. Figure 4.1 showed that the MSEs for GSSS, DSS, ZSS, 
and MLES were not different from each other. 
Test information. From Table 4.2 one can see that the means of test infor­
mation for ZSS, DSS, GSSS, and MLES in the 1-PL item pool were: 11.958, 11.838, 
11.831, and 11.551, respectively. Results of the SPF 25 (ability level) x 4 (Strategy) 
ANOVA are shown in Table 4.4. There was significant difference among the four 
means of test information {F{Z, 7425) = 103.89, p < .01). Further comparison among 
the four means using LSD [a = 0.01, df = 7425, MSE = 0.7175, n — 2500) showed 
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Table 4.1: Bias (0) for GSSS, DSS, ZSS, and MLES at each ability level in the 1-PL 
item pool® 
0  GSSS DSS ZSS MLES 
-.3.00 -0.037 -0.0.33 -0.019 -0.023 
-2.75 -0.024 -0.016 -0.024 -0.023 
-2.50 0.006 0.021 0.009 0.015 
-2.25 0.011 0.024 -0.006 0.028 
-2.00 -0.063 -0.058 -0.057 -0.078 
-1.75 -0.031 -0.019 0.001 -0.008 
-1.50 -0.000 . 0.009 -0.014 -0.007 
-1.25 0.012 0.040 0.038 0.035 
-1.00 -0.040 -0.036 -0.023 -0.030 
-0.75 -0.006 -0.014 -0.022 -0.035 
-0.50 0.043 0.036 0.056 0.056 
-0.25 0.036 -0.005 0.031 0.047 
0.00 -0.004 0.003 0.003 0.019 
0.25 -0.031 -0.049 -0.037 -0.058 
0.50 0.049 0.049 0.041 0.051 
0.75 -0.044 -0.029 -0.042 0.001 
1.00 -0.028 -0.055 -0.043 -0.062 
1.25 -0.004 0.005 0.013 0.003 
1.50 0.026 0.013 0.018 0.010 
1.75 -0.002 -0.018 0.016, -0.014 
2.00 -0.041 -0.025 -0.049 -0.040 
2.25 -0.019 :0.013 -0.017 -0.047 
2.50 -0.075 -0.066 -0.049 -0.051 
2.75 0.040 0.013 0.026 0.013 
3.00 -0.060 -0.065 -0.036 -0.071 
®100 simulees in each cell. 
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Table 4.2: Measurement precision for GSSS, DSS, ZSS, and MLES in the 1-PL and 
the modified 3-PL item pools® 
CAT strategy Bias ABE MSE Info Replace 
1-PL 
GSSS -0.011 0.228 0.084 11.831 0 
DSS -0.011 0.233 0.086 11.838 0 
ZSS -0.007 0.230 0.085 11.958 0 
MLES -0.011 0.233 0.088 11.551 0 
Modified 3-PL 
GSSS 0.028 0.268 0.132 9.581 2 
DSS 0.029 0.273 0.133 9.549 1 
ZSS 0.037 0.272 0.139 9.703 4 
MLES 0.060 0.301 0.199 8^06 3 
^2500 simulees in each cell. 
that the means of information for ZSS, DSS, GSSS, and MLES were significantly 
different. Mean information obtained by MLES was significantly lower than that 
obtained by any of the other three strategies. The higher information was achieved 
by ZSS, which was significantly higher than those achieved by the other three CAT 
strategies. No significant difference was observed between the means of information 
for DSS and GSSS. There was significant difference among the means of test informa­
tion of 25 ability levels {F{24,247-5) = 2.81, p < .01). Significant interaction was also 
observed between CAT strategies and ability levels (F(72,7425) = 8.54, p < .01). 
Figure 4.2 shows the information curves for GSSS, DSS, ZSS, and MLES. In 
the extremely lower and extremely higher levels of ability, information obtained by 
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Table 4.3: ANOVA table for SPF 25x4 design in the 1-PL item pool, with absolute 
errors as the dependent variable 
Source ss • df  F  
Between blocks 
L (Ability level) 
S(L) 
1.3895 
221.1677 
24 
2475 
0.0579 
0.0894 
0.65 
Within blocks 
B (CAT strategy) 
BL 
BS(L) 
0.0475 
0.9534 
99.2152 
3 
72 
7425 
0.0158 
0.0132 
0.0134 
1.19 
0.99 
Total 322.7733 9999 
GSSS, DSS, and ZSS was almost the same. Information obtained by MLES was 
slightly higher than those of the others. However, in a wide range of other ability 
levels, information obtained by MLES was significantly lower than those of the other 
three strategies. 
• In summary, in the 1-PL item pool GSSS, DSS, and ZSS provided significantly 
more efficient ability estimates than did MLES. No significant difference in measure­
ment accuracy among the four CAT strategies was found. ZSS was not significantly 
more precise than those of GSSS and DSS, but measured more efficiently than did 
GSSS and DSS. 
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Table 4.4: ANOVA table for SPF 25x4 design in the 1-PL item pool, with 
information as the dependent variable 
Source S S  d f  M S  F  
Between blocks 
L (Ability level) 
S(L) 
331.9921 
12184.4688 
24 
2475 
13.83.30 
4.92.30 
2.81* 
Within blocks 
B (CAT strategy) 
BL 
BS(L) 
223.6190 
441.3137 
5327.2546 
3 
72 
7425 
74.5397 
6.1294 
0.7175 
103.89* 
8.54* 
Total 18508.6482 9999 
* p  <  .01 
In the modified 3-PL item pool 
In the modified 3-PL item pool, there was significant difference among the 
measurement precision of GSSS, DSS, ZSS and MLES. Four precision indices—bias, 
absolute errors, MSE, and information—were compared, respectively, among thé four 
CAT strategies. Due to guessing effect, a few simulees had aberrant responses. Neg­
ative infinity ability estimates occasionally happened. Those simulees were replaced 
by simulees with the same ability levels. 
Bias and frequencies of replacement. For each 100-simulee group, the 
average bias for GSSS, DSS, ZSS, and MLES was small, but greater than those in 
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the 1-PL item pool (see Table 4.5). The range of the group average bias for GSSS, 
DSS, ZSS, and MLES, in order, was: (-0.041, 0.142), (-0.033, 0.114), (-0.037, 0.140), 
and (-0.039, 0.148). Table 4.2 shows the average bias for each CAT in the modified 
3-PL model. The bias for the four CAT strategies was also small in the modified 
3-PL model, but was slightly bigger than those in the 1-PL model. Frequencies of 
replacement were small. 
Absolute errors. Table 4.2 showed that the means of absolute errors for 
GSSS, ZSS, DSS, and MLES were: 0.268, 0.272, 0.273, and 0.301, respectively. 
Results of the SPF-25 (ability level) x 4 (Strategy) ANOVA analysis are shown in 
Table 4.6. Difference among the means of absolute errors for GSSS, ZSS, DSS, and 
MLES was significant (F(3,7425) — 9.74, p < .01). Further comparison among the 
four means using LSD (a = 0.01, df = 7425, MSE = 0.0603, n — 2500) showed that 
the mean absolute errors for MLES was significantly greater than that for GSSS, 
ZSS, or DSS. No significant difference was found among the three means of absolute 
errors for GSSS, ZSS, and DSS. There was significant difference among the means of 
absolute errors of 25 levels (F(24,2475) = 2.93, p < .01). The interaction between 
CAT strategies and ability levels was not significant (F(72,7425) = 0.81, p > .05). 
MSE. Table 4.2 showed that the average MS Es for GSSS, DSS, ZSS, and MLES 
in the modified 3-PL item pool were: 0.132, 0.133, 0.139, and 0.199, respectively. 
Figure 4.3 showed that the MSEs for MLES were significantly greater than those for 
GSSS, DSS, and ZSS, especially in the lower and middle range of the ability levels. 
The amount of MSEs for GSSS, DSS, and ZSS were almost the same. 
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Table 4.5: Bias {6) for GSSS, DSS, ZSS, and MLES at each ability level in the 
modified 3-PL item pool® 
9  GSSS DSS ZSS MLES 
-3.00 0.042 0.073 0.059 0.146 
-2.75 0.013 -0.012 0.010 0.029 
-2.50 0.042 0.037 0.078 0.208 
-2.25 0.059 0.087 0.128 0.137 
-2.00 -0.010, -0.015 -0.023 0.059 
-1.75 0.095 0.045 0.110 0.104 
-1.50 0.065 0.012 0.018 0.132 
-1.25 0.057 0.067 0.038 0.049 
-1.00 -0.007 -0.006 0.029 0.059 
-0.75 0.014 0.021 0.037 0.039 
-0.50 0.142 0.114 0.140 0.148 
-0.25 0.086 0.094 0.088 0.078 
0.00 0.002 0.021 0.037 0.061 
0.25 -0.005 0.003 -0.011 0.039 
0.50 0.084 0.059 0.093 0.081 
0.75 0.031 0.028 0.003 0.011 
1.00 -0.031 -0.033 -0.004 -0.018 
1.25 0.019 0.018 0.014 0.084 
1.50 0.013 0.057. 0.044 • 0.029 
1.75 0.005 0.046 0.037 0.026 
2.00 0.006 0.027 0.007 0.000 
2.25 -0.028 -0.028 -0.003 -0.002 
2.50 0.005 0.010 -0.019 -0.025 
2.75 0.048 0.017 0.046 0.051 
3.00 -0.041 . -0.021 -0.037 -0.039 
'^lOO simulees in each cell. 
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Table 4.6: A NOVA table for SPF 25x4 design in the modified 3-PL item pool, with 
absolute errors as the dependent variable 
Source S S  d f  M S  F  
Between blocks 
L (Ability level) 7.7471 24 0.3228 . 2.93* 
S(L) 272.6691 2475 0.1102 
Within blocks 
B (CAT strategy) 1.7611 3 0.5870 9.74* 
BL .3.5278 72 0.0490 0.81 
BS(L) 447.6366 7425 0.0603 
Total 733.3418 9999 
'p < .01 
Test information. From Table 4.2 one could see that the means of test 
information for ZSS, GSSS, DSS, and MLES in the modified 3-PL item pool were: 
9.703, 9.581, 9.549, and 8.926, respectively. Results of the SPF-25 (ability level) 
X 4 (Strategy) A NOVA are shown in Table 4.7. There were significant differences 
among the four means of test information (F(3, 7425) = 62.27, p < .01). Further 
comparison among the four means using LSD (a = 0.01, df = 7425, MSE = 4.8853, 
n — 2500) showed that the mean information for ZSS, GSSS, or DSS, was significantly 
higher than that for MLES. No significant difference of test information,was found 
among ZSS, GSSS, and DSS. There was significant difference among the means of test 
information for 25 ability levels (F(24,2475) = 9.49, p < .01). Significant interaction 
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Table 4.7: ANOVA table for SPF 25x4 design in the modified 3-PL item pool, with 
information as the dependent variable 
Source S S  d f  F  
Between blocks 
L (Ability level) 
S(L) 
2008.3650 
21833.4602 
24 
2475 
83.6819 
8.8216 
9.49* 
Within blocks 
B (CAT strategy) 
BL 
BS(L) 
912.6614 
1398.3277 
36273.6549 
• 3 
72 
7425 
304.2205 
19.4212 
4.8853 
62.27* 
3.98* 
Total 62426.4692 9999 
* p  < .01 
was also observed between CAT strategies and ability levels (F(72,7425) = 3.98, 
p < .01). 
Figure 4.4 shows the information curves for GSSS, DSS, ZSS, and MLES. In­
formation for GSSS, DSS, and ZSS was significantly higher than that for MLES in 
all ability levels except for the extremely higher and extremely lower levels of ability, 
where the MLES achieved slightly higher information than the other three strategies. 
In summary, in the modified 3-PL item pool, GSSS, DSS, and ZSS provided sig­
nificantly more accurate and efficient ability estimates than did MLES. No significant 
difference in measurement precision was found among GSSS, DSS, and ZSS. 
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Discussion 
Results of Study Three showed that in the 1-PL item pool, GSSS, DSS, and 
ZSS provided more efficient but not more accurate ability estimates than did MLES. 
In the modified 3-PL item pool, where guessing effect existed, GSSS, DSS, and ZSS 
provided significantly more accurate and more efficient ability estimates than did 
MLES. 
In the 1-PL item pool, there was no guessing effect. MLES measured almost as 
accurately as did GSSS, DSS, and ZSS, but less efficiently than did GSSS, DSS, and 
2aS. 
In the modified 3-PL item pool, GSSS, DSS, and ZSS measured much more 
precisely than did MLES. MLES produced much greater MSE than those of GSSS, 
DSS, and ZSS, had much lower information than those of GSSS, DSS, and ZSS, 
except in the extremely higher and extremely lower ability range. 
Results of the present research showed robust and precise nature of GSSS, DSS, 
and ZSS. In GSSS and DSS, in determining each current ability estimate, a confidence 
interval of expected score at a testing point is used, to evaluate whether the obtained 
score is equal to the expected score at that, testing point. In this way, the current 
ability estimate tends to remain in the previous estimate position, which is carefully 
chosen according to some optimal search methods. An examinee has a chance to 
recover from previous aberrant item responses. An examinee who makes a few lucky 
guessings during the earlier stage of a CAT will not get very high current ability 
estimate. In GSSS and DSS, adjustment is made for an obtained score that is lower 
than a score contributed by guessing during the item selection process. It prevents 
an examinee from getting a very low current ability estimate during the earlier stage 
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of a CAT. Thus an examinee who missed a few items by mistake in the earlier stage 
of a CAT will have a substantial chance to achieve an ability estimate that would be 
appropriate to him/her. 
In CtSSS and DSS, after each item is administered, successive hypothesis testing 
is conducted, starting from the testing point of the original search region, until 
a current estimate is determined. The systematical search process enables GSSS 
and DSS to find a current abihty estimate at which the obtained score is within a 
confidence interval of the expected score, and the current ability estimate happens to 
be one of the successive testing points of golden section search or dichotomous search 
regions. The only difference between GSSS and DSS is the ratio of the sizes of the 
successive search regions. In GSSS, search region reduces by a ratio approximated to 
0.618. In DSS, search region reduces by a ratio 0.5. Though the overall measurement 
precision of GSSS and DSS was not significantly different in Study Three, the results 
of Study Three indicated that generally, in the middle range of ability, information of 
GSSS was slightly higher than that of DSS, while in the extremely lower and higher 
ability levels, information of DSS was slightly higher than that of GSSS. 
In ZSS, no search region is defined. The current ability estimate is the Z-score 
estimate. The Z-score estimate is evaluated at the previous ability estimate. Thus 
it is conditioned on the previous ability estimate. If the test information at the 
previous ability estimate is very low, the Z-score estimate might be far apart from 
the true ability level. It is important for ZSS to have informative items available 
at each current ability estimate. Otherwise, the measurement precision of ZSS may 
be affected. Generally, as the number of items administered increases, the Z-score 
estimate is approaching the MLE of ability. Adjustment is made for an obtained 
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score that is lower than a score contributed by guessing during the item selection 
process in ZSS. 
In Study Three, the overa;ll measurement efficiency of ZSS was significantly 
higher than those of GSSS, DSS and MLES in the 1-PL item pool, was significantly 
higher than that of MLES and was the same as those of GSSS and DSS in the 
modified 3-PL item pool. The information obtained by ZSS was slightly higher than 
those obtained by GSSS and DSS in a small range of the middle ability levels. The 
information for ZSS was slightly lower than those for GSSS and DSS in the extremely 
lower or extremely higher levels of ability levels. MLES measured slightly more 
precisely than GSSS, DSS, and ZSS only at the extremely low or extremely higher 
levels of abihty in both of the item pools. This was partially due to the arbitrary 
predetermined item selection sequences when there was no finite MLE solution. In the 
present study, in the item selection process of MLES, if an examinee's item responses 
were all Is (or all Os), an item that was maximally informative at an extremely low 
(high) ability level was selected to present. Therefore, if an examinee's ability level 
was extremely low (or high), after the first item was administered, an item that could 
maximize information at the extremely low (or high) level was presented, providing 
that the examinee's response to the first item was in the right direction. That is, 
higher (lower) ability examinees responded correctly (incorrectly) to the first item. 
In the modified 3-PL item pool, MLES provided more precise ability estimates than 
the other three CAT strategies in the extremely higher levels of ability. This was also 
partially due to the fact that an MLE of a higher ability examinee was less affected 
by random guessing than that of a lower ability examinee. 
CHAPTER 5. STUDY FOUR: MEASUREMENT PRECISION OF 
GSSS, DSS, ZSS, AND MLES USING THREE ITEM SELECTION 
METHODS, IN THE HYPOTHETICAL 3-PL POOL 
In Studies .One, Two, and Three, either in the 1-PL item pool or in the modified 
3-PL item pool, the aj and q parameters were constants. In those situations, in 
the item selection process, the maximum information item selection selects an item 
that is identical to the item if the match to 9, or the quasi-match to 0 item 
selection methods is used, when the current ability estimate is a point estimate (such 
as those in MLES and ZSS {noSD weight)). The quasi-match to 6 selects item 
that is identical or slightly easier (or slightly more difficult) than the item selected by 
the maximum information item selection method, when the current ability estimate 
is an interval estimate (such as those in GSSS, DSS, and ZSS (using SD weight)). 
In Studies One, Two, and Three, only the 1-PL and the modified 3-PL. item 
pools were used. In real test situation, item pools containing items with various a; 
values and various values are common. A 3-PL model may be more suitable for 
CAT purpose. Wainer and Mislevy (1990) pointed out that the 3-PL was the most 
commonly applied IRT model in large scale testing applications. More sophisticated 
item selection methods, such as the maximum information item selection, could be 
used to achieve more accurate and more efficient measurement results. 
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Design 
Monte Carlo studies were conducted to compare measurement precision of GSSS, 
DSS, ZSS (using SD weight), and MLES, in a hypothetical 3-PL item pool, using 
three item selection methods—the quasi-match to 9 item selection, the match 
to 0 item selection, and the maximum information item selection. Measure­
ment accuracy and efficiency of ability estimates using different CAT strategies and 
different item selection methods were compared. Each CAT contained 20 items. 
Two estimated precision indices—absolute errors, and test information—were used 
separately as dependent variables in SPF 25 (ability level) x 4 (CAT Strategy) x 3 
(Item Selection Method) ANOVA analysis. Two other estimated precision indices— 
bias, and MSE in different CAT strategies—were compared, respectively, using each 
item selection method. All CAT was conducted by ZENITH 386/20 microcomputers 
using simulated examinees. Each computer was equipped with a 80387 math co­
processor. Programs were developed by the author using GWBASIC language, then 
compiled into machine language. The computational efficiency for the four CAT 
strategies was compared by comparison of their executing time. 
Method 
Simulees 
A simulee was a computer generated simulee with a true ability value 9. There 
would be 2500 simulees in each of the four CAT strategies—GSSS, DSS, ZSS, and 
MLES—using each of the three item selection methods—the quasi-match to 9,  
the match to 9, and the maximum information item selections, with 100 as a 
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group at each of 25 ability levels equally spaced in [-3, 3], in interval of 0.25. Every 
numerical value was calculated during the running of the programs. No info table or 
other previous calculated tabulated values were used. 
Item pool 
An hypothetical 3-PL item pool was generated by a SAS program (see Ap­
pendix A). 200 items whose a^s were normally distributed with mean 1 and SD 
0.2, 6js uniformly distributed across a range of -3.4 to 3.4 logits, and c^s normally 
distributed with mean 0.20 and SD 0.03 were generated. Urry (1977) suggested that 
in a CAT item pool the as of items should be at least equal to 0.8. The 6s should be 
uniformly distributed. The cs should be less than 0.3. There were 33 items whose 
parameters were smaller than 0.8, which were excluded from the item pool. The 3-
PL hypothetical item pool in the present research contained the remaining 167 items 
(see Appendix C). The mean and the standard deviation were 1.063 and 0.160 for 
as, -0.052 and 2.012 for 6s, 0.198 and 0.028 for cs, respectively. 
CAT strategies 
Three item selection methods—the quasi-match to 9  item selection, the match 
mj to^ item selection, and the maximum information item selection—were used in 
each CAT strategy. The MLE of ability was used in the final ability estimation for 
each CAT strategy. Every simulee's ability level was assumed to be ^ = 0 before 
testing. In final ability estimation, if a simulee's item responses were all Is or all Os, 
or a simulee's MLE solution was less than -10, or greater than 10, it would be excluded 
from the results. Each excluded case was replaced by a simulee with the same ability 
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level. In GSSS and DSS, the range of the original search region was [-3.4, .3.4], which 
limited the current ability estimate into that range. In ZSS, in which there was no 
search region, the current ability estimate was limited to [6]^, biQj + 0.25], where 
Item 1 and Item 167 were the easiest and most difficult items in the hypothetical 
item pool, respectively. In the item pool, that range was [-3.355, 3.631]. 
GSSS, and DSS were the same as. in Study One. ZSS (using SD weight) was 
the same as in Study One. Statistical hypothesis testing was involved in determining 
the current ability estimate in GSSS, DSS, and ZSS. SD weight 0.7 was used in 
determining the confidence interval of the expected score at each testing point in 
GSSS, DSS, and ZSS. The final ability estimate in the three CAT strategies was the 
MLE of ability which was solved by the dichotomous search method. 
MLES. In MLES, every simulee's ability level was assumed to be ^ = 0 before 
testing. Three item selection methods were applied in MLES in Study Four. During 
item selection process, the MLE of ability was the current ability estimate. If a 
simulee's item responses were all Is (or all Os), an item that can maximize information 
at the extreme high (or low) levels of ability was selected to present. The quasi-
mat ch to 9 item selection, the match to Ô item selection, and the maximum 
information item selection method were used in conjunction with the MLE ability 
estimation. Dichotomous search was used to solve the MLE of ability. 
Results 
In the hypothetical 3-PL item pool, there was significant difference among the 
measurement precision of GSSS, DSS, ZSS and MLES. Four precision indices—bias, 
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absolute errors, MSE, and test information—were compared, respectively, among the 
four strategies. There were a few simulees whose final ability estimates were negative 
infinity. They were replaced by simulees with the same ability levels. 
Bias and frequencies of replacement. For each 100-simulee group, the 
average bias for GSSS, DSS, ZSS, and MLES using each of the three item selection 
methods, was generally small (see Tables 5.1, 5.2, and 5.3). The range of the group 
average bias for GSSS, DSS, ZSS, and MLES, in order, was: (-0.035, 0.151), (-0.035, 
0.132), (-0.025, 0.150), and (-0.010, 0.201) in the quasi-match mj to Ô item selection; 
(-0.032, 0.153), (-0.051, 0.157), (-0.062, 0.150), and (-0.025, 0.141) in the match mj to 
è item selection; (-0.021, 0.080), (-0.040, 0.094), (-0.019, 0.122), and (-0.016, 0.137) in 
the maximum information item selection. From Table 5.4 one can see that the average 
bias for each CAT strategy using each item selection method was small. Using the 
quasi-match to 6 item selection, only one or two replacements happened in GSSS, 
DSS, or ZSS. MLES had more replacements than those three strategies. Using the 
maximum information item selection, ZSS and MLES had more replacements than 
those in GSSS and DSS. However, when the match to 6 item selection was used, 
no replacement was made in MLES. Frequencies of replacement were slightly higher 
in GSSS, DSS, and ZSS. 
Absolute errors. Table 5.4 also shows the average absolute errors by CAT 
strategies and item selection methods. The overall means of absolute errors for GSSS, 
ZSS, DSS, and MLES were: 0.273, 0.279, 0.281, and 0.289, respectively. Results of 
the SPF 25 (ability level) x 4 (Strategy) x 3 (Item Selection Method) AN OVA analysis 
are shown in Table 5.5. Difference among the means of absolute errors for GSSS, ZSS, 
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Table 5.1: Bias [ 9 ]  for GSSS, DSS, ZSS, and MLES at each ability level using the 
quasi-match to 9 item selection, in the hypothetical .3-PL item pool^ 
9  GSSS DSS ZSS MLES 
-.3.00 0.036 0.091 0.097 0.142 
- 2 . 7 5  0.151 0.097 0.150 0.201 
-2.50 0.021 0.003 0.036 0.045 
-2.25 0.093 0.132 0.062 0.158 
-2.00 0.017 -0.003 0.056 0.043 
-1.75 0.095 0.140 0.075 0.104 
-1.50 0.030 . 0.045 0.072 0.02Ô 
-1.25 0.056 -0.002 0.037 0.051 
-1.00 0.012 0.023 -0.003 0.004 
-0.75 0.026 0.038 0.026 0.067 
-0.50 0.040 0.016 0.045 0.102 
-0.25 0.046 0.029 0.015 0.043 
0.00 -0.018 -0.009 -0.019 0.007 
0.25 0.120 0.079 0.101 0.098 
0.50 0.048 0.016 0.017 -0.003 
0.75 0.084 0.004 0.049 0.026 
1.00 0.012 0.029 0.013 0.023 
1.25 -0.015 -0.035 -0.002 0.009 
1.50 0.031 0.018 0.054 0.064 
1.75 0.019 -0.009 0.005 -0.010 
2.00 0.043 0.024 0.050 , 0.016 
2.25 -0.017 -0.012 0.028 0.015 
2.50 0.017 0.014 0.013 0.023 
2.75 -0.035 -0.006 -0.011 0.012 
3.00 -0.004 0.010 -0.025 -0.009 
^100 simulees in each cell. 
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Table 5.2: Bias ( Û )  for GSSS, DSS, ZSS, and MLES at each ability level using the 
match TTij to û item selection, in the hypothetical 3-PL item pool'^ 
d  (3SSS DSS ZSS MLES 
-3.00 0.090 0.114 0.136 0.097 
-2.75 0.153 0.157 0.150 0.141 
-2.50 0.039 0.006 0.048 0.027 
-125 0.043 0.097 0.077 0.122 
-2.00 0.059 0.035 0.050 0.096 
-1.75 0.090 • 0.085 0.085 0.125 
-1.50 0.012 0.069 0.058 0.043 
-1.25 0.011 0.034 -0.005 0.080 
-1.00 0.038 -0.018 -0.010 -0.012 
-0.75 0.006 0.031 0.013 0.094 
-0.50 0.055 0.037 0.044 0.072 
-0.25 0.013 0.024 0.051 0.047 
O.OO -0.0.30 -0.014 -0.062 0.012 
0.25 0.065 0.071 0.089 0.085 
0.50 0.028 0.032 0.033 0.008 
0.75 0.042 0.017 0.046 0.046 
1.00 0.008 0.026 0.025 0.038 
1.25 -0.032 -0.030 0.027 0.010 
1.50 0.050 0.034 0.022 0.035 
1.75 0.010 0.014 0.010 0.020 
2.00 -0.005 0.023 0.071 0.017 
2.25 0.004 -0.051 -0.032 0.016 
2.50 0.015 0.036 0.010 0.037 
2J5 -0.005 0.005 -0.004 0.006 
3.00 0.012 • 0.015 -0.021 -0.025 
^100 simulees in each cell. 
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Table 5.3: Bias ( û )  for GSSS, DSS, ZSS, and MLES at each ability level using 
the maximum information item selection, in the hypothetical .3-PL item 
pool® 
e  GSSS DSS ZSS MLES 
-3.00 0.064 0.089 0.112 0.088 
-175 0.079 0.051 0.122 0.072 
-2.50 0.020 0.027 0.016 0.005 
-2.25 0.080 0.086 0.106 0.137 
-2.00 0.053 0.029 0.104 0.051 
-1.75 0.078 0.094 0.073 0.124 
-1.50 0.033 0.030 0.045 0.057 
-1.25 -0.021 -0.015 0.043 0.035 
-1.00 0.010 0.018 0.009 0.007 
-0.75 -0.001 0.033 0.026 0.045 
-0.50 0.028 0.024 0.036 0.071 
-0.25 0.027 0.025 0.037 0.048 
0.00 -0.018 -0.011 -0.019 -0.015 
0.25 0.055 0.053 0.054 0.050 
0.50 0.012 -0.007 0.034 0.012 
0.75 -0.002 0.016 0.034 0.048 
1.00 0.025 0.010 0.028 0.013 
1.25 -0.018 -0.040 0.008 . -0.011 
1.50 0.036 0.044 0.023 0.071 
1.75 0.008 0.013 -0.023 0.005 
2.00 0.051 0.049 0.067 0,030 
2.25 0.008 -0.016 0.003 0.013 
2.50 0.018 0.018 0.018 0.056 
2.75 -0.019 -0.009 0.006 -0.003 
3.00 0.015 0.005 0.011 -0.016 
®100 simulees in each cell. 
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Table 5.4: Measurement precision for GSSS, DSS, ZSS, and MLES in the 
hypothetical 3-PL item pool® 
CAT strategy Bias ABE MSE Info Replace 
Quasi-Match to Ô 
GSSS 0.036 0.287 0.151 8.267 2 
DSS 0.029 0.292 0.153 8J.86 1 
ZSS 0.038 0.285 0.147 8.303 2 
MLES 0.050 0.300 0.187 7.769 6 
Match to Ô 
GSSS 0.029 0.278 0.137 8.388 6 
DSS 0.034 0.286 0.148 8^23 6 
ZSS 0.036 0.285 0.144 8^47 9 
MLES 0.048 0.297 0.173 7.814 0 
Maximum Information 
GSSS 0.025 0.253 0.110 9.699 2 
DSS 0.025 0,266 0.123 9.554 2 
ZSS 0.039 0.266 0.123 9.523 6 
MLES 0.040 0.269 0.140 9.206 5 
^2500 simulees in each cell. 
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DSS, and MLES was significant (F(3,7425) = 5.83, p < .01). Further comparison 
among the four means using LSD (a = 0.01, df = 7425, MSE = 0.0575, n = 7500) 
showed that the mean absolute error for MLES was significantly greater than those 
for GSSS and ZSS, but was not significantly greater than that for DSS. The means 
of absolute errors for GSSS, ZSS, and DSS were not significantly different. There 
was significant difference among the means of absolute errors for 25 abihty levels 
(F(24,2475) = 5.99, p < .01). The interaction between CAT strategies and ability 
levels was not significant (F{72, 7425) = 0.87, p > .05). 
The overall means of absolute errors using the three item selection methods— 
the quasi-match mj to 8, the match mj to 9, and the maximum information item 
selection—were: 0.291, 0.287, and 0.263, respectively. Difference among the means of 
absolute errors using the three item selection methods was significant (F(2,4950 = 
36.25, p < .01). Further comparison among the means of the three item selection 
methods using LSD (a = 0.01, df = 4950, MSE = 0.0617, n — 10000) showed that 
the mean absolute error for the maximum information item selection was significantly 
smaller than those of the other item selection methods. There was no significant 
difference between measurement accuracy of the quasi-match mj to 9 item selection, 
and the match to 9 item selection. The. interaction between item selection 
methods and ability levels was not significant (f (48,4950) = 0.86, p > .05). The 
interaction between the CAT strategies and item selection methods was not significant 
(F(6,14850) = 0.54, p > .05). The interaction among the CAT strategies, item 
selection methods and ability levels was also not significant (144,14850) = 0.48, 
p > .05). 
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Table 5.5: ANOVA table for SPF 25x4x3 design in the 3-PL model, with absolute 
errors as the dependent variable 
Source ss  d f  M9 
Between blocks 
L (Ability level) 
S(L) 
19.2231 
331.0051 
24 
2475 
0.8010 
0.1337 
5.99^ 
Within blocks 
B (CAT strategy) 1.0065 
BL 3.6135 
BS(L) 426.6821 
3 
72 
7425 
0.3355 
0.0502 
0.0575 
0.87 
C (Method) 
CL 
CS(L) 
4.4729 
2.5531 
305.1776 
2 
48 
4950 
2.2365 
0.0532 
0.0617 
36.25* 
0.86 
EG 
BCL 
BCS(L) 
0.1934 
4.0998 
885.9612 
6 
144 
14850 
0.0322 
0.0285 
0.0597 
0.54 
0.48 
Total 1983.9884- 29999 
< .01 
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Overall test information. Table 5.4 also shows the average test information 
by CAT strategies and item selection methods. The overall means of test information 
for GSSS, ZSS, DSS, and MLES were; 8.785, 8.724, 8.688, and 8.263, respectively. 
Results of the SPF 25 (ability level) x 4 (Strategy) x 3 (Item Selection Method) 
ANOVA analysis are shown in Table 5.6. Difference among the test information for 
GSSS, ZSS, DSS, and MLES was significant (F(3,7425) — 160.66, p < .01). Further 
comparison among the four means using LSD (a = 0.01, df = 7425, M SE = 2.6440, 
n = 7500) showed that the means of information for GSSS, ZSS, and DSS were sig­
nificantly higher than that of the MLES. There was no significant difference between 
means of information for GSSS and ZSS. There was no significant difference between 
means of information for ZSS and DSS. Information of GSSS was significantly higher 
than that of DSS. There was significant difference among the overall test information 
of 25 ability levels (F(24,2475) = 44.64, p < .01). The interaction between CAT 
strategies and ability levels was significant (F(72, 7425) = 9.33, p < .01). 
The overall test information using the three item selection methods—the quasi-
match to $, the match to 6^ and the maximum information—were 8.131, 
8.218, and 9.496, respectively. Difference among the test information using the three 
item selection methods was significant (F(2,4950) = 1810.22, p < .01). Further 
comparison among the means for the three item selection methods using LSD {a = 
0.01, df = 4950, M SE = 3.2234, n = 10000) showed that the test information 
for the maximum information item selection was significantly higher than those of 
the other item selection methods. Information for the match to d item selection 
was significantly higher than that for the quasi-match rrij to § item selection. The 
interaction between the item selection methods and ability levels was significant 
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(F(48,4950) = 6.49, p  <  .01). The interaction between the CAT strategies and 
item selection methods was significant (F(6,14850) = 3.02, p < .01). The interac­
tion among the CAT strategies, item selection methods and ability levels was also 
significant (F(144,14850) = 1.86, p < .01). 
MSE and information using the quasi-match to û item selection. 
Using the quasi-match to 9 item selection, the M S Es for GSSS, DSS, ZSS, and 
MLES were: 0.151, 0.153, 0.147, and 0.187, respectively. Figure 5.1 shows that the 
MSE for MLES is greater than those for GSSS, DSS, and ZSS, especially in the lower 
range of abihty levels. 
The means of test information for ZSS, GSSS, DSS, and MLES using the quasi-
match mi to 9 item selection were: 8.3033, 8.2667, 8.1862, and 7.7690, respectively. 
Information curves are shown in Figure 5.2. The highest information in the middle 
range of abihty was achieved by ZSS. GSSS and DSS provided slightly lower infor­
mation than ZSS in the middle range of ability, and slightly higher information in 
the extremely lower and higher levels of ability. Information obtained by MLES was 
significantly lower than those of the other CAT strategies, along the whole abihty 
continuum, except for extremely higher levels of ability. 
MSE and information using the match rrij to 9  item selection. Using 
the match m.j to 6 item selection the MSEs for GSSS, DSS, ZSS, and MLES were: 
0.137, 0.148, 0.144, and 0.173, respectively. Figure 5.3 shows that the MSE for 
MLES is greater than those for GSSS, DSS, ZSS, especially in the lower range of 
ability levels. 
The means of test information for GSSS, ZSS, DSS, and MLES using the match 
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Table 5.6: ANOVA table for SPF 25x4x3 design in the 3-PL model, with information 
as the dependent variable 
Source ss  d f  F  
Between blocks 
L (Ability level) 
S(L) 
8099.4005 
18708.8728 
24 
2475 
337.4750 
7.5591 
44.64* 
Within blocks 
B (CAT strategy) 
BL 
BS(L) 
1274.3590 
1776.6540 
19631.9586 
3 
72 
7425 
424.7863 
24.6758 
2.6440 
160.66* 
9.33* 
C (Method) 
CL 
CS(L) 
11670.1447 
1003.7566 
15955.6333 
2 
48 
4950 
5835.0723 
20.9116 
3.2234 
1810.22* 
6J4* 
BC 
BCL 
BCS(L) 
53.9710 
797.3840 
44210.0464 
6 
144 
14850 
8.9952 
5.5374 
2.9771 
3.02* 
1.86* 
Total 123182.1810 29999 
*p  <  .01 
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TTZj to 6 item selection were: 8.3880, 8.3465, 8.3234, and 7.8140, respectively. The 
four information curves are shown in Figure 5.4. Information obtained by MLES was 
significantly lower than those of the other CAT strategies along the whole ability 
continuum, except for extremely lower levels of ability. Information obtained by 
GSSS, DSS, and ZSS was almost the same. DSS provided slightly higher information 
than GSSS and ZSS in the extremely higher levels of ability; GSSS and ZSS provided 
slightly higher information than DSS, in the lower and middle range of ability. 
MSE and information using the maximum information item selection. 
Using the maximum information item selection, the MSEs for GSSS, DSS, ZSS, and 
MLES were: 0.110, 0.123, 0.123, and 0.140, respectively. Figure 5.5 shows that the 
MSE for MLES is greater than those for GSSS, DSS, ZSS, especially in the lower 
range of ability levels. 
The means of test information for GSSS, DSS, ZSS, and MLES using the max­
imum information item selection were: 9.6991, 9.5539, 9.5233, and 9.2061, respec­
tively. Information curves are shown in Figure 5.6. Information obtained by MLES 
was lower than those of the other CAT strategies, along the whole ability continuum, 
except for extremely higher or lower levels of ability. Information obtained by GSSS, 
DSS, and ZSS was almost the same. DSS provided slightly higher information than 
the other two CAT strategies in the extremely lower or higher levels of ability; GSSS 
and ZSS provided higher information than DSS in the middle range of ability. 
Executing time. Using the ZENITH 386 microcomputers to run the compiled 
BASIC programs for GSSS, DSS, ZSS, and MLES, the speed was fast. Table 5.7 listed 
the time needed in GSSS, DSS, ZSS, and MLES to administer 100 simulees, whose 
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ability level was -1.5. Among the four strategies, ZSS was the fastest to operate, while 
MLES was the slowest to operate. The speed of GSSS and DSS was almost the same. 
Among the three item selection methods, the quasi-match mj to 9 item selection was 
the fastest, while the maximum information item selection was the slowest. 
Further comparison of the computational efficiency for the four CAT strategies 
using the the quasi-match mj to $ item selection and the maximum information item 
selection was made on the Digital UNIX workstation. The executing time for GSSS, 
DSS, ZSS (using SD weight), ZSS (no SD weight), and MLES in Study Two or Study 
Three was listed in Table 5.8. The executing speed of the C programs on the Digital 
UNIX workstation was about 20 times as fast as that of the BASIC programs on the 
386 microcomputer. The speed of using the quasi-match to Ô item selection was 
much faster than that of using the maximum information item selection. Using the 
maximum information item selection, the executing time for MLES was much more 
than the executing time for GSSS, DSS, and ZSS. Both versions of ZSS took almost 
the same amount of time to execute. ZSS was the fastest to operate among the four 
CAT strategies. 
In summary, in the hypothetical 3-PL pool, where there was moderate guessing 
effect, using the three different item selection methods, the overall measurement 
accuracy of MLES was significantly worse than those of GSSS and ZSS, was not 
significantly less accurate than that of DSS; the overall measurement efficiency of 
MLES was significantly less than those of GSSS, DSS, and ZSS. Using different 
item selection methods, MLES provided less precise ability estimate than the other 
CAT strategies. The maximum information item selection method provided the most 
accurate and efficient ability estimates among the three item selection methods. The 
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Table 5.7: Executing time for GSSS, DSS, ZSS, and MLES on IBM compatible 
ZENITH .386/20 PC, in the hypothetical 3-PL item pool®^ 
Method GSSS DSS ZSS MLES 
Quasi-match to 0 52" 52" 30" 1.32" 
Match m-i to ^ 110" 110" 90" 158" 
Maximum Information 177" 175" 156" 227" 
^Compiled BASIC programs. 100 simulees in each cell whose ability levels 
were -1.5. • 
^SD weight = 0.7 for GSSS, DSS, and ZSS. 
match m.j to 6 item selection was not significantly more precise than the quasi-match 
mi to 9 item selection in measurement accuracy, but was in measurement efficiency. 
Within each item selection method, MLES was the strategy that provided the least 
precise ability estimates among the four CAT strategies. For the speed of the CAT 
programs, no matter what item selection method was used, MLES took miich more 
time to operate than did GSSS, DSS, and ZSS. ZSS was the fastest strategy to operate 
among the four CAT strategies. 
Discussion 
Results of Study Four showed that in the hypothetical 3-PL item pool, GSSS, 
DSS, and ZSS provided more precise ability estimates than did MLES. Using any 
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Table 5.8: Executing time for GSSS, DSS, ZSS, and MLES on Digital UNIX DEC 
Station 3100, in the modified 3-PL item pool^ 
Method GSSS DSS ZSS& ZSS^ MLES 
Quasi-Match mj to 9  70" 68" 45" 
Maximum Information 179" 177" 157" 151" 292" 
"Compiled C programs. 2500 simulees in each cell. S D  weight = 0.7 in GSSS 
and DSS. 
^ZSS using S D  weight = 0.7. 
'^ZSS without S D  weight. 
of the three item selection methods, MLES took much more time to operate than 
the other three strategies—GSSS, DSS, and ZSS. ZSS took less time to operate than 
GSSS and DSS. 
"The best and most sophisticated adaptive program cannot function if it is held 
in check by a limited pool of items, or items of poor quality" (Flaugher, 1990). 
In Study Four, an hypothetical item pool was used. Though it was not generated 
from real test situation, its difficulties were widely spread, the average discrimination 
parameter was moderate and the average guessing parameters was also moderate. 
Those kinds of items were frequently seen in the literature (e.g, Lord, 1968; Hulin, et 
al., .1983), except that those items might not have as wide a range of difficulty as the 
present study, or the values of discrimination parameter might be too small in the 
extremely lower or higher levels of difficulty range. The present research intended to 
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examine the measurement quality of several CAT strategies in a broad ability range 
test situation. Wider difficulty range was chosen, and the probability of getting good 
quality items was the same for almost every level of ability. In this way, the research 
results might be more generally applied in any broad range tests. 
To generate item responses, the same sequence of random number was used 
in order to eliminate the errors caused by difference in random number accessing. 
Though the test condition was identical for every CAT strategy, GSSS, DSS, and 
DSS measured more accurately and more efficiently than did MLES. 
Results of Study Four showed the robust and precise nature of GSSS, DSS, 
and ZSS using any of the item selection methods. In MLES the current ability 
estimate was the MLE of ability, and the next item to be chosen was based on 
the MLE of ability. In GSSS, DSS, and ZSS, the current abihty estimate was an 
approximation of the MLE of ability. It was in the confidence interval of MLE at 
a testing point which was determined by a certain optimal way. The three item 
selection methods—the quasi match mj to 9, the match to 6, and the maximum 
information item selections—select the item that is most suitable to the examinee's 
current ability estimate, according to their own item selection algorithms. Among the 
three, the maximum information item selection was the most efficient item selection 
method. It selected from the entire item pool the items not yet administered, the 
most inforrriative item for that current ability estimate. In the 3-PL item pools, 
in order to control the item exposure rate or reduce computational burden, a less 
efficient item selection method, such as the match to & item selection, or the 
quasi-match to 0, could be used. 
Results of Studies Three and Four showed that GSSS, DSS, and ZSS were more 
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robust against guessing effect, more computationally efficient than MLES, no matter 
what item selection methods was used. 
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CHAPTER 6. STUDY FIVE; MEASUREMENT PRECISION FOR 
GSSS, DSS, ZSS, AND MLES IN THE SAT VERBAL 3-PL POOL 
ASSUMING THE 3-PL AND THE 1-PL MODELS 
In the previous studies, hypothetical item pools were used instead of item pools 
from real testing. The advantage of using a hypothetical item pool includes that it 
could be chosen according to particular requirements. The disadvantage of it is the 
hypothetical item pool might not be compatible to item pools from real testing. Study 
Five intended to use a real test item pool, to examine the measurement precision of 
GSSS, DSS, ZSS, and MLES. The present study also intended to test the robustness of 
CAT strategies against the inaccuracy of item parameters. It is expected that GSSS, 
DSS, and ZSS should be more robust against the inaccuracy of the item parameters 
than MLES and provide more accurate and more efficient ability estimates than 
MLES. 
Design 
Monte Carlo studies .were conducted, to compare measurement precision of 
GSSS, DSS, ZSS, and MLES, in a SAT Verbal 3-PL item pool, assuming the 3-PL 
model, and.the 1-PL model. 
Measurement accuracy and efficiency of ability estimates using different CAT 
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strategies, assuming different IRT models, were compared. For the four CAT strate­
gies, each CAT contained 20 items. Two estimated precision indices—absolute errors 
and test information—were used separately as dependent variable in Random Block 
Factorial (RBF) 4 (CAT Strategy) x 2 (Test Model) ANOVA analysis. Two other 
estimated precision indices, bias, and MSE in different CAT strategies, were com­
pared. The fidelity correlations—the correlation of the ability estimates and the true 
ability—were computed for each test strategy assuming each test model. All tests 
were conducted by Digital UNIX DEC Station 3100 using simulated examinees. 
Method 
Simulees 
A simulee was a computer generated simulee with a true ability value 9 .  In 
each of the four CAT strategies (GSSS, DSS, ZSS, and MLES) assuming each of the 
two IRT models (the 3-PL and the 1-PL), there would be 1000 simulees normally 
distributed with mean 0 and variance 1. The abilities of the 1000 simulees were 
generated by a SAS program (see Appendix B). 
Item pool 
Item parameters of 138 3-PL items had. been selected from a 430 SAT Verbal 
item pool. The 430 items were 5-choice multiple choice items. Item parameters were 
estimated from a recent SAT administration, calibrated concurrently with LOGIST 
Version 5, on four operational verbal forms of the test and two sets of external linking 
(equating) items by the College Board. The equating tests were similar in content 
and statistical specifications to the operational tests. The examinee samples consisted 
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of 5500-6000 high school juniors and seniors who took each of the four forms. To 
compile an item pool for CAT use, the author developed a program that could select 
the most informative 20 items from the entire 430 item pool for each ability level 
from -3.5 to 3.5, in interval 0.01. There were 138 non-repeated items selected for the 
present research. Appendix D contains the 138 SAT Verbal 3-PL item parameters. 
The range for as was [0.468, 1.643], for hs was [-4.181, 3.390], for cs was [0.000, 0.395], 
respectively. The mean and standard deviation for as were 1.027, 0.253, for bs were 
-0.005, 1.802, for cs were 0.149, 0.076, respectively. The correlation between as and 
bs was 0.427 {p < 0.001), between as and cs was 0.466 {p < 0.001), between bs and 
cs was 0.232 (p < 0.01). 
CAT strategies 
Maximum information item selection was used in each CAT strategy. MLE of 
ability was used in the final ability estimation for each CAT strategy. Every simulee's 
ability level was assumed to be 0 = 0 before testing. In final ability estimation, if a 
simulee's item responses were all Is (or all Os), or a simulee's MLE solution was less 
than -10 (or greater than 10), it would be excluded from the results. Each excluded 
case was replaced by a simulee with the same ability level. 
In GSSS and DSS, the range of the original search region was [-3.2, 3.2]. The 
current ability estimate was limited by that range. GSSS, and DSS are the same as 
in Study Three. SD weight 0.7 was used in determining the confidence interval of 
the expected score at each testing point. ZSS (no SD weight) that was used was the 
same as ZSS (no SD weight) in Study Three. The current ability estimate in ZSS 
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was limited to the range of the item difficulty, which was [-4.181, .3.390]. MLES was 
the same as in Study Three. 
Test models assumed 
There were two test models assumed: the 3-PL model and the 1-PL model. The 
item pool was a 3-PL pool. When assuming the 3-PL model, the item responses were 
generated according to the 3-PL item parameters. The ability estimation and item 
selection were also calculated using the 3-PL item parameters. When assuming the 
1-PL model, though the item responses were generated according to the 3-PL item 
parameters, the ability estimation and item selection were calculated using the 1-PL 
item parameters, in which a! — I, d — Q for all items. For item i, the b/ in the 1-PL 
model was calculated by the following formula 
where a^, 6.j, and were item parameters of item i  in the 3-PL pool. 
One can calculate from Equation 1.1 that when the ability 
the probability of a keyed response to item i  for an individual whose ability level 
is 0 is .5. The difficulty value 6^7 in the 1-PL model was slightly smaller than the 
corresponding 3-PL item difficult value b^, if the 3-PL guessing parameter > 0. An 
individual whose ability level was equal to the bj^r could get .50% chance to respond 
to the item correctly. 
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Results 
In the SAT Verbal 3-PL item pool, there was significant difference among the 
measurement precision of GSSS, DSS, ZSS and MLES. The bias, absolute errors, 
mean squared errors, test information, and the fidelity correlations—the correlation 
of the ability estimates and the true ability—were computed for each test strategy 
assuming each test model. 
Bias and frequencies of replacement. Table 6.1 lists the average bias of 
1000 normally distributed simulees for GSSS, DSS, ZSS, and MLES, in the SAT 
Verbal item pool, assuming the 3-PL model, and the 1-PL model. The average bias 
for any of the CAT strategies was very small. No replacement was made for DSS, 
ZSS, and MLES. One simulee in GSSS was replaced by another simulee with the 
same ability level. 
Absolute errors. Table 6.1 lists the average absolute errors for GSSS, DSS, 
ZSS, and MLES assuming each of the two test models. When assuming the 3-PL 
model, the mean absolute errors for GSSS, DSS, and MLES were almost the same. 
The mean absolute errors obtained by ZSS was slightly smaller than those obtained by 
the other three CAT strategies. When assuming the 1-PL model, the smallest mean 
of absolute errors was obtained by GSSS. The mean absolute errors for DSS and ZSS 
was slightly bigger than that for GSSS. The mean absolute errors obtained by MLES 
was much bigger than those obtained by GSSS, DSS, and ZSS. The overall means 
of absolute errors for GSSS, ZSS, DSS, and MLES were: 0.261, 0.261, 0.271, and 
0.293, respectively. Results of the RBF 4 (CAT Strategy) x 2 (Test Model) AN OVA 
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Table 6.1: Measurement precision for GSSS, DSS, ZSS, and MLES in the SAT 
Verbal 3-PL item pool® 
CAT strategy Bias ABE MSE Info Replace 
Assuming 3-PL 
GSSS -0.012 0.245 0.094 11.375 1 
DSS -0.007 0.242 0.097 11.189 0 
ZSS -0.002 0.234 0.088 11.428 0 
MLES -0.011 0.246 0.099 10.768 0 
Assuming 1-PL 
GSSS 0.029 0.277 0.129 9.234 0 
DSS 0.067 0.301 0.174 8.636 0 
ZSS 0i030 0.289 0.149 9.114 0 
MLES 0.073 0.340 0.230 7.871 0 
^1000 normally distributed simulees in each cell. 
analysis are shown in Table 6.2. Difference among the means of absolute errors for 
GSSS, ZSS, DSS, and MLES was significant (F(3,2997) = 15.31, p < .01). Further 
comparison among the four means using LSD (a = 0.01, df = 2997, MSE = 0.02905, 
n = 2000) showed that the mean absolute errors for MLES was significantly greater 
than those for GSSS, DSS, and ZSS. The means of absolute errors for GSSS, ZSS, 
and DSS were not significantly different. 
The overall means of absolute errors assuming the 3-PL and the 1-PL models 
were 0.242 and 0.302, respectively. Difference among the means of absolute errors 
assuming the two test models was significant (F(l,999) = 79.61, p < .01). The inter­
action between the CAT strategies and the test model assumed was also significant 
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Table 6.2: ANOVA table for RBF 4x2 design in the SAT Verbal 3-PL item pool, 
with absolute errors as the dependent variable 
Source S S  d f  M S  F  
B (CAT strategy) 1.3344 3 0.4448 15.31* 
BS 87.0662 2997 0.0291 
C (Model assumed) 7.2243 1 7.2243 79.61* 
CS 90.6549 999 0.0907 
S (Simulee) 200.5586 999 0.2008 7.35* 
BC 1.0004 3 0.3335 12.20* 
BCS 81.8900 2997 0.0273 
Total 469.7288 7999 
*p  <  .01 
(F(3,2997) = 12.20, p  <  .01). 
MSE. Table 6.1 shows the MSEs for GSSS, DSS, ZSS, and MLLES assuming 
the 3-PL and the 1-PL models. The MSEs for the four CAT strategies were almost 
the same when the 3-PL model was assumed. The MSE for MLES was much bigger 
than those for the other three CAT strategies when the 1-PL model was assumed. 
Bigger MSEs were obtained when, the 1-PL model was assumed than those when 
the 3-PL model was assumed. Figure 6.1 shows the MSEs for GSSS, DSS, ZSS, and 
MLES assuming the 3-PL and the 1-PL models. Among the four CAT strategies the 
differences in MSEs did not occur when assuming the 3-PL model. When the 1-PL 
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model was assumed, the MSE for MLES was much greater than those for GSSS, 
DSS, and ZSS. GSSS obtained the smallest MSE among the four CAT strategies. 
ZSS obtained the second smallest MSE. DSS obtained the third smallest MSE. 
Overall test information. Table 6.1 lists the average information for GSSS, 
DSS, ZSS, and MLES assuming each of the two test models. From Table 6.1 one 
could see that no matter what test model was assumed, the means of information 
for GSSS, DSS, and ZSS were higher than that obtained by MLES. The overall 
means of information for GSSS, ZSS, DSS, and MLES were: 10.304, 10.271, 9.913, 
and 9.320, respectively. Results of the RBF 4 (CAT Strategy) x 2 (Test Model) 
ANOVA analysis are shown in Table 6.3. Difference among the means of information 
for GSSS, ZSS, DSS, and MLES was significant (F(3,2997) = 206.99, p < .01). 
Fur ther  compar i son  among the  four  means  us ing  LSD (a  =  0 .01 ,  d f  = 2997 ,  M S E  =  
2.0208, n = 2000) showed that the means of information for GSSS, DSS, and ZSS 
were significantly higher that that of MLES. Information for GSSS and ZSS was 
not significantly different. Information obtained by GSSS and ZSS was significantly 
higher than that of DSS. 
The overall means of information assuming the 3-PL and the 1-PL models were 
11.190 and 8.714, respectively. Difference among the means of information assuming 
the two test models was significant (F(l,999) = 1453.88, p < .01). The interac­
tion between the CAT strategies and the test model assumed was also significant 
(f (3,2997) = 34.42, p < .01). 
Figure 6.2 shows the means of information for GSSS, DSS, ZSS, and MLES 
assuming the 3-PL and the 1-L models. The information for MLES was lower 
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Table 6.3: ANOVA table for RBF 4x2 design in the SAT Verbal 3-PL item pool, 
with information as the dependent variable 
Source S S  d f  M S  F  
B (CAT strategy) 1254.8840 3 418.2947 206.99* 
BS 6056.450.5 2997 2.0208 
C (Model assumed) 12260.5726 1 12260.5726 14.53.88* 
CS 8424.5510 999 8.4330 
S (Simulee) 35519.2342 999 35.5548 22.80* 
BC 160.9841 3 53.6614 .34.42* 
BCS 4672.9633 2997 1.5592 
Total 68349.6397 7999 
< .01 
than those for GSSS, DSS, and ZSS no matter what test model was assumed. The 
difference between the information for MLES and the other three CAT strategies was 
much greater when the 1-PL model was assumed than that when the 3-PL model 
was assumed. The highest information was obtained by GSSS among the four CAT 
strategies. The second highest information was obtained by ZSS. The third highest 
information was obtained by DSS. The information obtained assuming the 1-PL 
model was much lower than that if the 3-PL model was assumed. 
Fidelity correlations. Fidelity correlations—the correlation of the ability 
estimates and the true ability levels for each CAT strategy assuming each test 
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model—are shown in Table 6.4. The fidelity correlations for GSSS, DSS, and ZSS 
were higher than that for the MLES. The fidelity correlations obtained assuming the 
3-PL model were higher than those obtained assuming the i-PL model. 
Discussion 
Study Five used an item pool that was from real testing and a simulated sample 
of examinees whose ability levels were normally distributed. Results of Study Five 
suggested that GSSS, DSS, and DSS could measure more accurately and more ef­
ficiently than MLES. GSSS, DSS, and ZSS were more robust against inaccuracy of 
item parameters. 
When the 3-PL model was assumed, though, the difference of measurement 
accuracy between MLES and the other three CAT strategies was very small. The 
correlations between the estimated abilities and the true ability levels were almost 
the same for the four CAT strategies. MLES measured less efficiently than did 
GSSS, DSS, and ZSS. When the item parameter accuracy was deliberately violated 
(that is, when the 1-PL model was assumed), the measurement precision for MLES 
was. much worse than that for GSSS, DSS, and ZSS. The correlation between the 
estimated abilities and the true ability levels was lower for MLES than those for 
GSSS, DSS, and ZSS. The overall measurement accuracy and efficiency for MLES 
were significantly worse than those for the other three strategies. The reasons for 
the small difference between measurement precision of MLES and the other three 
CAT strategies when assuming the 3-PL model might be that the mean of cs for 
the 3-PL SAT Verbal item pool was moderate (0.149), and the correlation between 
the cs and the bs was significant. The guessing parameters for the lower difficulty 
Table 6.4: Fidelity correlations of true and estimated ability levels for GSSS, DSS, 
ZSS, and MLES in the SAT Verbal 3-PL item pool® 
Model assumed GSSS DSS ZSS MLES 
3-PL .952 .949 .954 .951 
1-PL ^32 .912 .924 ^95 
®1000 normally distributed simulees in each cell. 
levels were very small. Most of the cs of the lower difficulty items shared a low 
common c (0.099). GSSS, DSS, ZSS were more robust against the guessing effect 
than was MLES. The small guessing eifect in the lower ability range might result 
in the small measurement precision difference between MLES and the other three 
CAT strategies. The correlation between the as and the bs of the SAT Verbal item 
pool was very strong. It is suggested that the items with lower difficulties usually 
have lower discrimination power. Lower discrimination power results in lower item 
information. Lack of informative items in the lower levels of ability might override 
the advantages of GSSS, DSS, and ZSS, which measured much better than did MLES 
in the range of lower and middle ability levels. 
Previous research has shown that CAT substantially enhances the efficiency 
of testing. The difficulty to calibrate an appropriate item pool for a CAT might 
prohibit the wide use of CAT. More parameters are included in a model, more 
examinees and items are needed to achieve an acceptable level of accuracy of the item 
parameter estimation. The inaccuracy of item parameter estimation might occur if 
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the sample size is not big, or the true model should include more parameters than 
the model assumed. Using more robust CAT strategies, the effect of inaccuracy of 
item parameters can be drastically reduced. 
GSSS, DSS, and ZSS were robust against inaccuracy of item parameters. When 
the test model assumed was the 3-PL, which was the same as the true item param­
eters, the measurement accuracy for MLES was not significantly worse than that 
for GSSS, DSS, and ZSS. However, when the 1-PL model was assumed, there was 
discrepancy between the true item parameters and the assumed item parameters. 
The assumed item parameters differed from the true 3-PL parameters to a certain 
extent. The item responses were generated from the true 3-PL item parameters while 
the ability estimation and item selection process were based on the assumed 1-PL 
item parameters. In that situation GSSS, DSS, and ZSS measured much better than 
did the MLES. GSSS, DSS, and ZSS were more robust against the inaccuracy of item 
parameters than did MLES. 
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CHAPTER 7. CONCLUSIONS 
The present research introduced three CAT strategies—GSSS, DSS, and ZSS. 
GSSS, DSS, and ZSS (using SD weight) applied statistical hypothesis testing in 
determining the current ability estimates. The successive testing points were deter­
mined by optimization algorithms in GSSS and DSS, by the Z-score estimation in 
ZSS (using SD weight). ZSS (no SD weight) used Z-score estimate with respect 
to the previous ability estimate as the current ability estimate. Results showed that 
GSSS, DSS, and ZSS strategies measured more precisely and took less computer time 
to operate than did MLES. GSSS, DSS, and ZSS were more robust against random 
guessing effect and against inaccuracy of item parameters than MLES. 
Study One explored the optimal SD weight for operating GSSS, DSS, and ZSS 
(using SD weight), in the 1-PL and the modified 3-PL item pools. Results showed 
that the optimal SD weight was not too big or too small. A SD weight of 0.7 achieved 
satisfactory measurement quality for GSSS, DSS, and ZSS not only in the 1-PL and 
the modified 3-PL item pools, but also in the later studies using the 3-PL item pools. 
Study Two compared the measurement precision and computational efficiency 
using the quasi-match to 6 item selection and the maximum information item 
selection methods for GSSS, DSS, and ZSS, and also compared the measurement 
precision and computational efficiency for ZSS (using SD weight) and ZSS (no SD 
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weight). The measurement precision for using the two item selection methods was 
not different when the item was a 1-PL or the modified 3-PL item pool. Using the 
quasi-match to 6 item selection could drastically reduce the executing time in 
GSSS, DSS, and ZSS. The measurement precision of the two versions of ZSS was also 
not different in the 1-PL or the modified 3-PL item pools. 
Study Three compared the measurement precision of GSSS, DSS, ZSS, and 
MLES, in the 1-PL and the modified 3-PL item pools. GSSS, DSS, and ZSS measured 
significantly more efficiently than did MLES in both of the item pools. GSSS, DSS, 
and ZSS also measured significantly more accurately than did MLES in the modified 
3-PL item pool, but not significantly more accurately than did MLES in the 1-PL 
item pool. 
Study Four compared the measurement precision of the four CAT strategies 
using three item selection methods—the quasi-match rrij- to 0, the match to 9, 
and the maximum information item selections, in a hypothetical 3-PL item pool. The 
overall measurement efficiency of GSSS, DSS, or ZSS was significantly higher than 
that of MLES. The overall measurement accuracy of GSSS or ZSS was significantly 
more precise than that of MLES. The measurement accuracy of DSS and MLES 
was not significantly different. The maximum information item selection provided 
significantly more efficient and more accurate ability estimates than the other two 
item selection methods. The match to 9 item selection was significantly better 
than the quasi-match to 0 item selection in measurement efficiency, but not in 
measurement accuracy. 
Study Five compared the measurement precision of the four CAT strategies in 
a SAT Verbal 3-PL item pool assuming the 3-PL and the 1-PL models. Unlike 
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the previous studies in which examinees were grouped into 25 ability levels from -3 
to 3 in interval 0.25, examinees whose ability levels were normally distributed with 
mean 0 and variance 1 were used in Study Five. Results of Study Five showed 
that GSSS, DSS, and ZSS measured more accurately and more efficiently than did 
MLES. The difference in measurement precision between MLES and the other three 
CAT strategies was smaller when the 3-PL item pool was assumed and was much 
greater when the 1-PL model was assumed, in which the item parameter accuracy was 
deliberately violated. The measurement precision was affected by the inaccuracy of 
the item parameters. When the item parameters assumed differed from the true item 
parameters, the measurement precision of GSSS, DSS, and ZSS was not as severely 
effected as MLES by the inaccuracy of the parameters. 
Being similar in the statistical hypothesis testing in determining the current 
ability estimate, GSSS, DSS, and ZSS (using SD weight) are different in the successive 
testing points allocation. ZSS (no SD weight) used the Z-score estimate as the current 
ability estimate. GSSS, DSS, and ZSS adjusted for the test scores that were lower 
than scores obtained by guessing, during the item selection process. In the present 
research, GSSS and ZSS generally provided slightly more precise ability estimate than 
did DSS. DSS provided slightly more flat information curves than did GSSS and ZSS. 
Information of GSSS and ZSS was slightly more bell shaped. If the ability levels are 
widely spread, DSS may achieve approximately equal precision measurement along 
the ability continuum. GSSS and ZSS generaly had slightly higher information in 
the middle range of ability. GSSS measured slightly more precisely than did ZSS in 
the extremely lower and extremely higher levels of ability. Though a CAT strategy 
with a bell shaped information curve is not optimal, since it measures better in the 
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middle range of ability than does in the lower and higher levels of ability and does not 
provide equal precision measurement results for all ability levels, it has its potential 
to apply to real test situations—few CAT item pools contain item difficulty broader 
than those of the present research, and few CAT s intend to measure wider range of 
ability than those in the present research. The present research used a fixed number 
of items as the termination criterion. The measurement precision for the lower or the 
higher levels of ability could be improved by using a prespecihed level of measurement 
accuracy as the CAT termination criterion. In this way, more items are needed for 
examinees in the lower or the higher levels of ability. 
In general, if a wider range of abihty must be estimated, DSS might be the first 
choice. GSSS might be the candidate for measuring a less broad range of ability. ZSS 
might be suitable when the CAT is intended to be administered to a group with a 
less broad range of ability. Among GSSS, DSS, ZSS, and MLES, GSSS seemed to be 
the most robust against the inaccuracy of item parameters. ZSS is the simplest CAT 
strategies to operate. 
The high quality of measurement achieved by GSSS, DSS, and ZSS in all item 
pools and the simplicity of their operation, in the broad range ability test situation, 
suggest their robustness against aberrant responses, against errors of item parameter 
estimation, and their effectiveness in determining current ability estimate. The three 
CAT strategies can be easily adapted for mastery testing purpose, to achieve efficient 
and accurate mastery classifications. 
Several researchers (e.g.. Green, Bock, Humphreys, & Reckase, 1984) suggested 
that if the items in a CAT item pool have been highly selected, fixed both a and 
c for all items may be useful. Study Three examed this situation in the modified 
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3-PL item pool, in which GSSS, DSS, and ZSS measured significantly more precisely 
than did MLES. In the present research, there was no guessing effect in the 1-PL 
item pool, guessing effect was moderate in the hypothetical and the SAT Verbal 
3-PL item pool, and was greater in the modified 3-PL item pool. The greater the 
guessing effect, the greater the measurement precision difference between MLES and 
the other three CAT strategies. In a 3-PL CAT item pool, if the a^s, and c^s do not 
differ significantly, the quasi-match TOJ to 9 and the match to 0 item selection 
can operate very efficiently, and select item much more evenly than the maximum 
information item selection. 
The present research found that using a moderate SD weight in GSSS, DSS, 
and ZSS (using SD weight) could provide very precise ability estimate. Using any 
SD weight in the range (0.5, 0.9) also might provide optimal measurement quality, 
depending upon the nature of the item pool and the ability distribution of the 
examinee group. In GSSS, DSS, and ZSS (using SD weight), SD weight is used for 
determining the size of a confidence interval of the expected score at a testing point. 
At the earlier stage of a CAT, the uncertainty of the examinee's ability estimate is 
greater. As the CAT continues, niore items are administered and the uncertainty of 
the examinee's ability estimate is reduced. It may be more optimal, to use SD weight 
in GSSS, DSS, and ZSS, in which SD weight is a function of the degree of uncertainty 
of the current ability estimate. The more the degree of uncertainty, the greater the 
SD weight. The index for that uncertainty could be the reciprocal of test information 
evaluated at the current ability estimate, or, approximated by the reciprocal of the 
number of items administered. The smaller the SD weight, the closer the current 
ability estimate approaches to the MLE. The suggestion of using a SD weight that 
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decreases accordingly with the uncertainty of the ability estimate is only necessary 
when item pool is very, very big. If an item pool is not very big, using a constant 
SD weight can still choose the most informative item that is not yet administered, 
since items that can provide higher information to a certain ability level are widely 
distributed, if the item pool is not big enough. This is the case in most practical test 
situations. 
The present research was a simulated one. Care must be taken to apply the 
results to real test situation. Further studies are need to apply GSSS, DSS, and ZSS 
to real test situation. 
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APPENDIX À: SAS PROGRAM FOR GENERATING THE 
HYPOTHETICAL 3-PL ITEM POOL 
144 
DATA ITEM; 
INPUT SEEDl SEED2 SEEDS; 
D O  1 = 1  T O  2 0 0 ; .  
GALL RANN0R(SEED1,A1); 
A = 1.0 + 0.2*A1; CALL RANUNI(SEED2,B1); 
B - 6.8*B1 - 3.4; CALL RANN0R(SEED3,C1); 
C= .20 + .03*C1; 
OUTPUT; 
END; 
CARDS; 
26753 54981 779397 
DATA ITEM2; 
SET. ITEM; 
KEEP ABC; 
IF A < 0.8 THES DELETE; 
CARDS; 
PROC SORT;BY B; 
PROC PRINT;VAR ABC; 
PROC MEANS;VAR ABC; 
/* 
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APPENDIX B: SAS PROGRAM FOR GENERATING THE 
NORMALLY DISTRIBUTED ABILITY LEVELS 
DATA NORMAL; 
SEED=3265834; 
DO I = 1 TO 1000; 
ABILITY = RANNOR(SEED); 
OUTPUT; 
END; 
CARDS; 
PROC SORT;BY ABILITY; 
PROC PRINT; 
PROC MEANS;VAR ABILITY; 
/* 
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APPENDIX C: ITEM PARAMETERS OF 167 ITEMS IN THE 
HYPOTHETICAL 3-PL ITEM POOL 
148 
Order a b c 
001 . 1.03505 -3.3550 0.220583 
002 1.05103 -3.2633 0.170654 
003 0.82562 -3.2602 0.193210 
004 1.05707 -3.2549 0.197468 
005 1.18103 -3.2453 0.174988 
006 0.87371 -3.1853 0.175658 
007 1.11584 -3.1644 0.193122 
008 1.22951 -3.1600 0.220786 
009 1.37939 -3.1496 0.180539 
010 0.82015 -3.1371 0.182394 
Oil 0.94704 -3.1360 0.202778 
012 1.00015 -3.1027 0.222255 
013 1.29790 -3.0809 0.251022 
014 0.83143 -3.0630 0.231324 
015 1.15609 -3.0456 0.232867 
016 0.81911 -3.0286 0.176868 
017 0.98822 -2.8760 0.201387 
018 0.85379 -2.8582 0.232685 
019 1.22977 -2.7429 0.248742 
020 0.91965 -2.6177 0.166442 
021 0.90862 -2.6158 0.198631 
022 0.88255 -2.5759 0.162963 
023 1.30328 -2.5660 0.201565 
024 1.00941 -2.5247 0.239812 
025 1.03922 -2.4857 0.204491 
026 0.85920 -2.4654 0.178693 
027 1.06271 -2.4135 0.255902 
028 0.98068 -2.3490 0.178719 
029 1.08705 -2.3446 0.227490 
030 1.52473 -2.3212 0.182837 
031 1.09353 -2.3174 0.147211 
032 0.97847 -2.2638 0.182676 
033 1.38022 -2.2565 0.189433 
034 1.17721 -2.2200 0.188518 
035 1.20808 -2.2013 0.165360 
149 
Order a b c 
036 1.01387 -2.1765 0.198705 
037 0.80508 -1.9311 0.186151 
038 1.06846 -1.9191 0.194732 
039 1.09673 -1.9113 0.240297 
040 0.92500 -1.8429 0.242675 
041 1.07471 -1.7849 0.207484 
042 1.07839 -1.7765 0.201601 
043 1.15408 -1.7345 0.231717 
044 0.92352 -1.7023 0.156306 
045 0.99776 -1.6157 0.183188 
046 1.09449 -1.6023 0.173087 
047 0.91395 -1.5361 0.204868 
048 1.00512 -1.5032 0.225424 
049 1.05357 -1.4698 0.228633 
050 0.88875 -1.4255 0.179393 
051 1.06111 -1.3971 0.158563 
052 1.23222 -1.3417 0.206296 
053 1.10329 -1.2943 0.211824 
054 1.06975 -1.2877 0.172964 
055 1.23328 -1.2594 0.222715 
056 1.00948 -1.2117 0.215866 
057 1.04530 -1.1227 0.195172 
058 1.29350 -1.1018 0.215838 
.059 1.04085 -1.0619 0:136835 
060 0.92994 -1.0233 0.249585 
061 1.32117 -0.9405 0.203209 
062 1.22763 -0.9343 0.194263 
063 1.00548 -0.9205 0.180517 
064 0.93893 -0.9189 0.197025 
065 1.08216 -0.7941 0.216851 
066 1.01323 -0.7573 0.212387 
067 0.89071 -0.7554 0.199845 
068 1.23555 -0.7218 0.198615 
069 0.81193 -0.6899 0.177001 
070 0.97799 -0.6853 0.180505 
150 
Order a b c 
071 0.91412 -0.6720 0.140392 
072 0.82602 -0.6347 0.192564 
073 0.80299 -0.6112 0.178943 
074 1.08912 -0.5688 0.140641 
075 1.09177 -0.5015 0.227297 
076 1.06435 -0.4961 0.204643 
077 0.93897 -0.4390 0.217100 
078 0.91597 -0.3558 0.184039 
079 1.16830 -0.2671 0.191802 
080 0.99877 -0.2123 0.151196 
081 1.28414 -0.1913 0.207167 
082 1.12614 -0.1863 0.191122 
083 1.29858 -0.1640 0.193451 
084 1.08127 -0.1229 0.207638 
085 1.17258 -0.0904 0.142189 
086 1.10603 -0.0307 0.207456 
087 1.13947 0.0097 0.142665 
088 1.17289 0.0605 0.234396 
089 0.90248 0.1074 0.180890 
090 1.10519 0.1989 0.182128 
091 1.11198 0.2380 0.181885 
092 0.91516 0.2578 0.192353 
093 1.16510 0.2756 0.170317 
094 0.85673 0.3387 0.237956 
095 0.83019 0.3471 0.133603 
096 0.83752 0.3771 0.216701 
097 1.14986 0.4029 0.193225 
098 1.09532 0.4633 0.195418 
099 1.14948 0.4668 0.194026 
100 0.93504 0.4899 0.154996 
101 1.43514 0.7001 .0.229914 
102. 0.97935 0.7433 0.181898 
103 1.19463 0.7472 0.158089 
104 1.13813 0.8738 0.220152 
105 1.04202 0.8884 0.191804 
151 
Order a b c 
106 1.01107 0.8925 0.191985 
107 1.24317 0.8931 0.205894 
108 1.41611 0.9009 0.202859 
109 1.13413 0.9026 0.218342 
110 1.40183 0.9043 0.155730 
111 0.98343 0.9213 0.166637 
112 0.95900 1.0387 0.193557 
113 0.84179 1.0463 0.199720 
114 1.30522 1.0947 0.181934 
115 0.97338 1.1068 0.215887 
116 1.02776 1.1263 0.210144 
117 1.34913 1.4158 0.199766 
118 1.14089 1.4501 0.172070 
119 0.96059 1.5170 0.186217 
120 0.85881 1.5324 0.216763 
121 1.28137 1.5973 0.222411 
122 1.16913 1.6332 0.229994 
123 0.93248 1.6476 0.230604 
124 0.81175 1.6735 0.212668 
125 1.22599 1.6819 0.149448 
126 0.88364 1.6916 0.191881 
127 1.10914 1.6926 0.172083 
128 0.96955 • 1.7318 0.162623 
129 • . 1.00199 1.7405 0.225400 
130 1.04060 1.8259 0.190644 
131 1.39400 1.8398 0.234824 
132 1.06477 1.8474 0.244236 
133 0.90574 1.8530 0.190013 
134 1.04085 1.8798 0.192910 
135 0.80785 1.8917 0.168422 
136 1.11873 1.9499 0.198838 
137 1.34739 2.1474 0.197920 
138 1.04586 2.2789 0.158106 
139 1.26696 2.2982 0.229345 
140 1.18551 2.3547 0.173860 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
152 
b 
1.09123 
1.24695 
0.83968 
1.25860 
0.86615 
1.00973 
1.01476 
0.99635 
0.92190 
1.30503 
1.14722 
0.84605 
1.15783 
1.02364 
1.00730 
1.15854 
1.11573 
0.81465 
1.03119 
0.87081 
0.89204 
1.02914 
1.21554 
1.34624 
1.11685 
0.82504 
1.33419 
2.4370 
2.4567 
2.4730 
2.5515 
2.6178 
2.6899 
2.6932 
2.7034 
2.7139 
2.7289 
2.7474 
2.8213 
2.8450 
2.8822 
2.8910 
3.0098 
3.0563 
3.0689 
3.0834 
3.0894 
3.1010 
3.2134 
3.2746 
3.3437 
3.3700 
3.3791 
3.3813 
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APPENDIX D: ITEM PARAMETERS OF 138 ITEMS IN THE SAT 
VERBAL 3-PL ITEM POOL 
154 
Order a b c 
001 0.55246 -4.18058 0.09949 
002 0.52663 -3.92650 0.09949 
003 0.63805 -3.43082 0.09949 
004 0.48528 -3.11000 0.09949 
005 0.65709 -2.89926 0.09949 
006 0.46804 -2.88262 0.09949 
007 0.61930 -2.80981 0.09949 
008 0.76553 -2.80619 0.09949 
009 0.52973 -2.70033 0.09949 
010 1.13023 -2.62967 0.09949 
Oil 0.69031 -2.52182 0.09949 
012 0.71648 -2.47330 0.09949 
013 0.66357 -2.45082 0.09949 
014 0.58477 -2.44037 0.09949 
015 0.55168 -2.39258 0.09949 
016 0.78954 -2.37408 0.09949 
017 0.82868 -2.27626 0.09949 
018 0.72333 -2.26962 0.09949 
019 0.77689 -2.16641 0.09949 
020 0.66410 -2.14042 0.09949 
021 0.74568 -2.09903 0.09949 
022 0.81540 -2.09759 0.09949 
023 0.76100 -2.05054 0.09949 
.024 0.77746 -2.04047 0.09949 
025 0.76279 -2.02350 0.09949 
026 0.82001 -1.98633 0.09949 
027 0.80208 -1.97371 0.09949 
028 1.13935 -1.89356 0.06723 
029 0.78149 -1.86626 0.09949 
030 0.87555 -1.84260 0.03258 
031 0.85319 -1.80986 0.09949 
032 0.98832 -1.74593 0.00430 
033 1.18894 -1.60888 0.18959 
034 1.01178 -1.56463 0.05277 
035 1.28809 -1.55024 0.17256 
155 
Order a 6 c 
036 0.81907 -1.50928 0.00529 
037 1.21849 -1.45831 0.19885 
038 1.25965 -1.36985 0.27253 
039 0.81484 -1.36623 0.02377 
040 1.07404 -1.19885 0.31167 
041 0.86795 -1.19.520 0.05856 
042 1.10549 -1.17358 0.25.320 
043 1.18276 -1.14419 0.16192 
044 0.98564 -1.08114 0.20366 
045 0.90798 -1.07982 0.13250 
046 1.10427 -1.07086 0.30249 
047 0.91333 -1.06386 0.00000 
048 1.04002 -0.98823 0.17624 
049 1.18794 -0.93114 0.25793 
050 1.18572 -0.88522 0.14909 
051 1.34704 -0.84171 0.12560 
052 1.04739 -0.78357 0.10431 
053 1.35521 -0.64166 0.19169 
054 1.06880 -0.61722 0.31479 
055 1.15414 -0.55091 0.37714 
056 1.00732 -0.51857 0.15552 
057 1.38751 -0.51418 0.20527 
058 1.36253 -0.45419 0.27532 
059 1.00039 -0.44247 0.13999 
060 1.20096 -0.43642 0.18527 
061 1.01847 -0.40431 0.18366 
062 0.89614 -0.39709 0.06231 
063 1.03514 -0.38432 0.22502 
064 1.24922 -0.37415 0.23083 
065 1.44491 -0.13486 0.39453 
066 1.39682 -0.01591 0.31197 
067. 1.15739 0.01419 0.18879 
068 1.05686 0.01822 0.23752 
069 1.03647 0.16542 0.05074 
070 1.13824 0.19072 0.24725 
156 
Order a b c 
071 1.22594 0.19940 0.28181 
072 1.16726 0.21330 0.13463 
073 1.08313 0.28425 0.11132 
074 0.93511 0.31970 0.02855 
075 1.22554 0.38563 0.06057 
076 1.11019 0.40269 0.18079 
077 1.02448 0.46278 0.09010 
078 1.06378 0.53895 0.04600 
079 1.07154 0.56662 0.20750 
080 1.27397 0.56711 0.16800 
081 1.16264 0.62131 0.21638 
082 1.05731 0.72987 0.11336 
083 1.09275 0.73006 0.14451 
084 0.93842 0.87626 0.03712 
085 1.29258 0.88557 0.15112 
086 1.23528 0.91883 0.07195 
087 1.16536 0.95717 0.24577 
088 1.29403 0.97917 0.25614 
089 1.48970 1.02461 0.05215 
090 1.30830 1.02779 0.1.5410 
091 1.64384 1.03957 0.18533 
092 1.08189 1.06556 0.13403 
093 1.19170 1.09516 0.05951 
094 " . 1.25370 1.16123 0.23565 
095 1.05788 1.23077 0.16453 
096 1.34879 1.23206 0.31339 
097 1.32631 1.26804 0.16949 
098 1.30882 1.29679 0.04195 
099 1.09490 1.30671 0.14779 
100 1.21400 1.34105 0.12084 
101 1.24403 1.40251 0.27454 
102 1.28954 1.49754 0.15483 
103 1.24130 1.60347 0.15715 
104 1.09181 1.62447 0.21033 
105 1.17923 1.64656 0.17105 
157 
Order a b c 
106 1.26983 1.70008 0.19709 
107 1.17356 1.71356 0.14296 
108 1.56233 1.72710 0.12067 
109 1.14149 1.79386 0.21974 
110 1.07807 1.84216 0.13980 
111 1.01796 1.88109 0.18.375 
112 1.28316 1.88521 0.14854 
113 1.58837 1.91318 0.1.3858 
114 1.08948 1.92407 0.21485 
115 1.17282 1.98458 0.22959 
116 1.02510 2.00566 0.22479 
117 1.00.385 2.10480 0.17200 
118 0.77828 2.10699 0,12089 
119 0.96932 2.12270 0.15872 
120 1.30564 2.14514 0,16953 
121 0.99964 2.16286 0.24058 
122 1.15763 2.19345 0.13396 
123 1.37451 2.23833 0.15225 
124 1.45865 2.25855 0.21337 
125 0.92044 2.33742 0.11.301 
126 0.90550 2.36793 0.10646 
127 0.81521 2.37769 0.15673 
128 0.85848 2.37924 0.23678 
129 0.94710 2.38132 0.17141 
130 0.86779 2.40305 0.07805 
131 1.15314 2.42055 0.16232 
132 0.61311 2.53156 0.06692 
133 0.70636 2.54994 0.16976 
134 0.96763 2.81444 0.17676 
135 0.64599 2.87124 0.07436 
136 0.58520 2.92633 0.12473 
137 0.82295 3.09117 0.11835 
138 0.67101 3.38999 0.12907 
