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Tiivistelmä
Järjestelmäsuunnitteluprojektit ovat yhä monimutkaisempia ja usein ni-
ihin liittyy poikkitieteellisiä tiimejä useissa fyysisissä paikoissa ja erinäisiä
sidosryhmiä. Järjestelmäprosessien aikaisessa vaiheessa järjestelmäinsinöörien
täytyy kerätä tarpeet, suunnitella prosessi ja analysoida aikaiset ratkaisut.
Näillä aikaisen vaiheen toiminnoilla on suuri merkitys myöhempiin kehi-
tysprosessin aktiviteetteihin kuten markkinoille pääsyaikaan, järjestelmän
laatuun ja lopulliseen kustannukseen.
Mallipohjainen järjestelmäsuunnittelu (MBSE), mallikeskeisenä menetelmänä,
oli tarkoitettu tukemaan järjestelmäinsinöörejä käsittelemään monimutkaisu-
utta kehitettäessä järjestelmää käyttäen malleja (vai malleja käyttävää
järjestelmää?). MBSE:n etuja ovat esimerkiksi laadun paraneminen, riskien
vähentäminen, tuottavuuden kasvu ja kommunikaation parantaminen tehokkaasti.
Toisaalta mallit eivät ole kovin käyttökelpoisia, jos niitä ei voida toteuttaa
tai käyttää validointiin tai veriﬁkaatioon.
Tämän työn keskittyy mallipohjaisen käytännön, mikä on formalisoitu jär-
jestelmänmallinnuskielellä (SysML), integroimiseen seuraavilla aloilla: vaa-
timusten mallinnus, tehtävien ja toimintojen aikataulutus ja fyysisten jär-
jestelmien käytösanalyysi.
Ensimmäisellä alalla, eli vaatimusten mallinnuksessa, tämä työ edistää
vaatimusten muutoksista johtuvaa vaikutusanalyysiä yhdistämällä SysML-
stereotyyppi- ja suunnittelun rakennematriisi- (DSM) tekniikoita. Toisella
alalla DSM ja differentiaalinen kehitysalgoritmi (DDE) tekniikat mahdol-
listavat järjestelmäinsinöörien aikatauluttaa kehitysprosessia minimoimalla
tehtävien iteroinnin ja lisäämällä tehtävien samanaikaisuutta. Kolman-
nella alalla kvalitatiivisen fysiikan tekniikoita, kuten dimensioanalyysi
ja syy-seuraus analyysi, sovelletaan fyysisten järjestelmien käyttäytymisen
mallinnuksessa ja simuloinnissa.
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Abstract
Systems engineering projects are increasingly complex, and often involve
multi-disciplinary teams, different physical locations, and diverse stake-
holders. At the early stage of the systems engineering process, systems
engineers need to deal with capturing the needs, planning the process,
and analyzing early solutions. These activities during early stages have
a tremendous impact to all later downstream activities of the development
process in term of time-to-market, quality of a system, and ﬁnal cost.
Model-Based Systems Engineering (MBSE), as a model-centric approach,
was purposed to support systems engineers to deal with the complexities in
developing a system using models. The advantages of implementing MBSE
in a project are for example purposed for improving the quality, reducing
the risks, increasing the productivity, and improving the communication
effectively. However, models are not very useful if they cannot be executed
and used for veriﬁcation and validation purposes.
The scope of this thesis focuses on integrating a model-based approach
formalized by Systems Modeling Language (SysML) in the three following
domains: requirements modeling, tasks and activities scheduling, and be-
havioral analyzing of a physical system.
In the ﬁrst domain, i.e. requirements modeling, this thesis contributes to
the analysis of the impact of changes within requirements with the com-
bination of SysML stereotypes and Design Structure Matrix (DSM) tech-
niques. In the second domain, Design Structure Matrix (DSM) and Differ-
ential Evolution algorithm (DDE) techniques allow systems engineers to
schedule the development process by minimizing iteration of tasks and in-
creasing concurrency between tasks. In the third domain, techniques from
Qualitative Physics, i.e. Dimensional Analysis and Causal ordering, are
applied for modeling and simulating the behavior of physical systems.
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1. Introduction
1.1 Background
Engineering projects are becoming increasingly complex as a result of
their large scale but also because of the increasing spectrum of tech-
nologies and constraints that has to be considered. Modern engineering
projects often require the involvement of multi-disciplinary teams. In ad-
dition, because of the globalization phenomenon, other constraints such
as concurrent developments in multiple geographical locations and in-
creasing numbers of stakeholders have to be considered. The discipline
of Systems Engineering (SE) has been developed to address this increas-
ing complexity with the consideration of a technical system as a whole.
This holistic view of technical systems enables the complexity emerging
from the interactions between parts of these systems to be represented.
Systems engineering (SE) involves deﬁning the customer’s needs and the
required functionality early in the development cycle, documenting the
requirements, and then proceeding with design synthesis and system val-
idation while considering the complete problem (INCOSE, 2012). A sim-
ilar logic is proposed in the product development literature (Ulrich and
Eppinger, 2011) but with less emphasis on integration and validation.
SE has traditionally been implemented following a document-based ap-
proach. Nevertheless, at the early development stage, the information
and the engineering data are usually represented in natural language in
unstructured text documents. Consequently, it becomes difﬁcult to en-
sure consistency and reuse aspects. Model-based Systems Engineering
(MBSE) has been introduced to address these limitations, and to support
systems engineers in both technical and management aspects (INCOSE,
13
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2012). However, even if MBSE is a modeling approach that endeavors to
structure and formalize the data and knowledge used in the development
process, the MBSE approach offers limited support for transforming the
initial unstructured natural language representation into formal models.
There is consequently a need for extra types of support. Both MBSE and
SE are organized around a process. This process requires the deﬁnition
of tasks and a certain viewpoint related to the structuring of the devel-
opment process. Because of the necessity in modern product and system
development of minimizing the development time, the scheduling of de-
velopment tasks can become a very complex process. In addition, as a
result of the dynamic and recursive nature of system development ac-
tivity, changes in system requirements during the development process
should lead to the dynamic updating of the task scheduling. Neither SE
nor MBSE can deal with this complexity properly without the support of
a new form of computer support tool.
A traditional SE process during the conceptual design phase includes sys-
tem requirements, design speciﬁcation, system design and analysis, veri-
ﬁcation, and validation (INCOSE, 2012). The main concept of the MBSE
approach is to represent a system and the related documents in formal
models and graphical language for the purpose of visualization and com-
munication within the development project. Nevertheless, what are the
current approaches to evaluation and veriﬁcation during the conceptual
design phase in MBSE? The answer is a set of elementary tools that are
mainly based on the expertise of individual experts. Is it sufﬁcient when
the development process is characterized by growing complexity?
The need to support the complexity management of systems engineer-
ing problems, speciﬁcally in the conceptual design stage, is especially im-
portant because of the cascading impacts generated by early decisions in
complex system engineering.
The main concern of systems engineers is to ensure that the system be-
ing developed satisﬁes the customer’s needs and to communicate about
them with project members from different domains (e.g., mechanical en-
gineers, mechatronic engineers, and computer engineers). Such needs are
analyzed and expressed in a more formal and speciﬁc manner, called re-
quirements. Well-deﬁned requirements can avoid communication prob-
14
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lems resulting from ambiguity, misunderstanding, and incompleteness.
However, how can it be ensured in practice that requirements share those
quality characteristics?
All these questions represent matters that are still not fully covered by
SE or MBSE approaches. The current trends in system developments are
increasing the need for more accurate answers to these challenges.
1.2 Research Problem
The introduction above divided the need for further development of the
SE and MBSE method into two types of research categories; the organi-
zational and scheduling aspects of the development process and the early
evaluation tools for development and system engineering. The goal of
this section is how to deﬁne precisely the research problems that form the
scope of the thesis.
The ﬁrst problem that has been identiﬁed is related to the unmanageable
complexity of the scheduling problem when projects evolve dynamically
and when the overall complexity of projects generates cognitive overloads
that are difﬁcult for individuals or groups of humans to manage. From
an organizational perspective, at an early stage of the systems engineer-
ing process, many activities/tasks have to be scheduled with the objec-
tive of reducing the development time. This can mainly be done at an
early stage by maximizing concurrency and limiting the number of itera-
tions. As a result of the iterative and recursive nature of the development
process (Zeng, 2008), feedback and the number of iterations can prolif-
erate. These contribute to the quality of the development process but
are also time-consuming. Although traditional approaches such as PERT
(Project Evaluation and Review Technique), CPM (Critical Path Method),
and Gantt charts have been developed, are widely used, and provide use-
ful support for planning activities, nevertheless, they are not designed to
handle the concurrencies, feedback, and iterations in the systems engi-
neering process.
The ﬁrst research question that is analyzed in this thesis is:
15
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• How can a scheduling approach for complex projects be developed which
is simultaneously able to minimize the number of iterations and maxi-
mize the concurrency? What kind of approach can be used for identify-
ing activities or tasks from a set of requirements?
This main research question implies answering a secondary question,
which is:
• What kind of approach can be used for identifying the activities/tasks
from a set of requirements?
The second research question is related to the capacity to develop tools
that really support the evaluation and validation process in systems en-
gineering and in development tasks in general without it being necessary
to wait for implementation and integration and validation later in the de-
velopment process.
In addition, this desire is constrained by the need to move quickly in the
development process and not to spend too much time on these initial eval-
uation phases. Being able to support these initial veriﬁcations and evalu-
ation phases well is also important because early decisions have a major
impact on the ﬁnal costs and later generate cascading impacts on most
aspects of the system. Existing modeling and simulation methods usually
fail to support designers during these stages, as they require too many
details and precise quantitative data that cannot be provided. The second
research question emerges directly from this need:
• How can the behavior of early system solutions be modeled when the
problem is still poorly deﬁned and when quantitative information is ei-
ther limited in quantity or absent?
This main research question implies answering a research question,
which is:
• What system variables should be selected at early stages, and how can
the relationships between the system architecture and variables be mod-
eled with limited information?
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1.3 Aim of the research
As already stated, the aim of this research work is to propose a set of
computer-aided approaches dedicated to the early stages of the systems
engineering process. The tools should support the organization, analysis,
and validation of the early stages of the development of complex systems.
The computer-aided approaches should be able to perform the analysis
using a limited set of poorly deﬁned information. The impact of this re-
search is to improve the general productivity of the development process
of complex systems by dynamically optimizing the scheduling process and
to be able to act quickly on system design at a stage where the impact of
decisions is maximal.
1.4 Research methods
The research methods followed in this thesis follow a traditional pattern,
starting with the state of the art of the existing literature in Systems En-
gineering, Model-Based Systems Engineering, and Product Development.
The aim of this initial examination of the state of the art was to highlight
the potential needs and limitations that will require investigation. The
research approach followed by the author in the second phase consists of
exploring the feasibility of generating a real contribution in the domains
where limitations have been identiﬁed.
The approach selected to analyze the feasibility ﬁrst considers that a real
contribution implies the development of new forms of computer support.
Computer-aided approaches have been selected because the complexity of
the problems to be solved also makes it difﬁcult for the cognitive abilities
of humans to deal with the level of complexity imposed by modern system
developments.
The research approach then explores methods and approaches from ar-
eas related to computing science. Another aspect considered in the re-
search method is the need to integrate the research work into a broader
framework and tendency, which is the model-based point of view. Model-
ing languages are developed to promote such types of perspectives and I
17
Introduction
consider that SysML is a promising piece of software that can support the
development of model-based systems engineering (MBSE) since the mod-
els should become more formal. The reason for this is the need to reduce
the fuzziness of the models and increase their interpretability.
In this context, special emphasis is placed on the concept of causality and
the analysis of its multiple facets from a deterministic perspective.
The present work focuses on a deterministic perspective supporting the
analysis of causality in systems because most of the systems studied in
the context of this research can be analyzed properly using deterministic
models. Nevertheless, the author has also analyzed other perspectives,
such as causality inside Bayesian networks, but has decided within the
context of this research to limit the analysis to causal principles in prob-
lems that can be modeled using the traditional principles of physics and
also by considering the architecture of the systems.
A Design Structure Matrix (DSM) or adjacency matrix (in mathemati-
cal terms) has been widely considered as an approach in this work to
the processing and representation of graphs. Graph representation has
been widely used in this research work, as has the whole set of processing
methods associated with graphs. Dynamic system modeling and repre-
sentation have also been used as a concrete approach to the simulation of
the systems.
1.5 Scope of the research
The primary scope of this thesis focuses on the development of the system
at the early design stage of the systems engineering process.As shown
in Figure 1.1, there are three areas in the ﬁeld of systems engineering
that relate to one another, including requirements engineering, systems
engineering process planning, and modeling and simulation in the early
design stage. These three areas are closely related during the early design
stage. The decision making is very important at this stage as it can affect
all the later stages of the development process.
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Figure 1.1. The scope of this thesis
1.6 Author’s contribution
As shown in Figure 1.2, the areas where the contributions of this thesis
are located in systems engineering are indicated together in Roman nu-
merals.
Figure 1.2. The contributions of this thesis
1.7 Outline of the Thesis
This dissertation consists of six publications. It is organized as follows:
Chapter 2 presents the theoretical foundations and related work. The re-
search area combines approaches from different disciplinary backgrounds,
including four elements: model-based systems engineering, requirements
engineering, process architecture DSM, and dimensional analysis. In
Chapter 3 provides a summary of the contribution of this thesis in Publi-
cations I, II, III, IV, V, and VI. Finally, the conclusion and perspectives of
this dissertation are presented in Chapter 4.
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2. State of the art
This chapter introduces general background information on systems en-
gineering research ﬁelds and related works. First, the bases for the in-
tegration of project planning into a model-based approach are presented.
This covers model-based systems engineering (MBSE), requirements en-
gineering, Systems Modeling Language (SysML), and computational ap-
proaches to sequencing. The second part provides a state-of-the-art study
of the ﬁeld of modeling and simulation during the early stage of the de-
sign process and considers qualitative physics, dimensional analysis, and
causal analysis.
2.1 Systems Engineering (SE)
Engineering projects are increasingly complex and often involve multi-
disciplinary teams, different physical locations, diverse stakeholders, etc.
Most of these projects involve the use of heterogeneous methodologies,
tools, and systems models. Since the 1990s, the ﬁeld of systems engineer-
ing has emerged as a favorite for helping engineers cope with such com-
plexity and successfully develop and manage systems and projects that
satisfy customer and stakeholder needs while limiting costs, development
time, and the use of other resources.
2.1.1 Deﬁnition of Systems Engineering
A system can broadly be deﬁned as a set of interrelated elements at any
level that interact with each other to accomplish a desired goal. A sys-
tem may include people, data, hardware, software, processes, and facil-
ities. Multiple international standards organizations are currently in-
volved with the development of SE standards, including the International
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Council on Systems Engineering (INCOSE), the International Organiza-
tion for Standardization (ISO), the Institute of Electrical and Electronics
Engineers (IEEE), the Electronic Industries Association (EIA), and the
Military Standard System Engineering Management (MIL-STD). Each of
them has produced a deﬁnition of a “system”, as follows:
INCOSE: “A system is a construct or collection of different elements that
together produce results not obtainable by the elements alone. The ele-
ments, or parts, can include people, hardware, software, facilities, policies,
and documents; that is, all things required to produce systems-level re-
sults.”(INCOSE, 2012)
ISO 15288: “An integrated composite that consists of one or more of the
processes, hardware, software, facilities, and people that provides a capa-
bility to satisfy a stated need or objective.”(Sheard, 1998)
IEEE 1220: “A set or arrangement of elements (people, products (hardware
and software) and processes (facilities, equipment, material, and proce-
dures) that are related and whose behavior satisﬁes customer/operational
needs, and provides for the life cycle sustainment of products.”(IEEE-1,
2005)
EIA632: “An aggregation of end products and enabling products to achieve
a given purpose.”(Electronic Industry Association, 1999)
MIL-STD-499B: “An integrated composite of people, products, and pro-
cesses that provide a capability to satisfy a stated need or objective.”(Sheard,
1998)
The term “systems engineering” was ﬁrst used in the Bell labs in the
1940s (Schlager, 1956) and, more recently, INCOSE has proposed deﬁn-
ing it as “an interdisciplinary approach and means to enable the realiza-
tion of successful systems. It focuses on holistically and concurrently un-
derstanding stakeholder needs; exploring opportunities; documenting re-
quirements; and synthesizing, verifying, validating, and evolving solutions
while considering the complete problem, from system concept exploration
through system disposal.” (INCOSE, 2012). Figure 2.1 illustrates the key
elements of systems engineering (Pyster and Olwell, 2013).
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Figure 2.1. Key elements of Systems Engineering (Pyster and Olwell, 2013)
2.1.2 Model-Based Systems Engineering (MBSE)
Moving from document-based to model-based approaches
Engineering data are mostly stored in text documents and these data are
used for communication among stakeholders in the different disciplines
involved in an engineering project. In recent years, with the progress of
computer technology, systems engineering has focused on transitioning
from document-based approaches to model-based approaches (Frieden-
thal et al., 2011). Indeed, traditional document-based approaches can
be of limited use when dealing with the complexities of a large project.
Document-based approaches often require manual updates and can cause
dispersed data, misinterpretation, ambiguity, inconsistency, and unstruc-
tured representation of information issues (Kalawsky et al., 2013), lead-
ing to project failure. Model-based systems engineering (MBSE) has been
introduced to address these issues and to support systems engineers in
both the technical and management areas. Several MBSE methodologies
have recently been developed and can be found in the literature (Estefan,
2007); they enhance communications, speciﬁcations, design, and the reuse
of the design and speciﬁcations of a system (Friedenthal et al., 2011).
MBSE is a formal modeling approach that captures all the system re-
quirements and the design solutions fulﬁlling them at different system
levels. It supports the systems engineer’s activities throughout the sys-
tems engineering process (i.e., systems requirements, design, analysis,
veriﬁcation, and validation). The main steps of the systems engineering
process are often represented using the “V model” (Figure 2.2) (Forsberg
and Mooz, 1999), which is considered an extension of the waterfall model.
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This model provides a sequence of steps one can follow during the de-
velopment life cycle of a project. The process begins with the gathering
of the needs from the stakeholders in order to clarify what the system be-
ing designed should do. In the next step, the needs are transformed into
speciﬁc requirements, such as functional, non-functional, and constraint
requirements. Next, systems are designed on high and low levels in order
to satisfy the different requirements and they are then implemented in
both hardware and software systems. The right-hand side of the V shape
focuses on the testing, integration, validation, and veriﬁcation of the sub-
systems and systems that are designed in each step on the left-hand side
of the V. The contents of the V model vary, depending on the application
and the project being developed.
Figure 2.2. Systems Engineering Process (V-Model) (Forsberg and Mooz, 1999)
The goal of MBSE is to simplify the complexity of developing and man-
aging complex systems consisting of multiple layers of systems and mul-
tidisciplinary teams. The beneﬁts of applying an MBSE approach include
enhanced team communication, enhanced analysis, increased reuse, the
reduction of development time and risk, early detection of errors, and
traceability (Kalawsky et al., 2013) (Holt et al., 2012). Moreover, the ap-
plication of an MBSE approach does not imply the use of speciﬁc tools and
platforms. In this work, SysML is used as a modeling language to support
the MBSE approach.
2.1.3 Systems Modeling Language (SysML)
UML (Uniﬁed Modeling Language) (OMG, 2011) is a formal modeling lan-
guage developed by the Object Management Group (OMG) and is com-
monly used in software development projects. However, UML is very
software-oriented (e.g., object-oriented programming (OOP)) and does not
ﬁt into the systems engineering paradigm. Systems Modeling Language
(SysML) is a general visual modeling language adapted from UML (OMG,
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2012) and is better suited for systems engineering. Figure 2.3 illustrates
the similarities and differences between UML and SysML. Mainly, SysML
proposes two new diagram types (Requirement and Parametric diagrams);
the Use cases, Package, State Machine, and Sequences diagrams are ex-
tended from the UML2.0 diagram and the Activity and Block diagrams
are reused from UML2.0 with some modiﬁcations.
Figure 2.3. SysML Diagram types (OMG, 2012)
System models can be executed in SysML and therefore the language
can provide support for MBSE. Indeed, SysML allows efﬁcient communi-
cation among teams and stakeholders via the different types of diagrams.
In addition, the XML Metadata Interchange (XMI) format is used as an
interchanging format for exchanging information between computer soft-
ware tools for enhancing the analysis, such as trade-off studies, impact
analysis, and simulation (Holt et al., 2012).
SysML diagrams can be classiﬁed into four pillars, as shown in Figure 2.4,
based on the type of view, as follows: structure view (block deﬁnition and
internal block diagrams, and packages), behavior (state-machine, activ-
ity and sequence diagrams), requirements (requirements diagram), and
parametric (parametric diagram).
Thus, using SysML with MBSE approaches, systems engineering can
express requirements and other model elements through models, thus
helping to understand, manage, and simplify reality through abstraction
(Ramos et al., 2012). In this thesis, it focuses on the requirements dia-
gram, which is signiﬁcant in the early phases of the design process, and
this will be explained in the next section.
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Figure 2.4. The four pillars of SysML
2.2 Requirements Engineering
Requirements engineering (RE) is an initial step in a product develop-
ment process. This activity involves discovering the purpose, objective,
and needs of a product. During the RE process, stakeholders (e.g., users,
clients, developers, and project members) are asked to express and docu-
ment such needs in a speciﬁc way so as to facilitate their communication
within the project. The RE process also considers the activities of change
management, traceability from solutions back to requirements, and vali-
dation and veriﬁcation of solutions according to requirements. The term
‘Engineering’ in RE is used to notify the importance of complying with
Requirements all through the development process of a product service
system (Nuseibeh and Easterbrook, 2000). There are many deﬁnitions of
RE in the literature. For example, Zave proposes the following deﬁnition
of RE (Zave, 1997):
“Requirements engineering is the branch of software engineering concerned
with the real-world goals for, functions of, and constraints on software sys-
tems. It is also concerned with the relationship of these factors to precise
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speciﬁcations of software behavior, and to their evolution over time and
across software families. ”
However, Zave’s deﬁnition mostly focuses on the software engineering do-
main, with a lack of consideration of other engineering disciplines. In-
deed, systems do not work solely through their software parts. RE is con-
sidered to be a branch of systems engineering (Stevens et al., 1998). RE is
especially prominent at early stages of the systems engineering process.
The early stages of systems development have been a major focus of at-
tention for research communities in recent years as these stages have a
tremendous impact on the overall outcome of a project. Decisions made
during these early phases inﬂuence whether the system being developed
will meet the needs of the stakeholders.
2.2.1 The Requirements Engineering Process and Practices
Figure 2.5. Requirements engineering process
The main activities of a RE process considered in the literature are as
follows: eliciting requirements, modeling and analysis of requirements,
communicating requirements, agreeing requirements, and evolving re-
quirements (Nuseibeh and Easterbrook, 2000), as shown in 2.5.
The ﬁrst step that is usually considered in a RE process consists of elic-
iting requirements. This elicitation activity deals with identifying the
stakeholders and gathering their needs in order to clarify the design prob-
lem and its boundaries. Different techniques exist for eliciting require-
ments from stakeholders, such as surveys, documents, the manuals of
existing systems, prototypes, interviews, and brainstorming. As a gen-
eralization, these techniques rely mainly on communication with stake-
holders and surveying. As a result, needs are often captured in the form
of verbal expressions and sketches.
This phase of RE is relatively difﬁcult but also very important as all the
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potential needs should be expressed and reported in a clear, complete,
and understandable manner. The difﬁculty resides in the fact that often
stakeholders themselves are not aware of having certain needs or can only
express them with difﬁculty. This is the essence of this task and it is why
the term ‘eliciting’ is used and not only gathering or extracting.
The modeling and analysis of requirements phase mainly consists of hav-
ing a broad vision of the global organization of requirements vis-à-vis each
other and analyzing potential irregularities and mistakes within this set.
Requirements are often modeled into different categories corresponding
to the speciﬁc domain of engineering of the system being developed. In
addition, requirements sets are often represented in the form of causal
trees for traceability reasons. Each link within such a tree represents a
relation between two requirements. The analysis of this model consists
of ﬁnding the potential inconsistencies between the requirements of this
model, e.g., unnecessary redundancies, errors, ambiguities, and contra-
dictions. Such analysis corresponds to the engineering phases of checking
for the consistency of the model and the validation and veriﬁcation phases
of the model (V&V).
Communicating requirements is a stage involved with sharing sub-sets of
the requirements among the different teams of a project and making sure
that all these different teams have understood precisely what is required
from them. During this phase, requirements are usually documented and
used to communicate between project stakeholders in order to ensure a
common understanding of the actual needs of a system. In order to com-
municate requirements, those requirements should be readable, trace-
able, and validated. Recently, the researcher has focused on speciﬁcation
languages and notations to support engineers in writing requirements in
formal, semi-formal, or natural language so that team members from dif-
ferent domains understand each other. (Bellagamba, 2012)
Agreeing on requirements corresponds to establishing a “contract”between
the stakeholders of a project through requirements. This agreement con-
sists of ensuring the acceptance from every part of the deﬁnition of stake-
holders’ needs that will be satisﬁed during the development of this project.
During this stage, a win-win approach can be used to negotiate potential
conﬂicts between stakeholders (Boehm, 1981) by identifying the win con-
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ditions of each stakeholder and ﬁnd a solution that enables mostly win-
ning to occur.
As mentioned at the beginning of this chapter, RE mostly takes place dur-
ing the early phases of the development process. However, RE also has
an important role in the later phases of the development of a system and
even when a system is in operation. During these phases of the life cycle of
a system, changes in requirements can occur. This stage of RE focuses on
the management of change caused by various reasons, such as the emer-
gence of new technology, new needs being introduced, or modiﬁcations of
existing requirements. Providing well-organized requirements manage-
ment in a project ensures the possibility of coping with changes but also
of reusing requirements for faster development in a future project.
2.2.2 Classiﬁcations of requirements
In order for the requirements to be modeled, they should be classiﬁed into
different categories. However, there are many ways to classify them. In
this work, the requirements are classiﬁed on the basis of their level of
detail, which is a common approach in the literature. This way of classi-
ﬁcation can help the stakeholders to focus on their own concerns without
being distracted by unnecessary information. In addition, modeling the
requirements on the basis of this requirements classiﬁcation allows the
complexity of the requirements to be simpliﬁed by decomposing them into
simpler ones until the atomic level is reached. Requirements can mainly
be categorized according to their level of precision and at what level they
affect a system (User, System, Sub-system). Requirements can also be
classiﬁed into a functional/non-functional decomposition. These two fam-
ilies of classiﬁcations are the main ways used for deﬁning categories of
requirements.
Functional/Non-Functional decomposition:
this classiﬁcation is used to deﬁne what the system should do in terms of
actions, and what type of performances it should show.
Functional requirements are often expressed with verbs of action. For ex-
ample: “The robot shall be capable of handling objects.” In this case, ‘han-
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dling objects’ deﬁnes the function that the system, here a robot, should
fulﬁll. Generally, use cases are used to represent and capture the func-
tions of a system or its components.
Non-functional requirements (NFRs) are also sometimes called quality
attributes in software architectures. NFRs are critical elements for stake-
holders to deﬁne the performances of a system. NFRs can be divided into
many categories, such as performance, reliability, robustness, safety, and
accuracy.
Non-functional requirements should be expressed in a quantiﬁed man-
ner and as precisely as possible. If not, it becomes difﬁcult to evaluate and
verify their satisfaction by the system. For example: “The turn-on/-off sys-
tem of the robot shall exhibit acceptable performance.” This requirement
is still ambiguous on how to test and verify its satisfaction. Therefore,
it should be made precise and often it is reﬁned during elicitation with,
for instance, a questioning process of the stakeholder. This requirement
could be reﬁned as: “The system should turn off instantly when the off
button is pushed. All actuators should remain in their current position
and all possible brakes activated.” Only then can such a requirement be
clearly tested and veriﬁed. Requirements might conﬂict with each other.
In such a case, it is of great importance to negotiate between the stake-
holders concerned about the real performances that are desired.
Level of description classiﬁcation: For modeling requirements, it is
possible to differentiate them with levels of abstraction from the abstract
to the more speciﬁc requirement level. Traditionally, they are decomposed
into four categories: user, system, subsystem, and component require-
ments (Hull et al., 2005).
In the work of (Soares and Vrancken, 2008), the requirements are classi-
ﬁed into two types of requirements: user and system requirements. In the
work of (Hull et al., 2005), the requirements are, however, classiﬁed into
four categories: stakeholder, system, subsystem, and component require-
ments. It seems that user and stakeholder requirements are basically the
same types of requirements since they are involved with the statement
of needs on a high level of detail. For the system requirements level in
(Soares and Vrancken, 2008), it can be seen as a whole layer that can be
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decomposed into system, subsystem, and component (Hull et al., 2005).
The requirement classiﬁcation is represented in Figure 2.6, and the de-
tails of each requirement layer are described below.
User requirements are on the upper level, which describes the needs of the
stakeholders and what they expect from the software/system product be-
ing developed. The requirements should not be be a technical description
and neither should they provide any solution in advance. Traditionally,
requirements of this type are mainly expressed in natural language. The
requirements engineers must transform these needs into a formal form as
user requirements in order to reduce the ambiguity and misunderstand-
ings. However, this requires communication skills since it involves deal-
ing with stakeholders from different domains of knowledge and with dif-
ferent levels of expertise.
System requirements are involved with the system speciﬁcations that re-
late to the software/system architecture to support testing, traceability,
and verifying activities. Therefore, it should be clearly stated how the
technical aspects required from the system can be testable, traceable, and
veriﬁable. Such requirements are non-functional requirements as they
represent different technical criteria of the system (e.g., performance, in-
terface, robustness, security, reliability, maintainability, dimensions, etc.).
As a system is usually broken down into sub-systems following a top-
down approach, system requirements are derived at the sub-system level
and describe more precisely the requirements related to a speciﬁc sub-
system. This level of description of the requirements is called Subsystem
requirements. When the system is broken down further, the expertise
of system engineers helps them deﬁne components and decide whether
these components can be bought, subcontracted, or built in-house. At this
level, requirements are called Components requirements or conﬁguration
items speciﬁcation. Such requirements represent speciﬁc expected perfor-
mances and constraints for domain-speciﬁc components (e.g., mechanical,
electrical, software). They stipulate in a formal manner the expected in-
puts and outputs of each component, as well as the services it provides
(description of interfaces) and how it provides them (description of behav-
iors). When component requirements are described, the subsequent task
identiﬁcation procedure can be performed on the basis of these sets of re-
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quirements. The next sub-section presents this procedure in more detail.
Figure 2.6. Requirements levels
For implementing this requirements modeling, a SysML requirements
diagram can be used to represent textual requirements and their relation-
ships in a hierarchical order (i.e., user, system, subsystem, and component
requirements levels). A requirement is represented as a block, which con-
tains only name, ID, and text information, as shown in Figure 2.7.
Figure 2.7. SysML requirement block
In addition, SysML provides the following set of predeﬁned relation-
ships for representing the relationships among the requirements and other
model elements within the system model: derive, satisfy, verify, reﬁne,
trace, copy, and containment.
Figure 2.8. Derive requirement relationship
• The derive requirement relationship is a dependency representing a re-
quirement generated from another requirement. System engineers cre-
32
State of the art
Figure 2.9. Derive requirement relationship using callout notation
ate this new requirement during the requirements analysis process if
the source requirement needs to be extended into more details. If this
relationship between the requirements is not provided, it may cause
many problems if any change occurs. The link between the requirements
is represented using a dashed line with an open arrowhead. This rela-
tionship is applied with the «deriveReqt» stereotype , which is shown at
the top of the link. The derived requirement is at the end of the arrow;
what is at the front is considered as a source requirement. This kind
of dependency is also used in the modeling of requirements on multi-
ple levels, which derive a requirement into more detail. For example, a
Move requirement, as the client, is derived from a Discovering the map
requirement as the source. A diagram of this requirement is shown in
Figure 2.8. However, the SysML requirement relationship can alterna-
tively be represented in two more different ways using callout notation
as shown in Figure 2.9. This callout notation in SysML can also be ap-
plied to all predeﬁned requirement relationships.
Figure 2.10. Satisfy requirement relationship
• The satisfy requirement relationship is the dependency that is applied
with the stereotype «satisfy». The fact is that the software/system must
be implemented in order to satisfy the requirements. A model element
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(e.g., a model, resource, hardware, or software) is designed and allocated
to the requirements so as to ensure that the requirements are taken into
account. As shown in Figure 2.10, a Grab Object requirement is satisﬁed
by a Grabber block.
Figure 2.11. Verify requirement relationship
• The verify requirement relationship is applied with the stereotype «ver-
ify»: this relationship describes the fact that a requirement is veriﬁed
by the test cases in order to make sure that the requirement is imple-
mented to meet a criterion correctly. For example, a Grab Object re-
quirement is veriﬁed by the Grabber test case, as illustrated in Figure
2.11.
Figure 2.12. Reﬁne requirement relationship
• The reﬁne requirement relationship is applied with the stereotype «re-
ﬁne»: this relationship reduces the ambiguity of requirements by spec-
ifying an element, i.e., a use case and activity diagram. For example, a
Grab Object requirement is reﬁned using a use case to explain in more
detail. This is shown in Figure 2.12.
• The standard trace requirement relationship stereotype «trace»: this re-
lationship allows a generic dependency of requirements for traceability
between the requirements without any speciﬁc detail. As shown in Fig-
ure 2.13, a Grab Object requirement is traced by the Grabber system
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Figure 2.13. Trace requirement relationship
requirements speciﬁcation.
Figure 2.14. Copy requirement relationship
• The copy requirement relationship is applied with the stereotype «copy»:
this relationship is used for reusing a requirement in another context,
as shown in Figure 2.14.
Figure 2.15. Containment requirement relationship
• The containment requirement relationship is used for deﬁning a re-
quirement that contains other requirements as a subgroup. This is
shown in Figure 2.15.
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This predeﬁned set of requirement relationships provide a formal way of
modeling the requirements semantically. It also allows the establishment
of the traceability of requirements, which is a fundamental capability for
checking consistency. In addition, it can be used for impact analysis and
change management when the requirements change. Indeed, this can
save time and also costs in the development of the product.
2.3 Process planning/scheduling and associated domains
2.3.1 the description of the phases of design process
A process is viewed by Eppinger as a series of actions or steps that trans-
forms a set of inputs into a set of outputs (Ulrich and Eppinger, 2011).
Thus, the inputs and outputs of a process have to be clearly deﬁned for
each activity. This deﬁnition of a process is very general and need to
be associated with a more speciﬁc description of the context. A process
can be considered from different levels, depending on the viewpoint of the
planner, and it can be divided into sub-processes on the basis of the level
of detail required. The design process is one of these processes and we
will speciﬁcally focus on this process in this thesis. The design process
is “the organization and management of people and the information they
develop in the evolution of a product” (Ullman, 2010). It consists of all
the process models of a generic set of phases, including product discovery,
project planning, product deﬁnition, conceptual design, product develop-
ment, and product support (Figure 2.16).
The ﬁrst phase of the design process is product discovery. The product
to be developed is identiﬁed by gathering the needs from both market and
technology sources, such as users, customers, and stakeholders. In an-
other context it can also be imagined that a new technology is directly
employed and generates new types of product that have an impact and
create new types of needs. This comment was just to show that causality
in product development does not always follow the direction from the dis-
covery of customer needs to product development. It can sometimes also
be reversed. In the traditional vision, the product discovery can also ben-
eﬁt from knowledge acquired during the exploitation of previous product
generations.
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Figure 2.16. Design Process (Ullman, 2010)
The second phase is planning the project. The objective of this phase is to
identify the set of tasks that need to be accomplished in order to complete
the project. Sequencing has an important role in ordering the execution
of tasks in an order that reduces resource use.
Product deﬁnition is the third phase. It focuses on understanding the
problem and decomposing it into smaller problems that are more organiz-
able and manageable. In other words, the goal of this phase is to explicitly
clarify the needs into requirements (i.e., function, performance, reliability,
safety, etc.). Those requirements reﬂect the engineering speciﬁcations. A
quality the speciﬁcations should feature is to ensure that ambiguous or
incomplete speciﬁcations are not provided to the engineering teams and
misunderstandings are avoided.
The fourth phase is conceptual design, during which all possible concepts
that could fulﬁll the requirements are generated. All the concepts that
are generated satisfy the requirements but only one can be transformed
into the ﬁnal product. Therefore every single concept is evaluated on the
basis of multiple criteria and the best solution is selected. The best so-
lution may vary, depending on the objective and also on the resources of
the project. The ﬁfth phase is product development and represents the
transition from a design concept in the conceptual design phase into the
actual product.
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Finally, the product support phase includes phases such as maintenance,
change management, product-retiring management, and the support pro-
vided to the customer.
This initial description has provided an overview of the product develop-
ment process. This process is constrained by signiﬁcant time limitations.
Indeed, the development time involves costs and potential delays that can
harm the future success of the product. For this reason, project planning
is an important aspect associated with product development. The next
chapter presents this aspect.
2.3.2 Project planning process
Project planning is a major issue in every project. It establishes the activ-
ities that need to be performed in order to complete the project under cost,
quality, and time constraints. As shown in Figure 2.16, the design process
is often represented as a set of activities in sequential order. Informa-
tion ﬂows are provided from the upstream activities to the downstream
activities. As modern products are increasingly complex, so is their de-
velopment. The development team is made up of members from multiple
engineering disciplines, who need to communicate and work closely. As a
consequence, feedback and iterations are introduced into the process and
some features may require several repetitions in order to perform cor-
rectly. This can cause delays in the delivery of the project but also make
it more difﬁcult to evaluate the time needed to complete the project, espe-
cially if the number of repetitions of iterations is unknown. Additionally,
there is increasing competition on the global market and companies must
minimize the number of iterations in the design process so as to speed
up the development of products. A fast decision-making process is also
required. Hence, project planning is required to formalize the process to
ensure that the outcome of the project achieves the desired goal.
During the building of a project plan information related to tasks should
be well documented in order to facilitate communication among the team
members who are developing the project. Ullman proposed a plan tem-
plate that contains the necessary information for each task, such as objec-
tive, deliverables, time estimate, cost, and team members (Ullman, 2010).
In the project planning process, there are ﬁve major steps to be fulﬁlled:
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identiﬁcation of tasks, deﬁnition of the objective, time and resource esti-
mation, task sequencing, and cost estimation (Ullman, 2010).
Identifying the tasks
In the proposed process structure, the interactions between tasks are rep-
resented by information ﬂow. This information ﬂow may involve data,
hardware, software, services, and other resources. In order to have a com-
plete process plan, all the related tasks, as well as their inputs and out-
puts, must be identiﬁed. Identifying a set of tasks initially requires the
generation of all the possible planned activities that need to be performed
in order to carry out the project. During the creation of the tasks, all the
team members must have a good understanding of the problem for the
desired goal to be achieved and, thus, the details of the different tasks
should be stated as clearly as possible in order to avoid communication
problems.
Work Breakdown Structure (WBS) is one of the approaches that can be
used to identify the tasks. It provides guidance for decomposing the project
into smaller parts (i.e., phases, deliverables, and work packages) in a hi-
erarchical structure which helps to organize and manage the project plan.
However, identifying the tasks on the basis of the WBS concept focuses on
the parts of the primary systems instead of deﬁning what planned activ-
ities need to be performed. In addition, WBS also provides a framework
to estimate the cost and resources for the tasks. The tasks themselves
can be deﬁned in different manners, depending on the viewpoint and or-
ganizational structure of the design team. A deeper study of the different
ways that can be considered to deﬁne a development task can be found in
Section 3.2 of Publication I associated with this thesis.
Objective deﬁnition per task
After the tasks have been deﬁned, there is a need to concretely state the
objective of each task. This statement speciﬁes what is intended to be ac-
complished in a realistic and achievable period of time. In addition, each
task potentially interacts with other tasks via the information ﬂow. It is
then necessary to clarify what their outcomes must be for the successor
tasks. Additionally, what are the deliverables of the predecessor tasks
that can be used for developing a current task? This forms a set of in-
formation attributes that ﬂows between tasks. The information ﬂow can
39
State of the art
take the form of source code, tests performed, systems model and simula-
tion, analysis results, etc.
The team members should be heavily involved with the process of deﬁn-
ing the objectives of the tasks and the nature of the ﬂows coming in and
out of the tasks because not knowing what the objectives are can lead to
task failure and affect the entire project plan.
Allocation of people, time, and resources
This allocation process serves for estimating the time necessary to com-
plete a task and also assign people and other types of resources to the
tasks. Depending on the type of organization and the deﬁnition of tasks
selected, some tasks may need multidisciplinary engineers from the dif-
ferent disciplines to work together on the same task. On the contrary, a
specialized team organized according to its domain of competences will
also have an impact. Those organizations will have an impact on the in-
ternal and external ﬂow of information. The time allocation is estimated
in terms of duration and is time-bound. For example, a task requires four
months to complete and should be completed before June 15. The deﬁni-
tion of the time estimation is a challenging problem and one that is not
studied in this research. The common approaches used for time estima-
tion are based on an evaluation of the time complexity of the tasks. This
is an area where signiﬁcant research should be pursued in order to be
able to propose a real support tool for task duration. Despite the fact that
the scheduling represents only a part of the problem of time fulﬁllment in
product development, this is the focus that has been selected in this the-
sis. Time and resource allocation have not been studied in this thesis be-
cause they were considered to be too company- and organization-speciﬁc.
Nevertheless, some learning algorithms, such as neural networks, can
provide support for developing better time and resource allocation sup-
port tools.
In practice, resources will be allocated to the task during the assigned du-
ration and period. A project manager also needs to organize the resources
that can be provided when the tasks need them. Consequently, there is
also a resource scheduling and allocation process to be implemented. This
process is dependent on the scheduling of the development process.
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Task sequencing
The sequencing of the tasks is a crucial step in project planning. This is
the step that is studied in depth in this thesis. It determines the order
of the tasks in the process and the succession of tasks. Each task has
to provide its result to its successors. In order for the task sequencing
to be performed, all the predecessors and successors must already have
been identiﬁed. The task dependency is sometimes called the information
ﬂow. This dependency of tasks can be decomposed into three basic types;
serial, parallel, and coupled. Serial tasks are tasks that are performed
sequentially in the process and deliver an outcome to successors, which
are mostly downstream tasks. Parallel tasks are independent tasks that
can be executed simultaneously with other parallel tasks. Coupled tasks
are tasks that provide outcomes to one or more other tasks. There are also
integrating feedback loops, cycles, and circuits (Eppinger and Browning,
2012). In complex systems development, these type of tasks are commonly
present in the process structure.
There are several methods that have been developed for sequencing and
scheduling the tasks, such as the Program Evaluation and Review Tech-
nique (PERT), Critical Path Method (CPM), and Gantt charts.
Cost estimation for the project
The cost estimation of a development project is strongly correlated with
the time spent developing the product. The cost structure involves the
different project costs. These costs can be decomposed into costs such as
the salary costs, equipment costs, prototyping costs, etc.
A correct evaluation of these costs needs to be performed in addition to
correct time scheduling in order to manage the project’s budget correctly.
Different cost elements usually have to be taken into account by man-
agers, such as utilities, equipment, materials, the building, travel, and
other resources. This cost estimation of project activities is important be-
cause it supports the decision making at management level and to ensure
that the necessary funding is available for completing the project. Accu-
rate estimation is needed in order to avoid project failure. However, this
topic is not studied in this thesis. Several research studies have been
done on the topic of cost estimation and it has been considered that real
added value in terms of research effort can be obtained by focusing on the
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scheduling process.
2.3.3 Practices in project planning
The Critical Path Method (CPM), Program Evaluation and Review Tech-
nique (PERT), and Gantt charts are techniques used to support the project
management scheduling and organizing activities. CPM/PERT are used
to analyze and graphically represent the activities and stages of a project
as a network diagram. This network diagram consists of nodes and branches,
where a node or circle represents an event or milestone, and an edge rep-
resents an activity. Gantt charts use a bar chart to represent the activities
from the beginning until the end date.
PERT was developed in the 1950s by the U.S. Navy to support its Po-
laris nuclear submarine project (Fazar, 1959). It is used to analyze the
activities involved and its duration time that need to be developed for
completing a given project. The duration time is given by the estimation
from the team members, and it is usually represented in terms of elapsed
time, rather than actual numbers in units of an hour, week, month, or
year. The edge direction indicates the dependency of activities that can
be in the form of serial or concurrent activities. PERT is mostly used to
schedule large-scale and complex research and development projects.
The expected time is given by calculating the beta probability distribu-
tion from equation 2.1.
Te = (Ts + 4 ∗ Tm + Tl)/6 (2.1)
where
Ts is the shortest time required for completing an activity, Tm is the most
likely time required for completing an activity, Tl is the longest time re-
quired for completing an activity.
CPM is a mathematically-based algorithm for sequencing the activities
in the project, and also identifying the critical path in a network of activ-
ities. It is used to support project management in planning the project.
CPM was developed on the basis of network models (Kelley and Walker,
1959). CPM was used to provide support in solving the complexity of task
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scheduling in chemical plants. The approach is commonly used in differ-
ent domains requiring the scheduling of tasks such as product develop-
ment, software development, and systems engineering. The critical path
is the longest sequence of the activities in a network diagram from the
start to the end of a project that cannot be delayed. If there is any delay
in one of the critical activities, then it will take longer than the deadline
to complete the project. In this work, CPM/PERT will be referred to as
one single technique.
There are several beneﬁts of using CPM/PERT during the planning phase
of a project. The beneﬁts are as follows: (i) CPM/PERT makes it possible
to visualize the activities with their relationships; (ii) CPM/PERT makes
it possible to present the time necessary to complete each activity and the
total project, and also supports the tracking of the progress of an entire
project; (iii) CPM/PERT makes it possible to discover which activities are
critical and need to be speciﬁcally taken care of.
A Gantt chart is a common method used to represent all the activities
and the phases of a project in a bar chart. Henry Gantt, an American
mechanical engineer, developed this method for project management pur-
poses in the 1910s (Gantt, 1910). This method provides a way of rep-
resenting the activities that need to be achieved. The Work Breakdown
Structure (WBS) can be used to determine those activities. The pre-order
and post-order of each activity are deﬁned and links between activities
can be drawn. The duration time is also represented. The process is pre-
sented as a timeline. Gantt charts are widely used to support represent
processes and the advantages of this representation are the following:
• it can be used for tracking and monitoring project schedules;
• it supports the management of time in project management;
• it is used to visualize what the pre-order and post-order activities re-
lated to the activity of interest are.
In conclusion, traditional methods such as PERT/CPM and Gantt charts
are useful tools used in planning and scheduling engineering tasks. PERT/CPM
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is often used for searching for the critical path in a process. Nevertheless,
these tools are not designed to design the right level of concurrency and
to optimize the number of iterations. They consequently handle a small
part of the complexity associated with iterations and concurrency in the
systems engineering process. Therefore, this part of the thesis investi-
gates the techniques that can be used to solve the sequencing problem
efﬁciently in order to minimize the number of iterations in the process
and to maximize concurrency. In order to fulﬁll this goal let us now in-
troduce some representation and computing approaches that can manage
the complexity associated with the task.
2.3.4 Design Structure Matrix (DSM)
A Design Structure Matrix (DSM) is a generic tool that can be used for vi-
sualizing, managing, and modeling in complex systems design (Eppinger
and Browning, 2012). In the 1960s, Steward introduced a matrix-based
technique for solving systems of equations by minimizing the number of
iterations in the algorithm, and it was ﬁrst explained as DSM in (Steward,
1981). In the early 1990s, researchers at MIT utilized and extended this
matrix-based technique for applications in research and industry. Cur-
rently, DSMs are widely used in a number of applications that can be
categorized into four types: product architecture, process architecture, or-
ganizational architecture, and multi-domain mapping.
DSMs typically represent elements of a system and their interactions in
a square matrix. The relationships between the elements can be repre-
sented in binary or numerical form, symbols, or colors, depending on the
application. In this thesis, DSMs are mainly considered for their usage in
a process architecture for the purpose of sequencing activities/tasks.
Process Architecture DSM
Process ﬂow management is extremely useful in project management, as
modern companies need to launch new products on the market quickly in
order to beat their competitors. Therefore, many researchers have been
trying to develop approaches to improving the development process in or-
der to reduce lead-times to market, reduce costs, and increase quality.
DSMs have been extended for this type of application (Fernando, 1969)
(Hayes, 1969). The scope and purpose of application of DSMs in engineer-
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ing is vast. Because of their form, they are also suited to computational
implementation. In addition, they can also be applied to any development
process involving iterations, regardless of its result. In this application
DSMs are often referred to as “process architecture DSM”. However, the
terms ‘task-based DSM’, ‘activity-based DSM’, or ‘process DSM’ can also
be found in the literature (Eppinger and Browning, 2012)
Figure 2.17. Three basic types of information ﬂow (a) parallel (b) serial (c) coupled
For visualizing the process architecture in DSM, the task elements and
their interactions are represented in a square matrix. The marks in the
matrix represent the information ﬂow between the tasks, and also indi-
cate what tasks depend on other tasks or provide information to them.
This type of DSM does not need to be a symmetrical matrix. Some tasks
do not always send or receive information from other tasks. In this work,
the process architecture is represented with the IR/FAD convention, with
Input in Row (IR) and Feedback Above Diagonal (FAD). For example, as
shown in Figure 2.17 (b), the mark in the second row and ﬁrst column
indicates that activity A provides information to activity B, and therefore
activity B depends on activity A. Figure 2.17 (a) (b) and (c) presents the
ﬂow of information that can be characterized into the three basic types:
parallel, serial, and coupled, respectively.
Project planning in the systems engineering process and in the product
development process is demanding. The effectiveness of the process plan-
ning can be measured using three major factors, time to market, product
cost, and product quality (Ullman, 2010). Iterations in the process are not
only a major source of delay but they can also increase project develop-
ment costs. However, they are often unavoidable as iteration is a typical
characteristic of complex processes (Meier et al., 2006). In iteration, a
task is performed more than once as a result of feedback or cycles in the
process. In the literature, iteration is commonly deﬁned as a repeated
activity that can occur throughout the development process and that con-
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tinues until the ﬁnal outcomes are achieved (Ramon Costa, 2003). There
are multiple causes of iteration, including results needing to be reviewed
and reﬁned, input information not being available when it is needed, the
appearance of new information, errors in the results, and changes in re-
quirements. If upstream tasks need to be reworked as a result of iteration,
there is a cascade effect on downstream tasks and they will also need to
be performed again. Thus, iteration is a major source of possible increases
in time and costs linked to the development of a project.
There are many ways to manage iteration, such as: allocating more re-
sources to bottleneck tasks (Yassine and Braha, 2003); improving the
ﬂows of information by sequencing the tasks (Yassine et al., 2003); devel-
oping new engineering automation tools to execute iterations faster (Yas-
sine et al., 2000). In this thesis, the technique for iteration management
is to improve the streamline information ﬂows using DSM and a compu-
tational algorithm, which help in ordering the tasks so as to minimize the
iteration in the process. DSM can support the computation and visualiza-
tion of the process and can reduce the complexity of the representation of
the process. This can help the planners to realize where the complexities
are located. DSM is used in this work together with a computational al-
gorithm used for sequencing the tasks. The next section introduces these
approaches.
Optimization algorithm for task sequencing
In recent years, several research works have proposed the use of the objec-
tive function to sequence tasks (Meier et al., 2006). The main objective of
sequencing is to minimize the number of iterations. Nevertheless, there
are other important factors that need to be considered besides reducing
the number of iterations, such as reducing iteration in a binary matrix
(Steward, 1981), reducing iteration in a weight matrix (Kusiak and Wang,
1993), reducing iteration length (Gebala and Eppinger, 1991), reducing
iteration and crossover (McCulley and Bloebaum, 1996), and increasing
concurrency (Todd, 1997). This work focuses speciﬁcally on methods de-
rived from artiﬁcial intelligence (AI). Linear programming, which is an
approach that has the potential to solve such types of problems, has not
been considered in this work because of the nature of the combinatorial
problem. AI methods are potentially the only type of methods that can
currently be used for the study problem. This is the main reason why ap-
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proaches derived from AI have been selected in this work. Nevertheless,
all these approaches have a similar pattern, which needs to be described
below.
Most algorithms in the literature use two steps to solve the sequenc-
ing problem: partitioning and sequencing. Partitioning aims to sepa-
rate tasks into disjoint groups based on types of information ﬂow (see
Figure 2.18). Partitioning separates a DSM into disjoint groups of ac-
tivities, called coupled blocks, that can be sequenced in parallel. In re-
cent years, several partitioning algorithms have been proposed (Warﬁeld,
1973) (Steward, 1981) (Tarjan, 1972), including the Deep First Search
(DFS) algorithm proposed by (Tarjan, 1972). This algorithm is used later
in this work. This algorithm helps to ﬁnd strongly connected components
(SCCs) in linear time O(n+ e), where n is the number of activities (nodes)
and e is the number of relationships (edges). Each SCC makes up a sub-
graph in which there is a path that can be found from each node to every
other node. Figure 2.18 (a) shows information ﬂows before partitioning
using DFS in order to ﬁnd SCCs. Figure 2.18 (b) presents three SCCs
that were obtained after applying DFS. In the ﬁrst group, there is only
one task (a). In the second group, there are four detected tasks, which
are nodes b, c, d, and e. There is a path to move from one node to every
node within this group. In the third group, there are two nodes, which are
nodes f and g.
Figure 2.18. Strongly Connected Components graph
The sequencing in the process aims to reorder the tasks within coupled
blocks in order to minimize the number of feedback relationships between
tasks. In Figure 2.19 presents the number of feedbacks/iterations above
the diagonal in DSM before sequencing, and illustrate the performance
after sequencing in order to minimize the amount of feedback/number of
iterations in the process. The complexity of the sequencing problem can
be represented as a Quadratic Assignment Problem (QAP), which is an
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NP-hard problem. It means that there is no efﬁcient algorithm that can
ﬁnd the optimal solution in polynomial time.
Figure 2.19. Sequencing the tasks
In this work, the quality of a process is evaluated using three factors, the
number of iterations, iteration length, and concurrency. The ﬁrst factor is
the number of iterations and is a major source of risk for project planning,
as mentioned earlier. DSM is used here to visualize the process architec-
ture and gain an understanding of the relationships between tasks. The
strength of a relationship does not necessarily need to be binary but can
also be coded as a numerical value. It is weighted between 0 and 1 by
a domain expert. The strength of a relationship is considered from the
amount of information that ﬂows between tasks. This information can be
captured from documents, interviewing, meeting, and survey sheets. As
illustrated in Figure 2.20, a DSM is a binary matrix with task numbers’
IDs indicated in the diagonal cells. There are six iterations present, as
indicated by the numbers above the diagonal line. The goal is to minimize
them as much as possible by reordering the different tasks, thus making
the associated binary numbers move below the diagonal line.
Figure 2.20. Iterations in DSM
Iteration length is the second factor that needs to be taken into consider-
ation. As illustrated in Figure 2.21, it presents the cell in the second row
and sixth column, where the dependency exists. This cell is an iteration
that is at a considerable distance from the diagonal line. It may cause
an increase in the cost and time for rework that is much more than the
short length of an iteration since it may require all the downstream tasks
to be reworked. The idea is that this iteration should be moved below the
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diagonal line or minimized by being brought as close to the diagonal line
as possible.
Figure 2.21. Iteration length
The third factor is the improvement of the process by increasing the con-
currency in order to accelerate the speed of the development project. In
Figure 2.22, this is illustrated by the information ﬂow in DSM, which is
located close to the diagonal, which can represent the sequential realiza-
tion of tasks. This sequential process can take time to complete, according
to the structure of the process, since the tasks need to wait for predeces-
sor tasks to be executed. Therefore, tasks should be rearranged so as to
increase the number of parallel tasks (when possible). The way to achieve
this goal is that tasks should be reordered close to the bottom left-hand
corner. If the tasks are reordered close to the left-hand side or bottom,
then the tasks can be performed simultaneously, as illustrated in Figure
2.23 (a) and Figure 2.24 respectively.
Figure 2.22. Sequential tasks
Figure 2.23. Parallel tasks
In this work, the objective function in (Scott, 1999) was used to evaluate
the quality of the solution because it is not just reducing the number of
iterations that counts but also reducing the iteration length and increas-
ing the concurrency of the process by including these three factors in a
function as shown in equation 2.3.
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Figure 2.24. Parallel tasks
f =
n∑
i=1
n∑
j=i+1
Ω(i, j) ∗ w(i, j) (2.2)
where
Ω(i, j) =
⎧⎨
⎩
1 ∗ [j + (n− 1)]2 if i > j
100 ∗ [j + (n− 1)]2 if i < j
(2.3)
i is the row index, j is the column index, w(i, j) is the strength of the
information ﬂow between the tasks i and j, n is the total number of tasks
in the DSM matrix, and Ω(i, j) is a weighted distance.
2.4 Modeling and simulation in early design stages
2.4.1 Dimensional Analysis (DA)
Dimensional Analysis (DA) is a classical method used in the ﬁelds of
physics, chemistry, engineering, etc. Bridgman provided the following def-
inition of dimensional analysis: "The principal use of dimensional analy-
sis is to deduce from a study of the dimensions of the variables in any
physical system certain limitations on the form of any possible relation-
ship between those variables" (Bridgman, 1969). The idea is that dimen-
sional analysis is used to verify a dimensional consistent of variables in a
physical equation related to dimensional homogeneity by considering the
magnitude and its dimension. This method allows the number of indepen-
dent variables that are not involved with the physical relationships of the
particular problem to be minimized, which can lead to signiﬁcant reduc-
tion of the complexity of a physics problem. Another use of dimensional
analysis is that it can also be used as a conversion unit that transforms
the measurement of units into different dimensions, for example, trans-
forming a time unit from a day into a second. In addition, dimensional
analysis is considered to be a powerful tool to create a small-scale model
of physical systems in order to study and experiment the interrelation-
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ship of system variables before constructing a prototype in full scale. This
is often called the concept of similarity, which refers to two similar things
that feature some different elements (Szirtes, 2006) (Sonin, 2001).
There are many physics quantities that appear in physical equations,
such as force, time, volume, and area (Sonin, 2001). These quantities can
be measured to express a standardized quantity of a physical property
in the form of a unit of measurement. It is very useful as a standard to
measure the identical physical quantity. For example, time is a physical
quantity, and a second is a unit of time for representing a deﬁnite pre-
determined time. According to Newton’s laws of motion, there are three
units in the following: mass [M], length [L], and time [T] (Butterﬁeld,
2001). These physical quantities are regarded as base units since they
are independent of other physical properties. All other units are derived
from base units, and are products of the power of base units. They are
known as derived units. The general term of dimensional representation
can be represented as in equation 2.4, where α, β, and γ are constants
(Bridgman, 1969):
Mα.Lβ .T γ (2.4)
For example, the dimension of speed is meters per second (ML−1). Thus,
the speed is dependent on both length and time variables. In DeJong’s
work, dimensional analysis was proposed for application as a tool in eco-
nomics, and the dollar ($) is regarded as the base unit (de Jong, 1967).
There are three most basic properties, including the principle of dimen-
sional homogeneity, product theorem, and Buckingham’s (Pi) theorem (Buck-
ingham, 1914). They are the basis of theory of dimensional analysis (TDA)
in order to apply dimensional analysis with different applications.
Principle of dimensional homogeneity: in any physical equation, there are
two criteria that must be followed: (a) both sides of the physical equation
must be numerically equal; (b) both sides of the physical equation must
have dimensional homogeneity.
y =
∑
aifi(xi) (2.5)
The equation 2.5 represents a physical law, where aifi(xi) must have the
same dimensions as y.
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For the dimensionality of a physical quantity, it can be either dimen-
sional or dimensionless. A dimensionless number can be represented as
a Pi number (Π). It is used to determine and describe the behavior of a
physical model and the interactions of system variables. The Buckingham
theorem, also called the Π theorem, has shown that a dimensionless num-
ber that describes the physical description of a phenomenon can be ob-
tained by reducing the number of variables and combining them together.
As a result, it has recently been used to produce several well-known di-
mensionless numbers such as the Reynolds number, Froude number, and
Poiseuille number.
Buckingham’s Pi Theorem: It states that a physical equation must be
complete as shown in equation 2.6, where q1, q2, ..., qn are the given physi-
cal quantities. This theorem is used for computing a dimensionless num-
ber from the given physical quantities, even from an unknown equation
(Buckingham, 1914).
f(q1, q2, ..., qn) = 0 (2.6)
The solution can be written as shown in equation 2.7, where n is the
number of physical quantities, r is the number of base units, and Π is a
dimensionless number. The number of a dimensionless number is n− r.
f(Π1,Π2, ...,Πn−r) = 0 (2.7)
In equation 2.8 represents the dimensionless parameters Πi, where yi is
a performance variable, xi is a repeating variable, and αij |1 ≤ i ≤ n− r, 1 ≤ j ≤ r
are the exponents. EachΠi represents a particular physical situation. The
heuristic process for the selection of repeating variables from the given
variables can be found in the work of Bhaskar and Nigam (Bhaskar and
Nigam, 1990).
Πi = yi.(x
αi1
1 ...x
αir
r ) (2.8)
2.4.2 Qualitative modeling using dimensional analysis
One of the applications of TDA is in the area of Artiﬁcial Intelligence
(AI) for automating reasoning about the continuous aspects of the physi-
cal world in qualitative rather than quantitative information. It is often
called Qualitative Reasoning (QR). The main work on QR using dimen-
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sional analysis can be found in Kokar’s work (Kokar, 1987), and the re-
lated work on QR in this ﬁeld can be found in the literature, such as
Qualitative Process Theory (Forbus, 1984) and Qualitative Simulation
(Kuipers, 1984).
This thesis focused on the approach of Bhaskar and Nigam (Bhaskar and
Nigam, 1990) by using dimensional analysis to reason the behavior of a
physical system. In addition, the extended work of Shen and Peng (Shen
and Peng, 2006) is also considered in order to generate causal depen-
dencies between system variables and the causal impact in the form of
a causal ordering graph. Therefore, these approaches ﬁt into this work,
which is involved with the early design stage in the systems engineering
process, since they require only a small amount of the information.
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3. Contributions of this thesis
This section is an attempt to provide a summary and a synthesis of the
main contributions of this thesis. Within the focus of developing method-
ologies to support systems engineers at the early stages of development,
two main research questions were raised in Section 1.2 as the scope of
this thesis:
• How can a scheduling approach for complex projects be developed which
is simultaneously able to minimize the feedbacks and maximize the con-
currency? What kind of approach can be used for identifying activities
or tasks from a set of requirements?
• How can the behavior of early system solutions be modeled and sim-
ulated when the problem is still poorly deﬁned and when quantitative
information is limited in amount or absent?
According to these research questions, the main research contributions
can be divided into the two following sections:
• Model-based approach for process architecture (Section 3.1): this sec-
tion deals with the models, methodology, and algorithms proposed in
this thesis for assisting engineers in scheduling complex projects with
the maximization of concurrency and limitation of feedback iterations.
This section refers to the contributions of the author in Publication I,
Publication II, and Publication III.
• Modeling and Simulation at early stages of the design process (section
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3.2): this section suggests the use of models that facilitate qualitative
simulation and the representation of causality and contradiction be-
tween design variables. This section refers to the contributions of the
author in Publication IV, Publication V, and Publication VI.
3.1 Model-based approach for process architecture DSM
The ﬁrst line of contributions is involved with project planning, where
many iterations occur in the process architecture. These iterations are
sources of risk that might generate an increase in the project length. The
proposed framework integrates a model-based approach modeled using a
design structure matrix (DSM) and discrete differential evolution (DDE)
to optimize the sequencing of tasks. This framework supports the systems
engineer and project manager in organizing and sequencing the tasks in
an engineering project. The practical use of the proposed framework is
demonstrated by means of the case study of a robot for the Eurobot com-
petition.
The complexity of systems engineering projects has increased during re-
cent years since new systems are integrating new technologies and new
constraints, for example, environmental constraints. In fact, the depen-
dency and information ﬂow shared between project members are inevitable.
The establishment of an appropriate project plan (e.g., a task schedule)
is of critical importance in a systems engineering process as it helps to
satisfy the constraints related to the time-to-market, cost-efﬁciency and
quality of the product.
Traditionally, the systems engineering process has been implemented us-
ing document-based methods to describe the properties of the tasks, such
as their name, objective, predecessors, successors, deliverables, and dura-
tion (Ullman, 2002). They are mostly stored in the form of a hard copy or
electronic ﬁles, and are used as communication tools within the project.
However, in a large-scale project, there are many tasks in the develop-
ment process. Moreover, the tasks can be changed as a result of changes
in the requirements. Those changes require time and effort to organize,
maintain, and verify the requirements and tasks documents. Therefore,
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any incompleteness or error that occurs during these stages can affect all
the later stages of the development process and could result in an un-
expected increase in project costs (monetary, time, etc.). Therefore, an
integrated model-based approach is proposed to reap the beneﬁts of using
a model-based approach combined with a DSM in a systematic manner to
support systems engineers in task identiﬁcation and sequencing. The pro-
posed framework consists of four steps (i.e., requirement modeling, task
identiﬁcation, process architecture, and task sequencing) as illustrated in
Figure 3.1.
Figure 3.1. Integrated Framework
3.1.1 Requirement Modeling using SysML
In this thesis, SysML is used to model the requirements since there is a
predeﬁned set of requirement relationships for modeling them. Require-
ments can be modeled on the basis of their levels of detail, from abstract
to speciﬁc requirements. (Hull et al., 2005) propose four categories: stake-
holder requirements, system requirements, subsystem requirements, and
component requirements. In this work, a ﬁfth category, functional re-
quirements, has been added 3.2. This category does not overlap with the
other categories. Nevertheless, there are dependencies between the layers
of requirements. The dependency schema is usually deﬁned as a many-to-
many (n-to-n) relationship (Hull et al., 2005). A requirement on a lower
level can be derived from many requirements in a higher layer and vice
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versa.
The functional requirements usually describe what the system should do.
They should not describe how the implementation should be completed.
Although the functional requirements can be obtained from stakeholder
requirements, the redundancy of a new requirement should be avoided be-
cause of the danger of the emergence of the problem of inconsistency. Gen-
erally, an actor in the system uses use cases to capture the functionality
of the system and its relations to the environment. These requirements
will be used to support a systems engineer in analyzing and designing a
system. In addition, they are used for testing purposes to verify that these
functional requirements are satisﬁed. The author considers that the ad-
vantages of adding functional requirement into the model can be listed as
below:
• Communication: since these requirements will be used for communicat-
ing with the stakeholders within a project. This requirement level can
help the systems engineers focus on their own functions without being
distracted by unnecessary information;
• Simplifying the complexity: at the functional requirements level, it al-
lows systems engineers to decompose a complex functional requirement
into smaller requirements in order to make the complex functional re-
quirement more manageable;
• Reusability: when developing a new project in the same domain, several
functional requirements can be reused by considering the functionality
of the existing system. Therefore, adding the functional requirements to
a new category can actually save costs and the time needed for eliciting
the new requirements.
In Section 4.2 of Publication I, the implementation of modeling the re-
quirements at different levels is presented using SysML.
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Figure 3.2. The requirement levels
3.1.2 Identifying Tasks
At this stage, the identiﬁcation of the tasks is considered. Traditionally,
the work breakdown structure (WBS) approach provides a collection of
tasks that need to be done. The approach helps in organizing the tasks
into work packages classiﬁed by domains of activities. The approach sup-
ports the decomposition of tasks and activities into smaller chunks (e.g.,
hardware, software, data, and service).
In this work, a task is derived from requirements. This derivation pro-
cess should preserve the meaningfulness of development tasks from the
engineering and organizational perspectives. Therefore, the tasks should
also be identiﬁed on the basis of the requirements. This is because a sys-
tems engineer is typically given the needs as the input, and then designs
the systems that must be developed to satisfy the customer’s needs. Thus,
any task in the process should also be identiﬁed according to the require-
ment in order to ensure that the requirements are satisﬁed. The different
viewpoints below can be also considered as a development task.
• Requirement category of the system: a development task can be seen as
a type of requirement category such as a function, a system, a subsys-
tem, or a component requirement.
• Phase of a development process: a development task can be seen as a
phase of the development process such as designing, coding, or testing
in the case of software development.
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• Function of the functional architecture: a development task can also
be seen as a function of a system, for example, the moving module of a
mobile robot can be seen as a development task of a mobile robot.
• Subsystem of system architecture: the purpose of this perspective is to
consider the physical architecture of a system and to take the subsys-
tems as speciﬁc development tasks.
• Domains of technological expertise: this considers a development task
as a domain of technological expertise such as mechanical engineering,
mechatronics, or computer science.
It is also possible to combine these viewpoints and to imagine combina-
tions between the different viewpoints to form a composite deﬁnition of a
development task, with the ﬁnal goal of satisfying the requirements.
One potential solution to the problem of implementing the proposed con-
cept in the existing SysML is to create a simple block named "Task" in a
block deﬁnition diagram (BDD). Within this block, all the attributes (e.g.,
ID, name, predecessors, and successors) of a task are included. There-
fore, all the tasks and their dependencies could then be represented in
the BBD with other components of the system. However, it is a cumber-
some and time-consuming process to create each attribute name in order
to deﬁne its attribute value. In addition, it would be hard for a modeler to
differentiate between representations involving objects such as physical
components and representations involving tasks.
Another potential solution within SysML is the following. SysML allows a
modeler to customize or extend a proﬁle according to their needs. There-
fore, for implementing this approach, the author has introduced a new
task proﬁle diagram as shown in 3.3. This new stereotype is extended
from a Class metaclass that contains the necessary attributes. This class
can be seen as a template for deﬁning a description of a task. All the at-
tributes of a task are listed below:
• ID: the ID of a task
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• Name: the text of a task.
• Objective: the object of a task.
• Deliverables: what this task will deliver.
• Predecessors: what tasks should be performed before.
• Successors: what tasks should be performed afterwards.
• Start date: the start date of a task.
• Finish date: the ﬁnish date of a design task.
• Duration: the duration information of a task.
• Team member: who respond to this task.
• Prepared by: who prepares a task.
• Checked by: who checks a task.
• Approved by: who approves a task.
• Note: the information for a general purpose of a task.
After the tasks and their attributes are given, the relationship «depen-
dency» is used to deﬁne the relationship between tasks and requirements.
Thus, all the tasks are coupled with requirements and embedded into the
SysML model and can be traced. In addition, they can be reused for de-
veloping the project plan in a future project.
3.1.3 Transforming the tasks into DSM
This stage transforms the tasks in the SysML model into a Design Struc-
ture Matrix (DSM) in order to optimize the sequence of the process. Tra-
ditionally, the tasks and their relationships in the form of a DSM are
completed manually. If the number of tasks and dependencies are on a
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Figure 3.3. A task proﬁle diagram
large scale, then it is time-consuming to ﬁll in and to correct the matrix.
Incomplete or erroneous input can negatively affect the process planning.
In addition, a continuous change of tasks can occur throughout the lifecy-
cle of the system development process. To build the process architecture
using the proposed approach, the task attributes deﬁned in the SysML
model will be extracted from the XML Metadata Interchange (XMI) code
in order to create a task-based DSM that represents the interaction of
the tasks. Thus, the DSM matrix is automatically given by the computer
software tool and prepared for sequencing the tasks in the process in the
next step. In Section 4.4 of Publication I provides an implementation of
transforming the tasks into a process architecture DSM.
3.1.4 Task sequencing
The process architecture DSM, as given by the previous step, is used to
perform the sequencing of the tasks in order to minimize the iterations
and increase the concurrency within the process. There are two important
steps: partitioning and sequencing. The ﬁrst step, partitioning, separates
the tasks in order to perform the sequencing of all the coupled blocks in
parallel. More details are given in Section 2.3 in Publication I. The second
step is the sequencing. Traditionally, a Genetic Algorithm (GA) has been
applied for sequencing the tasks since it is easy to understand, simple to
implement, and provides very good solutions. Nevertheless, it requires
many parameters for setting in order to search for the solution by means
of a genetic algorithm, such as the crossover probability, mutation prob-
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ability, tournament size, and elitism number. These parameters often
affect the quality of the results, and it becomes difﬁcult to adjust these
parameters in order to obtain satisfactory solutions. Generally, a practi-
cal optimization algorithm should ﬁnd the true global optimum without
being affected by the initial parameter values. In addition, it should be
self-adaptive and easy to use with a minimum number of parameter set-
tings and should provide fast convergence.
The basic idea of this thesis is that DE was effectively and successfully
applied to many numerical optimization problems. In particular, DE sim-
pliﬁes the optimization process by limiting the number of parameters to
be adjusted in order to converge toward an optimal solution. In addition,
the quality of the solutions obtained with DE has been proven to be very
competitive compared to Genetic Algorithms (GA) and most other meta-
heuristic algorithms, such as Ant Colony and Particle Swarm algorithms.
However, DE cannot be applied directly to solving combinatorial prob-
lems. In addition, DDE has never been explored before in terms of its
application to the problem of the sequencing of tasks. For these reasons,
this thesis investigates the utilization of DDE for the optimization of the
sequence of tasks in a systems engineering process.
The main difference between the DE and DDE algorithms is that the DE
algorithm is applied for solving numerical optimization problems but the
DDE algorithm is used for solving combinatorial optimization problems.
GA, as a traditional approach, and DDE are basically the optimization
methods which are a subset of a technique called “Evolutionary Compu-
tation”. Therefore, the common underlying principle of these algorithms
is the same. The main difference between DDE and GA is that GA mimics
the natural section process to evolve the population, but DDE uses vector
differences to perturb the parent vectors to generate new vectors in the
population in the next generation.
Publication II provides details of the implementation of DSM and DDE for
the sequencing of tasks in order to reduce the number of iterations and
increase the concurrencies in a systems engineering process. There are
four instants, in both binary and weighted DSM from previous research,
were used to compare the performance between DDE and GA algorithms.
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As a result, it has been shown that the quality of the solutions obtained
with DDE and GA is very competitive, as shown in Figure 11.
Both DDE and GA are simple in terms of implementation since they only
require the ﬁtness function to guide the search mechanism to ﬁnd the so-
lutions. However, DDE requires two fewer parameters than GA, as shown
in Tables 3 and 4 in Publication II, which means it is easier to tune the
control parameters in order to optimize the problem. Thus, this approach
can support the minimization of the lead time and costs in product devel-
opment and is easy to use.
3.2 Modeling and Simulation at early stages of design process
This second line of contributions focuses on the modeling and simulation
of system behavior in the early stages of the design process, where the re-
quired knowledge and information are in short supply. Traditionally, ex-
isting methods require precise quantitative data, which are usually lack-
ing for supporting engineering designers during these stages. The pro-
posed method is a combination of physics and mathematics: qualitative
physics, dimensional analysis, and graph-based representation, in order
to quickly model and simulate very early design solutions after the re-
quirements are given.
The contributions that are proposed consist of three algorithms that re-
spectively select the variables of importance in the selection of system
variables; deﬁning the causality between the variables of a system and
searching for contradictions between the design objectives.
3.2.1 System variables selection
One important aspect of system modeling is the selection of the system
variables that are involved with a system. This step provides the method
that can answer this question: “What are the variables that should be
considered when modeling a design concept?” The selection of a set of
system variables should rely on a generic classiﬁcation for modeling a
physical system. In order to model the system as a set of components
that interact with each other, the input and output of each component
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should be deﬁned. The concept of a Bond Graph fulﬁlls this idea since it
provides the fundamental notion of considering a system as a set of ele-
mentary boxes fulﬁlling elementary functions and connected to each other
by connectors. In addition, it provides the classiﬁcation of the variables
into four different types, as follows: effort, ﬂow, displacement, and mo-
mentum variables, as shown in Figure 2 of Publication V. Nevertheless,
there is a lack of geometric constraints and other properties such as the
properties of materials, ﬂuids, or energies are not captured. Therefore,
Coatanea (Coatanéa, 2005) introduced a new type of variable called a con-
necting variable, which describes the properties of components, materials,
and information crossing between components as well as the properties of
the black boxes themselves. It can then capture the variables, for ex-
ample, viscosity, Young’s modulus, geometric properties, resistance, and
other physical constants, that are involved with the model of a system. In
Figure 4 of Publication V presented a set of elementary variables which
consists of ﬁve different types of variables that are considered in this work
as follows: effort (E), ﬂow (F), displacement (d), momentum (m), and con-
necting variables (C).
3.2.2 The extension of Causal ordering algorithm
In this step, this work proposed the extension of the causal ordering algo-
rithm of Shen and Peng in order to model the behavior of a system. The
ﬁrst thing that needs to be considered is the level of detail of the modeling.
The idea of this approach is that the system model is designed and rep-
resented on a higher level of topology since the information at the early
stage is not yet enough to make it possible to decompose such a system
into its low-level details. In Figure 6 of Publication V presented a generic
topology of the design concept of a pressure regulator. Each box is repre-
sented as a component in the system model. The system variables given
from the previous step will be properly allocated to the different boxes ac-
cording to their types. The input for each box is regarded as an exogenous
variable. For example, the inlet pressure is an exogenous variable since
it is transferred into the pipe within the pressure regulator. Displace-
ment and momentum variables are considered as endogenous variables
contained inside the boxes. Connecting variables can affect both the in-
terconnection and the boxes. In Figure 7 of Publication V shows a set of
system variables assigned to the boxes of the pressure regulator.
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A later step is applying the causal ordering algorithm based on dimen-
sional analysis in order to generate a Pi number for reasoning the sys-
tem. Section 2.3.2 provides seven prerequisites for applying the heuristic
developed by Shen and Peng (Shen and Peng, 2006). As the result, the
causal graph of the design concept is obtained for analyzing the causality
of the physical system.
3.2.3 Contradiction search between design objectives
This contribution is probably the most important of the contributions
mentioned since the potential practical impact is important. The abil-
ity to ﬁnd and quickly map design conﬂicts (or contradictions) in a system
is fundamental for a designer. It can provide concrete support for their
activities.
The main idea developed in this contribution is ﬁrst to cluster the sys-
tem variables into four categories, named the performance variables, the
independent design variables, the dependent design variables, and the
exogenous system variables. An algorithm has been developed in this re-
search for achieving this goal.
Then, in a second phase, three types of objectives can be deﬁned on the
basis of the performance variables. The performance variables which are
usually used to evaluate the system can be maximized, minimized, or
kept to a target value. These objectives are then propagated in the causal
graph and nodes, where contradictory objectives are detected and high-
lighted.
Those nodes constitute the nodes where contradictions are discovered and
in the following step, which is not developed in this research, inventive
methods such as the TRIZ or Synectic methods can be used to solve the
contradictions.
This contribution provides practical automated support for detecting con-
ﬂicts and contradictions that are not always easy to detect in technical
systems.
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4. Conclusion and Perspectives
The research work presented in this manuscript focused on two phases of
development projects, modeling and simulation in the systems engineer-
ing in the early stages of the process project and planning.
4.1 Modeling and simulation at the early design stage
The main objective of this research work was to develop an approach
to support modeling and simulation in the early stages of development.
Those stages are characterized by a limitation on the knowledge and the
nature of the information available. In this work the modeling and sim-
ulation aspects focused on the modeling and evaluation of the concepts of
solutions generated at an early stage. This contribution is complementary
to other work performed in our research group on the modeling aspects at
requirements levels. The progress compared to the current state of the
art in the area is, in the author’s view, the following:
• the approach developed is generic and can be applied to a wide variety of
multi-physics systems. In Publication V, the feasibility of the approach
is demonstrated through the case of an air bearing. It can be imagined
that the approach is generic enough to be applied to other ﬁelds of sci-
ence too, such as economics and social science. Several publications have
already demonstrated the feasibility of the concept in these domains;
• this research work has made it possible to extend existing causal order-
ing algorithms from the literature by classifying the system variables
into different categories derived from bond graph theory and by consid-
ering the system model architecture more precisely;
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• this approach has been implemented in the form of a computer software
tool to support engineering designers in their decision making. However,
the prototype software that was developed still requires improvements
to reach a sufﬁcient level of maturity to be commercialized.
The future work on this approach is that it ﬁrst requires an ontology to
be developed to automatically list system variables starting from the ini-
tial solution concepts. Second, the composability mechanism integrated
into the approach in the form of a product theorem needs to be tested on
a larger scale and tests need to be pursued in different ﬁelds. The last
aspect that will require development and research is the extension of the
system of units used in the methodology.
4.2 Project Planning
The proposed approach for project planning presented in this work has
been developed to fulﬁll two goals:
• integrating a model-based approach with the development process ar-
chitecture;
• improving the ease of use of existing scheduling approaches based on
traditional genetic algorithms for practical use in an engineering con-
text.
The ﬁrst goal was to integrate requirements engineering and planning
scheduling as early as possible in the development process. For this pur-
pose requirement models were used as an initial basis for planning and
scheduling. The requirements represent what needs to be developed in
order to satisfy the stakeholders and complete the project. They can also
form a good basis on which to deﬁne the structure of the project planning
in the form of design tasks.
This way of deriving project activities and project tasks has the advantage
of ensuring continuity between the deﬁnition of the requirement model
and the process planning. From an engineering point of view it is also a
valid standpoint. The author is nevertheless conscious that tasks and ac-
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tivities can be derived from other viewpoints too, such as, for example, a
generic development process viewpoint or an engineering speciality view-
point.
This research work has demonstrated through classical literature case
studies that the integration of a model-based approach for the require-
ments engineering associated with the model-based approach can be used
for addressing these issues. The contributions generated by this research
work are the following:
• the requirements are modeled using the SysML requirement diagram,
which provides a set of predeﬁned relationships in order to model and
explore the dependencies with other requirements;
• SysML requirement diagrams are used for analyzing and communicat-
ing the requirements to the stakeholders in order to converge toward a
common understanding;
• a set of tasks is considered as a model element in the systems model,
which is related to the requirements. Therefore, this set of tasks can
be automatically transferred into a process architecture DSM, which
avoids the error humans are prone to when dealing with large-scale pro-
cesses;
• the requirements and tasks in the system models can easily be reused;
this can save time and costs when developing the systems in future
projects.
In a large-scale project, several iterations/feedback cycles are usually
introduced in the process architecture. Planning the project process also
means organizing the tasks in order to minimize the iterations. Genetic
Algorithms (GA) have been widely used to solve this problem.
However, as noted by the author, GA algorithms require many control
parameters to be set. Therefore, this thesis has investigated the use of
a Discrete Differential Evolution (DDE) algorithm to address the issue of
the controlling parameters.
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The proposed approach has performed testing of DDE algorithms on case
studies used in other published research studies for comparison purposes
(Publication II). As a result, the solutions obtained are very competitive
in terms of their quality but are much easier to use than GA. In addition,
the framework was applied to another case study of the development of
a mobile robot and has been presented in Publication I too. This work
demonstrated that it was possible to automatically reduce signiﬁcantly
the number of iterations required in the development process, the length
of an iteration, and also to increase the concurrency of complex design de-
velopments using this approach.
The potential limitation of the approach is that it may face stagnation
when there is no improvement in the solutions over the generations for
some period of time. This is linked with the search for a global optimum.
Such a type of approach cannot guarantee that the solution found is a
global optimum in the search space.
For future research in this area, it is possible to investigate local searches
for searching for a feasible solution in the local neighborhood in order to
improve the quality of the solutions obtained. In addition, the impact of
changes in requirements on the project scheduling needs to be investi-
gated in future research.
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