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Let M be a manifold. A PDE system R⊆ J1mM can be prolonged to another one R∗ ⊆ T ∗M
(Jiménez et al. (2005) [10]). In analogy with the higher-order symmetries, symmetries
of R∗ will be called higher-dimensional symmetries of R. For a broad class of PDE
systems we prove that every (inﬁnitesimal or ﬁnite) symmetry of R comes from another
one of R∗. We show that R∗ does not have internal (inﬁnitesimal) symmetries (modulo
trivial symmetries). This fact allows us, in the inﬁnitesimal case, to compute the internal
symmetries of R as external symmetries of R∗. We also give an algorithmic method to
obtain solutions of R invariant by a given internal symmetry.
© 2010 Elsevier Inc. All rights reserved.
0. Introduction
Let M be a smooth manifold with dimM = n and J kmM the space of k-jets of m-dimensional submanifolds of M . Let
R ⊆ J kmM be a PDE system. Classically, a symmetry of R is a diffeomorphism of M whose prolongation to J kmM leaves
R invariant or, inﬁnitesimally, a vector ﬁeld in M whose (m,k)-prolongation is tangent to R. These symmetries are called
point symmetries because they come from transformations of the manifold M .
However, more general symmetries can be considered: Lie himself dealt with symmetries not as point transformations,
but as contact transformations; that is, diffeomorphisms of J kmM that preserve the contact system. In light of Bäcklund’s
theorem, we obtain new transformations only in the case m = n − 1. In any case, we continue regarding the system R
from outside, considering geometrical transformations of the ambient J kmM that leave R invariant. These symmetries are
called external symmetries. However, it seems more reasonable to consider transformations of R itself that preserve the
contact system restricted to R. Such transformations are called internal symmetries of R. It is obvious that, by restriction,
each external symmetry of R gives an internal one, and, in many cases, these are the only internal symmetries (see [6],
[7, pp. 116–121]).
Another important class of symmetries that generalize contact transformations is the class of higher-order symmetries.
A PDE system can be considered not only as itself but together with its prolongations to all orders. The transformations
that preserve the contact system in the inﬁnite jet space and leave the inﬁnite prolongation of the system invariant are
called higher-order symmetries. Unlike the classical theory, there are no internal higher-order symmetries (see [7, p. 162]).
The relationship between higher-order symmetries and internal symmetries is investigated in depth, in the inﬁnitesimal
case, in [6]. There the authors prove for a broad class of equations that every internal symmetry arises from a ﬁrst-order
generalized symmetry.
This paper deals with a new class of symmetries and its connection with other kinds of symmetries. Let R ⊆ J1mM
be a PDE system. Following [9,10] we can consider the ‘prolongation’ of R to J1r M (r > m) (prolongation with respect to
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jet space with respect to the dimension. Thus we can associate with R another system R∗ ⊆ T ∗M with only one unknown
function. In some way, the properties of the original system R are translated to R∗ and we can read them there. The
translations are not immediate but they are very fruitful. The advantage is that we have at our disposal the symplectic
framework and the well-known properties of this kind of systems. In [10] we related the solutions of R and R∗: we proved
that each (classical) solution of R is also a (non-classical) solution of R∗ and that local foliations of M by intermediate
integrals of R give solutions of R∗ . In this paper we study the relation between the symmetries of R and R∗ and their
invariant solutions.
By analogy with the higher-order case, we shall call higher-dimensional symmetries of R to the symmetries of R∗ . We
shall prove that higher-dimensional symmetries have some interesting properties, some of them shared with the higher-
order ones, namely:
(1) There are no internal higher-dimensional symmetries modulo trivial symmetries (characteristic vector ﬁelds) (Theo-
rem 3.3).
(2) Under certain general conditions, every internal (ﬁnite or inﬁnitesimal) symmetry of R is recovered as a higher-
dimensional symmetry (Theorems 6.1 and 6.2).
Thus, in many cases internal symmetries of R are recovered as external higher-dimensional symmetries. The advantage
is that this fact allows us (in the inﬁnitesimal case) to compute the internal symmetries of a given PDE system R ⊆ J1mM as
external symmetries of another one, R∗ ⊆ T ∗M . We will also characterized those symmetries of R∗ that give symmetries
of R (Theorem 6.6): an inﬁnitesimal symmetry of R∗ gives a symmetry of R iff it is projectable to R.
Summarizing, we can compute (under certain general conditions) the inﬁnitesimal symmetries (internal or not) of a
given system R ⊆ J1mM via inﬁnitesimal symmetries of R∗ as follows: First, we compute the external symmetries of R∗ ,
then we add the ﬁelds in the characteristic system of R∗ (we are assuming that R∗ is involutive). In this way we obtain
the set of symmetries of R∗ . Finally, we choose from among them those that are projectable by R∗ → R. These give the
set of symmetries of R.
Note that the external inﬁnitesimal symmetries of R∗ are, in general, easier to compute than the external symmetries of
R. These are hamiltonian vector ﬁelds X f tangent to R∗ , with f a homogeneous function of degree 1. Therefore, for invo-
lutive systems R∗ the ﬁrst integrals of the characteristic vector ﬁeld system give external symmetries of R∗ . Consequently,
we can ﬁnd a family of symmetries of R∗ simply by solving ordinary differential equations.
To ﬁnish, in Section 7 we will give an algorithmic method for obtaining solutions of a PDE system R invariant by a
given (internal) symmetry. The key is the analysis of the corresponding invariant solutions of R∗ . As far we know, until
now, it has not been clear how to use internal symmetries to obtain invariant solutions of PDEs. The method proposed by
us could be an advance in this direction. Here we would like to note that another approach based on differential exterior
systems is used in [5] (see also [11]) to obtain non-invariant solutions of PDE systems by using a group of given internal
symmetries.
Although we focus our attention on the ﬁrst-order case, the statements and results hold in higher-order. If we have a
k-th order system, R ⊆ J kmM , due to the natural inclusion J kmM ⊆ J1m( J k−1m M) it can be regarded as a ﬁrst-order system. In
this case, the ‘prolongation of R with respect to the dimension’ is made to jet spaces J1r ( J k−1m M) (r m).
The paper is based on the theory of jet spaces in the so-called Weil bundles framework. In Section 1 we give the basic
tools of this theory that will be necessary later on following [16]. It essentially relies on in a change of perspective: a jet in
M is an ideal of the ring C∞(M).
Some comments about the organization of the rest of the paper are in order: In Section 2 we recall some deﬁnitions and
results about ﬁrst-order systems with only one unknown function, manifolds of contact elements and symplectic geometry.
In Section 3 we review some of the standard deﬁnitions about symmetries of PDE systems and we prove that homogeneous
PDE systems in a cotangent bundle do not admit internal symmetries modulo trivial symmetries. Section 4 contains a brief
summary about Lie correspondences [10], which will be useful later on. In Sections 5, 6, and 7 our main results are stated
and proved.
Notations and conventions. Throughout the paper, M will be a smooth manifold of dimension n and ‘submanifold’ will
always mean a locally closed submanifold, unless speciﬁed otherwise. For each closed submanifold S ⊆ M , I S will denote
the ideal of the functions f ∈ C∞(M) such that f |S = 0 (as usual the bar means restriction). In the event of S being only
locally closed, we must replace M by the open set U in which S is a closed submanifold. Nevertheless, for simplicity in the
exposition, this will be understood implicitly. For p ∈ M and k 1 an integer, mkp will be the ideal of the smooth functions
that have at p a zero of order k.
1. Weil near points and jets of submanifolds
Jets of smooth mappings between manifolds are usually deﬁned as equivalence class of mappings, following Ehresmann.
However, in his papers addressing differential equations, S. Lie used a broad deﬁnition of a point of a manifold: the points
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order. Thus, jets are present in his work, although in the language of his time.
Our work is based on the presentation of jet spaces given in [16], which is a natural continuation of the theory of
Weil’s near points. In [20] A. Weil deﬁned the so-called A-near points, A being a Weil algebra (a ﬁnite-dimensional local
and rational R-algebra). This is a ﬁrst approximation to the elements considered by Lie: these points are the ‘parametrized
inﬁnitesimal submanifolds’. More precisely, let M be a smooth manifold and let C∞(M) be its ring of smooth functions. It
is well known that the ordinary points of M can be understood as the morphisms of R-algebras from C∞(M) to R. Taking
this idea into account, Weil deﬁned the A-points of M as the R-algebra morphisms C∞(M) → A. This deﬁnition is very
general and includes changing the algebra A, the ordinary points, the tangent vector ﬁelds, the Stieffel manifolds, etc. This
work of Weil, unlike that of Ehresmann, was ignored for many years.
Weil’s near points give a ﬁrst approximation to Lie’s points, although they do not correspond exactly to the ‘elements’
considered by Lie: the higher-order contact elements. In [16] the A-jets of a manifold are deﬁned as the kernels of their
A-points. In fact, they are the true inﬁnitesimal submanifolds of M independently of the parameterization. According to
our deﬁnition, a jet of M is the kernel of a near point of M , and consequently it is an ideal of C∞(M). The manifolds of
jets deﬁned in this way include Grassmannian manifolds or jets of submanifolds as particular cases. The advantage is that
the objects and processes that are important in jet spaces can be referred to the base manifold M and its ring of smooth
functions. This point of view was introduced in [16] and is, in spirit, close to algebraic geometry. Here we shall only use
jets of submanifolds; next we shall compile the main deﬁnitions and summarize, without proofs, some of the results that
will be used later on. For further details we refer to [16], and to [1–3,9,10,17–19] for the applications.
Deﬁnition 1.1. Let M be a smooth manifold and let A be a Weil algebra. An R-algebra morphism
pA : C∞(M) → A
is called an A-point (or A-velocity) of M . We will say that pA is regular if it is surjective. If B ⊆ C∞(M) is a subring, we will
say that pA is regular over B if its restriction to B is surjective.
If we compose an A-point pA with the canonical projection A → A/mA  R (mA is the maximal ideal in A), we obtain
an R-point in M , which is an ordinary point p ∈ M . We will say that p is the source point for pA or, in the terminology of
Weil, that pA is an A-point near p. The main examples of Weil, algebras are the rings of truncated polynomials: for given
integers m and k, we deﬁne Rkm =R[1, . . . , n]/mk+1, where the  ’s are undetermined variables and m is the maximal ideal
that they generate. On the other hand, for each p ∈ M let us denote by mp the maximal ideal of the functions in C∞(M)
vanishing at p; the quotients C∞(M)/mk+1p are also Weil algebras isomorphic to Rkn , where n is the dimension of M (an
isomorphism is induced by taking local coordinates).
Example 1.2. Let φ be an immersion of a neighbourhood U of 0 ∈Rm into a manifold M of dimension nm. The composi-
tion
C∞(M) → C∞(M)/mk+1φ(0)
φ∗−→ C∞(U )/mk+10 Rkm
is a regular Rkm-point near φ(0), which we shall denote by p
k
m . Thus, the concept of inﬁnitesimal parametrized submanifold
(up to order k) is embedded into that of regular A-point. Note that pkm can be understood as the k-jet at 0 of the map φ in
the sense of Ehresmann.
Conversely, let pkm : C∞(M) →Rkm be a regular Rkm-point with source p ∈ M . Since pkm assigns the maximal ideal m of Rkm
to mp , we have pkm(m
k+1
p ) = (0). Let {y1, . . . , yn} be a local chart in M around p; by considering the Taylor expansions at
p with respect to this local chart we can write C∞(M) =R[y1, . . . , yn] +mk+1p . Thus, the morphism pkm is determinated by
its action over the polynomial ring R[y1, . . . , yn]. Let ηi(X1, . . . , Xm) (1 i m) be a polynomial in R[X1, . . . , Xm] whose
class in Rkm is the image of yi by p
k
m . Thus, for a neighbourhood U of 0 ∈ Rm the equations yi = ηi(X1, . . . , Xm) deﬁne a
smooth map η : U → M . The composition of η∗ : C∞(M) → C∞(U ) with the Taylor morphism at 0 ∈ Rm (up to k-order)
C∞(U ) → C∞(U )/mk+10
C∞(M) η
∗−→ C∞(U ) → C∞(U )/mk+10 Rkm
gives the point pkm . The above discussion shows that the set of regular R
k
m-points of M agrees with the set of jets of
immersions from U into M in the sense of Ehresmann [8].
In order to obtain the true inﬁnitesimal submanifolds (up to order k) we have to eliminate the above ‘parametrization’.
To this end, we consider pkm and its composition with any automorphism of R
k
m as equivalent; alternatively, we can take
the kernel of pkm . Thus,
Deﬁnition 1.3. Given a regular A-point pA : C∞(M) → A, its kernel will be called the jet of pA and will be denoted by
pA = Ker(pA).
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space of A-jets of M and will be denoted by J AM . If B ⊆ C∞(M) is a subring, we will say that pA is regular over B if pA
is regular over B . For A = Rkm , we will write pkm instead of pA and J kmM instead of J AM and we will say that pkm is an
(m,k)-jet of M .
Examples 1.4. (1) Let n = dimM , and let pkn be an Rkn-point near p ∈ M . Since mk+1p ⊆ Ker pkn , pkn gives rise to an onto
R-algebra morphism C∞(M)/mk+1p → Rkn which must be an isomorphism, because both the linear spaces have equal di-
mension. Thus, pkn = ker pkn =mk+1p and consequently J knM  M .
(2) Jets of cross-sections of a ﬁbre bundle. Consider a ﬁber bundle π : M → X and let m = dim X ; π∗ represents C∞(X) as
a subring of C∞(M). Let pkm ∈ J kmM be a jet regular over C∞(X) with source p ∈ M , then
C∞(M)/pkm  C∞(X)/
(
C∞(X) ∩ pkm
)Rkm.
Since pkm ∩ C∞(X) = mk+1x , where x = π(p), for each f ∈ C∞(M) there exists (mod mk+1x ) a unique g ∈ C∞(X) such that
f − g ∈ pkm . Let us take a ﬁbred local chart in M , {x1, . . . , xm, y1, . . . , yn−m} around p. Let g j ∈ C∞(X) be the function
(mod mk+1x ) corresponding to the coordinate y j (1 j  n−m). The equations y j = g j(x1, . . . , xm) (1 j  n−m) deﬁne a
cross-section s = (g1, . . . , gn−m), determined mod mk+1x , that is, up to order k, of the projection π . Since
pkm = (y1 − g1, . . . , yn − gn) +mk+1p ,
pkm is precisely the k-jet at p of the section s. Thus, the set of jets regular over C
∞(X) is the usual set of jets of cross-sections
of π .
(3) Jets of submanifolds. JkmM can be understood as the set of k-jets of m-dimensional submanifolds of M (independently
of the parametrization) as follows: Let S ⊆ M be a closed submanifold with dim S = m and let I S be its ideal in C∞(M).
The set of m-dimensional submanifolds of M having a k-th order contact with S at p ∈ S corresponds in a natural way to
the ideal pkm = I S +mk+1p of C∞(M). The ideal pkm will be called the k-jet of S at p. Note that C∞(M)/pkm  Rkm . Conversely,
each jet pkm ∈ J kmM with source p ∈ M is the k-jet of S at p for a suitable S .
(4) Grassmann manifolds. If k = 1, a more geometrical description of jet spaces can be given: there is a bijection between
the (m,1)-jets of M with source p and the m-dimensional subspaces of T pM . In fact, we can associate with each ﬁrst-order
jet p1m ∈ J1mM the linear subspace
Lp1m =
{
Dp ∈ T pM: Dp
(
p1m
)= 0},
and, conversely, given a linear subspace L ⊆ T pM , with dim L =m, the associated 1-jet is the ideal
p1m =
{
f ∈mp: Dp( f ) = 0, ∀Dp ∈ L
}
.
Therefore, J1mM is the Grassmann manifold of m-planes tangent to M .
Henceforth we shall restrict ourselves to jets of submanifolds; that is, jet spaces of the form J kmM . For another approach
to jets of submanifolds invariant with respect to the choice of the dependent and independent variables see [12, Chapter 7].
In [16] J kmM is endowed with a smooth structure as a quotient of the space of regular (m,k)-points of M by the action
of the regular group Aut(Rkm); such a smooth structure can be described as follows:
Let U be an open subset of M coordinated by x1, . . . , xn . Let us choose m of them, for example x1, . . . , xm , and let us
denote by J kmU the set of jets p
k
m ∈ J kmU regular over R[x1, . . . , xm]. That is,
C∞(U )/pkm ≈R[x1, . . . , xm]/pkm ∩R[x1, . . . , xm];
this ring is isomorphic to the algebra of polynomials
R
k
m =R[x1, . . . , xm]/
(
x1 − x1(p), . . . , xm − xm(p)
)k+1
,
where p = πk(pkm). Hence, for each function f ∈ C∞(U ) there is a unique polynomial P f ∈Rkm such that f − P f ∈ pkm .
For j = 1, . . . ,n −m let us denote y j = xm+ j . Thus, we have
P y j =
∑
|α|k
1
α! y jα
(
pkm
)(
x− x(p))α
for suitable numbers y jα(pkm). Accordingly,
pkm = (y1 − P y1 , . . . , yn−m − P yn−m) +mk+1p
and consequently the functions xi, y j,α are a system of local coordinates in J kmU . In this way we obtain an atlas on J
k
mM .
S. Jiménez / J. Math. Anal. Appl. 378 (2011) 23–41 27Remark 1.5. J kmU is an open subset isomorphic to the space of k-jets of sections of the projection (xi, y j) → xi . This is reason
for using the notations xi, y j , thus establishing a distinction between the ‘base coordinates’ and the ‘ﬁbre coordinates’.
Nevertheless, such a distinction is only formal, because m arbitrary coordinates can be chosen as independent variables and
the remainder as functions of them.
There is a canonical projection πk : J kmM → M that assigns to each jet pkm the unique maximal ideal p0m =mp of C∞(M)
containing pkm; the point p ∈ M corresponding to this ideal is called the source of pkm . For each pair of non-negative integers
k r, we have a projection
πkr : JkmM → J rmM,
pkmk → prm = pkm +mr+1p .
Let S ⊆ M be a closed submanifold with dim S =m. The set of jets pkm ∈ J kmM of the form pkm = I S +mk+1p , with p ∈ S ,
deﬁnes a submanifold of J kmM , called the prolongation of S to J
k
mM . It is easy to see that
JkmS =
{
pkm ∈ JkmM: pkm ⊇ I S
}
,
which is the set of ‘zeros’ of I S in the sense of Algebraic Geometry.
In the above local coordinates if S is given by y j = ϕ j(x1, . . . , xm) (1 i m) the local equations of J kmS are⎧⎨⎩
y j = ϕ j(x1, . . . , xm) (1 i m),
y j,α = ∂
|α|ϕ j
∂xα
(
1 i m, 1 j  n −m, 1 |α| k).
The contact system Ω( J kmM) in J
k
mM is characterized by the property Ω( J
k
mM)| Jkm S ≡ 0 for every S ⊆ M with dim S = m.
That is, in some way it measures when a submanifold of J kmM is a prolonged submanifold. In the above local chart, Ω( J
k
mM)
is spanned by the forms
ω j,α = dy j,α −
m∑
i=1
y j,α+1i dxi
(
1 j  n −m, |α| k − 1),
where 1i is the m-index with 1 in the i-th component and 0 in the remainder ones.
Remark 1.6. Different coordinate-free deﬁnitions of the contact system in jet spaces can be found in the literature. In
[4] an intrinsic deﬁnition of the contact system is given for the manifolds of A-jets, following the approach started
in [16]. For ﬁrst-order jets it may be described easily: Given a jet p1m ∈ J1mM with source p ∈ M , from the above ex-
pressions in local coordinates we have that Ω( J1mM)p1m is spanned by the 1-forms (π
1)∗ dpϕ j (1  j  n − m), where
ϕ j = y j −∑mi=1 y j,i(p1m)(xi − xi(p)) is a function that belongs to the jet p1m , and (π1)∗ is the pull-back by the projection
π1 : J1mM → M . Since p1m = (ϕ1, . . . , ϕn−m) +m2p , we obtain
Ω
(
J1mM
)
p1m
= (π1)∗ dpp1m.
In other words, the value of the contact system at a jet and the jet itself are essentially the same object. This will be
used in Section 4 to easily obtain the local equations of the Lie correspondences.
2. First-order systems with only one unknown function and manifolds of contact elements
2.1. First-order systems with only one unknown function
It is well known that a ﬁrst-order PDE system with n independent variables and one unknown function (which does not
appear explicitly) can be thought of as a submanifold of a 2n-dimensional symplectic manifold E2n; usually a cotangent
bundle. In this section, we will review a few points about symplectic geometry and these ﬁrst-order systems, which will be
necessary later on. See [14,15] for a detailed discussion.
Let M be an n-dimensional smooth manifold; π : T ∗M → M its cotangent bundle, and θ its Liouville 1-form. Recall that
θ is deﬁned at each point αp ∈ T ∗pM as
θαp = π∗(αp)
where π∗ is the pull-back by the projection π : T ∗M → M . If we take local coordinates y1, . . . , yn in M and, as usual, these
and the ‘conjugated’ ones p1, . . . , pn in T ∗M , θ is written locally as θ =∑ni=1 pi dyi .
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0 is called a Lagrangian submanifold. The transformations Φ : T ∗M → T ∗M preserving dθ are called canonical transformations
(c.t.) and the vector ﬁelds X such that LXdθ = 0 are called canonical inﬁnitesimal transformations (c.i.t.). Since LXdθ = d(i Xdθ),
X is a c.i.t. iff i Xdθ is closed. If the form i Xdθ is exact, the vector ﬁeld X is said to be a hamiltonian vector ﬁeld; if f is such
that i Xdθ = df , we will denote X = X f . Recall that the symplectic structure allows to deﬁne the Poisson bracket { , } in
C∞(T ∗M) as follows
{ f , g} = X f (g) = −dθ(X f , Xg).
The canonical transformations that preserve θ are called homogeneous canonical transformations (h.c.t.). There exists a
unique tangent vector ﬁeld D on T ∗M such that iDdθ = θ ; this ﬁeld satisﬁes the conditions iDθ = 0, LDθ = θ . A tensorial
ﬁeld T (a function, a vector ﬁeld, 1-form, etc.) in T ∗M is said to be a homogeneous ﬁeld of degree m (m ∈ R) if LD T = mT .
A submanifold of T ∗M is called homogeneous if it is tangent to D . In the above local chart, D is locally written as D =∑n
i=1 pi ∂∂pi .
The symplectic structure in T ∗M is the adequate geometric framework for dealing with ﬁrst-order PDE systems with a
single unknown (which does not appear explicitly).
In the most classical terms, such a system is locally given by
Fk
(
x1, . . . , xn,
∂z
∂x1
, . . . ,
∂z
∂xn
)
= 0 (1 k s). (1)
A solution of (1) is a function z = f (x1, . . . , xn) such that when z is replaced by f in (1) an identity is obtained.
By understanding the space R2n of the variables x1, . . . , xn, p1, . . . , pn as the cotangent bundle of an n-dimensional
manifold M , Eqs. (1) determine a submanifold F of T ∗M . Moreover, each solution z = f (x1, . . . , xn) of (1) determines a
section df of T ∗M → M whose image is contained in F . The 1-form θ is specialized over it as df . Hence, dθ |df = d2 f = 0
(as usual, the vertical bar denotes ‘restriction’); that is, the graph of df is a Lagrangian submanifold of T ∗M contained in F .
Thus, we can give the following intrinsic deﬁnition:
Deﬁnition 2.1. A ﬁrst-order PDE system with a single unknown which does not appear explicitly is a submanifold F ⊆ T ∗M .
A solution of F is a Lagrangian submanifold X ⊆ T ∗M such that X ⊆ F .
Deﬁnition 2.2. We will say that F is involutive when for each a ∈ T ∗M the subspace incident to TaF with respect to dθ is
contained in TaF .
Another equivalent deﬁnition is that its ideal IF is stable by the Poisson bracket. Note that Lagrangian submanifolds are
involutive by deﬁnition.
Deﬁnition 2.3. The characteristic system of F ⊆ T ∗M is the distribution, char(F), of vector ﬁelds tangent to F in the radical
of dθ |F . That is,
char(F) = {X: (i Xdθ)|F = 0}.
Note that char(F) is in fact the characteristic system of dθ in the sense of the exterior differential systems. In addition,
if F is involutive
char(F) = 〈X f : f ∈ IF 〉
and it is involutive in the Frobenius sense. Furthermore, the integration of F is equivalent to that of char(F).
2.2. Manifolds of contact elements
Later on we shall be interested in an important class of Lagrangian submanifolds: the manifolds of contact elements of
submanifolds of M .
According to S. Lie, a contact element in M is a pair (p, Hp), where p ∈ M and Hp ⊆ T pM is a hyperplane. That is, a
contact element is an (n − 1)-dimensional 1-jet of M . Let S ⊆ M be an m-dimensional closed submanifold (m n). We will
call manifold of contact elements of S to the submanifold of J1n−1M consisting of the hyperplanes tangent to S . Passing from
J1n−1M to T ∗M , instead of the hyperplane Hp we can consider a 1-form αp ∈ T ∗pM incident with it, as we shall do in the
sequel. Thus, a contact element is a pair (p,αp) ∈ T ∗M . We can give the following
Deﬁnition 2.4. Let S ⊆ M be an m-dimensional closed submanifold (m n) and let I S be its ideal in C∞(M). Let us consider
the submanifold S∗ ⊆ T ∗M ﬁbred over S whose ﬁbre at each point p ∈ S is
S∗p = {dp f , f ∈ I S}.
S∗ is, following Lie, the manifold of contact elements of S . Furthermore S∗ is a homogeneous Lagrangian submanifold of T ∗M .
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manifolds consisting of the tangent hyperplanes to an m-dimensional (m n − 1) submanifold of M , is due to Lie.
It is well known that every diffeomorphism φ : M → N between smooth manifolds can be prolonged to a transformation
φ : T ∗M → T ∗N by the rule 〈φ(αp),φ′(Xp)〉 def=〈αp, Xp〉, where αp ∈ T ∗pM , Xp ∈ T pM , and φ′ denotes the tangent map to φ
at p. Moreover, φ preserves the Liouville 1-forms; that is, φ is a homogenous canonical transformation.
Let S and I S be as above; for each f ∈ I S , p ∈ S , φ(dp f ) = dφ(p)(φ∗−1 f ), φ∗ being the map between the rings of
smooth functions induced by φ. Thus, φ applies S∗ into φ(S)∗ . From an inﬁnitesimal point of view, this means that each
inﬁnitesimal canonical transformation coming from a vector ﬁeld X in M tangent to S is tangent to S∗ .
Furthermore, since S∗ ⊆ T ∗M is a Lagrangian submanifold, its tangent space at each point αp ∈ S∗ is spanned by the
hamiltonian vector ﬁelds X f , where f belongs to the ideal I S∗ of S∗ in C∞(T ∗M) (see [14,15]). From the deﬁnitions, it
follows that π∗(I S ) ⊆ I S∗ , where π∗ stands for the map induced by π : T ∗M → M between the rings of smooth functions.
Moreover, for each f ∈ I S , g ∈ C∞(M) we have that
(π∗Xπ∗ f )g = Xπ∗ f
(
π∗g
)= {π∗ f ,π∗g}= 0.
Thus, the hamiltonian vector ﬁelds Xπ∗ f , with f ∈ I S , are tangent to S∗ and vertical for the projection π . Furthermore,
since the dimension of S∗ equals n (S∗ is a Lagrangian submanifold), by computing dimensions, these vector ﬁelds span the
vertical tangent space to S∗ .
We summarize the above discussion in
Proposition 2.6. Let S ⊆ M be a submanifold, I S its ideal in C∞(M), and S∗ ⊆ T ∗M its manifold of contact elements. Then,
(1) S∗ is a homogeneous Lagrangian submanifold.
(2) The inﬁnitesimal canonical transformations coming from vector ﬁelds in M tangent to S are tangent to S∗ .
(3) The vertical tangent space to S∗ for the projection T ∗M → M is spanned by the hamiltonian vector ﬁelds associated with functions
f ∈ I S .
Consequently, we have
T S∗  T S ⊕ 〈X f , f ∈ I S〉.
Computation in local coordinates. Let us take local coordinates x1, . . . , xm , y1, . . . , yn−m in M; as usual, these and the
‘conjugated’ ones p1, . . . , pm , q1, . . . ,qn−m in T ∗M .
Let S ⊆ M be an m-dimensional submanifold. Let us assume that S is parametrized by x1, . . . , xm by means of the
equations
y j − f j(x1, . . . , xm) = 0 (1 j  n −m). (2)
A straightforward computation shows that the local equations of S∗ as a submanifold of T ∗M are⎧⎪⎪⎨⎪⎪⎩
pi +
n−m∑
j=1
q j
∂ f j
∂xi
= 0 (1 i m),
y j − f j(x1, . . . , xm) = 0 (1 j  n −m).
(3)
Set V = −∑n−mj=1 f jq j ; Eqs. (3) are written as⎧⎪⎪⎨⎪⎪⎩
pi = ∂V
∂xi
(1 i m),
y j = − ∂V
∂q j
(1 j  n −m).
(4)
A trivial veriﬁcation proves that the functions pi − ∂V∂xi , y j + ∂V∂q j (1 i m, 1 j  n−m) are in involution with respect
to the usual Poisson structure in T ∗M . The functions y j + ∂V∂q j = y j − f j (1 j  n−m) span the ideal of S as a submanifold
of M , and their associated hamiltonian vector ﬁelds Xm+ j = Xy j− f j (1  j  n −m) span the vertical tangent space to S∗
(see above). Additionally, the hamiltonian vector ﬁeld Xi (1 i m) associated with the function pi − ∂V∂xi is the inﬁnitesimal
canonical transformation coming from the vector ﬁeld in M , ∂ +∑mj=1 ∂ f j ∂ , which is tangent to S .∂xi ∂xi ∂ y j
30 S. Jiménez / J. Math. Anal. Appl. 378 (2011) 23–41By making the computations, we obtain
Xi = ∂
∂xi
+
n−m∑
j=1
∂ f j
∂xi
∂
∂ y j
−
m∑
k=1
(
n−m∑
j=1
q j
∂2 f j
∂ yk∂xi
)
∂
∂pk
(1 i m),
Xm+ j = ∂
∂q j
−
m∑
i=1
∂ f j
∂xi
∂
∂pi
(1 j  n −m).
By taking into account (4), S∗ may be parametrized by xi,q j (1  i  m, 1  j  n − m); in this local chart Xi = ∂∂xi ,
Xm+ j = ∂∂q j .
3. Symmetries of ﬁrst-order PDE systems with only one unknown function
In this section we will prove that involutive homogeneous ﬁrst-order systems do not admit internal symmetries modulo
characteristic vector ﬁelds.
First we will recall some basic notions and known facts about symmetries of general PDE systems.
Deﬁnition 3.1. Let R ⊆ J kmM be a PDE system.
(1) A diffeomorphism φ : R → R is a (ﬁnite) internal symmetry of R if φ is a contact (or Lie) transformation, that is, φ
preserves the contact system in J kmM restricted to R, Ω|R . φ is said to be a (ﬁnite) external symmetry if it is the
restriction to R of a contact transformation of the ambient J kmM . If φ is the prolongation of a diffeomorphism of M ,
φ is said to be a point symmetry.
(2) A vector ﬁeld X tangent to R is an (inﬁnitesimal) internal symmetry if its ﬂow preserves Ω|R . If X is the restriction to
R of a tangent vector ﬁeld which is a Lie ﬁeld, we will say that X is an (inﬁnitesimal) external symmetry. And, if X is
the prolongation of a vector ﬁeld in M , X is said to be an (inﬁnitesimal) point symmetry.
By restriction each external symmetry of R gives an internal one, and in many cases these are the unique internal
symmetries (see [6], [7, pp. 116–121]).
For PDE systems F ⊆ T ∗M , the different notions of symmetries can be reformulated in terms of dθ . For each object:
vector ﬁeld tangent to F , form or function in T ∗M , we shall denote its restriction to F with an overline.
Deﬁnition 3.2.
(1) A diffeomorphism φ : F → F is a (ﬁnite) internal symmetry of F if φ∗(dθ) = dθ . If φ is the restriction of a canonical
transformation of T ∗M we will say that φ is a (ﬁnite) external symmetry.
(2) Inﬁnitesimally, a vector ﬁeld X in T ∗M tangent to F is an (inﬁnitesimal) internal symmetry of F if LX (dθ) = 0. Each
canonical inﬁnitesimal transformation in T ∗M tangent to F gives, by restriction, an internal symmetry of F .
Later on we shall be interested in homogeneous symmetries of homogeneous systems. In other words, symmetries not
only for dθ but for θ . Henceforth we shall restrict ourselves to this case and when we refer to symmetries of a system in
T ∗M we mean homogeneous symmetries.
Let F ⊆ T ∗M be a homogeneous PDE system with codimension = 1. Let F = 0 be its local equation (F may be assummed
to be homogeneous of degree 0) and let us consider the hamiltonian vector ﬁeld XF . Since F is homogeneous, θ(XF ) =
−DF = 0. Then,
LXF θ = i XF dθ + diXF θ = dF + d
(
θ(XF )
)= dF − d(DF ) = dF , (5)
so that LXF θ = 0, which proves that XF it is a genuine internal symmetry of F = 0. In fact, XF spans the characteristic
system of F . If we add to XF an external symmetry we obtain a new internal symmetry. In [7, pp. 119–121] it is proved
that this is the unique possibility: there are no any other internal symmetries. Below we shall prove that it still holds for
codimension > 1.
Theorem 3.3. Let F ⊆ T ∗M be a homogeneous involutive system and let X be a vector ﬁeld tangent to F such that X = X |F is an
internal symmetry of F . Then, X is (locally) equivalent, modulo characteristic vector ﬁelds, to an external symmetry.
Proof. Let F1, . . . , Fr be homogeneous functions of degree 0 that locally span the ideal IF of F in C∞(T ∗M). Let us
consider, together with F1, . . . , Fr , 2n− r functions, G1, . . . ,G2n−r , which form a system of local coordinates with them. We
may assume that G2, . . . ,G2n−r are homogeneous of degree 0 and D(G1) = 1.
Note that since F is involutive, the hamiltonian vector ﬁelds X f with f ∈ IF are tangent to F (see [14,15]).
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the same, LXθ ∈ C∞(T ∗M)dIF + IF ·∧1 T ∗M . Therefore, there exist functions λ1, . . . , λr ∈ C∞(T ∗M) and μ1, . . . ,μ2n−r ∈ IF
such that
LXθ =
r∑
i=1
λidFi +
2n−r∑
j=1
μ jdG j.
We shall prove that there exists an external symmetry Y of F such that Y − X ∈ char(F).
A vector ﬁeld Z in T ∗M tangent to F is a characteristic vector ﬁeld of F if i Zdθ |F = 0. It easy to prove that
Z =
r∑
i=1
ai XFi +
2n−r∑
j=1
b j XG j
with ai ∈ C∞(T ∗M) (1 i  r), b j ∈ IF (1 j  2n − r).
Let us take Y = X − Z . We shall prove that ai (1 i  r), b j ∈ IF (1 j  2n− r) can be chosen in such a way that Y is
an external symmetry of F ; that is to say, LY θ = 0.
For any arbitrary functions f , g ∈ C∞(T ∗M):
LX f θ = d(i X f θ) + i X f dθ = −dD f + df ,
LgX f θ = d(−gD f ) + gdf .
If f is homogeneous of degree 0, then LgX f θ = gdf , and Lb1XG1 θ = −db1 + b1dG1, because D(G1) = 1. Thus,
LY θ = LXθ −
r∑
i=1
Lai XFi θ −
2n−r∑
j=1
Lb j XG j θ
=
r∑
i=1
λidFi +
2n−r∑
j=1
μ jdG j −
r∑
i=1
aidFi − (−db1 + b1dG1) −
2n−r∑
j=2
b jdG j.
Since db1 =∑ri=1 ∂b1∂ Fi dFi +∑2n−rj=1 ∂b1∂G j dG j , we have
LY θ =
r∑
i=1
(
λi − ai + ∂b1
∂ Fi
)
dFi +
2n−r∑
j=2
(
μ j − b j + ∂b1
∂G j
)
dG j +
(
μ1 − b1 + ∂b1
∂G1
)
dG1.
By requiring that LY θ = 0, we obtain
ai = λi + ∂b1
∂ Fi
(1 i  r),
b j = μ j + ∂b1
∂G j
(1 j  2n − r),
b1 = μ1 + ∂b1
∂G1
. (6)
It is easy to check that the last equation has as solution
b1 = −eG1
∫
μ1e
−G1 dG1. (7)
Since μ1 ∈ IF by hypothesis, μ1 =∑rk=1 αk Fk , with αk ∈ C∞(T ∗M). This proves that b1 ∈ IF and ∂b1∂G j ∈ IF . From the latter
and the second equation in (6) it may be deduced that b j ∈ IF (2 j  2n − r). This concludes the proof. 
Remark 3.4. Therefore, in order to obtain all the internal symmetries of a homogeneous system F ⊆ T ∗M it suﬃces to
compute the set of its external symmetries and then add the characteristic vector ﬁelds.
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In this section we summarize without proofs some relevant material in [10] which will be useful later on. Let M be a
smooth manifold with dimM = n. Since every jet in M is an ideal of C∞(M), the relationship of inclusion between ideals
gives canonical correspondences between jet spaces.
Deﬁnition 4.1. Given the integers 0m r  n, the Lie correspondence
∧
m,r(M) is deﬁned as follows∧
m,r
(M) = {(p1m,p1r ) ∈ J1mM ×M J1r M: p1m ⊇ p1r },
where the inclusion is as ideals of C∞(M).
A geometric interpretation of these correspondences results from thinking of each ﬁrst-order jet as a linear subspace:
the inclusion p1m ⊇ p1r between ideals is converted into the reversed inclusion Lp1m ⊆ Lp1r between the corresponding linear
subspaces of T pM (see (4) of Examples 1.4).
In [10] it is proved that the intrinsic equation of
∧
m,r(M) ⊆ J1mM ×M J1r M is the inclusion of the contact systems
Ω( J1r M) ⊆ Ω( J1mM) (lifted to J1mM×M J1r M). Recall that, as we have seen before, for the ﬁrst-order the value of the contact
system in a jet and the jet itself are the same thing. Accordingly, the inclusion between jets gives inclusions between contact
systems and conversely.
For every ﬁrst-order PDE system R ⊆ J1mM , the restriction of the correspondence
∧
m,r(M) to R will be denoted by Rm,r .
We have the commutative diagram
Rm,r
p1 p2
R Rr ⊆ J1r M
M
where p1, p2 are the projections of J1mM ×M J1r M over the ﬁrst and second factors respectively and Rr = p2(Rm,r); Rr is
a SPDE with r independent variables and n − r unknown functions. This new system can be regarded as a prolongation with
respect to the dimension of R to J1r M . Note that because of the inclusion between contact systems, each solution of R is also
a generalized solution of Rr .
Let us consider the successive prolongations of R ⊆ J1mM to higher dimensions. We obtain a collection of systems
Rn−1, . . . , Rm+1, Rm(= R) in such a way that every solution of Rr is also a (non-classical) solution of Rr+1 (m r  n−1).
The system Rn−1 is the ‘last prolongation of R’ that we can make with respect to the dimension, because J1nM  M . Thus,
with respect to the dimension J1n−1M somehow plays the same role as J∞m M with respect to the order. Note that unlike
what happens with the order we do not have canonical projections between jet spaces of different dimensions, and neither,
in general, do we have a tower of projections Rn−1 → ·· · → Rm+1 → Rm(= R).
When r = n − 1, we obtain a system with a single unknown. Since J1n−1M is the projectivized manifold PT ∗M we can
replace the second factor in
∧
m,n−1(M) by T ∗M , which we shall do in the sequel. Thus, we shall denote by
∧
m,∗(M) the
subset of J1mM ×M T ∗M deﬁned by∧
m,∗(M)
def={(p1m,αp) ∈ J1mM ×M T ∗M: αp = dp f , f ∈ p1m}.
In [10] we proved that the intrinsic equation of
∧
m,∗(M) is
θ ∈ Ω( J1mM), (8)
where θ is the Liouville 1-form in T ∗M . This allows us to compute the local equations of
∧
m,∗(M). Namely, let us take
local charts (xi, y j) (1 i m,1 j  n −m) in M; (xi, y j, y j,i) (1 i m,1 j  n −m) in J1mM; and (xi, y j) and their
conjugated ones (pi,q j) (1 i m,1 j  n −m) in T ∗M . The local equations of ∧m,∗(M) are
pi +
n−m∑
j=1
q j y j,i = 0 (1 i m). (9)
For a given system R ⊆ J1mM , the restriction of the correspondence
∧
m,∗ to R will be denoted Rm,∗ and the projection
of Rm,∗ onto T ∗M will be denoted by R∗ . R∗ will be called the prolongation of R to T ∗M . We have the following diagram
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The system R∗ is homogeneous by construction. In [10] we established a relationship between the solutions of R and
R∗: we proved that each (classical) solution of R is also a (non-classical) solution of R∗ . More importantly, we proved that
local foliations of the underlying manifold M by intermediate integrals of R give solutions of R∗ . The advantage is that the
properties of systems with only one unknown function are well known and we have at our disposal all the machinery of
sympletic geometry.
The local equations of R∗ are obtained by eliminating the derivatives y j,i from the equations of R and (9). When it
is possible to ‘solve the parametric derivatives’ in R from the equations of the correspondence (in others words, when
Rm∗  R∗), we shall say that R is a Lie system. In this case, we have a map λ : R∗ → R. Note that the condition for a
system to be a Lie system occurs often in practise. In fact, roughly speaking it is a condition over the dimension g of the
symbol of R: g m = number of independent variables [10].
Next we give an easy (non-trivial) illustrative example that shows how the above theory can be applied (for more
examples see [10]).
Example 4.2. Let us consider R4 with coordinates x, y,u, v and J12R
4 with coordinates x, y,u, v and the derivatives
ux,uy, vx, v y . Let R ⊆ J12R4 be the PDE system given by
ux = v y, uy = v y, vx = v y, (10)
T ∗R4 is coordinated by x, y,u, v and their conjugated ones p1, p2,q1,q2.
The equations of the correspondence
∧
2,∗(R4) ⊆ J12R4 ×R4 T ∗R4 are
p1 + q1ux + q2vx = 0,
p2 + q1uy + q2v y = 0, (11)
and those of R∗ are obtained by eliminating ux,uy, vx, v y from (10) and (11). That is, R∗ is the single equation p1− p2 = 0.
In this case, R is a Lie system wherever q1 + q2 = 0. The local equation of the projection λ : R∗ → R is
λ : (x, y,u, v, p1, p2,q1,q2) →
(
x, y,u, v,ux = − p1
q1 + q2 , uy = ux, vx = ux, v y = ux
)
.
The classical solutions of R∗ are easily computed: they are the ﬁrst integrals of the hamiltonian vector ﬁeld Xp1−p2 =
− ∂
∂x + ∂∂ y , i.e., they are V (x+ y,u, v), V being an arbitrary function.
Next we search for the solutions of R. The classical solutions of R are among those of R∗ whose projection over R4
has dimension 2. They are obtained by establishing 2 relations among u, v and x+ y: u = f1(x + y), v = f2(x + y), f1, f2
being arbitrary functions. In order to obtain also a solution of R we must impose the additional condition f ′1 = f ′2. Hence
the solutions of R are
u = f (x+ y), v = f (x+ y) + c,
with c an arbitrary constant and f an arbitrary function of one variable.
Note that, in addition, the Lie correspondences can be considered in higher-order: due to the canonical immersion
J kmM ⊆ J1m Jk−1m M , each system R ⊆ J kmM can be considered as a ﬁrst-order one. The base-manifold for the Lie correspon-
dence is J k−1m M and R∗ is a subset of T ∗ J k−1m M .
5. Prolongation of maps and vector ﬁelds to the Lie correspondence
∧
m,∗(M)
It is well known that each diffeomorphism φ : M → M is prolonged to jet spaces J kmM giving a contact transformation.
When jets are thought of as ideals of C∞(M), this contact transformation can be deﬁned in an intrinsic way as follows (see
[16]):
φkm : JkmM → JkmM,
pkm → φkm
(
pkm
)= φ∗−1(pkm),
where φ∗ stands for the isomorphism of C∞(M) induced by φ.
Likewise, φ can be prolonged in a natural way to the Lie correspondences
∧
m,∗(M) as follows. It is evident that φ can
be prolonged to an isomorphism (φ is the prolongation of φ to T ∗M).
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(
φ1m, φ
) : J1mM ×M T ∗M → J1mM ×M T ∗M,(
p1m,dp f
) → (φ∗−1(p1m),dφ(p)φ∗−1 f )
between the ﬁbred products. A pair (p1m,dp f ) ∈
∧
m,∗(M) iff f ∈ p1m , so that it follows immediately that φm,∗ preserves∧
m,∗(M). Thus, we can give the following
Deﬁnition 5.1. Let φ : M → M be a diffeomorphism. The induced isomorphism φm,∗ = (φ1m, φ) :
∧
m,∗(M) →
∧
m,∗(M) be-
tween the Lie correspondences will be called the prolongation of φ to
∧
m,∗(M).
In
∧
m,∗(M) we have two geometrical structures, namely, the (lifting of the) contact system Ω( J1mM) and the (lifting of
the) Liouville 1-form θ . A transformation of
∧
m,∗(M) preserving both of them will be called a Lie transformation.
Proposition 5.2. Let φ : M → M be a diffeomorphism. Its prolongation to∧m,∗(M) is a Lie transformation.
Proof. It is follows from the commutativity of the following diagram∧
m,∗(M)
φm,∗
π
∧
m,∗(M)
π
T ∗M
φ
π
T ∗M
π
M
φ
M.
(12)

Let us consider a uniparametric group {τt} of transformations of M . Let X be its inﬁnitesimal generator. The prolongation
of {τt} gives a uniparametric group of transformations of ∧m,∗(M). This condition means that its inﬁnitesimal generator,
Xm,∗ , is a vector ﬁeld tangent to
∧
m,∗(M). Moreover, from the above proposition it follows that LXm,∗θ = 0 and LXm,∗Ω ⊆ Ω ,
θ being the Liouville 1-form in T ∗M and Ω the contact system in J1mM (both of them lifted to J1mM ×M T ∗M).
Note that Xm,∗ can be deﬁned from the conditions LXm,∗θ = 0 and LXm,∗Ω ⊆ Ω , although X does not generate a uni-
parametric group of automorphisms of M . We shall call to Xm,∗ the prolongation of X to the Lie correspondence
∧
m,∗(M) ⊆
J1mM ×M T ∗M .
Note that
∧
m,∗(M) is essentially the contact system of J1mM: a pair (p1m,dp f ) ∈
∧
m,∗(M) iff f ∈ p1m or, which is the
same, π1
∗
(dp f ) ∈ Ω( J1mM)p1m . Accordingly, in order to prolong a diffeomorphism (or a vector ﬁeld) from J1mM to
∧
m,∗(M)
we only require the contact system to be preserved. The condition that the diffeomorphism (or the vector ﬁeld) comes from
a point transformation is irrelevant.
Proposition 5.3.
(1) Let φ : J1mM → J1mM be a contact transformation. Then, φ can be prolonged to a Lie transformation φm,∗ :
∧
m,∗(M) →
∧
m,∗(M).
(2) Let X be a Cartan vector ﬁeld in J1mM. Then, X can be prolonged to a ﬁeld Xm,∗ tangent to
∧
m,∗ .
Proof. For each (p1m,dp f ) ∈
∧
m,∗(M), (π1
∗
dp f )p1m ∈ Ω( J1mM)p1m . Since φ is a contact transformation, φ∗−1(π1
∗
dp f ) is a
contact 1-form in φ(p1m). Let p˜ be the source point of φ(p
1
m); there exists f˜ ∈ φ(p1m) such that
φ∗−1
(
π1
∗
dp f
)= π1∗dp˜ f˜ .
Thus, we have a map
φm,∗ =:
∧
m,∗
(M) →
∧
m,∗
(M),
(
p1m,dp f
) → (φ(p1m),dp˜ f˜ ). 
Remark 5.4. Note that in light of Backlund’s Theorem the only contact transformations of J1mM are those that come from
point transformations (unless m = n − 1), such that the above proposition does not add anything to Proposition 5.2 unless
m = n− 1. The interest lies in the fact that the result is still true when we consider contact transformations of PDE systems
(i.e., symmetries of PDE systems).
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Let R ⊆ J1mM be a PDE system such that R → M is surjective and let φ : R → R be a ﬁnite symmetry of R; that is, a
diffeomorphism of R that preserves the contact system restricted to R, Ω|R . In the same way that a contact transformation
J1mM has been prolonged to a Lie transformation of
∧
m,∗(M) (see Proposition 5.3), φ can be prolonged to a transformation
φm,∗ : Rm,∗ → Rm,∗
which preserves the contact system Ω and the Liouville 1-form θ (we understand that Ω and θ are the restrictions to
Rm,∗ of the liftings to
∧
m,∗(M) of the contact system in J kmM and the Liouville 1-form in T ∗M). Moreover φm,∗ makes the
diagram
Rm,∗ φm,∗ Rm,∗
R φ R
commutative.
The issue is whether φm,∗ induces a symmetry of R∗; that is, a map φ : R∗ → R∗ preserving θ . φm,∗ induces such
a map if it remains invariant over the ﬁbres of the projection Rm,∗ → R∗ . This happens, of course, if φ comes from a
point transformation, but also if R is a Lie system (Rm,∗  R∗). Note that in both cases φ is a homogeneous canonical
transformation of R∗ , in the ﬁrst case because it comes from a point transformation, and in the second one because φm,∗
is a homogeneous canonical transformation. Thus, we have:
Theorem 6.1. Let R ⊆ J1mM be a PDE system and φ : R → R a ﬁnite (internal or not) symmetry. Then,
(1) φ can be prolonged to a Lie transformation
φm,∗ : Rm,∗ → Rm,∗.
(2) If φ comes from a point transformation, the same is true for φm,∗ . Its projection, φ , to R∗ gives a point symmetry of R∗ .
(3) If R is a Lie system, there exists a symmetry of R∗ , φ : R∗ → R∗ , which makes the diagram
R∗ φ R∗
R φ R.
commutative. Moreover, φ preserves the contact system Ω|R lifted to R∗ . And this condition is also suﬃcient for a symmetry of
R∗ to give a symmetry of R.
The inﬁnitesimal counterpart of the above statement is
Theorem 6.2. Let R ⊆ J1mM be a PDE system and let X be a inﬁnitesimal symmetry of R. Thus,
(1) X can be prolonged to a ﬁeld Xm,∗ tangent to Rm,∗ that is a symmetry of Ω|R and θ (both of them lifted to Rm,∗).
(2) If X is a point inﬁnitesimal symmetry of R, X is also a point symmetry of R∗ ⊆ T ∗M.
(3) If R is a Lie system, there exists a symmetry X∗ of R∗ that projects over X by λ : R∗ → R. In this sense, we will say that every
symmetry of R comes from a higher-dimensional one. Moreover X∗ also preserves the contact system λ∗(Ω|R).
Remarks 6.3.
(1) The condition for a system to be a Lie system often occurs in practice. Consequently, in a general situation the sym-
metries of R (even ﬁnite ones), internal or not, come from symmetries of R∗ . The advantage is that, modulo trivial
symmetries, R∗ ⊆ T ∗M have no genuine (inﬁnitesimal) internal symmetries (see Theorem 3.3). Therefore, the internal
symmetries of R are often recovered as higher-dimensional external symmetries.
(2) Note that external inﬁnitesimal symmetries of R∗ are, in general, easier to compute that external symmetries of R.
These are the vector ﬁelds X∗ tangent to R∗ of the form X = X f , with f a homogeneous function of degree 1. Thus,
for involutive systems R∗ the ﬁrst integrals of the vector ﬁeld system char(R∗) give external symmetries of R∗ . Con-
sequently, we can ﬁnd a family of symmetries of R∗ simply by solving ordinary differential equations.
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preserved a genuine internal symmetry, X , of R can come from an internal or external X∗ of R∗ . The examples below
show that both possibilities can occur.
The following easy examples illustrate the above results. The second one is taken from [6].
Example 6.4. Let us again consider Example 4.2 with the notation there. Let R ⊆ J12R4 be the PDE system given by
ux = v y, uy = v y, vx = v y (13)
and let us take x, y,u, v, v y as coordinates in R. It is easy to prove that the vector ﬁeld
X = v y ∂
∂x
+ v y ∂
∂ y
+ v2y
∂
∂u
+ v2y
∂
∂v
is a genuine internal symmetry of R.
Recall that R∗ is the single equation p1 − p2 = 0. The set of external symmetries of R∗ is easy to compute: there are
the vector ﬁelds X tangent to R∗ of the form X = X f , with f a homogeneous function of degree 1. It is easy to check that
the hamiltonian vector ﬁeld
X∗ = X− p1 p2q1+q2
is an external symmetry of R∗ that projects over X . In this case X is recovered as an external symmetry of R∗ .
Example 6.5. Let us consider J22R
3 coordinated by x, y,u and the derivatives ux , uy , uxx , uyy , uxy . Let R ⊆ J22R3 be the
PDE system given by
uxx + uxy = 0, uyy + uxy = 0.
The vector ﬁeld X = f (ux + uy) ∂∂u is an internal symmetry of R that does not come from an external one.
T ∗ J12R3 is coordinated by x, y, u, ux , uy and their conjugated ones p1, p2, q1, q2, q3. The ‘prolongation of R’ to T ∗ J12R3,R∗ , is the single equation
p1 + p2 + (ux + uy)q1 = 0
whose characteristic system is spanned by the hamiltonian vector ﬁeld
D∗ = ∂
∂x
+ ∂
∂ y
+ (ux + uy) ∂
∂u
− q1 ∂
∂q2
− q1 ∂
∂q3
.
D∗ projects over R onto the vector ﬁeld D = ∂
∂x + ∂∂ y + (ux + uy) ∂∂u which spans its characteristic system.
It is easy to prove that the vector ﬁeld Y = f ′ ∂
∂x + f ′ ∂∂ y + (ux f ′ + uy f ′ − f ) ∂∂u is a contact vector ﬁeld in J12R3 that is
a symmetry of R∗ . Let us denote by Y its prolongation to T ∗ J12R3. Moreover, the vector ﬁeld X comes from another X∗
tangent to R∗ . In the above coordinates X∗ has the same local expression as X . One can easily check that
X∗ = f ′D∗ − Y (14)
when it is restricted to R∗ . Therefore, X∗ is equivalent modulo the trivial symmetry f ′D∗ to the point symmetry Y of
R∗ . Note that (14) can be projected to R giving X = f ′D − prol Y , prol Y being the prolongation of Y to J22R3. Thus, X is
equivalent to the external point symmetry Y modulo the characteristic vector ﬁeld f ′D .
Let R ⊆ J1mM be a Lie system and λ : R∗ → R. We want to compute internal symmetries of R by means of that of R∗ .
The symmetries of R∗ giving symmetries of R also fulﬁl an additional condition: they preserve the contact system in R,
Ω|R , lifted to R∗ . Note that this condition is also suﬃcient for a symmetry X∗ of R∗ to be a symmetry of R (assuming that
X∗ is projectable by λ). Theorem 6.6 shows that it is suﬃcient that X∗ be projectable: the condition of being a symmetry
of Ω|R is deduced from its projectability. Compare this with [6] where the authors obtain internal symmetries from ﬁrst-
order symmetries that fulﬁll an additional contact condition. Note that our proof is very simple in the framework of Lie
correspondences and a partial result is also true in the ﬁnite case.
Theorem 6.6. Let R ⊆ J1mM be a Lie system. If X∗ is a symmetry of R∗ ⊆ T ∗M projectable onto X by λ : R∗ → R, X is a symmetry
of R.
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y j,k − F j,k(xi, y j, yh,l) = 0
(
( j,k) ∈ I).
The couples ( j,k) correspond to the derivatives that we can solve from the equations of R and they run through a set on
indexes I of length s. J will denote the set of pairs (h, l) that correspond to the parametric derivatives.
Therefore the functions x1, . . . , xm , y1, . . . , yn−m together with the parametric derivatives yh,l ((h, l) ∈ J ) work as local
coordinates in R. The local equations of Rm,∗ are⎧⎪⎪⎨⎪⎪⎩
pi +
n−m∑
j=1
q j y j,i = 0 (1 i m),
y j,k − F j,k = 0
(
( j,k) ∈ I).
(15)
To simplify the calculations below, it will be convenient to take as local coordinates in R∗( Rm,∗) the functions xi , y j ,
yh,l , q j (1 i m, 1 j  n −m, (h, l) ∈ J ), solving pi (1 j  n −m) from (15). In these local coordinates the equations
of λ are
λ : R∗ → R,
(xi, y j, yh,l,q j) → (xi, y j, yh,l) (16)
and the Liouville 1-form θ specialized to R∗ is written θ =∑n−mj=1 q jω j , where ω j (1  j  n −m) are the contact forms
ω j = dy j − y j,i dxi restricted to R∗ .
Let us now take a vector ﬁeld X∗ projectable onto X by λ. Then, locally we have
X∗ =
n−m∑
j=1
X∗(q j)
∂
∂q j
+ X .
If X∗ is a symmetry of R∗ ,
LX∗θ =
n−m∑
j=1
X∗(q j)ω j +
n−m∑
j=1
q j LXω j = 0. (17)
Note that LXω j (1 j  n −m) do not depend on qk and neither on dqk (1 k n −m). Therefore,
LXω j =
n−m∑
k=1
a jkωk +
m∑
i=1
b ji dxi +
∑
(h,l)∈ J
c jh,ldyh,l
where a jk , b
j
i , c
j
h,l ∈ C∞(R) (1  i m, 1  j,k  n −m, (h, l) ∈ J ). Since ω j , dxi , dyh,l are linearly independent in R∗ , by
equaling their components in (17) to zero we have
X∗(q j) +
n−m∑
k=1
q ja
j
k = 0, (18)
n−m∑
j=1
q jb
j
i = 0, (19)
n−m∑
j=1
q jc
j
h,l = 0. (20)
Eqs. (19), (20) must be fulﬁlled for every value of q j . Since b
j
i , c
j
h,l do not depend on q j , we obtain b
j
i = 0, c jh,l = 0, which
proves that X is a symmetry of R. 
Remark 6.7. Summarizing, we can compute the inﬁnitesimal symmetries (internal or not) of a given Lie system R ⊆ J1mM
via the inﬁnitesimal symmetries of R∗ as follows: First, we compute the external symmetries of R∗ , and then we add
the ﬁelds in the characteristic system of R∗ (we are assuming that R∗ is involutive). In this way, we obtain the set of all
symmetries of R∗ . Finally, we choose among them those that are projectable by R∗ → R. These give the set of symmetries
of R. Note again that a family of external symmetries of R∗ , and consequently of R, is obtained from the ﬁrst integrals of
the vector ﬁeld system char(R∗), which only demands the integration of ordinary differential equations.
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One of the problems that arises upon dealing with internal symmetries is how to use them in relation to the integra-
tion of PDE systems and the determination of explicit solutions. This is not the case when one is dealing with external
symmetries: Let R ⊆ J kmM be a PDE system and L an algebra of external symmetries admitted by R. The system of the
L-invariant solutions of R is easier to integrate than the original system, since its integration is reduced to that of a sys-
tem in fewer independent variables. This procedure of reduction was ﬁrst addressed by Lie in [13] and was continued by
Ovassianikov, Bluman, Coles, Ames, Olver and other authors. Nowadays it is considered to be one of the most powerful and
general methods to compute exact solutions of PDE systems.
However, in the case of Cauchy characteristic vector ﬁelds (trivial internal inﬁnitesimal symmetries) it is well known
that their existence allows the reduction of the system of PDE’s to a fewer number of variables (theorem of Cartan on the
reduction of the number of variables of a Pfaff system). Also, another approach, based on differential exterior systems, is
used in [5] (see also [11]) to obtain non-invariant solutions of PDE systems by using a group of given internal symmetries.
However, as far as we know, in general it is not clear how to obtain invariant solutions of a PDE system by a given group
of internal symmetries. Based on the above results and considerations, we propose a method, algorithmic in great part, that
may be a ﬁrst step in this direction. The key is the analysis of the corresponding invariant solutions of the prolonged system
to the contangent bundle.
First we shall address involutive homogeneous systems F ⊆ T ∗M . Let X be a vector ﬁeld in T ∗M that is a symmetry
of F . We search for the X-invariant solutions of F . Recall (Theorem 3.3) that X is equivalent to an external symmetry X f
modulo characteristic vector ﬁelds. Since all the solutions of F are tangent to these ﬁelds, we do not need to impose this
condition of tangency. Thus, to obtain the solutions of F invariant by X it is enough to consider ‘its external component’
X f . A Lagrangian submanifold S ⊆ T ∗M is tangent to X f precisely if f ∈ I S (I S ⊆ C∞(T ∗M) is the ideal of S). Hence, the
system of X f -invariant solutions of F is obtained by adding to the equations of F , the equation f = 0. Moreover, note that
the condition of X f being a symmetry of F means that this new system is still involutive. Its integration is reduced to that
of its characteristic vector ﬁeld system, which is a Frobenius-type system.
In the above notations, let R ⊆ J1mM be a Lie system and let R∗ ⊆ T ∗M be its ‘prolongation’ to T ∗M . Let X be an
inﬁnitesimal symmetry (possibly internal) of R and let X∗ be the corresponding symmetry of R∗ . From the deﬁnitions it
follows
Proposition 7.1. Let R ⊆ J1mM be a Lie system. If S ⊆ J1mM is an X-invariant solution of R, S∗ ⊆ T ∗M is an X∗-invariant solution
of R∗ . Thus, the manifolds of contact elements of X-invariant solutions of R are among the X∗-invariant solutions of R∗ .
Taking into account the above considerations and the results of preceding sections, we have an effective method for
computing the solutions of a Lie system R invariant by a given internal symmetry X . Below we detail this step by step.
Method for computing X-invariant solutions of R via X∗-invariant solutions of R∗ . Let R be a Lie system and let X be a
given (possibly internal) symmetry of R. We assume that R∗ is involutive.
(1) X comes from a symmetry X∗ of R∗ . Since R∗ is involutive, X∗ is modulo characteristic vector ﬁelds an external
symmetry. That is
X∗ = X f + Y
X f being an external symmetry and Y a characteristic vector ﬁeld of R∗ . In practice, we need to obtain the external
component X f of X∗ .
(2) The X∗-invariant solutions of R∗ are the X f -invariant solutions. To obtain these latter, it suﬃces to integrate the system
R∗ ∩ { f = 0}. Recall that this system is still involutive, and hence its integration is reduced to that of its characteristic
vector ﬁeld system, which is a Frobenius type system.
(3) We now search for the X∗-invariant solutions of R∗ that project over M to a submanifold S , with dim S =m. In practice,
this is tantamount to establishing some relations among the ﬁrst integrals of the above Frobenius system R∗ ∩ { f = 0}.
In this way, we obtain the X∗-invariant solutions of R∗ that project over M to a submanifold S with dim S =m.
(4) If S ⊆ M is an X-invariant solution of R, ( J1mS)∗ is an X∗-invariant solution of R∗ whose projection over M has
dimension m. Hence, we ﬁnally choose from among the submanifolds obtained in the above step those such that their
projections S ⊆ M are also solutions of R.
Remark 7.2. Note that the exposed method to obtain symmetries and for computing invariant solutions, although is espe-
cially useful for the case of internal symmetries, also works as an alternative to the one usual for external symmetries.
Following the above scheme, we next compute the invariant solutions for some examples.
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ux = v y, uy = v y, vx = v y (21)
and X = v y ∂∂x + v y ∂∂ y + v2y ∂∂u + v2y ∂∂v is an internal symmetry. Recall that R∗ is the single equation p1 − p2 = 0.
(1) X comes from the external symmetry X∗ = X− p1 p2q1+q2 of R
∗ . Here we do not need to obtain its external component. X∗
is already external.
(2) The system of X∗-invariant solutions of R∗ is obtained by adding to p1 − p2 = 0, the equation − p1p2q1+q2 = 0. Or equiv-
alently, the system p1 = 0, p2 = 0. The corresponding vector ﬁeld system is Xp1 = − ∂∂x , Xp2 = − ∂∂ y with ﬁrst integrals
u, v , q1, q2.
(3) Now, we look for solutions of p1 = 0, p2 = 0 whose projection S over R4 is a two-dimensional submanifold. Since
the dimension of the ambient is equal to 4, these latter are obtained by establishing 2 relations between the two
independent ﬁrst integrals u, v . The only possibility is u = c1, v = c2, c1, c2 being arbitrary constants.
(4) Of course, the last step is not necessary in this case: u = c1, v = c2 is a solution of R.
Thus, the X-invariant solutions of (21) are u = c1, v = c2 with c1, c2 arbitrary constants.
Example 7.4. Let R ⊆ J22R3 be the PDE system
uxx + uxy = 0, uyy + uxy = 0,
and the internal symmetry X = f (ux + uy) ∂∂u considered in Example 6.5.
R∗ ⊆ T ∗ J12R3 is the single equation
p1 + p2 + (ux + uy)q1 = 0,
whose characteristic system is spanned by the hamiltonian vector ﬁeld
D∗ = Xp1+p2+(ux+uy)q1 =
∂
∂x
+ ∂
∂ y
+ (ux + uy) ∂
∂u
− q1 ∂
∂q2
− q1 ∂
∂q3
.
(1) Let X∗ be the symmetry of R∗ corresponding to X . As we showed above, X∗ = f ′D∗ − Y , Y being the lifting of the
contact vector ﬁeld Y = f ′ ∂
∂x + f ′ ∂∂ y + (ux f ′ + uy f ′ − f ) ∂∂u in J12R3 to T ∗ J12R3. Therefore, X∗ is equivalent to the
external (point) symmetry Y . Note that Y = X f ′p1+ f ′p2+((ux+uy) f ′− f )q1 .
(2) The system of the solutions of R∗ invariant by X f ′p1+ f ′p2+((ux+uy) f ′− f )q1 is
q1 = 0, p1 + p2 = 0. (22)
Its characteristic system is spanned by ∂
∂z ,
∂
∂x + ∂∂ y with independent ﬁrst integrals (in J12R3) x − y, ux , uy . Thus, the
classical solutions of the system (22) are the functions V (x− y,ux,uy), V being an arbitrary function of three variables.
(3) The solutions S ⊆ R3 of R invariant by X are among the solutions of (22) that project over J12R3 with dimension 2.
Since J12R
3 has dimension 5, the latter are obtained by establishing 3 relations among the ﬁrst integrals x− y, ux , uy .
The only possibility is x− y = c1, ux = c2, uy = c3, c1, c2, c3 being arbitrary constants.
This proves that there are no X-invariant solutions of R parametrized by x, y.
Example 7.5. An example related to the Liouville equation. In the notation of the above example, let R ⊆ J22R3 be the PDE
system given by
uxy = eu, uxx = ux
2
.
The equations of the correspondence R2,∗ ⊆ J22R3 × J12R3 T
∗ J12R3 are⎧⎨⎩ p1 + uxq1 +
u2x
2
q2 + euq3 = 0,
p2 + uyq1 + euq2 + uyyq3 = 0,
R∗ ⊆ T ∗ J12R3 is the single equation
p1 + uxq1 + u
2
x q2 + euq3 = 0,
2
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p1+uxq1+ u
2
x
2 q2+euq3
:
D∗ = − ∂
∂x
− ux ∂
∂u
− u
2
x
2
∂
∂ux
− eu ∂
∂uy
+ euq3 ∂
∂q1
+ (q1 + uxq2) ∂
∂q2
.
An external symmetry of R∗ is a vector ﬁeld X∗ in T ∗( J12R3) tangent to R∗ and of the form X∗ = X f , with f a
homogeneous function of degree 1 in p1, p2, q1, q2, q3. Then the ﬁrst integrals of D∗ which are homogeneous functions of
this kind give external symmetries of R∗ . Note that p1, p2, q3, q1 − uyq3 are ﬁrst integrals of D∗ of the required type but
also any function of them that gives a homogeneous function of degree 1.
Next, we compute solutions of R via the symmetry X∗ = Xp1−p2 = − ∂∂x + ∂∂ y of R∗ . We are in the second step of the
above scheme.
(2) The system of X∗-invariant solutions of R∗ is
p1 − p2 = 0, p1 + uxq1 + u
2
x
2
q2 + euq3 = 0.
The corresponding vector ﬁeld system is⎧⎪⎪⎨⎪⎪⎩
X∗ = Xp1−p2 = −
∂
∂x
+ ∂
∂ y
,
D∗ = − ∂
∂x
− ux ∂
∂u
− u
2
x
2
∂
∂ux
− eu ∂
∂uy
+ euq3 ∂
∂q1
+ (q1 + uxq2) ∂
∂q2
with common ﬁrst integrals (in J12R
3) x+ y + 2ux , e
u
u2x
, 2e
u
ux
= uy .
(3) The X∗-invariant solutions that project over J12R3 with dimension 2 are obtained by establishing 3 relations among
these ﬁrst integrals. The only possibility is x+ y + 2ux = c1, e
u
u2x
= c2, 2euux − uy = c3, c1, c2, c3 being arbitrary constants.
(4) By projecting onto R3 (that is, by eliminating ux , uy) we obtain a surface S in R3 given by
ez = 4c2
(x+ y − c21)
,
c1, c2 being arbitrary constants. A direct computation shows that S is a solution of R iff c2 = 12 .
Therefore, the sought solutions of R are given by ez = 2
(x+y−c21)
, with c1 an arbitrary constant.
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