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Abstract
Graph analytics is a fast growing and significant field in the visualization
and data mining community, which is applied on numerous high-impact
applications such as, network security, finance, and health care, providing
users with adequate knowledge across various patterns within a given system.
Although a series of methods have been developed in the past years for
the analysis of unstructured collections of multi-dimensional points, graph
analytics has only recently been explored. Despite the significant progress
that has been achieved recently, there are still many open issues in the
area, concerning not only the performance of the graph mining algorithms,
but also producing effective graph visualizations in order to enhance human
perception.
The current thesis deals with the investigation of novel methods for graph
analytics, in order to enhance data insight. Towards this direction, the
current thesis proposes two methods so as to perform graph mining and
visualization.
Based on previous works related to graph mining, the current thesis
suggests a set of novel graph features that are particularly efficient in iden-
tifying the behavioral patterns of the nodes on the graph. The specific
features proposed, are able to capture the interaction of the neighborhoods
with other nodes on the graph. Moreover, unlike previous approaches, the
graph features introduced herein, include information from multiple node
neighborhood sizes, thus capture long-range correlations between the nodes,
and are able to depict the behavioral aspects of each node with high accu-
racy. Experimental evaluation on multiple datasets, shows that the use of
the proposed graph features for the graph mining procedure, provides better
results than the use of other state-of-the-art graph features.
Thereafter, the focus is laid on the improvement of graph visualiza-
tion methods towards enhanced human insight. In order to achieve this,
the current thesis uses non-linear deformations so as to reduce visual clut-
ter. Non-linear deformations have been previously used to magnify signifi-
cant/cluttered regions in data or images for reducing clutter and enhancing
the perception of patterns. Extending previous approaches, this work in-
troduces a hierarchical approach for non-linear deformation that aims to
reduce visual clutter by magnifying significant regions, and leading to en-
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hanced visualizations of one/two/three-dimensional datasets. In this con-
text, an energy function is utilized, which aims to determine the optimal
deformation for every local region in the data, taking the information from
multiple single-layer significance maps into consideration. The problem is
subsequently transformed into an optimization problem for the minimization
of the energy function under specific spatial constraints. Extended experi-
mental evaluation provides evidence that the proposed hierarchical approach
for the generation of the significance map surpasses current methods, and
manages to effectively identify significant regions and deliver better results.
The thesis is concluded with a discussion outlining the major achieve-
ments of the current work, as well as some possible drawbacks and other
open issues of the proposed approaches that could be addressed in future
works.
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Graph analytics has been a focal point under the research scope of infor-
mation technologies, as the need of its applications becomes more evident in
the continuous development of cutting-edge technologies including computer,
social, opinion, auction, financial and web-page networks [5].
Specifically, graph analytics is the study and analysis of data that can be
transformed into a graph representation consisting of nodes and links (edges).
Data used in a wide range of applications can be intuitively formulated into a
graph, providing a holistic view of the correlations that an entity participates
in. For example, computer networks can be represented as graphs where
the routers/computers are the nodes and the physical connections between
them are the edges. Another example is mobile networks, in which the mobile
devices are the nodes and edges represent communications between them. In
many applications, including both visualization and analytics fields, graphs
are seemingly ubiquitous.
Graph analytics is a multi-disciplinary field, consisting of diverse ar-
eas such as: information visualization, human-computer interaction, graph
drawing, and data mining. The first three areas concern the methods used
for graph visualization and interactive exploration. The fourth area is related
to graph mining, which champions knowledge discovery through algorithmic
computation.
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In the case that the task of graph analytics is known beforehand, then
graph mining is the appropriate approach to follow. Graph mining utilizes
the vast computational resources that exist today, in order to analyze large
graphs fast and efficiently. Specific tasks for which graph mining has been
used, include the detection of anomalous nodes or subgraphs, community
detection, and object recognition.
On the other hand, if the analysis task is not known beforehand, then
the use of graph visualization is more appropriate. Graph visualization in-
cludes the human cognition in the analysis loop, and enables the interactive
exploration of graph related datasets. It is used in many cases where the
human may simply examine the data to learn more about it, gain insight
about it, or make new discoveries.
Although significant progress has been achieved in the field of graph
analytics, there are still many open issues, concerning the performance of
the graph mining algorithms and delivery of effective graph visualizations,
that need to be addressed.
1.1 Motivation
This section presents the challenges and open issues of the graph analytics
field, with respect to both graph mining and graph visualization.
1.1.1 Motivation for graph mining
Graph mining utilizes algorithmic computation to identify structural features
and their interrelationships in graphs. There are a number of diverse tasks in
graph mining, such as [6] [5]: Detection of abnormal subgraphs/edges/nodes,
community detection (graph clustering/partitioning) [7] [8], social network
analysis, and image segmentation (through graph partitioning) [9]. Irre-
spectively of a specific task, the graph mining algorithms are confronted
with similar challenges.
One of the major challenges in this field is the definition of the descriptive
graph features that are able to efficiently capture the behavioral patterns of
each node or subgraph. Different features can severely affect the accuracy
of the graph mining algorithms, since each feature has a specific capacity in
capturing different patterns in the graph. In this respect, this thesis focuses
on the definition of novel node features in graph-based datasets, which are
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able to efficiently identify the behavioral patterns of each node, and thus,
result in improved accuracy of the graph mining algorithms in a variety of
applications.
The previously proposed graph features were generated either using the
entire graph as input, or using egonets1 [5]. Dynamic neighborhood sizes
have not been yet considered in the literature. This thesis proposes the
use of dynamic neighborhood sizes, in order to capture the structure of
the data from different behavioral perspectives and detect correlations and
relationships more efficiently when compared to static neighborhood sizes.
Extended experimental evaluation on multiple datasets provides evidence
that the use of dynamic neighborhood sizes can significantly increase the
accuracy of the graph mining algorithms.
It is also important for the graph mining algorithm to be fast, and able
to be applied on large graphs. This means that the graph features must be
able to be computed fast. In this respect the graph features proposed in this
thesis can be applied on large graphs, since they are efficient to compute.
1.1.2 Motivation for graph visualization
Visual clutter [10] is a particularly significant issue in the graph visualization
field, since the graphs have an inherently small visualization capacity. The
reason for this is that they are comprised of a small number of available
edge widths and node sizes, in order to visually represent the edge and
node attributes. Visual clutter can be also caused when large graphs are
visualized on small display devices, which reduce the visualization space and
its information capacity. According to Rosenholtz et al. [11] clutter is defined
as the state in which excess items, or their representation or organization,
lead to a degradation of performance at some task. As a result users can be
misled into deriving wrong conclusions, while also the decision confidence on
erroneous decisions is increased [12].
Non-lineal deformations based on content aware significance maps, have
been proposed in the literature for the reduction of visual clutter (as pre-
sented in Chapter 2). These non-lineal deformations are used in order to
magnify highly cluttered regions of the data, and enhance their perception
by the human analyst.
1The egonet of a node includes the node itself, its neighbors, and all the interactions
between these nodes
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For non-lineal deformation applications, the most efficient method pro-
posed in the literature is the utilization of a regular grid [13] [14]. While
the regular grids, which have the same resolution in all the regions of the
input data, work well, they waste computational resources due to the large
number of optimization variables. The reason for this is that the different
regions of the input data are not equally important. This suggests that the
utilization of a multi-resolution grid, that encodes significant regions with
high and non-significant regions with low resolution, could have the poten-
tial to be more efficient. While multi-resolution grids have been utilized in
the context of volume rendering [15], their application on non-linear defor-
mation has not been thoroughly investigated in the literature. Towards this
end, this thesis utilizes a multi-resolution grid for non-linear deformation, in
order to research their effect in the grid deformation procedure and evaluate
the final results, when compared to other state-of-the-art methods.
The previously proposed approaches for non-lineal deformations utilize
significance maps that were created by taking into account, only one grid
resolution. The use, however, of information from only one grid resolution,
makes the identification of significant regions less accurate, since high resolu-
tions lose significant regions of large size, while low resolutions cannot encode
significant regions of small size. Inspired by the way human visual perception
works [16], this thesis proposes the use of a hierarchical significance map, in
order to address the aforementioned issue. This approach takes into account
information from multiple layers of different grid resolutions, and is able to
efficiently identify both small and large sizes of significant regions.
1.1.3 Problem Formulation
As the amount, types and sources of data continue to expand, the demand
for better analysis and interpretation of the input information is highly ac-
celerated. Existing graph analytics approaches used in a variety of tasks can
be discriminated based on their application field and the expected goal. In
well defined tasks, the use of graph mining approaches has been the primary
method used for analysis. For example, in tasks of clustering and anomaly
detection, graph mining is able to deliver accurate results. On the contrary,
when the task is not well defined, or the goal is simply exploration of the
dataset or presentation of the results, then graph visualization is the leading
method utilized. In each case, there is a number of issues that should be
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considered when analyzing a graph.
Graph mining is primarily concerned with the detection of different pat-
terns in the graph. To achieve this goal, one of the fundamental and most
frequently used approach is the extraction of graph features. Different fea-
tures are able to identify and capture different graph patterns, and thus,
each feature is appropriate for a particular task. In order to alleviate this
issue, multiple features are used in combination, in order to capture the mul-
tifaceted characteristics that exist in the graph. Based on the above, novel
features need to be defined in order to identify different aspects of the data,
and finally, lead to algorithms with high accuracy in specific tasks.
The recent increase in information technologies has led to the collection
of large volumes of data. This fact creates the need for fast graph mining
algorithms that are able to deal with large graphs and quickly identify pat-
terns. In order to achieve this goal, the new graph features should be able
to be computed fast and efficiently, so as to render them able for use in large
graphs.
Graph visualization is a major part of graph analytics and is mainly
related to the presentation of the graph datasets to the human analyst for
knowledge discovery and exploratory purposes. In this respect, its primary
concern is the mapping of the input data to the visual attributes of the
visualization, so as to enhance the human insight. To fulfill this outcome,
the graph visualization should have low visual clutter, in order to aid for the
better comprehension of the graph by the human analyst. Lowering the size
of visual clutter leads to reduction of information loss and the subsequent
enhancement of data patterns that exist in the graph.
Visual clutter in graph visualizations is primarily caused by two sources.
The first source is the positioning of the graph on the visual display. Dif-
ferent positioning of the nodes/edges can highlight different patterns in the
graph and thus, lead to different analysis results. The positioning of the
graph nodes/edges is also affected when resizing the graph visualization on
small displays. Multiple metrics have been suggested for measuring the ef-
ficiency of different graph positioning methods of the same graph. These
measures are called aesthetic measures [17], and try to capture how pleasing
and comprehensive a graph positioning is. In other words, the generation of
aesthetically appealing graphs is more than creating beautiful graphs, but is
associated with readability and understanding. Examples of frequently used
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aesthetic measures include, but are not limited to: minimize edge cross-
ings [18], keep edge lengths uniform [19], and maximize the minimum edge
crossing angles [20]. Recent methods have also been proposed in order to
cluster the edges of the graph that have similar directions, so as to reduce
the total edge congestion. This method of clustering the edges is called Edge
bundling [21]. The second source of visual clutter in graph visualizations is
the mapping of graph attributes to the visual attributes of the visualization.
The main issue during this mapping procedure is that the graph visualiza-
tion has an inherently small visual capacity, due to the small number of
available colors and edge/node sizes that can be successfully discriminated
by the human analyst. Based on the above, novel graph visualization tech-
niques should be developed to address the issue of visual clutter in graph
visualizations, and subsequently lead to more efficient analysis methods.
The objective of the current thesis is the to propose novel graph analytics
methods for enhancing data insight and deliver deeper understanding of the
graph-structured datasets. In this respect, it deals both with graph mining
and graph visualization.
The expected outcome of the current thesis will be the definition and
thorough study of novel graph features, which will be able to efficiently
identify graph patterns, and lead to increasing the accuracy of graph mining
algorithms. The proposed graph features should be experimentally evaluated
on a variety of graph datasets, and compared with other state-of-the-art
features.
Additionally to the above, the current thesis will also investigate different
methods for clutter reduction in graph visualizations. In particular, this
thesis will focus on the development of a novel method for clutter reduction.
The proposed approach will be attempted to be as fast as possible, so as to
be used in real time analysis. Extended experimental evaluation will also be
conducted, in order to compare the proposed approach with existing clutter
reduction approaches, and provide evidence regarding the superiority of the
suggested solution.
1.2 Originality Achievements of the Thesis
The current thesis deals with the development of novel methods for graph
analytics. The main contribution offered to the State-of-the-Art technologies
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by the current thesis can be summed up in the following bullets:
• Novel graph features are proposed for graph mining, namely: Volume,
Edge entropy, Graph Entropy, Edge weight ration, and Average Out-
ward/Inward edge weight. These features capture different behavioral
aspects of each node, and when used in combination, provide a com-
plete view of the node behavior.
• Utilization of dynamic graph neighborhoods for defining the graph
features (and not only egonets as performed in previous approaches).
The use of dynamic graph neighborhoods enables the identification of
large-scale correlations and relationships between the different nodes
of the graph, which has as a result the increase in the accuracy of the
graph mining algorithms.
• The novel features suggested in this thesis were experimentally verified
to have a higher precision than other state-of-the-art features in a va-
riety of graph datasets. The task considered for the experiments is the
identification and prediction of anomalous users in a mobile network
environment. Multiple scenarios are considered, namely: Detection of
SMS spamers, Detection of users that attack the availability of the
network, and Prediction of future malware infections for each user.
• The current thesis deals with clutter reduction in graph visualizations
using non-linear deformations. The proposed approach utilizes a hi-
erarchical significance map that takes the information from multiple
grid layers at different grid resolutions into consideration. This has
as a result the more efficient identification of significant regions with
different sizes, since small resolutions capture large regions and high
resolutions capture small regions.
• Definition and application of a multi-resolution grid that allows less
data distortion on the significant regions. This is achieved by allowing
regions of low significance to have a smaller number of cells, while
regions of high significance have a large number of cells that enable
for more continuous distortion. The proposed multi-resolution grid
also provides faster optimization by reducing the number of problem
variables.
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• The proposed clutter reduction approach has been applied on graph
visualizations to enhance and simplify the identification of patterns in
the graph. The proposed approach has also been applied for clutter
reduction on additional non-graph visualizations, such as wordclouds,
choropleth maps, and on the field of image resizing. The results of these
experiments provide evidence that using the proposed hierarchical non-
linear deformation, results in better visualizations with less clutter,
when compared to other state-of-the-art approaches.
The following publications have been produced during the study for the
completion of the current thesis.
Journals
1. S. Papadopoulos, K. Moustakas, A. Drosou, D. Tzovaras, ”BGPGraph:
Detecting and Visualizing Internet Routing Anomalies, IET Informa-
tion Security, 2015.
2. S. Papadopoulos, A. Drosou, D. Tzovaras, ”A Novel Graph-based De-
scriptor for the Detection of Billing-related Anomalies in Cellular Mo-
bile Networks”, IEEE Transactions on Mobile Computing, accepted for
publication, 2016.
3. S. Papadopoulos, A. Drosou, D. Tzovaras, ”A Hierarchical Magnifica-
tion Approach for enhancing the Insight in Image and Volume Visual-
izations”, IEEE Transactions on Multimedia, under review.
Conferences
1. S. Papadopoulos, K. Moustakas, D. Tzovaras, ”Hierarchical Visualiza-
tion of BGP Routing Changes Using Entropy Measures”, 8th Interna-
tional Symposium on Visual Computing, July 16-18, 2012.
2. S. Papadopoulos, K. Moustakas, D. Tzovaras, ”BGPViewer: Using
Graph representations to explore BGP routing changes”, 18th Interna-
tional Conference on Digital Signal Processing (DSP), 1-3 July 2013.
25
1.3 Thesis outline
The rest of the thesis is organized as follows: Chapter 2 presents a review,
with respect to the graph features and visual clutter reduction proposed in
the literature. This section also presents the methods in which the proposed
approaches were utilized for graph-based analysis and for enhancing the
analytical potential of information visualization approaches.
Chapter 3 presents the novel graph features proposed in this thesis.
These features take information from different neighborhood sizes into ac-
count, and thus, are able to efficiently characterize the behavior of each node
in the graph.
Chapter 4 presents the proposed approach for clutter reduction in graph
visualizations. This is achieved by using significance maps and non-linear
grid deformation. In contrast to previous approaches, a hierarchical ap-
proach is utilized on saliency and entropy significance maps, in order to
generate visual descriptors that are able to identify significant regions in
the visualization with varying sizes. These hierarchical maps are afterwards
used for non-linear magnification of the identified significant regions, so as
they are easier to perceive.
Chapter 5 presents the experimental evaluation of the proposed ap-
proaches. The graph descriptors are applied on multiple graph structured
datasets for the purpose of identifying nodes that are anomalous, and behave
different from the normal nodes. The analysis is performed with respect to
the accuracy of the results, and the effect of the different neighborhood sizes
on the results. This chapter also presents applications of the proposed visual
clutter reduction approach of graph visualizations.
Chapter 6 presents additional applications of the proposed visual clut-
ter reduction approach on non-graph visualizations. Multiple visualization
methods are considered, while the proposed approach is also applied for
content aware image resizing.
Finally, Chapter 7 presents a summary of the thesis and future work
directions.
26
Chapter 2
Literature survey
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This Section presents the related work with regards to the research areas
investigated in this PhD. It is focused on the presentation of features and
their uses in graph mining, and in the illustration of the current methods
for clutter reduction in information visualization.
2.1 Graph features used in graph mining
The graph features can be partitioned into two main groups: features ex-
tracted from the entire graph, and features extracted from local neighbor-
hoods. The section that follows presents the features proposed in the lit-
erature for graph analysis and the way they are used. One of the most
common goals in the graph analysis techniques is the detection of abnormal
nodes or abnormal graphs. Anomalies are considered to be graph objects
(nodes/edges/substructures) that are significantly different from the major-
ity of the reference objects in the graph [5].
The node-level features characterize the behavior of single nodes with
respect to their interactions with their neighbors. They are usually extracted
considering the egonet of each node. The egonet of a node includes the node
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itself, its direct neighbors which are connected with the initial node with an
edge, and all the connections among these nodes. The most simple feature
that can be extracted from an egonet is the in/out degree of the node. The
paragraphs that follow provide a review of the features proposed in the
literature for the analysis of graph-structured data.
A number of publications focuses on the generation of features that cap-
ture the centrality of each node. Central nodes are nodes that lay a large
number of paths connecting two random nodes. Removing central nodes
from the graph reduces node-to-node connection to a large degree. One of
the earliest works in centrality features is the work of Freeman et al. [22]. The
authors utilize the degree in which a node lays in the shortest path between
the other nodes in the graph, in order to determine its centrality. Bonacich
et al. [23] present two features, the eigenvectors and the alpha-centrality.
Both features are used in order to measure the centrality of each node. The
authors demonstrate the results of their features on a small dataset rep-
resenting marriages between families in order to identify the most central
family. Noh et al. [24] utilize random walks on the graph in order to com-
pute its centrality. The authors propose the use of the mean first passage
time (MFPT)1 between two nodes, in order to determine the relative speed
in which a node can receive and spread information over the network, using
the random process.
Other node-level features have been also utilized in the literature in order
to capture different aspects of the graph data. For example, Watts et al. [25]
utilize a local clustering coefficient feature in order to characterize the degree
in which the nodes belong to clusters in a small-world network structure2.
The local clustering coefficient is defined as the ratio between the nodes of
the egonet, with respect to the maximum number of nodes it could have.
Kang et al. [26] propose the use of node radius as a feature. The node radius
is the distance between the corresponding node and a reachable node that
is the farthest away from it. The authors use plots of this feature and the
number of nodes in the graph that have a specific radius value, in order to
visually identify central nodes and outliers.
The proposed node-level features can be analyzed in various ways, in-
1MFTP is the expected time required to reach a target node from a source node, using
a random walk procedure.
2Small-world networks are graphs that have a number of densely connected nodes/
clusters. These clusters are loosely connected with each other with small number of edges
28
cluding standard data mining procedures such as classification and outlier
detection. Akoglu et al. [27] propose Oddball, a method for graph analy-
sis based on node-level features. They utilize four features: 1) Number of
neighbors in the egonet, 2) Number of edges in the egonet, 3) Total weight
summation of the egonet, and 4) Principal eigenvalue of the weighted ad-
jacency matrix of the egonet. The authors analyze these features in pairs,
utilizing their pairwise correlations. These correlations are captured in the
form of power laws. The points that have a large distance from the predic-
tion of the power law correlation are considered anomalous. Henderson et
al. [28] propose Refex, a method that is able to recursively combine multiple
node-level features in other to generate more complex features that capture
behavioral information. The authors utilize summation and mean functions
on the node-level features as combination operations. At each iteration, the
generated features are pruned, based on their pair-wise correlations. The
process is repeated until no new features can be added. Kang et al. [29]
propose Net-ray, that utilizes the features instead of the actual graph data
for visualizing very large datasets. The authors use node-level features such
as in/out degree, number of triangles in the egonet. Scatter and distribu-
tion plots are used to visualize correlations between pairs of features and
distributions of single features. Kang et al. also propose an outlier detection
method based on k-means clustering on the points of the plots.
Another category of graph features are the graph-level features. Graph-
level features characterize the entire graph. They are extracted by taking
into account the entire graph and not small node neighborhoods like node-
level features. Simple graph-level distributors already exist in the graph
theory domain, such as radius, and diameter. Radius of the graph is the
minimum eccentricity3 of any vertex. Diameter is the maximum eccentricity
of any vertex in the graph. In addition to these simple features, multiple
more complex features have been proposed in the literature.
One of the first graph-level features proposed in the literature is the
global clustering coefficient, proposed by Luce et al. [30]. The global clus-
tering coefficient captures the degree in which there are clusters in the graph,
and its structure resembles a small world network. The authors define this
feature by utilizing triplets of nodes. A triplet is a set of three nodes, that
3The eccentricity of a vertex is the largest geodesic distance between this vertex and
all the other vertices in the graph
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are connected by either two or three undirected edges. The global cluster-
ing coefficient is defined as the ratio of triangles (multiplied by three) with
respect to the number of triplets in the graph. Opsah et al. [31] extended
the definition of global clustering coefficient to include weighted networks.
The authors utilize aggregation functions on the weights on the triangles
and triplets in order to represent each one of them as a single value. The
aggregation fucntions proposed are arithmetic/geometric mean, maximum,
and minimum. The global clustering coefficient is defined as the ratio of
the summation of the values for the triangles and the triplets respectively.
Korner et al. [32] propose graph entropy, which measures the structural
information content of the graph, based on the distribution of the edge con-
nections. The graph entropy is introduced as a problem of determining the
best possible encoding of the information, emitted by a source in which pairs
of symbols may be indistinguishable. The symbols represent distinct enti-
ties in a set of objects which, in the case of graph entropy, are the vertices.
Two symbols are distinguishable if they are connected through an edge, and
indistinguishable otherwise.
The generation of graph-level features can also be accomplished by com-
bining the node-level features. Possible combinations include arithmetic /
geometric mean, variance, maximum, and minimum, mode (e.g. average
node degree and principal eigenvalue [5]). It is also possible to directly uti-
lize the distributions of the node-level features. For example Kang et al. [33]
utilize the distribution of the node degree in order to study how a specific
graph evolves over time.
The global features have the capacity to capture patterns with respect
to the global graph structure, while the local features have the capacity to
capture patterns with respect to the egonet around a node. There might be
cases, however, in which a pattern is more efficiently captured using inter-
mediate neighborhood sizes for feature extraction (i.e. larger from egonets
but smaller from the entire graph). In order to overcome this issue, Cortes
et al. [34] proposed the use of Communities Of Interest (COI). The COIs
are subgraphs centered around a specific node, which include the central
node and all its k-hop neighbors and edges. Cortes et al. utilized COIs
with k = 1 (i.e. egonets) and k = 2 for the identification of new fraudu-
lent accounts. The authors utilized two methods to achieve the detection of
fraudulent accounts: 1) They concluded that the probability of an account
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being fraudulent is an increasing function of the number of fraudulent ac-
counts that exist in the k = 2 COI (i.e. Guilt by Association), and 2) They
proposed a metric that captures the pairwise distances between different
k = 1 and k = 2 COIs, and used it to find COIs that are very similar to
known fraudulent COIs. In this respect, the concept of COIs has also been
utilized in further network analysis studies and applications, such as email
prioritization [35] by Johansen et al. and malware mitigation in corporate
networks [36] by McDaniel et al.
Inspired from the aforementioned works, the current research work acts
complementarily to the COI approach, and in particular, it extends the COI
definition to also include all the inter-COI communications. Additionally,
unlike the COI and other graph-based approaches [34] [35] [36] [27] [28]
[29] that utilize static neighborhood sizes, the approach proposed in this
research work utilizes dynamic neighborhood sizes for different values of k
(i.e. k = 0, 1, , N), and incorporates them in the analysis procedure.
2.2 Graph clustering methods
Graph features have also been used for measuring the similarity between the
nodes of the graph, and for generating clusters based on these similarities.
More formally, graph clustering is the process of grouping the vertices of the
graph into distinct groups (i.e. clusters), taking into consideration the edge
structure of the graph in such a way that within each cluster there are many
edges, while between the clusters there are relatively few edges [37]. In some
of the clustering literature (the most common of which refer to social network
analysis), a cluster in a graph is also called a community [8] [9]. Clustering on
graphs has many applications, such as gene expression analysis [38], natural
language processing [39], galaxy formation [40], and image segmentation [7].
Surveys regarding the recent graph clustering algorithms can be found on [37]
and [41].
One of the most common ways to perform clustering on a graph is to
utilize spectral graph theory. This class of methods is known as spectral
clustering methods. The main motivation behind these methods is that
when a graph is formed as a collection of k-disjoint cliques, then its nor-
malized Laplacian will be a blockdiagonal matrix that has eigenvalue zero
with multiplicity k. In addition, the corresponding eigenvectors will serve
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as indicators regarding the cluster membership of each vertex in the graph,
i.e. the elements of the clique have similar values with each other (of the
same magnitude), and a different value (of larger magnitude) than all the
other vertices. Even thought, the addition of edges between the cliques and
the removal of some edges within the cliques would cause some divinations,
some of the underlying structure can still be evident in the eigenvectors of
the Laplacian [37].
Spectral clustering algorithms are related to graph-cut problems. The
reason for this relationship is that they use one or more eigenvectors from
Laplacian matrices of a graph that must be clustered, which are solutions of
a relaxation of some graph-cut problems [41]. The graph-cut problems try
to identify the edges to be eliminated from the graph in order to produce k
connected subgraphs. The ultimate goal is the generation of well separated
clusters, corresponding to the k connected subgraphs. Different criteria have
been suggested in the literature for the identification of the aforementioned
set of edges, the most common of which are the [41]: minimum cut, minimum
ratio cut, minimum normalized cut, and modularity maximization.
The spectral clustering algorithms proposed in the literature can be clas-
sified to two main categories: recursive two-way clustering algorithms, and
direct k-way clustering algorithms. The recursive two-way clustering algo-
rithms find the Fiedler eigenvector (second smallest eigenvalue of the Lapla-
cian) and perform two-way partitions recursively until a k-way partition is
found. The k-way spectral algorithms find the first d ≥ k eigenvectors and
try to directly cluster the data in k groups, using heuristics.
Hagen and Kahng [42] were the first to propose a recursive two-way
spectral clustering approach for the k-way ratio cut problem. They propose
an algorithm based on a study about the one-dimensional quadratic place-
ment problem [43] and on the linear ordering of the Fiedler eigenvector. The
authors were also the first that established the connection between the eigen-
vectors of the Laplacian matrix and the solution of the relaxed two-way ratio
cut problem. Later, Shi and Malik [44] [45] proposed a recursive two-way
nominalized cut algorithm for the k-way nominalized cut problem, based
on the generalized eigenvalue problem. The authors also proved that the
minimization of the two-way nominalized cut problem can be relaxed to the
Rayleigh quotient. With respect to modularity maximization, Newman [46]
proposed a method that groups vertices with a higher-than-average density
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of edges connecting them. The problem is formulated as a maximization of
the benefit function known as “modularity”, which is afterwards formulated
in terms of the eigenspectrum of a matrix (modularity matrix) and solved
using eigen-decomposition and recursive two-way partitioning.
All the aforementioned methods for spectral graph clustering rely on a
recursive two-way partitioning in order to identify a k-way partition. The
specific clutster selected for further partitioning is selected based on various
heuristics. However, if the graph has more than two clusters, there might
be cases in which these methods produce unsatisfactory and unstable results
[41]. For this reason, many authors proposed direct k-way spectral clustering
methods to solve these problems.
Alpert et al. [47] were the first to propose the utilization of all the eigen-
vectors of the Laplacian for the k-way partitioning problem. Specifically,
they utilized a greedy algorithm based on linear ordering of the eigenvectors,
named Multiple Eigenvector Linear Orderings (MELO). The authors showed
that this approach outperforms previous two-way partitioning schemes both
in terms of speed and cluster quality. Bach and Jordan [48] proposed a new
cost function in order to evaluate how close the eigenstructure of a laplacian
matrix is to a given partition, and tried to minimize it in order to identify
the clusters. Extending previous approaches to directed weighted graphs,
Capoccia et al. [49] proposed a spectral clustering based on the correlations
between the eigenvectors of the Laplacian to determine the cluster structure.
In addition to using the spectrum of the graph for clustering, other meth-
ods have been proposed for the production of graph-related features and the
clustering of the vertices based on these features. Newman and Girvan [8] [9]
proposed the use of the edge betweenness feature for graph clustering. Ac-
cording to the authors, edge betweenness is the number of shortest paths
connecting any pair of vertices that pass through the edge. The proposed
algorithm assumes the edges with high betweenness to be links between
clusters, and partitions the network into clusters by removing a number of
edges with high betweenness values. Each edge removal is followed by a
recalculation of the betweenness values, since the shortest paths might have
been altered. Fortunato et al. [50] propose a hierarchical clustering approach
that is closely related to the betweenness method proposed by Newman and
Girvan. The difference is that instead of the betweenness values, they use
information centrality, which is defined for each edge as the relative decrease
33
in the value of the average efficiency [51] of the graph that is caused by
removing the corresponding edge. According to Latora and Marchiori [51],
the efficiency of a pair of edges is defined as the inverse of their distance in
the graph, while the average efficiency of the graph is defined as the average
of the efficiencies for all ordered pairs of vertices.
2.3 Visual clutter reduction
This section presents the methods proposed in the literature for visual clut-
ter reduction. These methods change the mapping of the input data to the
different visual variables, in order to enhance patterns and reduce informa-
tion loss. Under this consideration, this section starts with a presentation
of the visual variables, and continues with the presentation of the different
clutter reduction techniques suggested in the literature.
2.3.1 Visual variables
Every visualization system utilizes a visual mapping function. The role of the
mapping function is to map the input dataset to the different visual variables
used by each visualization approach. There are many visual variables [52],
each one representing a different channel of the human vision system.
Bertin [53] presents a set of seven visual variables, which are: Position,
Size, Shape, Value-lightness, Color, Orientation, and Texture. Furthermore,
Bertin presents how the different visual variables can be combined so as to
define appropriate data marks, describing appropriate units of information.
Some basic marks are 1) the Points, which are dimensionless locations on
the plane, that might also have size, shape or color, and 2) the Lines, which
represent information with a certain length, but no area and therefore no
width. Other data marks are the Areas, Surfaces, and Volumes.
Mackinlay [54] extended the work of Bertin by ranking the different vi-
sual variables according to the task at hand and the type of information
they can convey better. For example, he suggests that in order to repre-
sent Quantitative information, Position and Length are the most descriptive
visual variables, while in the case of Nominal (categorical) data, Position
and Color-hue are the best choice. Furthermore, Mackinlay also includes
Connectivity as an important visual variable.
Recently, Ware [52] describes many aspects of the visual variables, the
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way they interact, and their perception by the human vision system. In ad-
dition to the previous work, he describes many additional visual variables,
such as Motion and Blinking, each of which is described by many charac-
teristics, such as direction, speed, and frequency. Furthermore, Ware also
presented Opacity, Shadow, Blur, and Depth as additional visual variables.
In the context of the present work, the clutter reduction procedure is
demonstrated with regards to three visual variables: Position, Size, and
Color. The proposed framework can be, however, applied in any other visual
variable, as long as it has a specific number of quantization levels, to which
the input information is mapped. It should also be emphasized that the
human perceptual system has different decoders for different visual variables.
Thus each visual variable should have a specific mapping function that takes
into account its perceptual characteristics.
2.3.2 Use of non-liner deformations for clutter reduction
Over the last decade, many researchers have focused their efforts on reducing
visual clutter [10] [55] and capturing important properties of the data for
extracting meaningful information [55]. One of the most popular methods
for clutter reduction (review available at [10]) is spatial deformation, where
the positions of the visual objects (e.g. a node of a graph, a word in context
preserving word clouds, or an object in an image) on the display changes
to accommodate the enhanced visualization of data patterns. The spatial
transformation is a method used to define the visual mapping function. The
mapping function is where the transformation of the visual variables takes
place, not only concerning the positions of the visual objects, but other visual
variables as well, such as size and color. The mapping of the data to the
visual variables is very important, since it constitutes the analytical power
of every visualization system by changing the perceived patterns. The most
commonly utilized mapping functions for generating visualizations are the
linear and logarithmic mappings, which do not take into account the content
of the visualizations. A few researchers have focused on this important aspect
of the visualization.
Regarding spatial deformation of the position/size of the visual objects,
Keim et al. [3] present the generalized scatterplots, a method to deform the
positions of the points on the scatterplots and reduce visual clutter. The
positions are deformed based on the underlining distribution of the data.
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The authors also make use of point displacement around the initial point of
reference, in order to further reduce visual clutter in high density areas. In
the field of flow visualization, Tao et al. [56] suggest the utilization of a 3D
deformation method, based on an entropy significance map. The proposed
approach magnifies regions with high entropy in the flow visualizations, and
reduces visual clutter. The previous methods were only adjusted for specific
visualizations, and they did not take into account the human perception
for clutter reduction. Based on these limitations, Wu et al. [14] present a
general visualization resizing framework in order to scale every visualization
approach on small displays. The authors utilize a clutter and a degree of
interest map in order to generate a 2-dimensional significance map. The po-
sitions of the data objects (i.e. scatterplot point positions, graph layout, and
word positions on a context preserving word cloud) are distorted in order to
allow for the visualization of significant visualization areas on small screen
sizes. Similarly, Wang et al. [57] propose a method for Focus+Context vi-
sualization of volumetric data based on 3D grid deformation. The authors
utilize a significance map in order to magnify important regions at the ex-
pense of reducing the size of less significant regions. The limitations of
the aforementioned approaches is that they utilize significance maps created
by only considering one grid layer with a specific resolution, and thus, they
lose important information. The introduction of the hierarchical significance
map in this work, is able to more efficiently identify significant regions, and
provides improved results.
Focus+Context techniques, such as fish-eye views [58], have been used
for the visualization of data on mobile devices [59]. Sarkar and Brown [60]
propose the use of fish-eye distortions for the visual exploration of graphs.
Extending previous methods, which only relied on one type of deformation,
Keahey and Robertson [61] present general non-linear magnification defor-
mations, which are used for combining multiple deformations and smoothly
interpolating between magnified and normal views. Carpendale et al. [62]
present further improvements on fish-eye distortion methods, which make
high “magnification in context” more feasible, by enabling lenses to be used
on top of other lenses, and thus, effectively multiplying their magnification
power. The limitation of the Focus+Context techniques is that the focus
points must be selected by the user manually, depending on the task at
hand. To address this issue, Feng et al. [63] propose a Focus+Context tech-
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nique for the visualization of dynamic graphs. The significance of each vertex
and edge in the graph can be either manually defined by the analyst, or au-
tomatically determined, based on graph related properties. The proposed
approach utilizes deformations of a triangular mesh in order to achieve the
desired Focus+Context result based on the significance values of the graph
regions. The work presented in this thesis utilizes an automatically gen-
erated significance map that enables the detection of focus points for the
magnification procedure.
Cluttering is not limited to information visualization, since it is a generic
visualization issue. It is also frequently met in resizing images, in which sig-
nificant objects are deformed and their perception becomes difficult. For this
reason non-uniform resizing techniques have been proposed in the literature.
These resizing methods can be classified into two categories [64]: discrete
and continuous. Discrete approaches, such as seam carving [65], remove pix-
els from the image in order to preserve the most significant content, based on
the significance of each pixel. Continuous methods [13] have the advantage
of not removing image content. They process the image as a continuous do-
main and perform a continuous geometric deformation to change their size.
The deformation process is guided by a significance map, which identifies
which objects should be less deformed. Similarly to the aforementioned spa-
tial deformation methods, the utilized significance maps in the case of image
resizing are generated, taking into account only one grid layer resolution,
and thus, lose important information.
The methods mentioned until now, deal only with the spatial visual vari-
ables, which refer to the size/position/shape of the visual objects. Very
few approaches have been proposed for non-spatial visual variables, such as
the color. For example, Thompson et al. [66] propose a method for color
mapping that takes into account the input data distribution. The authors
produce palettes utilizing perceptual color distance, in order to emphasize
prominent values in the data. They also introduce two different color map-
pings, one for the visual detection of large differences in data values, and one
for the visual detection of similar values, so that small differences can be de-
tected. Eisemann et al. [67] propose the use of a simple projection technique
based on angular interpolation, in order to distort the dataset before map-
ping its values to colors. The user of the visualization can select the desired
distortion factor. Maciejewski et al. [68] utilize Box-Cox transformations
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for transforming the distribution data as close to normal as possible, before
applying a color scheme for choropleth maps. Unlike previous methods, the
approach proposed in this paper is applied on both spatial and non-spatial
visual variables.
Towards the direction of reducing visual clutter, this thesis presents an
extension of the previous works on deformation using Focus+Context tech-
niques. This extension refers to the introduction of a hierarchical approach
for the generation of the significance map, which takes into account infor-
mation from multiple layers of different resolutions, and thus, enhances the
detection of significant patterns or objects. The proposed approach results
in less distortion of significant objects, when compared to previous methods,
leading to better results. Additionally, unlike previous approaches, the mag-
nification method is applied on both spatial and non-spatial visual variables.
2.4 Critical summary
This section explains the main issues found in the literature and the main
contributions of this thesis.
2.4.1 Graph mining
One of the main issues in graph mining is the formulation of descriptive
graph features that would be able to efficiently discriminate between the
different behavioral patterns of each node or subgraph in the graph. Since
different features are able to capture different patterns, this selection is very
important, because it can severely affect the accuracy of the graph mining
algorithms. In this respect, this thesis focuses on the definition of novel
node features in graph-based datasets, which are able to efficiently identify
the behavioral patterns of each node, and thus, result in improved accuracy
of the graph mining algorithms in a variety of applications.
Previous literature work on the definition of the graph features relied
on using the entire graph as input, or using egonets [5]. Dynamic neigh-
borhood sizes have not yet been considered in the literature. The use of
dynamic neighborhood sizes captures information from different perspec-
tives, and thus, is more informative for the graph mining task. Towards this
end, this thesis proposes the use of dynamic neighborhood sizes, in order
to capture the structure of the data from different behavioral perspectives
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and detect correlations and relationships more efficiently when compared to
static neighborhood sizes. The experimental results provide evidence that
the use of dynamic neighborhood sizes can increase the accuracy of the graph
mining algorithms in a variety of different datasets.
Finally, the feature extraction procedure must be fast, in order to enable
the graph mining algorithms to be applied on large graphs. Under this
consideration, the graph features proposed in this thesis can be applied on
large graphs, since they are efficient to compute.
2.4.2 Graph visualization
One of the main challenges in the graph visualization field is how to deal with
visual clutter [10]. Visual clutter is very common on graph visualization since
the graphs have an inherently small visualization capacity, due to the fact
that the graphs are comprised of a small number of available edge widths and
node sizes that are used to visualize the edge and node attributes. Another
reason that can cause visual cluttering is when large graphs are visualized
on small display devices.
Previous literature work proposed the use of non-linear deformations
based on content aware significance maps, in order to reduce the amount of
visual clutter. These non-linear deformations are used in order to magnify
highly cluttered regions of the data, and enhance their perception by the
human analyst. One of the most common methods for non-linear deforma-
tion of the data is to utilize a regular grid [13] [14]. Although regular grids,
work well, they waste computational resources due to the large number of
optimization variables, since not all the different regions of the input data
are equally important. This indicates that it is possible to utilize a multi-
resolution grid, which provides more quantization levels on regions with high
significance, and less quantization levels on less significant regions. This
would have as a result the reduction of the optimization parameters while
still maintaining high performance. While multi-resolution grids have been
utilized in the context of volume rendering [15], their application on non-
linear deformation has not been thoroughly investigated in the literature.
Under this consideration, this thesis utilizes a multi-resolution grid for non-
linear deformation and compares it to other state-of-the-art methods, so as
to research their effect in the grid deformation procedure and evaluate the
final results.
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Finally, the previously proposed approaches for non-linear deformations
utilize significance maps that were created by taking into account only one
grid resolution. This fact, however, makes the identification of significant
regions less accurate, since high resolutions lose significant regions of large
size, while low resolutions cannot encode significant regions of small size. In-
spired by the hierarchical way human visual perception works [16], this thesis
utilizes a hierarchical significance map in order to address this issue. The
proposed approach is able to efficiently identify both small and large sizes
of significant regions, since it takes into account information from multiple
layers with different grid resolutions.
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Novel Graph Features for
behavioral analysis of the
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This section presents the graph features proposed in this thesis. A
schematic representation of the procedure followed for the generation of
the graph features is illustrated in Figure 3.1. Firstly, the raw data are
transformed into graph-structured data (Section 3.1). Afterwards multiple
neighborhoods with different sizes are extracted from each node of the graph
(Section 3.2). The proposed graph features are extracted for each of these
neighborhoods (Section 3.3). These features are used by the analysis meth-
ods in order to derive the analysis results. Finally, the results are presented
to the analyst.
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Figure 3.1: A schematic representation of the procedure followed for the
generation of the graph features. Firstly, the raw data are transformed into
a graph. Multiple graph neighborhoods of different sizes k are extracted for
each node in the input graph. Multiple features are afterwards extracted
from each graph neighborhood, which are fed to the specific analysis tech-
niques. Finally, the results are presented to the analyst.
3.1 Graph structure
A graph is a graphical representation of input information that captures its
main structural and/or relational characteristics. A graph G(V,E) com-
prises of a set of vertices V = {v1, v2, ..., v|V |} and a set of edges E =
{e1, e2, ..., e|E|}, where E ⊂ V × V . A graph in this case is a weighted
and directed graph in which W : E → R is a function that takes as input a
specific edge and returns its corresponding edge weight.
For example, the nodes of the graph are the source and destination in
a mobile network, e.g. user IDs for calls/SMS and IP servers for cellular
Internet traffic. The edges connect specific sources to their destinations and
are directed, while the weights of the edges represent specific attributes of
the Call/SMS/Internet records, e.g. the number of calls/SMSes, or the size
of the Internet packets. The exact weights of the edges are selected based on
the task at hand, and the scenario under investigation. In this respect, the
graph provides a holistic view of the communication activity in the mobile
network, and affords a first step towards identifying anomalous behaviors.
Figure 3.2(a) shows an example of records representing the origin and
destination of each communication event for four entities: ID-1, ID-2, ID-3,
and ID-4. In this example, ID-1 communicated two times with ID-2, and ID-
2 one time with ID-3. The graph for this example is created by associating
each user with a vertex, and by connecting users that are involved in at
least one communication event. The edge weights represent the number of
communication events between entities. The direction of the edges encodes
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the direction of the communication. The resulting graph of the example in
Figure 3.2(a) is illustrated in Figure 3.2(b), where the widths of the edges
reflect their weights: the edge connecting ID-1 to ID-2 has weight 2, and all
other edges have weight 1.
Figure 3.2: (a) Example of record data representing the origin and desti-
nation of each communication event. (b) The graph structure of the com-
munication events in the example data of (a). The weights of the edges
represent the number of communication events between the corresponding
entities (e.g. ID-1 communicated two times with ID-2).
3.2 Graph neighborhoods
The graph structure provides a method to represent the node activities in a
network. Yet in order to identify specific patterns in the graph (e.g anoma-
lous behaviors), multiple smaller graphs are extracted from the initial graph,
each representing the neighborhoods of a vertex. The resulting graphs are
subsequently used for feature extraction and their subsequent analysis.
Let Nk(vi) denote the set of k-neighbors of vertex vi ∈ V . This set is
comprised of all the nodes that have graph geodesic distance smaller than
or equal to k, where the geodesic distance GD(vi, vj) between two vertices
vi and vj is the length of the shortest path connecting them. Hence, the
k-neighbors of vertex vi ∈ V are defined as:
Nk(vi) = {vj ∈ V |∀j such that GD(vi, vj) ≤ k} (3.1)
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Graph neighborhood extraction is the process of creating a new graph
for each vertex vi, denoted as Gi(Vi, Ei), where Vi = N(vi)
⋃
vi, Ei = {ej =
{vk, vh}‖∀ej ∈ E, and vk, vh ∈ Vi}, and E is the set of edges of the initial
graph G. Figure 3.3(a) shows an example of k-neighborhood graph for dif-
ferent values of k, where the graph is created for the central large vertex;
the larger the value of k the larger the resulting subgraph Gi.
Figure 3.3: (a) Example of k-neighborhood graph for the central large vertex
under different values of k. (b) Example of inward and outward directed
edges for the k-neighborhood graph, where k = i, which comprised of all the
edges that intersect the dashed red ellipsoid C.
Since the graph is directed, we denote by esj the source vertex of edge
ej ∈ Ei, and by edj its destination vertex. For each k-neighbors of vertex
vi ∈ V , the set of outward directed edges represent all the edges that have
their source in the set Nk(vi) and their destination outside of this set. More
precisely, the set of outgoing edges for Nk(vi) is given by:
Eouti = {ej ∈ Ei|∀esj ∈ Nk(vi) and edj /∈ Nk(vi)} (3.2)
The set of ingoing edges Eini for the set Nk(vi) is defined in a similar manner.
Figure 3.3(b) shows the set of inward and outward directed edges for each
k-neighborhood of the central vertex in Figure 3.3(a). It can be observed
that all the edges that intersect the dashed red ellipsoid C belong to either
the set of ingoing edges (edges that are directed towards the centre) or the
set of outgoing edges (edges that are directed away from the centre).
Figure 3.4 illustrates the graph neighborhood extraction process, showing
the graphs that are created in each step of the iteration using k-neighborhoods
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Figure 3.4: An example of graph neighborhoods with k = 1 in (a) and k = 2
in (b). The red vertex represents the active vertex in each step, and green
vertices are its k-neighbors in the graph.
for k = 1 and k = 2. All the vertices of the graph are traversed, and for
the specific vertex under consideration in the current iteration (called ac-
tive vertex), all its k-neighborhoods are utilized to create the corresponding
neighborhood graph. The red node in Figure 3.4 represents the active ver-
tex in each step and the green vertices are its k-neighborhoods in the graph.
The end result is the creation of a set of neighborhood graphs, one for each
vertex: {G1, G2, .., G|V |}, where |V | is the number of vertices of the entire
graph G.
3.3 Extraction of graph features
This section describes how the aforementioned graph neighborhoods can be
used to extract relevant features that are able to characterize the network
activity of each entity (e.g. user or server). Many features have been pro-
posed in literature for egonets (an overview is provided in [5]), including but
not limited to [27] [28]: number of neighbors, node in/out degree, number
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of triangles, total weight, principal eigenvalue, and number of within-egonet
edges. These features take into account only the egonet of each node. This
fact limits their descriptive capacity. In addition, these features do not con-
sider the interactions of the node neighborhoods with the rest of the graph
nodes. The features proposed in this thesis are extracted from multiple
neighborhood sizes, and take into consideration multiple interaction pat-
terns. The justification for choosing these features is also provided in the
paragraphs that follow. Comparison with other feature schemes is provided
in Chapter 5.
Table 3.1: An overview of the proposed graph features.
# Feature Short Description Definition Range
1 Volume The number of edges
of the graph
k ≥ 1
2 Edge Entropy The entropy of the
weights of the edges
in the graph
k ≥ 1
3 Graph Entropy The graph entropy,
which captures the
structural
characteristics of the
graph
k ≥ 1
4 Edge Weight Ratio The ratio of the sum
of weights of outward
to inward edges.
k ≥ 0
5 Average
Outward/Inward
Edge Weight
The average value of
the weights of the
Outward/Inward
Edges.
k ≥ 0
Table 3.1 provides an overview of the proposed graph-based features,
while more details for each feature are provided in the paragraphs that follow.
These features are extracted from multiple neighborhood sizes k ∈ {0, ..., N}.
N represents the maximum neighborhood size to be taken into account, and
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is equal to the graph diameter1. The definition range for the values of
neighborhood sizes k for each feature is also provided in Table 3.1.
3.3.1 Volume
The volume feature fvol captures the size of the graph, and consequently
the degree of network activity, which is important for identifying anomalies
related to large network activities. The volume feature is defined as follows:
fGivol =
∑
ej∈Ei
g (W (ej)) , (3.3)
where:
g(x) =
{
1, for |x| 6= 0
0, for |x| = 0
and Gi denotes the neighborhood graph of vertex Vi, Ei its set of edges, and
W (ej) the weight of edge ej ∈ Ej .
3.3.2 Edge Entropy
Shannon’s entropy takes as input a set of symbols and their underlying distri-
bution, and returns their average amount of information; the input symbols
represent distinct entities in a set of objects, which in this case are the edge
weights. Hence the edge entropy fee captures the amount of information
in the edge weights as characterized by their underling distribution. Large
difference in the entropy value between distinct graphs indicates that they
have large differences in their weight distributions. The edge entropy of a
graph Gi is defined as:
fGiee = −
Y i∑
j=1
yij
yitotal
log
(
yij
yitotal
)
(3.4)
where Y i is the number of different edge weight instances of graph, Gi, y
i
j
is the number of occurrences of the j-th weight, and yitotal =
∑Y i
j=1 y
i
j is
the total number of weight occurrences. It should be noted that this feature
characterizes two possible types of network behavior: change in the volume of
the edge weights, and change in their underling distribution. Large network
1The graph diameter is the longest shortest path (i.e. the longest graph geodesic
distance) between any two graph vertices of a graph
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disturbances not only increase the volume of the edge weights, but also have
a direct effect on their distribution. The entropy feature is introduced to
capture this effect.
3.3.3 Graph Entropy
Graph entropy fge measures the structural information content of the graph
based on the distribution of the edge connections. The graph entropy is
introduced in [32] as a problem of determining the best possible encoding
of the information emitted by a source in which pairs of symbols may be
indistinguishable. As noted earlier, the symbols represent distinct entities
in a set of objects which, in the case of graph entropy, are the vertices.
Two symbols are distinguishable if they are connected through an edge, and
indistinguishable otherwise. Examples of the entropy value of known graphs
(illustrated in Figure 3.5) include:
• A complete graph with n vertices has graph entropy log2(n) bits, since
all the vertices are distinguishable. In this case, fge is equivalent to
Shannon’s entropy.
• A complete bi-partite graph has entropy 1 bit, since it can be parti-
tioned into two sets of indistinguishable vertices.
• A graph with no edges has entropy 0 bits, since all the vertices are
indistinguishable.
More formally, Korner’s entropy is defined as [69]:
fGige = min
X,Y
I(X ∧ Y ) (3.5)
where I(X ∧ Y ) is the mutual information of the variables X and Y that
have the following properties: the variable X is uniformly distributed and
taking its values on the vertices of Gi, while Y on the stable sets of Gi, and
their joint distribution is such that X ∈ Y with probability 1. A subset Y
of the vertices Vi of an undirected graph Gi = (Vi, Ei) is a stable set if no
edge in the graph has both endpoints in Y .
3.3.4 Edge Weight Ratio
The edge weight ratio feature fwr captures the total difference in the values
of the weights between the edges of a graph Gi directed outward from vi
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Figure 3.5: Examples of graph entropy.
and inward to vi. Thus, this feature captures anomalies regarding large
imbalances between the communication directions. For example, the number
of SMSes sent by spammers is usually much larger than what they receive,
while a normal user is likely to exhibit comparable number of messages in
both directions. We define the edge weight ratio feature of graph Gi as:
fGiwr =
∑
ej∈Eouti
W (ej)∑
ej∈Eini
W (ej)
(3.6)
where Eouti and E
in
i are the set of outward and inward directed edges for the
k-neighbors of graph Gi, as described in (3.2).
3.3.5 Average Outward/Inward Edge Weight
The average outward edge weight favout represents the ratio of the volume
of traffic generated by a node to the number of its destinations:
fGiavout =
∑
ej∈Eouti W (ej)
|Eouti |
(3.7)
This feature can be useful to detect, for example, spammers or port scanning
worms that typically have high communication activity directed to a large
number of destinations, resulting in an average outward edge weight close
to 1. On the other hand, normal users are likely to communicate with
a small set of destinations, leading to favout >> 1 for high activity users.
Similarly, the average inward edge weight favin can be defined as in (3.7) but
instead using Eini ; this feature will exhibit very small values (close to 0) for
the malicious behaviors mentioned above, and moderate to high values for
normal behavior, which may further increase when a user receives anomalous
traffic.
49
3.4 Complexity analysis
The storage requirements of the proposed anomaly detection approach are
comprised of the features extracted for each node of the graph. There are 5
features extracted from different neighborhood sizes. Experiments on multi-
ple cases showed that only features collected from neighborhood sizes k < 3
are informative. Thus, the storage complexity of the proposed approach is
O(20|V |) = O(|V |), which is linear with respect to the number of nodes |V |
of the entire graph. For the computation of the computational complex-
ity, the proposed anomaly detection approach is separated into three steps,
namely: 1) Extraction of graph neighborhoods, 2) Feature extraction, and
3) Classification. The complexity of extracting graph neighborhoods of size
k, utilizing a breadth-first-search approach starting from one node is O(ek),
where e = |E|/|V | is the average number of edges for each node, while |E|
and |V | are the number of edges and nodes of the entire graph. Performing
this computation for each node, the complexity of extracting graph neighbor-
hoods of size k becomes O(|V |ek). The complexity of the feature extraction
step (not taking into account the graph entropy feature) is related with the
computation of multiplications and additions on the edge weights of each
neighborhood, which is also related to the number of edges of each neigh-
borhood. These computations are computed for each node, and thus, the
complexity of the feature extraction step, without the graph entropy feature,
is O(|V |ek). In this complexity, however, we also need to add the extraction
of the graph entropy feature. For the calculation of the graph entropy, we
first need to calculate the stable sets of the graph, which is in general an
NP-hard problem [70]. This means that for large graphs the calculation of
the graph entropy is very difficult. For this reason, the graph entropy feature
is calculated only for small values of (i.e. k ≤ 2 ). For very large graphs,
this computation can be further reduced to k = 1 (the experimental results
show that the graph entropy feature is most accurate for k = 1 in the cases
under consideration). For k = 1, and given the fact that all nodes in the
graph neighborhood are connected with the central node, the calculation of
the stable sets has complexity O(|V |e), since the problem is solved by simple
traversal of the nodes in the graph neighborhood. Thus, the total complexity
of the feature extraction step is O(|V |ek). Finally, the complexity of using a
trained random forest classifier is O(1) for one node and, thus, O(|V |) for the
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entire graph. Thus, the total complexity of the proposed anomaly detection
approach is O(|V |(|E|/|V |)k).
Based on the total computational complexity O(|V |(|E|/|V |)k), the stor-
age complexity O(|V |), and the nature of the problem, , there are two main
approaches used in order to apply the proposed approach on a very large
graph. The first approach is to use of multi-threading and parallel program-
ing. Specifically, the graph is separated into smaller subgraphs, comprised
of neighbors around central nodes, which are independently used for fea-
ture extraction and classification. The central nodes are chosen so that
each subgraph has roughly equal size, and thus, the computational burden
is distributed equally to the different processes. Similarly to other big data
software that is designed for large, distributed networks, such processes could
be carried out by utilizing cloud-based infrastructures. The second approach
is to reduce the complexity of the problem. There are two main methods
that can reduce the complexity of the algorithm: 1) Reduce the size of the
graph, 2) Extract less computationally demanding features. With respect
to reducing the graph size, filtering can be applied in order to remove edges
with low weight, which contribute less to the patterns under consideration,
as done in [34]. Alternately, less computationally demanding features can
be extracted depending on the task at hand. For example, for the detection
of SMS spammers, the weights of the outward edges carry a lot of signifi-
cant information, and thus, for such an application, only features related to
this pattern can be extracted at the first iteration. More features can be
extracted in later iterations of the algorithm for a more in depth analysis,
after the total number of nodes has been reduced in previous iterations using
information from the reduced set of features. Additionally, the complexity
of the feature extraction step can be also reduced by limiting the number of
available neighborhood sizes k, for example to k ∈ [0, c], where c is a small
constant.
3.5 Security analysis
One might argue that in the case that the proposed anomaly detection fea-
tures were publicly known, the attackers might be able to employ a defense
strategy to avoid detection. This section presents an analysis of when and
how this might be feasible.
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In order to be able to bypass detection, the attacker must have knowledge
of not only the features, but also the regions of the space defined by these
features that are considered to be anomalous by the classification algorithm.
The shape of these regions depends on the specific classifier that is used.
In the case of the Random Forest (RF) classifier used in the context of this
thesis, the classification regions are hyper-rectangles. More formally, each
region is defined as a set of vectors in the n-dimensional space as follows:
Rj ⊂ Rn, where
⋃
j
Rj = Rn (3.8)
where n is the number of features. Afterwards, for binary classification the
regions are separated into two sets, the set of normal regions N = {Rj},∀j
such that Rj corresponds to normal feature vectors and A = {Ri},∀i such
that Ri corresponds to anomalous feature vectors. Figure 3.6 shows two ex-
amples of region separation, corresponding to two classifiers. In this example
two features are utilized in order to define a two dimensional space. Red re-
gions correspond to anomalous feature vector and green regions correspond
to normal feature vectors.
Figure 3.6: Examples of classifier regions for a two dimensional space, i.e.
utilizing two features. Red regions correspond to anomalous feature vector
and green regions correspond to normal feature vectors.
Knowledge of the aforementioned classification regions and the feature
space could potentially allow an attacker to bypass detection. For example in
the case of the classifier depicted in Figure 3.6(a), the attacker must operate
in the regions Region 1 and Region 3, avoiding Region 2. Thus, in order to
increase the value of the Feature 1 as much as possible, the attacker must
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operate inside Region 1. This means that the utilization of this different
behavior by the attacker in order to bypass detection, acts in itself as a
mitigation procedure, since it reduces the effects of the attack to the owners
of the network devices and/or the network itself.
In the case of Figure 3.6(b), however, the attacker could further increase
the value of the Feature 1 by trying to operate inside Region 4, which is a
safe island inside the anomalous region Region 2. Knowledge of such safe
islands could potentially allow the attacker to act more freely and affect the
network. The existence of such safe islands depends on the parameters of the
classifier and the dataset used during its training phase. This means that the
designer of the security system, and in the general case the designer of every
security system, must adjust the parameters and the training dataset of the
algorithm in order to try to eliminate such safe islands, and subsequently
limit the available feature vectors that an attacker can use. It should be
highly underlined, however, that this issue does not have to do with the
proposed features, but has to do with the classifier utilized for detection, and
is inherent in any security system that uses features for detection purposes.
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A Hierarchical Magnification
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Insight in Graph
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This section presents the proposed clutter reduction approach in mul-
tiple dimensions. Two significance maps are utilized, namely, saliency and
entropy. These significance maps are enhanced using a hierarchical approach,
in order to generate new maps, that are better able to characterize the sig-
nificant regions of the visualization. The reason for this enhancement is
that the hierarchical approach takes into account information form multi-
ple significance layers with different resolutions and combines them. Thus,
the hierarchical significance map is able to identify small significant regions
visible from a high resolution significance map, and large significant regions
visible from the low resolution map.
The hierarchical significance map is used to guide the non-linear de-
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formation procedure. The result is the magnification of regions with high
significance values, at the expense of reducing the size of less significant re-
gions. As a result, significant regions are enhanced, and are easier perceived
by the analyst.
Figure 4.1: Method overview: The first step is the generation of hierarchical
significance map. Afterwards the multi-resolution grid is generated and the
optimization is applied onto this grid based on the hierarchical significance
map in order to identify its optimal deformation. The result is a deformed
visualization space which enhances cluttered areas of the display.
Figure 4.1 presents an overview of the proposed visualization non-linear
deformation approach. Taking into account the input dataset, the first step
is the generation of the hierarchical significance map, which defines regions
of the input space that are important and need to be magnified. Indepen-
dent of the type of the input data that can be either N-dimensional points,
word clouds, or images, multiple grid resolutions are defined, while a sig-
nificance map is generated for each such resolution. The significance maps
are afterwards combined for the generation of the hierarchical significance
map, which takes into account both small and large significant regions, which
contain small and large data patterns.
The second step is the generation of the multi-resolution grid, which as-
signs a larger number of hyperrectangles in the regions of the input space
with high significance. The hyperrectangles are N-dimensional representa-
tions of rectangles. Each hyperrectangle represents a cell in the grid. In the
case of 2 dimensions each cell is a rectangle, and in 3 dimensions each cell
is a rectangular cuboid. The advantage of the multi-resolution grid, when
compared to the uniform grid, is that it more effectively preserves local pat-
terns in the deformed space. Furthermore, the optimization space (number
of variables) of the multi-resolution grid is much smaller when compared to
the uniform grid, and thus, the optimization procedure is much faster.
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Afterwards, the grid deformation energy is defined based on the signifi-
cance of each hyperrectangle. This energy term allows significant hyperrect-
angles to be more magnified, in order to enhance the patterns that exist in
them. The optimization procedure minimizes the grid deformation energy
and enhances significant regions of the input data/image spaces. The core
idea of the optimization approach is to assign to each hyperrectangles a size
that corresponds to its underling significance, while keeping their distortion
to a minimum.
4.1 Generation of the hierarchical significance map
The hierarchical significance map takes into account multiple grid resolu-
tions, and is able to efficiently identify significant regions. This hierarchical
procedure has been used before in the literature for the generation of saliency
maps on images [71] [16] and meshes [72]. The advantage of this hierarchical
definition over the single-layer approach, is that it captures both large and
small patterns [73], since low resolution grids might lose small patterns but
can capture large patterns, while the opposite stands true for high resolution
grids.
Figure 4.2: Generation of the hierarchical significance map. The significance
map is crated for each layer of the grid hierarchy. Afterwards, each layer is
normalized, and all the layers are superpositioned for the generation of the
final hierarchical significance map.
The procedure of generating the hierarchical significance map is illus-
trated in Figure 4.2. A hierarchy of layers is generated, each one covering
the input space with different grid resolutions. The significance map is calcu-
lated and normalized for each layer separately. Afterwards, the significance
maps of each individual layer are superpositioned for the generation of the
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hierarchical significance map which will be used for the deformation proce-
dure.
For the generation of the hierarchical significance map, the grid of each
layer of the hierarchy must be defined. Each multi-dimensional grid G =
(V,E, F ) is comprised of a set of vertices V , a set of edges E and a set of
hyperrectangles F , where V =
[
vT0 ,v
T
1 , .....,v
T
end
]
and vi ∈ RN is the vertex
position in the N-dimensional space. The vertices and edges partition the
input space into a multi-dimensional grid comprised of hyperrectangles of the
same size. The reason why the hyperrectangles have the same size is that
in each layer, the grid is uniform, i.e. each dimension is equally partitioned.
An example of equal hyperrectangle size is provided in Figure 6.1(a).
Each hyperrectangle fi ∈ F is comprised of a set of edges E(fi) ⊂ E and
vertices V (fi) ⊂ V . The total number of hyperrectangles is
N∏
i=1
ni, where ni
is the number of partitions per dimension. Each partition in a dimension
is a line segment, equal in size with all the other partitions in the same
dimension.
Let Gl = (Vl, El, Fl) denote the grid in layer l with nl partitions per
dimension. Each grid Gl has nl = 2
l partitions per dimension, e.g. the grid
of layer 1, G1 has n1 = 2 partitions per dimension. The value of l is within
l ∈ [1, ..,M ], where M is the maximum level allowed, and depends on the
maximum resolution allowed by the multi-resolution grid defined in Section
4.2.
The first step towards the generation of the hierarchical significance map
is the definition of a single-layer high resolution significance map in the input
data space. There are multiple choices for the selection of the appropriate
single-layer significance map. In the context of this work, the experimen-
tal results have been created and compared using both entropy [74] and
saliency maps [14] [13]. Afterwards, the calculation of the significance value
for each hyperrectangle is defined as the average significance value of the re-
gion covered by it, while the significance map of layer l is defined as Sl. The
significance value of each hyperrectangle f li is denoted as s
l
i ∈ Sl. The second
step is the normalization of significance maps of each individual layer, for
the subsequent superposition of the maps. The operator ℵ(.) defined in [16]
is utilized so as to normalize each significance map,.
The same normalization operator ℵ(.) has also been used in other re-
search works (e.g. [72] and [75]), and has as an effect the promotion of sig-
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nificance maps, which are comprised of a small number of high significance
values, while efficiently suppressing significance maps with a large number
of similar values.
Figure 4.3: Hyperrectangle intersection in multiple dimensions, in which
hyperrectangles f lj and f
l+1
i intersect. In the specific case that nl = 2
l
partitions per dimension, if two hyperrectangles intersect, it follows that
one contains the other.
The final hierarchical significance map is created for the resolution of
the last layer of the grid hierarchy GM . To achieve this, let us denote
as Q
(
f li
)
, where l is the level of the hierarchy and f li ∈ Fl is a specific
hyperrectangle belonging to layer l, as the set of hyperrectangles from all
the layers of the hierarchy, so that they intersect with the N-dimensional
hyperrectangle f li . In the specific case of this paper that nl = 2
l partitions
per dimension are considered, if two hyperrectangles intersect, it means that
one contains the other (as shown in Figure 4.3). The same stands true for
every nl = r
l for r ∈ N>1. In the same notion Qs
(
f li
)
is the set of significance
values of all the hyperrectangles belonging to Q
(
f li
)
. The superpositioning
of the different maps is performed on layer M and the final hierarchical
significance map, denoted as Shier, is calculated for each hyperrectangle in
layer M . Let shi be the final hierarchical significance value of hyperrectangle
fMi ∈ FM . The calculation of shi is described in the equation that follows:
shieri =
∑
slj∈Qs(fMi )
ℵ
(
slj
)
.
Finally, the hierarchical significance map is defined as Shier =
⋃
shieri .
Compared to the single layer significance map, the hierarchal significance
map is smoother. Although similar smoothing results can be obtained by
applying a simple blurring function, such as Gaussian, on the single layer
map, the hierarchical map is able to better identify both small and large
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regions of high significance. On the other hand, the application of a blurring
function enhances the large regions of significant cells in the grid, at the
expense of losing the significance of smaller regions that contain equally
significant cells in the grid. An example of comparison between Gaussian
blurring and hierarchical significance map is illustrated in Figure 4.4.
Figure 4.4: An example of comparison between Gaussian blurring and hi-
erarchical significance map. (a) Input dataset. (b) Single layer entropy
significance map. (c) Gaussian blurring of single layer map. (d) Hierarchical
entropy significance map. Small regions of significant grid cells are lost by
applying the Gaussian blurring. The Hierarchical significance map is able to
identify all the significant regions, while also being smoother than the single
layer map.
4.2 Multi-resolution grid
The multi-resolution grid is a non-uniform grid on the N-dimensional space,
in which the distribution of hyperrectangles is not uniform, but instead dis-
tributes more hyperrectangles in regions with high significance. The advan-
tage of the multi-resolution grid is that regions with high significance are less
distorted when magnified, since they have higher resolution. In addition, the
optimization space of the vertex positions of the grid is much smaller when
compared to the full resolution grid, and thus, has better speed performances
as well as produces better results.
The algorithm for the creation of the multi-resolution grid is similar to
the one used for the creation of a quad tree. The algorithm takes as input a
specific user-defined significance threshold. In the context of this work this
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threshold is set to a value that results in the reduction of the number of opti-
mization variables by 20% to 50%, depending on the application. This algo-
rithm has as a result that the significance value of each hyperrectangle is the
largest possible value, which is smaller than the provided threshold (i.e. the
infimum). The multi-resolution grid is denoted as Gmul(Vmul, Emul, Fmul),
where Fmul are hyperrectangles of the multi-resolution grid, Vmul the vertices
and Emul the edges.
The significance value smuli of each hyperrectangle f
mul
i ∈ Fmul in the
multi-resolution grid is calculated from the hierarchical significance map
Shier defined in Section 4.1. For this calculation, the values of hierarchical
significance map Shier have to be mapped to the hyperrectangles in Fmul.
As explained in Section 4.1, the hierarchical significance map Shier is defined
for each hyperrectangle of the grid GM in the maximum layer of the grid
hierarchy layer M .
Let P (fmuli ) denote the set of all hyperrectangles from grid GM , which
intersect with fmuli ∈ Fmul. Additionally, let Ps(fmuli ) denote the set of
significance values of all the hyperrectangles belonging to P (fmuli ). Figure
4.5(b) presents the hypercubes of the multi-resolution grid. The sets of
hypercubes P (fmuli ) and P (f
mul
j ) are highlighted in this figure using red
and green colors respectively. The procedure of calculation of the significance
value of each hyperrectangle fmuli ∈ Fmul in the multi-resolution grid Gmul
is defined as follows:
smuli =
∑
∀shierj ∈Ps(fmuli )
shierj (4.1)
The significance map of the multi-resolution grid Gmul is defined as
Smul =
⋃
smuli .
4.3 Multi-dimensional grid deformation
This section follows the work presented in [13] and [14] regarding the grid
deformation procedure and for quantifying the optimum distortion of each
hyperrectangle. The deformation procedure presented here has been firstly
proposed by [13] for image resizing. The same procedure has afterwards been
utilized by [14] for resizing data visualizations. The deformation procedure
is briefly presented here. More details can be found in [13] and [14].
60
Figure 4.5: (a) The hypercubes of the grid in layer M of the hierarchy.
Hypercubes fmuli and f
mul
j are highlighted in red and green colors. (b) The
hypercubes of the multi-resolution grid. The sets of hypercubes P (fmuli ) and
P (fmulj ) are highlighted using red and green colors.
The purpose of grid deformation is to enlarge significant regions of the
input space, and visualize any patterns that were previously hidden due to
high cluttering. The deformation method takes as input a grid G = (V,E, F )
and its significance map S, where V is the matrix of vertices, E matrix of
edges, and F the matrix of hyperrectangles. These matrices have specific
relationships between them, i.e. F = QV and E = HV , where Q and H are
also matrices which depend on the grid. The result of deformation is a new
grid G
′
=
(
V
′
, E
′
, F
′
)
, created by changing the positions of the vertices in
V , according to the given significance map.
According to [13] and [14], the ideal deformation of each vi ∈ V into a
new position should be defined as v
′
i = c ∗ vi, where c is the scale factor.
This equation refers to the uniform scaling case, and requires an extension
of the area covered by the data in the input space. In the case that the area
covered by the data in the input space is considered static, this extension is
not possible. One of the alternatives proposed in the literature (see Section
2) is to introduce a non-linear deformation of each hyperrectangle, so that
more space is given to more significant hyperrectangles [13] [14].
The main objective of the utilized grid deformation method is to mini-
mize the total deformation energy, defined as the distance from the uniformly
scaled position. Let fi ∈ F be a hyperrectangle defined as fTi = qiV , where
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qi is a 2
N × |V | matrix (N is the dimension) and its element in the rth row
and cth column is defined as:
qi,rc =
{
1 , if vc ∈ fi, and fi,r = vc
0 , else
}
(4.2)
where fi, r is the rth vertex in fi. Given Q =
[
qT0 , q
T
1 , ...., q
T
|F |
]T
, the matrix
of hyperrectangles is defined as F = QV .
The uniformly scaled hyperrectangle is defined as f
′
i = cifi, where ci is
the desired scale matrix for the ith hyperrectangle. Let F
T = [f1, f2, .., f|F |]
be a matrix of all the quads, and WF be a |F |×|F | matrix of the significance
of each quad, while its element in the rth row and cth column is defined as:
WF,rc =
{ √
sr , if r = c
0 , else
}
(4.3)
where sr is the significance of hyperrectangle fr. Furthermore, let C be the
desired scale matrix C with:
Crc =
{
cr , if r = c
0 , else
}
(4.4)
The total hyperrectangle deformation energy is defined as follows:∥∥∥WFF ′ −WFCF∥∥∥2 (4.5)
or alternatively: ∥∥∥WFQV ′ −WFCQV ∥∥∥2 (4.6)
The minimization of the total hyperrectangle deformation energy allows
for the hyperrectangles with large significance to have a smaller distance
from their uniformly scaled version (which refers to the lack of distortion for
all the objects), and thus, under the constraint of static space, significant
hyperrectangles are enlarged more than the less significant ones.
An additional energy term that is used for the deformation procedure is
the edge bending, as proposed in [14] and [13]. This term captures the case in
which significant data patterns occupy multiple connected hyperrectangles,
and tries to prevent their distortion [13] [14]. Given an edge ek, its uniformly
scaled version is defined as e
′
k = lkek, where lk is a 2 × 2 scale matrix. Let
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ET = [e1, e2, .., e|E|] be a matrix of all the edges, and WE be a |E| × |E|
matrix of the significance of each edge, while its element in the rth row and
cth column is defined as:
WE,rc =
{ √
sr , if r = c
0 , else
}
(4.7)
where sr is the average significance factor for all the hyperrectangles in which
edge er belongs. Furthermore, let L be the desired scale matrix L with:
Lrc =
{
lr , if r = c
0 , else
}
(4.8)
The total edge bending energy is defined as follows:∥∥∥WEE′ −WELE∥∥∥2 (4.9)
or alternatively: ∥∥∥WEHV ′ −WELHV ∥∥∥2 (4.10)
where H is a matrix such that E = HV . The edge bending energy term
scales the edge lengths and tries to retain the edge orientations, after the
multi-dimensional grid deformation.
Finally, the optimum deformed grid is defined as a solution to the fol-
lowing minimization problem:
arg min
V ′
∥∥∥WF (QV ′ − CQV )∥∥∥2 + ∥∥∥WE(HV ′ − LHV )∥∥∥2 (4.11)
subject to :

v
′
i,d = min [d] , if v
′
i,d is on the
lower boundary
of dimention d
v
′
i,d = max [d] , if v
′
i,d is on the
upper boundary
of dimention d
min [d] ≤ v′i,d ≤ max [d] , else

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where v
′
i,d is the coordinate of vertex vi ∈ V in the dth dimension, and min [d]
and max [d] are the lower and upper boundaries of the dth dimension as
defined by the input dataset. After the minimization of the total deformation
energy D defined in equation 4.11, the new grid G
′
=
(
V
′
, E, F
)
is found,
where V
′
=
⋃
i v
′
i. The dataset is deformed to this new grid G
′
, taking into
account the initial grid G and utilizing linear interpolation in the multi-
dimensional space.
The scale factors of each hyperrectangle are also smoothed, as suggested
in [14] and [13], in order to allow for neighboring hyperrectangles to have
similar deformations, and thus, lead to perceptually consistent results [14]
[13]. The smoothing procedure is defined as an optimization problem, by
minimizing the following energy term:
∑
fi∈F
∑
fj∈N(fi)
1
2
(si − sj)(c′i − c
′
j)
2
+
∑
fi∈F
si(c
′
i − cj)
2
(4.12)
where c
′
i is the new scale factor of hyperrectangle fi, and N(fi) is the set
of neighbors of hyperrectangle fi. In the case of a regular grid, the set of
neighbors of each hyperrectangle has the same size. On the contrary, in
the case of multi-resolution grid, the set of neighbors of a hyperrectangle
might have different size for different hyperrectangles. This however, is not
an issue, since the set of neighbors is well defined in all cases.
The optimization problem presented in this section is a quadratic prob-
lem, solved using an iterative procedure [13]. It should be noted that the
optimization procedure presented in this section takes as input any kind of
grid, either regular or multi-resolution as defined in Section 4.2. In the case
of the multi-resolution grid however, the experimental results reveal that
the hyper-rectangles in the grid can be deformed into triangles. This might
create an issue since the deformed grid, guides the scale-and-stretch of the
final visualization results. In order to alleviate this issue, and also make sure
that the quality of the visualization is high, the proposed approach utilizes
a deformation threshold for each cell of the grid, in order to stop them from
deforming too much.
An alternative method for non-linear deformation in one-dimensional
datasets is presented in Appendix A. This method was firstly presented
in [1] that was published in the context of this thesis. The non-liner defor-
mation presented in Appendix A is a similar method for clutter reduction
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to the hierarchical method presented in this section, but instead of using
significance maps to guide the deformation procedure, it measures the exact
information loss caused by the mapping procedure and tries to minimize
it. It is possible to achieve similar results using both methods. In order to
achieve these similar results, the distribution of the output signal is mea-
sured. The distribution of the data is measured using histograms, i.e. using
a standard binning procedure and measuring how many data points fall into
each bin. The goal is to make this distribution as uniform as possible, so
as to have large entropy. The difference however is that the hierarchical
approach presented in this section is more generic than the one-dimensional
case presented in Appendix A, since it can be applied in any number of
dimensions, taking as input any type of significance map. In addition, the
proposed approach results in a quadratic optimization problem that can be
efficiency solved. More details can be found in Appendix A.
4.4 Different choices for the generation of the sig-
nificance map
For image resizing, multiple significance maps have been proposed including
saliency maps [16] [76] and edge detection techniques [13]. These models take
into account the way the human eye works in order to identify important
regions in the image that contain visual objects, and thus, should be less
distorted. These methods are efficient for 2-dimensional visualizations, but
are not scalable to multiple dimensions. To overcome this issue, the use of an
additional significance map is proposed in this section, which identifies highly
cluttered regions, and can be applied to any number of dimensions. The
corresponding significance map represents the entropy of the data instances
(e.g. [56]). Specifically, the significance value of each hyperrectangle in the
entropy significance map, is defined as the shannon’s entropy [74] of all the
data instances that belong to it. All the aforementioned significance maps
are applied in multiple visualizations, and the results are compared with
respect to multiple evaluation metrics.
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Chapter 5
Experimental evaluation
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5.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . 66
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nification approach . . . . . . . . . . . . . . . . . . 95
This section presents the results of the experimental evaluation with re-
spect to the graph analytic techniques presented in this thesis. Specifically,
Section 5.1 presents the datasets utilized for the evaluation procedure. Sec-
tion 5.2 presents the evaluation results of the proposed graph features in
graph mining applications. Section 5.3 presents the evaluation results of the
proposed hierarchical approach for clutter reduction in graph visualizations.
5.1 Datasets
5.1.1 Datasets used for the evaluation of the graph features
This section presents the datasets used for the evaluation of the graph fea-
tures. All these datasets have been generated in the context of the research
project NEMESYS [77] [78], which is founded by European Commission.
The main goal of the NEMESYS project was the development of novel
methods for the detection and mitigation of anomalies in mobile cellular
networks [79] [80].
These datasets correspond to billing-related information describing cases
of Distributed Denial of Service (DoS) attacks against the core network.
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In general these types of attacks can be detected from either the signaling
(control) or the billing (data) planes. The signaling plane in the mobile net-
work is comprised of all the signals that control or are needed for the network
services (e.g. Call Forwarding enable/disable or Call handover). Previous re-
search [81] [82] has demonstrated the effect of several attack scenarios against
the core network using the signaling plane. One such example is demon-
strated by Traynor et al. [81], who proposed an attack that overloads the
Home Location Register (HLR) with call Forwarding enable/disable signals.
On the other hand, the billing plane is comprised of actual data sent/received
by the mobile devices, including Call Detail Records (CDR)1, and Internet
traffic. For example, a large volume of SMSes (Short Message Service) can
degrade the availability of the cellular phone network [84] [85] and deny
voice service to cities in the size of Washington D.C. and Manhattan [85].
It should be underlined that this thesis targets the detection of anomalies
using information from the billing plane.
This thesis focuses on the analysis of billing information. The reason for
focusing only on billing information has to do with the creation of the com-
munication graph. This graph represents the users’ communication events
(Calls/SMSes/Internet), which are captured from the billing information.
On the other hand, the signaling data have as a recipient the mobile net-
work, and in this respect the destinations of the signals are static. Although
the signaling information could be used for the creation of the communica-
tion graph, the drawback is that the structure of this graph is static, since
it does not depend on the communication patterns of the users. This means
that the use of a graph for the analysis of signaling anomalies does not offer
any additional advantages, when compared to simple approaches that take
into account only the volume or frequency of the sent signals.
SMS flood
A simulation dataset is used to demonstrate the efficiency of the proposed
anomaly detection approach in identifying unknown attackers, and to com-
pare the results with other state-of-the-art anomaly detection methods.
GEDIS Studio [86] has been utilized for the creation of the dataset, which
is an online tool for generating CDR data. The generation of the data is
1CDRs include attributes such as [83]: source, destination, time, duration, call type
(e.g. voice, SMS, MMS etc), any fault condition encountered etc.
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controlled by user-profile files, which describe patterns of usage for a specific
user. A usage pattern defines the number of messages to be generated in the
simulation period, the type of messages and the correspondent(s). A user-
profile can contain several usage patterns, defining various types of calls
originating from or terminating to a mobile device.
The CDR data correspond to the SMS flood scenario described in [84].
A number of 4800 users have been simulated. According to [84], the normal
SMS traffic rate for one network sector is 0.7 messages/sec. For 4800 users,
this corresponds to 12.6 messages/day/user. The users were divided into two
usage groups, one with a large rate of 17.79 messages/day/user (2000 users)
and one with a small rate of 8.89 messages/day/user (1800 users), with a
total average of the original 12.6 messages/day/user. A period of 7 days has
been simulated. A 10% ratio of the first group of users and a 5% ratio of
the second group of users constitute the mobile devices, which have been
infected by the SMS flooding malware during this period. In the last hour
of the 7th day, the infected devices cause an SMS flood, by increasing their
rate of SMS traffic by 8 times their normal rates, according to the setting
of [84].
The above information and-user groups have been described with proper
usage profile files in the GEDIS Studio tool. The generated CDR data for
the SMS traffic consist of the following fields:
• Origin: The Identifier of the phone sending the SMS.
• Destination: The Identifier of the phone receiving the SMS.
• Datetime: Date and time that the SMS was sent/received.
In this case the origin and destination of the communication defined in
Figure 3.2(a) are the mobile phones, while the communication events are
SMSes.
Spam SMS
This scenario simulates an SMS spam campaign. For the simulation of this
scenario, the OMNeT++ simulation framework [87] was used (similarly to
the simulation presented in [88] and [89]). There are in total 10,000 mobile
devices which are divided into three distinct groups according to behavior:
(i) 4,000 users exhibit low levels of SMS activity, (ii) 3,000 users exhibit
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medium levels of SMS activity, and (iii) 4,000 users exhibit high levels of
SMS activity. In the simulations, 102 mobile devices, uniformly distributed
across the three distinct groups, are assumed to be infected with spam mal-
ware. The malware does not have a diurnal cycle, and it regularly sends a
configurable number of spam SMS messages, with each message being sent
to a destination chosen randomly from the mobile’s contact list. Normal mo-
bile users have a very small probability of responding to a spam SMS. This
dataset was simulated for a period of 7 days. The goal in this experiment is
to identify the infected mobile devices.
The generated CDR data for the spam SMS dataset consist of the fol-
lowing fields:
• Origin: The Identifier of the phone sending the SMS.
• Destination: The Identifier of the phone receiving the SMS.
• Datetime: Date and time that the SMS was sent/received.
In this case the origin and destination of the communication defined in
Figure 3.2(a) are the mobile phones, while the communication events are
SMSes.
RRC-based attacks
This section presents the application of the graph features to the dataset for
Radio Resource Control (RRC)-based attacks described in detail in [88], [89],
and [90]. For the simulation of this scenario, the OMNeT++ simulation
framework [87] was used. There are two classes of anomalous users in this
dataset: (i) malicious mobile devices that send Internet packets whenever
a demotion from the DCH (Dedicated Channel) state is assumed to have
occurred, and (ii) misbehaving mobile devices that send periodic packets
whenever the user is inactive. There are in total 200 users, of which 100
are anomalous, 50 in the first class and 50 in the second one. The goal of
this experiment is to evaluate the performance of the proposed algorithm
in identifying the anomalous users. There are in total 30 normal Internet
servers that communicate with all the users, and 6 malicious servers that
communicate only with the anomalous users. The total simulation period is
5 hours.
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For each user, multiple attributes are collected concerning Internet traf-
fic. Specifically, this dataset is comprised of the following billing-related
data:
• Origin: The Identifier of the phone/server sending the Internet packet.
• Destination: The Identifier of the phone/server receiving the Internet
packet.
• Size: The size in bytes of the Internet packet sent/received.
• Datetime: Date and time that the Internet packet was sent/received.
In this case the origin and destination of the communication defined
in Figure 3.2(a) are the mobile phones and the Internet Servers, while the
communication events are Internet packets.
Malware infection
This scenario is similar to the spam SMS scenario. The infected mobile de-
vices send a large number of spam SMSes towards different destinations. The
difference in this case is that the simulation included the malware propaga-
tion over time, and the infection of new mobile devices gradually increases.
There are 2000 users in total, that communicate by means of SMS. The
infected mobile devices send randomly a small number of SMSes that con-
tain a link to a malicious website, which if the recipient of the SMS visits,
is infected by the corresponding malware. This propagation procedure is
simulated by utilizing an infection probability. Specifically, if an infected
mobile device sends an SMS to a normal device, there is a small probability
that it will become infected. The graph of connections between the users
has diameter equal to 11. The simulation starts with one infected mobile
device.
Figure 5.1 shows the number of infected mobile devices at each time
instance of the simulation. Starting from one infected device at time period
0, the number of infected mobile devices increases gradually, and results in
all the users being infected at time period 100.
In this case the origin and destination of the communication defined in
Figure 3.2(a) are the mobile phones, while the communication events are
SMSes.
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Figure 5.1: The number of infected mobile devices at each time instance of
the simulation. The horizontal axis represents the index of the time instance
of the simulation, and the vertical the number of abnormal users in each time
instance. The simulation starts with 1 infected user, and ends with all the
users being infected at time instance 100.
Similarly to the previous scenarios, the goal in this scenario is the identi-
fication of infected mobile devices at each time period. But unlike previous
scenarios, a second goal is also set in this malware infection scenario. Specif-
ically, the second goal is the identification of the mobile devices that will be
infected in the near future (i.e. 1 to 10 time periods in the future).
5.1.2 Datasets used for the evaluation of the hierarchical
clutter reduction approach
BGP routing changes
The goal of this dataset is to perform detention of Border Gateway Protocol
(BGP)-related anomalies in the network, as well as identify the Autonomous
Systems (AS) that are responsible for the anomalies.
BGP is the de facto protocol used in the Internet today for the exchange
of routing information. The Internet consists of a large number of networks
called AS. Within the Internet, an AS is a collection of connected Internet
Protocol (IP) routing prefixes under the control of one or more network op-
erators that present a common, clearly defined routing policy to the Internet.
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A unique number (ASN) is allocated to each AS for use in BGP routing. AS
numbers are important because the ASN uniquely identifies each network
on the Internet.
The basic components of BGP are the announcements. A BGP an-
nouncement contains information about the destination prefix and the AS
path followed to reach that prefix. An announcement has the form {<prefix>
: <AS-path>}. For example the following announcement: {<91.194.12.0/21>
: <AS-3549 AS-1 AS-2 AS-3>}, consists of the Prefix: <91.194.12.0/21>
which describes 2048 IP addresses 2 and the AS path: <AS-3549 AS-1 AS-
2 AS-3>. The last AS in the path (AS-3) is the one that produced the
announcement and is the owner of these 2048 IP addresses. Furthermore,
the path describes the ASes that one should traverse through to send data
to AS-3. The BGP announcement data used here, were collected from the
RIPE repository [91].
For the sake of demonstration, a graph based tool that was developed
in [1] will be utilized, which from now on, will be called BGPGraph. BGP-
Graph was introduced for the purpose of visualizing BGP (Border Gateway
Protocol) [92] routing changes. BGPGraph (presented in Appendix B) uses
a graph metaphor in order to represent the topology of the Internet on the
Autonomous System (AS) level. In other words, the vertices of this graph
represent ASes and the edges physical connections between two ASes.
The basic methodology used by the BGPGraph is to define a time window
and calculate the amount of traffic change that was caused by the incoming
BGP announcements, measured in number of IP addresses. Afterwards, this
information is mapped onto the widths of the edges and the radii of the
vertices. This means that there are two mapping functions: F : N1 → V 1,
one for the edge widths and one for the vertex radii. The visualization space
is represented with V , and corresponds to the set of distinct edge widths
and vertex radii on the graph visualization, to which the input information
is mapped. More details about this mapping procedure can be found on
Appendix B, while equations (B.5) and (B.4) define the set V . It should be
noted that the input space is in this case N1, since the input information
represents number of IP addresses, which are integers. Finally, a hierarchical
2Each prefix, e.g. <91.194.12.0/21> consists of two numbers, namely, the IP address,
i.e. 91.194.12.0, and the number of bits that are static beginning from the left of the IP
address when written in binary format. For IP version 4, there are 32 bits that specify the
IP address. Thus, the prefix <91.194.12.0/21> describes 232−21 = 211 = 2048 IPs
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clustering method is introduced in [1], that produces a hierarchy of coarse-
to-fine graphs, so as to reduce the size of the visualized graphs.
This dataset is used in order to demonstrate the effects of the one-
dimensional discriminators on a graph-based visualization of the input data.
Collaboration network
The goal of this dataset is to perform visualization resizing to fit smaller/
different-aspect-ratio screens, identical to the goal proposed by Wu et al. [14],
with which the method proposed in this thesis is compared and evaluated.
This dataset is used by a graph-based visualization. It represents a col-
laboration network [93] from the e-print arXiv, and covers scientific collab-
orations between authors for all the papers submitted to General Relativity
and Quantum Cosmology category. Each node represents an author, while
undirected edges connect authors that have co-authored a paper. The data
covers papers in the period from January 1993 to April 2003. The graph is
comprised of 5242 nodes and 14496 edges.
Forest Fires dataset
The goal of this dataset is to perform visualization resizing to fit smaller/
different-aspect-ratio screens, identical to the goal proposed by Wu et al. [14],
with which the method proposed in this thesis is compared and evaluated.
This dataset is used by a 3-dimensional scatterplot visualization. Al-
though strictly speaking the scatterplot is not a graph, for a visualization
perceptive it can be considered to be a graph without edges. The Forest
Fires dataset [2], contains meteorological data from burned forests in the
north-east region of Portugal. It contains multiple attributes such as: spa-
tial coordinates of the burned forests, date of the fire, wind speed, relative
humidity, temperature, Fine Fuel Moisture Code (FFMC), Duff Moisture
Code (DMC), Drought Code (DC), and Initial Spread Index (ISI).
INSPIRE dataset
The goal of this dataset is to perform visualization resizing to fit smaller/
different-aspect-ratio screens, identical to the goal proposed by Wu et al. [14],
with which the method proposed in this thesis is compared and evaluated.
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This dataset is used by a scatterplot visualization. The INSPIRE [94]
dataset reveals the topic distribution of IEEE Vis, IEEE InfoVis and, IEEE
VAST proceeding papers published from 2006 to 2008. For the generation
of this dataset, Wong et al. [94] collected the articles published in the cor-
responding IEEE conferences from 2006 to 2008. Afterwards, the authors
examined the words that appear in each document in order to determine its
thematic content, as well as its semantic similarity with the rest of the docu-
ments. The document data were afterwards projected onto a 2-dimensional
space in order to visualize their relative thematic similarities.
5.2 Experimental evaluation of the graph features
This section presents the results of the application of the proposed graph-
based features in multiple simulation datasets. Four scenarios are considered
for the validation procedure, 1) SMS flood, 2) Spam SMS, and 3) RRC-based
attacks, 4) Malware infection. These scenarios are common anomalies in the
mobile network that were described in recent papers [84] [95] [96] [88], and are
used as representative examples. This section compares the detection rates
of the proposed approach with existing approaches for anomaly detection.
5.2.1 Anomaly detection methods selected for comparison
The methods selected for comparison and evaluation, belong to two groups:
1) Anomaly detection methods in mobile networks utilizing billing data,
and 2) Anomaly detection methods using graph representations and local
feature extraction. With respect to the first group, the following methods
were selected: Lim et al. [84] and Yan et al. [95] which present methods
for the detection of SMS flood events, and Xu et al. [96] which present a
method for detection of SMS spammers. All these methods are supervised
anomaly detection methods. On the other hand, with respect to the second
group, the following methods were selected: Akoglu et al. [27] (Oddball),
Henderson et al. [28] (Refex), and Kang et al. [29] (net-ray), which present
generic methods for anomaly detection using graph-based data. The Oddball
and net-ray are unsupervised anomaly detection methods, and the Refex is
a supervised anomaly detection method. In addition to the default methods
presented in these graph-based anomaly detection papers belonging to the
second group, the extracted features were also utilized for classification based
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on the supervised RF classifier, for fair comparison. Thus, two approaches
are evaluated in each case, the default method presented in each paper, and
a method based on an RF classifier.
Supervised classification has been shown to outperform unsupervised
classification in cases of known types of classes, e.g. known attacks in net-
works [97] or identifying cell types [98]. However, the accuracy of supervised
classification algorithms deteriorates significantly in the presence of unknown
attacks [97]. In this research work, a specific indicative set of scenarios is
presented and analyzed using a supervised classification approach, so as to
evaluate the efficiency of the proposed features in detecting known attacks.
The evaluation of the proposed features in unknown attacks is out of the
scope of this thesis.
There are a number of methods that may be used for supervised clas-
sification. The RF clarifier, however, has been shown to outperform other
supervised learning algorithms [99,100] in a variety of datasets. In addition,
this method does not suffer from over-fitting problems, is less sensitive to
outlier data, and calculates automatically the importance of each feature in
the classification task [101]. One of the most common methods for calculat-
ing the importance of each feature is the Gini index [102] [103], which is also
the one utilized in this paper. Hence we use the RF algorithm along with
the features that we have described in order to perform anomaly detection.
The Gini index [102] [103] of a data subset Tsub according to feature fi
is defined as follows:
Gini(fi, Tsub) = 1−
c∑
j=1
(pj)
2 (5.1)
where c is the number of different classes that the input data will be classified
to, and pj is the percentage of points belonging to the jth class in the Tsub.
The Gini index is minimum (with value zero) only when points from one
class belong to Tsub. For the selection of the next feature fk to be used for
splitting a node of the decision tree, the following equation is utilized:
fk = arg min
fk,T
q
sub
 t∑
q=1
( |T qsub|
|T | Gini(fk, T
q
sub)
) (5.2)
where |T | is the size of the dataset and |T qsub| is the size of the qth partition.
The number of partitions on each iteration of the algorithm is t. In other
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words, the partition feature fk at each iteration of the algorithm is chosen
(over all the possible fk in the dataset) so that the sum of the Gini indexes
over the different partitioning schemes T qsub (over the same feature fk) is
minimized, and thus, the classes are better separated according to fk. In
the case that the value of equation (5.2) is zero, then the separation is perfect
and only points from one class belong to each T qsub.
An alternative metric to Gini Index that is commonly used for finding
the best feature to partition the dataset at each iteration of the algorithm
is the entropy [102]:
Entropy(fi, Tsub) =
c∑
j=1
(pjlog (pj)) (5.3)
where c is the number of different classes that the input data will be classified
to, and pj is the percentage of points belonging to the jth class in the Tsub.
Similarly to the Gini index, the entropy is minimum (with value zero) only
when points from one class belong to Tsub. The equation for finding the best
partitioning feature according to the entropy is similar to equation (5.2).
The RF is a collection of multiple decision trees, trained on random
samples extracted from the initial dataset. The final classification result is
calculated using majority voting. Figure 5.2 shows an example of decision
tree generation for the classification of two colored circles: red and green.
The background color represents the classification result at the specific it-
eration, as calculated from the largest class belonging to the corresponding
partition. The total space is iteratively partitioned into smaller regions along
each feature, in order to create the space partitioning that best represents
the data.
Figure 5.2: Examples of decision tree generation for the classification of two
colored circles (red and green). The total space is iteratively partitioned into
smaller regions along each feature, so as to create a partitioning that best
represents the data.
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5.2.2 Evaluation metrics
The result of all the anomaly detection methods is a binary classification.
The evaluation of the efficiency of such results takes place by comparing
them with the ground truth as follows::
• True Positive Rate (TPR) or recall: TPP
• False Positive Rate (FPR): FPN
where:
• True Positive (TP): number of anomalies correctly identified
• False Positive (FP): number of normal events incorrectly identified as
anomalies
• Positive (P): number of anomalies
• Negative (N): number of normal events
5.2.3 Scenario 1: SMS flood
Since the important factor in this dataset is SMS activity, the graph is
created to represent this behavior. Specifically, the vertices of the graph
represent the mobile devices, and the edges represent SMS activity between
two devices. The weight of an edge represents the number of messages
exchanged between the corresponding devices. Thus, each neighborhood
graph represents the SMS activity of each user with respect to the selected
destinations and the number of messages directed towards them. The graph
represents the activity of 1 user for 1 day.
For the training of the RF classifier, 10% of the dataset was utilized,
uniformly distributed across the two distinct groups of behavior, while the
rest of the users were used for testing the detection accuracy of the algorithm.
Table 5.1 presents the results of the application of the graph features
on the SMS flood dataset by utilizing all the possible neighborhood sizes
k ∈ 0..N for feature extraction. The same table also presents the results
of the anomaly detection methods proposed in [84] and [95], for identifying
the mobile subscribers involved in the SMS flood attacks, and the methods
proposed in [27], [28], and [29] for the detection of anomalies in graph-based
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Table 5.1: Anomaly detection results on the SMS flood dataset. 10% of the
dataset was utilized for training.
Method TPR FPR
Proposed features 99.40% 0%
OddBall [27] 31.58% 2.74%
OddBall [27] with RF 99.12% 0.07%
Refex [28] 97.66% 0.14%
Refex [28] with RF 97.66% 0.21%
Net-Ray [29] 40.06% 0.93 %
Net-Ray [29] with RF 99.12% 0%
Method in [84] 93.2% 1.4%
Method in [95] 96.5% 2.1%
representations of data. In the case of graph-based anomaly detection meth-
ods two cases were examined: 1) the standard method presented in the
respective papers, and 2) the features presented in the respective papers,
but by utilizing an RF classifier. In all of the cases except for the Refex [28],
the RF classifier provided better results than the default method proposed
in each paper. The reason for this result, is that the OddBall [27] and Net-
Ray [29] methods are unsupervised methods, which are at a disadvantage on
a supervised classification task, as previously mentioned in Section 5.2.1. On
the other hand, the Refex method utilizes a log-Forest supervised classifier,
which has similar performance to the RF classifier. The methods proposed
in [84] and [95] have good performance, since they were specifically devel-
oped for the detection of SMS flood attacks in the mobile network. Their
performance, however, is lower when compared to the used of graph-related
features followed by supervised classification. This means that the use of the
graph structure for the generation of the features conveys more information
than the simple use of the history of each user. Finally, Table 5.1 shows that
the best results, with the highest TPR and the lowest FPR, are obtained by
utilizing the features proposed in this thesis.
Figure 5.3 shows the evaluation of the graph features by taking different
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Figure 5.3: Evaluation of the graph features on the SMS flood dataset,
by taking into account only the features extracted from different values of
neighborhood sizes k, and not all together (as done in the default method).
values of neighborhood sizes separately, and not all together (as done in the
default method). The anomalous users are best found by taking into account
only their SMS activity (k = 0), and the SMS activity of their neighbors
(k = 1). Further increase in the value of k deteriorates the classification
efficiency. The reason for this is that a neighbor of an anomalous user might
or might not be anomalous himself, and thus, the addition of extra neighbors
adds noise. The graph diameter in this case is 7.
Figure 5.4: The histograms of the two features with the highest importance
according to the Gini index for the SMS flood dataset. The corresponding
features are the volume (k=1) and the Graph entropy (k=1).
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Figure 5.4 shows the histograms of the best features, which have the
highest importance according to the Gini index. The best features are the
volume and the graph entropy for k = 1, since the large number of SMSes
sent by abnormal users on different destinations has a direct effect on these
two features. The reason for this is that the specific type of increased SMS
behavior, changes the topology and the weight of the egonet, i.e. 1) increases
the weights of the edges and 2) adds extra edges in star-shape around the
source node that lower the graph entropy.
Figure 5.5(a) illustrates the histogram of a feature with average highest
importance according to the Gini index, namely the Average inward weight
(k=1). Due to the overlapping of the classes, this feature can not discrim-
inate between normal and abnormal users very efficiently. Figure 5.5(b)
shows the ordering of the feature importances based on the Gini index, and
the TPR and FPR of each single feature when used alone for anomaly de-
tection (i.e. not used in combination with any other feature). The first two
features are able to capture the larger amount of anomalous related patterns
with high accuracy, while the accuracy drops significantly for the rest of the
features. The Average inward weight (k=1) feature shown in Figure 5.5(a)
has TPR 15.21% and FPR 0%.
Figure 5.5: Evaluation of the graph features on the SMS flood dataset. (a)
The histogram of a feature with average gini value, namely the Average
inward weight (k=1). (b) The ordering of the feature importances based on
the Gini index, and the TPR/FPR of each single feature when used alone
for anomaly detection (i.e. not used in combination with any other feature).
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5.2.4 Scenario 2: Spam SMS
Similarly to the SMS flood case, the significant factor in the spam SMS
dataset is the exchange of SMSes. Thus, the graph is created to represent this
activity. Specifically, each vertex of the graph represents a mobile subscriber,
and each edge the direction of an SMS between two of them. The weight
of each edge represents the number of SMSes sent from the source to the
destination vertex. The graph represents the activity of each user for all 7
days.
Table 5.2: Anomaly detection results on the spam SMS dataset. 10% of the
dataset was utilized for training.
Method TPR FPR
Proposed features 98.05% 0.01%
OddBall [27] 33.01% 0.11%
OddBall [27] with RF 87.37% 0.01%
Refex [28] 8.73% 0%
Refex [28] with RF 7.76% 0.03%
Net-Ray [29] 33.01% 8.86 %
Net-Ray [29] with RF 38.83% 0.07%
Method in [96] (PCA) 87.2% 0.03%
Method in [96] (all features) 79.4% 0.10%
For the training of the RF classifier, 10% of the dataset was used, uni-
formly distributed across the three distinct groups of spam behavior, while
the rest of the users were used for testing the detection accuracy of the
algorithms.
Table 5.2 presents the results of the application of the proposed features
(utilizing all the possible neighborhood sizes for feature extraction) on the
task of detecting SMS spammers in a mobile network. The same table also
presents the results of the graph-based methods [27] [28] [29] on the same
task, as well as the results of the method proposed by Xu et al. [96], which
is a method specifically designed for the detection of spammers in mobile
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Figure 5.6: Evaluation of the graph features on the Spam SMS dataset,
by taking into account only the features extracted from different values of
neighborhood sizes k, and not all together (as done in the default method).
networks. Similarly to the previous experiments, the RF classifier outper-
forms the default method proposed in OddBall [27] and Net-Ray [29], since
these two methods are unsupervised. However, amongst the graph-based
anomaly detection methods, the OddBall with RF provides the best results.
The reason for this is that in the spam SMS dataset, the anomalous users
have increased activity towards the mobile phones in their contact list. This
means that specific features are needed in order to capture this behavior,
which does not include structural changes in the graph, but just changes in
the weights of the edges. The features are not provided by either Net-Ray or
Refex. Specifically, the Refex method utilizes a recursive method for feature
generation, which also prunes correlated features in each step. The pruning
method is a fast binning based method, which might not always be accurate.
This means that the required features for detection were either not gener-
ated at all, or pruned by mistake in a step of the algorithm. This is evident
in both the default Refex method, which utilizes supervised log-forest clas-
sifiers, and the use of RF. On the other hand, the OddBall method has a
specific feature, namely, the sum of the edge weights in the egonet, that is
capable of capturing the aforementioned spam SMS behavior. Finally, the
method proposed by Xu et al. [96] is able to outperform most of the graph-
based approaches (expect for the OddBall with RF), since it was specifically
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designed for the detection of spammers. Xu et al. proposed a number of
features that were used for supervised classification with a Support Vector
Machine (SVM). Principal Component Analysis (PCA) is also utilized for
feature reduction, so as to increase the accuracy of the algorithm. Finally,
the best results are obtained by utilizing the graph features proposed in this
thesis with the RF classifier, with the highest TPR and very low FPR.
Figure 5.6 shows the evaluation results of the graph features by taking
into account the features extracted from different values of neighborhood
sizes k separately. In this case, the graph diameter is 3, and thus this is
the largest k value beyond which the TPR and FPR become zero. The best
results are obtained with the proposed graph features, using neighborhood
size k = 0. The reason for this is that since a spam message concerns two
users, a normal user whose graph geodesic distance to an anomalous user is
2, is not necessarily anomalous, and thus, the addition of extra neighbors
adds noise.
Figure 5.7: The histograms of the two features with the highest importance
according to the Gini index for the Spam SMS dataset. The correspond-
ing features are the Average outward weight (k=0) and the Edge weight
ratio(k=0).
Figure 5.7 shows the histograms of the two features with the highest
importance according to the Gini index. The best features are the average
outward weight and the edge weight ratio for k = 0, since the spammers
send more SMSes than they receive, and thus, this behavior directly affects
these two features. Large outward SMSes increase the value of the average
outward weight feature, and also make the edge weight ratio (i.e. the number
of SMSes sent with respect to the number of SMSes received) larger for a
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Figure 5.8: Evaluation of the graph features on the Spam SMS dataset. (a)
The histogram of a feature with average importance according to the Gini
index, namely the Edge entropy (k=1). (b) The ordering of the feature
importances based on the Gini index, and the TPR/FPR of each single
feature when used alone for anomaly detection (i.e. not used in combination
with any other feature).
large number of spammers. As shown in this figure, and also in Figure 5.6,
the best features are obtained from the graph neighborhood with k = 0,
since it captures the direct communications of the spammers.
Figure 5.8(a) illustrates the histogram of a feature with average impor-
tance according to the Gini index, namely the Edge entropy (k=1). As
shown by the histogram, half of both the normal and anomalous classes
overlap, and thus, the use of only this feature for anomaly detection would
not provide good results. Figure 5.5 (b) shows the ordering of the feature
importances based on the Gini index, as well as the TPR and FPR of each
single feature when used for anomaly detection. The first two features have
very high accuracy, while the rest have significantly lower accuracy. The
Edge entropy (k=1) feature shown in Figure 5.8(a) has TPR 63.72% and
FPR 0.23%.
5.2.5 Scenario 3: RRC-based attacks
For the creation of the graph, the Internet traffic is utilized. Specifically, the
vertices of the graph represent either mobile devices in the cellular network
or Internet servers. The edges represent Internet communications between
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cellular mobile devices and Internet servers, while their weight represents
the size of the packets exchanged in the communication events. The graph
was created for the entire period of 15 days.
Table 5.3: Anomaly detection results on the RRC-based attacks dataset.
10% of the dataset was utilized for training.
Method TPR FPR
Proposed Features 99.00% 0.74%
OddBall [27] 0% 16.29%
OddBall [27] with RF 93.06% 4.44%
Refex [28] 96.04% 16.29%
Refex [28] with RF 98.02% 5.18%
Net-Ray [29] 0.99% 20.74%
Net-Ray [29] with RF 95.05% 0.74%
Table 5.3 shows the results of the application of the different anomaly
detection methods on the task of identifying infected mobile devices which
are involved in an RRC-based attack. Similarly to the results of the previous
experiments, the presence of ground truth makes this problem more suitable
for use with supervised classification. This is also shown in the other exper-
imental results where the supervised methods outperform the unsupervised
ones. This dataset, in contrast to the rest of the datasets in this thesis is
particularly challenging for unsupervised classification methods, since both
Oddball and Net-Ray are not able to detect the anomalous users, while they
also give a large number of false positives. The best results are obtained by
utilizing the features proposed in this thesis.
Figure 5.9 illustrates the evaluation of the graph features by taking into
account only the features extracted from specific values of neighborhood
sizes k. In this case, neighborhood sizes k = 0 and k = 1 provide the best
results, while the graph diameter is 2.
Figure 5.10 shows the histograms of the two features with the highest
Gini index values. The best features are the average outward weight for
k = 0 and the average inward weight for k = 1. The average outward weight
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Figure 5.9: Evaluation of the graph features on the RRC-based attacks
dataset, by taking into account only the features extracted from different
values of neighborhood sizes k, and not all together (as done in the default
method).
feature for k = 0 captures the fact that the abnormal users communicate
with a specific set of anomalous Internet servers and exchange a large vol-
ume of traffic. The average inward weight feature for k = 1 includes the
abnormal servers in the neighborhood of the abnormal users. Thus, this
feature captures the fact that the a number of abnormal users sent large
traffic volumes towards these servers, i.e. these neighborhoods have a large
average inward weight.
Figure 5.11(a) illustrates the histogram of the feature with the fourth
highest importance according to the Gini index, namely, the Edge weight
ratio (k=1). In this case, the separation between normal and abnormal
users using only the corresponding feature is more difficult than the two
best features shown in Figure 5.10, since there is some overlapping of both
classes in the histogram. However, as shown in Figure 5.5(b), the TPR of
this feature is 97.32% and the FPR is 0.86%, which means that it is able to
identify a large number of anomalous users with very low false positives. This
feature captures the increased traffic activity towards the k=1 neighborhood,
since in the case of anomalous users, this neighborhood contains a malicious
server that is the communication destination of multiple other malicious
users. Figure 5.5(b) shows the ordering of the features according to their
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Figure 5.10: The histograms of the two features with the highest importance
according to the Gini index for the RRC-based attacks dataset. The corre-
sponding features are the Average outward weight (k=0) and the Average
inward weight (k=1).
importance based on the Gini index. The same subfigure also shows the
results of the application of each individual feature for the task of anomaly
detection. The first four features in this case have all high performance, i.e.
above 97% TPR and below 1% FPR.
Figure 5.11: Evaluation of the graph features on the RRC-based attacks
dataset. (a) The histogram of a feature with average importance according
to the Gini index, namely the Edge weight ratio (k=1). (b) The ordering
of the feature importances based on the Gini index, and the TPR/FPR of
each single feature when used alone for anomaly detection (i.e. not used in
combination with any other feature).
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5.2.6 Scenario 4: Malware infection
For the creation of the graph, each mobile device is represented by a node,
and each SMS communication between two nodes is represented by an edge.
The direction of the edge shows the direction of communication, and the
weight of the edge the number of SMSes sent through it. One graph is
created for each time period.
Table 5.4: Anomaly detection results on the malware infection dataset, for
the goal of detecting the infected mobile devices at each time instance. 10%
of the dataset was utilized for training.
Method TPR FPR
Proposed features 99.82% 0.01%
OddBall [27] 48.63% 1.17%
OddBall [27] with RF 99.67% 0.10%
Refex [28] 97.21% 0.86%
Refex [28] with RF 98.76% 0.61%
Net-Ray [29] 4.12% 4.77%
Net-Ray [29] with RF 69.15% 14.08%
Table 5.4 shows the results of the different graph-based anomaly de-
tection methods for the task of detecting the mobile devices that are in-
fected in the current time period, given the current state of the network. As
shown in all the other cases, the supervised methods outperform the unsu-
pervised. The worst results regarding the supervised methods are obtained
from the Net-Ray method, since all the graph-based features extracted from
this method take into account only the structure of the graph, and not the
weight of the edges. In this dataset, the spam SMS behavior of each in-
fected mobile device is similar to the one presented in Section 5.2.4, where
the infected devices sent spam SMS to the numbers found in the contact
list of the phone. In contrast, however, to Section 5.2.4, the Refex method
was able, using the recursive feature generation and pruning steps, to effi-
ciently generate features that capture this type of behavior, and thus, has
increased accuracy. As shown in this table, the best results are obtained by
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utilizing the graph-based features proposed in this thesis, which were able
to efficiently discriminate between normal and abnormal behavior.
Table 5.5: Anomaly detection results on the malware infection dataset, for
the goal of detecting the infected mobile devices at the next 2 time periods,
given the current state of the network (i.e. using the features of the current
time period). 10% of the dataset was utilized for training.
Method TPR FPR
Proposed features 89.69% 0.23%
OddBall [27] 38.21% 1.22%
OddBall [27] with RF 88.19% 2.61%
Refex [28] 84.42% 1.41%
Refex [28] with RF 89.40% 1.71%
Net-Ray [29] 3.57% 4.82%
Net-Ray [29] with RF 65.26% 18.24%
Table 5.5 shows the results of the different anomaly detection methods
for the task of detecting the mobile devices that will be infected in the next 2
time periods given the current state of the network, i.e. is a prediction task.
The results are similar to the results presented in Table 5.4, but the random
nature of the infection in the future reduces the accuracy of the algorithms.
Similarly to Table 5.4, this table also shows that the best results in this
prediction task are provided by the graph-based features proposed in this
thesis.
89
Figure 5.12: Evaluation of the graph features on the malware infection
dataset, by taking into account only the features extracted from different
values of neighborhood sizes k, and not all together (as done in the default
method).
Figure 5.12 illustrates the evaluation of the graph features by taking into
account only the features extracted from specific values of neighborhood
sizes k. Four different cases are shown in this figure. Anomaly detection at
each current time instance t, and anomaly detection at the next 2, 4, and 8
time instances t+ 2, t+ 4, and t+ 8. In the first case, the best neighborhood
is k = 0, while predicting further in the future cases the best neighborhood
size k raise to k = 1 for t+ 2, and k = 2 for t+ 4 and t+ 8.
Figure 5.13 shows the two features with the highest Gini index for the
malware infection dataset. Two cases are shown, one for anomaly detection
at the current time instance t and one for anomaly detection at the next
2 time instances t + 2. In both cases, the same features provide the best
separation between normal and abnormal mobile devices. The only difference
is the neighborhood size for which they were extracted. Specifically, for the
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time period t the features are extracted from neighborhood sizes k = 0 and
k = 1, while for the time period t + 2 the best features are extracted from
neighborhood sizes k = 1 and k = 2.
Figure 5.13: The histograms of the two features with the highest importance
according to the Gini index for the malware infection dataset for the task of
identifying anomalous devices in the current and the next two time periods,
given the current state of the network. The corresponding features for the
current time period are the Average outward weight (k=0) and the Edge en-
tropy (k=1), while the corresponding features for the next two time periods
are the Average outward weight (k=1) and the Edge entropy (k=2).
Figures 5.14(a) and 5.15(a) illustrate the histogram of a feature with av-
erage importance according to the Gini index. In both cases, the separation
between normal and abnormal users is difficult using only the corresponding
feature for anomaly detection, since there is a large overlapping between the
classes of normal and anomalous users. Specifically, Figure 5.14(a) shows the
Average inward edge weight (k=0) feature for the task of detecting anoma-
lous users at the current time period, given the current state of the network.
Since the anomalous users have increased outwards activity, this feature can-
91
not capture this pattern. In addition, Figure 5.15(a) shows the Edge weight
ratio (k=1) feature for the task of predicting the anomaly status of the users
at the next two time periods, given the current state of the network. The
Edge weight ratio (k=1) would have large values in the case that the anoma-
lous users are only the k=1 neighborhood (i.e. large probability of infection),
but it would have values around 1 in the case the anomalous users are found
in both the k=1 and k=2 neighborhoods, i.e. large inwards and large out-
wards activity, despite the fact that the probability of infection is still high.
For this reason the Edge weight ratio (k=1) feature has low accuracy.
Figure 5.14: Evaluation of the graph features on the malware infection
dataset. (a) The histogram of a feature with average importance according
to the Gini index, namely the Average inward weight (k=0). (b) The order-
ing of the feature importances based on the Gini index, and the TPR/FPR
of each single feature when used alone for anomaly detection (i.e. not used
in combination with any other feature).
Figures 5.14(b) and 5.15(b) show the ordering of the feature importances
based on the Gini index. The same figures also show the TPR and FPR that
result from using only one feature for anomaly detection, in an attempt to
quantify the feature importances. Figure 5.14(b) corresponds to anomaly
detection at the current time period, given the current state of the network,
while Figure 5.15(b) corresponds to anomaly detection/prediction at the
next two time periods, given the current state of the network. Figure 5.14(b)
shows that most of the anomalous patterns are captured only by the first
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feature, while the accuracy drops for the rest of the features. The first feature
captures the pattern that the anomalous users sent a large number of spam
SMSes. Figure 5.15(b) shows that most of the anomalous-related patterns
are captured by the first two features, with TPR over 80% and FPR below
4%. The accuracy drops significantly for the rest of the features.
Figure 5.15: Evaluation of the graph features on the malware infection
dataset. (a) The histogram of a feature with average importance according
to the Gini index, namely the Edge weight ratio (k=1). (b) The ordering
of the feature importances based on the Gini index, and the TPR/FPR of
each single feature when used alone for anomaly detection (i.e. not used in
combination with any other feature).
Figure 5.16 shows the evaluation results of the graph features for anomaly
detection in the current and future time periods. Specifically, Figure 5.16
(a) shows the TPR and FPR scores with respect to the future time periods
that were used for anomaly detection. For the current time period (i.e.
t = 0) that does not include future predictions, the TPR score is close to
100% and the FPR score close to 0%. For future predictions, the TPR score
decreases and the FPR score increases. The further away the prediction
is in the future, the worst the scores. The reason for these results is the
probabilistic malware infection behavior that makes the accurate prediction
difficult. Figure 5.16 (b) shows the neighborhood sizes k that have either the
highest TPR or the lowest FPR with respect to the future time periods that
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Figure 5.16: Evaluation of the graph features for anomaly detection in the
current and future time periods. (a) The TPR and FPR scores with respect
to the number of future time periods that were used for anomaly detection.
(b) The best neighborhood size k for either the TPR of the FPR scores with
respect to the number of future time periods that were used for anomaly
detection.
were used for anomaly detection. For the current time period (i.e. t = 0),
the best neighborhood size is k = 0. Predictions further into the future cause
the best neighborhood sizes to increase to k = 1, k = 2, and k = 3.
Figure 5.17: Evaluation of all the anomaly detection in the current and
future time periods with respect to the TPR scores (a) and FPR scores (b).
Figure 5.17 shows the evaluation of all the anomaly detection methods
(utilizing the RF classifier) in the current and future time periods with re-
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spect to the TPR scores (Figure 5.17(a)) and FPR scores (Figure 5.17(b)).
In all the cases, the best method is to use the proposed graph features, and
the second best method is the Refex [28] with RF.
5.3 Experimental evaluation of the hierarchical mag-
nification approach
5.3.1 Evaluation Metrics
This section presents the evaluation metrics used for evaluating the efficiency
of the proposed hierarchical resizing/magnification approach, and compar-
ing it with other state-of-the-art methods. It should be highly underlined
that due to the fact that there are no quantitative metrics in the literature
for evaluating the visualization resizing/magnification results, these metrics
have been proposed in the context of this thesis, as an attempt to more
formally and quantitatively evaluate the proposed approach.
Pattern Preservation
The Pattern Preservation (PP) evaluation metric captures the degree in
which the local regions in the magnified space preserve the patterns that
existed in the input space. This metric is based on graph matching on
the kNN (k-Nearest Neighbors) graphs between the two spaces, the input
and magnified (example of this metric is presented in [104]). Graph rep-
resentations of the input data, and subsequent graph matching, have been
used in the literature for the comparison of 3D objects and point clouds
(e.g. [105] [106] [107]), as well as for speaker identity recognition (e.g. [104]).
A large change in the number of neighbors for each data instance represents
a large change of the initial pattern due to the magnification procedure. The
graph matching distance is found using the graph edit distance [108] between
the labeled kNN graphs of the input and magnified spaces. More formally,
the Pattern Preservation metric is defined as follows:
PP = GED
(
GkNN (P, k), GkNN (P
′, k)
)
(5.4)
where PP is the pattern preservation metric, GED(.) is a function that takes
as input two graphs, and returns their Graph Edit Distance (GED) [108],
and GkNN (P, k) is the kNN graph created taking as input a set of points
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P = {p1, p2, .., pn} for pi ∈ R2 or pi ∈ R3, and the value of k. The set of
points P is the set of points of the visualization on the screen before the
application of the magnification procedure (i.e. input visualization), while
P ′ is the set of points of the visualization on the screen after the application
of the magnification procedure (i.e. output/magnified visualization). Thus,
the PP metric captures how the local neighborhood of each point has changed
due to the application of the non-linear magnification approach.
Size Perception
The Size Perception (SP) evaluation metric is based on the visual perception
of the different object sizes. This metric captures the degree in which the new
object sizes in the magnified space, are perceived as the correct sizes, which
is important in the analytical task. According to Stevens Power Law [109]
the perception of the intensity of a sensory stimuli is a power function of the
actual intensity of the input stimuli as follows:
ψ(I) = kIa (5.5)
where I is the intensity of the input stimuli, ψ(I) is the subjective magnitude
of the sensation, a is an exponent that depends on the sensory type of
the stimulation, and k a constant. In case of size perception, according
to [110], k = 0.98 and a = 0.87. The proposed evaluation metric measures
the absolute difference of the actual input size, from the size perceived by
the visualization:
SP =
∑
i
|ψ (Ii)− Li| (5.6)
where ψ(Ii) is the perceived size of the ith visual object, Ii is the size of the
visual object after the application of the magnification procedure, and Li
is the initial size of the ith visual object as specified from the input data,
and before the application of the magnification approach. Thus, this metric
measures how different the perceived final size of the magnified visualization
is, when compared to the one that was originally supposed to be perceived.
Smaller differences correspond to better results.
5.3.2 BGPGraph Visualization magnification
This section presents the application of the proposed approach on the BGP-
Graph visualization approach for clutter reduction. BGPGraph was devel-
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oped in the context of this thesis, and aims at the analysis of BGP routing
changes and anomalies. BGPGraph is presented in Appendix B.
Figure 5.18: The Entropy plot of level-11 of the clustering hierarchy, for the
period 23-Dec-2004 to 24-Dec-2004. The time step is set to ∆T = 30 sec.
It is apparent that the information drastically increases around 9:24 GMT,
24-Dec-2004.
Figure 5.18 depicts the entropy plot of level-11 of the clustering hierarchy,
spanning a two-days period, from 23-Dec-2004 to 24-Dec-2004. Observing
this overview plot, a pattern emerges. At 9.24 GMT the AS-Graph suddenly
increased its input information content by a factor of five. This is an indica-
tor that something might be happening. As a result the user selects a small
time window around 9.24 GMT and creates the AS-Graph visualizing the
level-11 of the clustering hierarchy, which is depicted in Figure 5.19.
Observing Figure 5.19(a), it is apparent that one cluster of ASes gains
weight (gains IPs), which is represented with green color, while all the neigh-
boring clusters lose weight (lose IPs), a fact which is shown using red color.
This behavior is repeated in the case of the edges, in which all the edges,
except for one path of edges, lose weight.
After ”semantic zooming” to the cluster that is gaining weight (Figure
5.19(b)) it is clear that AS-9121 is responsible for this event, since it gains
weight (announces a lot of IPs) and all it’s neighbor vertices lose weight
(lose IPs). It is apparent that the event concerns a clear case of prefix
hijack. This observation is verified by the NANOG discussion forums. It’s
confirmed that AS-9121 originated almost all the prefixes in the Internet,
thus making a route through AS-9121 more preferable than some of the
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Figure 5.19: Abstract view of level 11 visualizing the event that took place
on Dec 24, 2004 concerning AS-9121. (a) The green vertex gains a lot of
IPs while the neighboring ASes lose IPs. Furthermore, the green path takes
over the traffic from many other neighboring paths (red paths). (b) It is
apparent that AS-9121 is the one that hijacks a big portion of the Internet
traffic.
longer but genuine routes. Although, this event was caused by an error and
not a malicious act, the consequences had a global impact: for many hours
several Internet users were unable to reach a large number of Websites.
Figure 5.20 illustrates the result of the magnification procedure on the
BGPGraph visualization approach. It is apparent from this Figure that the
linear mapping (Figure 5.20(a)) induces large information loss with regards
to the propagation of the event to the ASes that are depicted. On the other
hand the magnified view is more informative regarding this fact. The vertex
mapping labels on the upper part of Figure 5.20 illustrate the relationship
between the size of the vertices and the actual weight value they represent.
It is apparent from these labels that since the majority of the vertex weights
have low value, the magnified view uses more size discrimination levels for
the lower part of the distribution.
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Figure 5.20: Application of the magnification approach on the BGPGraph
[1] visualization of the BGP hijacking event, which took place on 24-Dec-
2004. AS-9121 due to a router misconfiguration announced a large number
of prefixes that did not belong to it.
5.3.3 Graph Visualization magnification
This section demonstrates the application of the Magnification approach in
a graph based visualization. In case of large graphs, patterns in the data are
hidden by the high cluttering that is generated. Additionally, in the case
of graph visualization in small displays, the cluttering becomes worse, and
thus, the exploration of the graph structure is more difficult.
For the magnification of the graph visualization, each node is attached to
a cell in the 2-dimensional cell, and its new position is found by interpolating
on the four vertices of the cell. The node size is changed based on how the
size of the associated grid cell changes. The initial node size encodes its
degree on the graph. The initial positioning of the graph was calculated
using a force directed layout algorithm [111].
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Figure 5.21: Results of the application of the Magnification approach on a
graph-based visualization with magnification factor equal to 3. (a) Input
visualization. (b),(c) One layer and hierarchical significance maps generated
using the entropy of each hyperrectangle. (f),(g) One layer and hierarchi-
cal significance maps generated from the saliency based significance map
proposed in [14]. (d),(e),(h),(i) Magnification results using the significance
maps shown on the left of each subfigure.
A real graph dataset is used for the experimental demonstration of the
proposed approach. This dataset represents a collaboration network [93]
from the e-print arXiv.
The results of the application of the Magnification approach on the graph
visualization are presented in Figure 5.21. Figure 5.21(a) presents the in-
put graph, and Figures 5.21(b) and 5.21(c) the one layer and hierarchical
entropy maps. As shown in these figures, the hierarchical entropy map is
smoother around significant regions, and thus, preserves better the local
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Figure 5.22: (a) SP metric for Figure 5.21. (b) PP metric Figure 5.21. (c)
PP metric for Figure 5.23.
patterns and introduces less distortion. Figure 5.21(d) presents the magnifi-
cation procedure using the adaptive grid proposed in [14] and the one layer
significance map, and Figure 5.21(e) presents the magnification procedure
using the multi-resolution grid and the hierarchical significance map. Simi-
larly, Figures 5.21(f), 5.21(g), 5.21(h), 5.21(i) represent the same result, but
instead using the saliency map proposed in [14]. The proposed approach
magnifies the clusters in the datasets more that the single layer significance
map. Thus, there is better utilization of the empty space.
Figure 5.22(a) and (b) presents the values of the SP and PP evaluation
metrics on the results shown in Figure 5.21, using adaptive grid [14] and
hierarchical grid, and utilizing entropy and saliency as the significance maps.
According to both metrics, the best results are obtained from the hierarchical
grid approach proposed in this work, using the entropy-based significance
map.
5.3.4 Scatterplot Visualization magnification
This section presents the application of the Magnification approach on scat-
terplot visualizations. Although, strictly speaking the scatterplot is not a
graph, for a visualization perceptive it can be considered to be a graph
without edges. High cluttering occurs when visualizing scatterplots in small
displays, or when the input data distribution is very skewed on a specific re-
gion. The magnification approach automatically detects the highly cluttered
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Figure 5.23: Results of the application of the Magnification approach on
a scatterplot visualization with magnification factor equal to 3. (a) Input
visualization. (b)-(c) One layer and hierarchical significance maps generated
using the entropy of each hyperrectangle. (d)-(e) Results of the significance
maps shown in (b) and (c) using the method proposed in [14] and in this
paper respectively. (f)-(g) One layer and hierarchical significance maps gen-
erated from the saliency based significance map proposed in [14]. (h)-(i)
Results of the significance maps shown in (f) and (g) using the method
proposed in [14] and in this paper respectively.
regions and magnifies them in order to reveal any hidden patterns.
Each point in the scatterplot is attached to a specific hyperrectangle of
the grid. After the magnification procedure, the new point positions are
found by means of interpolation on the new hyperrectangle positions. The
size of the points does not change.
Figure 5.23 presents the results of the application of the magnification
approach on the scatterplot visualization of the aforementioned INSPIRE
dataset. Two types of significance maps were utilized, the entropy and
saliency [14] maps, using both one layer and hierarchical significance defini-
tion. The hierarchical significance map takes better advantage of the empty
space, and enlarges more the significant areas, with minimum deformation
of the local pattern distribution.
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As shown in Figure 5.23, large magnification of significant regions can
result in distinct clusters being positioned close to each other in the deformed
space. This result is unavoidable. But according to the PP evaluation metric
and the user evaluation results, this is not enough to destroy the original
patterns found in the input dataset.
Figure 5.24: Application of the Magnification approach on a 3D scatterplot
visualization using the forest fires dataset [2].
The values of the PP evaluation metric applied on Figure 5.23 are shown
in Figure 5.22(c). Since the size of the points in the scatterplot remains the
same after the magnification procedure, only the PP metric is used. This
figure reveals that the best results are obtained from the hierarchical grid
approach proposed in this work, using the saliency-based significance map
proposed in [14].
Figure 5.24 presents an example of application of the Magnification ap-
proach on a 3D scatterplot visualization using the forest fires dataset. Specif-
ically, the Fine Fuel Moisture Code (FFMC), Drought Code (DC), and the
Initial Spread Index (ISI), are used for the generation of the scatterplot.
The hierarchical grids for the initial and magnified scatterplots are shown in
Figures 5.24(a) and 5.24(b), using entropy significance map, while the cor-
responding magnification results are shown in Figures 5.24(c) and 5.24(d).
The correlations between the visualized variables, which are hidden in the
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initial view due to high cluttering, are visualized better in the magnified
result.
Figure 5.25: Application of the generalized scatterplots [3]. (a) Input data.
(b) Result of the generalized scatterplot. The red ellipsoids highlight two
regions, the first is empty and not well filled after the deformation, and the
second compresses the clusters and distorts the local patterns.
Figure 5.25 shows the application of generalized scatterplots [3] in the
data from INSPIRE [94]. In contrast to the proposed approach, the gen-
eralized scatterplots are not able to fill the empty space well, and distort
more the local patterns. The red ellipsoids highlight two regions, the first is
empty and not well filled after the deformation, and the second compresses
the clusters and distorts the local patterns.
It should be noted that in both cases of 2-dimensional and 3-dimensional
scatterplot magnification, the deformation procedure destroys the chart scales.
Due to the non-uniform deformation of each hyperrectangles, the deforma-
tion of the data with respect to each axis is also not uniform. This is a
limitation of the proposed approach, in the sense that in order to enhance
the patterns found in the data, it loses the axis scales. This limitation can
also be found in [14].
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Chapter 6
Application of the
Magnification Approach for
enhancing non-graph
visualizations
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This section presents the application of the Magnification approach to the
following non-graph visualization approaches: 1) Word clouds, 2) Choropleth
maps, and 3) Images.
6.1 Datasets
6.1.1 Word frequencies dataset
The goal of this dataset is to perform visualization resizing to fit smaller/
different-aspect-ratio screens, identical to the goal proposed by Wu et al. [14],
with which the method proposed in this thesis is compared and evaluated.
This dataset is used by the word cloud visualization. It is comprised
of 13,828 news articles spanning one year (from 2008 to 2009) that were
related to American International Group (AIG). For the generation of the
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word cloud, the frequency of appearance of each word on the news articles
is computed. The size of the words on the Word cloud is used to visually
represent the frequency of each word. Only the most frequent words are kept
and visualized, while the rest are discarded.
6.1.2 US Census unemployment dataset
The goal of this dataset is to perform visualization resizing to fit smaller/
different-aspect-ratio screens, identical to the goal proposed by Wu et al. [14],
with which the method proposed in this thesis is compared and evaluated.
This dataset is used by the choropleth visualization approach. For this
visualization the unemployment of 2011 from the US Census [112] dataset is
used. This dataset is composed of the number of citizens that were unem-
ployed on 2011 for all the US counties. The number of unemployed citizens
is mapped onto the color of each county on the choropleth visualization.
6.1.3 Image
The goal of this dataset is to perform visualization resizing to fit smaller/
different-aspect-ratio screens, identical to the goal proposed by Wu et al. [14],
with which the method proposed in this thesis is compared and evaluated.
This image was retrieved from [13].
6.2 Experimental evaluation of the hierarchical mag-
nification approach
6.2.1 Evaluation Metrics
Jensen−Shannon divergence
The Jensen−Shannon Divergence (JSD) [113] is used in probability theory
in order to measure the distance between two one-dimensional distributions.
It is based on the Kullback−Leibler divergence [113] , and is a symmetric
metric. Given two distributions P and R, and denoting as KLD(P ||R) the
Kullback−Leibler divergence between them, the JSD metric is defined as
follows:
JSD (P ||Q) = 1
2
KLD (P ||M) + 1
2
KLD (Q||M) (6.1)
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Figure 6.1: Results of the application of the Magnification approach on the
word cloud visualization with magnification factor equal to 4. (a) Input visu-
alization (b)-(c) One layer and hierarchical significance maps generated from
the saliency based significance map proposed in [14]. (d)-(e) Significance
aware grid and adaptive grid proposed in [14]. (f) Proposed multi-resolution
grid. (g)-(h) Results obtained from the one layer significance map (in (b))
applied on the grids in subfigures (d) and (e). (i) Result obtained from the
hierarchical significance map (in (c)) applied on the grid in subfigure (f).
The proposed approach in (i), takes better advantage of the empty space,
and enlarges more the words of the visualization.
where M = P+Q2 .
When using the logarithm of base 2 for the calculation of the Kullback−
Leibler divergence, the JSD metric is bounded in [0, 1], with 0 represent-
ing two identical distributions, and 1 representing two completely different
distributions.
6.2.2 Word Clouds
In this experiment, the efficiency of the proposed multi-resolution magni-
fication approach is demonstrated on the word clouds visualization. This
is especially important in the case of small displays, so as to preserve the
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relative positioning of the words during resizing, and enable the fast iden-
tification of the words. The preservation of the relative word positioning
is important for context-preserving word clouds [114], in which the relative
positions of the words on the cloud encode sematic relationships between
the words.
The resizing of the word cloud in smaller screens can cause cluttering.
The most common reason for this type of cluttering is that some words can
become very small to read/understand, which unavoidably leads to informa-
tion loss. High cluttering is also caused by not preserving the relative sizes
of the words in the deformed space. In order to solve this issue, we utilize
non-linear deformation that increases the size of the words, while also pre-
serving the relative sizes of the words. The increase in the size of the words
is performed in such a way (through the use of the significance map and
the deformation procedure), so as to preserve the relative sizes of the words
as much as possible, and thus, have a minimum change in the relationship
between different words. Thus, the size of the words in the magnified space
is (almost) proportional to the size of the words in the input space.
In this context, each word is considered as a visual item, which is attached
on all the grid cells that contain it. After the grid deformation, the position
of the words is adjusted by means of interpolation, while the final word
resizing is found from the associated cell deformations. In addition, in order
to avoid word overlapping, a collision avoidance algorithm was implemented,
which can change the positions of the words in case of collision.
In this experiment, a context-preserving word cloud by a force-directed
algorithm [114] was used on a real dataset with 13,828 news articles span-
ning one year (from 2008 to 2009) that were related to American Interna-
tional Group (AIG). The context-preserving word cloud results in positioning
semantically-similar words close to each other.
Figure 6.1 presents the results of the application of the proposed Mag-
nification approach on the aforementioned word cloud visualization. Figure
6.1(a) shows the input data, while Figures 6.1(b) and 6.1(c) illustrate the
one layer and hierarchical significance maps generated using as base the sig-
nificance map proposed in [14]. As shown in these figures, the hierarchical
significance map is smoother around significant regions. Three types of grids
are shown in Figures 6.1(d)-(f), the first two proposed in [14] and the last is
the multi-resolution grid proposed in this work. The corresponding results
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Figure 6.2: The evaluation results using the SP (a) and JSD (b) and Kendall
tau (c) metrics applied on Figures 6.1(g), 6.1(h), and 6.1(i) respectively.
Smaller values represent better results. The hierarchical approach provides
the best results in all the metrics.
of each of these grids are shown in Figures 6.1(g)-(i), in which the first two
utilize the one layer significance map, while the last utilizes the hierarchi-
cal significance map. Figure 6.1(i) utilizes better the empty space for the
magnification of the words, and produces better results.
Figure 6.2 presents the evaluation results applied on Figure 6.1, using
the SP and JSD evaluation metrics presented in Section 6.2.1, as well as
the Kendal tau distance metric presented in the next paragraphs. The SP
metric shows that the multi-resolution grid has the smallest distance between
the perception of the sizes of the words, and their intended size, and thus,
it is more perceptually consistent. The JSD metric is used to compare the
normalized distribution of the sizes of the words in the input word cloud with
respect to the word sizes in the deformed spaces. The proposed approach
provides the better results.
In order to measure how the relative sizes of the words change after the
application of each deformation method, we utilize the Kendall tau distance
[115]. This is a distance metric between two ordered lists. In this case the
first ordered list is the list of sizes of the input words, and the second is
the list of words in the magnified result. Figure 6.2(c) shows the results of
this metric. Smaller values represent a greater preservation of the relative
ordering of the sizes in the words. The smallest Kendall tau distance is
obtained by the proposed hierarchical approach.
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Figure 6.3: Results of the application of the Magnification approach on a
choropleth map, visualizing the unemployment data for each US area in 2011.
The lower right part of each subfigure shows the corresponding distribution.
(a) Lineal mapping. (b) Box-Cox mapping [68]. (c) Magnification factor
equal to 2. (d) Magnification factor equal to 4. Although Subfigure (d) loses
some information regarding the high values of the dataset, it provides more
color resolution to the lower ranges of the data (where the majority of the
data values lies), and thus, small differences between the different states are
better visualized and perceived.
6.2.3 Choropleth maps
This section presents the application of the Magnification approach on choro-
pleth maps, in which color is utilized to encode quantitative information. In
this visualization, each area of the map has a specific attribute value which
is mapped onto its color. The magnification approach is applied on the 1-
dimensional input dataset, and afterwards, the magnified space is mapped
onto the color values. For this visualization the unemployment of 2011 from
the US Census [112] dataset is used.
Figure 6.3 presents the results of the Magnification approach on the
choropleth map. Figure 6.3(a) presents the case of linear mapping, Figure
6.3(b) the Box-Cox transformation proposed by [68], while Figures 6.3(c)
and 6.3(d) presents the results with magnification factor manually selected
to be equal to 2 and 4 respectively. The right lower part of the figures shows
110
the histogram of the distribution of the data in each case. In the case of
linear mapping shown in Figure 6.3(a), due to the fact that the distribu-
tion is very skewed towards zero, most of the information is cluttered and
is not visualized. On the other hand, the visualization on Figures 6.3(c)-(d)
is more uniformly distributed, and the choropleth map shows more infor-
mation regarding the status of the civilian labor force to the different areas
of the US. It should be noted that the results and distribution of the data
for the [68] mapping resemble the results of the magnification approach for
magnification factor equal to 4. The visualization in Figures 6.3(d) provides
more information regarding the distribution of the data in the lower ranges
of its values, and the small differences between the different states are more
evident.
Figure 6.4: This figure shows the application of the JSD metric, in order to
measure the distance of the color distribution created from the deformation
methods in Figure 6.3, from the optimum uniform distribution (according
to [4]). Using magnification factor equal to 4, the results are better than
Box-Cox mapping.
For the evaluation of the deformation results in Figure 6.3, the work
presented by Brewer and Pickle [4] is used. Specifically, Brewer and Pickle
contacted multiple user studies in order to evaluate the effectiveness of the
different color mapping techniques in choropleth maps, and investigate how
they affected user performance in various tasks. They found that the best
mapping method is the quantile mapping, which assigns the same number
of data objects to each of the available colors. This is in fact a uniform
distribution in the color plane. Taking this fact into account, the use of
the JSD metric is used to measure the distance of the distribution of the
colors created by the deformation procedure, from the optimum uniform
distribution.
The results of the JSD metric are presented in Figure 6.4, which show
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that increasing the magnification factor results in more uniform distribu-
tions, and thus, better results. Using magnification factor equal to 4, the
results are better than Box-Cox mapping.
Figure 6.5: Application on image resizing. (a) Input image. (b),(f) Signif-
icance maps proposed in [13] and in [16]. (d),(h) Hierarchical significance
maps using the Significance maps proposed in [13] and in [16] for each level
of the hierarchy. (c),(e),(g),(i) The results using the significance maps on
the left of each figure.
It should be noted that the JSD value is used in order to select the most
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appropriate scale factor. Specifically, given a set of possible magnification
factors the JSD value is computed for each one of them. Afterwards, the
magnification factor that has the best JSD value is selected as the most
appropriate. In the case of Figure 6.3, the magnification factor equal to 4
was the best.
6.2.4 Image resizing
The hierarchical magnification approach proposed in the context of this work
is a general approach, which takes as input an image or a dataset, and a sig-
nificance map, and enhances significant regions of the image/data. Under
this consideration, this section demonstrates the efficiency of the proposed
approach in resizing images. Visualization of images with different aspect
ratio can result in distortions of significant objects, which make their recog-
nition more difficult, resulting in low quality images. The resizing or mag-
nification approach is required to identify significant objects that should be
magnified in the new display.
In this context, the magnification approach is compared with the image
resizing method proposed in [13], utilizing the significance maps proposed
in [13] and [16]. Figure 6.5 presents the results of the application of the
magnification approach on one image. Figure 6.5(a) presents the input im-
age. Figures 6.5(b) and 6.5(f) present the significance maps proposed in [13]
and in [16], while Figures 6.5(d) and 6.5(h) utilize the same maps as a base
(i.e. [13] and [16]), in order to generate the hierarchical significance maps.
Figures 6.5(c), 6.5(e), 6.5(g), and 6.5(i) present the results using the signif-
icance maps on the left of each figure. Compared to the results from the
single layer maps, the hierarchical map enhances more the significant ob-
jects, which are closer to their initial size. Specifically, the old man and the
young girl are magnified more using the hierarchical significance map, and
thus, are less distorted.
6.2.5 User evaluation results
This section presents the results of the user evaluation studies. The partici-
pants were presented with a variety of visualization methods that were mag-
nified utilizing either the proposed magnification approach, or other state-
of-the-art methods. The applications considered resizing/magnification of:
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image, graph, scatterplot, word cloud and color (in choropleth maps). In
the case of the image resizing, the method proposed by Wang et al. [13] has
been used for comparison with the proposed approach. In the case of graph,
scatterplot, and word cloud magnification the approach proposed by Wu et
al. [14] was used for comparison. Finally, in the case of the choropleth map,
the Box-Cox mapping [68] has been used for comparison with the proposed
approach. For the evaluation studies, the same datasets presented in this
paper were utilized.
Three images/visualizations were given for each application, the input
image, and the two result images (produced by applying the proposed ap-
proach and the other state-of-the-art method respectively). The participants
were asked to select one of the result images. The following questions were
asked to the participants depending on the application:
• In the image application: Which result represents better the input
image?
• In the graph, scatterplot, and word cloud application: Which result
provides better understanding/insight about the input image?
• In the choropleth map application: Which result represents more in-
formation about the input data?
Table 6.1: The results of the user evaluation studies on 22 individuals. The
participants had to select between the proposed hierarchical approach and
other state-of-the-art methods
Hierarchical Other p-value (chi-square)
Image 86.37% 13.63% 0.0006
Graph 68.18% 31.82% 0.088
Scatterplot 63.64% 36.36% 0.2008
Choropleth 95.45% 4.55% 0.00002
Wordcloud 81.82% 18.18% 0.0028
Overall 79.09% 20.91% 1.046e-09
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The results of the user evaluation studies are illustrated in Table 6.1.
As shown in this figure, the participants selected the results of hierarchical
approach more often than the competing method. The difference is larger
in the image, choropleth map, and word cloud visualizations. Smaller dif-
ferences can be found in the graph and scatterplot applications. General
discussion with the users after the evaluation revealed two distinct groups.
The first group preferred displays with dense clusters, that had a large dis-
tance between them, and this is the reason they selected the less magnified
result (i.e. the competing method in [14], since the magnification using the
hierarchical method was generally larger). On the other hand, the second
group found that the more magnified view provided better insight regard-
ing the fine details within a cluster. Table 6.1 also presents the results of
hypothesis testing, i.e. chi-square goodness of fit, in order to identify the
difference of the observed distributions with respect to random guess. In all
the cases except for the scatterplot and graph visualizations, the results are
indeed statistically significant. Overall, 79.09% of the participants selected
the hierarchical approach with p-value below 0.005.
6.2.6 Time performance
This section presents a comparison of running times, between regular and
multi-resolution grids. The multi-resolution grid reduces the optimization
space by assigning less hyperrectangles to less significant regions. Thus, com-
pared to the regular grid, the total number of hyperrectangles in a multi-
resolution grid is less, without affecting the quality of the results. The
comparison takes place for a 32×32 2-dimensional regular grid, and a multi-
resolution 2-dimensional grid with maximum resolution equal to 32× 32. In
all cases, the number of hyperrectangles was reduced from 1024 (for regular)
to around 200-800 (for multi-resolution). The experiments were conducted
on an Intel core 2 CPU 2,4 GHz, 3 GB RAM, 32-bit windows-XP desktop
PC. Although, not being a direct scope of the current work, we have also im-
plemented the algorithm in GPU-compatible version, and the advancement
in execution time has shown an acceleration of roughly 8x.
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Figure 6.6: Running times for regular and multi-resolution grids for all the
datasets in this paper measured in milliseconds.
The running times of the regular and multi-resolution grids for all the
datasets presented in the previous sections are presented in Figure 6.6. As
shown in Figure 6.6, the multi-resolution grid runs 1.5 times faster than
the regular grid for all datasets. This Figure shows the total time until
convergence. The average time it takes to run each iteration of the algorithm
is around 600 ms for regular and 400 ms for multi-resolution on a single CPU.
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The present thesis dealt with the development and investigation of novel
graph analytics techniques for enhancing the data analysis procedure and
provide improved data insight. The research focused on two fields of graph
analytics, namely, graph mining and graph visualization. In the next few
sections, a summary of the current thesis follows in Section 7.1, along with a
critical discussion in Section 7.2, and a few ideas for future work in Section
7.3.
7.1 Summary of the Thesis
The thesis started with a thorough analysis and reference to the state-of-the-
art approaches in the graph analytics field, attempting, this way, to clarify
the limitations encountered in the previously proposed approaches and the
need for novel analysis methods. After presenting and briefly analyzing the
most significant works regarding existing graph analytics techniques, the
thesis presents the proposed extensions of current state-of-the-art and the
motivation towards the introduction of a new graph analytics techniques.
In particular, this thesis presented novel graph mining and visualiza-
tion techniques expected to deliver deeper understanding of the behavioral
pattern formulations of the nodes inside a graph. In the context of graph
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mining, novel graph features were proposed, in order to efficiently capture
different patterns inside a graph. The suggested method includes informa-
tion from dynamic neighborhood sizes, and thus, is rendered better in the
identification of correlations between the different nodes, when compared to
methods that utilize static neighborhood sizes.
The efficiency of the proposed graph features has been evaluated on dif-
ferent graph datasets. In particular, four different datasets have been uti-
lized, for the data mining task of identifying anomalous nodes in the graph.
The proposed features were also compared with alternative state-of-the-art
features and methods for anomaly detection in the same tasks. All exper-
imental results exhibited very promising recognition rates, achieving high
true positive and low false positive rates that surpass the alternative meth-
ods. Furthermore, analysis with different neighborhood sizes revealed that
depending on the scenario and the detection goal, different neighborhood
sizes provide different accuracies.
Additionally to the above, the current thesis also dealt with enhancing
the graph visualizations used in the context of graph analytics. Towards
this goal, this thesis introduced a hierarchical magnification approach that
enables the interactive reduction of visual clutter, and the magnification of
significant regions of the data in multiple dimensions. Significant regions
are uniformly magnified with minimum distortion, while the distortion is
distributed to the less significant areas of the display. The proposed hier-
archical significance map combines the information of the significance maps
over multiple grid scales, based on each hyperrectangle’s intersections with
other hyperrectangles, and the significance of each grid using a normaliza-
tion operator. The proposed approach identifies both small and large ob-
jects/patterns, and scales them with minimum distortion in the magnified
space. In addition, the introduction of the multi-resolution grid reduces
the number of variables in the optimization space, and thus, decreases the
execution time of the algorithm. The efficiency of the proposed approach
was demonstrated on multiple visualization approaches, and the results were
found to be superior to previous methods using multiple evaluation metrics
and user studies.
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7.2 Critical discussion
The list below summarizes the most significant achievements of the current
thesis, while a more detailed discussion follows thereafter:
• Introduction of novel graph features for graph mining.
• Generation of graph features using dynamic graph neighborhoods
• Experimentally verified the higher accuracy of the analysis methods
when using the proposed features, compared to existing state-of-the-
art features
• Introduction of a hierarchical magnification approach for clutter re-
duction in graph visualizations.
• Utilization of a multi-resolution grid for non-linear magnification that
makes the optimization procedure faster.
• Experimentally verified the superiority of the hierarchical magnifica-
tion approach when compared to other magnification approaches for
clutter reduction in visualizations.
The advantage of the proposed graph features is that they were able to
efficiently identify different behavioral patterns in a variety of applications,
and also surpassed existing graph features and methods in achieving higher
accuracy. Despite this fact, however, the proposed graph features have not
been proven to be more accurate in any graph-related task. This means that
a different set of features could be possibly considered, in order to be able
to cover a wider range of applications. The ideal goal, however, would be
the automatic generation of the most relevant features with respect to the
specific application field.
The introduction of different neighborhood sizes is one of the main con-
tributions of the current thesis. Analysis with different neighborhood sizes
revealed that depending on the scenario and the detection goal, different
neighborhood sizes provide different accuracies. When compared to the use
of static neighborhood sizes, the dynamic neighborhoods added more de-
scriptive power to the features, and further improved data insight. The
utilization of the random forest classifier was able to efficiently identify the
most relevant neighborhoods for each feature, and provided high accuracy
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results. The drawback, however of the proposed dynamic neighborhood sizes
is that not all neighborhoods are used by the analysis procedure. In tasks
different from anomaly detection, this could possibly affect the accuracy of
the graph mining task. Specific feature selection techniques should be devel-
oped and employed so as to select the most appropriate neighborhood sizes
in each application.
The proposed hierarchical magnification approach has been found to re-
duce clutter more efficiently than existing methods, in a variety of graph
and non-graph visualizations. The hierarchical significance map is able to
efficiently identify both small and large size significant regions, and magnify
them better compared to using single significance maps. An important issue
that has only been less extensively covered in this thesis, is the selection of
the magnification factor. In some cases, such as in the choropleth maps, the
magnification factor was automatically detected amongst a list of alterna-
tives, trying to maximize the Jensen−Shannon Divergence (JSD) metric. In
cases of image/visualization resizing, the magnification factor is set by uti-
lizing the intrinsic input and output dimensions. Instead, if the analyst was
simply interested in magnification for clutter reduction, the magnification
factor was manually selected. This indicates the need for an automatic iden-
tification of the most appropriate magnification factor that would provide
the best trade-off between the magnification level and the distortion error.
7.3 Future work
A possible plan for future work based on the outcomes and the achievements
of the current thesis regards the investigation of the items presented in the
following list:
• Development of an automatic method for the generation of the most
relevant graph features depending on the given application.
• Examination and proposal of alternative methods for the detection of
the most appropriate graph neighborhood sizes.
• Development of a method for the automatic identification of the most
appropriate magnification factor for visualization resizing.
• Research of additional irregular grid formations and their effect on the
deformation of visualization.
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Specifically, an important part of future work includes the definition of
automatic methods for the generation of the most relevant graph features
depending on the given application. The features should be dynamically
generated and not comprised of a static list. This approach could extent the
graph features for application in a large range of applications, maintaining
high accuracy across them. An example of this automatic feature definition
can be found in [116], where the authors utilize the classification results in
order to improve the utilized features.
Another important research direction includes the definition of novel fea-
ture selection techniques and the investigation of existing, for the task of
defining the most appropriate graph neighborhood sizes. This could further
increase the accuracy of the proposed features, and render them applicable
to a wider range of graph-related applications.
Furthermore, an issue that could also be of scientific interest includes
the automatic definition of the magnification factor utilized in the proposed
hierarchical magnification approach. This would remove the burden from
the analyst to manually select the magnification factor, and provide him/her
with the best result in order to start the analytical exploration.
Last but not least, another future research direction is the investigation
of alternative grid formations and their effect on the deformation of visual-
ization. In the current thesis, the multi-resolution grid has been utilized, and
found to provide good and fast results in many applications. There might
exist, however, alternative grid formations, e.g. triangular grids, that might
provide results that are more efficiently magnified and have less distortion.
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This section presents an alternative method for clutter reduction in one-
dimensional visualizations. This method is similar to the approach proposed
in Section 4, since they both reduce information loss and increase data in-
sight. The method presented in this section, however, differs in the sense
that it measures directly the information loss caused by the mapping proce-
dure, and tries to minimize it. The two approaches can have similar results
by adding a specific step on the hierarchical magnification approach. Specif-
ically, the JSD metric is used in order to measure the difference between
the distribution of the deformed one-dimensional space, and the uniform
distribution. Since the uniform distribution has the maximum entropy, the
smaller difference results in the smaller information loss. Thus, utilizing the
JSD metric, it is possible to find the magnification factor that results in the
lowest information loss amongst a set of alternative values.
This section starts with the presentation of the visual mapping function.
Afterwards, it presents the research work performed with respect to one-
dimensional mapping. In this case, the goal is to reduce the information loss
136
caused by the mapping procedure, so as to visualize as much information as
possible and reduce visual clutter.
A.1 Visual mapping function
Generally, the mapping procedure in the visualization is performed by the
mapping function: F : <n → V m, where <n is the input information in
the space of real numbers and has n features, and V m is the visualization
space (visual variables) that has m features. The first step towards the
optimization of the visual mapping is the formal definition of the mapping
function F , which is depicted in Figure A.1. From now on, the input dataset
is considered the input signal, while the visualization result is considered the
output signal.
Figure A.1: The mapping function F : <n → V m that is used by every visu-
alization approach. The input <n and the output V m spaces, are separated
into N bins and sections. Afterwards, each input bin bini is mapped onto the
corresponding output section bouti .
The mapping function F is formulated in such a way that it describes
the majority of the visualization approaches. To begin with, the input space
<n is partitioned into a set Bin = {bini | i ∈ [1, N ]} of N bins, such that:⋃
bini ≡ <n and bini ∩ bink = ∅ ∀ i 6= j, i, j ∈ [1, N ] (A.1)
where the superscript in represents the input space and the subscript i the
index of the corresponding bin. In addition, the output space V m is also
separated into a set Bout = {bouti | i ∈ [1, N ]} of N sections, such that:
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⋃
bouti ≡ V m and bouti ∩ boutk = ∅ ∀ i 6= j, i, j ∈ [1, N ] (A.2)
where the superscript out represents the output space.
The purpose of the mapping function F is to map each input bin bini
to the corresponding output section bouti for all i ∈ [1, N ]. The number of
bins N is a user defined variable that affects the degree of non-linearity of
the mapping, as well as the amount of the information mapped onto the
visual variables. The mapping procedure followed by the mapping function
F is depicted in Figure A.1. It should be noted that using the proposed
mapping function and changing the bin and section separations and the
number of bins N , many well known mappings can be described, such as
linear or logarithmic mapping. For instance, if the input and output signals
are separated into two sets of equal sized bins and sections, the mapping
procedure that is followed is linear.
The human perception system has different decoders for different visual
channels. As a result the mapping of each input bin bini to the corresponding
output section bouti , must take into account the perceptual characteristics of
the corresponding visual variable, and change accordingly.
A.2 Clutter reduction for one-dimensional map-
ping
In order to formulate the optimum mapping function F : <1 → V 1, Informa-
tion Theory is used. More specifically, entropy measures are used to measure
the information content of both the input information and the visualization
result. The information content of the visualization result depends on two
parameters: the mapping function F and the display size [117]. For a con-
stant display size, the optimum mapping function F is considered the one
that given a specific space partitioning into N bins, maximizes the informa-
tion content of the visualization, and thus minimizes its information loss. It
should be noted that due to the limitation of the space partitioning, the max-
imization of the output entropy does not necessarily mean that the entropy
has its global maximum value. The value of the maximum output entropy
depends on the number of bins N , in which case the higher the value of N
the more close is the maximum entropy to its global maximum.
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In order to measure the amount of information content, Shannon’s en-
tropy is used:
H (X) = −
t∑
i=1
pi log (pi) (A.3)
where X = {xi | i ∈ [0, t]} is a random variable and pi is the probability of
the random variable X to take the value xi. In the case that the random
variable X represents the values of the input dataset X ≡ r1 ∈ <1, then
Shannon’s entropy measures the information content of the input signal,
while in the case that the random variable X represents visual variables
X ≡ v1 ∈ V 1, then the information content of the output signal is measured
instead. It should be emphasized that H
(
v1
)
should not be confused with
the visualization capacity, and is just a measure of the information currently
being visualized.
Using Shannon’s entropy, the information loss that is caused by the visual
mapping procedure is defined as:
H loss
(
v1
)
=
H
(
r1
)−H (v1)
H (r1)
(A.4)
where r1 ∈ <1 represents the input signal and v1 ∈ V 1 the output signal.
Finally, as it was explained earlier, the optimum mapping function is consid-
ered the one that given a specific space partitioning into N bins, minimizes
the information loss or in other words (since H
(<1) = const) maximizes
the information content of the visualization. As a result, the optimization
procedure is the process of defining the appropriate bin and section sizes of
the input and the output signals given a static value of N , so as to satisfy
the following equations:
[
Bin, Bout
]
= arg min
[Bin,Bout]
(
H loss
(
v1
))
(A.5)
or:
[
Bin, Bout
]
= arg max
[Bin,Bout]
(
H
(
v1
))
(A.6)
As it was earlier explained, the value of the maximum visualization en-
tropy depends on the number of bins N selected by the user. The higher the
value of N , the higher the output entropy, up to the point that it reaches
its global maximum. This effect of increasing the entropy, has as a result
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the reduction of cluttering, as well as better space utilization by the visu-
alization. On the other hand, higher entropy also introduces a non-linear
space distortion which makes it difficult for the user to decode the visualized
information. As a compromise between these opposite goals, the user has
the choice to interactively change the number of bins N according to the
displayed visualization result and the detected patterns.
The reason behind the increase of the visual information, lays in the
fact that large information loss could cause the analyst to misunderstand
the magnitude of the patterns that are visible, or not be able to detect
any patterns at all. On the other hand by reducing the information loss,
more information is presented to the analyst, enabling him/her to take more
informed decisions, or just focus on interesting parts of the visual display
(by means of filtering or zooming).
A.2.1 Optimization Procedure
This sections discusses issues related to the optimization procedure. Specif-
ically, it addresses issues related to the selection of the appropriate opti-
mization methodology to minimize the information loss defined in equation
(A.5), the complexity of the optimization procedure, and the selection of the
appropriate number of bins N .
Optimization Methods Comparison
Equation (A.5) defines an optimization problem, and the selection of the
optimization procedure is very important in order to acquire solutions close
to the global maximum of the objective function. There have been proposed
a great variety of optimization techniques in the literature [118], based on
different approaches. For experimentation though, four of them have been
selected and compared in the context of this research, namely: Gradient
Descent [119], Downhill Simplex [120], Compass Search [120], and Simulated
Annealing [121].
Gradient Descent calculates the direction of the gradient in each iter-
ation and progresses with small steps towards it. The Downhill Simplex
method, also known as NelderMead method, makes use of simplex changes
in the N-dimensional space of optimization, and simple rules to change the
worst nodes of the simplex towards better ones. Compass Search estimates
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the value of the objective function in the neighborhood of the current point,
by using a set of predefined search directions and search steps, and pro-
gresses towards the best point. If no best point is found, the search step
decreases. Finally, the Simulated Annealing searches randomly around the
current point for better solutions and progresses towards them iteratively.
The advantage of this method is that it allows some probability of progres-
sion towards a worse point, so as to avoid getting stuck in local minima.
This probability is decreasing as the number of iterations increases.
These four optimization methods were compared with respect to their
performance in finding a good solution of the objective function. Multiple
input distributions were selected and the results of each of the optimization
methods were collected and compared. The input distributions selected are:
Normal, Exponential, Mixture of 20 Normal Distributions, and the BGP IP
change distribution. The last distribution is the input distribution for the
BGPGraph approach described in Appendix B, and as shown in figure A.2
follows a distribution that resembles the Cauchy distribution.
Figure A.2: A histogram illustrating the distribution of the BGP IP changes
caused by the BGP announcements, and utilized by the proposed BGPGraph
approach (Appendix B) for visualizing BGP routing changes.
In the case of two bins (N = 2), the optimization space has been ex-
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Figure A.3: The value of the objective function of information loss for various
output bin partitions (for N = 2 bins) controlled by the value of t defined
in equation (A.9). The result of the optimization procedure for each of the
optimization methods is also illustrated in this figure.
haustively searched to detect its main characteristics. Thus, in the case of
the output space bin separation, and considering the input space separation
into two bins static:
Bout = {bout1 , bout2 } (A.7)
and normalizing the space to [0, 1]:
bout1 + b
out
2 = 1 (A.8)
by setting bout1 = t, we have that b
out
2 = 1 − t. Thus, adjusting the value of
t the optimization space is traversed and the value of the objective function
is measured.
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bout1 = t and b
out
2 = 1− t (A.9)
The result of this procedure, which is illustrated in figure A.3 for each of
the four distributions, revealed the existence of multiple local minima in the
objective function of equation (A.5). This figure also depicts the results of
the four optimization methods applied into each of the four distributions re-
spectively. It is apparent that the Downhill Simplex method achieves better
results in most of the distributions.
A more thorough comparison of the optimization methods for various
number of bins N is illustrated in figure A.4. It is apparent that in most of
the cases the Downhill Simplex method, outperforms all the other methods
and finds a minima closer to the global one.
Figure A.4: Comparison of the optimization methods for various number of
bins N , and for various input distributions. The Downhill Simplex method
outperforms all the other methods in most of the cases.
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Complexity of the Downhill Simplex Method of Optimization
Since the Downhill Simplex method of optimization will be utilized for the
minimization of entropy loss defined in equation (A.5), it would be useful to
find its complexity. However, due to the lack of convergence theory [122] that
would allow an approximate definition of the number of iterations required,
this calculation is very difficult.
In this context, the worst case complexity of the Downhill Simplex method
was experimentally defined. The algorithm was executed multiple times for
multiple stopping parameters and multiple dimensions (number of bins N).
The stopping parameter used is e, and defines the smallest distance moved
in each iteration so that it is fractionally larger than the tolerance e. In the
case that the distance moved is smaller than e, the algorithm stops.
Figure A.5: The relationship of the number of iterations of the Downhill
Simplex method and the number of bins N . The dotted lines represent
line fits for the respective point. The parameter e is used for stopping the
algorithm and represents the smallest step tolerance.
Figure A.5 illustrates the relationship of the number of iterations and
the number of bins N , for the exponential and normal distributions. Similar
results are found in the other distributions. This figure shows that the
number of total iterations for the Downhill Simplex method to terminate, is
linearly depended on the value of bins N . Furthermore, the gradient of the
line is larger for smaller tolerance parameters e, but still linearly dependant
on N .
For each step, the worst case complexity of the Downhill Simplex method
is O(N). As a result, combining this fact with the result, the number of iter-
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ations is linearly dependant on N , the worst case complexity of the Downhill
Simplex method is experimentally found to be O(N2).
Selection of the Number of bins N
One important aspect of the proposed approach, is the selection of the num-
ber of bins N . The answer to this question is very difficult since it depends
on multiple parameters that exist in the interaction of the user and the
visualization, such as perception issues, specific task, input dataset charac-
teristics (e.g. distribution and size) and the quantization levels of the target
visual variable. Thus, a different approach is proposed for the definition of
the number of bins N .
Figure A.6: The relationship of the number of bins and the information loss
for four input distributions. Polynomial regression (dot lines) is utilized to
find an analytical function describing this relationship.
Specifically, fixing the input dataset characteristics and the quantization
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levels of the target visual variable, the user is allowed to select an acceptable
information loss level based on the task at hand, as well as the perception
of the current visualization. Fixing all these parameters, it is possible to
find the optimum number of bins, so as to accommodate the needs of the
user. To achieve this result, polynomial regression is utilized, in order to
define the relationship of information loss to the number of bins N . This
relationship is illustrated in figure A.6 for each of the four test distributions.
Furthermore, this figure also illustrates the exact polynomial function found
for each of these cases.
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This Section presents BGPGraph [1] [123], a scheme for visualizing Inter-
net Routing changes by utilizing a hierarchical graph visualization scheme.
The introduced graph metaphor represents the Autonomous System (AS)
topology, while additional intortion is mapped onto the visual features of
the graph (color and size). Furthermore, the concept of entropy plot is in-
troduced, for the purpose of providing an overview of the BGP activity over
a large period of time and help the analyst detect interesting time windows
to focus on. Experimental demonstration in state-of-the-art BGP events, il-
lustrates the flexibility of the proposed method and the significant analytics
potential of BGPGraph.
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B.1 Introduction
Most of the aforementioned approaches provide a high level view of interac-
tions between autonomous systems due to the highly dynamic nature of the
underlying information. Moreover, since the overlaying logic is of higher im-
portance than the visualization itself, simpler visualization techniques such
as node link graphs have been used [124] [125]. The proposed framework
is developed to visualize global Internet routing changes and help in the vi-
sual analysis of BGP routing anomalies. However, the problem is the size
of the BGP update messages and the network graph. In the year 2012 the
Internet had more that 40, 000 networks (Internet autonomous systems) and
over 53, 000 physical links between them. The proposed approach aims to
tackle this problem by providing a hierarchical framework for the visualiza-
tion of the BGP routing changes, allowing therefore the use of high level
visualizations in the first steps of the analysis, thus eliminating visual clut-
ter. Moreover, the analyst is capable of seeing in more detail specific parts of
the graph that are of particular interest. In addition, the present framework
aggregates the number of IPs used by each link so as to deal with the vast
number of BGP update messages.
B.2 Graph Creation
The AS-graph is a graph G (V,E) whose set of vertices V = {vi|i ∈ [1, N ]},
where N is the total number of ASes, is the set of all the ASes and each vertex
represents an AS. The set of edges is E = {ei(vj , vk)| vj , vk ∈ V }, where
each edge represents a physical connection between the ASes. The graph
is created from the AS-paths of the BGP announcements. For example the
announcements:
<prefix> : <AS-path>
<91.194.12.0/21> : <3549 1 2 3>
<29.194.12.0/24> : <3549 5 1 2 4>
were initiated by AS-3 and AS-4 and the monitoring point is AS-3549. These
announcements create the graph of Figure B.2(a). Moreover, the set of
vertices in this case is V = {3549, 1, 2, 3, 4, 5} and the set of Edges is E =
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{(3549, 1), (1, 2), ..., (2, 4)}.
Despite the apparent randomness of the AS-graph, there are power-laws
that describe its topology. Faloutsos et al. [126] described three power-laws
that govern its topology: 1) rank exponent R, 2) outdegree exponent, and
3) eigen exponent. The rank exponent law states that the outdegree du of
a node (AS) u, is proportional to the rank of node ru to the power of a
constant R:
du ∝ ruR (B.1)
The outdegree exponent law states that the number of nodes fd with
oudegree d, is proportional to the oudegree d to the power of a constant O:
fd ∝ dO (B.2)
The final law, eigen exponent, states that the eigen values λi of the graph,
ordered in decreasing sequence, are proportional to the order i to the power
of a constant E:
λi ∝ iE (B.3)
The constants R, O, and E uniquely identify the AS-topology and are
different in other graph topologies [126].
In addition to the existence of power-laws, it should be noted that the
AS-graph has specific characteristics that are apparent in the topology and
are unique to this type of graph. Specifically, as it is shown in figure B.4(a)
and B.4(b), the graph structure is dominated by a highly interconnected core
network, where the higher tier ASes lay, and many leaf nodes that represent
the majority of the customer ASes that consume transit services.
In order to construct a meaningful graph, there is a need to calculate
the weight values of the vertices and the edges that will be mapped to the
visual features of the visualization system. In the present case, the weights
represent number of IP addresses. Figure B.1 shows the procedure of this
computation. At time Ti, AS-1 owns m
1
i = 150 IPs, AS-2 owns m
3
i = 100
IPs and the edge between them is used by m2i = 150 IPs. After some time
∆T = Tk − Ti, these values become m1k = 200, m2k = 200 and m3k = 90.
This difference is used to provide the weights of the edges and the vertices
since it captures the dynamics of the BGP updates: weight1 = ∆m
1 =
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50, weight2 = ∆m
2 = 50 and weight3 = ∆m
3 = −10. In addition, the
positive weights are represented with green color and the negative with red.
Moreover, the magnitude of the corresponding weight is mapped to the width
of the edges or the radius of the vertices, which are represented by two sets,
one that defines the quantization levels of the vertex radii and another that
defines the quantization levels of the edge widths:
R = {ri|rmin ≤ ri ≤ rmax, i ∈ [0, Lr] and
i ∈ ℵ}ri 6= rj , for i 6= j, r0 = 0 and ri < ri+1
(B.4)
W = {wi|wmin ≤ wi ≤ wmax, i ∈ [0, Lw] and
i ∈ ℵ}wi 6= wj , for i 6= j, w0 = 0 and wi < wi+1
(B.5)
where ri is the radius of the ith circle in visual degrees, rmin is the minimum
radius and rmax is the maximum radius. Lr is the number of different radius
values or alternatively the radius quantization levels. The same notation is
used for the edges width set W . Furthermore, it is assumed that the sets are
ordered, which is expressed through the relation: ri < ri+1. To define the
sets R and W , the visual acuity of the Human Vision System (HVS) needs
initially to be measured and quantified. There are many studies and metrics
on the acuity of the HVS [52], but the most practical one is the Weber’s Law
or just-noticeable difference (JND) [127], which is the one utilized here.
Figure B.2 shows a simple example of how the visualizations are gener-
ated. At time T0 the AS-graph is empty (Figure B.2(a)). All the ASes own
0 IPs and all the edges are used by 0 IPs. After some time ∆T = Ti − T0
(Figure B.2(b)) two announcements are made, that change the correspond-
ing weights of the AS-graph. For example, the prefix <91.194.12.0/21> of
the first announcement, consists of 232−21 = 211 = 2048 IPs, thus the corre-
sponding weight is set to 2048−0 = 2048 IPs. In order to reduce the artificial
escalation of the feature space, the visualization system utilizes the square
root of the weight instead of the actual weight. In this case
√
2048 ≈ 45.
Again, after some time ∆T = Tk − Ti one more announcement is made by
AS-4 (Figure B.2(c)). In this case AS-4 hijacks part of AS-3 prefix. This
is shown in the visualization by positive weight (green color) in the path
<3549 5 1 2 4> and negative weight (red color) in the path <3549 1 2 3>.
The orange color represents the monitoring point.
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Figure B.1: Computation of the edges and vertices weights. At time Ti,
AS-1 owns m1i = 150 IPs, AS-2 owns m
3
i = 100 IPs and the edge between
them is used by m2i = 150 IPs. After some time ∆T = Tk − Ti, these values
change and become m1k = 200, m
2
k = 200 and m
3
k = 90. This difference
constitutes the weights of the edges and the vertices: weight1 = ∆m
1 = 50,
weight2 = ∆m
2 = 50 and weight3 = ∆m
3 = −10. The magnitude of the
corresponding weight is mapped to the radius of the vertex or the width of
edge. Green color represents positive and red color negative weight values.
The reason for using the difference of IPs as weights of the edges and the
vertices, lies in the nature of the Internet routing protocol. When a source
AS sends information to a destination AS, this information follows a path
consisting of ASes and links. As it was mentioned earlier, if a link or an AS
fails (for various reasons such as misconfiguration, hardware problem etc),
the Internet is built in such a way that the router searches for another path
to reach the destination. Thus there is a transfer of traffic from one path to
another. Another example of traffic transfer is the case of BGP hijacks. In
general there are two types of BGP hijacks [128]: hijack of prefix ownership
and AS-path hijack. In both these cases there is a transfer of traffic from
one path to the other. This transition of traffic is captured well using the
proposed IPs difference metrics. Thus the visualization shows these events
in a practical and meaningful way.
B.3 Clustering of the AS-Graph
Since the AS-Graph is too large to be visualized at once, a clustering method
is utilized to produce a hierarchy of coarse to fine graphs that are easier to
visualize and perceive in a hierarchical manner. Each cluster represents a
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Figure B.2: Example announcements. (a) This is an empty graph. All the
ASes own 0 IPs and the edges are used by 0 IPs. (b) Two announcements
are made. The weights of the edges that are shown are the square roots
of the actual weights
√
Weight. (c) AS-4 hijacks part of AS-3 prefix. This
is shown by positive weight (green color) in the path <3549 5 1 2 4> and
negative weight (red color) in the path <3549 1 2 3>.
collection of ASes. The proposed hierarchical clustering is based on the work
of [129]. First of all, the position of the AS-Graph vertices is calculated using
a force-directed algorithm.
The notation G (V,E) represents the AS-Graph which is defined in Sec-
tion B.2. Furthermore, the notation Gl
(
V l, El
)
represents the graph of the
l level of the hierarchy. The superscript is used in general to represent the
level. V l is the set of vertices and El is the set of edges of the l level. In this
case G0
(
V 0, E0
) ≡ G (V,E). In addition, the notation vlj , represents the jth
vertex of level l (vlj ∈ V l), which is also a cluster of ASes (vlj ⊆ V ).
To compute the clusters of the (l + 1) level of the hierarchy, the set of
candidate vertex pairs Sl, is constructed for the graph Gl
(
V l, El
)
. To pop-
ulate the set Sl a proximity graph is initially constructed, which is simply a
graph, where two vertices are connected by an edge if and only if the vertices
satisfy particular geometric requirements. Different proximity graphs can be
formulated with respect to different metrics, but the Euclidean metric is used
most frequently and is also adopted in the proposed method. The notation
P l(V lp , E
l
p) is used to represent the proximity graph of graph G
l
(
V l, El
)
.
The proximity graph used is the Urquhart graph [130], which is easily con-
structed by removing the longest edge from each triangle in the Delaunay
triangulation [131]. Furthermore, the Urquhart graph is a good approxima-
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tion of the relative neighborhood graph [132]. Two vertices vli, v
l
j ∈ V l, are
neighbors in the relative neighborhood graph if and only if, for every other
vertex vlk ∈ V l:
‖vli−pos − vlj−pos‖ ≤ max{ ‖vli−pos − vlk−pos‖,
‖vlj−pos − vlk−pos‖ }, ∀vlk ∈ V l, and i 6= j
(B.6)
where vli−pos ∈ <2 is the position of vertex vli ∈ V l.
After the proximity graph P l(V lp , E
l
p) is calculated, the set of candidate pairs
Sl is defined:
Sl = {sli|sli = {vlk, vlj} and vlk, vlj ∈ V l}
iff ∃elu(vlk, vlj) ∈ Elp
(B.7)
where elp(v
l
k, v
l
j) are edges from vertex v
l
k to vertex v
l
j in the Urquhart graph.
After constructing the set of candidate pairs Sl, the set of disjoint pairs
S˜ldis ⊆ Sl is defined, where all pairs of elements sli, slj ∈ S˜ldis, do not have a
vertex in common: sli ∩ slj = ∅.
S˜ldis ⊆ Sl, such that sli ∩ slj = ∅,
∀sli, slj ∈ S˜ldis, i 6= j
(B.8)
Set S˜ldis is iteratively constructed and for every vertex v
l
i, the sets of
candidate pairs Sl including it, are evaluated. The vertex is considered as
a pair with the vertex that maximizes the weighted sum of the following
measures:
1. Geometric proximity: 1‖vli−pos−vlj−pos‖
2. Similarity of neighborhood:
|N li∩N lj|
|N li∪N lj|
3. Degree: 1
degli∗deglj
where N li is the set of vertices that have a common edge with v
l
i ∈ V l and
represents the neighborhood of vertex vli. Also, deg
l
i is the degree of vertex
vli and is defined by deg
l
i = |N li |. The measures are normalized to the range
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[0, 1]. The vertices that are unmatched at the end of the process are added
to the set of disjoint pairs S˜ldis as single elements:
Sldis = S˜
l
dis ∪
(
V l − S˜ldis
)
(B.9)
As a result each element sli ∈ Sldis represents a cluster of ASes: sli ⊆ V 0 ≡ V .
Afterwards, from the elements of disjoint pairs set Sldis, the set of clusters
of the level (l + 1) are created. To construct the graph Gl+1
(
V l+1, El+1
)
the following sets are defined:
• V l+1 = {vl+1i | vl+1i = sli, ∀sli ∈ Sldis}
• El+1 = {el+1j (vl+1k , vl+1p )| ∀e0h(v0c , v0x), v0c ∈ vl+1k and v0x ∈ vl+1p }
This procedure is repeated for each level. The position of a vertex vlu ∈ V l is
computed by finding the average position of the AS nodes that it is comprised
of in the original graph G (V,E):
vlu−pos =
1
n
n∑
i=1
v0i−pos, ∀v0i ∈ vlu ∈ V l (B.10)
where vlu−pos ∈ <2 is the position of the vertex vlu ⊆ V , v0i−pos ∈ <2 is the
position of the vertex v0i ∈ V , and n is the number of ASes that vertex vlu
contains.
Figure B.3: The mapping of the weights to the Graph Hierarchy. The num-
bers that are shown represent weights and the blue ellipsoids represent clus-
ters. The mapping is calculated using equations (B.11) and (B.12).
Since what is visualized are the edge and vertex weights derived from
the BGP announcements, the following equations are used to provide vertex
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and edge weighting for all the levels of the hierarchy:
vlu−weight =
∑
i
v0i−weight, ∀ v0i ∈ vlu ⊆ V 0 (B.11)
elp
(
vlh, v
l
j
)
weight
=
∑
i
∑
k
e0m
(
v0i , v
0
k
)
weight
,∀v0i ∈ vlh and ∀v0k ∈ vlj
(B.12)
where vlu−weight is the weight of the vertex v
l
u ∈ V l, elp
(
vlh, v
l
j
)
weight
is the
weight of the edge elp ∈ El that connects vertex vlh ∈ V l to vertex vlh ∈ V l,
and e0m
(
v0i , v
0
k
)
weight
is the weight of the edge e0m ∈ E0 from the vertex
v0i ∈ vlh ⊆ V 0 to the vertex v0k ∈ vlj ⊆ V 0. Figure B.3 depicts this procedure.
The blue ellipsoids represent the clusters and the numbers represent weights.
The problem with the presented clustering approach is that information
is lost at the upper levels of the hierarchy. This lost information has two
aspects: the first aspect, is the weights of the edges that are lost, and the
second is the position of the nodes that changes continuously. The weights of
the edges represents the actual information that is visualized, while the posi-
tion of the nodes is secondary information that only helps in the preservation
of the user’s mental image of the graph, as he traverses through the levels
of the clustering hierarchy. Equation (B.10) tries to minimize the secondary
information loss by positioning the clusters on the average position of all the
ASes that the corresponding cluster is comprised of. Another aspect of the
clustering that aims at the minimization of the secondary information loss
is the use of the Urquhart proximity graph which suggests vertex clusters
according to their positional proximity (equation (B.7)). On the other hand,
the primary information loss is minimized using the approach presented in
Section B.7.1, with the help of the entropy measures developed in Section
B.6.
The results of the application of the clustering algorithm on the AS-
Graph of 2005 are shown in Figure B.4.
B.4 Visualizing AS relationships using edge direc-
tion
BGP allows the ASes to select routes and propagate reachability information
to others. These selections are governed by are constrained by the contrac-
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Figure B.4: Cluster Hierarchy of the AS-Graph. As it is shown the number
of vertices is reduced as the level increases, but the topology of the original
graph (a), is preserved. The monitoring point is the orange node.
tual commercial agreements between them. For example, an AS does not
provide transit services between its provider ASes. These policies define the
relationships that exist between two ASes and are an important aspect of
Internet structure.
Multiple approaches have been proposed for the discovery of these rela-
tionships [133] [134], but the first approach was proposed by Gao Lixin [133].
This method infer AS relationships from BGP routing tables. Gao defined
three types of AS relationships:
1. Provider-to-Costumer:A Provider offers transit connectivity to IP traf-
fic of its Customers.
2. Peer-to-Peer: Two ASes can establish an agreement for mutual ex-
change of traffic on a quid pro quo basis. The involved peers forward
to each other only traffic regarding either themselves or their customers
3. Sibling-to-Sibling: Two ASes that administratively belong to the same
organization can be connected through a direct link. Two siblings
exchange only IP traffic of their own origin.
It should be emphasized that only the Costumer-to-Provider relation-
ships is directed [133].
Utilized the algorithm proposed by Gao, the AS relationships can be
identified and visualized in the BGPGraph approach. Thus, the AS-Graph
directed, and the direction of the edges represents Provider-to-Costumer
relationships. These relationships are visualized using directed edges in the
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graph, while the rest of the relationships are visualized using undirected
edges. An example of directed and undirected edges is illustrated in figure
B.5.
Figure B.5: Visualizing the AS relationships using directed and undirected
edges. Directed edges illustrate Provider-to-Costumer relationships, and
undirected edges illustrate Peer-to-Peer and Sibling-to-Sibling relationships.
The aforementioned relationships are characteristics of the AS graph, i.e.
level-0 of the clustering hierarchy, in which each edge connects two ASes. At
higher levels of the clustering hierarchy, the nodes of the graph represent
clusters of ASes and the edges connections between ASes in different clus-
ters. Thus, edge direction between clusters is not directly defined. In order
to solve this issue, a simple approach is proposed. Specifically, since each
edge of level-l greater than level-0 is a combination of multiple level-0 edges,
a majority vote is proposed in order to calculate the direction of the corre-
sponding edge. In detail:
R
(
elp
(
vlh, v
l
j
))
= arg max
t
N
(
t, [v0i , v
0
k]
)
, where v0i ∈ vlh , v0k ∈ vlj ,
and t ∈ [CP,PC, PP, SS]
(B.13)
where R(e) is the relationship the edge e represents, [v0i , v
0
k] is the set of
all edges from cluster vlh to cluster v
l
j , t is the type of relationship, i.e.
CP=Customer- Provider, PC=Provider- Customer, PP=Peer- Peer, and
SS=Sibling- Sibling. Furthermore, l represents level of clustering hierar-
chy, and N(t, [v0i , v
0
k]) returns the number of edges from the input set that
have type t.
An example of the proposed directed graph visualization is presented
later, in figure 5.20.
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B.5 Interaction with the Graph Hierarchy
Figure B.6: Interaction methods with the Graph hierarchy. The vertices
inside of the blue ellipsoids represent the set of disjoint pairs S0dis. The
orange color represents the monitoring point.
In order to interact with the Graph hierarchy several methods are pro-
vided to the user. Some basic graph interaction methods are included, such
as brushing, zooming or moving of the vertices. But the most important
interaction techniques are:
• “Interlevel transition”
• “Semantic zoom to a vertex”
Both these methods are shown in Figure B.6. In Figure B.6(a) an example
AS-graph is depicted. The vertices inside of the blue ellipsoids represent
the set of disjoint pairs S0dis selected by the clustering algorithm. The first
interaction method, “Interlevel transition”, is shown in Figure B.6(a) and
B.6(b). Starting from level − 0 (Figure B.6(a)) the user decides to move to
level − 1 (Figure B.6(b)). In general the user can move from any level − k
to any level − l, where k, l ∈ N. The position of each vertex is defined in
equation (B.10).
The second interaction method, “Semantic zoom to a vertex”, is shown
in Figure B.6(b) and B.6(c). As explained in Section B.3, the clusters of
the level (l + 1) are constructed from the set of disjoint pairs Sldis. In other
words each cluster can be considered a union of two clusters of the previous
level. The position of each vertex is defined in equation (B.10). In the case
of Figure B.6(b), starting from level 1 the user decides to “semantic zoom”
to a vertex. With this method, the selected cluster “breaks” into the two
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constituting clusters of the lower level (Figure B.6(c)). This procedure can
be repeated, up to the point that the vertices that are visualized, represent
only one AS each.
As it was mentioned earlier, large change in the position of the vertices
during the interaction procedure could cause a confusion to the analyst. In
order to preserve the mental image of the analyst concerning the vertex po-
sitions, the hierarchical clustering algorithm was designed in such a way that
the positional changes of each vertex due to the interaction of the user, are
minimized. In order to achieve this, the position of each vertex is defined as
the average position of all the ASes that this cluster is comprised of (equation
(B.10)). Furthermore, the use of the Urquhart proximity graph makes sure
that only the vertices that have neighboring positions, are selected in the
clustering procedure. This way, the “Interlevel transition” interaction tech-
nique, in the case that the source and target levels level−k and level− l are
relatively close, presents graphs that have similar structure as it is depicted
for example in Figure B.4. Moreover, since the vertices that are presented
using the “Semantic zoom to a vertex” interaction technique have only one
level difference, the user’s mental picture during the interaction procedure
with BGPGraph, is also preserved.
B.6 Quantification of the information
In this Section the information content of the proposed visualization method
is quantified using entropy measures. This procedure is critical since it
provides a metric that could quantify the quality of a visualization system
and lead to comparisons and optimizations.
B.6.1 Entropy of the input signal
The input signal represents the input information that the proposed ap-
proach uses for visualization purposes. In the respective case, the input
signal is composed of the weights that directly reflect the BGP announce-
ments. The calculation of these weights is presented in Section B.2 and the
information content of the input signal is measured with respect to these
weights.
Since these weights are calculated on per edge and vertex basis (equations
(B.11) and (B.12)), it is possible to measure the information content of each
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edge and vertex respectively. For each edge elj ∈ E, the weights occurred
during a user defined period, are used to calculate its corresponding entropy:
H in(elj) = −
K∑
i=1
ki
ktotal
log
(
ki
ktotal
)
(B.14)
where K is the number of different weight instances that have occurred for
the edge elj ∈ El over time, ki is the number of occurrences of the ith weight
and ktotal =
K∑
i=1
ki the total number of weight occurrences for this edge. The
superscript “in” represents the input signal. The same procedure is followed
to find the entropy H in(vlj) of each vertex.
The above mentioned entropies reflect the information content of each
edge and vertex of the graph distinctly. To find a metric that could reflect
the information content of the entire graph a different approach is followed.
Just like before, the weight occurrences are measured, but this time with
respect to the entire graph that is currently visualized and not the weight
variance of each individual edge or vertex over time. Because of the hierar-
chical clustering algorithm, along with the two interaction techniques, the
user is able to visualize each level of the hierarchy separately or visualize
a hybrid graph comprised of vertices end edges from different levels of the
hierarchy (an example is depicted in Figure B.6(c)). Due to this fact, a
new notation is introduced G(V c, Ec), which represents the graph that is
currently visualized by the system, along with all the respective weights.
The graph G(V c, Ec) can represent either a level of the hierarchy c = l, or
a hybrid graph comprised of vertices end edges from different levels. This
way, the entropy of the edge weights of the entire graph that is currently
visualized is defined as:
H inG (E
c) = −
Y∑
i=1
yi
ytotal
log
(
yi
ytotal
)
(B.15)
where Y is the number of different edge weight instances that are visualized,
yi is the number of occurrences of the ith weight and ytotal =
Y∑
i=1
yi the total
number of weight occurrences, but with respect to the edge weights of the
entire graph. The same procedure is repeated in order to find the entropy
H inG (V
c) of the vertex weights of the entire graph.
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B.6.2 Entropy of the output signal
In general a visualization system uses a mapping function to map the input
data to the visualization features: F : <n → V m, where <n is the input
signal in the space of real numbers and has n features, and V m is the visu-
alization space (scatterplots, graphs, glyphs etc) that has m features. In the
proposed scheme, the output signal is the visualized graph. Because of vari-
ous factors, such as the display capacity, visual clutter and the limitations of
the HVS, a transfer of all the information of the input signal to the output,
is usually not possible. As explained in Section B.2, in the context of the
proposed approach, the edge weights are mapped on the width and color of
the edges and the vertex weights are mapped to the radius and color of the
vertices. So the visualization space V m has four features (m = 4), the width
and color of edges and the radius and color of vertices.
Furthermore, in equations (B.4) and (B.5), the set of the vertex radius
values R and the set of edge width values W were defined. In addition
|W | = Lw quantization levels were defined for the edges width and |R| = Lr
quantization levels were defined for the vertices radius. The role of the
mapping function F is to map the edge and vertex weights to the elements
of the sets W and R. Figure B.7 shows the mapping function F : <n → V m,
that maps the edge weight to the edge width. A similar mapping function
is used for the mapping of the vertex weight to the vertex radius.
Figure B.7: The mapping function F : <n → V m from the edge weight to the
edge width. Green color represents positive weight values and red negative.
In order to formulate the mapping function F , a variable Xi is initially
defined as follows:
Xi =

0 , i < −Lw
i∑
j=−Lw
xj ,−Lw ≤ i ≤Lw
Lw∑
j=−Lw
xj , i > Lw

(B.16)
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Afterwards, the mapping function F is defined as:
F (eweight) = |i| , if Xi−1 ≤ eweight < Xi (B.17)
where eweight is the corresponding edge weight that is mapped to width
wk ∈W , for k = F (eweight).
To find the entropy of the output signal, the equations (B.14) and (B.15)
are used, but the difference is that the weights are firstly mapped to the
elements of the sets W and R through the mapping function F . This way
the corresponding entropies Hout(eli, F ) (entropy of an edge), H
out(vlj , F )
(entropy of a vertex), HoutG (E
c, F ) (entropy of the edges weights of the entire
graph), HoutG (V
c, F ) (entropy of the vertices weights of the entire graph)
are calculated. The superscript “out” represents the output signal. It is
apparent that the value of the output entropy depends on the mapping
function F : <n → V m that inevitably induces information loss.
B.7 Applications of the information quantification
This Section presents the applications of the information quantification (Sec-
tion B.6) for two purposes: 1) Minimize the information loss induced by the
clustering procedure, and 2) Detect BGP routing anomalies.
B.7.1 Minimization of information loss induced by the clus-
tering algorithm
This Section presents a method to minimize the information loss induced
by the clustering algorithm using the entropy measures developed in Sec-
tion B.6. The clustering algorithm described in Section B.3 did not take
into account the information content of the input signal and as a result the
selection of clusters is not optimal in that respect, but rather random.
Each cluster represents a collection of ASes and its weight is the sum
of the weights of the ASes it is comprised of (equations (B.11) and (B.12)).
Thus, the information of the vertex weights is preserved in an aggregated
form. The information that is omitted is related to the weights of the edges
among vertices of the same cluster (that are not visualized, as shown in
Figure B.3). By carefully selecting the edges that should be preserved in
consecutive layers of the hierarchy, the information loss can be minimized.
This is achieved by avoiding specific pairs of ASes to be in the same cluster.
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The term “forbidden pairs” is used for this case and is defined as the set of
N pairs of ASes whose edges exhibit the highest entropy.
Table B.1: The edges with the biggest entropy and their corresponding rate
of the total edge entropy
Number of edges M 30 100 200 3800
Rate of total entropy 25% 40% 50% 99.9%
Table B.1 shows the results of the entropy analysis on the AS-Graph of
the year 2005 [91]. It shows the first M edges with the highest entropy and
the percentage of their information content with respect to the total entropy.
It is worth noting that the AS-Graph of 2005 has over 27, 000 edges and as
it is shown, the first 3, 800 of them provide almost all the information. It is
worth noting that the algorithm of Section B.3 is in fact a “forbidden pairs”
algorithm for M = 0.
The “forbidden pairs” approach described here, aims to reduce the size
of the graph, while also minimizing information loss. Compared with the
simple approach of Section B.3 the size of the graphs at each level is slightly
larger, a fact which depends on the value of M . Therefore, the decision on
the value of M depends on the particular analysis. If preview of a lot of data
is performed then there is a need for high abstraction in the visualization,
thus a small M should be used. On the other hand, if in depth analysis
is needed, large M should be used. So, M is a user defined variable which
depends on the intentions of the user and the level of the hierarchy currently
being visualized.
In order to compare the “forbidden pairs” implementations for various
values of M , the following procedure is followed:
1. Find the entropy of each edge H in(e0j ), e
0
j ∈ E0, using equation (B.14)
2. For each level l of the hierarchy, construct the set J l = {e0k(v0i , v0j )| v0i , v0j ∈
vlh, ∀vlh ∈ V l, i 6= j}. In other words, J l is the set of edges that are
omitted.
3. For each level l, find the total entropy of the edges that are lost
H in(lost)(J
l) =
∑
j
H in(e0j ), ∀e0j ∈ J l
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Figure B.8: The relationship between the entropy loss rate Enin(loss−rate)(J
l)
for various M values and the levels of the hierarchy.
4. The rate of the entropy that is lost at the level l is: H in(loss−rate)(J
l) =
H in(lost)(J
l)upslopeH in(E0)
The comparison of the ‘forbidden pairs” implementations for various values
of M , using the above mentioned method is shown in Figure B.8.
It is worth noting that the entropy calculation is performed using equa-
tion (B.14), which measures the entropy of each edge by taking as input
its weight variance over time. This calculation might favor irrelevant infor-
mation, such as highly dynamic behavior. Due to the nature of BGP, it is
difficult to discriminate noise from suspicious behavior. As a consequence,
the algorithm presented here preserves the edges with the highest entropy,
while the user is responsible for discriminating between false positives and
actual hijacking events.
B.7.2 Using Entropy to detect events
The entropy measures proposed in Section B.6 can be used to construct plots
that summarize the entropy change of the AS-graph over a specific period
of time. These plots are called entropy plots. Using the entropy plots, the
user can select to focus on specific periods of time where the information is
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high and as a result something important might be happening. Afterwards,
the user is presented with the AS-Graph of the selected period of time so as
to perform his analysis on a detailed graph.
The entropy plots are basically bar plots, in which the length of each
bar represents the magnitude of the corresponding input entropy H inG (E
l)
or H inG (V
l) of the AS-Graph Gl
(
V l, El
)
, where l represents the level of the
hierarchy. The values of the input entropies are calculated over a period
of time using predefined time steps ∆T (as presented in Section B.2). In
other words, for every ∆T , the input entropies of the graph are calculated
and a new bar is added to the corresponding entropy plot. The calculation
procedure of the entropy plot is depicted in Figure B.9. It is apparent
that the entropy plot is separated into two areas: the upper plot which
represents the bar plot of the vertices entropy H inG (V
l), and the lower plot
which represents the bar plot of the edges entropy H inG (E
l).
The entropy is not a perceptually linear metric. For instance, the dif-
ference between the two entropies H1 = 100 bits and H2 = 101 bits is one
bit. But in fact, entropy H2 with the addition of one bit represents twice as
much information as H1. This could potentially cause a misinterpretation
of the magnitude of the event shown by the entropy plot. In order make
the entropy metric perceptually consistent, the length of each bar of the
entropy plot represents the following values: 2H
in
G (E
l) in the case of the en-
tropy of edges and 2H
in
G (V
l) in the case of the entropy of vertices. This way,
the lengths of the two bars of the previous example become l1 = 2
H1 and
l2 = 2
H2 = 2 ∗ l1, which is in fact a perceptual scaling.
The calculation of the entropies of the plot depends on two variables: the
selected time step ∆T , and the level of the hierarchy l. As it was presented
in Section B.7.1, the clustering algorithm was designed in such a way that
the information loss at the higher levels of the hierarchy is minimized, while
also preserving the important edges. In other words, the higher levels of the
clustering hierarchy contain the important information in a compact form,
while they also drop any irrelevant information. This important property of
the clustering algorithm can be utilized by the entropy plot by using high
levels for the calculation of the plots’s bars, so as to enhance the accuracy
and reduce the cluttering that the irrelevant information might induce. Fur-
thermore, the second variable, the time step ∆T , has a different effect on the
entropy plot. By increasing ∆T , the information content calculated within
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Figure B.9: The Entropy plot concept. The length of each bar represents the
magnitude of the edges or vertices entropy, at the predefined time window.
the time windows also increases, which results in smaller ratios between the
information content of different time windows. The smaller ratios have a
direct impact onto the ratios of the bars, by making their length differences
smaller. This effect hinders the goal of the entropy plots, which is to help
the user focus onto interesting time windows. Generally, the value of ∆T
depends onto the selected time period that is visualized by the entropy plots.
The higher the time period is, the higher the ∆T must be, so as to reduce
the number of the bars that are visualized. On the other hand, it is impor-
tant that the value of ∆T is relatively small, so as to reduce the entropy
aggregation effect.
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