Abstract. We study multicomponent plane curves with possible singularities of selftangency type. To each such curve we assign a so-called L-space, which is a Lagrangian subspace in an evendimensional vector space with the standard symplectic form. This invariant generalizes the notion of the intersection matrix for the framed chord diagram of a one-component plane curve. Moreover, the actions of Morse perestroikas and Vassiliev moves are reinterpreted nicely the language of L-spaces, becoming changes of bases in this vector space. Finally, we define a bialgebra structure on the span of L-spaces.
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1. Introduction 1.1. Historical context. One of the key objects in the Vassiliev knot invariant theory is the chord diagram of a singular knot. One can take a graded vector space spanned by all chord diagrams over an arbitrary field K and quotient by the set of four-term relations. This quotient space admits a graded bialgebra structure, whose dual is isomorphic to the associated graded of the filtered bialgebra of Vassiliev invariants; see [9, Sec. 6.1-6.3] for details. One can also consider another setting, which will lead to the definition of the graph bialgebra. A very nice exposition of it is given in [9, Sec. 6.4] . Namely, instead of a chord diagram one can rather deal with its intersection matrix or, equivalently, its adjacency graph. The vertices of this graph are indexed by the chords of the chord diagram, and two vertices are joined by an edge if an only if the corresponding chords intersect each other.
The map from chord diagrams into graphs is neither injective nor surjective: it is easy to find two different chord diagrams with the same adjacency graph; on the other hand, there are graphs that do not correspond to any chord diagram.
The notion of 4-term relations can be extended from chord diagrams to graphs, so one can consider graph invariants which satisfy the fourterm relation (the so-called 4-invariants). In [8] S. Lando defined a bialgebra of graphs modulo the four-term relation (the 4-bialgebra of graphs). There is a bialgebra homomorphism from the 4-bialgebra of chord diagrams to the 4-bialgebra of graphs; it is known to be noninjective, but conjecturally surjective.
1.2.
Goals of the present paper. We study multicomponent plane curves with a finite number of self-tangency points, called chainmails. They can be studied by methods similar to those of Vassiliev finite type knot invariants. To each chainmail we associate an invariant called its L-space, which is a Lagrangian subspace in an even-dimensional vector space over F 2 with the standard symplectic form. This invariant, as we will see in Sec. 2.3, can be treated as a generalization of the intersection matrix.
As in the case of Vassiliev singular knots and plane curves, we introduce the notion of Vassiliev moves: these are involutive operations on chainmails. Each of them corresponds to a pair of two neighboring self-tangency points. Moreover, for chainmails we also consider another family of involutive operations, called Morse perestroikas, initially introduced by V. I. Arnold in [1] . These operations are closely related to each other: the first and the second Vassiliev moves are conjugate by a Morse perestroika. The actions of Morse perestroikas and Vassiliev moves on chainmails are reinterpreted nicely in the language of L-spaces, becoming changes of bases in this vector space. This interpretation allows to consider Morse perestroikas as generalizations of the operations of pivot and local complement on framed graphs, introduced by Arratia, Bollobás and Sorkin in order to define certain graph invariants. The details are given in Sec. 5 .
Finally, we generalize the notion of the bialgebra of (framed) graphs, introduced by S. Lando in [8] . More specifically, we define a bialgebra structure on the vector space freely spanned by all possible L-spaces. This bialgebra contains the bialgebra of framed graphs. The Vassiliev moves, introduced earlier, allow us to extend the four-term relation from the bialgebra of framed graphs to this larger bialgebra. The set of four-term relations generates an ideal; the quotient bialgebra modulo this ideal seems to be an interesting object. A natural question is to find the dimensions of its graded components.
1.3. Structure of the paper. This paper is organized as follows. In Section 2 we introduce our main objects of interest: in Sec. 2.1 we give the definition of a chainmail, in Sec. 2.2 define the L-space of a chainmail, and in Sec. 2.3 discuss its relation with the notion of an intersection matrix of a knot or a plane curve. Section 3 is devoted to the introduction of Morse perestroikas and Vassiliev moves on chainmails and to the description of the action of these operations on the L-spaces of chainmails. In Section 4 we define a graded bialgebra of L-spaces, consider a homogeneous ideal in this bialgebra generated by the set of 4-term relations, and introduce the quotient graded 4-bialgebra. In Section 5 we discuss the operation of Morse perestroikas on plane curves, namely, establish its relation to the operation of pivot, introduced by Arratia, Bollobás and Sorkin and provide its simple interpretation in terms of chord diagrams.
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• the image of this map is connected in the following sense: the graph whose vertices are circles from C k and edges are indexed by the marked points joining the corresponding circles, is connected.
The singularity types listed in the definition are shown on A chainmail is said to be regular if it only has singular points of type (1) or (2), i.e., simple double points and simple selftangencies in marked points.
Two chainmails are called equivalent if they can be joined by a homotopy in the class of chainmails.
The following proposition is an easy corollary of the transversality theorem. Proposition 2.3. Any chainmail is homotopic to a regular one. Any two regular chainmails are homotopic if and only if they can be joined by a sequence of homotopies in the class of regular chainmails and a finite number of the following Reidemeister-type moves, shown on Fig. 2 below.
The first three are the standard Reidemeister moves (applied away from the marked points); the fourth and the fifth describe the possible changes in a neighborhood of a marked point.
Remark 2.4. Instead one can consider a chainmail as the image C = f (C k ) together with the marked points p i ∈ C: these data allow to reconstruct the equivalence class of (f, c
Remark 2.5. Here is another way of looking at chainmails. Let C = f (C k ) be a chainmail; consider all its self-intersection and self-tangency points (both marked and non-marked) and blow up the plane R 2 in these points. Alternatively, we can blow up the plane in every point; this would define a lift of C to C ⊂ PT R 2 inside the projectivization of the tangent bundle to R 2 . This operation resolves all transversal self-intersections. If C is regular, then C is a singular link; its singular points of C are simple double points coming from the marked selftangency points of C. Note also that C (and hence C) can be seen as an image of the space C, obtained from C k by identifying each c Remark 2.6. The notion of chainmail is similar to the notion of ornaments and doodles, considered by V. Vassiliev and A. Merkov (see [10] , [14] , [13] ). However, while studying ornaments or doodles one is mostly interested in intersections and their order (for instance, forbidding the triple intersections of three different circles), and the tangencies are ignored. At the same time, chainmails are based upon tangencies, while triple intersections are ignored. Thus, the notion of a chainmail is neither a generalization nor a restriction of the notion of a doodle or an ornament.
2.2. L-spaces. Consider a regular chainmail C with n self-tangency points c 1 , . . . , c n . As it was mentioned in Remark 2.5, we can consider C as an image the spaceC = C k /(c
Regardless of the number of components of our chainmail, it is easy to see thatC is always homotopic to the wedge of n + 1 circles. Now let V be a 2n-dimensional vector space over F 2 with a nondegenerate skew-symmetric 1 form ( , ) and a fixed symplectic basis e 1 , f 1 , . . . , e n , f n , such that (e i , f j ) = δ ij and (e i , e j ) = (f i , f j ) = 0. Define a map ϕ :
be the preimages of singular points in C. Let U 1 , . . . , U m ⊂ S 1 be sufficiently small neighborhoods of these points, and let γ(p i ) = c i ∈ C. There are three possibilities for γ(U i ):
(1) it can be mapped into one branch of the curve C in the neighborhood of c i (Fig. 3a) ; (2) it can form a cusp (Fig. 3b) ; (3) or it can jump from one branch to the other without changing direction (Fig. 3c) . In each of these cases, set ϕ(p i ) to be equal to e i , f i , and e i + f i , respectively. The resulting vector is defined as the sum of ϕ(p i ) over all preimages of singular points:
It is easy to see that ϕ is indeed a well-defined linear map from the first homology group into V = e 1 , f 1 , . . . , e n , f n .
The letter "L" stands for "Lagrangian", as shown by the following proposition. This shows that dim Ker ϕ = 1. Since C is homotopy equivalent to a wedge of n + 1 circles, dim H 1 (C, F 2 ) = n + 1, so dim Im ϕ = n.
Now we need to show that the subspace Im ϕ is indeed Lagrangian. For this, take two cycles γ 1 and γ 2 in H 1 (C, F 2 ). Our goal is to show that (γ 1 , γ 2 ) = 0.
Take two points p and q on γ 1 and γ 2 respectively that correspond to the same singular point c i ∈ C. Let U (p) and U (q) be their neighborhoods. Consider γ 1 (U (p)) and γ 2 (U (q)). Each of them corresponds to a pair of edges of Γ(C) that meets in c i . The product ϕ(γ 1 (p)), ϕ(γ 2 (q))) is equal to 1 if and only if these two pairs of edges share exactly one common edge, and to 0 otherwise. This means that the degree of the vertex c i in the subgraph γ 1 ∪ γ 2 ⊂ Γ(C) is odd. But the total number of vertices of odd degree in a graph is even. This means that
2.3. One-component curves. Now suppose that C is a singular plane curve with n self-tangencies, that is, it has one connected component. We can introduce an orientation on this curve. It provides each singular point with a self-tangency type: a self-tangency can be either direct or inverse. These types do not depend upon a choice of the orientation of C. Then we can introduce the framed chord diagram of an oriented plane curve C. It is done as follows. We parametrize C by the points of a circle S 1 and consider the preimages of singular points. Each singular point has exactly two preimages; we join them by a solid chord if the self-tangency is inverse, and by a dashed chord if it is direct. Such chords are also called orientable and disorienting, respectively.
For each two chords A 1 A 2 and B 1 B 2 , two cases may occur: their endpoints as points on the circle are either ordered as ABAB (with exactly one endpoint of the B-chord on each of the segments A 1 A 2 and A 2 A 1 ) or as AABB. We say that in these cases the chords are intersecting and non-intersecting, respectively. Remark 2.10. Our definitions differ from the definitions given in [7] : in our case, direct and inverse self-tangencies correspond to dashed (disorienting) and solid (orientable) chords respectively, while [7] follows the opposite convention.
Next, for a framed chord diagram (with numbered chords) we can introduce its intersection matrix. This is an n × n symmetric matrix A = (a ij ) with coefficients from F 2 , defined as follows. Its diagonal coefficient a ii equals 0 if the i-th chord is orientable and to 1 if it is disorienting. The elements a ij outside the diagonal equal to 1 if the i-th and the j-th chords intersect each other, and to 0 otherwise.
The following proposition shows (as it was promised in the Introduction) that the L-space L(C) is a generalization of the notion of intersection matrix: Proposition 2.11. Let C be a singular place curve. Then, the space L(C) admits a basis that is given by (J | Id n ), where J is the intersection matrix of C.
Proof. Indeed, take any self-tangency point A = p j on the curve C, and consider any of two arcs AA in this curve. This arc can be considered as an element γ A of H 1 (C, F 2 ); let us decompose its image ϕ(γ A ) in our base (e i , f i ). We see that in this decomposition there is exactly one f -element, namely, f j , and that an element e k enters into this decomposition if and only if the curve γ A passes through B = p k exactly once for B = A, and if and only if the self-tangency at A is inverse for B = A. In other words, the coordinates of such an image are exactly the elements of the j-th row of the matrix (J | Id n ). This matrix is of rank n, hence, the vectors ϕ(γ p j ) form a base of a Lagrangian space L(C).
Remark 2.12. Note that there is no easy way to define the intersection matrix for a multi-component chainmail. Indeed, whether a chord between two different components is orientable or disorienting depends on the choice of orientations of these components. Thus even the "diagonal" of this matrix cannot be properly defined (at least, without fixing an orientation on each of the components). Moreover, and what is more important, there is no reasonable way to define whether two chords, joining different components, intersect. Finally, it seems that there is no reasonable way of defining the product of two multi-component diagrams: it will essentially depend on which are the two components that are glued, and this dependence is not erased by passing to the quotient over the 4-term relation; see Sec. 4.3 for the details.
Morse perestroikas and Vassiliev moves
In this section we introduce two families of involutive operations on chainmails and describe the induced action of these operations on L-spaces.
3.1. Perestroikas on chainmails. Let C be a chainmail with n selftangencies p 1 , . . . , p n .
A Morse perestroika at the point p i assigns to C a new chainmail µ i (C), obtained from C by replacing the self-tangency at p i by the self-tangency with "two branches connected in the opposite way": Figure 6 . A Morse perestroika Clearly, perestroikas are involutive maps, and perestroikas at distinct points commute. So, we can define a perestroika with respect to an arbitrary subset of {p 1 , . . . , p n }.
As it is easily seen from Fig. 7 below, a perestroika at one point may either change the number of connected components of a chainmail by one or leave it unchanged. defined by the formulas
Proof. The chainmails C and C have the same underlying 4-graph. Let us take a loop γ in this 4-graph and consider its images under the maps ϕ and ϕ : 
, whereμ i is the linear map interchanging e i and f i . This concludes the proof of the proposition.
Vassiliev moves.
In this subsection we recall the notion of Vassiliev moves for chainmails and describe their action on the L-spaces. We will use Vassiliev moves for introducing the four-term relation on the Hopf algebra of L-spaces in Sec. 4.5.
Consider a chainmail C with at least two singular points. Singular points p i and p j are said to be neighboring if there are no other singular points between them.
Like perestroikas, Vassiliev moves are involutive local operations on chainmails, but they change the chainmail in a neighborhood of two neighboring singular points. One of these two points, p i , is said to be fixed, while the second is moving.
The first Vassiliev move v ij 1 is the following operation. Take the singular point p j and move it along the common branch of p i and p j to the opposite side with respect to p i . See Fig. 8 . We get a new chainmail v ij 1 (C).
The second Vassiliev move v ij 2 is defined similarly. Namely, we take the singular point p j and move it to the other branch of the singularity p i , as shown on Fig. 9 on the right. The resulting chainmail is denoted by v ij 2 (C). C , F 2 ) . Indeed, take a neighborhood U of the segment joining p i to p j , outside of which C and C coincide. Note (see Fig. 11 ), that for any γ ∈ H 1 (C) there is a unique elementv ij 1 (γ) ∈ H 1 (C ) such that γ andv ij 1 (γ) coincide outside U . Indeed, if we know where does a homology element γ enter U , we are able to to reconstruct γ ∩ U in a unique way. This defines a linear transformationv
Applying ϕ to both sides, we obtain a mapṽ Fig. 11 we can see that it brings e i into e i (the dashed paths on both figures correspond to e i ), while f i is mapped into f i + e j . Indeed, the dotted path on the left figure corresponds to f i , while its image on the right figure corresponds to f i + e j , since it forms a cusp in the singular point p i and passes through the singular point p j without changing a branch.
Similarly one can see that e j is mapped into e j , and f j is mapped into e i + f j .
For the description ofṽ 2 we can either reason similarly or make use of Propositions 3.1 and 3.2.
4. The bialgebra of L-spaces 4.1. Bialgebra of chord diagrams. One important feature of chord diagrams is that they generate a bialgebra. Let us briefly recall this construction; details can be found, for instance, in [9, Sec. 6.1]. Figure 11 . Vassiliev moves as base changes
Let K be a field (or, even more generally, a commutative and associative ring). For n > 0, let A n be a K-vector space formally spanned by all chord diagrams with n chords; we set A 0 = K and A = n≥0 A n .
Take an arbitrary diagram c with n ≥ 2 chords. Fix two its neighboring chords, i.e. such chords that a segment between their endpoints does not contain any other ends of chords. Define the first and the second Vassiliev moves v 1 (c) and v 2 (c) of the diagram c: these are chord diagrams which differ from c only by the position of the two selected chords as shown on Fig. 12 below; all other chords of these three diagrams, joining the dotted segments of the circle (not shown on the figure) are the same. Clearly, the operations v 1 and v 2 commute; their composition is shown on the fourth picture of Fig. 12 . 
is called a four-term element.
Let A (4) be the subspace of A generated by all four-term elements. Denote by M the quotient space: M = A/A (4) . This graded vector space can be turned into a graded bialgebra by introducing the operations of multiplication and comultiplication.
To define the comultiplication on M, let us first define it on A. Take a chord diagram c with n chords. Let V (c) be the set of its chords; for a subset I ⊂ V A routine check shows that µ(A (4) ) ⊂ A (4) ⊗ A + A ⊗ A (4) , so this operation determines a comultiplication µ : M → M ⊗ M on the quotient space.
Multiplication of two chord diagrams is defined as their "connected sum". To multiply two chord diagrams c 1 and c 2 , we make a puncture in each of the two circles and attach these two circles one to another along this puncture, obtaining a new diagram c 1 #c 2 . Clearly, this operation is not well defined, since the result depends on the positions of the punctures. However, it is not hard to show that all such chord diagrams are congruent modulo the four-term relations. This allows us to define the product on M as follows: c 1 · c 2 = c 1 #c 2 mod A (4) . Clearly, it is commutative.
One can also show that these two operations satisfy the axioms of a bialgebra, thus obtaining the following theorem (cf. [9, Theorem 6.1.12]).
Theorem 4.1. The vector space of chord diagrams M is a graded commutative and cocommutative bialgebra over K with respect to the operations introduced above.
Bialgebra of graphs.
In this subsection we define the 4-bialgebra of graphs: a close relative of the bialgebra of chord diagrams. It was introduced by Lando in [8] . We mostly follow this paper and [9, Sec. 6.4].
Let G n be a graded K-vector space freely spanned by all graphs (not necessarily connected) on n vertices, and let G = n≥0 G n . This vector space admits a structure of a bialgebra in the following way. The multiplication m : G k ⊗ G n → G k+n brings a pair of graphs to their disjoint union. The unit of this multiplication is represented by the empty graph.
For a graph Γ and a subset J ⊂ V (Γ) of its vertices, denote by Γ J the restriction of Γ to the set J: a subgraph of Γ formed by the vertices from J and the edges of Γ such that both their ends belong to J. Then the comultiplication µ : G → G ⊗ G is defined as follows:
It resembles the comultiplication in the bialgebra of chord diagrams. We will see that there is a close relation between these two bialgebras.
To each chord diagram c of order n we can assign its intersection graph Γ(c). This is nothing but the adjacency graph of the set of chords V (c): its n vertices correspond to the elements of V (c), and two vertices are joined by an edge if and only if the corresponding chords cross each other. The correspondence c → Γ(c) defines a morphism of vector spaces (or coalgebras)
The map ι is not injective: there exist different chord diagrams with the same intersection graph. Neither it is surjective, as shown in [4] ; for instance, the "5-wheel" graph on 6 vertices, shown on Fig. 13 , does not correspond to any chord diagram. As in the case of chord diagrams, we define a 4-element as
All 4-elements span a subspace in G denoted by G (4) . We also denote the quotient of G modulo the subspace of 4-elements by F:
F is called the 4-bialgebra of graphs. One can check that 4-elements are compatible with the multiplication and comultiplication, so the following theorem holds.
Theorem 4.3. F is a commutative and cocommutative bialgebra with respect to the multiplication and comultiplication described above.
The relation between the Vassiliev moves for chord diagrams and graphs is described by the following straightforward proposition. 
This proposition implies that ι(A (4) ) ⊂ G (4) . So we get a well-defined map of bialgebras ι : M → F. This map is known to be non-injective (injectivity does not hold for the 7-th graded component). Conjecturally, it is surjective (recall that ι is not, what makes this conjecture nontrivial).
Finally, let us point out two fundamental differences between chord diagrams and graphs. First, the Vassiliev moves for a chord diagram c ∈ A can only be defined for an ordered pair of neighboring chords, while for the case of graphs this definition makes sense for an arbitrary ordered pair of vertices. Second, the span of the set of graphs G forms a bialgebra even before the factorization over the 4-term relations, while the span of the chord diagrams A does not admit a well-defined multiplication. This makes the 4-bialgebra of graphs in a sense "nicer" than the bialgebra of chord diagrams.
Further in this section we will introduce a bialgebra of L-spaces. It will generalize the notion of the four-bialgebra of graphs for the case of chainmails. The following diagram summarizes the mentioned spaces and their relations: singular knots
As the reader will see, for chainmails we do not know any reasonable construction that would correspond to the bialgebra of chord diagrams. Finding such an object (or proving its non-existence under some reasonable conditions) seems to be quite an interesting challenge.
4.3.
Framed and multicomponent cases. The setting of chord diagrams of singular knots can be generalized in two different directions.
First, we can consider, instead of singular knots, singular links, consisting of multiple components. In this case it is also possible to assign to a link its multicomponent chord diagram. However, it is unclear how to define multiplication of these objects: a naïve attempt to do this fails, as shown on Fig. 14 , since the results of attaching factors to each other in different ways (along different components) can be noncongruent to each other modulo the four-term relations. Indeed, it is not hard to check that the 4-term relations do not change the number of marked points on a given component (as the first Vassiliev move preserves these numbers, and terms that differ by the first Vassiliev move appear in any 4-term relation with different signs). Figure 14 . Two possible products of multicomponent chord diagrams
Another possible direction of generalization is the introduction of framing, coming from dealing with plane curves and links of such curves (chainmails), whose singular points correspond to self-tangencies (and transversal self-intersections are ignored). As we have already seen in Sec. 2, to a singular plane curve one can assign a framed chord diagram with chords of two types: oriented and disorienting. Going on, one can introduce the four-term relations for these curves. This was done in [7] . Unfortunately, as it is discussed in the same paper, the multiplication of framed chord diagrams is not well-defined. The framed diagrams thus only form a coalgebra, which can also be factorized by the four-term relations.
So we do not know what is a right analogue of the four-bialgebra M for plane curves and chainmails. However, it is possible to define an analogue of the four-bialgebra of graphs. For plane curves this analogue is the bialgebra of framed graphs. A framed graph is just a graph with vertices of two types, even and odd. They span a bialgebra G ⊃ G which includes the usual bialgebra of graphs as the set of graphs on even vertices. The multiplication and comultiplication are defined in the same way as for the usual graphs. Then one can proceed as usual, defining the ideal of four-term relations G (4) and obtaining the fourbialgebra of framed graphs F ⊃ F which contains the four-bialgebra of usual graphs from the previous subsection.
Remark 4.5. The adjacency matrix of a framed graph is also a symmetric matrix over F 2 ; the only difference from usual graph is that its diagonal elements corresponding to even vertices are 0, and those corresponding to odd vertices are 1. This generalizes nicely the notion of the intersection matrix of a framed chord diagram. Indeed, for a given framed chord diagram, consider the surface S with boundary, obtained from the "outer" disk by attaching (disjoint!) ribbons corresponding to chords. These ribbons can be either non-twisted, for orientable chords, or twisted, for the disorienting ones. Then, closing these ribbons by paths in the outer disc, we obtain a family of cycles that generates the first homology group of this surface. The intersection matrix of this family is exactly the adjacency matrix of the corresponding framed graph: see [7] for details. In particular, as in the non-framed case, there exists a natural map from framed chord diagrams into framed graphs.
4.4.
Bialgebra of L-spaces. Our main goal in this section is to generalize the notion of graph bialgebra, replacing graphs by more general objects: L-spaces, defined in Sec. 2.2.
We have seen in Prop. 2.11 that L-spaces of chainmails generalize the notion of intersection matrices for one-component plane curves. Intersection matrices are defined by their adjacency graphs; the only difference is that they depend on a specific ordering of singular points of a curve, while the vertices in graphs are not ordered. To define a proper analogue of an intersection graph, we will consider not just L-spaces, but rather their orbits under the action of a symmetric group.
Let F 2n 2 = e 1 , f 1 , . . . , e n , f n be a 2n-dimensional vector space over F 2 with a standard skew-symmetric form defined by (e i , f j ) = δ ij . Consider a Lagrangian Grassmannian LGr(n): this is the set of all maximal (i.e., n-dimensional) isotropic subspaces in F 2n 2 . We will consider it just as a finite set, without using any additional structure on it. The symmetric group S n acts on V by simultaneous permutations of e i 's and f i 's. This action preserves the symplectic form and yields an action of S n on LGr(n). Consider the K-vector space spanned by the set of orbits LGr(n)/S n of the latter action; denote it by L n . Let
Let Γ ∈ G n be a framed graph. Pick an arbitrary numbering of its vertices and take the intersection matrix M (Γ). Consider a n × 2n-matrix (M (Γ) | Id n ). Its rows span a Lagrangian subspace L(Γ) ⊂ F 2n 2 . This gives us an embedding G → L.
of the bialgebra of framed graphs into L. Our next goal is to show that L has a bialgebra structure compatible with the multiplication and comultiplication on G. To do this, let us define the operations on L.
The multiplication on is defined as follows. Let
where the square brackets stand for orbits of the symmetric groups on the corresponding Lagrangian Grassmannians. Clearly, this product is well-defined, commutative, associative, has a unity {0} ⊂ F 0 2 , and its restriction to G gives the multiplication on G obtained by taking the disjoint union of graphs.
To define comultiplication in L, we need to generalize the operation of restricting a graph to a subset of its vertices. This is done by symplectic reduction.
Namely, for any I ⊂ N = {1, . . . , n} let
The space W I := E I ⊕ F N is then coisotropic: it contains its (·, is also Lagrangian.
Proof. The bilinear form (·, ·) restricted on L vanishes. Hence, the same is true for its restriction on L ∩ W I , and thus on π I (L ∩ W I ) = L| I . This means that L| I is isotropic.
On the other hand,
Hence,
is Lagrangian.
Now, define the comultiplication on the space of Lagrangian subspaces as
It is easy to see that for any I ⊂ I ⊂ N one has L| I = (L| I )| I . This implies coassociativity:
Summarizing, we obtain the following theorem.
Theorem 4.7. L is a commutative, cocommutative, associative and coassociative bialgebra with respect to the operations described above. The canonical embedding G → L of the bialgebra of framed graphs is a homomorphism of bialgebras.
4.5.
The four-bialgebra of L-spaces. As in all previous situations: for chord diagrams, non-framed and framed graphs, we can introduce the notion of four-elements in the bialgebra L and consider the quotient of L modulo the ideal of four-elements.
Namely, let L ⊂ F 2n 2 be a Lagrangian subspace, regarded as an element of L n . As in all previous cases (for chord diagrams, non-framed and framed graphs), we can define Vassiliev moves acting on L as in Sec. 3.3. Let v 1 and v 2 be two symplectomorphisms on F 
is said to be a four-element. As before, we denote by L (4) the homogeneous ideal in L generated by all 4-elements. The quotient of L modulo this ideal is denoted by K. It also inherits a natural grading from L:
Theorem 4.8. The multiplication and comultiplication defined above turn K into a commutative and cocommutative bialgebra.
Proof. The only thing we need to check is that the multiplication and comultiplication respect the four-term relation. For multiplication this is obvious, while for comultiplication the proof repeats the corresponding proof for graphs, see [8, Theorem 2.4 ].
4.6.
Some remarks and open questions. For the bialgebras of chord diagrams and graphs one can be interested in the sequences of dimensions of graded components of their 4-bialgebras dim M n and dim F n . These sequences are quite mysterious; closed formulas or generating functions for them are unknown. The computations were carried out by Vassiliev, Bar-Natan, Kneissler, Lando and Soboleva; see [9, Sec. 6,1, 6.4] for an overview. It would be interesting to look at the beginning of the corresponding sequence for the four-bialgebra of L-spaces. So the first problem is as follows.
We have seen that L has a subalgebra isomorphic to the bialgebra of framed graphs. A natural question is: what happens to this subalgebra after factorization over the ideal of 4-elements? Is it isomorphic to the 4-bialgebra of framed graphs? The following question goes back toÉ. Ghys: Problem 4.12 (É. Ghys). For a compact orientable 3-manifold M with boundary, the part of H 1 (∂M, R) that vanishes under the natural map H 1 (∂M, R) → H 1 (M, R) is a Lagrangian subspace. Is there any link between the two appearances of Lagrangian subspaces, this one and the one in the construction of L-space?
In Sec. 4.4 we have considered the bialgebra of L-spaces, generated by Lagrangian subspaces in a symplectic vector space over F 2 . However, we can consider the set of Lagrangian subspaces over an arbitrary field of finite or infinite characteristic or even over Z. If the ground field is finite, we can span a bialgebra by this set, just as in Sec. 4.4. The formulas from Prop. 3.3 define Vassiliev moves on Lagrangian subspaces; these moves are not involutive anymore, their order is equal to the characteristic of the ground field. An easy check shows that these moves still commute. Hence our last question: Problem 4.13. What is the right analogue of four-term relations for the bialgebra of Lagrangian subspaces over F p or Z? What bialgebra is obtained after factorization over these relations? Proof. Note first that a chainmail C is one-component if and only if the corresponding L-space L(C ) is transversal to the subspace E N . In one direction it can be seen immediately out of (1), in the other one, one can easily see that the image of any component under the map ϕ from Def. 2.7 belongs to E N .
Applying now Prop. 3.1 to (1), we see that the L-space L(µ J (C)) can be generated by rows of the matrix [11] ). Namely, given a one-component chord diagram, one can thicken the boundary circle, and replace the chords corresponding to the subset J of indices by "bridges" (see Fig. 15 ). Then, [9, Remark 6.4.17] states that the minor of the intersection matrix corresponding to these chords is nonzero if and only if the "interior" boundary of the obtained figure is also a circle. To conclude the construction of µ J (C), it suffices now to shift the non-thickened chords endpoints from the initial boundary circle to As we will see in the next section, they are related to the local complementation and pivot graph operations, respectively. Later N. Netrusova [12] proved that for non-framed graphs the interlace polynomial is a 4-invariant and, as a corollary, defines a knot invariant.
The interlace polynomial of a graph can be computed inductively, by reducing the computation to graphs with the smaller number of vertices. These reduction formulas use the operations of local complementation G → G a with respect to a vertex a, provided that a is odd, and pivot G → G ab with respect to an edge ab of a graph, provided that both a and b are even. See [3, Thm 3, Thm 6] for details.
These two operations have a very simple interpretation in the language of L-spaces. Consider the L-space L(G) of a graph G: if A = A(G) is the adjacency matrix of G, then L(G) is spanned by the rows of the matrix (Id n |A).
Then taking the local complementation with respect to a vertex a corresponds to the Morse perestroika µ a (L(G)). Note that since a is odd, then µ a (L(G)) still intersects E N transversely, i.e., can be presented in the form (Id n |µ a (A)). Comparing the formulas from [3, Lemma 5] and from Example 5.4, one can see that the matrix µ a (A) is nothing but the adjacency matrix of the graph G a obtained from G by the local complementation in a. In other words, the local complementation is just a Morse perestroika in an odd vertex.
Similarly one can see that the pivot with respect to an edge ab joining two even vertices is the composition of two Morse perestroikas µ a µ b followed by the change of labels on these two vertices: the vertex a becomes b, and vice versa.
