Stability of a class of discontinuous dynamical systems  by Pavlidis, Theodosios
INFORMATION AND CONTROL 9, 298-322 (1966) 
Stability of a Class of Discontinuous 
Dynamical Systems 
THEODOSIOS PAVLIDIS 
Department ofElectrical Engineering, Princeton University, Princeton, New Jersey 
A class of discontinuous dynamical systems is introduced as a 
generalization f Pulse Frequency Modulation Systems. An extension 
of Liapunov's direct method is developed for the investigation of 
their stability. This is done through the choice of a positive definite 
function which is constant or decreasing along the trajectories of the 
system when no pulses are emitted and decreasing during pulse 
emission. The method is also used for the investigation of periodic 
solutions and a number of examples are presented ealing with the 
solution of specific problems. 
I. INTRODUCTION 
A number of studies in recent years have been published which deal 
with various kinds of Pulse Frequency Modulated (PFM) systems (Li, 
1963; Pavlidis, 1965a, etc.). Such systems operate by the emission of 
pulses at times determined by the fulfilment of certain conditions by 
functions of their state variables (usually when one variable reaches a 
threshold value). In the analysis of such systems the pulses are approxi- 
mated by impulses and this results in having finite changes in the values 
of the state variables in zero time. This of course happens also in all 
sampled data systems (Jury, 1958) but there the time of such a change is 
known in advance because the sampling frequency is predetermined and 
it is not usually influenced by the system. On the other hand, in PFM 
systems the pulse emission is determined by the system itself and this 
makes  the application of the results of the theory of sampled data and 
other discrete systems impossible. The  purpose of this paper is to offer a 
formulation of these systems in the framework of the general theory of 
dynamic systems and then proceed in the establishment of certain sta- 
bility criteria. E lementary studies of the problem appear elsewhere 
(Pavlidis, 1966) but the present treatment will allow a rigorous and more 
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general derivation of an extension of Liapunov's direct method to such 
systems. 
Another motivation for the study of such systems is that the nervous: 
system of animals operates in a very similar way. The membrane po- 
tential undergoes a sudden increase when its value reaches a threshold 
(which is variable in general) and after a very short time returns to a 
low value while this "disturbance" is propagated along the axon. This 
phenomenon is known as the neural pulse and its features are the same 
regardless of the form and the kind of the original stimulus. More de- 
taiIs on this subject can be found in the literature (Ruth, 1960; Nelson, 
1962; Pavlidis, 1965b, etc.). 
II. DISCONTINUOUS DYNAMIC SYSTEMS: DEFINITIONS 
In the classical theory, a dynamical system in a metric space R (with 
a distance p) is defined as an one parameter family of mappings of ./~ 
onto itself, i.e. a function which for any p 6 R and any real t defines a 
point f(p, t) 6 R and which furthermore has the following three prop- 
erties: 
1. The initial condition: 
f (p,  O) = p ( la)  
2. The continuity with respect o both p and t: Given an e > 0 we 
can find ~1 and ~ positive such that 
p(f(pl,  h) , f (p~, t2)) < e ( lb)  
if p(pl, p2) < ~ and ] h - t21 < ~2. 
3. The group condition: 
f(f(p, h), t2) -- f(p, h -I- t2) ( le)  
This definition can be found in many places in the literature 
(Nemytskii, 1960, pp. 327-328; Zubov, 1964, p. 20, etc.). Such systems 
have been studied extensively and include as a subclass systems de- 
scribed by differential equations of the form 
dx 
dt  - f(x) (2) 
where x is an element of an n-dimensional Euclidean space and the 
coordinates of f are continuous with respect o all the coordinates of 
x (ibid). 
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Fro. i. Trajectories of a discontinuous dynamical  system 
In this paper we will consider a class of systems which do not always 
satisfy the second condition. In the subsequent development we assume 
that the reader is familiar with the basic notions of the theory of dy- 
namical systems (e.g., Nemytskii, 1960, Zubov, 1964). 
We start with a system satisfying all three conditions and let it be 
represented by a mapping f(p, t). For simplicity we will refer to it in the 
sequence as the f-system. We define now a (discontinuous) dynamical 
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system represented by a mapping (p, t) as following: 
Let ft be an open subset of the space R. Then inside fl we have 
g(p, t) = f(p, t) (3a) 
i.e., g is the mapping induced in ~ byf .  Let now F be a function mapping 
the points of the boundary of ~(b(9))  on a proper subset of ~, Q. 
Then ifp E b(ft) we have 
g(p, t) = f (F(p) ,  t) (3b) 
Figure 1 illustrates this kind of motion. It  is easy to see that condition 
2 is not necessarily satisfied. Indeed, if pl E b(~) we may be able to, 
find a point p2 C b(~) such that p(pl, p~) is arbitrarily small and such 
that f(p2, t) C ~ for aII t. Then we will have 
g(pl , t) = f(F(pl) ,  t) (4@ 
and 
g(p2,  t) = :f(p2, t) (4b) 
Since p(pl, F(pl)) can be quite large the continuity of the motion has 
been destroyed. Figure 1 illustrates uch a situation and in Section VI 
the reader can find a specific example. 
For simplicity we will refer to this system as the g-system. In PFM 
systems the discontinuity in the trajectory corresponds to the emission 
or firing of a pulse. For the sake of simplicity we will use occasionally 
the expression "firing" for general systems even if no actual pulse emis- 
sion occurs .  
Al though ~ (closure of ~) is not necessarily an invariant set under  the 
mapp ing  f, it is invariant under  g because of the requirement that Q 
be a proper subset of ~. On  the other hand if A is a subset of ~ wh ich  is 
invariant under  f it will also be invariant under  g. 
Among the closed invariant sets under  g we consider a special class 
with the following properties: If N is g-invariant then it contains a set 
A wh ich  is also f-invariant and furthermore if p C N then either p ~ A 
or there exists a ~inite t such that f(p, t) C b(~) and F(f(p, t)) C A. 
In a typical case we may have N = ti . If b(A ) 19 b(~) is empty then N 
is also f-invariant. If however, it is not empty then we want the set of 
the F-images of the points of b(N) 19 b(~2) to be a subset of A. The 
existence of such a set N is not at all obvious for a given system and it 
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2. A simple PFM system with pulse emission whenever q =- r 
may well be that there do not exist any such sets. If they do exist, how- 
ever, then they have the property that once the system is inside N then 
indefinite time it is reduced to the f-system. For PFM systems this means 
that pulse emission ceases in finite time and this may be very desirable 
from a technological viewpoint. In terms of a previous elementary study 
of PFM systems (Pavlidis, 1965a) the existence of a set N is roughly 
equivalent to the existence of a "region of equilibrium." For simplicity 
in the sequence we will refer to sets with these properties as f inal  sets. 
In order to make the presentation more clear we introduce an example 
which we will follow up through the subsequent development. 
We consider a PFM feedback system of the kind previously studied by 
the author (1965a). Its state equations for zero input are 
= K sgn (q)~(I q[ - r) (5a) 
= --cq -- y -- r sgn (q)~(] q] -- r) (5b) 
Its block diagram is shown in Fig. 2. The modulator emits an impulse of 
unit area at time t* defined by I q(t*)  I = r, where r is a fixed threshold. 
Then q is reset to zero as one can verify by integration of Eq. (41o) 
from t* -- 0 to t* + O. (See also Favlidis (1965a).) In this case ~ is 
the set  defined by ] q I < r, b(~) by [ q[ = r, and the set Q by q = 0. 
The mapping F is then given by 
F(y )  = y + K sgn (q) (6a) 
F(q)  = 0 (613) 
These sets are shown in Fig. 3. The f-system is obviously described by 
STABILITY OF DISCONTINUOUS DYNAMICAL SYSTEMS 303 
"b(~] 
. .  - - .  
. . .  _ , _ ) (a  
~x x rQ 
\ .  . / / ' /~  . ~/  . ~. / / /111/11 /  
!x> . 
/ ~ = ~ , ~ 1 ~  
/ 
~x 
Y 
~ee 
Imlae f ir ing 
FIG. 3. Trajectories and various regions of the PFM system of Fig. 2 
= o (7~) 
--  - - cq  - -  y (7b) 
The set A defined by 
cq + y = 0 (sa)  
I q l < r (Sb) 
is invariant with respect o the f-system and it is a subset of ~ as one can 
verify from Eqs. (7a) and (7b). Also the set A' defined by (Sb) and 
] Y [  < cr is invariant. 
Consider now the set N defined by 
[Y l  <= cr (8c) 
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F:o. 4. Partition into classes of the set 
I gl --< r (Sd) 
From the trajectories hown in Fig. 3 one can verify that this is a 
final set of the g-system ~s described above only if 
0 <K<2cr  (8e) 
(See also Pavlidis (1965a) for details.) 
III. STABILITY THEOREMS 
We investigate now the stability of a g-system with respect to a 
closed invariant set M. We say that the g-system is stable with respect 
to M if for any positive e it is possible to find a positive ~ such that 
p(p, M) < 5 implies p(g(p, t), M) < e for t ~ 0. If, furthermore, there 
exists a final set M and a finite T such that g(p, T) E M the system 
will be called completely stable. The motivation for this definition is that 
in practical applications of Pulse Frequency Modulation Systems we 
often want the emission of pulses to stop after a finite time. (Once 
g(p, "r) E N, where N is a final set, then according to the previous ec- 
tion, we have at most emission of one pulse.) 
We consider now a partition of ~ into classes P, each one consisting 
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of all the points of a trajectory of the f~system, i.e., 
P = ~A If(P, t ) I t  E ( - -~ ,  ~) ,P  ~ M} (9) 
In other words, to any point p of ~ which does not belong to M we 
associate all the points where it would be in negative or positive time 
according to the transformation of the f-system (see Fig. 4). The set 
M is considered as a single class. 
We now introduce a new distance z defined as 
(r(Pl, P~) = sup p~f(pl, t), f(p2, t)] (10) 
t 
where pl ~ P1 and p2 ~ P2 • 
I t  is trivial to verify that z satisfies all the four axioms to be a distance. 
We define the function G as follows: 
GIRl -- Girl n {f(p, t) } t C ( -  ~,  ~)}] 
= ~ ~ I f [ / (p*) ,  t] I t c ( -  ~,  ~ )} ~ P' 
where p* = f(p, t*) C b(fl). G essentially represents the change of 
the set P during "firing." 
Furthermore, we can assign a number to each discontinuous change 
(pulse firing in PFM systems) and define inductively G(P, n) = 
G(G(P, n - l )  ) if the previously defined G(P) is interpreted as G(P, 1 ). 
Then the definition for stability can be restated as: M will be stable 
if for any e > 0 there exists a 3 > 0 such that G(P, M) < ~ implies 
(r(G(P, n), M) < e for all n > no • For complete stability it is required 
that (r(G(P, n), M) = 0 for all n > no. 
In terms of the example we have 
M = {(q, y) l[ Y l < cr, I q[ < cr} (11a) 
P = {(q, y ) [y  = const, ]qi < r} ( l lb )  
G(P, 1) = {q, y + K sgn (q)) I (q, Y) ~ P} ( l lc )  
(r(P, M)  = I Y -- cr [ ( l ld )  
We claim that the following theorem is true: 
THEOREM 1. The closed invariant set M will be stable with respect o 
the g-system in a neighborhood S(M,  r) including all the points "whose 
(r-distance from M is less than r if there exists a functional V (P )  with the 
following properties. 
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(a) V(P)  is positive for P ~ M and V(M)  = O. 
(b) V( P) is continuous with respect o the a-metric. 
(c) V(G(P,  n))  is a nonincreasing function for n _~ 0 as long as 
P E S(M,  r). 
Proof: Let h = inf V(P)  where P is such that a(P, M) = E < r, 
E > 0. Because of the contiimity of V and because V(M)  = 0, we can 
find a point P '  such that V(P ' )  < ~ and let ~ be the number with the 
property that a(P' ,  N) < ~. 
We claim that a(G(P', n), M) < E. Let us assume the opposite, 
i.e. there exists a finite nl such that a(G(P I, nl), M) >= ~. Then 
V(G(P' ,  n))  => ~, 
But because of property (c) we have 
V(G(P' ,  n))  < V(P ' )  < 
We obtain thus a contradiction which shows that the assumption is 
incorrect and hence a(G(P' ,  n), M) < e. 
Therefore M is stable. 
The condition on the continuity on V could be relaxed in the same 
way as it was done for continuous ystems by Zubov (1964, pp. 41-43). 
We will now express Theorem 1 in terms of the original quantities of 
the system in order to make its application easier. 
THEORn~ la. The closed invariant set M will be stable with respect 
to the g-system in a neighborhood S(  M, r) including all points p, such that 
supt o(f(P, t), M)  < r if there exists a function ? (p )  with the following 
properties. 
( a ) Vj is constant agon 9 the trajectories of the f-system and it is positive 
everywhere except M where it is zero. 
(b) For any ~1 > O, a ~1 > 0 can be found such that 
supt p(f(p~ , t)f(p2 , t) ) < 8~ 
implies iV/(p~) -- V/(p2) l < e~. 
(c) I f  pl E b(9) then/~?  = ff(F(pl)  ) - ~(pl)  isnonpositive. 
The requirement that I y be constant along a trajectory of the f-sys- 
tem stems from the fact that in Theorem 1, V was defined with a single 
value on each set P which contained all the points of a trajectory of the 
f-system. In some cases this may be modified as follows: Let W(p)  
be a function not necessarily constant along a trajectory of the f-sys- 
tem. In a connected segment of the trajectory P we define the function 
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V(P)  as 
V(P) -- inf W(p) (12) 
pee 
which has a single value on the set P. 
Let po be the point where P meets b(a). Then we ask the question 
whether the difference Z~W = W(F(po)) - W(po) can be used instead 
of the difference ~XV = V(G(P1)) - V(PI).  We claim that this is 
possible if W(p) is a noninereasing function oft. Indeed if p0 ~ b(~) 
W(po) = inf W(p)  -= V(P)  (13) 
PEP 
Hence 
W(F(po)) - W(po) -= W(F(po))  - V(P1) :~ V(G(P1)) - V(PI) (14) 
Therefore if AW is negative then AV will also be negative. If W(p)  is 
continuous with respect to p (i.e., for any e > 0 exists a ~ > 0 such that 
p(Pl, p2) < a implies I W(pl) - W(p2) I < e) then because of the con- 
tinuity of the trajectories of the f-system one can verify by using the 
triangular inequaliW that the continuity of V as required by condition 
(b) will be satisfied. 
The following theorem summarized the previous results: 
THEOnE~ 2. The closed invariant set M will be stable with respect o the 
g-system in a neighborhood S(M,  r) as defined in Theorem la i f  there 
exists a function W(p)  with the following properties. 
(al) W(f(p,  t) ) is positive everywhere xcept M where it is zero. 
(a2) W(f(p,  t) ) is a noninereasing function of t. 
(b) For anye > 0 there exists a $ > 0 such that p(pl ,  p~) < 
implies IW(p~) -- W(p~) I < e. 
(c) I f  po C b(~) then zXW -- W(F(po) ) - W(po) is nonpositive. 
In general Theorem 2 is more restrictive than Theorem 1, but this 
need not always be the case. In the example we will show the applica- 
tion of both methods. 
Next we consider the case of complete stability. We claim the follow- 
ing theorem is true. 
Tgno~E~ 3. Provided that it exists, the final set N (as defined in Section 
I I )  will be completely stable with respect o the g-system in a neighborhood 
S(N,  r) as defined in Theorem la if there exists a function if(p) satisfy- 
ing properties (a) and (b) of Theorem la (or 1) and the following: 
(c) I fp l  ~ b(i2) and p~ (~ N then A?  = ff(F(p~)) -- 17(p~) < ~ < O. 
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With the terminology of Theorem 1 condition (c) is equivalent o 
V(G(P ,n  + 1)) - V(G(P ,n ) )  < ~ < 0 forP  (~ N. 
Proof: We use the terminology of Theorem 1: Let ~ = sup V(P)  
when P C S(N, r). At each step V(P)  decreases by a quantity at least 
I ~ I- Let 70 be the smallest integer which is larger than #/[ ~ 1. Then ob- 
viously 
and 
V(G(P , ,o ) )  = 0 
G(P, 70) C N. 
One can readily see that if condition (c) of Theorem 2 is modified 
to require that, AW < n < 0 this will Mso guarantee complete stability. 
In terms of our example, we note that the trajectories have constant 
y, hence we choose 
v(P)  = y2 _ (cr)  i f[y[ > cr (15a) 
otherwise ( 15b ) V(P)  = 0 
Then 
AV(P) = [y + K sgn (q)]2 _ y~ 
(16a) 
if both ly land ly+sgn(q)  l > cr 
AV(P) = _y2 
(16b) 
if ly I > cr but l Y + sgn (q) I < cr 
To have AV(P)  given by (16a) negative it is required that 
K(K  + 2 sgn (q)y) < 0 (17a) 
From Eq. (7b) we can see by multiplying both sides by q that for 
Iql<r 
q~ = _ cq  2 - qy  (18)  
Just before a pulse emission q is increasing in absolute value, hence 
q~ is positive. Hence qy is always negative, otherwise Eq. (18) would not 
hold. 
Therefore in order to satisfy Eq. (17a) we must have 
2l y] > K > 0 (17b) 
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The smallest value of I Y l is cr. Therefore the system will be stable if 
2cr> K> 0 (19) 
This is the same as (8e), i.e., conditions for the existence and stability 
of N coincide. However, this is not generally true. 
It is also easy to see the system will also be completely stable. An 
alternative approach is to choose a quadratic function. 
W(p)  = q2 + ay~ + 2flW (20) 
This will be definite positive if a > f12. It is obviously continuous with 
respect o q and y. The time derivative is 
I~(p)  = 2qq + 2ay~ + 2fl(qy + q~) (21a) 
and substituting from Eqs. (7a), (7b) we obtain 
½1;V(p) = q( -cq  -- y) -4- 5y(- -cq -- y) (21b) 
or  
½12V(p) = --cq 2 -- 5y 2 + qy(1 + cfi) (21c) 
In order to have the RHS nonpositive it is necessary that t,he determinant 
be nonpositive or in other words 
(1 +cf i )  ~-  4/~c_< 0 
or  
(1 - 5c) 2 < 0 
This will be zero only for fl = 1/c and in this ease we have 
1W(p)  = _ q Y (21d)  --c 
which is negative verywhere except he f-invariant region y -4- cq = 0 
which was expected. 
Just before a pulse emission we have q- = r sgn (q) and after that 
q+ =[0 while y+ = y- + K sgn (q), Hence 
AW=a[y -+Ksgn(q) ]  2 -  r 2+ay -2+~rsgn  (q)y- 
c 
or  
AW --- --r2 + aK2 + 2y-sgn  (q) IaK  - r I (22b) 
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Since y- sgn (q) is always negative AW will be negative if
r > aK  2 or > a 
and 
These two give 
or 
i.e. 
(23a) 
(K )  2 >c--Kr (24a) 
-- > 0 (24b) 
0 < K < cr (25) 
which is more restrictive than Eq. (19). 
Before we proceed we want to give some additional remarks concerning 
the stability of the g-systems. In many cases it may be desirable that the 
system after a disturbance not only returns to the final set N but also to 
a closed subset of it, A, which is f-invariant. Since inside N the g-system 
is identical to the f-system after a finite time one has to apply the well 
known stability theorems for continuous ystems (LaSalle, 1961; Kra- 
sovskii, 1963; Zubov, 1964). 
If for example, we want the set A to be asymptotically stable we first 
have to check whether there is a set N of the g-system which is completely 
stable and then investigate whether A is asymptotically stable inside N. 
If Liapunov's direct method is to be used for this step a different func- 
tion will be needed than that previously used since the first one is iden- 
tically zero inside the set N. 
In the example the free motion of the system inside N will bring it at 
the set A defined by Eqs. (8a, b) as one can check from the trajectories 
of Fig. 3. Hence A is asymptotically stable. If the W function is used then 
the asymptotic stability of A is established directly. 
IV. STABILITY OF FEEDBACK PFM SYSTEMS 
We consider now the general case of a PFIV[ unity feedback system 
with a linear plant of higher order. The modulator will still be followed 
~K > r/cK (23b) 
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by an integrator and the state equations for zero input will be: 
y = sgn (q)-5(l q l - r) (26a) 
± = Ax -1- ay (26b) 
z = e 'x  -I- hy (26e) 
(~ = - -g(q)  -- z -- r sgn (q)~(] q l -- r) (26d) 
x, q, and e are n-dimensional column vectors and A an n X n niatrix. 
z is the output of the system, e' denotes the transpose of e and g(q) 
is an odd, nondeereasing continuous function of q. A is assumed to have 
eigenvalues with negative real parts only. h is a constant. Equations 
(26a) and (26b) are essentially the same as (4a) and (4b). The re- 
quirement that the linear plant contains just one integrator and all its 
other poles are on the LHS of the complex plane is not really a restric- 
tion in the class we study since systems without these properties are 
undesirable for engineering applications (Pavlidis, 1965a). 
For reasons of comparison we derive the transfer function F(s )  of 
the linear plant in terms of A, a, e, and h. 
Let m be the output of the modulator. Then we have 
Y(s )  = m/s  (27a) 
X(s) = (s I -- a)-~alZ(s) (27b) 
and 
or  
Z(s) = e'X(s) + hY(~) (27c) 
Z(s )  = Ie ' (s I  -- A-~)a ÷ h l  n-zs (27d) 
where I is the identity matrix. The transfer function then will be: 
F(s )  - Z (s )  _ 1 (e'(sI - A-1)a ÷ h) (28) 
7n s 
and moreover we have 
lim sF(s )  = -e'A-~a ÷ h (29) 
s~0 
We proceed now to apply the results of the previous section in this 
ease .  
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No pulse emission will occur if q - 0 while I q I < r, i.e. when: 
g(q) + e'x -~ hy = 0 (30a) 
for 
]q]  < r (30b) 
Let y~ be the value of y in the steady state. Then since A has only 
eigenvMues with negative real parts we will have for steady state 
x~, = -A- Iay~ (31) 
and Eq. (30a) becomes 
g(q) -- (e'A-lah)y~, = 0 (30c) 
Because of the restrictions imposed previously on g(q) the system 
of Eqs. (30a, b) will have ~ solution if and only if 
q(r) ~ (32) 
l y~ J < l e 'A% - h I - ~° 
For any practical system e'A-~a -- h is always nonzero otherwise the 
output of the system would be identically zero in the steady state. 
Equations (31) and (32) define the region of equilibrium together 
with the condition I q I < r. In terms of the transfer function of the linear 
plant F(s)  Eq. (32) can be written as 
q(r) (33) 
I y~ I < I l im~0 sF(s)  I 
The set defined by ] y I <-- yo, I q ] <= r corresponds to the final set N of 
Section I I  provided that I e~A-la - h ] is less than 2.g(r) as one sees by 
a study of the trajectories. A detailed proof is given in Pavlidis (1965a). 
We consider now the function V defined as: 
V = y -  y02 for ly]  > y0 (34a) 
V = zero otherwise (34b) 
Since y remains constant between pulse emissions V is constant along 
the trajectories of the free system. Conditions (a) and (b) of Theorem 
la are obviously satisfied. Therefore we have only to check condition 
(c). After u firing y becomes y -t- sgn (q) according to Eq. (26a). Hence 
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if I Y -~ sgn (q) [ > Yo we have: 
AV = (y + sgn (q))2--  y~ 
= 1 @ 2ysgn(q)  
This is negative if: 
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(35) 
Then Eq. (39) becomes 
2g(r) > t lira sF(s) I (37a) 
s~0 
This is the same as the condition for existence of N. 
Multiplying both sides of Eq. (26d) by q we obtain for the between 
pulses time interval: 
q(~ + qg(q) = -q(e 'x  -t- by) (38) 
Since g(q) is odd and increasing qg(q) is always positive. Also just 
before firing q~? is positive since q reaches the threshold while increasing 
in absolute value. 
Hence 
q(e'x -F hy) < 0 (39) 
Near the position of equilibrium we can approximate x by A-Say by 
writing 
x = - A-lay (40) 
qy(--e'A-la ~- h) < 0 (41) 
In order to have qy < 0 it is required that 
h - e 'A - la  > 0 (42)  
Equation (42) is essentially the condit.ion for positive gain in the for- 
or  
i. y sgn (~) < 0 (36a) 
2. fyf > ~ (3Sb) 
Condition No. 2 should be satisfied for the smallest possible [y l, i.e., 
y0. Hence by combining Eqs. (32) and (37) we obtain the condition 
2g(r) > [ e'A-~a - h I (37) 
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ward loop. ( In terms of the traIxsfer function it implies lim,~0 sF (s) > O. ) 
Hence in a neighborhood of the region N where condition (40) holds at 
least approximately, the sufficient conditions for stability of the system 
described by Eqs. (26a-d) are 
g(r) > ½(h-  e-~A-Ia) > 0 (43) 
or in terms of the transfer function 
g(r) > ½ lira sF(s) > 0 (44) 
s~0 
provided that all the eigenvalues of A (or poles of F(s) ) have negative 
real parts. 
One can also use here the same approach as in the simple example 
of the previous ection, i.e., a quadratic function. However, in this case 
the algebra becomes extremely involved. The interested reader may 
find such a treatment in Pavlidis (1964). 
V. SUSTAINED OSCILLATIONS 
We will consider now cases when the g-system keeps on firing in- 
definitely but at a finite frequency. 
Let us assign an index i to AV(p, i) indicating the order at which a 
firing occurs with respect an arbitrary start of counting. If 
i O+N 
F, ~v( i )  = 0 (45) 
i= i  o 
for all i0, then the system returns to the same trajectory after N firings 
and the firing pattern will be repeated after an integer multiple of N 1. 
Notice that the above sum is a function of one P only and Eq. (45) will 
be satisfied in general for only certain sets of values of P. 
If Eq. (45) does not hold it may be possible for an ~rbitrarily small 
to find a N(e) such that 
• ~v( i )  < ~ (46)  
z~0 
for M1 i0. Then after N(E) firings the system returns to a trajectory which 
is very close to the initial one. However, the firing pattern may change 
It may happen that the same trajectory meets b (~) at different points, hence 
the firing pattern will not be repeated after N pulses. If, however, there is only a 
finite number of intersections of the trajectories of the f-system with b(~), then 
the firing pattern will be repeated at least after k.N pulses, where k is equal to 
the maximum number of intersections. 
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appreciably. If the system moves during the ith firing from the trajec- 
tory P to the trajectory R it may eventually return to a trajectory P' 
which is very dose to P but does not meet b(9) near the point where P 
does. It  may do so near the point where R meets b(ft). In this ease the 
system will "miss a firing." Such a situation is illustrated in the ex- 
ample of Section VI. In the first ease the systems presents periodic 
oscillations (possibly a limit cycle) and in the second ease the system 
presents almost periodic oscillations (Besieoviteh, 1954) and its trajec- 
tories lie in a bounded subregion of the state space which was called a 
limit annulus (Pavlidis, 1965a). In most practical applications only its 
boundaries are of importance and approximate methods to determine 
them have been suggested previously (Pavlidis, 1964, 1965a). A very im- 
portant case frequently met  in practice is when the system presents a limit 
cycle for a very large value of N(e.g., i0) and at the same time inequality 
(46) is satisfied for smaller values of N and reasonably small values of 
e(e.g., N = 2 and e = 0.1). Such an example is shown in Section VI 
and its oeeurs very often in practical applications (Pavlidis, 1965a). 
One usually is interested in the high frequency oscillations and in this 
ease the system may be treated as presenting almost periodie oscillations 
only. Actually the low frequency limit eyele may never be realized if 
there is noise even at a very low level or the system has time varying 
parameters even at a very slow rate. 
We conclude this section by stating the results as theorems. 
THEOREM 4. The g-system will present a periodic solution if a function 
V ( P ) as defined in Theorem 1 and a number N exist such that Eq. (45) 
is satisfied for all io • 
THEOREM 5. The g-system will present almost periodic oscillations if a 
function V(P) as defined in Theorem 1 exists and it is possible to satisfy 
Inequality (46) for any given e. 
VI.  AN EX~45VIPLE OF PER IODIC  SOLUT IONS 
Consider the system described by the following equations: 
& = --x2 - a sgn (x2).8[f(x2)] (47a) 
& = x, -- b sgn (x2).6If(x2)] (47b) 
f (z~) = (z~ - r , ) .  (x~ + r~) (4S) 
where r, and r2 are positive numbers. We will seek the required constrains 
on a and b so that the stability of the system is guaranteed. 
The equations of the homogeneous system are: 
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21 = -x~ (49a) 
22 = xl (49b) 
I t  is easy to verify that the trajectories of this system are circles 
xl 2 + x2 ~ = const. Hence: 
N = {x Ix1 ~ + x~ ~ < rain (r l ,  r2)} (50) 
The interior of any circle contained in N and with center at the origin 
is a region A invariant with respect o the f-system. 
Let r = rain @1, ~) and 
V(x) =x l  '~+z~ 2-  r ~ fo rx~N 
= 0 otherwise (51) 
Obviously V(x) is constant along the trajectories of the f-system. 
After firing we have 
V(x (+)) = [~1 -- a sgn (x2)] 2 -~ IX2 - b sgn (X2)] ~ - r 2 
if RHS > 0 (52) 
= zero otherwise 
In the second case AV(x) is always negative. In the first: 
AV(x) = -2ax l  sgn (x2) + a s - 2bx~ sgn (x2) + b 2 (53) 
I t  is easily verified (by a similar method as in the first example) that 
just before firing x~ sgn (x2) is positive; therefore for a > 0 the first term 
will be always negative. Hence to have aV(x)  negative it is sufficient 
that 
a 2 -  25]x2]+ b 5 < 0 (54) 
But ] x2 ] = r~ or r2 at the moment of firing, therefore the following two 
inequalities hould be satisfied: 
a ~ - 2br l  + b 2 < 0 (55a) 
a s - 2br2 + b 2 < 0 (55b) 
One can see that if the condition corresponding to the smaller of r~, r2 
is satisfied, then the other will also be the same. Then Inequalities (55) 
yield: 
0 < b < 2r  (56a) 
a 2 -  2br  + b 2 < 0 (56b) 
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x I 
r 2 -  rl=r x 2 
FIa. 5. Phase plain portrait of the example of Section VI with graphical con- 
struction for the determination f the maximum ~llowable value of a. 
F igure 5 shows an e lementary  geometrical  in terpretat ion  of the above 
constrains, where 
2br  = i~ 2 q-  b ~ (57) 
In  this case condit ion (56b) is equivalent o a < t~. 
An interest ing var iat ion of the problem is to make b depend on x2 
and chose b = )°1 if x2 > 0 and b = r2 if x2 < 0. In  this way x~ will a lways 
be reset to zero after each firing. For  the invest igat ion of s tabi l i ty  one 
proceeds as before and the constraint  on a is now much simpler:  
0 < a < r = min ( r l ,  r2) (58) 
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x 1 
xlO 
x 2 
r I 
Fro. 6. Example of Section VI: periodic solution with N = 2 
We will now invest igate the condit ions for sustained oscil lations. 
Suppose that  firing occurs for xl0, x~0, both posit ive. Then the system 
will move at x10 - a, 0 and will fire at x~x, x21 moving subsequent ly  at  
x~l - a sgn (x21), 0. To have AV equal to zero it  is necessary and sufficient 
that  the values of V(x)  at  the first and last point  are equM or: 
2 
x~0 + x2o = [xli -- a sgn (x~l)] ~ (59@ 
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x I 
r 2 
(b 
r I x 2 
FIG. 7. Example of Section VI: periodic solutions with N 
Stable (a = 4); (b) unstable (a = -1 ) .  
= 1. (a) 
But  x l l ,  x~l lie on the same t ra jectory  as xl0 - a, 0, therefore 
x~l + x~l = (x~0 - a) 2 (595) 
Suppose now that  x2o = r~ and x~l = -~.  Then by  combining (59a) 
and (595) we have:  
(r} + + 
~aa ] + (xl0 -- a) a + r~e = 0 (60) 
Solving with respect o x ,o  we obta in  
2 2 2 
xlo - (61) 
r~ ~ + r22 4a 
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TABLE t 
CALCULATION OF TRAJECTORIES  SHOWN IN F IG .  8 
xlo = = 1.50 
x lo  - a = -3 .50  xn = -%/ / (x io  - a) ~ - r2 ~ = -2 .87  
xil + a = 2.13 x12 = Y / (x l l  + a) 2 - ri ~ = 1.88 
xl~ -- a = --3.12 xia = --2.40 
x13 + a = 2.60 x,4 = 2.40 
x14 -- a = --2.60 x~5 = --1.66 
xl5 + a = 3.34 xl~ = 3.19 
x16 -- a = --1.81 x~7 = square root  of neg. number,  
hence "miss f ir ing" 
x~ = ~¢/~1~ - a)~ - r~ = 1.50 
X18 ~ Xl0 
Accord ing  to  our  hypothes is  xl0 was  pos i t i ve ,  there fore  
a > r? + r2~ (62) 
2rl 
Equat ions  (61)  and  (62)descr ibe  su f f i c ient  cond i t ions  fo r  the  ex is tence  
of  a per iod ic  so lu t ion  w i th  N = 2 and  per iod  equa l  to  N because  o f  (62) .  
However  theremay be  o ther  per iod ic  so lu t ions  too .  
Be fore  we proceed we g ive  a numer ica l  example :  
For r l  = 1, r2 = 2, and  a = 5 cond i t ion  (62)  is sa t i s f ied  and  Eq .  (61)  
g ives  x~0= 0.75.  Then  xl0 - -  a = - -4 .25  and  xl l  = -3 .75 .  F igure  6 
shows  th i s  t ra jec tory .  
Another  poss ib le  per iod ic  so lu t ion  occurs  if  V (x )  = 0, i .e., 
(Xlo - -  a )  2 = x~0 -~ r l  2 (63a)  
or  
2 2 
a - -  ri 
Zl0 - -  (63b)  
2a  
The  f i r ing wi l l  occur  a t  the  same po in t  if  the  max imum negat ive  va lue  
of  x2 is less than  r, i .e.,  
x~0 -t- r l  2 < 'r2 2 (63c)  
or  
r l  2 -~  a 2 
- -  < r 2 (63d)  
2a  
I f  a is negat ive  then  the  second cond i t ion  s redundant  but  the  so lu -  
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miss 
f i r in  
X~ 
Xl 8 
X 
l imit 
innulus 
x 2 
X 
X.  
FIG. 8. Example of Section VI: multiple oscillations and limit annulus 
tion will be unstable, while for positive a it is easy to verify that it is 
stable. Both are shown in Fig. 7. 
The case of multiple oscillations as described at the end of Section V 
is illustrated by the numerical example of Table I where xl0 h~s been 
chosen larger than what Eq. (61) requires. For the same numerical data 
as before zlo -- 1.50. 
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The corresponding trajectories are shown in Fig. 8. 
Tile solution has a period of 7 pulses but it includes an almost periodic 
oscillation with N(0.8) equal to 2. Notice that one firing is missed. 
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