Abstract. We consider the problem of estimating the density g of identically distributed variables Xi, from a sample Z1, . . . , Zn where Zi = Xi + σεi, i = 1, . . . , n and σεi is a noise independent of Xi with known density σ −1 fε(./σ). We generalize adaptive estimators, constructed by a model selection procedure, described in Comte et al. (2005) . We study numerically their properties in various contexts and we test their robustness. Comparisons are made with respect to deconvolution kernel estimators, misspecification of errors, dependency,... It appears that our estimation algorithm, based on a fast procedure, performs very well in all contexts.
Introduction
In this paper, we consider the problem of the nonparametric density deconvolution of g, the density of identically distributed variables X i , from a sample Z 1 , . . . , Z n in the model Z i = X i + σε i , i = 1, . . . , n, (1) where the X i 's and ε i 's are independent sequences, the ε i 's are i.i.d. centered random variables with common density f ε , that is σε i is a noise with known density σ −1 f ε (./σ) and known noise level σ.
Due to the independence between the X i 's and the ε i 's, the problem is to estimate g using the observations Z 1 , · · · , Z n with common density f Z (z) = σ −1 g ⋆ f ε (./σ)(z). The function σ −1 f ε (./σ) is often called the convolution kernel and is completely known here.
Denoting by u * the Fourier transform of u, it is well known that since g * (.) = f * Z (.)/f * ε (σ.), two factors determine the estimation accuracy in the standard density deconvolution problem : the smoothness of the density to be estimated, and the one of the error density which are described by the rate of decay of their Fourier transforms. In this context, two classes of errors are usually considered: first the so called "ordinary smooth" errors with polynomial decay of their Fourier transform and second, the "super smooth" errors with Fourier transform having an exponential decay. 1 Université Paris V, MAP5, UMR CNRS 8145. For further references about density deconvolution see e.g. Carroll and Hall (1988) , Devroye (1989) , Fan (1991a, b) , Liu and Taylor (1989) , Masry (1991 Masry ( , 1993a , Stefansky (1990) , Stefansky and Carroll (1990) , Taylor and Zhang (1990) , Zhang (1990) and Cator (2001) , Pensky and Vidakovic (1999) , Pensky (2002) , Fan and Koo (2002) , Butucea (2004) , Butucea and Tsybakov (2004) , Koo (1999) .
The aim of the present paper is to provide a complete simulation study of the deconvolution estimator constructed by a penalized contrast minimization on a model S m , a space of square integrable functions having a Fourier transform with compact support included into [−ℓ m , ℓ m ] with ℓ m = πL m . Comte et al. (2005) show that for L m being a positive integer, this penalized contrast minimization selects the relevant projection space S m without any prior information on the unknown density g. In most cases, it is an adaptive estimator in the sense that it achieves the optimal rate of convergence in the minimax sense, studied by Fan (1991a) , Butucea (2004) and Butucea and Tsybakov (2004) . It is noteworthy that, contrary to what usually happens, ℓ m does not correspond here to the dimension of the projection space but to the length of the support of the Fourier transform of the functions of S m . Thus we will refer in the following to ℓ m as the "length" of the model S m .
Moreover, in the context of integer L m , Comte et al. (2005) provide a brief simulation which shows that the selected L m are rather small and therefore far from the asymptotic. Our present study shows that it is relevant to choose ℓ m = πL m on a thinner grid than one included in πN.
Thus we start by stating a modification of the results in Comte et al. (2005) to take into account this thinner grid of values ℓ m and we show that the resulting penalized minimum contrast estimator is an adaptive estimator in the sense that it achieves the optimal rate of convergence in the minimax sense. Here, the penalty depends on the smoothness of the errors density and therefore we consider two cases: Laplace density (ordinary smooth) and Gaussian density (super smooth).
We illustrate, through examples, the influence of over-penalization and under-penalization and propose practical calibrations of the penalty in all considered cases.
Then we study in very large simulations the non asymptotic properties of our estimator by considering various types of densities g, with various smoothness properties like Cauchy distribution, Gaussian density and finally Féjer-de-la-Vallée Poussin-type density.
We present some examples, that illustrate how the algorithm works. We give the mean integrated squared error (MISE) for the two types of errors density, for all the test densities, for various σ, and for various sample size. Our results present global tables of MISE and comparisons between MISE and the theoretical expected rates of convergence.
Lastly, the robustness of our procedure is tested in various ways: when the observations are dependent, when σ is very small (leading to a problem of density estimation) and when the errors density f ε is misspecified or not taken into account. In those cases, we compare our procedure with previous results of Gjibels (2004a, 2004b) and Dalelane (2004) (direct density estimation).
The conclusions of our study are the following. Our estimation procedure provides very good results; better than the kernel deconvolution methods described and studied in Delaigle and Gijbels (2004a) . Our estimation procedure is robust when the Z i 's are no longer independent and even not strongly mixing. We underline the importance of the noise level in the quality of estimation, and we check that, in the case of a very small noise, we obtain MISE's that have the same order as some recent results obtained by Dalelane (2004) for direct density estimation. Lastly our results show that a misspecification of the errors density slightly increases the error of estimation, but less than the use of the direct density estimator (without deconvolving), as it was already mentioned in Hesse (1999) . ¿From a practical point of view it is important to note that our algorithm is a fast algorithm (O(n ln(n)) operations) based on the Inverse Fast Fourier Transform (IFFT).
The paper is organized as follows. In section 2, we present the model, the assumptions, the adaptive estimator and its expected rates of convergence. In Section 3, we describe the implementation of the estimates (see 3.2) and the computations of the associated integrated squared errors (3.3) . Section 4 presents the chosen penalties (see 4.2) and describes the framework of our simulations. The simulation results are gathered in Section 5 and an appendix is devoted to the proof of our theorem.
General framework and theoretical results
2.1. Notations and assumptions. For u and v two square integrable functions, we denote by u * the Fourier transform of u, u * (x) = e itx u(t)dt and by u * v the convolution product, u * v(x) = u(y)v(x − y)dy. Moreover, we denote by u 2 = R |u(x)| 2 dx.
Consider Model (1) under the following assumptions.
The X i 's and the ε i 's are independent and identically distributed random (A 1 ) variables and the sequences (X i ) i∈N and (ε i ) i∈N are independent.
The density f ε belongs to L 2 (R) and is such that for all x ∈ R, f *
recover g. This decrease of f * ε is described by the following assumption.
There exist nonnegative real numbers γ, µ, and δ such that
, f ε is usually called "ordinary smooth", and when µ > 0 and δ > 0, the error density is usually called "super smooth". Indeed densities satisfying assumption (A ε 3 ) with δ > 0 and µ > 0 are infinitely differentiable. For instance, Gaussian or Cauchy distributions are super smooth of order γ = 0, δ = 2 and γ = 0, δ = 1 respectively, and the symmetric exponential (also called Laplace) distribution with δ = 0 = µ and γ = 2 is an ordinary smooth density. Furthermore, when δ = 0, (A ε 2 ) requires that γ > 1/2 in (A ε 3 ). By convention, we set µ = 0 when δ = 0 and we assume that µ > 0 when δ > 0. In the same way, if σ = 0, the X i 's are directly observed without noise and we set µ = γ = δ = 0.
For the construction of the estimator we need the following more technical assumption.
The density g belongs to L 2 (R) and there exists some positive real
such that g belongs to t density such that
This assumption (A X 4 ), quite unusual but unrestrictive, already appears in density deconvolution in a slightly different way in Pensky and Vidakovic (1999) who assume, instead of (A X 4 ) that sup x∈R |x|g(x) < ∞. The main drawback of this condition is that it is not stable by translation, but an empirical centering of the data seems to avoid practical problems.
Since rates of convergence depend on the smoothness of g we introduce regularity conditions.
There exists some positive real numbers s, r, b such that the density (R X 1 ) g ∈ S s,r,b (C 1 ) = t density :
There exists some positive real numbers K and d such that the density
Note that densities satisfying (R X 1 ) with r = 0 belong to some Sobolev class of order s, whereas densities satisfying (R X 1 ) with r > 0, b > 0 are infinitely differentiable. Moreover, such densities admit analytic continuation on a finite width strip when r = 1 and on the whole complex plane if r = 2. The densities satisfying (R X 2 ), often called entire functions, admit analytic continuation on the whole complex plane (see Ibragimov and Hasminskii (1983) ).
In order to clarify the notations, we denote by greek letters the parameters related to the known distribution of the noise ε and by latin letters the parameters related to the unknown distribution g of X.
Let us now present and motivate the estimator.
2.2.
The projection spaces and the estimators. Meyer (1990) ), we denote by S m such a space and consider the collection of linear spaces (S m ) m∈Mn , with ℓ m = m∆, ∆ > 0, and m ∈ M n with M n = {1, . . . , m n }, as projection spaces. Consequently,
and the orthogonal projection of g on S m , g m is given by g m = j∈Z a m,j ϕ m,j , with a m,j =< ϕ m,j , g >. Since this orthogonal projection involves infinite sums, we consider in practice, the truncated spaces S (n) m defined as
where K n is an integer to be chosen later. Associated to those spaces we consider the orthogonal projection of g on S
m and given by g
2.2.2.
The non penalized estimators. Associate this collection of models to the following contrast function, for t belonging to some S m of the collection (S m ) Lm∈Mn
Since E [u * t (Z i )] = t, g , we find that E(γ n (t)) = t − g 2 − g 2 which is minimum when t ≡ g. Since γ n (t) estimates the L 2 distance between t and g, it is well adapted for estimating g. Associated to the collection of models, the collection of the non penalized estimatorsĝ
By using that t → u t is linear, and that {ϕ m,j } |j|≤Kn is an orthonormal basis of S (n) m , we havê g
2.2.3.
The adaptive estimator. The adaptive estimator is computed by using the following penalized criteria
where pen(.) is a penalty function based on the observations and the known distribution of σε 1 without any prior information on g.
2.3.
Rate of convergence of the non adaptive estimator. We recall here, using our setup, the bound for the risk ofĝ m , proved in Comte et al. (2005) .
First, the variance term
, depends, as usual in deconvolution problems, on the rate of decay of the Fourier transform of f ε , with larger variance for smoother f ε . Under assumption (A ε 3 ), for ℓ m ≥ ℓ 0 , the variance term satisfies ℓ m πn
where
Second, under assumption (
2 ) has the order
Finally, the bias term g − g m 2 depends on the smoothness of the function g and has the expected order for classical smoothness classes since it is given by the distance between g and the classes of entire functions having Fourier transform compactly supported on [−ℓ m , ℓ m ] (see Ibragimov and Hasminskii (1983) ). If g satisfies (R X 2 ), then the bias term g − g m 2 = 0, by choosing ℓ m = d. It follows that in that case the parametric rate of convergence for estimating g is achieved.
If g belongs to some S s,r,b (C 1 ) defined by (R X 1 ), then the squared bias term can be evaluated by using that
Consequently, under (A X 4 ), if K n ≥ (M 2 + 1)n, the rate of convergence ofĝ 
One can see that if ℓ m becomes too large, the risk explodes, due to the presence of the second term. Hence ℓ m appears to be the cut between the relevant low frequencies used in the Fourier transforms to compute the estimate and the high frequencies which are not used (and may even degrade the quality of the risk).
We give the resulting rates in Table 1 . For a density g satisfying (R X 1 ), rates are, in most cases, known to be the optimal one in the minimax sense (see Fan (1991a) , Butucea (2004) , Butucea and Tsybakov (2004) ). We refer to Comte et al. (2005) for further discussion about optimality. Table 1 . Optimal choice of the length (ℓm) and resulting (optimal) rates.
In the case δ > 0, r > 0, the rates are not explicitly given in a general setting. For instance, if r = δ, the rate is of order (6) [
On the other hand, if r/δ ≤ 1/2, then the rate is given by
Remark 2.1. First, it is important to note that the condition K n ≥ (M 2 + 1)n allows us to construct truncated spaces S (n) m using O(n) basis vectors and hence to construct a tractable and fast algorithm from a practical point of view (see Section 3). Second, the choice of larger K n does not change the efficiency of our estimator from a statistical point of view but only changes the speed of the algorithm from a practical point of view. m defined by (2) with ℓ m = m∆ for m = 1, · · · , m n . Let λ 1 and λ 2 be two constants depending on γ, κ 0 , µ, δ and σ. Let κ be some numerical constant, not necessary the same in each case. Consider
where C and c are constants depending on f ε .
In the first two cases, the lower bound of the penalty has the same order as the variance term and the risk of the adaptive estimatorg has the order of the smallest risk among the estimators associated to the collection ofĝ (n) m . Hence we get an adaptive to the smoothness of g statistical procedure, that can choose the optimal ℓ m in a purely data driven way, up to the knowledge of M 2 through the choice of K n ≥ (M 2 + 1)n.
In the last case, a small loss of order ℓ (3δ/2−1/2)∧δ m may occur. Nevertheless, this loss does not affect the rate of convergence if the bias is the dominating term, that is when δ > 1/3, and 0 < r < δ. This loss changes the rate only when the variance is the dominating term, that is when 1/3 < δ ≤ r and consequently when the considered ℓ m are powers of ln(n)). When 1/3 < δ ≤ r, the rate is faster than logarithmic, and only a logarithm loss occurs, as a price to pay for adaptation. This loss occurs in particular when both the density g to be estimated and the density of the errors f ε are gaussian.
The interest of taking ℓ m = m∆ lies in the possibility of choosing the best ℓ m among more values. Nevertheless, the theorem highlights that too small ∆'s make the remainder term c/(n∆) become larger. For instance, according to Table 1 , when g satisfies (R X 1 ), we can choose ∆ = 1/ ln(n) and, when ν ≤ 2, since γ > 1/2 (in order to guarantee that f ε belongs to L 2 (R)), we do not lose anything in term of rate of convergence. Clearly if g is an entire function satisfying (R X 2 ), ∆ has to be fixed. Since we do not know in which smoothness class the true density is, the only strategy ensuring that the good rate is achieved is to take a fixed ∆.
Estimates and associated MISE implementation

3.1.
Steps of the simulations. Given a density g, a distribution of error ε, a sample size n, a value of σ, we sample the Z i 's and do the following steps: − compute the estimators via their coefficients (â m,j ).
− compute the contrast using that
m ) + pen(ℓ m ) and deduce the selectedm and the associatedg =ĝ
− evaluate the estimation error by a computation of the integrated squared error (ISE), g −g 2 . − repeat all the previous steps 1000 times and compute an empirical version of MISE, E g −g 2 .
Computation of the estimators.
We fixed arbitrarily ∆ = 1/10. Given the data Z 1 , . . . , Z n , we need to compute for several values of ℓ m = ∆, 2∆, . . . , the coefficients of the
To compute integrals of type 2 −1 1 −1 e 2iπjx u(x)dx, we use their approximations via Riemann sums:
Note that the IFFT (Inverse Fast Fourier Transform) Matlab function is defined as the function which associates to a vector (X (1)
Indeed theâ m,j 's can be computed by using this IFFT with K n = N = 2 M − 1 and with adequate shifts. In that way, he quantity g m − g
is always negligible with respect to the others. One should take M ≥ log 2 (n + 1). After checking that a choice of a larger values (up to 11) does not change the estimation quality, we finally choose M = 8.
3.3.
Computation of the integrated squared error (ISE), g − g 2 . We have two different ways for computing the integrated squared error g − g 2 .
(E1) Standard approximation and discretization of the integral on an interval of R as it is done in Delaigle and Gijbels (2004a) and Dalelane (2004) . In order to compare our results to theirs, we proceed to this valuation on the same intervals.
Since this evaluation on finite interval may lead to an under-valuation of the ISE, we also propose an exact calculation of the ISE on R as described in the following.
(E2) Evaluation of the ISE on the whole real line. We use the decomposition
In the cases we consider, g * is available and the bias term is computed by using the
Consequently, we need the computation of
m . Again, using IFFT (see (9) and (10)
This second method requires the knowledge of g * and is unavoidable for stable distributions for which the analytical form of g is not available.
Remark 3.1. Speed of the algorithm: Since the IFFT is a fast algorithm, the computation of our estimates is also a fast algorithm and requires only O(
4. The practical framework 4.1. Description of the test densities g. We consider several types of densities g, and for each density, we give the interval I on which the ISE is computed by the method (E1), which is the case in all examples except for stable distributions, where the use of method (E2) is unavoidable. The set of test densities can be split in three subsets. First we consider densities having classical smoothness properties like Hölderian smoothness with polynomial decay of their Fourier transform. Second we consider densities having stronger smoothness properties, with exponential decay of the Fourier transform. And finally we consider densities with Fourier transform compactly supported, that is satisfying Condition (R X 2 ). Except in the case of densities leading to infinite variance, we consider density functions g normalized with unit variance so that 1/σ 2 represents the usual signal-to-noise ratio (variance of the signal divided by the variance of the noise) and is denoted in the sequel by s2n defined as s2n = 1/σ 2 .
. This density has variance 8/9, and is renormalized for simulation, 13 ,
In those cases, the explicit form of g is not available but we use that |g * (x)| = exp(−|x| r ). The ISE is computed with method (E2).
(m,n, o, p) Scale transforms of the Féjer-de la Vallée-Poussin distribution: Densities (a,b,c,d,e,f ) correspond to cases with r = 0 (Sobolev smoothness properties) with different values of s, whereas densities (g,h,i,j,k,l) correspond to cases with r > 0 (infinitely times differentiable) with different values for the power r. Clearly, (a,b) are not even continuous.
Since the stable distributions (g,h,i) as well as the Cauchy distribution (j), have infinite variance, s2n = 1/σ 2 is not properly defined.
The stable distributions (g,h,i) also allow to study the robustness of the estimation procedure when assumption (A X 4 ) is not fulfilled. When the density to be estimated g is of type (g,h,i) the tails of g(x) are known to behave like |x| −(r+1) (see Devroye (1986) [−13, 13] for (p). As a consequence, the bias term |x|≥ℓm |g * (x)| 2 dx equals zero as soon as ℓ m ≥ 1 for (m), ℓ m ≥ 5 for (n), for ℓ m ≥ 10 for (o), ℓ m ≥ 13 for (p). Therefore, the asymptotic rate for estimating this type of density is the parametric rate.
All above listed densities are plotted in Figure 1 . Note that for the stable distributions, since no explicit form is available, we give in fact the plot of the projection of the distribution on the space S (n) m (for ℓ m = 10π) as computed by the projection algorithm. We refer to Devroye (1986) for simulation algorithms of stable and Fejer-de la Vallée-Poussin distributions.
4.2.
Two settings for the errors and the associated penalties. We consider two types of error density f ε , the first one is the Laplace distribution which is ordinary smooth (δ = 0 in (A ε 3 )), and the second one is the Gaussian distribution which is super smooth (δ > 0 in (A ε 3 )). The penalty is connected to the variance order. In both settings, we will precise this variance order and the value of the integral appearing in it. Since the theory only gives the order of the penalty, by simulation experiments, we fixed the constant κ and precise some additional negligible (with respect to the theory) terms used to improve the practical results. In both cases we give the penalty given in Comte et al. (2005) with ∆ = π in ℓ m = ∆m and the new penalty allowing to use a thinner grid for the ℓ m 's: here we take ∆ = 1/10.
• Case 1: Double exponential (or Laplace) ε's.
In this case, the density of ε is given by
This density corresponds to centered ε's with variance 1, and satisfying (A ε 3 ) with γ = 2, κ 0 = 1/2 and µ = δ = 0.
The variance order is evaluated as
Let us recall that, in Comte et al. (2005) , ∆ = π, κ = 6π and the penalty is the following
The additional term (ln(ℓ m /π)) 2.5 is motivated by the works of Birgé and Rozenholc (2002) and Comte and Rozenholc (2004) . This term improves the quality of the results by making the penalty slightly heavier when ℓ m becomes smaller.
Here, using intensive simulations study we propose the following penalty:
,
• Case 2: Gaussian ε's. In that case, the errors density f ε is given by
This density satisfies (A ε 3 ) with γ = 0, κ 0 = 1, δ = 2 and µ = 1/2. According to Theorem 2.1, the penalty is slightly heavier than the variance term, that is of order
Comte et al. (2005), for ∆ = π, choose κ = 6π and their penalty is the following
According to the theory, the loss, due to the adaptation is the term σ 2 ℓ 2 m /3. As previously, the additional term ln(ℓ m /π) 2.5 is motivated by simulations and the works of Birgé and Rozenholc (2002) and Comte and Rozenholc (2004) .
Using intensive simulation study we propose the following penalty
where ζ(ℓ m ) is defined by (14) and the integral is numerically computed.
Remark 4.1. Note that when σ = 0, both penalties are equal to (2.5/n)(ℓ m + 8 ln(ζ(ℓ m )) 2.5 ).
Remark 4.2. Since ∆ = 1/10 we choose new constants and add a factor depending on s2n in (13) and (17) with respect to (12) and (16) . The function ζ(ℓ m ) is only chosen to give a smoother version of ℓ m ∨ π. The comparison of the penalty (12) for integer L m 's, the new penalty with ζ(ℓ m ) = ℓ m ∨ π (not smoothed) and our final choice in (13) is given in Figure 2 for σ 2 = 0 and for σ 2 = 0.1. The difference between the two ζ functions clearly vanishes when σ 2 increases. Remark 4.3. The influence of over-or under-penalization is illustrated in Figure 3 , where three penalties are tested for the estimation of the mixed gaussian distribution. The figure plots the selected ℓ m 's related to the ISE for 100 simulated path of the distribution. This shows that over-penalization leads to smaller selected ℓ m 's with increased ISE's, whereas under-penalization leads to greater selected ℓ m 's with a more important increase of both the dimensions and the ISE's. The central cloud of diamonds gives the selected ℓ m 's for our penalization and shows that for this distribution our penalty is very well calibrated.
As illustrated by Figure 3 , usually under penalization leads to larger values of ℓ m and increases the variance which degrades the MISE more than over penalization. Hence it is better to prevent from under penalization, the penalty is therefore increased. Here, since ℓ m takes values on a thin grid, preventing against under penalization is less important and one can choose a smaller penalty which leads to a better trade-off between bias and variance. This leads to a better control of the risk.
Remark 4.4. It is noteworthy that the penalty functions (13) and (17) depend on s2n which is unknown. In Section 5.4, we propose a study of the robustness of the algorithm when s2n = Var(X)/σ 2 = Var(Z)/σ 2 −1 is replaced by a simple estimator (empirical variance of the observed Z i 's instead of the theoretical one).
4.3.
Theoretical rates in our examples. In order to compare the MISE resulting from our simulations, we give in the Table 2 the expected theoretical (and asymptotic) rates corresponding to each cases we study.
It is noteworthy that even if theoretical results are established for densities satisfying Condition (R X 1 ), since we are in a simulation study, we consider the explicit form of the Fourier transform of g to evaluate the bias. Consequently, for the calculation of the expected theoretical rates given in Table 2 , we denote by s, r and b, the constants such that
Then, we evaluate the theoretical rate of convergence by using the results in Table 1 with those s, r and b.
Let us briefly comment this table 2. Let us mention that with those choices of test densities, we describe all types of behavior of the rates. According to Theorem 2.1, except in the case where f ε is the Gaussian density and the density to be estimated is also the Gaussian density (0 ≤ δ ≤ 1/3 or r < δ), the expected rates of convergence of the adaptive estimatorg is the expected rate of convergence of the non penalized estimatorĝm with asymptotically optimal rate, that is the rate given in Table 1 , with the convention (18) about s, r and b.
In the remainder case, when f ε is the Gaussian density and the density g is also the Gaussian density, r = δ = 2 > 1/3, the penalty is larger, of a logarithmic factor, than the variance of the non penalized estimatorĝm. Since the penalty is the dominating term in the trade-off with the bias, the rate of convergence ofg is slower than the rate of convergence of the corresponding non penalized estimatorĝm. Let us be more precise. When g is Gaussian, we have a bias term given by
and a variance term of order ℓ m −1 exp(2µ(σℓ m ) 2 ). So that, according to the convention (18),
we apply Formula (6) with s = 1/2, b = 1/2, r = 2, δ = 2 and µ = 1/2, to get that the rate of convergence of the non penalized estimatorĝm is of order ln(n)
Now, according to Theorem 2.1, the penalty is of order ℓ m exp(2µ(σℓ m ) 2 ). We obtain that the rate of convergence of the adaptive estimatorg is of order (ln(n))
This implies a negligible loss of order ln(n) 1/(1+σ 2 ) for not knowing the smoothness of g.
Remark 4.5. Let us mention that taking σ = 0 in columns 2 and 3 in Table 2 does not always provide the theoretical rates in the last column, with σ = 0. Some of the results above are not continuous when σ → 0, especially when we consider Gaussian errors. This comes partly from the constants depending on σ that could completely change when σ becomes small, and from the bound
The last term is globally equivalent to ℓ m when σ tends to zero. But only the first part exp(σ 2 ℓ 2 m )/(σ 2 ℓ 2 m ) is retained for σ > 0 to evaluate the rate of convergence. In a general setting, the dominant term for the variance term changes when σ gets smaller. Figures 4 and 5 illustrate the performances of the algorithm and the quality of the estimation for ordinary and super smooth functions g. Not surprisingly, the uniform distribution or the stable 1/2 distribution are not very well estimated, whereas the quality of the estimation for the four other functions is very good.
Simulation results
Some examples.
Let us start a brief comparison with the results in Comte et al. (2005) . It is noteworthy that for the mixed gaussian density for instance, the length selected by the algorithm with ∆ = 1/10, corresponds to a L m which is much smaller than 1 since ℓ m = πL m . Moreover, the other choices illustrate that the algorithm takes full advantage of the more numerous possible choices that can be done for the ℓ m 's. Besides, the selected lengthes are always quite small and thus far from asymptotic.
Mean Integrated Squared Errors.
For all simulations, the MISE is evaluated by empirical estimation over 1000 samples. Table 3 presents the MISE for the two types of errors, the different tested densities, different s2n and different sample sizes.
The first comment on Table 3 concerns the importance of σ. Clearly the MISE are smaller when there is less noise (σ small, s2n large).
The second comment is about the relative bad results for the estimation of stable distributions, especially for stable distribution with parameter 1/4. If we have a look at the theoretical rate of order (ln(n)) 20 /n, we easily see that this rate tends to zero but the asymptotic is very far compared with the considered sample sizes as it is illustrated in Section 5.3. Also note that, in those cases, the computation of the MISE is done by using the method (E2), which leads to larger MISE than those computed with (E1) (two or three times (or more) larger MISE with (E2) than with (E1)), as illustrated by the comparisons in Section 5.8. Table 3 specifies that we take M = 8.
5.3.
Comparison of empirical and theoretical rates. The rates can be illustrated from Table 3 by plotting the MISE obtained in function of n. This allows to compare the empirical and the theoretical asymptotic rates and to evaluate the influence of the value of σ 2 . It is worth emphasizing anyway that in the case where the error is Gaussian and g super-smooth (densities (g,l)), the rate is directly function of σ 2 . Moreover, the rate is clearly better than logarithmic. In order to compare the empirical MISE with the theoretical MISE, we plot in all cases for all values of n and of s2n, the log-MISE in function of ln(n). In order to allow the comparison with the theoretical rates, these log-rates are plotted with dashed lines abacuses in function of ln(n). Each abacus corresponds to a different value of the (unknown) multiplicative constant in the rate. The results are plotted in Figures 7 (Laplace errors) and 8 (Gaussian errors).
Consider for instance the case of Mixed Gamma distribution with Laplace errors in Figure 7 , sixth subplot. The dashed abacuses give the log of n −9/14 (theoretical rate, see Table 2 ) up to an additive constant. The full lines give the empirical rates for s2n = 2 to s2n = 1000 from top to bottom. As −(9/14) ln(100) ∼ −3, one can deduce from the plot that, since the intercept is between -5.5 and -6, the constant is between e −2.5 and e −3 and the rate of order 0.08n −9/14 for s2n = 2 and 0.05n −9/14 for s2n = 1000.
We can see that most results are in very good accordance with the theoretical predictions, but a few results in the case of Laplace errors are less satisfactory. Figure 6 explains the reason of this last fact: when we plot the theoretical log-rates in function of n in those cases, we find out that the asymptotic that make the logarithmic part of the rate negligible is reached for only very huge values of the sample size n. It is quite positive anyway to see that in those bad cases, our method behaves much better than what could be hoped from the asymptotics. Figure 9 plots these curves including some higher values of n going up to n = 25000, to show how further are the asymptotics in practice.
Note that, for the rates depending on σ, we arbitrarily chose s2n = 4 since it was not possible to give several theoretical curves. On the one hand, it appears from the Cauchy distribution that even if assumption (A X 4 ) is not satisfied, the procedure can work. On the other hand, stable distributions show nevertheless that a narrow pick can be quite difficult to estimate.
5.4.
Robustness when s2n is estimated. We now propose a study of the robustness of the algorithm when s2n = Var(X)/σ 2 = Var(Z)/σ 2 − 1 is replaced by a simple estimator (empirical variance of the observed Z i 's instead of the theoretical one). The MISE is computed with the algorithm built on a penalty with an estimated s2n with a lower bound 1/0.6 that is about 1.67. This lower bound is required for s2n = 2 mainly. As we already mention it, an underpenalization can make the MISE explode and must be avoided. We compute the ratio of the MISE obtained with the estimated s2n over the MISE of Table 3 when s2n is known, and we obtain ratios equal to one, except in the cases given in Table 4 , which remain of order one for most of them. The empirical s2n in the penalty has therefore very small influence.
5.5.
Comparison with some dependent samples. More precisely, it is shown that, when both the X i 's and the ε i 's are absolutely regular, under some weak condition on the β-mixing coefficients, then the L 2 -risk of the adaptive estimatorg has the same order as in the independent case. The main change is the multiplicative constant in the penalty term, which involves the sum of the β-mixing coefficients. In other words, the adaptive procedure remains relevant for dependent data. Here we propose to study the performances of the computed estimator when the X i 's are now β-mixing, and so are the Z i 's.
This study is done by comparing the MISE obtained respectively for the Gaussian (k) and the mixed Gaussian (l) distributions in the independent case with the distributions obtained in the dependent cases generated as follows.
• Construction of the dependent sequence of the X i 's with stationary standard Gaussian distribution (k).
Let (η k ) k≥0 be a sequence of i.i.d. Gaussian random variables with mean 0 and variance σ 2 η . Let (Y k ) 0≤k≤n+1000 be a sequence recursively generated by
In that case, the distribution of the sequence of the Y k 's converges with exponential rate to a unique stationary distribution which is the Gaussian distribution N (b/(1 − a), σ 2 η /(1 − a 2 )). Therefore, we take, as an n-sample of X, the sequence (X 1 , · · · , X n ) = (Y 1001 , · · · , Y n+1000 ), and we choose b = 0, and σ 2 η = 1 − a 2 , in (19) , so that the resulting distribution of the X i 's is the standard Gaussian N (0, 1) . Consequently, the stationary distribution of the X i 's distribution is the standard Gaussian density (k).
• Construction of the dependent sequence of the X i 's with stationary mixed Gaussian distribution (l).
We propose here to mix two such gaussian sequences, independent from each other. More precisely, we generate two sequences, using the method described previously. We first generate Y k+1000 else. Clearly, the covariance between the X i and X i+1 is divided by two thanks to the independent additional uniform sequence standardly used for the mixing of the distributions. It follows that the stationary distribution of the X i 's is the mixed Gaussian distribution (l).
In both contexts, we generate such sequence of X i 's for different values of a, 0 < a < 1. Such sequences are known to be geometrically β-mixing, with β-mixing coefficients (β k ) k≥0 such that β k ≤ M e −θk , for some constants M and θ. The nearer a of 1, the stronger the dependency.
We study the properties ofg, for different values of a, by computing the ratio between the resulting MISE and the MISE obtained in the independent cases (k,l). The results are presented in Table 5 and Table 6 .
We can see that the procedure behaves in the same way in both cases, and that the resulting MISE ratios comparing the dependency to independence get higher when a increases and gets nearer of one. The result remain quite good until a = 0.8 and even 0.9 for small s2n's, if we keep in mind that the MISE is very low in the independent case for these two distributions.
Globally, for reasonable values of a (at least between 0 and 0.75), the dependency does not seem to bring any additional problem.
5.5.2.
A dependent but non mixing example. We also simulate the following dependent model. Generate (η i ) 1≤i≤n+1000 an i.i.d. Bernoulli sequence (η 1 = 0 or 1 with probability 1/2). Then generate U i+1 = (1/2)U i + η i+1 with U 0 = 0, for i = 1, . . . , n + 1000. Take X k = √ 3(U k+1000 − 1) for k = 1, . . . , n. The stationary distribution of the U k 's is a uniform density on [0, 2] and therefore the distribution of the X i 's is the distribution (a), uniform on [− √ 3, √ 3]. This model is however known to be dependent and non mixing (see e.g. Bradley (1986) ). We experiment the estimation procedure and we compute the ratio of the MISE for this model with the MISE in the independent case (a), for the different values of s2n and sample sizes. The resulting table is not given here because it contains essentially ones, the non ones number being at most 1.1. This may be due to the poor quality of our estimation of the uniform distribution even in the independent context which is then not worse in this special dependent context. But this shows also that the procedure may be robust to some form of dependency quite different of the one usually met in the statistical literature.
Comparison with Delaigle and Gijbels'(2004a).
We propose here to compare the performances of our adaptive estimator with the performances of the deconvolution kernel as presented in Delaigle and Gijbels (2004a) . This comparison is done for densities (e,f,k,l) which correspond to the densities #2, #6, #1 and #3 respectively, in Delaigle and Gijbels (2004a). They give median ISE obtained with kernel estimators by using four different methods of bandwidth selection. The comparison is given in Table 7 between the median ISE computed for 1000 samples generated with the same length and signal to noise ratio as Delaigle and Gijbels (2004a) . We compute the MISE's with direct approximation of the integrals on the same intervals as they do, see Section 4.1. We also give our corresponding means since we think that they are more meaningful than medians. With a multiplicative constant in the penalty smaller than the one we chose, it may happen that medians are much better but means become huge simply because of a few number of bad paths. The cost of such bad paths seems therefore to have a price given by means and completely hidden by medians.
We can see that our estimation procedure provides results of the same quality for the ordinary smooth densities, namely for the χ 2 (3) and the Mixed Gamma densities, but that our results are globally quite better for super-smooth densities (namely, the Gaussian and the mixed Gaussian densities). It is noteworthy that in this case the new penalty functions given in (13) and (17) give better MISE than the penalty functions (12) and (16) 
5.7.
Comparison with direct density estimation when s2n is large. We propose now to study the robustness of our procedure when s2n is large, that is when the X i 's are in fact almost observed. We propose to compare the non asymptotic properties of our deconvolution estimator when s2n = 10000, with those, presented in a recent work by Dalelane (2004) , about adaptive data driven kernel estimator for density estimation, (based on the sample (X 1 , · · · , X n )). We consider here three of the four densities considered by Dalelane (2004) , namely the normal density (k), the scale transform of the Féjer-de la Vallée Poussin density, the Féjer 5 distribution given by (n) and the Γ(2, 3/2) distribution (d). The results are given in Table 8 . We give the MISE for Laplace errors since the MISE for Gaussian errors are essentially the same when s2n = 10000.
Even in these circumstances which are very unfavorable to our estimator, we find out that our method performs very well for the Gaussian distribution (even often better than Dalelane's (2004) estimator), quite well for the Gamma density where the MISE's are of the same order, and also for the Féjer 5 for n = 500 or n = 1000. Only the results for the Féjer 5 distribution when n is small (n = 50, 100) give much higher MISE's.
Therefore, it appears that our density deconvolution estimator performs quite well despite the great number of additional numerical approximations as compared to Dalelane's (2004) results.
Comparison of methods (E1) and (E2): evaluation of the MISE on R versus
on an interval. Here, we want to compare the two methods of computation of the MISE on an interval and on R as described in section 3.2, for a set of densities for which both methods are possible: exponential, χ 2 (3), Laplace, Cauchy. In those cases, we can evaluate the bias as follows:
This allows to apply method (E2) to compute the "true" MISE on the whole real line. It appears from Table 9 that the computation of the MISE's with method (E2) gives results which are about two or three times greater than with method (E1), except in the case of the exponential law where some numerical problems seem to occur when s2n becomes greater and for the χ 2 (3) distribution where small samples or high levels of noise seem to induce ratios of order 10. In the other cases, the ratio decreases when s2n gets greater. The difference between the two methods of evaluation comes of course from the oscillations of the estimate over the whole real line, even when the true function tends to zero.
5.9.
Results when the errors density is misspecified. We propose here to study the non asymptotic properties of the estimator when the error density is not correctly specified. For both type of errors, we study the behavior of the estimator using one type of the error density to choose the penalty when the other type of errors density is used for the simulations of the Z i 's. Table 10 presents the ratio between the resulting MISE if the errors density is not correct with the MISE if the errors density is correct. For instance, in the first column, the errors are Laplace but the estimator is constructed as if the error density were Gaussian. Some theoretical results on the effect of misspecifying the errors distribution can be found in Meister (2004) .
Some comments follow. As expected, since the construction uses the knowledge of the error density, if it is misspecified, the estimator presents some bias and the MISE becomes slightly larger. Nevertheless, this difference does not clearly appear when n is not very large. Indeed in that case, the optimal length ℓ m is small and therefore the variance term of order ℓm 0 |f * ε (σx)| −2 dx is not so quite different between the two errors. In order to underline our comments we present in Figure 10 , the Fourier transform of the two error densities, the Laplace and the Gaussian density. Here, σ is known. Globally, if we hesitate between Laplace and Gaussian errors, Table 10 seems to indicate that until n = 1000, it is a good strategy to always choose Gaussian errors for the estimation procedure.
We also study the behavior of our algorithm when ignoring the noise, that is by using our algorithm with σ = 0 when σ is not null. This amounts to consider that the X i 's are observed (Z i = X i ) when it is not the case. In order to do this comparison, we simulate noisy data (s2n = 2, 4, 10) and run the estimation procedure as if σ = 0 by putting s2n = 10000 in the associated penalty. Table 11 presents the ratios between MISE resulting from the procedure used with s2n = 10000 and MISE resulting from the normal procedure which uses the knowledge of σ and then s2n. Surprisingly, one can remark two different behaviors of the ratios on Table 11 . No deterioration and even improvements for small values of n. This can be explained by the fact that the penalty is smaller when σ = 0 so the algorithm can choose larger ℓ m which may be of interest for certain densities when n is small. For larger values of n, we clearly see an improvement to use our deconvolution algorithm against a direct density estimation ignoring the noise.
Concluding remarks
As a conclusion, let us emphasize that we provide a complete simulation study involving all types of possible theoretical behaviors and rates, which are very various in the context of density deconvolution, depending on the type of the errors and of the distribution to be estimated. The results are obtained with a fast algorithm using in particular the well-known good performances of IFFT, and are globally very satisfactory, as compared with some other results given in the literature. The method is very stable and reliable, even when some conditions set by the theory are violated (as in the case of stable distributions), and is robust to dependency in the variables. The standard way of computing the ISE on an interval is nevertheless proved to be more favorable than a more global method that can be implemented here. Nevertheless the first method is the standard one. The procedure seems also robust to a misspecification of the error density provided that the level of the noise is well calibrated, and is numerically stable enough to recover good orders as compared to direct density estimation in spite of much more (and useless in a case of direct estimation) computations. Therefore, our global results show that the procedure works very well, even for finite sample leading to selected lengthes very far from the asymptotic orders. 
Arguing as in Comte et al. (2005) , for x > 1 we have
Choose some positive function p(ℓ m , ℓ m ′ ) such that xp(ℓ m , ℓ m ′ ) ≤ pen(ℓ m ) + pen(ℓ m ′ ). Consequently, for κ x = (x + 1)/(x − 1) we have
The main point of the proof lies in studying W n (ℓ m ′ ), and more precisely in finding p(ℓ m , ℓ m ′ ) such that for a constant K,
In that case, combining (21) and (22) we infer that, for all m in M n ,
where C x = κ 2 x ∨ 2κ x suits. It remains thus to find p(ℓ m , ℓ m ′ ) such that (22) holds. This is done by applying a version of Talagrand's Inequality (see Talagrand (1996) ), to the class of functions F = B m,m ′ (0, 1). If we denote by ℓ m * = ℓ m ∨ ℓ m ′ , we get that
where I(ℓ m * ) and II(ℓ m * ) are defined by
with for ℓ m ≥ ℓ 0 ,
Consequently, as soon as Γ(ℓ mn )/n is bounded (we only consider m n such that pen(ℓ mn ) is bounded), then m∈Mn II(ℓ m * ) ≤ C/n 2) Study of m∈Mn I(ℓ m * ).
Consequently, if we denote byΓ the quantityΓ(ℓ m * ) = ℓ
a) Case 0 ≤ δ < 1/3. In that case, since δ < (1/2 − δ/2) + , the choice ξ 2 = 1 ensures that Γ(ℓ m ) exp{−(K ′ ξ 2 /2)(ℓ m ) (1/2−δ/2) } is bounded and thus the first term in (25) is bounded by
In the same way,
It follows that m ′ ∈Mn I(ℓ m * ) ≤ C/(n∆). Consequently, (22) holds if we choose pen(ℓ m ) = 2x
In that case, bearing in mind Inequality (24) we choose ξ 2 such that 2µσ
. By the same arguments as for the case 0 ≤ δ < 1/3, this choice ensures that m ′ ∈Mn I(ℓ m * ) ≤ C/(n∆), and consequently (22) holds 
This choice ensures that m ′ ∈Mn I(ℓ m * ) ≤ C/(n∆), and consequently (22) 
[ln(n)] −4.5 n −9/10 s = 9/2, r = 0
no bias Table 2 . Theoretical orders of the rates of the adaptive estimator as deduced from Table 1 and formulae (6) and (7) n = 100 n = 250 n = 500 n = 1000 n = 2500 g s2n Lap. Table 3 . Empirical MISE obtained with 1000 samples and approximations performed with M = 8, for different sample size (n = 100, 250, 500, 1000, 2500) and different values of s2n (2, 4, 10, 100, 1000, the higher s2n the lower the noise level). n = 100 n = 250 n = 500 n = 1000 n = 2500 g s2n Lap. Table 4 . Ratio of the MISE with estimated s2n over MISE with known s2n when not strictly equal to one. n = 100 n = 250 n = 500 n = 1000 n = 2500 Table 5 . Ratio of the MISE obtained with 1000 samples and different values of a over the MISE in the independent Gaussian case (k) . n = 100 n = 250 n = 500 n = 1000 n = 2500 g s2n Lap. Gaus. Lap. Gaus. Lap. Gaus. Lap. Gaus. Lap. Gaus. Table 7 . Lower and higher Median ISE obtained by Delaigle and Gijbels (2004) with four different strategies of bandwidth selection in kernel estimation compared with median and mean for our penalized projection estimator.
×10 −2 method n = 50 n = 100 n = 500 n = 1000 Table 8 . MISE for our projection estimator (Proj.) with Laplace penalty using s2n = 10000 and for direct density estimation by kernel of Dalelane(2004) , with Gaussian kernel (D. Kernel) or with sin(x)/x kernel (sinc). n = 100 n = 250 n = 500 n = 1000 n = 2500 g s2n Lap. Table 10 . Ratio between MISE with misspecified error density (Laplace errors, g estimated as if errors were Gaussian and reciprocally) and MISE with correctly specified error density. n = 100 n = 250 n = 500 n = 1000 n = 2500 g s2n Lap. Gaus. Lap. Gaus. Lap. Gaus. Lap. Gaus. Lap. Gaus. Table 11 . Ratio between MISE when ignoring noise and MISE with correctly specified error density.
