Abstract. Methods of commutative and homological algebra yield information on the Stanley-Reisner ring k[K] of a simplicial complex K. Consider the following problem: describe topological properties of simplicial complexes with given properties of the ring k [K]. It is known that for a simplicial complex K = ∂P * , where P * is a polytope dual to the simple polytope P of dimension n, the depth of depth k[K] equals n. A recent construction allows us to associate a simplicial complex K P to any convex polytope P . As a consequence, one wants to study the properties of the rings k[K P ]. In this paper, we report on the obtained results for both of these problems. In particular, we characterize the depth of k[K] in terms of the topology of links in the complex K and prove that depth k[K P ] = n for all convex polytopes P of dimension n. We obtain a number of relations between bigraded betti numbers of the complexes K P . We also establish connections between the above questions and the notion of a k-Cohen-Macaulay complex, which leads to a new filtration on the set of simplicial complexes.
Introduction
Cohen-Macaulay rings are classical objects of homological algebra and algebraic geometry. In R. Stanley's monograph [22] and in earlier work of other authors, methods of commutative algebra were used for the study of quotients of polynomial rings by ideals generated by square-free monomials. Reisner [21] noticed that each such ring R is uniquely determined by a simplicial complex K, and therefore algebraic properties of R should be studied in terms of the complex K. Later on such rings were called Stanley-Reisner rings or face rings. Thus, each simplicial complex gives rise to a graded Stanley-Reisner k-algebra R = k[K] (see Definition 2.1), where k is some fixed field.
Stanley-Reisner rings are a very convenient and elegant tool for the study of the combinatorics of simplicial complexes. It is known that a simplicial complex is uniquely determined by its Stanley-Reisner ring [8] . The Hilbert-Poincaré series of the graded algebra k[K] is given by
where f i = |{I ∈ K : |I| = i}| is the number of simplices of dimension i − 1 (see [22] , [11] ). The vector (f 0 , f 1 , . . . , f n ) is called the f -vector of K. For the study of the complex K, it is convenient to use the h-vector (h 0 , . . . , h n ) defined by the formula h 0 t n + . . . + h n−1 t + h n = f 0 (t − 1) n + f 1 (t − 1) n−1 + . . . + f n . With this definition, the Hilbert-Poincaré series becomes even simpler:
This formula allows us to determine properties of f -and h-vectors of simplicial complexes from their Stanley-Reisner algebras. One such result is due to Stanley: if k[K] is a Cohen-Macaulay algebra, then the h-vector of K is an M -vector (see [18] or [22] ). In particular, the h-vector of a Cohen-Macaulay complex is nonnegative. Algebraic arguments also show that the Upper Bound Conjecture holds for Cohen-Macaulay complexes: if K is a complex of dimension n − 1 with m vertices and k[K] is a Cohen-Macaulay algebra, then the h-numbers of K satisfy the inequalities
Thus, we come to a natural question: what can be said about the complex K whose algebra k[K] is Cohen-Macaulay? A complete answer to this question is given by Reisner's theorem [21] , which says that k[K] is a Cohen-Macaulay algebra if and only if H i (link K I; k) = 0 for any simplex I ∈ K and i < n − 1 − |I|. In particular, any simplicial sphere is a Cohen-Macaulay complex. Therefore, inequalities (1.1) hold for simplicial spheres. This observation led to a proof of the long-standing Upper Bound Conjecture for simplicial spheres.
Another important class of commutative rings are Gorenstein* rings (Definition 4.1 in the case of Stanley-Reisner rings). It was shown in [22] that the Stanley-Reisner ring k[K] is Gorenstein* if and only if K is a generalized homology sphere, i.e., a CohenMacaulay simplicial complex with an extra condition H n−1−|I| (link K I; k) = k for all simplices I ∈ K. For Gorenstein* rings one has important duality theorems. According to a theorem of Avramov-Golod ( [2] , [9, Th. 3.4.5] ), the Tor-algebra Tor k[m] (k[K], k) is a Poincaré algebra if and only if K = Δ s * K and K is a Gorenstein* complex. From the combinatorial point of view, Gorenstein* complexes are distinguished by the fact that they satisfy the Dehn-Sommerville relations [11] : h i (K) = h n−i (K). From the topological point of view, Gorenstein* complexes are convenient because an analog of the combinatorial Alexander duality holds for them.
Both results, Reisner's theorem and Stanley's theorem characterizing Gorenstein* complexes, are topological, but their original proofs used local cohomology of rings.
In this paper, we consider a filtration on the set of simplicial complexes, unifying the result of [20] and the notion of a k-Cohen-Macaulay complex, introduced in [3, 14] .
A simplicial complex K is called an s-LA-complex over k if H i (link K I; k) = 0 for any simplex I ∈ K and i s − 1 − |I|. Thus, if K is an s-LA-complex, then K is a t-LA-complex for t < s. Any nonempty simplicial complex is a 0-LA-complex, which follows from the definition. It turns out that the property of being an s-LA simplicial complex admits a simple algebraic characterization. An equivalent formulation of this result can be found in [20] , which contains an elegant but somewhat involved proof using homological properties of the cone complex dual to K. In Section 3, we offer a simple inductive procedure for proving Theorem 1.1 and other similar results. When s = dim K, Theorem 1.1 implies Reisner's theorem. Thus we have a simple topological proof of Reisner's theorem which does not use local cohomology.
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The combinatorial and topological methods developed in this paper also allow us to prove Stanley's theorem characterizing Gorenstein* complexes (see Section 4) .
In Section 5, we investigate connections between the classes of s-LA-complexes and the notion of k-Cohen-Macaulay complexes (henceforth abbreviated k-CM) [3, 14] . The notion of 2-CM was introduced by Richard Stanley as an intermediate property between being Gorenstein and Cohen-Macaulay. Since that time, 2-CM-complexes have been studied in detail in both combinatorics and commutative algebra (see [15] , [14] , [16] and the references in those papers). Without discussing the algebraic aspects of 2-CMcomplexes (also known as level complexes), we restrict ourselves to some combinatorial properties of general k-CM-complexes. It turns out that complexes of types s-LA and k-CM have similar properties which allow us to introduce a doubly infinite filtration on the set of all simplicial complexes. The properties of this filtration lead to natural proofs of some known results, among which is the following. If K is a Cohen-Macaulay complex of dimension n − 1, then K (n−2) is a 2-CM-complex [15] . More generally, under the same assumptions, the n − k-skeleton [16] . In particular, the last assertion is true for Gorenstein complexes, a result proved under different assumptions in [4] .
One of the main tools used in the proof of Theorem. 1.1 is Hochster's formula, which expresses the dimensions of the bigraded components of the Tor-algebra Tor * , *
in terms of the dimensions of cohomology groups of full subcomplexes of K. This formula appeared for the first time in [17] . Buchstaber and Panov [11] established a multiplicative isomorphism between the algebra Tor * , *
, k) and the cohomology algebra of the moment-angle complex (D 2 , S 1 ) K associated with the simplicial complex K. They posed the problem of describing the multiplicative structure of Tor * , *
in terms of cohomology of full subcomplexes. A solution was given by Baskakov [5] , and that provided a substantial strengthening of Hochster's formula. In Section 6, we recall some of these results.
In Section 7, we use Theorem 1.1 to study spherical nerve-complexes introduced in [1] . To each convex polytope P one canonically associates a simplicial complex K P , which is the nerve of the covering of the boundary of P by its facets. If P is a simple polytope, then K P = ∂P * is Cohen-Macaulay, in fact, even Gorenstein*. If P is not simple, then K P is not Cohen-Macaulay, but it still completely determines the combinatorics of P . It makes sense to define the Stanley-Reisner algebra of a convex polytope as
In Section 7 we show that depth k[P ] = dim P for any convex polytope P .
The following question was posed in [1] : what properties distinguish complexes K P in the set of all simplicial complexes? It was this problem that motivated the definition of a spherical nerve-complex. In Section 7 we establish a number of constraints on the bigraded betti numbers of the complexes K P , as well as of more general spherical nervecomplexes. It turns out that, for any convex polytope P , the simplicial complex K P has properties similar to being Gorenstein* (see Proposition 7.10), but arbitrary spherical nerve-complexes do not necessarily have these properties, as we show in 7.17.
The bigraded betti numbers of the nerve-complex of a non-simple polytope P yield information on higher-dimensional cohomology of the moment-angle space Z P associated with the polytope P . Namely, we show in Section 7 that H m+n (Z P ; k) = k and H m+n−1 (Z P ; k) = H m+n−2 (Z P ; k) = 0 for any n-dimensional polytope P with m facets. Perhaps these relations will lead to a better understanding of the geometry of degenerate intersections of special real quadrics. Now we briefly mention basic concepts and notation used in this paper. By definition, a simplicial complex K on the set [m] = {1, . . . , m} is a collection of subsets of [m] 
The elements of K are called simplices. The set of vertices of K is sometimes denoted by V (K). For any subset J ⊆ [m], the symbol |J| denotes the cardinality of J. In particular, for any simplex I ∈ K the number |I| is just the number of vertices of the simplex. We have dim I = |I| − 1 and dim K = max{dim I : I ∈ K}. A simplicial complex K is said to be pure if the dimensions of all maximal with respect to inclusion simplices are the same. If J ∈ [m], then J will denote the complement: i (X; k) denotes either the module of reduced i-dimensional simplicial cohomology of the complex X with coefficients in the ring k or the module of singular cohomology of the topological space X, depending on the context.
A review of commutative algebra
Henceforth we shall assume that all algebras and modules are graded by integers and are finitely generated. The algebras are (graded) commutative and connected, i.e., A 0 ∼ = k. Let K be a simplicial complex on m vertices with dim K = n − 1, and let k be a field. Some of our results remain true for k = Z, and such cases will be explicitly mentioned. 
Notice that Reisner's theorem is also true when k is Z. The proof of this fact reduces to Reisner's theorem for fields by using the universal coefficient theorem. In this case, the homological condition H j (link K I; k) = 0 is equivalent to the cohomological condition H j (link K I; k) = 0. It will be more convenient for us to work with the cohomological versions of the results.
The following reformulation of Reisner's theorem is due to Munkres.
Corollary 2.7 (Munkres, [20, 22, 11] 
By this corollary, the property of a simplicial complex to be Cohen-Macaulay is topological, i.e., it does not depend on the triangulation of |K|.
Now we shall list a number of algebraic notions and results which make it easier to work with the depth of a Stanley-Reisner module.
Let M be a finitely generated graded module over a connected finitely generated graded commutative algebra A over the field k. Consider a free resolution
where R −i is a free (or projective) graded module over A. Let N be another graded A-module. Applying the functor ⊗ A N to the chain complex
we have a chain complex 
where the degree 2j is induced by the even grading of the Stanley-Reisner module and the degree −i corresponds to the position in the resolution.
Define bigraded betti numbers of K by setting
We then have [11, Lemma 8.13 ].
Proposition 2.8. Let K be a (nonempty) simplicial complex with m vertices with dim K = n − 1. Then: 
The positions of the bigraded betti numbers of a Cohen-Macaulay complex are shown in Figure 1 on the right. The numbers in the framed triangle are all zero when the complex is Cohen-Macaulay, unlike the case of an arbitrary simplicial complex. Now we want to express the conditions for the vanishing of the bigraded betti numbers in topological terms. To this end, we will need Hochster's formula for bigraded betti numbers [17] , [22, Theorem 4.8] .
Theorem 2.14 (Hochster). Let K J denote the full subcomplex of K on the vertex set
Here we follow the convention that The first proof of this formula was given in [17] , with simpler proofs appearing later in [5, Theorem 1] and [11] .
Hochster's formula is schematically shown in Figure 2 . Recall that I = [m] \ I and K I is the full subcomplex on I. Thus, K I is obtained from K by removing all simplices containing at least one vertex from I. The symbolb i stands for reduced betti numbers:
Corollary 2.15. Let K be a simplicial complex on m vertices. Then depth K s if and only if H
Proof. By Proposition 2.11 and Theorem 2.14, the condition depth k[K] s is equivalent to the following:
Thus, we have shown that the condition depth k [K] s is equivalent to a certain acyclicity condition for subcomplexes of K. In the next section, we want to show that the acyclicity condition for "punctured" complexes is equivalent to the acyclicity of links. This will lead us to a proof of Theorem 1.1 and, as a consequence, to Reisner's theorem.
3. Proof of Theorem 1.1
The complex K is said to be subcomplex-acyclic of rank 
We want to examine the Mayer-Vietoris sequence for star L v and L {v} (all cohomology groups have coefficients in k),
Notice that the space star L v is contractible. Furthermore, since L is l-acyclic, the above exact sequence for i l is of the form
Proof. This follows from the definition of an SCA-complex. The induction will proceed as follows: (1) proofs of P (0) and
This condition is vacuous when I = ∅, and in the case I = ∅ it is equivalent to the condition K = ∅.
Similarly, K is a 0-SCA-complex means that
This condition is vacuous when J = ∅, and for J = ∅ it means that K = ∅. Thus, each of the two conditions 0-LA and 0-SCA is equivalent to K being nonempty.
Proof of L(0). Let K be a 0-LA-complex. We have to show that K {v} is a (−1)-LA-complex. But the condition (−1)-LA is obviously vacuous, and therefore it holds for K {v} .
(2) Proof of L(s) for s > 0. Let K be an s-LA-complex and v a vertex of it. We shall show that K {v} satisfies (s − 1)-LA. Consider an arbitrary simplex I ∈ K {v} . To check that link K {v} I is (s − |I| − 2)-acyclic, we examine two cases. 
But this is equivalent to saying that K J is (s − |J | − 1)-acyclic for all J = ∅. Together with the equality H i (K) = 0 for i s − 1 (which directly follows from the assumed s-LA condition for K), this finishes the proof of P (s).
II. Next we show the implication s-SCA ⇒ s-LA. The outline of the proof is completely analogous to the preceding arguments. Let Q(s)
The proof will proceed as follows: (1) (2) Proof of M (s). Let K be an s-SCA-complex. Consider the complex link K v and let J be an arbitrary set of vertices of link K v. We shall show that the complex (link K v) J is (s − |J| − 2)-acyclic. We have two cases to consider.
Case 2. J = ∅. In this case we need to show that link K v is (s − 2)-acyclic. By the assumption, K is (s − 1)-acyclic and K {v} is (s − 2)-acyclic. By Lemma 3.3, link K v is (s − 2)-acyclic, as was claimed. 
Corollary 3.6 (The Reisner theorem). Let K be a simplicial complex of dimension n−1. Then K is Cohen-Macaulay over the field k if and only if
H i (link K I; k) = 0 for all I ∈ K and i < n − 1 − |I|.
Proof. By definition, K is Cohen-Macaulay if and only if depth
Taking into account (2.1), this is equivalent to the inequality depth k[K] n, which, by Theorem 1.1, is equivalent to the condition (n − 1)-LA, i.e., H i (link K I; k) = 0 for all I ∈ K and i < n − 1 − |I|.
The Reisner theorem is often stated in the following form.
Proposition 3.7. K is Cohen-Macaulay over k if and only if
H i (link K I; k) = 0 for i < dim link K I (
the Reisner condition). A Cohen-Macaulay complex is pure.
Proof. For i < dim K − |I|, the Reisner condition is equivalent to the equalities H i (link K I; k) = 0. Indeed, the latter implies the former since dim link K I dim K − |I|. To prove the other implication, we shall show that the Reisner conditions imply that K is pure. Indeed, if dim K 1, then H 0 (K; k) = 0, and therefore K is connected. The links of its vertices are pure complexes (by induction). Furthermore, if two vertices are connected by an edge and their links are pure, then those links have the same dimension. Hence, the dimensions of the links of all vertices are the same, and therefore K is also pure. For a pure complex, dim link K I = dim K − |I|, whence the desired assertion.
Yet another proof of Proposition 3.7 is contained in the following generalization. Proof. Proposition 3.2 shows that K \ {v 1 , . . . , v s−1 } is 0-acyclic, which is equivalent to being connected and nonempty. Hence, its 1-skeleton is also connected.
The Stanley-Munkres theorem, Corollary 2.7, readily admits a generalization to s-SCA-complexes, which is due to Munkres [20] . 
by the properties of singular cohomology. Hence link K I is (s − |I| − 1)-acyclic if and only if H i (|K|, |K| \ x; k) = 0 for i < s, which implies the desired assertion.
Thus, the property s-LA (which is equivalent to s-SCA) of the simplicial complex K is topologically invariant, i.e., it only depends on the topological type of the geometric realization of |K|. This implies the main result of [20] .
Proposition 3.11 (Mankres). The depth of the Stanley-Reisner ring is a topological invariant. In other words, if geometric realizations |K
It is convenient to have yet another condition equivalent to s-LA and s-SCA.
Proposition 3.12. The simplicial complex K is s-SCA if and only if its s-skeleton K (s)
is Cohen-Macaulay.
A characterization of Gorenstein* complexes
Another important result from combinatorial commutative algebra is a theorem of Stanley characterizing Gorenstein* simplicial complexes (see [22, 11] ). This section contains a topological proof of that theorem.
Let K be a simplicial complex on the set [m]. Let
The core of K is the full subcomplex core 
If, in addition, K = core K, then K is said to be Gorenstein* (over k).
In this section all complexes are assumed to be Cohen-Macaulay, which means, according to Reisner's theorem, that H i (link K I; k) = 0 for i dim link K I −1 = n−2−|I|. In particular, K is pure (see Proposition 3.7). 
It is easy to check the following commutation rules in the case i 1 = i 2 :
(4.1)
We say that complexes L 1 and L 2 are H-equivalent and write
e., all its reduced cohomology groups are zero. 
..,i k } ; k) = 0 for i = n − 1 − k, as well as for i < n − 1 − k, which follows from the Cohen-Macaulay property. On the other hand, by the dimension count, Proof. Assume I ∈ K and v / ∈ I. We show that I {v} ∈ K, which would imply the assertion of the lemma. We induct on |I|. When I = ∅ the statement is true. Let |I| = k. Then all proper faces of the simplex I also belong to K, and, therefore, by the induction assumption, the cone v * ∂I is a subcomplex of 
for I = ∅. Now we show that link K v is a Gorenstein* complex. By Proposition 4.3, it suffices to show that
Consider first the case J = ∅. Then the exact Mayer-Vietoris sequence of Lemma 3.3, 
Thus, we have shown that link K v is a Gorenstein* complex. By the induction assumption, the links of its simplices are homology spheres. But since link link K v I = link K (I {v}) for all I ∈ link K v, the links of nonempty simplices of K are also homology spheres. As we mentioned in the beginning of the proof, K itself is a homology sphere.
II. Now we show that if H n−1−|I| (link K I; k) = k for all I ∈ K and K is a CohenMacaulay complex, then β −(m−n),2m (K) = 1 and β −(m−n),2j (K) = 0 for j = m. We induct on dim K. In fact, we shall prove a stronger statement.
Lemma 4.8. Let K be a pure simplicial complex of dimension n − 1 such that
Then K is Gorenstein* and, in addition,
Proof. By the assumption, K is a Cohen-Macaulay complex. It is straightforward to establish the induction base n − 1 = 0. Now we prove the assertion for an arbitrary dimension dim K = n − 1. Let v be a vertex of K. Then, by the assumption, link K v and the links of all of its simplices are also homology spheres. Hence, by the induction assumption, link K v is Gorenstein*, and 
Here, H n−1 (K J ; k) = 0 by the assumption of the inner induction as |J | = |J| − 1. Hence, H n−1 (K J ; k) = 0, which is the second part of the assertion. (2) Let us prove that K is Gorenstein*. By the assumption, H n−1 (K; k) = k, and therefore we only need to prove that
when J = ∅. First, we prove this for J = {v}. In this case we have an exact sequence 
where 
The exact sequence (4.3) shows that
, and K is Gorenstein*. The lemma is proved.
Lemma 4.8 completes the proof of the assertion.
The results of Proposition 4.3 and Lemma 4.8 are shown in Figure 3 . Notice also that, by the Avramov-Golod theorem, the bigraded algebra Tor * , *
Thus, the distribution of the bigraded numbers in Figure 3 is symmetric with respect to the center of the parallelogram. In [10] , this duality was Figure 3 . Bigraded betti numbers of a Gorenstein* complex deduced from the Poincaré duality for the moment-angle manifold of K when K was a sphere. We will discuss this result in more detail in Section 6.
The k-Cohen-Macaulay condition and the extended filtration of the set of simplicial complexes
This section contains a survey of the theory of k-Cohen-Macaulay complexes and its connections with the results from the previous sections. This theory appeared and was developed in [3] , [15] , [14] and other papers. In particular, if K is k-Cohen-Macaulay (k-CM for short), then it is l-CM for l < k. The condition 1-CM is equivalent to simply being Cohen-Macaulay.
Example 5.2. Notice that the simplex
The following assertion is known to experts in commutative algebra (see the introduction to [15] and the references there). 2-CM-complexes are also known as level complexes.
Proof. Let dim K = n − 1. Then, by the definition of a Gorenstein* complex and Hochster's formula, for any vertex v and subset In particular, the 1-skeleton of any 2-CM-complex K of dimension n−1 is n-connected (in the sense of graph theory). Taking into account Proposition 5.3, we have the following result [4] .
Corollary 5.5 ([4]
, [16] ). The 1-skeleton of a Gorenstein* complex K of dimension n−1 is an n-connected graph.
A proof using properties of bigraded betti numbers of the Stanley-Reisner ring, which is similar to ours, can be found in [16] .
In particular, we have that any simplicial sphere of dimension n−1 has an n-connected 1-skeleton. Now we want to state some technical lemmas needed to handle l-SCA-and k-CM-complexes.
The proof is similar to that of Proposition 3.12, which is a particular case of this result with i = l.
Proposition 5.8. Let K be a Cohen-Macaulay complex of dimension n−1, and t n−1.
Proof. Let J be a set of vertices K with |J| < n−t. By the assumption, K is (n−1)-SCA. By Lemma 3.5,
is a Cohen-Macaulay complex of dimension t. But this condition being true for all J such that |J| < n − t means precisely that K (t) is an (n − t)-CM-complex.
In particular, it follows from Proposition 5.8 that if K is a Cohen-Macaulay complex of dimension n − 1, then K (n−2) is 2-CM. This result was also obtained in [15] . A more general statement was formulated in [14] :
Proof. By the assumption, K J is Cohen-Macaulay for |J| < k. By Proposition 5.8,
It is convenient to have the following generalization of Proposition 5.8.
Proof. By Proposition 3.12, K (l) is a Cohen-Macaulay complex of dimension l. Applying Proposition 5.8, we have the desired assertion. To summarize the foregoing discussion, we consider a doubly-infinite filtration on the set of simplicial complexes. Fix the dimension of complexes dim K = n − 1. We say that the complex K of dimension n − 1 belongs to the class A n−1 i if either i 0 and K is (i + 1)-CM or i < 0 and K is (n − 1 + i)-SCA. We have the following chain of inclusions:
. . and that this class coincides with the set of all simplicial complexes of dimension n − 1 since the condition l-SCA is vacuous for l < 0. Set
Proof. Assertion (1) follows from Lemma 5.6 and Propositions 5.9 and 5.10. Notice that it suffices to prove (2) and (3) for |J| = |I| = 1. For i > 0, (2) follows from the definition of a k-CM-complex, and for i 0 from the definition of an SCA-complex. Now we prove (3). Let dim K = n − 1 and I = {v}. Suppose first that i 0. Then, by the assumption,
Suppose that i > 0 (see also [14, Lemma 3.4] ). In this case, K is (i + 1)-CM, and we need to show that the link of any of its vertices has the same property. Let I be a set of
Thus, we have a rule: when passing to a skeleton of a smaller dimension the class of the complex increases, when vertices are removed the class of the complex becomes smaller, and when passing to a link the class of the complex remains the same. Now we want to briefly discuss topological invariance properties of the filtration (5.1). When i 0 the condition K ∈ A i is topologically invariant by Proposition 3.10. The condition K ∈ A 1 (i.e., K is a 2-CM-complex) is also topologically invariant (see the introduction in [19] ). However, when i > 1, the topological invariance may no longer hold, as can be seen from the following example.
(1) be a full graph on four vertices. Then, by Proposition 5.8, K is 3-CM, since Δ 3 is Cohen-Macaulay. On the other hand, it is easy to check that the complex K , obtained from K by a barycentric subdivision of one of its edges, is no longer 3-CM.
We conclude the discussion of k-CM-complexes by the following proposition, which can be proved using Figures 3 and 4 . 
Moment-angle space and nerve-complexes of polytopes
This section contains a survey of the topological interpretation of the bigraded betti numbers of simplicial complexes, as defined in [5] , [6] , and [10] . 
To describe the cohomology ring of (D 2 , S 1 ) K over k (a field or the ring Z), one uses the bigraded differential algebra 
However, one also has a stronger result, describing the multiplicative structure of the cohomology ring ( [10] , [5] , [6] ).
Theorem 6.3 (Baskakov-Buchstaber-Panov). The following algebras are isomorphic:
, which shows that the bigraded betti numbers admit a topological interpretation. Now we want to briefly describe some tools needed to work with convex polytopes. A detailed survey of basic constructions of convex geometry, together with rigorous definitions, can be found in [23] and [13] .
A convex polytope is a bounded set of the form
Here a i ∈ R n , i = 1, . . . , m, are normal vectors to the facets of the polytope and b i ∈ R. We assume that the inequalities (6.1) are irredundant, i.e., each of the corresponding equalities defines a facet of the polytope:
We also assume that the dimension n of a polytope coincides with the dimension of the ambient euclidean space. The intersections of various facets are faces of the polytope; the poset of nonempty faces of P will be denoted by P. Two polytopes with isomorphic face posets are said to be combinatorially equivalent. A polytope P n is said to be simple if each of its vertices is contained in exactly n facets (in this case each i-dimensional face is contained in n − i facets). P is said to be simplicial if each of its proper faces is a simplex. Each convex polytope P gives rise to a dual convex polytope Q = P * whose proper face poset Q \ {Q} is isomorphic to P \ {P } with reversed order. The dual of a simple polytope is a simplicial polytope, and vice versa.
For a fixed presentation (6.1), consider the affine map j P : R n → R m :
The image of the polytope under this embedding lies in the nonnegative cone R m . Moreover, j P (P ) = j P (R n ) ∩ R m , and the map j P is of maximal rank. Hence, the image of the polytope is the intersection of an n-dimensional plane with that nonnegative cone. Define the plane j P (R n ) by a system of m − n affine equations:
Define a space Z P as the pullback in the following diagram: 
i.e., the moment-angle space Z P is the intersection of real quadrics in C m .
Theorem 6.4 (Buchstaber-Panov [12] When P is a nonsimple polytope, the space Z P has singularities. Historically, momentangle spaces of polytopes and moment-angle complexes of simplicial complexes emerged at the same time in connection with the following theorem [10, 12] . Theorem 6.5 (Buchstaber-Panov). Let P be a simple polytope and ∂P * a simplicial decomposition of the sphere which is the boundary of the simplicial polytope dual to P . Then Z P is homeomorphic to the complex (D 2 , S 1 )
Remark 6.6. The theorem also asserts that these spaces are equivariantly homeomorphic with respect to the natural action of the torus T m on each of them, but we will not discuss this here.
Remark 6.7. It follows from Theorems 6.5 and 6.4 that (
K is a topological manifold in a more general situation when K is a simplicial sphere. In that case, the cohomology of (D 2 , S 1 ) K has Poincaré duality. In [10] , one also finds a bigraded Poincaré duality, which yields a topological interpretation of the Avramov-Golod theorem [2] , [11, Theorem 3 .43] on the Tor-algebra of a Gorenstein* complex.
To generalize Theorem 6.5 to arbitrary polytopes P , a notion of the nerve-complex of a polytope was introduced in [1] .
Let P be a convex polytope and F 1 , . . . , F m all of its facets. Then ∂P = i F i . Define the nerve-complex K P as a simplicial complex on the set [m] whose simplices are defined by the condition {i 1 , . . . , i k } ∈ K P if and only if
In other words, the simplicial complex K P is the nerve of the covering ∂P = i F i , which explains its name. If P is a simple polytope, then K P = ∂P * .
Theorem 6.8 ([1])
. Let P be a convex polytope and K P its nerve-complex. Then Z P is homotopy equivalent to the moment-angle complex (
Thus, the cohomology ring of Z P , viewed as the intersection of quadrics, can be computed in terms of K P . We have rk
The next section deals with bigraded betti numbers of simplicial complexes of the form K P and of more general nerve-complexes.
Spherical nerve-complexes
The notion of a spherical nerve-complex (see the definition below) was introduced in [1] . It was shown there that, for an arbitrary convex polytope P , the complex K P is a spherical nerve-complex. It was also shown that the combinatorial structure of P can be recovered from that of K P . The following problem was also posed in [1] : find necessary conditions for the simplicial complex K to be the nerve-complex of some polytope. In this section, we give some new homological conditions that distinguish nerve-complexes of polytopes in the class of all spherical nerve-complexes. We shall also apply the obtained results on bigraded betti numbers of nerve-complexes of polytopes to the study of the topology of the moment-angle space Z P . First, we recall basic facts about nervecomplexes.
Let K be a simplicial complex and M (K) the set of its maximal by inclusion simplices. We shall say that a simplex I ∈ K is a face simplex if it is the intersection of some number of maximal simplices:
The set of all face simplices will be denoted by
If I ∈ K is an arbitrary simplex, then there is a unique minimal by inclusion face simplexĪ containing I. It can also be defined as the intersection of all maximal simplices of K containing I. It is not difficult to show (see [1] ) that core link K I = link KĪ ,
where Δ =Ī \ I is the simplex on the vertices ofĪ not contained in I. Thus, if I / ∈ F (K), then link K I is a contractible simplicial complex. Definition 7.1. The simplicial complex K is called a spherical nerve-complex of rank n if the following conditions are satisfied:
(1) ∅ ∈ F (K) (in other words, the intersection of all maximal simplices of K is empty).
(2) F (K) is a graded poset of rank n (this means that all of its maximal by inclusion chains contain n+1 elements). In this case, the rank function rank : F (K) → {0, 1, . . . , n} is defined, with the following properties: rank(∅) = 0 and rank J = n for each maximal simplex J ∈ M (K).
(3) Let I ∈ F (K). Then the complex link K I is homotopy equivalent to the sphere S n−rank I−1 . Here we set S −1 = ∅. A spherical nerve-complex K is said to be reduced if each of its vertices is a face simplex: {v} ∈ F (K).
Remark 7.2. If I ∈ F (K), then rank I |I|. The rank of the spherical nerve-complex K cannot exceed dim K + 1.
Proposition 7.3 ([1]
). Let P be a convex polytope of dimension n. Then: (1) complex K P is a reduced spherical nerve-complex of rank n; (2) the set of face simplices F (K P ), partially ordered by inclusion, is isomorphic to the poset of the nonempty faces of P with reversed order.
Later, we shall prove a more general result (see Proposition 7.8). It turns out that there is a connection between the rank of a spherical nerve-complex and the depth of its Stanley-Reisner ring. The distribution of bigraded betti numbers of spherical nerve-complexes and of nervecomplexes of polytopes is shown in Figure 6 . One can see that for the nerve-complex of a convex polytope the distribution of bigraded betti numbers is similar to that for a Gorenstein* complex. The difference between Figures 3 and 6 is in the condition depth k[K] = dim k[K], which holds for Gorenstein* complexes but not necessarily for nerve-complexes of arbitrary polytopes. Yet another distinct feature is the Poincaré duality for the Tor * , * (k[K]; k)-algebra when the complex K is Gorenstein*, in accordance with the Avramov-Golod theorem.
We also have a topological consequence of Theorem 7.12.
Proposition 7.13. Let P n be a polytope with m facets. Then H m+n (Z P ; k) = k and H m+n−1 (Z P ; k) = H m+n−2 (Z P ; k) = 0.
Proof. We have
Notice that, by Proposition 2.8, β −i,2j (K P ) = 0 for j > m, and when j < m it follows from the condition −i+2j = m+n that j −i > n; for such j we also have β −i,2j (K P ) = 0 by Theorem 7.12. Hence, the only remaining term in the sum (7.4) is β −(m−n),2m = 1. Let us apply similar arguments to the other cohomology groups: Assuming that −i + 2j = m + n − 2, we have the following alternative. If j m − 1, then i m − n, and equalities hold simultaneously. Both in the case of equality and in the opposite case, we have that β −i,2j (K P ) = 0. If j m − 2, then j − i n. In this case β −i,2j (K P ) = 0. All summands on the right-hand side of (7.6) vanish. This finishes the proof. Thus, the space Z P has an analog of the Poincaré duality up to a certain dimension. The next example shows that, in general, for l > 2 the duality does not hold. It turns out that Propositions 7.10 and 7.11 do not hold for arbitrary spherical nervecomplexes. To construct an example of a spherical nerve-complex for which these propositions fail, we need the following fact. The proof of this assertion is completely analogous to the case when X = ∂P (see [1] or the proof of Proposition 7.8).
Example 7.17. Figure 7 shows a polytope X satisfying the conditions of Proposition 7.16. It is a two-dimensional version of Bing's house with two rooms (see [7, Ch. XIV]), with an additional hat glued on top of it. It is known that Bing's house contracts to a point. Similarly, one can show that X is homotopy equivalent to the 2-sphere. Let us decompose this space into polygons. One can see that each edge of this decomposition is contained in at least two faces, i.e., the condition of Proposition 7.16 is satisfied. Figure 7 . Polytope X
