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Summary 
To measure the speed of a vehicle, the revolution of a wheel or a rigid axle is traditionally 
used. Therefore non corrigible systematic errors occur which are caused by slip, spin 
and by the change of wheel diameter due to fretting. Train control and traction systems 
require new robust as well as precise methods of speed measurement. Because of their 
physical properties, Doppler-radar-sensors attached to the vehicle and measuring 
ground speed are first choice for this range of applications. Currently used sensors 
cannot fulfil the high demands under all operating conditions, because they are unable to 
completely compensate the various interferences and systematic deviations. 
This is the starting point of this dissertation. Two independent diverse methods with 
optimised reliability and accuracy must be used to meet all requirements. Limited 
resources of the embedded digital signal processor system under real-time conditions 
have to be taken into account. According to the boundary conditions, the introductory 
chapters critically discuss the frequency analysis methods currently used and describe 
starting points for further development. This leads to the design of a new, robust, wide-
band spectral analysis which combines techniques of the dyadic wavelet transformation 
with the fast Fourier transformation. At the same time a new frame procedure and 
general model for the estimation of motion parameters is developed which features short 
delays. The disadvantages of the block-based discrete spectral analysis applied over 
continuous approaches are extensively compensated. The block structure of spectral 
data enables the selective use of new knowledge-based spectral filters for the compen-
sation of the remaining intense interferences which are typical of this kind of application. 
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iv Verzeichnisse und Übersichten 
Erklärung der allgemeinen Funktionsbezeichner 
 
ceil(x)  kleinste ganze Zahl ≥ x 
floor(x)  größte ganze Zahl ≤ x 
frac(x)  x − floor(x); nicht ganzzahliger Anteil von x 
round(x)  wenn (frac(x)  < 0,5) dann ist das Ergebnis floor(x) sonst ceil(x) 
logy(z)  Logarithmus von z zur Basis y 
ln(z)  natürlicher Logarithmus von z 
log.  logarithmisch, Attribut für Achsenbezeichnung in Diagrammen  
max(x,y)  hat das größte Argument zum Ergebnis 
min(x,y)  hat das kleinste Argument zum Ergebnis 
mod(x,y)  hat den Rest aus der Division von x durch y zum Ergebnis. Das Ergebnis 
hat dasselbe Vorzeichen wie x 
x*  konjugiert komplexer Wert von x 
x¯   Median-Mittelwert von x 
EW(x)  Erwartungswert von x für Arbeitspunktvorgabe 
FFT(X) Fast-Fourier-Transformation des Spektrum X  
const  nicht näher spezifizierter konstanter Ergebniswert, invariant zu den 
variablen Parametern der vorangehenden Identität 
 
 
Formelzeichen 
Um Missverständnissen vorzubeugen, wird die tiefgestellte Position hinter dem Haupt-
bezeichner der Formelzeichen nicht für Indizes sondern ausschließlich zur weiteren 
Spezifizierung der Bedeutung genutzt. Die Indizierung von Vektoren erfolgt analog der 
üblichen Darstellung funktionaler Abhängigkeiten durch einen in runden Klammern dem 
Formelzeichen folgenden Index. In der Arbeit beschriebene Funktionen besitzen oft 
ganzzahlige Argumente und einen kleinen Wertevorrat, so dass sich look-up-tables für 
deren Implementierung anbieten und deshalb eine strenge Unterscheidung von Vektoren 
häufig auch nicht möglich ist.  
Empirische und temporäre Größen mit lokaler Bedeutung werden in den Kapiteln im 
Zusammenhang mit den dargestellten Formeln eingeführt. Die in den folgenden 
Verzeichnissen aufgelisteten Formelzeichen von globalem Interesse werden zum 
besseren Verständnis auch bei der sie einführenden Formel noch einmal erklärt:  
Verzeichnisse und Übersichten v 
Zeichen Ein-
heit 
Erklärung Seite
maxf  1 aktueller Median-Mittelwert der relativen  
Maximumpositionen 
97
_max kf  1 Median-Mittelwert der relativen Maximumpositionen 
während der werkseitigen Kalibrierung 
97
π rad Verhältnis Kreisumfang zu Durchmesser 
α °, rad Winkel zwischen effektiver Abstrahlrichtung und  
Bewegungsrichtung 
8
αsteil rad Neigung der Hauptstrahlrichtung des steil strahlenden 
Transceivers gegen die Horizontale 
7
β 1 relative Bandbreite des Doppler-Sensors 13
φ rad Phasenverschiebung gegenüber dem Fensteranfang 13
φ(s) rad ortsabhängiger Phasenwinkel 10
φ(t) rad zeitabhängiger Phasenwinkel 10
λ0 m Wellenlänge der verwendeten Mikrowelle in Luft  7
µ 1 nicht notwendig ganzzahlige Position der virtuellen 
Abtastung in Abhängigkeit vom physikalischen  
Abtastraster 
108
µ0..µ3 1 physikalische Abtastindizes 109
µ frac 1 virtueller Abtastindex relativ zum physikalischen Abtast-
raster (0 ≤ µ frac<1) 
109
η 1 relative Änderung des Rückstreuquerschnittes 13
ηA 1 Abweichungsschwelle für Unschärferelation 27
∆α rad Nickwinkel bzw. Änderung des Mittelstrahlwinkels im 
Bogenmaß 
14
∆µ 1 ganzzahlige Indexverschiebung zur Sicherung der 
Kausalität 
108
∆f Hz Unschärfe der Frequenzauflösung 27
∆fΣb 1 Mittelungsabstand für die Betragssumme 78
∆fg Hz absolute Breite eines geometrischen Analysebandes 65
∆fiDS 1 konstante Indexverschiebung zwischen Störfrequenz und 
Dopplerfrequenz bei angenommener ideal geometrischer 
Teilung 
83
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∆fiSw 1 Schwankungsbreite der potentiellen Störfrequenz in 
Indexpositionen 
83
∆fPh 1 Mittelungsabstand für Phasendifferenz 78
∆frel 1 relative Breite eines (idealen) geometrischen Analyse-
bandes 
64
∆i 1 Indexverschiebung für die Glättung innerhalb des alten 
Spektrums 
70
∆imax 1 maximale positive Indexverschiebung für die Glättung 
innerhalb des alten Spektrums 
70
∆imin 1 maximale negative Indexverschiebung für die Glättung 
innerhalb des alten Spektrums 
70
∆s m konstanter Abstand des wegbezogenen Abtastrasters 11
∆sflach m konstanter Abstand des wegbezogenen Abtastrasters für 
flachen Transceiver 
11
∆ssteil m konstanter Abstand des wegbezogenen Abtastrasters für 
steilen Transceiver 
11
∆t s Unschärfe der zeitlichen Auflösung 27
∆t421 s Zeitabstand zweier Auswertungen nach Variante 4.2.1 
und im hochfrequenten Bereich von 4.2.3 
66
∆t423( fi) s Zeitabstand zweier Auswertungen für den Gesamtalgo-
rithmus 4.2.3 in Abhängigkeit vom Index 
66
∆tlim s maximal tolerierbare Abklingzeit 68
∆tricht s Richtwert für die Verzögerung der Auswerteergebnisse 5
∆v m • s−1 Gesamtgeschwindigkeitsabweichung 5
∆v(v)Flanke m • s−1 maximal tolerierte Geschwindigkeitsabweichung bei der 
Geschwindigkeit v für die genaue Auswertung (Flanken-
anpassung)  
32
∆v(v)ms m • s −1 maximal tolerierte Geschwindigkeitsabweichung bei der 
Geschwindigkeit v für die breitbandige Auswertung (spek-
trale Maximumsuche) 
32
∆vabs m • s −1 absolute Geschwindigkeitsabweichung 5
∆vD_Flanke 1 relative Geschwindigkeitsmindestauflösung zur Auswer-
tung mit Flankenanpassung 
9
∆vD_ms 1 relative Geschwindigkeitsmindestauflösung zur Auswer-
tung mit spektraler Maximumsuche 
9
∆vrel 1 relative Geschwindigkeitsabweichung 5
Verzeichnisse und Übersichten vii 
∆vrel_ms 1 zu erwartende relative Geschwindigkeitsabweichung bei 
der Auswertung des spektralen Leistungsmaximum im 
Signal des steilstrahlenden Transceivers 
21
AΣ 1 Summe der spektralen Amplituden 80
a(t) m • s-2 Beschleunigung zum Zeitpunkt t 11
a, b, c, d 1 Faktoren und Parameter mit lokal wechselnder  
Bedeutung 
29
AD 1 Abschätzungskriterium für die spektrale Amplituden-
summe der Dopplerstruktur 
100
Ae 1 exponentieller Mittelwert der Amplitude in einem spek-
tralen Analyseband (von Mittelungsanzahl abhängig) 
67
alim m • s-2 maximal zu erwartender Betrag der Fahrzeug-
beschleunigung 
12
am m • s-2 Beschleunigungswert des Bewegungsmodells 103
Am 1 spektraler Amplitudenbezugswert der exponentiellen 
Glättung vor dem Abfall auf 0 
67
amax m • s-2 maximal zu erwartende vorzeichenbehaftete Fahrzeug-
beschleunigung (Anfahren) 
12
amin m • s-2 minimal zu erwartende vorzeichenbehaftete Fahrzeug-
beschleunigung (Bremsung) 
12
Aneu 1 aktueller Amplitudenwert in einem spektralen  
Analyseband 
67
AS1, AS2 Hz −1 spektrale Amplitudenschwellen für Flankenauswertung 89
Ax 1 Amplitude im Zeitsignal  13
D 1 Determinante der quadratischen Zeitpunkt-
Bestimmungsgleichung 
104
Df 1 frequenzabhängige Verstärkung des spektralen Filters 79
e 1 Eulersche Konstante 13
en 1 relative Nickwinkelabweichung 14
eu 1 relative Untergrundabweichung 13
f(t) Hz zeitabhängige Dopplerfrequenz 8
fA Hz physikalische Abtastfrequenz 40
fAs Hz (virtuelle) Abtastfrequenz ortsbezogen 11
fD Hz ideale Dopplerfrequenz 13
viii Verzeichnisse und Übersichten 
fF0 Hz dem Abszissenschnittpunkt der Flankenanpassungs-
gerade zugehörige Frequenz 
88
fflach Hz möglicher Dopplerfrequenzbereich für Signale des 
flachstrahlenden Transceivers 
10
fgeo Hz Näherungsfunktion für die ideale geometrische  
Abhängigkeit der Analysefrequenz vom Index 
64
fi 1 Frequenzindex im diskreten Spektrum (wenn nicht anders 
angegeben zwischen 0 und N–1) 
29
fi1 1 niederfrequenter Grenzindex der Wichtungsbasisfunktion 99
fi2 1 hochfrequenter Grenzindex der Wichtungsbasisfunktion 99
fiDmax 1 oberer Grenzindex des verschobenen Störungs-
Schwankungsintervalls um die Dopplerfrequenz 
84
fiDmin 1 unterer Grenzindex des verschobenen Störungs-
Schwankungsintervalls um die Dopplerfrequenz 
84
fimax 1 Frequenzindex mit maximaler spektraler Amplitude 91
fipeak 1 Breite der spektralen Dopplerstruktur in Frequenzindizes  91
fiq_max 1 maximaler spektraler Index bei quasigeometrischer 
Frequenzzerlegung 
64
fiS1 1 Frequenzindex des Anfangspunktes für Flanken-
anpassung 
91
fiS1_tmp 1 vorläufiger Frequenzindex des Anfangspunktes für  
Flankenanpassung 
91
fiS2 1 Frequenzindex des Endpunktes für Flankenanpassung 93
fiS2_tmp 1 vorläufiger Frequenzindex des Endpunktes für  
Flankenanpassung 
93
fiSmax 1 oberer Grenzindex des Schwankungsintervalls um die 
potentielle Störfrequenz 
83
fiSmin 1 unterer Grenzindex des Schwankungsintervalls um die 
potentielle Störfrequenz 
83
fmax Hz Frequenz mit maximaler spektraler Amplitude 89
fS m −1 ortsbezogene Dopplerfrequenz 10
fS_steil m −1 ortsbezogener Proportionalitätsfaktor zwischen  
Fahrzeuggeschwindigkeit und Dopplerfrequenz für den 
steilstrahlenden Transceiver 
10
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fsteil Hz möglicher Dopplerfrequenzbereich für Signale des 
steilstrahlenden Transceivers 
10
fSw Hz durch Gleisschwellen bedingte potentielle Störfrequenz 83
G1,G2,Gt 1 Wertebereichsgrenzen für verschiedene Teilberech-
nungsvorschriften 
63
i 1 allgemeiner Index  
(lokale Bedeutung, jeweils ausgewiesen) 
39
i∆t_eq 1 Grenzindex für Gültigkeit der Zeitrelation 68
j 1−  imaginäre Einheit 13
k 1 Zeitindex 13
kol 1 Überlappungsfaktor für erweiterte Abtastdatenverwaltung 131
kover 1 Oversampling der Abtastfrequenz zur geschätzten 
Dopplerfrequenz 
8
L 1 Dezimierungslänge bei der Vorverarbeitung zur virtuellen 
Abtastung 
110
N 1 Länge des Datenblockes, in welchem die  Frequenztrans-
formation durchgeführt wird 
29
n 1 Kaskadierungstiefe der quasigeometrischen Frequenz-
auswertung 
50
N2prop 1 Grenzwert der FFT-Blockgröße bei geschwindigkeitspro-
portionaler Abtastrate auf ganzzahlige Potenz von 2 
aufgerundet 
35
n421 1 Kaskadierungstiefe der Algorithmenvariante 4.2.1 53
n422 1 Kaskadierungstiefe der Algorithmenvariante 4.2.2 55
ne 1 Anzahl der Glättungsoperationen nach dem spektralen 
Leistungsabfall auf  0 
67
nf 1 Mindestanzahl der für die Auswertung notwendigen 
Frequenzintervalle 
40
Nfix 1 Blockgröße der FFT bei fester Abtastrate 34
Nfix_flanke 1 Blockgröße der FFT bei fester Abtastrate für genaue 
Flankenauswertung 
34
Nfix_ms 1 Blockgröße der FFT bei fester Abtastrate für die breitban-
dige Maximumsuche 
34
Nms 1 FFT-Blockgröße für die breitbandige Maximumsuche im 
gesamten Geschwindigkeitsbereich 
37
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Nprop 1 Grenzwert der FFT-Blockgröße bei geschwindigkeits-
proportionaler Abtastrate 
35
Nshift 1 Verschiebung des Übernahmefensters (natürlich, gerade) 62
Obank MIPS Aufwand in Operationen pro Zeiteinheit für die Berech-
nung der gesamten Filterbank 
41
OFFT OPs Anzahl der zur Berechnung der komplexen FFT notwen-
digen Operationen 
29
OFFT_rel OPs Anzahl der zur Berechnung der komplexen FFT notwen-
digen Operationen bezogen auf einen Datenwert 
29
Ok OPs Aufwand in Operationen für die Berechnung eines 
einzelnen Spektralwertes 
41
Okd OPs Anzahl der zum Downsampling (Kapitel 8.2) notwendigen 
DSP-Operationen 
44
Okh OPs Anzahl der zur Hochpass-Filterberechnung notwendigen 
DSP-Operationen 
44
Okt OPs Anzahl der zur Tiefpass-Filterberechnung notwendigen 
DSP-Operationen 
44
OT OPs Anzahl der DSP-Befehle zur Berechnung eines Teilspek-
trums 
52
Owave MIPS Aufwand in Operationen pro Zeiteinheit für kontinuierliche 
Wavelet-Spektralzerlegung 
44
q 1 Quotient von zwei aufeinanderfolgenden Gliedern der 
abfallenden Frequenzreihe 
40
Qa 1 Abschätzungskriterium für die Breite der spektralen 
Dopplerstruktur 
100
qe 1 Abklingfaktor der exponentiellen Mittelung 67
qgeo 1 ideal geometrisches Verhältnis der Mittenfrequenzen 
zweier aufeinanderfolgender Frequenzintervalle 
64
s(t) m zurückgelegter Weg zum Zeitpunkt t 11
Sp Hz −1 Entscheidungsschwelle für spektrale Amplitude (empi-
risch) 
116
Subst 1 Substitution, lokale Bedeutung 111
Sw 1 gefordertes Dämpfungsverhältnis 68
Swalt 1 Wichtung der Spektralwerte des vorangegangenen Spek-
trums (abhängig von fi und eventuell von ∆i) 
70
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t s momentaner Wert der Systemzeit 8
t0 s Bezugszeitpunkt des Bewegungsmodells 103
Ta s Abtastzeit, eventuell von v abhängig 13
Ta_fix s geschwindigkeitsunabhängige Abtastzeit, entsprechend 
vmax gewählt 
34
Ta_ms_max s maximale Abtastzeit für die breitbandige Auswertung 37
Ta_phys s physikalische Abtastzeit für beide Auswertungsvarianten 24
Ta_prop s geschwindigkeitsproportionaler Grenzwert der Abtastzeit 35
tapp s quadratische Näherung der Zeitpunkt-
Bestimmungsgleichung 
105
tk s blockindexbezogene Abtastzeitpunkte entsprechend dem 
Bewegungsmodell 
103
v∆min m • s −1 Minimalwert der maximal tolerierten absoluten Ge-
schwindigkeitsabweichung im gesamten Geschwindig-
keitsbereich  
34
v(t) m • s −1 Fahrzeuggeschwindigkeit zum Zeitpunkt t 11
va m • s −1 Bezugsgeschwindigkeit für die Abtastung 23
vm m • s −1 Geschwindigkeitswert des Bewegungsmodells 103
vmax m • s −1 maximale auszuwertende Fahrzeuggeschwindigkeit 5
vmin  m • s −1 minimale auszuwertende Fahrzeuggeschwindigkeit 5
vres m • s −1 momentane Ergebnisgeschwindigkeit nach dem Bewe-
gungsmodell 
113
wσ 1 freier empirischer Parameter für Abklingverhalten der 
Wichtungskurve 
71
wb 1 Wichtungsbasisfunktion, abhängig vom Frequenzindex 
und den Grenzindizes 
99
wBR 1 Wichtungsfaktor für Phasen-Differenz-Anteil 78
wf 1 empirischer Wichtungsfaktor zum Parametrieren der 
Dämpfung des Flankenfilters 
79
wf 1 frequenzindexabhängige Wichtungsfunktion zur Bestim-
mung des spektralen Amplitudenmaximums im Bereich 
der Dopplerstruktur 
98
wh 1 Wichtungsfaktor für höherfrequenten Spektralteil 
(empirisch, >1) 
116
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wn 1 Wichtungsfaktor für niederfrequenten Spektralteil 
(empirisch, >1) 
116
wnorm 1 Normierung der Spektralwerte des vorangegangenen 
Spektrums 
70
wSw 1 Wichtungsfaktor zur Justierung des Schwellenfilters 85
X, X1, X2 1 diskrete Spektren, indiziert durch fi 29
x0..x3 1 physikalische äquidistante Abtastwerte 109
Xin 1 Ausgangsspektrum für Filterberechnung 75
Xin_Im 1 Imaginärteil des Ausgangsspektrums 75
Xin_Re 1 Realteil des Ausgangsspektrums 75
Xout 1 Ergebnisspektrum der Filterberechnung 75
xrück 1 zeitdiskretes ideales Dopplersignal bei Rückwärtsfahrt 13
Xrück 1 Spektrum des idealen Dopplersignals bei Rückwärtsfahrt 29
xv(k) 1 Interpolationswert zum Index k 109
xvor 1 zeitdiskretes ideales Dopplersignal bei Vorwärtsfahrt 13
Xvor 1 Spektrum des idealen Dopplersignals bei Vorwärtsfahrt 29
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Es werden auch Formelzeichen in Abbildungen und Tabellen eingeführt, welche im 
folgenden zusammengestellt sind: 
  
Zeichen Ein-
heit 
Erklärung Seite
A 1 relative spektrale Amplitude 60
f0,1,2,... Hz Grenzfrequenzen des jeweiligen Bandpassfilters oder der 
Hochpass-/Tiefpass-Kombination 
42
fcutoff Hz Grenzfrequenz des jeweiligen Hochpass- oder  
Tiefpassfilters 
42
fiD 1 Index der idealen Dopplerfrequenz (dient nur der 
Veranschaulichung, kein Berechnungsergebnis) 
80
fiF0 1 Position des Abszissenschnittpunktes der Flankenanpas-
sungsgerade 
94
fmin Hz minimale auswertbare Frequenz 51
fTZ Hz Abtastfrequenz für einen Datenblock, die sich entspre-
chend der Dezimierung ergibt 
49
G 1 Intervallnummer für Intervallschachtelung 136
H(z) 1 Übertragungsfunktion des Modellprozesses 25
I0, 1.. 1 Intervallgrenze für Intervallschachtelung 136
NI 1 Anzahl der Intervalle für Schachtelung 136
tEnd s zeitliches Ende einer blockweisen Weitbereichsspek-
tralzerlegung 
51
TS 1 Tiefenschieberegister 128
tStart s zeitlicher Beginn einer blockweisen Weitbereichsspek-
tralzerlegung 
51
TZ 1 Tiefenzähler für die Verwaltung der Abtastdaten bei der 
Weitbereichsspektralzerlegung 
49
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Verwendete Symbole in schematischen Darstellungen 
Als Standard für schematische Darstellungen in der Planungsphase objektorientierter 
Software hat sich Unified Modelling Language (UML, siehe [Oest ]) etabliert. Diese führt 
bei den in dieser Arbeit behandelten Problemen der datenorientierten Signalverarbeitung 
allerdings zu wenig anschaulichen Grafiken. Deswegen wird eine modifizierte Symbolik 
zur Darstellung des Signal- und Datenflusses angewendet, die Elemente des klassi-
schen Schalt- und Programmablaufplanes (mit Nebenläufigkeit) integriert. 
 
 
 
 
 
 
 
 
 
 
 
 
Bei Betrachtung des Datenvolumens je Zeiteinheit wird diese Darstellungsweise 
verfeinert: 
 
 
 
 
 
 
 
analoge  
Funktionseinheit 
digitale 
Funktionseinheit 
numerische  
Datenstruktur 
optionale/externe 
Funktionseinheit 
einzelne Datenwerte (geringer Datenumfang je Zeiteinheit) 
Datensatz (hoher Datenumfang je Zeiteinheit)  
analoges Signal 
digitaler Datenfluss 
optionaler Datenfluss 
be- 
dingte 
Verzwei- 
gung 
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Einleitung 
Zur Messung der Eigengeschwindigkeit von Fahrzeugen wird traditionell die Drehzahl 
eines Rades oder einer starren Achse erfasst. Dabei treten systematische Abweichun-
gen in Schlupf- und Schleuderzuständen, sowie durch den sich abnutzungsbedingt 
verändernden Raddurchmesser auf. Solche Messunsicherheiten beschränken häufig die 
Leistungsfähigkeit und Zuverlässigkeit von Steuerungs- und Regelungsansätzen bei 
modernen Fahrzeug- und Verkehrskonzepten.  
Im Bereich der Bahntechnik erfordern deshalb vor allem Zugbeeinflussungs- und 
Antriebssysteme weitere unabhängige, hinreichend zuverlässige und präzise Geschwin-
digkeitsmessmethoden. Ohne Berücksichtigung der Radumdrehung können diese nur 
berührungslos zwischen Fahrzeug und Untergrund erfolgen. Während berührungslose 
Ultraschallmessverfahren wegen der veränderlichen Schallgeschwindigkeit in Luft 
erhebliche Toleranzen aufweisen, erreichen präzise optische Sensoren allgemein nicht 
die erforderliche Zuverlässigkeit in der rauen Bahnumgebung. Die Nutzung von Mikro-
wellensensorik bietet dagegen die geforderte Robustheit, ermöglicht aber auch aufgrund 
der nahezu invarianten Ausbreitungsgeschwindigkeit elektromagnetischer Wellen bei 
den vorgesehenen Einsatzbedingungen prinzipiell eine hohe Genauigkeit. Zur Messung 
selbst lässt sich der Geschwindigkeitsdopplereffekt gegenüber dem Untergrund nutzen, 
dessen teilweise erhebliche systematische Abweichungen den hohen Genauigkeitsan-
sprüchen gegenüberstehen. So führt der endliche Öffnungswinkel der Antenne zur 
gleichzeitigen Erfassung mehrerer Streukörper des Gleisbettes und damit zu einem 
untergrundabhängigen Frequenzgemisch im Sensorsignal. Die parallele Auswertung 
mehrerer Streukörper ist darüber hinaus auch hinsichtlich der Zuverlässigkeitsansprüche 
notwendig und kann deshalb nicht prinzipiell umgangen werden.  
Die vorliegende Arbeit wurde aus Forschungsergebnissen des Verfassers innerhalb des 
Projektes SRRII bei Siemens Transportation Systems zusammengestellt, das die 
Entwicklung eines wettbewerbsfähigen Geschwindigkeitsdopplerradars unter den 
beschriebenen Randbedingungen zum Inhalt hatte. Sie befasst sich mit der Vervoll-
kommnung bekannter Auswerteverfahren und die Entwicklung neuer Algorithmen für die 
genaue und zuverlässige Analyse von Geschwindigkeitsdopplersignalen auf einem 
digitalen Signalprozessor (DSP). Durch die beschränkten Ressourcen des Signalverar-
beitungssystems ergeben sich weitere Anforderungen an die Software, so dass auch 
grundlegend auf die vorgegebene Hardware eingegangen werden muss. Dabei konnte 
das Know-how der Zentralabteilung Technik der Siemens AG bezüglich fortschrittlicher 
Mikrowellensensorik und vorangehender Machbarkeitsstudien genutzt werden.   
Auswertungsansätze mit hoher Präzision, wie die spektrale Flankenanpassung (detail-
liert in Kapitel 7), zeigen prinzipiell Defizite in der Zuverlässigkeit und umgekehrt. 
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Deswegen wird in dieser Arbeit von einem Konzept zweier weitgehend getrennter 
Auswerteverfahren ausgegangen, welche sich in Genauigkeit und Zuverlässigkeit 
ergänzen. Hieraus ergibt sich auch der Einsatz zweier Mikrowellentransceiver mit 
unterschiedlichem Abstrahlwinkel, der an die jeweilige Aufgabe angepasst wurde.  
Mit der spektralen Flankenanpassungsmethode stand ein theoretischer Ansatz für die 
abweichungsarme Dopplerauswertung zur Verfügung, der hier zur Praxistauglichkeit 
weiterentwickelt und in ein modellbasiertes Rahmenverfahren integriert wird. Die 
Ausführungen der folgenden Kapitel konzentrieren sich auf die Konzeption speziell 
angepasster Auswerteverfahren, welche sich primär nach einer kundenorientierten 
Genauigkeitsvorgabe richten. Gleichzeitig stehen auch die Optimierung der Zuverlässig-
keit, der vergleichsweise große auszuwertende Geschwindigkeitsbereich und die 
Beachtung begrenzter Rechnerressourcen im Vordergrund der Entwicklung. Es wird 
dabei detailliert auf die Konstruktion von anwendungsspezifischen Verhaltensmodellen 
einzelner Systemgrößen eingegangen, welche vorrangig auf physikalischen Zusammen-
hängen beruhen. Meist weisen die Modelle allerdings einen mehr oder weniger hohen 
Anteil empirischer Annahmen auf, die hier vor allem in der Form von Wichtungs- und 
Fensterfunktionen umgesetzt sind. Auch die Auswahl und die algebraische Umformung 
der genutzten Identitäten wird unter Rücksichtnahme auf die begrenzten Ressourcen 
des DSP-Systems und der geforderten Echtzeitfähigkeit durchgeführt. Die Sensorent-
wicklung führt ebenfalls zu speziell angepassten Verfahren für die Vorverarbeitung im 
Zeitbereich, die Spektralzerlegung und -verarbeitung, welche sich an Ansätzen des 
‚Multirate Signal Processing‘ und der ‚Multiresolution Analysis‘ orientieren.  
Um die Übersichtlichkeit der Arbeit zu erhalten und deren Umfang zu begrenzen, werden 
Votierungsansätze, die konkrete Implementierung der erarbeiteten Algorithmen und die 
Ergebnisse der Testung in Simulationen sowie im realen Bahneinsatz nur in ihrer 
Rückwirkung auf den Entwurf des jeweiligen Auswerteverfahrens betrachtet. Die 
innerhalb des Entwicklungsprojektes SRRII vom Autor ebenfalls durchgeführte Assemb-
lerimplementierung der Algorithmen auf einem DSP-System, die Beteiligung am 
Hardwareentwurf und der mehrjährige erfolgreiche Praxistest sind deswegen nicht 
explizite Bestandteile der Arbeit.  
Nach einer Darstellung des Sensoraufbaus und der Randbedingungen für die Entwick-
lung des Geschwindigkeitsradars in Kapitel 1 werden in Kapitel 2 das Sensorprinzip und 
die Hardware näher beschrieben. Dieses Kapitel enthält auch  das grundsätzliche 
Konzept der Signalverarbeitung mit der bereits angedeuteten Differenzierung in ein 
genauigkeitsoptimiertes und ein hochzuverlässiges Verfahren. In Kapitel 3 werden 
geeignete bekannte Frequenzauswerteverfahren auf ihre Eignung hin untersucht.  
Alle betrachteten Standardverfahren besitzen in den angestrebten Anwendungsfällen 
erhebliche Defizite, so dass sie nicht als direkte Entwicklungsgrundlage in Frage 
kommen. Hier setzt die im folgenden beschriebene eigene Forschungsarbeit an. Die 
Kapitel 4 und 5 beschäftigen sich mit der Konstruktion einer neuen störunempfindlichen 
Weitbereichsspektralzerlegung, welche Ansätze der dyadischen Wavelettransformation 
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mit der Diskreten Fourier-Transformation verbindet, kombiniert mit weiteren Optimierun-
gen für die Anwendung in der Bahntechnik.  
Die in Kapitel 6 ausgeführten wissensbasierten Spektralfilter wurden speziell zur Unter-
drückung der im konkreten Anwendungsfall auftretenden Störungen entworfen. Sie 
ermöglichen die zuverlässige Auswertung der Weitbereichsspektren und schaffen 
gleichzeitig die Vorraussetzungen für das hochgenaue Auswerteverfahren, welches die 
Kapitel 7 und 8 beschreiben. 
In Kapitel 7 wird der Ansatz der spektralen Flankenanpassung zur Praxisreife weiterent-
wickelt und die Notwendigkeit eines modellbasierten Rahmenverfahrens aufgezeigt, wie 
es dann Kapitel 8 erläutert. Dort entsteht ausgehend von einem ortsäquidistanten 
Abtastungsmodell eine allgemeine Methode zur iterativen datenblockbasierten Ge-
schwindigkeitsdopplerauswertung. Dieses Kapitel beinhaltet auch ein spektrales 
Qualitätsbewertungsverfahren, welches zur Beurteilung der Teilergebnisse dient. Da sich 
die Ausführungen auf die Frequenzanalyse konzentrieren, umreißen sie nur ansatzweise 
die Verknüpfungsstrategien der so erzeugten Teilergebnisse. 
Der Anhang beschreibt schließlich einerseits weiterführende Verbesserungen der 
Weitbereichsspektralzerlegung von Kapitel 4, deren Realisierung eventuell später 
bereitstehenden leistungsfähigeren Systemen vorbehalten bleibt. Andererseits wird hier 
auch ein neues Verfahren zur hardwareunterstützten Beschleunigung von Funktionsbe-
rechnungen angeführt, welches mit geringem Mehraufwand an programmierbarer Logik 
die Ausführungsgeschwindigkeit besonders der in Kapitel 6 und 8 hergeleiteten Algo-
rithmen bei der Implementierung auf ein Festkomma-DSP-System deutlich erhöhen 
kann. 
Die zahlreichen Formeln, Abbildungen und Tabellen in dieser Arbeit werden hauptsäch-
lich im unmittelbaren Kontext des jeweiligen Kapitels zur Visualisierung des lokal 
besprochenen Modells oder Auswerteverfahrens genutzt und entsprechend erklärt. Für 
die Diskussion von Grundlagen und Ergebnissen sind eigene Kapitel vorgesehen. 
Deswegen ist der erhebliche Umfang vorgelagerter Formel-, Abbildungs- und Tabellen-
verzeichnisse gegenüber ihrer geringen Aussagekraft nicht gerechtfertigt, so dass auf 
sie verzichtet wird.  
Dagegen sind die Darstellungsformen inhaltlich ausführlich vorbereitet. Dem Themen-
gebiet Rechnung tragend, dienen auch allgemeine Formalismen aus Computeralgebra-
systemen, sowie Modellierungs- und Programmiersprachen zur Orientierung. 
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1 Voraussetzungen und Zielstellung 
1.1 Rahmenbedingungen 
Im Gegensatz zu den meisten vergleichbaren Arbeiten [Jopp], [Kehr ], [Liss] auf dem 
Gebiet der Eigengeschwindigkeitsmessung von Fahrzeugen mit Mikrowellen unter 
Nutzung des Dopplereffektes existierten am Ausgangspunkt dieser Arbeit durch die 
Produktplanung und Voruntersuchungen bereits zahlreiche konkrete Vorgaben für das 
Sensorsystem, welche in Tab. 1.1 zusammengefasst sind. 
Tab. 1.1:  Zusammenstellung der Entwicklungsvorgaben 
interne Entwicklungsvorgaben externe Entwicklungsvorgaben 
(Kundenforderungen) 
• Codesign von Hard- und Software 
• die grundlegenden Parameter der Hardware 
stehen fest: 
   Art und Anordnung der Hochfrequenz-
bauteile, Prozessor, Speicherausstattung, 
A/D-Wandler 
• Minimierung des Entwicklungsrisikos 
• geringe Verzögerung der Auswerteergebnis-
se (Richtwert 250 ms in  {1.1}) 
• Erkennung der Bewegungsrichtung 
• bei Bewegung mit konstanter Geschwindig-
keit Einhaltung eines vorgegebenen Abwei-
chungsmodells mit werksseitiger Kalibrie-
rung  
• Minimierung zusätzlicher Abweichungen im 
Beschleunigungsfall 
• gleichzeitige Optimierung hinsichtlich 
Genauigkeit und Zuverlässigkeit 
• Geschwindigkeitserkennung im Bereich von 
0,5 bis 500 km • h −1 ({1.1}) 
 
Diese Vorgaben werden in Formel {1.1} als Toleranzwerte eingeführt.  
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 -1 -1500 km h 0,5 km h 0,25 smax min richtv v t= ⋅ = ⋅ ∆ =  {1.1} 
   
  vmin minimale auszuwertende Fahrzeuggeschwindigkeit 
  vmax  maximale auszuwertende Fahrzeuggeschwindigkeit 
  ∆tricht  Richtwert für die Verzögerung der Auswerteergebnisse 
   
Entsprechend bereits durchgeführter Voruntersuchungen lässt sich bei gleichmäßiger 
Fahrt die mittlere Gesamtabweichung der Geschwindigkeit als Summe eines Absolutan-
teiles ∆vabs und eines geschwindigkeitsproportionalen Relativanteiles v • ∆vrel abschät-
zen. Die Abweichungsvorgaben in den Formeln {1.2} beziehen sich dabei auf die 
1σ −Grenze einer an die Messwertverteilung angenäherten Normalverteilung und dienen 
zur Dimensionierung der Verfahrensparameter in Kapitel 3. Sie sind deshalb als 
Orientierungsgrößen zu verstehen.  
   
 -1
( )
0,5 km h
0,005
rel abs
abs
rel
v v v v v
v
v
∆ ≤ ⋅∆ + ∆
∆ = ⋅
∆ =
 {1.2} 
 
  ∆vrel  relative Geschwindigkeitsabweichung 
  ∆v Gesamtgeschwindigkeitsabweichung 
  ∆vabs  absolute Geschwindigkeitsabweichung 
   
Um sich von Mitbewerberprodukten positiv unterscheiden zu können, soll der in Serie 
gefertigte und werkseitig kalibrierte Sensor ohne weiteren Abgleich nach der Montage 
beim Kunden einsetzbar sein. Wie in der Betrachtung der systematischen Abweichun-
gen ausführlicher dargestellt ist, kann dann die Gesamtabweichungsvorgabe nur unter 
Verwendung einer nickwinkelunabhängigen Bewertungsmethode eingehalten werden. 
Daraus ergibt sich die Notwendigkeit, ein modifiziertes spektrales Flankenanpassungs-
verfahren [Schb] zu nutzen, wie es in Kapitel 7 beschrieben wird.  
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Abb. 1.1:  Darstellung des Sensors über dem Gleisbett (nicht maßstabsgetreu) 
Der Sensor Abb. 1.1 ist mit zwei baugleichen Mikrowellen-Transceiver-Baugruppen 
(kombinierte Sende- und Empfangseinheiten) ausgerüstet, welche sich im vertikalen 
Montagewinkel unterscheiden. Die Hochfrequenz von 24 GHz wird in einem sehr 
frequenzstabilen dielektrischen Oszillator (DRO) erzeugt und jeweils über eine Travel-
ling-Waves-Antenne [Kehr2], [Schu] mit einem Abstrahlwinkel von 45° zur Öffnungsflä-
che ausgesendet. Bei der teilweisen Reflexion an den Streukörpern im Gleisbett 
erfahren die Mikrowellen eine Dopplerfrequenzverschiebung proportional der Relativge-
schwindigkeit des Sensors zur Fahrbahn. Die zum Sensor zurückkehrenden Mikrowellen 
werden in den balancierten Empfangsmischern mit der Sendefrequenz gemischt, die 
Differenzfrequenzen über einen Tiefpass ausgekoppelt und diese verstärkt an die 
Signalverarbeitungseinheit weitergegeben. Eine Phasenumtaktung des Senders um 
±π /4 mit einem deutlich über der Tiefpassgrenzfrequenz liegendem Takt führt zu 
analytischen Signalen, welche eine Inphase- und Quadraturkomponente besitzen. 
Die senkrechte Abstrahlung üblicher Antennendesigns [Kehr Kap. 7.1] kann unter den 
speziellen Einsatzbedingungen die Verschmutzung und Vereisung der Antennenfenster 
nicht verhindern. Eine wesentliche Verringerung dieser störenden Erscheinungen wird 
durch die Verkippung des Abstrahlwinkels zur Antennenoberfläche erreicht. Sie erlaubt 
es, die Antennenflächen horizontal bzw. 30° gegen die Horizontale geneigt zu positio-
nieren und trotzdem die Hauptstrahlrichtungen von 15° (flachstrahlender Transceiver) 
und 45° (steilstrahlender Transceiver) einzuhalten: 
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 0 0,0124 m 4
= =steil
πλ α  {1.3} 
 
  αsteil  Neigung der Hauptstrahlrichtung des steil strahlenden Transceivers gegen die 
Horizontale 
   λ0  Wellenlänge der verwendeten Mikrowelle in Luft 
   
Als Basis für die digitale Signalverarbeitung wurde der im Bahneinsatz als sehr zuverläs-
sig eingeschätzte Digitale Signalprozessor DSP56002 von Motorola mit einer Verarbei-
tungsbreite von 24 Bit und einer Rechenleistung von 40 MIPS ausgewählt. Er verfügt 
über eine Havard-Architektur [Moto] mit 3 parallelen Speicherstrukturen und ist mit dem 
maximal adressierbaren externen Speicher von 3 mal 64 Kiloworten zu je 24 Bit, also 
576 Kbyte ausgestattet. Zur Digitalisierung der Sensorsignale wird ein Vierkanal-A/D-
Wandler mit 83 kHz nach dem sukzessiven Approximationsprinzip auf 14 Bit Breite 
eingesetzt.  
1.2 Zur Arbeit durchgeführte Voruntersuchungen 
Im Rahmen der Projektvorbereitung wurden zahlreiche stationäre Signale von Mikrowel-
lensensoren unter den angestrebten Einsatzbedingungen analysiert. Dafür fanden 
vorrangig die FFT-Funktion und die Visualisierungsmöglichkeiten des Programmpaketes 
Matlab Verwendung. So kann diese Arbeit bereits auf einigen quantitativen Abschätzun-
gen für gleichmäßige Bewegungszustände aufbauen. Der Erfolg einer Analyse von 
Beschleunigungszuständen sowie die Verzögerung der Auswertung unter Echtzeitbe-
dingungen ist dagegen stark vom verwendeten Analyseverfahren abhängig und wird 
jeweils in den entsprechenden Kapiteln diskutiert. 
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2 Grundlagen des Sensorprinzips und der Hardware 
2.1 Ergebnisse von Voruntersuchungen 
Wie Voruntersuchungen der stationären Mikrowellensensorsignale ergaben, ist die Breite 
der spektralen Dopplerstruktur im gesamten Geschwindigkeitsbereich annähernd 
proportional zu ihrer Frequenz am Leistungsdichtemaximum.  
Um die Dopplerstruktur auszuwerten, muss die Signalinformation über deren volle spek-
trale Breite hinaus auch für jeweils angrenzende Bereiche der spektralen Sockelleis-
tungsdichte verfügbar sein. So werden Frequenzen für die Analyse wichtig, welche die 
Dopplerfrequenz deutlich übersteigen.  
Unter Berücksichtigung des Abtasttheorems ([Shan]) ist deswegen in {2.1} das notwen-
dige Oversampling auf das Vierfache der (geschätzten) Dopplerfrequenz empirisch 
festgelegt (siehe [Hock], [Pres] Kap. 13.8), so dass sich die Dopplerstruktur ungefähr in 
der Mitte eines FFT-Auswertespektrums befindet. Eine entsprechende Festlegung nutzt 
auch der Ansatz des CSGN-Algorithmus (CSGN=Constrain-Stochastic-Gauß-Newton 
[Jopp]  Kap. 4.2). Dieser Wert wurde durch Variation innerhalb von Tests der in dieser 
Arbeit entwickelten Signalverarbeitung mit realen Radarsignalen bestätigt. 
   
 4=overk  {2.1} 
   
  kover empirisch festgelegtes Oversampling zur geschätzten Dopplerfrequenz 
2.1.1 Formelle Beschreibung des Bewegungszustandes 
Die Herleitung der grundlegenden Proportionalität zwischen Dopplerfrequenz und 
Geschwindigkeit sowie die Beschaffenheit des systemabhängigen Proportionalitätsfak-
tors kann man ausführlich in vorangegangenen Arbeiten ([Jopp Kap. 2, Kehr  Kap. 2, 
Wein Kap. 2]) nachlesen.  
 
0
2( ) ( ) cos( )
 
= ⋅ ⋅ 
 
f t v t αλ  {2.2} 
   
  α Winkel zwischen effektiver Abstrahlrichtung und Bewegungsrichtung 
  f(t)  zeitabhängige Dopplerfrequenz 
  v(t)  zeitabhängige Geschwindigkeit 
  t  momentaner Wert der Systemzeit  
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Deswegen sei an dieser Stelle nur die sich ergebende Identität {2.2} aufgeführt. Infolge 
der gleichzeitigen Bestrahlung mehrerer Streukörper im Gleisbett durch den endlich 
kleinen Antennenöffnungswinkel des Sensors überlagern sich Signale mit leicht unter-
schiedlicher Frequenz aus dem gesamten Abstrahlwinkelbereich. Der in {2.2} eingeführ-
te effektive Abstrahlwinkel α hängt trotz seiner systematischen Natur vom spektralen 
Bewertungsverfahren ab. Werden lediglich das spektrale Intensitätsmaximum oder der 
spektrale Schwerpunkt ausgewertet [Wein Kap. 4], [Jopp Kap. 3.4], so bewegt sich 
dieser Wert im Bereich des Winkels der Antennenhauptabstrahlrichtung. Bei der 
Flankenanpassungsmethode (ausführlich in Kapitel 7) wird dagegen eine Extrapolation 
der spektralen Dopplerstruktur zu höheren Frequenzen hin vorgenommen, so dass der 
Winkel α im Idealfall 0 und sein Kosinus 1 ist. Dieser Idealfall wird in der Praxis vermut-
lich wegen Nichtlinearitäten im winkelabhängigen Intensitätsabfall der Antennenabstrahl-
charakteristik nicht vollständig erreicht, so dass cos(α) für die Flankenanpassung als ein 
empirischer Faktor betrachtet werden muss, der nahe 1 liegt. Die spektralen Maximum-
/Schwerpunktsverfahren erfordern dem gegenüber aufgrund ihrer starken Abhängigkeit 
von Untergrundreflexionseigenschaften in wesentlich stärkerem Maße eine empirische 
Parametrierung [Kehr Kap. 3]. Im Gegensatz zu dem Abweichungsverhalten dieser 
Varianten [Jopp Kap. 2] besitzt der Winkelfaktor der Flankenanpassung tatsächlich 
weitgehend die erhoffte Invarianz bei Untergrund- und Abstrahlwinkeländerungen.  
Damit im Frequenzspektrum des Sensorsignals die Dopplerstruktur überhaupt gegen-
über ihrer Umgebung erkennbar ist, darf der Mindestabstand zweier benachbarter 
aufgelöster Frequenzen einen relativen Wert bezogen auf die Dopplerfrequenz nicht 
überschreiten. Für die empfindliche Flankenanpassung bei den Signalen des flachstrah-
lenden Transceivers ergibt sich entsprechend den Voruntersuchungen ein kleinerer Wert 
als für eine robustere Maximumsuche beim steilstrahlenden Transceiver. Wegen {2.2} 
können die Bedingungen nach {2.3} auf Geschwindigkeitsabhängigkeiten übertragen 
werden. 
 _ _
1 1
30 5
∆ ≤ ∆ ≤D Flanke D msv v  {2.3} 
 
  ∆vD_Flanke empirische relative Geschwindigkeitsmindestauflösung zur Auswertung mit  
Flankenanpassung 
  ∆vD_ms empirische relative Geschwindigkeitsmindestauflösung zur Auswertung mit spek-
traler Maximumsuche 
 
Anhand des auszuwertenden Geschwindigkeitsbereiches {1.1} lässt sich der Frequenz-
umfang des Dopplersignals für die Auswertung der Transceiver-Signale abschätzen: 
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21,5Hz...21,5kHz
15,2 Hz...15,2 kHz
flach
steil
f
f
=
=
 {2.4} 
 
  fflach möglicher Dopplerfrequenzbereich für Signale des flachstrahlenden Transceivers 
  fsteil möglicher Dopplerfrequenzbereich für Signale des steilstrahlenden Transceivers 
   
Die nach {2.4} erreichbare Maximalfrequenz der flachen Abstrahlkeule führt im Vergleich 
mit der Abtastrate des A/D-Wandlers zu einer leichten Unterschreitung des erreichbaren 
Oversamplingverhältnisses kover ({2.1}). Im Rahmen der in Kapitel 8 noch ausführlich 
beschriebenen Virtualisierung der Abtastung zieht dies keine zusätzlichen Abweichun-
gen der Ergebnisse nach sich, da die höchsten Frequenzen bereits vor der Abtastung 
ein analoges Antialiasingfilter durchlaufen.  
Ausgehend von der zugrundegelegten Geschwindigkeitsproportionalität der Dopplerfre-
quenz {2.2} lässt sich eine wegabhängige Dopplerfrequenz als vom Bewegungszustand 
unbeeinflusste Fixgröße in {2.5} ableiten. 
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  fS  ortsbezogene Dopplerfrequenz 
  fS_steil Proportionalitätsfaktor zwischen Fahrzeuggeschwindigkeit und Dopplerfrequenz für 
den steilstrahlenden Transceiver  
  φ(s)  ortsabhängiger Phasenwinkel 
  φ(t)  zeitabhängiger Phasenwinkel 
   
Für eine feste Position der mittleren Dopplerfrequenz im Spektrum müsste bei Annahme 
der Unveränderlichkeit von Abstrahlwinkel und Mikrowellenfrequenz lediglich eine 
wegbezogene äquidistante Abtastung {2.6} durchgeführt werden. Auf die Probleme bei 
der Realisierung einer wegbezogenen Abtastung wird später eingegangen.  
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  fAs  Abtastfrequenz (ortsbezogen) 
 
Hieraus ergibt sich ein konstanter Abstand für das wegbezogene Abtastraster: 
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  ∆s konstanter Abstand des wegbezogenen Abtastrasters 
   
Um ∆s entsprechend {2.7} auch quantitativ zu bestimmen, müssen die realen Einsatz-
bedingungen der beiden verwendeten Transceiver näher untersucht werden. Wichtig 
ist hierbei besonders der effektive Abstrahlwinkel, welcher wie eingangs erklärt vom 
spektralen Bewertungsverfahren abhängt. Durch Einsetzen der Werte für die Haupt-
strahlrichtungen der beiden MW-Transceiver (Kapitel 1.1, {1.3}) erhält man die 
folgenden Abstandsschätzungen zwischen jeweils zwei wegbezogenen Abtastungen 
des Signals: 
     
 0,0016m 0,0023m∆ = ∆ =flach steils s  {2.8} 
 
  ∆sflach konstanter Abstand des wegbezogenen Abtastrasters für flachen Transceiver 
  ∆ssteil konstanter Abstand des wegbezogenen Abtastrasters für steilen Transceiver 
   
Für die Modellierung des Bewegungsverhaltens des Fahrzeuges bieten sich die 
grundlegenden Bewegungsgleichungen der Dynamik [Mend S.30ff ] an:  
 
 ( ) ( ) ( ) ( )∂ ∂= =
∂ ∂
v t s t a t v t
t t
 {2.9} 
 
  s(t) zurückgelegter Weg zum Zeitpunkt t 
  v(t)  Geschwindigkeit zum Zeitpunkt t 
  a(t) Beschleunigung zum Zeitpunkt t 
   
Einige der Bewegungsgrößen in {2.9} lassen sich bereits durch Betrachtung der 
physikalischen Eigenschaften von Schienenfahrzeugen beschränken. Neben der 
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maximal zulässigen Geschwindigkeit von 500 km • h −1 nach {1.1} trifft dies besonders auf 
die maximale Beschleunigung zu. Hierbei kann noch einmal zwischen der Anfahrbe-
schleunigung, welche vom Antriebsaggregat zu erbringen ist, und der Bremsbeschleuni-
gung unterschieden werden [Wend]. Die höchsten Anfahrbeschleunigungen treten im 
Nahverkehr auf, wobei aber 3 m •   s−2 nicht erreicht werden. Der Betrag der Bremsbe-
schleunigung kann dagegen praktisch unbegrenzt wachsen, da einer Verlangsamung 
des Zuges verschiedene, auch unvorhersehbare externe Ursachen zugrunde liegen 
können. Weil der Sensor als nicht eigenständig sicherheitsrelevante Komponente in 
elektronischen Zugsteuerungen zum Einsatz kommen soll, ist trotzdem eine Beschrän-
kung des Bereiches auf technisch kontrollierte Bremsmanöver möglich. So kann in {2.10} 
die minimale Beschleunigung auf das übliche Beschleunigungslimit der kontrollierten 
Zwangsbremsung mit −6 m • s−2 gesetzt werden. 
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  amin minimal zu erwartende vorzeichenbehaftete Fahrzeugbeschleunigung (Bremsung) 
  amax maximal zu erwartende vorzeichenbehaftete Fahrzeugbeschleunigung (Anfahren) 
  alim maximal zu erwartender Betrag der Fahrzeugbeschleunigung 
   
2.1.2 Formelle Beschreibung der Bewegungsrichtung 
Der verwendete Mischer im Transceiver des Mikrowellenfrontends [Howe] ist darauf 
ausgelegt, eine Normal- und eine Quadraturkomponente der Signalverarbeitung zur 
Verfügung zu stellen. Ein analytisches Signal besitzt nach seiner Abtastung bei Anwen-
dung der schnellen Fouriertransformation hinsichtlich Rechenaufwand und Rauschen 
gegenüber einem reellen Signal numerische Vorteile [Kamm Kap. 6]. Darüber hinaus 
erlaubt diese Ausstattung auch eine Richtungserkennung der Fahrzeugbewegung 
aufgrund der Phasenverschiebung zwischen beiden Signalkomponenten [Kehr Kap. 3]. 
Das ideale analytische Dopplersignal mit gleichbleibender Amplitude und einer einzigen 
Frequenzkomponente wird in der Realität nur kurzzeitig annähernd erreicht, wenn bei 
gleichmäßiger Bewegung ein einzelner Streukörper den Erfassungsbereich des Radar-
sensors durchläuft. Die Möglichkeit zur Superposition mehrerer Signalanteile einzelner 
Streukörper im normalen Betriebszustand gestattet es, aussagekräftige Schlussfolge-
rungen aus dem idealen Ansatz zu ziehen. So kann als Signalmodell eine frequenzinva-
riante komplexe Kosinusschwingung angenommenen werden, in welcher der Imaginär-
teil dem Realteil um π/2 bei Vorwärtsfahrt vorauseilt und bei Rückwärtsfahrt 
entsprechend nachfolgt. Daraus entstehen in {2.11} durch zeitlich äquidistante Abtastung 
zwei diskrete Signalfolgen.  
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  {2.11} 
   
  xvor zeitdiskretes ideales Dopplersignal bei Vorwärtsfahrt 
  xrück zeitdiskretes ideales Dopplersignal bei Rückwärtsfahrt  
  k Zeitindex 
  Ax Amplitude im Zeitsignal 
  Ta Abtastzeit 
  fD  ideale Dopplerfrequenz 
  φ Phasenverschiebung gegenüber dem Fensteranfang 
  j imaginäre Einheit 
  e Eulersche Konstante 
  x*  konjugiert komplexer Wert von x 
 
2.2 Systematische Abweichungen und äußere Störeinflüsse 
Auf eine ausführliche Beschreibung des allgemeinen Abweichungsmodells eines 
Mikrowellendopplerradarsystems wird hier verzichtet, da dies bereits hinreichend 
in vorangehenden Arbeiten [Jopp Kap. 2.2], [Wein Kap. 2.2.2], [Kehr Kap. 9], 
[Liss Kap. 3.2.4], [Heid Kap. 2.4] abgehandelt wurde. Als dominante und von den in den 
Arbeiten beschriebenen Verfahren unabhängige Abweichungen stellten sich dabei die 
Untergrund- und die Nickabweichung ({2.12}, {2.13}) heraus, die folgendermaßen [Jopp] 
angenähert werden können: 
 
 2
10 0 1
3
= ⋅ ≤ ≤ ≤ ≤ue η β β η  {2.12} 
  eu  relative Untergrundabweichung 
  η  relative Änderung des Rückstreuquerschnittes 
  β relative Bandbreite des Doppler-Sensors 
   
Eine typische Untergrundabweichung wird bei [Jopp] mit 0,4 % angegeben, kann aber, 
wie eine Vorauswertung zu dieser Arbeit zeigt, für den steilstrahlenden Transceiver auch 
deutlich darüber liegen. 
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 tan( ) für
2
= ∆ ⋅ ∆ <<ne
π
α α α  {2.13} 
  en  relative Nickwinkelabweichung 
  ∆α  Nickwinkel bzw. Änderung des Mittelstrahlwinkels im Bogenmaß 
 
Der Nickwinkel bezeichnet die Toleranzen des Mittenstrahlwinkels der Mikrowellen zum 
Untergrund. Er ist neben Fertigungstoleranzen einerseits auf die Schwankungen 
während des Betriebes durch Fahrzeugverkippung, andererseits wegen der geforderten 
werksseitigen Kalibrierung aber auch auf die Abweichungen von der empfohlenen 
Montagelage zurückzuführen. Legt man hier die optimistische Schätzung von 
∆α = 0,0175 ( ≅ 1°) bei einem Mittelstrahlwinkel von α = ¼ •π  (= 45°) zugrunde, so 
erhält man bereits 1,75 % Nickwinkelabweichung. Bei der Realisierung eines Auswerte-
verfahrens, das den Einflüssen von Untergrund- und Nickwinkelabweichung ausgesetzt 
ist, kann der vorgegebene Genauigkeitsanspruch deshalb nicht eingehalten werden. 
Mit dem Flankenanpassungsverfahren [Schu], [Jopp Kap. 4.2.3.3] steht ein von den 
beschriebenen Einflüssen weitgehend unabhängiger theoretischer Lösungsansatz zur 
spektralen Bewertung der Dopplersignale zur Verfügung. Er wurde für das in dieser 
Arbeit entwickelte genauigkeitsoptimierte Auswerteverfahren, wie später in Kapitel 7 
beschrieben, adaptiert. 
Bei der Auswertung von Dopplersignalen im Geschwindigkeitsbereich unter ca. 
10 km • h −1 kann bei geringem vom Untergrund reflektierten Strahlungsanteil das 
Transistorrauschen ([Wein Kap. 2.2.2.4], [Tiet Kap. 4.10]) des Mikrowellenoszillators die 
Erkennung des Dopplersignals erheblich erschweren. Dieses 1/f -Rauschen verhält sich 
im Frequenzbereich unter etwa 1 kHz reziprok zur Frequenz. 
Weitere bekannte Störeinflüsse erwachsen aus dem speziellen Einsatz in der Bahnum-
gebung beim periodischen Überfahren von den im Reflexionsverhalten vom Gleisbett 
abweichenden Gleisschwellen. Neben den vereinzelt verbauten Stahlschwellen können 
auch andere metallische Aufbauten im Gleisbett und Unterbauten des Zuges im 
Zusammenspiel zu kurzzeitigen oder dauerhaften Mehrfachreflexionen bedeutender 
Anteile der abgestrahlten Leistung führen. Deren konkrete spektrale Manifestierung kann 
nicht genau vorhergesehen werden. Für die ausführliche Beschreibung von typischen 
Störungsbildern sei auf die Störunterdrückungsmaßnahmen in Kapitel 6 verwiesen. 
Allgemein ist das Signal des flach abstrahlenden MW-Transceivers wegen der entfer-
nungsbedingt geringeren rückgestreuten MW-Leistung wesentlich stärker von derartigen 
Störeinflüssen betroffen als das des steilstrahlenden. 
2.3 Schematischer Aufbau der Hardware 
Bei einem auszuwertenden Frequenzbereich von etwa 3 bis 4 Dekaden führen auch 
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geringe Skalierungseffekte und Nichtlinearitäten zu erheblichen Abweichungen bei den 
Berechnungen. In der Literatur ([Jopp Kap. 4.2.2.4], [Marg ], abgewandelt auch 
[Liss Kap. 4]) wird diesem grundlegenden Problem durch einen Regelkreis zur Nachfüh-
rung der Abtastrate (Abb. 2.1) begegnet und so ein Arbeitspunkt für die Frequenzaus-
wertung eingeführt. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 2.1:  Lösungsansatz: Regelkreis zur Nachführung der Abtastrate 
Dabei ist die Abtastrate über einen Proportionalitätsfaktor fest mit dem Schätzwert der 
Geschwindigkeit verkoppelt. So sind im eingeschwungenen Systemzustand die Anzahl 
der Abtastpunkte pro Periode und die das Spektrum beschreibenden Parameter nahezu 
konstant [Jopp Kap. 5.1.1]. Demzufolge ist nur noch eine (geringfügige) Korrektur der 
Schätzung nach der Frequenzauswertung notwendig, wodurch viele Fehlerquellen 
(Skalierungseffekte, Nichtlinearitäten) weitgehend umgangen werden können.  
Die Realisierung dieses Ansatzes stößt allerdings auf erhebliche Hindernisse. 
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Abb. 2.2:  Schematischer Aufbau der digitalen (dunkel) und analogen (hell) Hardware und Signalwege 
bei variabler Abtastrate – nur mit großem Aufwand realisierbar 
Um die Unterdrückung von Aliasing-Effekten bei variabler Abtastfrequenz in der Praxis 
zu ermöglichen, müsste ein erheblicher Aufwand (Abb. 2.2) auf analoger Seite und an 
der digitalen Steuerschnittstelle betrieben werden. Lösungen mit digital steuerbaren 
ungetakteten Potentiometern [Hein] sind kostenintensiv und mit ausreichender Filterqua-
lität nur in einer Dekade durchstimmbar. Deshalb versprächen lediglich getaktete 
Filterentwürfe [Lemm], [Maxm] Erfolg. Auf digitaler Seite entsteht dann die Notwendigkeit 
zusätzlicher programmierbarer Teiler des Systemtaktes für Filter und A/D-Wandler, 
wobei die notwendige Filterschaltfrequenz von mehreren Megahertz bei der Ableitung 
aus dem Prozessortakt nur noch grob verändert werden kann. Der Einsatz von integrier-
ten Sigma/Delta-Wandlern in Kombination mit einem festen analogen Tiefpass kann den 
notwendigen analogen Hardwareaufwand zwar verringern, führt aber wegen der stark 
frequenzabhängigen Wandlereigenschaften zu einer schwer kalkulierbaren Quelle 
potentieller systematischer Abweichungen und Störungen. Auch reicht das bei den 
notwendigen Abtastraten maximal realisierbare Oversampling von etwa 64 bei weitem 
nicht aus, um den großen Frequenzumfang des Dopplersignals von 3-4 Zehnerpotenzen 
bewältigen zu können. Am begrenzten Dynamikbereich scheitern dann auch Lösungs-
ansätze mit separaten Switched-Capacitor-Filtern, wobei Kaskadierungen und Multi-
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plexansätze dieser Filter und Wandler mit so hohen Kosten, Unsicherheiten und 
Verlusten hinsichtlich der Signalqualität verbunden sind, dass der Einsatz bei dieser 
Applikation nicht in Frage kommt.  
Entsprechend den praktischen Erfahrungen mit MW-Signalen, welche im Rahmen der 
Voruntersuchungen zu dieser Arbeit gewonnen wurden, sind hochfrequente Störungen 
stark vom Fahrbahnuntergrund, der Einbauumgebung und dem Abstrahlwinkel abhängig. 
So ist die Gefahr massiver Artefakte durch Verletzung des Abtasttheorems [Shan] 
gegeben. Die Signale des flach strahlenden MW-Transceivers lassen sich ohne wirksa-
me analoge Sicherung des Abtasttheorems häufig gar nicht auswerten. 
Aber auch das Umschalten der Abtastrate selbst muss kritisch gesehen werden. Die 
Abtastfrequenz des A/D-Wandlers kann man durch Vorteiler aus dem Systemtakt bei 
hohen Abtastraten nur mit einer Auflösung von maximal 8 oder 9 Bits einstellen. Für ein 
Frequenzauswerteverfahren, welches nach jedem Abtastwert die Abtastfrequenz als 
direkte Regelgröße neu bestimmt, ergibt sich daraus eine systematische Einschränkung 
in seiner erreichbaren Genauigkeit. 
Bei einer Verarbeitung von Signalabschnitten wird die Abtastrate vor dem Einlesen eines 
Blockes festgelegt und bleibt bis zu dessen Abschluss konstant. So ist es möglich, eine 
gegenüber der (stückweise) konstanten Abtastfrequenz in ihrer Genauigkeit nicht 
systematisch beschränkte Korrektur zu errechnen. Diese Korrektur kann aber erst bei 
der Abtastung des übernächsten Blockes berücksichtigt werden, denn der nächste Block 
wird bereits während der Verarbeitung eingelesen. Der daraus entstehende zeitliche 
Versatz verursacht neben zusätzlichen Verzögerungen erhebliche Abweichungen vom 
gewählten Arbeitspunkt bei einer schnellen Frequenzänderung im Beschleunigungsfall. 
So nimmt die Wirkung von Nichtlinearitäten weiter zu und die erreichbare Genauigkeit 
sinkt. Durch den Zwei-Block-Abstand zwischen Parameteranpassungen und deren 
Wirkung kommt es ohne dämpfende Maßnahmen zur Herausbildung einer weitgehend 
unabhängigen geraden und ungeraden Blockfolge mit jeweils entkoppelter Fehlerfort-
pflanzung. Deshalb müssen weitere Verzögerungen und noch größere Abweichungen 
vom Arbeitspunkt hingenommenen werden, um dem System durch Bedämpfung diese 
Schwingneigung zu nehmen. 
Zusammenfassend kann also festgestellt werden, dass ein wirksames Anti-Aliasing-Filter 
notwendig ist, welches jedoch mit den verfügbaren elektronischen Bauteilen in der 
Hardwareentwurfsphase des Projektes zu Beginn dieser Arbeit als analoge Schaltung 
mit einem vertretbaren Aufwand nicht in seinem Frequenzgang variabel realisierbar war. 
Eine physikalische Nachführung der Abtastfrequenz kann darüber hinaus systematische 
Fehler nach sich ziehen. Deswegen verbleibt als gangbarer Weg (Abb. 2.3), die Abtas-
tung mit einer festen Frequenz zu realisieren und anschließend eine entsprechende 
digitale Aufbereitung der Abtastdaten durchzuführen. Bei dem derzeitigen Trend 
hinsichtlich der Kostenentwicklung bei programmierbaren analogen und digitalen 
Bauteilen wird dies trotz des höheren Implementierungsaufwandes auch bei kleinen und 
mittleren Stückzahlen in absehbarer Zukunft der effizientere Weg bleiben.  
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Um den digitalen Aufwand gering zu halten und Schwebungseffekte zwischen den 
Kanälen zu vermeiden, sollten trotz unterschiedlicher zu erwartender Dopplerfrequenzen 
die Signale beider Mikrowellen-Frontends mit der gleichen Frequenz abgetastet werden. 
Das lässt auch die Verwendung eines preisgünstigen monolithischen Mehrfachwandlers 
zu. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 2.3:  Schematischer Aufbau für den geplanten Sensor bei fester Abtastrate; Erweiterungsmöglich-
keiten sind schraffiert dargestellt 
In den die digitale Aufbereitung beschreibenden Kapiteln 4, 5, 6, 7 und 8 werden 
aufgrund der typischen zu hohen Frequenzen hin abfallenden Amplitude im Doppler-
spektrum ebenfalls vereinfachende Annahmen getroffen. Davon geht allerdings keine 
Gefährdung der Systemstabilität und Zuverlässigkeit durch eine Verletzung des Abtast-
theorems aus. Der Einsatz vereinfachter nichtidealer Filtercharakteristiken führt erst bei 
extremen, unter realen Einsatzbedingungen nicht beobachteten Störintensitäten zu 
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messbaren Abweichungen. Außerdem würde auch in diesem Fall durch die Zuverlässig-
keitseinschätzung innerhalb der Auswertung die Störung erkennbar bleiben und bei der 
Ergebnisbildung, sowie Selbsteinschätzung der Ergebniszuverlässigkeit ([Kaku4 ]), Be-
rücksichtigung finden. 
Die Integration eines Beschleunigungssensors wurde zu Projektbeginn als zu kostenin-
tensiv im Vergleich zum wahrscheinlich erreichbaren Nutzen bewertet und verworfen. 
Monolithische Beschleunigungssenoren [Anlg ] im nutzbaren Preissegment besitzen 
erhebliche Temperaturdriften. Darüber hinaus verursachen die zwischen den Exempla-
ren stark schwankenden Kennlinien im Zusammenhang mit der notwendigen vektoriellen 
Nickwinkelkorrektur [Jopp] hohe Abweichungen. Trotzdem nehmen verschiedene 
Textstellen der Arbeit auf diese Erweiterungsmöglichkeit Bezug. Die Beschreibung der 
Hardwareerweiterung zur Beschleunigung der Signalverarbeitung erfolgt im Anhang und 
lässt sich nachträglich in ohnehin verfügbare programmierbare Logikbausteine integrie-
ren. 
Der analoge Tiefpass kann wegen der festen cut-off-Frequenz sehr einfach durch 
Standardbauelemente mit hoher Güte realisiert werden. Die cut-off-Frequenz richtet sich 
dabei nach der höchsten erwarteten Dopplerfrequenz (siehe {2.4}). 
 
2.4 Differenzierung in zwei Auswerteverfahren  
Die gleichzeitige Erfüllung der Ansprüche bezüglich Genauigkeit {1.2} und Zuverlässig-
keit erfordert teilweise entgegengesetzte Strategien. So lässt die in Abb. 2.1 dargestellte 
Reglerstruktur für die Abtastrate eine hohe Genauigkeit erwarten. Sie ist aber, aufgrund 
ihrer im Verhältnis zum aufzulösenden Geschwindigkeitsbereich geringen Auswerte-
bandbreite, auf störanfällige Schätzwerte mit ungewisser Fehleroffenbarung angewie-
sen.  
Deshalb kann man nicht von der Realisierbarkeit eines universellen Auswerteverfahrens 
ausgehen. Es müssen Voraussetzungen für die parallele Auswertung der Mikrowellen-
dopplersignale nach verschiedenen Strategien geschaffen und auch bei der Ermittlung 
des Geschwindigkeitsschätzwertes für die Ausgabe die Verknüpfung verschiedener 
Teilergebnisquellen ermöglicht werden.  
Die in Abb. 2.4 umrissene Planung des Auswerteverfahrens sieht deshalb zwei Teilver-
fahren vor, welche sich unabhängig voneinander einerseits auf Genauigkeit und 
andererseits hinsichtlich der Zuverlässigkeitsansprüche optimieren lassen. Eine hohe 
Zuverlässigkeit des Gesamtsystems kann allerdings nicht durch ein unabhängiges 
Teilverfahren allein erreicht werden, sondern entsteht durch die Auswertung der 
Ergebnisse und Zuverlässigkeitseinschätzung beider Teilverfahren im Voter [Mont ]. 
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Abb. 2.4:  Schematischer Überblick des Gesamtauswerteverfahrens 
 
Wegen der angestrebten hohen Genauigkeit für das modellbasierte Teilverfahren 
müssen Kompromisse bezüglich dessen Zuverlässigkeit vor allem in der auswertbaren 
Bandbreite und Fortpflanzung von Abweichungen eingegangen werden. Diese soll das 
breitbandige Teilverfahren kompensieren und auch die für das Bewegungsmodell 
benötigten Initialisierungswerte liefern. Es erfordert im Gegensatz zur modellbasierten 
Auswertung die Orientierung auf ein einfaches und sicher zu findendes spektrales 
Merkmal des Dopplersignals. Die Frequenz mit maximaler Amplitude, die spektrale 
Maximumposition, erfüllt diese Anforderung. 
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Tab. 2.1:  Vergleich der Teilauswerteverfahren 
 modellbasierter 
Auswertealgorithmus 
breitbandiger 
Auswertealgorithmus 
optimiert auf Genauigkeit ergänzende Auswertung zur 
Erhöhung der Zuverlässigkeit 
Merkmale kann zurückliegende Teilergeb-
nisse berücksichtigen, bandbe-
grenzte Auswertung möglich 
rückwirkungsfrei, 
wertet das gesamte Doppler-
frequenzspektrum gleichzeitig aus 
Fremdinitialisierung 
notwendig 
ja nein 
Ergebnis zeitkontinuierliches  
Bewegungsmodell 
zyklisch aktualisierter Geschwindig-
keitsbereich 
Signalquelle MW-Transceiver mit 
flachem Abstrahlwinkel  
MW-Transceiver mit  
steilem Abstrahlwinkel 
Kapitel 6, 7, 8  4, 6 
Zuverlässigkeits-
einschätzung des 
Teilergebnisses 
ja ja 
ausgewertetes  
spektrales Merkmal 
hochfrequente Flanke der  
spektralen Dopplerstruktur 
Frequenz maximaler Amplitude 
Fahrtrichtungs-
erkennung 
ja ja 
 
Der breitbandigen Auswertung muss eine im Vergleich zum modellbasierten Verfahren 
(Tab. 2.1) höhere systematische Abweichung zugestanden werden. Da die Ergebnisse 
dieses Teilalgorithmus aber mit Ausnahme des extremen Niedriggeschwindigkeitsberei-
ches (ausführlich in Kapitel 3.4.3) in Plausibilitätstests Verwendung finden, sind meist 
keine direkten Auswirkungen auf die Ergebnisgenauigkeit zu erwarten. Voruntersuchun-
gen von stationären Signalen des steilstrahlenden Transceivers führen zu der relativen 
Abweichungsabschätzung in {2.14}. 
   
 _ 0,065∆ ≤rel msv  {2.14} 
   
  ∆vrel_ms zu erwartende relative Geschwindigkeitsabweichung bei der Auswertung des spek-
tralen Leistungsmaximum im Signal des steilstrahlenden Transceivers  
   
Die parallele Ausführung zweier weitgehend unabhängiger Auswerteverfahren erfordert 
die Anwendung von Techniken eines eingeschränkt kooperativen aber echtzeitfähigen 
Multitasking [Hube]. Besonders wird dies an der Strukturierung der Verarbeitung 
(Abb. 2.5, Tab. 2.2) in Abhängigkeit des anfallenden Datenvolumens deutlich. Dem DSP-
System werden mehrere 100 kByte/s an Abtastdaten zugeführt. Der zur Verfügung 
stehende Datenspeicher des Systems kann nur einen Bruchteil davon aufnehmen, so 
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dass eine zeitkritische Vorverarbeitung zur Reduktion des Datenaufkommens einer 
Zwischenspeicherung zur zeitlichen Entkoppelung vorangehen muss. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 2.5:  Schematischer Datenweg 
Tab. 2.2:  Eigenschaften der Signalverarbeitungsebenen in Abb. 2.5 
 Vorverarbeitung Hauptberechnung 
Priorität hoch 
(Interruptebene)  
niedrig 
(Anwendungsebene) 
Aufrufhäufigkeit ca. 10000 x pro Sekunde je nach Rechenlast  
Aufgabe Datenaufbereitungs- und 
Kontrollfunktionen 
Rechenintensive  
Verarbeitungsschritte 
Echtzeitverhalten zeitkritisch  größerer zeitlicher Spielraum 
(ca. 5-50 ms) 
Art der Abarbeitung kurze Programmabschnitte 
definierter Ausführungszeit;
zyklische Abarbeitung und 
Ressourcenfreigabe 
längeranhaltende Nutzung der 
Systemressourcen 
Abtastdaten 
Abtastung 
(A/D-Wandlung) 
Vorverarbeitung 
Haupt- 
berechnung 
Ergebnisbildung 
Voter 
Interrupt- 
ebene 
Anwendungs- 
ebene 
Ring- 
puffer 
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3 Betrachtung bekannter Frequenzauswerteverfahren 
3.1 Einteilung der Auswerteverfahren 
Als Ausgangspunkt zur Wahl der geeigneten Frequenzanalyseverfahren für die beiden 
Auswertealgorithmen sollen zuerst die in der Literatur beschriebenen grundsätzlichen 
Verfahren betrachtet werden. Darauf aufbauend kann dann die quantitative Untersu-
chung aussichtsreicher Ansätze beginnen. 
Folgende Kategorien von Verfahren zur Frequenzanalyse von Signalen lassen sich 
zusammenfassen: 
• einfache Frequenzauswerteverfahren im Zeitbereich 
• modellbasierte spektrale Schätzverfahren im Zeitbereich 
• die Verfahren der Joint Time-Frequency Analysis 
Nur die Verfahren der ersten Kategorie liefern eine direkte Ergebnisfrequenz. Das Spek-
tralmodell der Schätzverfahren hat seinen Bezug im Zeitbereich und muss erst in den 
Frequenzbereich übertragen und dort ausgewertet werden. Die letzte Kategorie der 
Frequenztransformationen dient der Berechnung von Spektren, welche anschließend 
ebenfalls noch Bewertungsverfahren zur Ergebnisfindung erfordern. 
Entsprechend der allgemeinen Definition der Abtastzeit als Reziprokwert der Frequenz 
kann unter Berücksichtigung der Geschwindigkeits-Frequenz-Proportionalität {2.2} und 
dem für die Auswertung als notwendig vorausgesetzten Oversampling {2.1} eine 
allgemeine Abschätzung für die zur Auswertung einer bestimmten Geschwindigkeit 
notwendigen Abtastzeit getroffen werden: 
 
 
1( ) ≤
⋅ ⋅
a a
S a over
T v
f v k
 {3.1} 
 
  kover Mindestoversampling zur geschätzten Dopplerfrequenz (Kapitel 2) 
  fS  ortsbezogene Dopplerfrequenz (Kapitel 2) 
  va Bezugsgeschwindigkeit für die Abtastung 
  Ta(va) Abtastzeit, von va abhängig 
   
Die minimalen Abtastzeiten beider Auswerteverfahren ergeben sich aus {3.1} unter 
Berücksichtigung des auszuwertenden Geschwindigkeitsbereiches {1.1}. Hierbei wird 
der angestrebten Gleichheit der physikalischen Abtastrate für beide Transceiversignale 
(Kapitel 2) Rechnung getragen und ein gemeinsamer Minimalwert berechnet: 
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  Ta_phys  physikalische Abtastzeit für beide Auswertungsvarianten 
3.2 Einfache Frequenzauswerteverfahren im Zeitbereich 
Es existiert ein Vielzahl einfacher Frequenzauswerteverfahren, welche auf dem 
Zählen markanter Ereignisse im Signalverhalten, wie Nullstellen, Maxima, dem 
Passieren von Schwellwerten oder der mittelnden Auswertung von Phasenbeziehun-
gen beruhen. Eine vergleichende Zusammenstellung kann man [Kirm] und [Lehb] 
entnehmen. Auch die für Mikrowellen-Dopplerauswertung genutzten PLL-Applika-
tionen [Marg ], [Liss Kap. 4], welche bereits eine einfache Frequenzschätzung implizie-
ren, greifen auf diese Basisverfahren zurück und zeigen deshalb ähnliche Unzuläng-
lichkeiten.  
Der für die erfolgreiche Auswertung notwendige sehr hohe Signal-Rauschabstand 
verhindert grundsätzlich den Einsatz dieser einfachen Verfahren bei der Signalanaly-
se des flach strahlenden Transceivers. Das ungenügende Verhalten bei Signalen mit 
mehreren spektralen Komponenten lässt sie auch nicht für die zuverlässige breitban-
dige Auswertung in Frage kommen.  
3.3 Modellbasierte spektrale Schätzverfahren im Zeitbereich 
Eine Einführung in die umfangreiche Theorie der parametrischen Signalschätzungen in 
Zeitserienmodellen findet man unter den Stichworten ARMA, AR und MA zum Beispiel in 
[Kay], wogegen sich die folgenden Ausführungen eher auf deren Eigenschaften konzen-
trieren. 
Diese Verfahren werden hier betrachtet, da ihre Anwendung häufig für Doppleraus-
wertung von Ultraschallsignalen [Mara], [Vait ] erfolgt. Für die MW-Sensorik wurden 
Applikationen von [Lehb], [Jopp], [Hai ] und [Jabs] veröffentlicht. Allerdings beschrän-
ken sich die beschriebenen Verfahren mit einer Ausnahme bei [Jopp] ausschließlich 
auf die Maximumsuche im Doppler-Leistungsspektrum. In den Arbeiten wird jeweils 
besonders die hohe Konvergenzgeschwindigkeit des Verfahrens hervorgehoben. 
Der zentrale Gedanke dieser Auswertemethoden besteht in der Annahme, dass das 
zu untersuchende Signal durch die Ergebnisse eines Modellprozesses (Abb. 3.1) 
geschätzt werden kann. Die Abweichung der Schätzung vom tatsächlichen Signal 
dient zur Nachführung der Prozessparameter. Ein mit weißem Rauschen angeregtes 
lineares System bildet den Prozess, dessen Übertragungsfunktionsparameter als 
Modell zu verstehen sind. Die Wahl des Modells und der Modellordnung ist dabei von 
entscheidendem Einfluss auf die Zuverlässigkeit und Genauigkeit des Verfahrens. Es 
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kann nach der Modellübertragungsfunktion allgemein zwischen AR ([Jopp], [Lehb], 
[Hai ]) und MA Modellen unterschieden werden. 
 
 
 
 
 
 
 
 
 
 
 
Abb. 3.1:  Modellsystem für einen Rauschprozess (Quelle [Kamm] Kap. 8) 
  H(z) Übertragungsfunktion des Modellprozesses 
   
AR-Modelle sind vor allem zur Schätzung von spektralen Amplitudenmaxima geeignet, 
welche durch die Polstellen der Modellfunktion repräsentiert werden [Thom]. Die 
Berechnung der Polstellen kann bei der Nutzung von Fixpoint-Arithmetik, wie sie der 
DSP56002 bietet, durch Rundungseffekte zu ungenauen Ergebnissen führen [Arun]. 
Eine gute Annäherung der spektralen Verhältnisse im Bereich niedriger Intensitäten 
erfordert nach [Thom] dagegen das MA-Modell. Für die Anpassung des gesamten 
Bereiches vom spektralen Maximum bis zum Fußpunkt der spektralen Flanke, wie es für 
die Flankenauswertung (ausführlich in Kapitel 7) notwendig wäre, kann bei praktikabler 
Modellgröße deshalb nur ein aufwendiges ARMA-Modell Verwendung finden. 
Die Anzahl der zu schätzenden Parameter in der Modellübertragungsfunktion ist im 
allgemeinen gering gegenüber der für eine vergleichbare spektrale Auflösung notwendi-
gen Zahl von Frequenzbändern einer diskreten Spektralzerlegung. Allerdings setzt dies 
die Interpretation der zeitlichen Übertragungsfunktion des Schätzprozesses im Fre-
quenzbereich voraus. Es ist möglich, dafür wiederum eine diskrete Spektralzerlegung 
anzuwenden ([Kamm]). Das senkt aber die prinzipiell beliebig feine Frequenzauflösung 
des Parametermodells auf das Frequenzraster der Zerlegung und beansprucht erhebli-
che zusätzliche Rechenzeit gegenüber der direkten Anwendung der Spektralzerlegung. 
Für spezielle Übertragungsfunktionen können die Frequenzmaxima aber auch durch 
Auswertung der analytischen Ableitungen der spektralen Amplituden- oder Leistungs-
dichtefunktion gefunden werden ([Lehb], [Jopp Kap. 4.1.1.4]). Das erfordert die Be-
schränkung auf wenige Modellparameter. Es ist sehr ungewiss, ob der im Verhältnis zum 
gesamten modellierten Frequenzbereich relativ kleine Bereich der spektralen Flanke 
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(ausführlich in Kapitel 7) durch diese wenigen Parameter hinreichend angepasst werden 
kann.  
Das von [Jopp Kap. 4.2.3.3] vorgeschlagene vereinfachte Verfahren zur spektralen 
Flankenlokalisierung mit einem AR-Notch-Filter zeigt im Einsatz unter den verschiede-
nen bahntechnischen Betriebszuständen weder eine ausreichende Genauigkeit noch die 
notwendige Stabilität. Der Ansatz einer genauen und zuverlässigen Flankenanpassung 
mit wenigen Parametern und ohne MA-Anteil ist, wie die eingangs diskutierten Literatur-
quellen zeigen, wahrscheinlich nicht realisierbar.  
Im Falle einer breitbandigen Spektralschätzungen ist die Aussagekraft des Parameter-
modells unter den zu erwartenden Störeinflüssen schwer kontrollierbar und der zu 
erwartende Aufwand an Rechenleistung [Vait ], [Qian1] im Vergleich zur FFT (siehe 
unten) sehr hoch. Das Frequenzauswerteprinzip für die beiden geplanten Doppleraus-
werteverfahren würde sich dann unterscheiden und eine jeweils angepasste Störunter-
drückung notwendig werden lassen. Die Möglichkeit einer wissensbasierten Filterung 
(ausführlich in Kapitel 6) könnte wahrscheinlich nicht in einem für die Störunterdrückung 
ausreichendem Umfang genutzt werden. 
Ob die hohe, aber nicht genau bestimmbare Konvergenzgeschwindigkeit der Parame-
termodelle unter günstigen Bedingungen einen entscheidenden Vorteil darstellt, kann 
erst nach der Betrachtung des zeitlichen Verhaltens alternativer Verfahren im Vergleich 
mit den Vorgaben aus Kapitel 1 entschieden werden. Zu erwartende relative Frequenz-
änderungen pro Zeiteinheit sind beim Geschwindigkeitsdopplerradar deutlich geringer 
als im Haupteinsatzgebiet der Parameterschätzung von Dopplersignalen (nach der 
Anzahl der Veröffentlichungen), der Blutgeschwindigkeitsmessung mit Ultraschall.  
Obwohl entsprechende Parameterschätzverfahren erfolgreich für die Dopplersignalver-
arbeitung mit geringeren oder unbekannten Ansprüchen eingesetzt werden, ist das 
Entwicklungsrisiko unter den konkreten Randbedingungen erhöhter Zuverlässigkeitsan-
sprüche bei einer Favorisierung dieses Verfahrens als erheblich anzusehen. Es kann 
keine Aussage über die Genauigkeit, Störanfälligkeit, Ausfallsicherheit und fortgesetzte 
Verwendbarkeit des Verfahrens bei Änderungen der MW-Hardware oder der Einsatzbe-
dingungen getroffen werden. Dies ist bei den im folgenden beschriebenen diskreten 
Spektralzerlegungen eher möglich. 
3.4 Die Verfahren der Joint Time-Frequency Analysis 
In der Literatur [Cohe], [Qian], [Boas] wird die Joint Time-Frequency Analysis (JTFA; 
kombinierte Zeit-Frequenz-Analyse) als Zusammenstellung verschiedener Verfahren zur 
diskreten Frequenzanalyse zeitlich veränderlicher (instationärer) Signale vorgestellt. 
Als Ausgangspunkt wird dabei einheitlich die klassische funktionalanalytische Fou-
riertransformation gewählt, welche einen unbeschränkten Wertebereich besitzt. Die 
daraus entstehenden Ansprüche an ein in seinen Frequenzanteilen zeitlich unveränderli-
ches (stationäres) Signal versuchen die Verfahren der JTFA auf verschiedene Weise für 
die Auswertung zeitlich diskreter instationärer Signale zu überwinden. Ihr Einsatz ist vor 
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allem dann sinnvoll, wenn wie in Kapitel 1 und 2 formuliert, sowohl Vorgaben für die 
minimale Frequenzauflösung innerhalb einer auszuwertenden Mindestbandbreite 
existieren ({2.2}, {2.4}), als auch eine möglichst hohe zeitliche Auflösung des nicht 
stationären Signals gewünscht ist [Chen]. Die JTFA beschäftigt sich mit der Kooptimie-
rung der Zeit- und Frequenzauflösung, wobei sich die jeweils erreichbare Genauigkeit 
gegenseitig bedingt beziehungsweise ausschließt. In der Unschärferelation der diskreten 
Frequenzanalyse {3.3} [Cohe Kap. 6.8], [Qian Kap. 2.5] kommt das zum Ausdruck. 
 
 ∆ ⋅ ∆ ≥ At f η  {3.3} 
   
  ∆t Unschärfe der zeitlichen Auflösung 
  ∆f Unschärfe der Frequenzauflösung 
  ηA Abweichungsschwelle für Unschärferelation 
   
Diese Arbeit wählt eine vereinfachte Unterscheidung der aussichtsreichsten Verfahren in 
blockorientierte und kontinuierliche Frequenztransformationen. Dadurch ist die Zuord-
nung des Waveletalgorithmus erschwert, welcher in beiden Varianten auftreten kann. 
Sie gestattet es aber, die für die Implementierung günstige Diskrete Fourier-
Transformation (DFT) zum Ausgangspunkt der sich anschließenden Parametrierung 
auszusuchen.  
3.4.1 Blockbasierte spektrale Transformationen in diskrete Frequenzbänder 
Als direkte Weiterentwicklung der blockbasierten DFT wird in [Qian Kap. 3.1], 
[Cohe Kap. 7] die aus der Gabor-Transformation [Gabo] entstandene Kurzzeit-Fourier-
Analyse (STFT oder Spektrogramm) beschrieben. In der angegebenen Literatur führen 
Verbesserungsmaßnahmen hinsichtlich maximaler zeitlicher Auflösung sich schnell 
verändernder Frequenzanteile bei hohem Rauschen schließlich zur Wigner-Ville-
Distribution (WVD) und ihren Spezialvarianten [Boas2]. Diese Optimierung wurde aber 
vor allem von den Anforderungen der Objekterkennung bei der zivilen und militärischen 
Radarortung [Qian Kap. 10], sowie der Auswertung seismischer Signale [Qian] vorange-
trieben. Sie ist mit erheblichem Rechenaufwand verbunden [Boas2] und von starken 
Artefakten bei Signalen mit mehreren Frequenzkomponenten begleitet 
[Cohe Kap. 8.11, 8.7]. Für die Auswertung von Geschwindigkeitsdopplersignalen bei 
Bahnfahrzeugen ist nicht unbedingt eine maximale zeitliche Auflösung erforderlich, da 
die Signalkomponenten der statistisch verteilten Streukörper im Gleisbett nicht einzeln 
aufgelöst werden müssen. Die mögliche relative Frequenzänderung über der Zeit ist im 
Vergleich zu den beschriebenen Schlüsselanwendungen moderat. Dagegen sind beim 
Bahneinsatz die potentiellen Möglichkeiten von Störeinflüssen derart erheblich, dass die 
intensitätsstarken Frequenz-Artefakte der WVD eine wirkungsvolle Störunterdrückung 
bei hoher zeitlicher Auflösung als schwer realisierbar erscheinen lassen. So wäre 
zumindest eine zeitliche Glättung der WVD-Spektralinformationen vor ihrer Auswertung 
notwendig. Nach [Qian Kap. 5.4] ist das hinsichtlich des Zeitverhaltens nahezu identisch 
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mit dem Einsatz der wesentlich weniger rechenaufwendigen und vom Prinzip aus 
artefaktarmen STFT für die Zeit-Frequenz-Zerlegung. Über die Unschärferelation {3.3} 
kann man dann eine Mindestauflösung der Frequenz abschätzen. 
Das sich bei den blockbasierten Verfahren als Favorit darstellende STFT-Verfahren 
beinhaltet in seinem Kern die Ausführung einer DFT, welche durch folgende flankierende 
programmtechnische Maßnahmen in ihrer Zeit- und Frequenzauflösung optimiert wird:  
• Die Blöcke des Ausgangssignales werden einer, um den Auswertezeitpunkt in der 
Blockmitte zentrierten, zeitlichen Fensterung unterworfen. 
• Für die breitbandige Verarbeitung erfolgt eine gemeinsame Auswertung mehrerer 
Transformationsergebnisse in sogenannten Zeit-Frequenz-Elementarzellen 
([Boas], [Teic]). 
• Es wird eine gleitende zeitliche Fensterung auf die Ausgangsdaten vor der 
Frequenztransformation angewendetet.  
• Die zeitlichen Blockgrößen werden an die auszuwertenden Frequenzen angepaßt. 
Die zeitzentrierte Fensterung ist eine Maßnahme zur Verbesserung der Zeitauflösung 
durch die STFT [Qian]. Sie verringert im allgemeinen nicht die für Echtzeitanwendungen 
entscheidende Verzögerung der Ergebnisse bei der Auswertung. Wie sich zeigt 
(detailliert in Kapitel 4 und 6), kann diese Fensterung sogar die Dopplerauswertung 
zusätzlich verzögern, so dass sie keinen Eingang in das zu konstruierende Auswertever-
fahren findet.  
Entsprechend der Aufgabenteilung der Messverfahren in Tab. 2.1 ist der Ansatz zeitlich 
überlappender angepasster Signalabschnitte besonders für den genauen Algorithmus 
wichtig. Das rückwirkungsfreie breitbandige Verfahren kann man dagegen dem Teilas-
pekt der parallelen Verarbeitung mehrerer Transformationsergebnisse zuordnen. Aus der 
Unschärferelation {3.3} ergibt sich für beide Verfahren die Forderung nach Anpassung 
der Signalblockgrößen an die jeweils erwartete Frequenz. 
3.4.2 Eigenschaften der Diskreten Fourier-Transformation 
Die Diskrete Fourier-Transformation (DFT) bietet sich aus mehreren Gründen als 
Ausgangspunkt für die Betrachtungen und als Vergleichsgrundlage für weitere Verfahren 
an. Neben ihrem gut interpretierbaren, die gesamte Signalinformation enthaltenden 
Ergebnisspektrum ist sie vor allem wegen der hohen Verarbeitungsgeschwindigkeit und 
der allgemeinen Verfügbarkeit von optimierten FFT-Bibliotheksfunktionen auf DSP-
Systemen [Sohi
 
] interessant. Diese hocheffizienten Berechnungsverfahren beruhen 
wegen der Annahme einer äquidistanten Frequenzteilung auf der Symmetrie und den 
ganzzahligen Teilerverhältnissen der sin/cos-Basisfunktionen [Kamm Kap. 6]. Für den 
vorgegebenen Prozessor wird in den Implementierungsbeispielen [Sohi
 
] folgende Anzahl 
von Operationen zur Berechnung einer komplexen FFT angegeben: 
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 _
ln( ) 3 ln( ) 3( ) ( )
ln(2) 2 ln(2) 2
⋅
= ⋅ = ⋅FFT FFT rel
N N NO N O N  {3.4} 
  
 
 
  N Länge des transformierten Datenblockes, Zweierpotenz 
  OFFT Anzahl der zur Berechnung der komplexen FFT notwendigen Operationen 
  OFFT_rel Anzahl der zur Berechnung der komplexen FFT notwendigen Operationen bezogen 
auf einen Datenwert 
   
Eine hervorragende Eigenschaft der komplexen FFT besteht in der Möglichkeit, 
Phasenverschiebungen analytischer Signale gemeinsam mit spektralen Eigenschaften 
verarbeiten zu können. In welcher Weise sich die Richtungsinformationen der Doppler-
signale im FFT-Spektrum darstellen, wird im folgenden erläutert. 
Für die Transformation in diskrete Fourierspektren sind in der Literatur [Kamm Kap. 5] 
unter anderem folgende Eigenschaften aufgeführt:  
 
 ( )FFT ( ) ( ) 0... 1x k X fi fi N= = −  {3.5} 
 ( )1 2 1 2FFT ( ) ( ) ( ) ( )⋅ + ⋅ = ⋅ + ⋅a x k b x k a X fi b X fi  {3.6} 
 ( ) ( )**FFT ( ) ( )= −x k X N fi  {3.7} 
 
  X,X1,X2 diskrete Spektren, indiziert durch fi 
  fi Frequenzindex zwischen 0 und N –1 
  a,b beliebige komplexe Faktoren 
 
Wendet man die Identitäten {3.5} und {3.7} auf die idealen analytischen Dopplersignale 
{2.11} an, so ergibt sich für die Spektren der beiden Bewegungsrichtungen: 
 
 ( )( )*( ) = −rück vorX fi X N fi  {3.8} 
   
  Xrück Spektrum des idealen Dopplersignals bei Rückwärtsfahrt 
  Xvor Spektrum des idealen Dopplersignals bei Vorwärtsfahrt 
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Selbst wenn man nun mit einer Betragsbildung die spektralen Phaseninformationen in 
{3.8} vernichtet, so kann doch von der Position der Spektrallinie in {3.9} noch auf die 
Bewegungsrichtung und damit auf die Phasenbeziehung der analytischen Ausgangssig-
nalkomponenten untereinander geschlossen werden. Aus dem Zeitbereich geht  lediglich 
die Phasenverschiebung gegenüber der Fensterung verloren, welche ohnehin zufälligen 
Charakter besitzt. 
   
 ( ) ( )= −rück vorX fi X N fi  {3.9} 
   
 
Die Einhaltung des Abtasttheorems [Kamm Kap. 2] vorausgesetzt, erfolgt an dem der 
halben Abtastrate zugeordneten Frequenzindex fi = N/2 im Betragsspektrum ein 
Übergang von einem aufsteigend adressierten Teil zu einem absteigenden spektralen 
Abbild des gleichen Frequenzbereiches, welcher hier anschaulich als Bereich der 
Spiegelfrequenzen bezeichnet wird. Der Gleichspannungsanteil bei der Frequenz 0 ist 
dabei nicht Bestandteil des Spiegelspektrums, da er an der nicht mehr berücksichtigten 
Frequenzstützstelle N den Anschluss zur periodischen Fortsetzung [Kamm Kap. 5] des 
Spektrums bilden würde.  
Nach {3.6} kann die gewonnene Aussage auch durch den Superpositionsansatz 
(Kapitel 2.1.2) auf reale Dopplersignale mit vielen sich überlagernden Frequenzanteilen 
verallgemeinert werden, solange die Annahme der richtungsabhängigen Phasenver-
schiebung annähernd erfüllt bleibt. Im FFT-Spektrum der MW-Transceiver-Signale sind 
deshalb Dopplerstrukturen sowohl im normalen Frequenzbereich, als auch im Bereich 
der Spiegelfrequenzen zu finden. Je nach Bewegungsrichtung überwiegt aber deutlich 
die Leistung in einem der Teilspektren. Bei Kenntnis der ungefähren Lage und des Aus-
maßes der spektralen Dopplerstruktur (Kapitel 2) ermöglicht also ein simpler Vergleich 
der aufsummierten Leistungsdichten die Erkennung der Bewegungsrichtung, die auch 
bei erheblichem Störsignalpegel im Restspektrum möglich ist. 
Die erreichbare Auflösung im Frequenzbereich ist nach {3.3} bereits vollkommen durch 
diejenige im Zeitbereich spezifiziert [Qian1]. Deshalb können im Gegensatz zu anderen 
beschriebenen Frequenzauswerteverfahren grundlegende Parameter, wie notwendige 
Blockgrößen, entstehende Verzögerungen und der Berechnungsaufwand für die 
Auswerteverfahren direkt aus den Vorgaben (Kapitel 1 und 2) abgeschätzt und so die 
Eignung der FFT verifiziert werden. 
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 {3.10} 
 
  ∆f Unschärfe der Frequenzauflösung 
  ∆t zeitliche Unschärfe bzw. Verzögerung 
  N Blockgröße der FFT 
  Ta Abtastzeit 
   
Damit stellt ∆f  in {3.10} eine untere Schranke für den spektralen Abstand zweier gerade 
noch unterscheidbarer Sinusschwingungen im Zeitsignal dar. Die minimale zeitliche 
Abweichung kann in {3.10} auf die Einlesedauer eines halben Blockes festgelegt 
werden.  
 
3.4.3 Parameterabschätzung für Verfahren auf der Grundlage der FFT 
Anhand der grundlegenden Identitäten {2.2}, {2.5} und {3.10} kann man nun auf die 
notwendige Blocklänge eingehen. Für die Abschätzung der Blockgröße in {3.11} wird 
vorerst eine eventuelle Beschränkung (z.B. auf ganzzahlige 2er-Potenzen) vernach-
lässigt, da so die erstellten Graphen besser interpretierbar sind. 
 
    
1( )
( ) ( )
≥
⋅ ⋅∆a a S
N v
T v f v v
     {3.11} 
   
  fS  ortsbezogene Dopplerfrequenz  
  N(v) geschwindigkeitsabhängige, minimal notwendige Blockgröße ohne Anpassung auf 
ganzzahlige Potenzen von 2 
  v Schätzwert Fahrzeuggeschwindigkeit 
  va Bezugsgeschwindigkeit für die Abtastung 
  Ta(va) Abtastzeit, von va abhängig 
  ∆v(v) maximal tolerierte Geschwindigkeitsabweichung, von v abhängig 
 
Die maximal tolerierte Geschwindigkeitsabweichung lässt sich aus den Randbe-
dingungen der Vorbetrachtungen auf zweierlei Weise abschätzen. Einerseits können die 
Zielvorgaben {1.2} und {2.14} für die zu erreichende Genauigkeit zur Dimensionierung 
Verwendung finden: 
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 {3.12} 
   
  v geschätzte Fahrzeuggeschwindigkeit  
  ∆v(v)Flanke  maximal tolerierte Geschwindigkeitsabweichung bei der Geschwindigkeit v für die 
genaue Auswertung (Flankenanpassung) 
  ∆v(v)ms  maximal tolerierte Geschwindigkeitsabweichung bei der Geschwindigkeit v für die 
breitbandige Auswertung (spektrales Maximum) 
  ∆vrel  Vorgabe relative Abweichung der Geschwindigkeit für genaues Verfahren (Kapitel 1) 
  ∆vrel_ms  Vorgabe relative Abweichung der Geschwindigkeit für breitbandiges Verfahren  
  ∆vabs  Vorgabe absolute Abweichung der Geschwindigkeit (Kapitel 1) 
   
Gleichzeitig müssen aber neben dem bereits berücksichtigten Oversampling-Faktor 
({2.1}) auch die relativen Geschwindigkeitsauflösungen ({2.3}) für die Auswertbarkeit des 
Spektrums eingehalten werden. 
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∆ ≤ ⋅∆
∆ ≤ ⋅∆
 {3.13} 
   
  ∆vD_Flanke relative Geschwindigkeitsmindestauflösung zur Auswertung mit der Flankenanpas-
sung (Kapitel 2) 
  ∆vD_ms relative Geschwindigkeitsmindestauflösung zur Auswertung mit Maximumsuche 
(Kapitel 2) 
   
Wie in Abb. 3.2 und Abb. 3.3 erkennbar, existieren bei beiden Verfahren innerhalb des 
auszuwertenden Geschwindigkeitsintervalls verschiedene Bereiche, wo jeweils eine der 
beiden Bedingungen die entscheidende ist. 
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Abb. 3.2:  Darstellung der tolerierten Geschwindigkeitsabweichung für die Auswertung der Signale des 
flachstrahlenden Transceivers mit fester Abtastrate 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 3.3:  Darstellung der tolerierten Geschwindigkeitsabweichung für die Auswertung der Signale des 
steilstrahlenden Transceivers mit fester Abtastrate 
Das globale Minimum der tolerierten Geschwindigkeitsschwankung {3.14} liegt erwar-
tungsgemäß im Bereich niedriger Geschwindigkeiten, wo eine hohe absolute Geschwin-
digkeitsauflösung zur Erkennung der Dopplerstruktur notwendig ist. Dementsprechend 
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dominiert dort auch die Bedingung {2.3}, durch welche die spektrale Auflösbarkeit 
sichergestellt wird. Für hohe Geschwindigkeiten bestimmt dagegen die Abweichungs-
vorgabe {1.1} das Gesamtverhalten. 
 
 ∆ = ⋅∆min min Dv v v  {3.14} 
   
  v∆min  Minimalwert der maximal tolerierten absoluten Geschwindigkeitsabweichung im 
gesamten Geschwindigkeitsbereich für jeweiliges Auswerteverfahren 
  vmin  minimale auszuwertende Geschwindigkeit (Kapitel 1) 
  ∆vD relative Geschwindigkeitsmindestauflösung zur Auswertung mit jeweiligem Verfahren 
 
Zumindest für das genaue Auswerteverfahren wird bereits in Kapitel 2 ein Ansatz mit 
variabler Abtastrate favorisiert. Allerdings besteht noch kein bewährtes Konzept für die 
technische Umsetzung. Zur Entscheidungsfindung können nun für beide Verfahren die 
bei konstanter Abtastrate notwendigen Blocklängen aus {1.1}, {3.1}, {3.11} und {3.14} 
abgeschätzt werden: 
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  Ta_fix geschwindigkeitsunabhängige Abtastzeit, entsprechend vmax gewählt 
  Nfix Blockgröße der FFT bei fester Abtastrate 
  Nfix_flanke Blockgröße der FFT bei fester Abtastrate für genaue Flankenauswertung 
  Nfix_ms Blockgröße der FFT bei fester Abtastrate für die breitbandige Maximumsuche 
 
 
Beide in {3.15} errechneten Mindestblocklängen lassen nur die Schlussfolgerung zu, 
dass ein DSP-System mit den geplanten Leistungsdaten durch die Frequenztransforma-
tion, die Filterung und die Bewertung der anfallenden Daten bei geschwindigkeits-
unabhängiger Abtastrate um Größenordnungen überlastet ist. So bleibt als Ausweg für 
den Lösungsansatz nur eine Variation der Abtastrate. Dabei muss man allerdings 
entsprechend Kapitel 2 eine feste physikalische Abtastrate voraussetzen und deren 
Anpassung über Dezimierung und Filterung softwareseitig realisieren (ausführlich in 
Kapitel 8).  
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Dagegen stellt sich bei einer breitbandigen und rückwirkungsfreien Auswertung die 
Realisierung einer veränderlichen Abtastung problematisch dar. Bevor man aber im 
Kapitel 4 eine Lösung entwickeln kann, ist erst einmal die Bestimmung der Randbe-
dingungen für ein solches Verfahren in {3.16} notwendig. Hierzu werden die Grenzfälle 
der Ungleichungen {3.15} betrachtet und auch für die FFT-Berechnung vorteilhafte 
Blocklängen als ganzzahlige Potenzen von 2 berücksichtigt. 
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 {3.16} 
   
  Ta_prop geschwindigkeitsproportionaler Grenzwert der Abtastzeit 
  Nprop Grenzwert der FFT-Blockgröße bei geschwindigkeitsproportionaler Abtastrate 
  N2prop Grenzwert der FFT-Blockgröße bei geschwindigkeitsproportionaler Abtastrate auf 
ganzzahlige Potenz von 2 aufgerundet 
 
Sowohl die maximale Blocklänge, als auch die minimale Abtastzeit bilden die Randbe-
dingungen für die Frequenztransformation der Signale des flachstrahlenden Transceivers 
bei maximaler Geschwindigkeit. Deswegen ist in diesem Fall auch die größte Rechen-
leistung {3.17} zur Transformation notwendig. 
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Im Vergleich mit den verfügbaren 40 MIPS (Kapitel 1) bleiben noch genügend Reserven 
für die in der gleichen Größenordnung entstehenden Belastungen durch die Störunter-
drückung (Kapitel 6), die Flankenanpassung (Kapitel 7) und die virtuelle Abtastung 
(Kapitel 8) einschließlich einer eventuellen Blocküberlappung.  
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Abb. 3.4: Darstellung der minimal möglichen Blocklänge für die Auswertung der Signale des flachstrah-
lenden Transceivers und Aufrundung auf die nächstgrößere ganzzahlige Potenz von 2 
 
 
 
 
 
 
 
 
 
 
 
 
  
Abb. 3.5:  Darstellung der minimal möglichen Blocklänge für die Auswertung der Signale des steilstrah-
lenden Transceivers und Aufrundung auf die nächstgrößere ganzzahlige Potenz  
von 2 
Während die große Dynamik der Blocklänge im auszuwertenden Geschwindigkeitsbe-
reich (Abb. 3.4) für die Transformation der Signale des flachstrahlenden Transceivers die 
Verwendung verschiedener Blocklängen erfordert, kann dies nach Abb. 3.5 für die 
Auswertung des steilen Transceivers nicht gefolgert werden. Die Verwendung einer 
festen Blocklänge über den gesamten Geschwindigkeitsbereich {3.18} vereinfacht 
10
 
N
 lo
g.
 
0,1 1 10 100 
100
v log. 
in km • h-1  
64
Nprop minimale Blocklänge  
N2prop minimale Blocklänge 
(aufgerundet auf ganzzahli-
ge Potenz von 2) 
1000
 
N
 lo
g.
 
0,1 1 10 100 v log. 
in km • h-1  
Nprop minimale Blocklänge  
N2prop minimale Blocklänge 
(aufgerundet auf ganzzahli-
ge Potenz von 2) 
100
3.4  Die Verfahren der Joint Time-Frequency Analysis 37 
dagegen erheblich das zu entwickelnde breitbandige Auswerteverfahren. Bei den zur 
Auswahl stehenden geringen Blocklängen treten Differenzen im relativen Berechnungs-
aufwand OFFT_rel der FFT gegenüber dem Aufwand bei der Verwaltung, Filterung und 
Auswertung der Spektraldaten in den Hintergrund. 
 
 64=msN  {3.18} 
  
  Nms FFT-Blockgröße für die breitbandige Maximumsuche im gesamten Geschwindig-
keitsbereich  
Die Auswirkungen dieser Festlegungen werden nun hinsichtlich der sich ergebenden 
maximalen Abtastzeit untersucht. Aus den grundlegenden Relationen {1.1}, {3.10}, {3.11} 
und {3.16} ergibt sich in {3.19} ein Intervall für die Wahl der maximalen Abtastzeit bei der 
breitbandigen Auswertung: 
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  Ta_ms_max maximale Abtastzeit für die breitbandige Auswertung 
 
In Abb. 3.6 ist zu erkennen, dass unter einem Grenzwert von etwa 1,6 km • h −1 nur die 
Maximumauswertung eine Unterschreitung der Auswerte-Richtzeit von 250ms ({1.1}) 
gestattet, während die Flankenauswertung unabhängig von der Art der Blockbildung die 
Vorgabe überschreitet. Damit können unterhalb dieser Grenzgeschwindigkeit lediglich 
Resultate des breitbandigen Maximum-Suchverfahrens als Sensorergebnisse weiterge-
geben werden. Die Reglerstruktur zur genauen Spektralauswertung benötigt aber 
Initialisierungswerte und ist deshalb beim Anfahren nicht in der Lage, sofort Ergebnisse 
zur Verfügung zu stellen. Im Regelverkehr von Bahnfahrzeugen verlassen die 
einzuhaltenden Fahrkurven [Wend] den Bereich niedrigster Geschwindigkeiten sehr 
schnell. Aber selbst während einer gleichförmigen Bewegung bei sehr niedrigen 
Geschwindigkeiten wirken sich die erheblichen relativen Abweichungen kaum aus, 
welche man dem breitbandigen Verfahren nach {2.14} zugestehen muss. Bei kleinem v 
dominiert der Absolutanteil die Vorgabe der Geschwindigkeitsabweichung {1.2} und es 
kommt so zu keiner signifikanten Überschreitung der Orientierungsgröße. 
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Abb. 3.6:  Darstellung der minimal möglichen Auswerteverzögerungen 
 
Bisher wurde nicht darauf eingegangen, wie die in {3.16} definierte geschwindigkeitspro-
portionale Abtastzeit realisiert werden kann. Korrespondierend mit dem angestrebten 
konstanten wegbezogenen Abtastraster nach {2.7} führt dies zu im allgemeinen nicht-
äquidistanten Abtastzeitpunkten. Für die spektrale Auswertung solcher Daten wird das 
Lomb-Scargle-Periodogramm eingesetzt ([Scar ]), wobei der erhebliche Berechnungs-
aufwand allerdings eine direkte Implementierung ausschließt.  
Echtzeitfähige Näherungsalgorithmen ([Pres] Kap. 13.8) nutzen die Lagrange-Inter-
polation, um das Signal in ein äquidistantes Abtastraster umzurechnen und anschlie-
ßend mit Hilfe zweier komplexer FFTs zu verarbeiten. Dieser Ansatz der vorangehenden 
Interpolation wird in Kapitel 8.2 aufgegriffen und weiterentwickelt.  
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Das Lomb-Scargle-Periodogramm ist in seiner Ausgangsform nicht zur Phasenauswer-
tung vorgesehen. Zwar beschreibt [Hock] eine diesbezügliche Erweiterung, welche aber 
nicht zu der für die Richtungsselektion vorteilhaften Form der Normal- und Spiegelspek-
tren {3.9} führt.  
Wegen der aufgezählten Nachteile der Alternativen wird an der direkten Nutzung der 
FFT zur Spektralzerlegung festgehalten. 
Nach den grundlegenden Betrachtungen stehen für die genaue Auswertung der Signale 
des flachstrahlenden Transceivers mittels Flankenanpassung die zu verwendende Spek-
tralzerlegung und die wichtigsten Parameter soweit fest, dass darauf aufbauend in 
Kapitel 8 die konkrete Umsetzung beschrieben werden kann.  
Für die breitbandige Auswertung ist dagegen dieser Zustand noch nicht erreicht, weil 
bisher von einer geschwindigkeitsproportionalen Abtastratennachführung vor der 
Anwendung einer FFT mit fester Blockgröße ausgegangen wurde. Da aber entspre-
chend Tab. 2.1 das Einbeziehen von Schätzwerten zur Auswertung für dieses Teilver-
fahren nicht möglich ist, muss man die gleichbleibende relative Auflösung der Zerlegung 
in Frequenzbänder auf andere Weise herbeiführen. 
3.5 Kontinuierliche spektrale Transformationen in diskrete 
Frequenzbänder 
Um Anhaltspunkte für die notwendigen Anpassungen des breitbandigen Auswertever-
fahrens zu erhalten, wird zunächst von dem maximal zulässigen Relativabstand der 
Frequenzintervalle ausgegangen. Die Annahme der mit wachsendem Index absteigen-
den Analysefrequenzen schränkt dabei nicht die Allgemeingültigkeit ein: 
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  f(i) Mittenfrequenz des durch i indizierten Frequenzintervalls  
  i Index des betrachteten Frequenzintervalls 
   
Betrachtet man die Folge der Mittenfrequenzen in {3.20} als mathematische Reihe, so 
lässt sich aufgrund des festen Verhältnisses zweier aufeinander folgender Glieder die 
Reihe als geometrisch [Bron Kap. 1] charakterisieren. Wird weiterhin die obere Grenz-
frequenz des ersten Auswertebandes bei halber Abtastrate festgelegt, ergibt sich daraus 
die folgende Frequenzteilungsvorschrift: 
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  fA Abtastfrequenz 
  q Quotient von zwei aufeinander folgenden Gliedern der abfallenden Frequenzreihe 
   
Auf Grundlage des bereits ermittelten minimalen Intervalls für die variable Abtastrate 
{2.3} lässt sich darüber hinaus in {3.22} die Mindestanzahl der für die Auswertung 
notwendigen Frequenzbänder bei einer solchen Teilung berechnen. Bei Verwendung der 
ermittelten physikalischen Maximalabtastzeit {3.2} bleibt zwar der zur Auswertung 
notwendige relative Abstand der Dopplerfrequenz zur hochfrequenten Grenze der Spek-
tralzerlegung {2.1} auf der Grundlage von kover berücksichtigt, aber ein entsprechender 
Mindestabstand muss auch zur niederfrequenten Grenze bei der Bedingung {3.19} 
eingehalten werden. Dies ist bei einem linear geteilten diskreten Fourierspektrum über 
die Auflösungsgrenze {2.14} implizit vorgegeben, erfordert bei einer beliebigen Teilung 
hingegen explizite Beachtung. Deswegen wird die maximale Abtastzeit relativ um ∆vD_ms 
erhöht:  
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  nf Mindestanzahl der für die Auswertung notwendigen Frequenzintervalle 
   
Man könnte für die hinsichtlich der breitbandigen Auswertung optimalen geometrischen 
Teilung von den üblichen hochoptimierten Verfahren zur FFT abgehen, aber an der 
allgemeinen Fourier-Transformation [Bron Kap. 15] festhalten und ein in der Perioden-
länge exponentiell diskret statt linear diskret gestaffeltes Funktionensystem zugrunde 
legen. Obwohl die Anzahl der spektralen Stützstellen dadurch rapide abnehmen würde 
und sich die Auswertung entsprechend vereinfacht, orientiert sich die Ausgangsdaten-
menge an einer Vollschwingung der niederfrequentesten Basisfunktion. Sie bliebe 
deshalb die gleiche wie in {3.15} und ist für das DSP-System ebenfalls nicht beherrsch-
bar. 
Mit der Kenntnis über die benötigte Frequenzteilung und die Mindestanzahl der notwen-
digen Frequenzbänder können aber auch andere diskrete Spektralzerlegungsverfahren 
bewertet werden, welche eine nichtlineare Teilung der Frequenzbänder zwanglos 
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zulassen. Entsprechend den Ausführungen in Kapitel 2 ist eine feste physikalische 
Abtastung mit dem bisherigen Grenzwert von Ta_phys dafür die Voraussetzung. 
3.5.1 Diskrete Spektralzerlegung durch eine parallele digitale Filterbank  
Mit einer Bank paralleler Filter lassen sich sehr flexible diskrete Spektralzerlegungen 
unter Einhaltung des Abtasttheorems realisieren ([Gran]). In [Kros Kap. 9.4.2] und [Nitz] 
wird dieses Auswerteverfahren auch für Dopplersignale vorgeschlagen. 
Für jedes auszuwertende Frequenzintervall durchlaufen die Abtastwerte ein digitales 
Bandpassfilter. Auf Grundlage der Filterausgangswerte kann man durch zeitliche 
Integration der spektralen Leistungsdichte in den Frequenzbändern bei anschließender 
Radizierung den Effektivwert (RMS-Wert [Tiet Kap. 25.3.2]) bilden. Die folgenden 
Abschätzungen vernachlässigen den Rechenaufwand für die Quadratwurzelberechnung. 
An die Bandpassfilter müssen minimale Qualitätsansprüche in der Form gestellt werden, 
dass erstens ihr Amplitudengang bis zur Mitte des nächsten Auswertebandes auf 
maximal ½ abgefallen ist. Zweitens darf das Übersprechen aller nicht direkt zum 
Auswerteband benachbarten Frequenzbänder für eine erfolgreiche Störungsunter-
drückung 20 % nicht übersteigen. Besonders das letztere Kriterium erweist sich 
aufgrund der geringen Durchlassbandbreite als sehr hart und erfordert für eine befriedi-
gende Lösung mit FIR-Filtern (FIR - Finite Impulse Response) jeweils etwa 100 Koeffi-
zienten. Sie wurden mit dem ‚Filter Design & Analysis Tool‘ von MatLab 6.1 (siehe auch 
[Aziz]) errechnet. IIR-Filterentwürfe (IIR - Infinite Impulse Response) des gleichen 
Programms könnten dagegen die Forderungen für ausgewählte Bänder schon ab dem 
4. Grad erfüllen. Ohne auf potentielle Probleme von IIR-Filtern mit der Phasenauswer-
tung an dieser Stelle einzugehen, werden die für ein solches Filter minimal benötigten 10 
DSP-Operationen [Lane] zur Abschätzung des Aufwandes bei der Verarbeitung eines 
analytischen Signals angenommen: 
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  Obank Aufwand in Operationen pro Zeiteinheit für die Berechnung der gesamten Filterbank 
  Ok Aufwand in Operationen für die Berechnung eines einzelnen Spektralwertes 
 
Die allein für die Spektralzerlegung mindestens notwendigen 166 MIPS in {3.23} 
übersteigen die auf dem geplanten System maximal verfügbaren 40 MIPS (Kapitel 1) 
bei weitem, so dass die Implementierung dieses Lösungsansatzes nicht in Erwägung 
gezogen werden kann.  
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  fcutoff Grenzfrequenz des jeweiligen Hochpass- oder Tiefpassfilters 
  f0,1,2,... Grenzfrequenzen des jeweiligen Bandpassfilters oder der Hochpass-/Tiefpass-
Kombination 
   
Abb. 3.7: Implementierungsvariante einer einfachen parallelen Filterbank ohne Phasenauswertung (mit 
dem betrachteten DSP-System in Echtzeit nicht realisierbar) 
Die Ursache für diesen extremen Ressourcenbedarf ist leicht erkennbar. Für jeden 
neuen Abtastwert erhält man aus der Filterbank ein vollständiges Spektrum, welches 
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sich aber bestenfalls um den Informationsgehalt des gerade verarbeiteten Abtastwertes 
vom Vorgängerspektrum unterscheiden kann. Diese Generierung weitgehend redundan-
ter Spektraldaten muss auch hinsichtlich des Aufwandes der sich anschließenden spek-
tralen Auswertung stark verringert werden. Für einen stabilen Leistungswert ist es 
notwendig, mit den RMS-Integratoren in jedem Frequenzbereich eine Mittelung der 
gefilterten Signalwerte durchzuführen, deren Zeitkonstante mindestens im Bereich der 
jeweils analysierten Periodendauern liegt. Deswegen genügt nach dem Abtasttheorem 
auch die Auswertung der spektralen Leistungsdichte bzw. der spektralen Amplitude in 
zeitlichen Abständen dieser Größenordnung. Daraus kann die Idee abgeleitet werden, 
das Signal in einer mehrstufigen Auswertung schrittweise von höherfrequenten Anteilen 
zu befreien und parallel über Dezimierung das Datenvolumen zu verringern. Dieser 
Ansatz entspricht dem allgemeinen Wavelet-Algorithmus. 
3.5.2 Diskrete Spektralzerlegung durch einen Wavelet-Algorithmus 
Für die Waveletanalyse finden sich in der Literatur Anwendungsbeispiele von Doppler-
geschwindigkeitsmessungen des Blutflusses mittels Ultraschall [Mata]. Selbst unter 
extremen Betriebsbedingungen im Schienenverkehr erreicht man nicht die Größenord-
nung der beschriebenen relativen Frequenzänderungen des Signals in kurzen Zeitab-
schnitten. So ist eine zuverlässige Auflösung des zeitlichen Signalverhaltens hier zu 
erwarten. Ob eine echtzeitfähige Implementierung mit einer ausreichenden Frequenz-
auflösung möglich erscheint, wird im folgenden untersucht. 
Eine Beschreibung der hohen Effizienz der Wavelet- gegenüber einer einfachen 
Filterbank durch Beschränkung der Datenmenge auf das zum Tragen der Information 
nach dem Abtasttheorem notwendige Maß findet sich in [Qian Kap. 4.4], [Loui ] und 
[Bron Kap. 15]. Die Implementierung wäre durch den festen Kernalgorithmus mit der 
Beschränkung auf ein Filterpaar auch ohne verfügbare Bibliotheksfunktion verhältnis-
mäßig einfach zu bewerkstelligen.  
Durch parallele Ausführung lässt sich der bisher als einkanalig beschriebene Algorith-
mus theoretisch auch für die Verarbeitung analytischer Signale erweitern. Allerdings 
impliziert das keine effiziente mit der DFT vergleichbare Phasenauswertung. Die 
Bewertung der Richtungsinformation müsste zusätzlich erfolgen. Der Einsatz spezieller 
Wavelets zur Phasenauswertung in [Zhan] ist dagegen zur hinreichend selektiven 
Frequenzanalyse ungeeignet. 
Bei den meisten im Rahmen des Literaturstudiums zu dieser Arbeit gesichteten echtzeit-
fähigen Anwendungsbeschreibungen von Wavelet-Algorithmen, welche sich überwie-
gend mit Bildkompression beschäftigen [Loui Kap. 3.3], wird q = ½ (siehe {3.21}) im 
sogenannten dyadischen Grenzfall [Qian Kap. 4.2], [Bron Kap. 15] entsprechend 
Abb. 3.8 gewählt. Das erlaubt die Verwendung besonders einfach zu realisierender 
Halbbandfilter [Tiet Kap. 24, S. 824], ermöglicht eine triviale Dezimierung und verhindert 
weitgehend die Fortpflanzung der zwangsläufig entstehenden Abweichungen im 
Amplituden- und Phasengang in der Nähe der Grenzfrequenz des Tiefpassfilters. 
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Dagegen gestattet die Abschätzung {3.21} für q hinsichtlich der angestrebten Doppler-
auswertung nicht die Nutzung dieser Vorteile.  
Wie schon bei der einfachen Filterbank beschrieben, ergibt sich aus der höheren 
erforderlichen Trennschärfe und der Übersprechunterdrückung wegen der begrenzt 
verfügbaren Rechenleistung zwingend der Einsatz von IIR-Filtern. Bei der Kaskadierung 
von n IIR-Filtern mit der entsprechend q weitgehenden Überschneidung im Frequenzbe-
reich würden sich aber die Nachteile dieses Filtertyps [Tiet Kap. 24.8] bezüglich hoher 
Rundungsabweichungen und Nichtlinearitäten im Phasengang so vervielfachen, dass 
man nicht mehr von brauchbaren Spektralergebnissen bei niedrigen Frequenzen 
ausgehen kann. Ein weiteres Hindernis stellt die Dezimierung (Downsampling) um einen 
nicht ganzzahligen Faktor dar. Die im Multirate Signal Processing [Croc] verwendeten 
rationalen Dezimatoren erfordern einen zu hohen Rechenaufwand. Mit polynombasier-
ten Interpolationsmethoden (auch angewendet in Kapitel 8) könnte man diese Operation 
zwar einmalig zufriedenstellend durchführen. Aber die hier angestrebte kaskadierte 
Auswertung führt aufgrund der Dämpfungen im Amplitudengang gerade bei hohen 
Frequenzen zu einer extremen Abweichungsfortpflanzung und damit zur Unbrauchbar-
keit des Ansatzes.  
Die Beherrschbarkeit der geschilderten Probleme für den Anwendungsfall Dopplersig-
nalauswertung mit einem Standard-Wavelet-Algorithmus durch verbesserte Filter- und 
Downsampling-Verfahren kann hier nicht ausgeschlossen werden. Allerdings wird 
dadurch die Rechenleistung nicht signifikant gegenüber der bisher besprochenen 
ressourcenoptimierten Herangehensweise sinken, für die sich unter Nutzung der 
Summenformel der geometrischen Reihen [Bron Kap. 1] folgende minimal entstehende 
Rechenlast ergibt: 
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  Owave Aufwand in Operationen pro Zeiteinheit für kontinuierliche Wavelet-Spek-
tralzerlegung 
  Okt Anzahl der zur Tiefpass-Filterberechnung notwendigen DSP-Operationen 
  Okh Anzahl der zur Hochpass-Filterberechnung notwendigen DSP-Operationen 
  Okd Anzahl der zum Downsampling (Kapitel 8.2) notwendigen DSP-Operationen 
   
Wegen des zu großen Rechenaufwandes in {3.24} entfällt auch der Standard-Wavelet-
Algorithmus für die Auswertung der Dopplersignale mit der vorgesehenen Hardware. Als 
Modell für die Organisation der Datenverwaltung erscheint der dyadische Grenzfall 
dagegen brauchbar, wobei aber die im folgenden Kapitel beschriebenen zusätzlichen 
Maßnahmen zur Erhöhung der Frequenzauflösung und zur Phasenauswertung notwen-
dig sind. 
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Abb. 3.8: Implementierungsvariante rekursive Wavelet-Filterbank ohne Phasenauswertung nach 
[Qian Kap. 4.4] (ohne Erweiterung für die Dopplerauswertung nicht realisierbar) 
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4 Quasigeometrische Weitbereichsspektralanalyse 
auf Basis der FFT 
4.1 Grundsätzliche Merkmale 
Keiner der in Kapitel 3 betrachteten Lösungsansätze konnte alle Anforderungen des 
breitbandigen und sicheren Auswerteverfahrens an den Dynamikbereich ({1.1}), die 
Frequenzauflösung ({1.2}, {2.3}) und den Ressourcenbedarf (Kapitel 1.1) erfüllen. 
Hinsichtlich der Effizienz in Implementierung und Ausführung sowie gesicherter Ergeb-
nisqualität bleibt die FFT bei der Berechnung einer größeren Anzahl von Frequenzbän-
dern gegenüber alternativ betrachteten Verfahren unerreicht. Auch die sich ohne 
zusätzlichen Aufwand ergebende Möglichkeit einer frequenzselektiven Auswertung der 
Phasenverschiebung zwischen den analytischen Dopplersignalen zum Zwecke der 
Richtungsselektion kann als eindeutiger Vorteil gesehen werden. Ein zu hoher Spei-
cheraufwand für linear geteilte Spektren verhindert den direkten Einsatz der Standard-
FFT zur gleichzeitigen Auswertung des gesamten Frequenzbereiches. Die notwendige 
relative Auflösung bei niedrigen Frequenzen ist nicht realisierbar. Dagegen lässt sich der 
Wavelet-Algorithmus als Vorbild in der Verwaltung der Rohdaten bei minimalem 
Speicheraufwand und effizientem Filtereinsatz ansehen. Er erreicht mit akzeptablem 
Rechenaufwand jedoch nicht die notwendige relative Frequenzauflösung. Für die 
breitbandige Dopplerauswertung muss man deshalb die beiden Verfahren weiterentwi-
ckeln und kombinieren. 
Eine spezielle nicht dyadische Waveletanalyse unter Zuhilfenahme der diskreten Sinus-
/Kosinus-Transformation für analytische Signale wird in [Carr ] beschrieben. Sie erlaubt 
aber in der dargestellten Form nur eine begrenzte Verfeinerung des Frequenzrasters mit 
stark schwankender relativer Breite der Frequenzintervalle. Dennoch dient der Ansatz, 
den Waveletalgorithmus mit einer diskreten Frequenztransformation zur Verfeinerung 
der Auflösung zu kombinieren, als Grundlage für die hier vorgestellten Lösungsvarian-
ten. 
In [Adit ] und [Meyr ] werden verschiedene Realisierungsmöglichkeiten schneller Wave-
letprozessoren unter teilweiser Nutzung der FFT und ihrer Umkehrung für die Ausfüh-
rung der Filteroperationen beschrieben. Obwohl es sich dabei um reine Hardwarelösun-
gen handelt, kann man daraus strukturelle Merkmale für einen sequenziellen 
Frequenzanalyse-Algorithmus übernehmen. So wird der Ansatz verständlich, das digitale 
Hochpassfilter des Waveletalgorithmus Abb. 3.8 im dyadischen Grenzfall [Bron Kap. 15] 
durch eine diskrete Frequenztransformation zu ersetzen. Verzichtet man auf die in der 
Literaturquelle [Adit ] beschriebenen weiteren Verarbeitungsschritte zum Ermitteln des 
Oktavwertes aus dem Teilspektrum, stehen genügend spektrale Stützstellen für die hier 
angestrebte Dopplerauswertung zur Verfügung. Dem Hochpasscharakter des substitu-
ierten Filters wird durch den Umstand Rechnung getragen, dass nur die hochfrequente 
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Hälfte des Spektrums bei der weiteren Auswertung Verwendung findet. Dabei müssen 
sowohl die Eingangsdaten der Transformation, als auch deren Ergebnisse in mehreren 
exponentiell geteilten Frequenzbändern gemeinsam aufgearbeitet und in einem zusam-
menhängenden Datenfeld den nachfolgenden Verarbeitungsschritten übergeben 
werden. Gerade dieser nicht unerhebliche Verwaltungsaufwand erfordert der Übersicht 
wegen eine Untergliederung der algorithmischen Vorgehensweise für die weitere 
Betrachtung. 
Die nun aufgeführten Realisierungsmöglichkeiten beschreiben die Verwaltung der Daten 
im Zeitbereich vor der Transformation und die Weiterverarbeitung der Teilspektren nach 
der Transformation als zwei größtenteils eigenständige algorithmische Blöcke. Sie sind 
durch die FFT miteinander verbunden. 
Um das Auswerteverfahren auf die Einsatzbedingungen abstimmen zu können, wurden 
in Abb. 4.1 weitere Verarbeitungsschritte für die Anwendung spektraler Filter- und 
Berechnungsvorschriften eingefügt. Eine eingehende Erläuterung findet sich hierzu in 
Kapitel 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 4.1:  Schematische Vorgehensweise der quasigeometrischen Frequenztransformation 
Aus {3.18} ergibt sich bereits die optimale Blocklänge für die FFT mit N = 64. Die 
Frequenztransformation errechnet aus den N komplexen Basisdatensatzeinträgen 
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jeweils N/2 komplexe Frequenz- und Spiegelfrequenzwerte. Im Anschluss daran wird 
durch die Vorverarbeitung ein Teilspektrum mit N/2 Wertepaaren gebildet und separat 
gefiltert. Nach der Einordnung der Teilspektren entsprechend Kapitel 4.2.1 steht dann 
das annähernd exponentiell geteilte Gesamtspektrum zur abschließenden Filterung und 
Ergebnisbildung bereit. Die Ergebnisgröße nach den mehrstufigen Filterprozeduren stellt 
dabei die Mittenfrequenz des spektralen Analysebandes mit dem höchsten Leistungs-
wert dar. Eine Voraussetzung dafür bildet die Vergleichbarkeit der Leistungswerte in den 
verschiedenen Teilspektren, welche aufgrund der festen Basisdatensatzlänge bei den 
vorgestellten Varianten implizit gegeben ist. 
4.2 Aufarbeitung der Abtastdaten für die Transformation 
Den nacheinander ausgeführten FF-Transformationen müssen Abtastdaten mit jeweils 
unterschiedlicher Abtastrate zugeteilt werden. Gegenüber der physikalischen Betriebs-
frequenzänderung des A/D-Umsetzers bietet eine numerische Anpassung der mit 
festgesetzter Abtastrate digitalisierten Signalwerte mehrere Vorteile. Die rechnerische 
Genauigkeit niederfrequenter Spektralwerte steigt durch die digitale Filterung über die 
physikalische Wandlerauflösung [Reis], da das Rauschen der analogen Komponenten 
deutlich größer als der LSB-Wert des Wandlers ist. Zudem ermöglicht eine rein digitale 
Aufbereitung ein später genauer beschriebenes ‘Samplerecycling’, welches nur die 
theoretische Mindestmenge an Abtastdaten und damit minimale Zeit für die Frequenz-
analyse benötigt.  
Einen Einfluss auf die Verzögerung des Auswerteergebnisses, vor allem im niederfre-
quenten Bereich, hat auch die über die Blockbildung (Rechteckfenster) hinaus verwen-
dete Fensterung. Wird etwa eine beginnende Beschleunigungsphase am Ende des 
auszuwertenden Blockes digitalisiert, so dämpfen die üblichen Zeitfensterungen (z.B. 
Hamming-Fenster [Solo, Schm]) diesen Abschnitt fast vollständig, während ohne 
zusätzliche Fensterung die gegenüber dem Stillstand hohe Signalamplitude der begin-
nenden Fahrt schon zu einer auswertbaren spektralen Dopplerstruktur führt. Die sichere 
Erkennung des Fahrvorganges bei niedrigen Geschwindigkeiten ist wegen der im 
folgenden noch eingehend beschriebenen ‚Auswertelöcher‘ besonders wichtig. Ihre 
Plausibilität kann man beim Anfahren im Gegensatz zum Abbremsen nicht vom Voter 
durch Trendschätzungen überprüfen lassen. So muss aufgrund der angestrebten 
Verzögerungsminimierung (Kapitel 1) für die Analyse der niedrigsten Frequenzen 
grundsätzlich von einer Fensterung abgesehen werden. Aber auch in den übrigen Spek-
tralbereichen bringt die Fensterung keine Vorteile. Dies liegt vor allem daran, dass die 
ohne Fensterung entstehenden geringen spektralen Artefakte [Schm, Kamm Kap. 6.3.3], 
verglichen mit möglichen Störungen bei der verwendeten selektiven spektralen Auswer-
tung (Kaptitel 7) wirkungslos bleiben. Dagegen führt der zusätzliche Informationsgehalt 
der Spektren in diesem Fall zu einem besseren Signal-Störabstand in kritischen 
Situationen. 
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4.2.1 Einfache Verwaltung der Abtastdaten 
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Abb. 4.2: Variante 4.2.1 der Abtastdatenverwaltung mit A/D-Zweig und Samplerecycling-Zweig. Die 
Bezugsfrequenz der Daten wird in beiden Zweigen gleich gehalten 
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Die Implementierungsvariante 4.2.1 in Abb. 4.2 soll die prinzipielle Vorgehensweise der 
quasigeometrischen Spektralanalyse veranschaulichen und ein Realisierungskonzept 
vorstellen, welches für die meisten Betriebszustände des Sensors bereits gut auswertba-
re Signalzerlegungen gestattet. Sie wird nach ihrer Erläuterung in der algorithmischen 
Variante 4.2.2 hinsichtlich der Artefaktunterdrückung in kritischen Situationen weiterent-
wickelt und mit der Ausgangsvariante zur ressourcenoptimierten Variante 4.2.3 kombi-
niert.  
Die Organisation der Teilanalysen wird hier durch einen einzigen Zähler TZ gesteuert, 
welcher mit jeder Ausführung der FFT nacheinander die Werte von 1 bis zur Kaskadie-
rungstiefe n annimmt und dann wieder bei 1 beginnt. Die Kaskadierungstiefe errechnet 
sich dabei aus dem Verhältnis der physikalischen {3.2} und der maximalen Abtastzeit 
{3.19} für die spektrale Maximumauswertung:  
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Für die erste Teiltransformation mit dem Tiefenzähler TZ = 1 gelangen die Abtastwerte 
unverändert in den Basisdatensatz für die FFT. Sie dienen zur Analyse der höchsten 
vorkommenden Frequenzen bei der darauffolgenden Transformation. Beim nächsten 
Schritt TZ = 2 durchlaufen die Abtastdaten im A/D-Zweig zuvor ein Tiefpassfilter mit 
dem cut-off bei der halben maximal auftretenden Frequenz, was nach dem Abtasttheo-
rem einem Viertel der Abtastfrequenz entspricht. Ein Verwerfen jedes zweiten, für den 
Informationsgehalt nun überflüssigen, Datenpunktes schließt sich an. Es wäre an dieser 
Stelle möglich, den gesamten FFT-Basisdatensatz durch den A/D-Zweig neu zu füllen. 
Allerdings würden dann die im ersten Schritt eingelesenen Daten gelöscht, obwohl bei 
ihnen noch keine Auswertung der niederfrequenten Anteile stattfand, denn die anschlie-
ßend in Kapitel 5 beschriebene Einordnung der FFT-Zwischenergebnisse nutzt nur die 
jeweils hochfrequente Hälfte eines solchen Teilspektrums. Deshalb wird lediglich die 
zweite Hälfte des Basisdatensatzes über den A/D-Zweig gefüllt, während in die erste 
Hälfte die im vorhergehenden Schritt eingelesenen Daten gelangen. Diese durchlaufen 
vorher eine gleichartige Filterung und Dezimierung wie die neuen Samples und können 
ihnen so direkt vorangestellt werden. Die Wiederverwendung bereits teilweise ausge-
werteter Daten wird hier mit Samplerecycling bezeichnet. Mit Hilfe dieser Methode 
(Abb. 4.4) benötigt die gesamte Spektralanalyse nur so viele Daten, wie ihre niederfre-
quenteste Teilanalyse bei TZ= n. Ohne Samplerecycling erfordert dagegen die Hinter-
einanderausführung aller Teilanalysen in Abb. 4.3 fast die doppelte Menge an Aus-
gangsdaten. Das gilt analog auch für die Auswertezeit. 
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  fmin minimale auswertbare Frequenz 
  tStart zeitlicher Beginn einer blockweisen Weitbereichsspektralzerlegung 
  tEnd zeitliches Ende einer blockweisen Weitbereichsspektralzerlegung 
 
Abb. 4.3:  zeitliche Einordnung der ausgewerteten Signalabschnitte ohne Samplerecycling bei 
einmaligem Durchlauf der Frequenzauswertung; Darstellung angelehnt an ‚elementary-cells in 
time-frequency plane‘ in [Boas], [Teic] 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 4.4:  zeitliche Einordnung der ausgewerteten Signalabschnitte mit Samplerecycling bei einmaligem 
Durchlauf der Frequenzauswertung; Verkürzung der Auswertezeit gegenüber Abb. 4.3 
Der Prozess des Neueinlesens, Filterns, sowie Vereinzelns von neuen Abtastwerten 
über den A/D-Zweig und deren Vereinigung mit den aufbereiteten Daten der vorange-
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henden Frequenzanalyse im Basisdatensatz setzt sich nun unter schrittweiser Halbie-
rung der spektralen Bezugsfrequenz fTZ fort, bis die gewünschte niederfrequente 
Auflösung erreicht ist. 
Die beiden digitalen Tiefpässe verdienen eine gesonderte Betrachtung. Daten, welche 
bei TZ >1 über den Tiefpass im Recycling-Zweig in die erste Hälfte des Basisdatensat-
zes gelangen, vereinigen sich dort mit denen der zweiten Hälfte, die über den A/D-Zweig 
mit seinem Tiefpass eingelesen und gefiltert werden. An der Stoßstelle der Teilblöcke 
wirken sich Verschiebungen im Phasengang und Abweichungen im Amplitudengang 
beider Filter zwangsläufig als Sprung mit entsprechenden Störungen des Spektrums 
aus. Die beiden Tiefpässe müssen deshalb aufeinander abgestimmt sein, wobei die cut-
off-Frequenz des Tiefpasses im A/D-Zweig darüber hinaus noch über mehrere Größen-
ordnungen variiert wird. Trotz der im Vergleich mit komplizierteren digitalen Filtern 
schlechten Filtercharakteristik bietet sich hier eine arithmetische Mittelung über je 2 
Werte im Recycling-Zweig bzw. 2TZ −1 Werte im A/D-Zweig an. Die Vorteile dieser 
Methode sind:  
• Es ist eine einfache Implementierung mit geringem Rechenaufwand möglich, die 
Instabilitäten oder Rundungseffekte wie bei IIR-Filtern [Tiet Kap. 24] vermeidet. 
• Die Filterung und das Downsampling erfolgt in einem Durchlauf.  
• Die Filterung lässt sich für beliebige ganzzahlige Filterlängen einfach anpassen. 
• Der gesamte A/D-Zweig kann mit diesem Filter direkt im A/D-Wandler-
Einleseinterrupt realisiert werden. 
• Die Kaskadierung der TZ Mittelungen im Recycling-Zweig ist der einmaligen 
Mittelung der Länge 2TZ  völlig äquivalent. Ein Versatz der beiden 
Basisdatenblockhälften gegeneinander tritt nicht auf. 
Nach diesen Festlegungen ist es möglich, in {4.2} die benötigte Rechenleistung für die 
gesamte konstruierte Spektralzerlegung zu ermitteln. Die Formel {3.4} gibt den Aufwand 
für die Umsetzung der FFT bereits an, während für die arithmetische Mittelung und 
Verwaltung zusätzlich 4 Instruktionen pro Datenwert abgeschätzt werden. 
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  OT   Anzahl der DSP-Befehle zur Berechnung eines Teilspektrums 
   
Die Dauer für den einmaligen Durchlauf der Frequenzanalyse-Kaskade wird durch die 
Auswertung des Teilspektrums mit den niedrigsten Frequenzanteilen bestimmt. So erhält  
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man als Quotient der dafür erforderlichen Befehle und dieser Dauer die benötigte 
Rechenleistung. 
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  n421   Kaskadierungstiefe der Algorithmenvariante 4.2.1 
   
Die nach {4.3} zu erwartende moderate Systemauslastung von unter 10% lässt genug 
Leistungsreserven für die Spektralauswertung und den parallelen genauen Auswerteal-
gorithmus, weshalb von der Realisierbarkeit der Variante 4.2.1 ausgegangen werden 
kann. 
Bei einem Durchlauf der Tiefpass/Downsampling-Kombination im Zweig des Samplere-
cyclings geht die spektrale Information oberhalb der cut-off-Frequenz im Datensatz 
verloren. Im Gesamtsystem tritt trotzdem kein Informationsverlust auf, da die betreffende 
Information vorher aus dem zeitdiskreten Basisdatensatz mittels der FFT entsprechend 
Kapitel 4.2.1 in den Ergebnisvektor übertragen wird. 
Dagegen findet durch den Tiefpass im A/D-Zweig eine mit TZ zunehmende Unterdrü-
ckung hochfrequenter Signalanteile statt. Diese im Frequenzbereich nur pauschal 
erkennbare Informationsvernichtung drückt sich bei Betrachtung im Zeitbereich 
(Abb. 4.4) in der verringerten zeitlichen Länge der Signalausschnitte aus, welche 
während einer Gesamtspektralanalyse für die Teilspektren tatsächlich genutzt werden. 
Diese Abschnitte sind im Falle kleiner Werte für TZ ebenfalls zeitlich sehr kurz und 
nehmen mit TZ exponentiell zu. Lediglich bei TZ = n wird der gesamte zur Verfügung 
stehende Zeitraum im Transformationsergebnis berücksichtigt. Abhängig vom Verhalten 
des Signals können nur zeitweilig auftretende oder sich schnell verschiebende spektrale 
Strukturen dabei eventuell ‚übersehen‘ werden oder umgekehrt seltene aber periodische 
Störungen die Auswertung bei Schwebung dominieren.  
Zur Demonstration des ersten Effektes wird der kritische Anfahrvorgang des Fahrzeuges 
betrachtet. In der Abb. 4.5 mit logarithmischer Dopplerfrequenz-/Geschwin-
digkeitsordinate sind simulierte Dopplerfrequenzen zweier gleichmäßiger Beschleuni-
gungsvorgänge vor der sich wiederholenden Signalabschnitt-/Frequenzbandzuordnung 
einer zyklischen Analyse aufgetragen. Es wird dabei ein Beschleunigungsvorgang aus 
dem Stand (ab ca. 0,3 km • h −1) und bei einer höheren Geschwindigkeit mit jeweils 
gleicher Beschleunigung betrachtet. 
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Abb. 4.5:  Auswerteprobleme mit Version 4.2.1 bei einer sich schnell ändernden Dopplerfrequenz 
während des Anfahrens mit konstanter Beschleunigung (A) im Vergleich zur unkritischen  
Wirkung der gleichen Beschleunigung bei höheren Geschwindigkeiten (B) 
Während im Beschleunigungsvorgang bei höheren Geschwindigkeiten trotz der sehr 
kurzen analysierten Signalabschnitte keine unbemerkte Frequenzänderung stattfinden 
kann, fällt die Dopplerfrequenz im Signal bei niedrigen Geschwindigkeiten förmlich in 
‚Auswertelöcher‘. In diesen Signalabschnitten bildet sich in keinem der Teilspektren eine 
auswertbare Dopplerstruktur heraus, obwohl eine entsprechende Frequenzkomponente 
im Signal vorhanden ist. 
Aber auch bei höheren Geschwindigkeiten treten vereinzelt Probleme auf. So kann ein 
periodischer Einbruch der Signalintensität (detailliert in Kapitel 6.5), wie er beim Bahn-
einsatz durch die Schwellen im Gleisbett hervorgerufen wird, unter ungünstigen 
Umständen immer zum Zeitpunkt des Einlesens der zeitlich kurzen Blöcke für die 
hochfrequente Auswertung bei kleinem TZ erfolgen. Liegt bei Geschwindigkeiten über 
ca. 200 km • h −1 das auszuwertende Dopplersignal auch in diesen Teilspektren, dann 
führt dort die beschriebene Spektralzerlegung zu weit unterdurchschnittlichen Leis-
tungsdichten. Eventuelle Störungen in den niederfrequenten Teilspektren bleiben von 
diesem Effekt dagegen in ihrer Leistung unbeeinflusst. Ohne zusätzliche Maßnahmen 
können spektrale Fehlauswertungen die Folge sein.  
Durch spektrale Filterung (Schwellenfilter Kapitel 6.5) gelingt es die infolge der Schwel-
len ausgelösten Artefakte in Variante 4.2.1 bei hohen Geschwindigkeiten ausreichend zu 
unterdrücken. Im Niedriggeschwindigkeitsbereich stellen die potentiellen Auswertelöcher 
dagegen eine systematische Beschränkung für die Genauigkeit und Zuverlässigkeit des 
Gesamtsystems bei Anwendung von 4.2.1 dar, welche deshalb eine Weiterentwicklung 
erfordert.  
Die Suche nach einem Algorithmus ohne diese entwurfsbedingten Unzulänglichkeiten 
führt zu dem deutlich aufwendigeren Algorithmus 4.2.2, welcher alle Signalinformationen 
auswertet. 
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4.2.2 Erweiterte Verwaltung der Abtastdaten 
Diese Variante geht von der vollständigen Nutzung der Signalinformation aus (Abb. 4.6) 
und vermeidet die Informationsvernichtung infolge der Tiefpassfilterung im A/D-Zweig 
entsprechend Variante 4.2.1. Es müssen dann allerdings sämtliche abgetasteten Daten 
vor dem Tiefpass im Samplerecycling-Zweig der FFT zugeführt und danach auch für die 
weitere Verarbeitung zwischengespeichert werden. Um den derart erweiterten Algorith-
mus trotz des wesentlich höheren Datenaufkommens echtzeitfähig zu halten, sind 
weitere Zwischenspeicher und ein komplexeres Steuerwerk notwendig, das den simplen 
Tiefenzähler ablöst. Eine detaillierte Beschreibung dieser Variante befindet sich im 
Anhang. 
 
 
 
 
 
 
 
 
 
 
Abb. 4.6:  zeitlich dichte Einordnung der Signalabschnitte, welche in den verschiedenen Frequenzbän-
dern entsprechend 4.2.2 ausgewertet werden  
Anhand des dargestellten Zeitverhaltens der Auswertung 4.2.2 ist der nötige Rechen-
aufwand abschätzbar. Obwohl der Verwaltungsaufwand gegenüber Variante 4.2.1 steigt, 
wird der gleiche Wert für OT (siehe {4.2}) vorausgesetzt. Unter Ausnutzung der Sum-
menformel geometrischer Reihen [Bron Kap. 1] ergibt sich in {4.4} trotz dieser optimisti-
schen Annahme ein für die verfügbare Hardware inakzeptabel hoher Wert der Rechen-
last: 
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  n422   Kaskadierungstiefe der Algorithmenvariante 4.2.2 
   
Durch eine in 4.2.3 skizzierte Synthese der Verfahren 4.2.1 und 4.2.2 können die 
wesentlichen Vorteile, wie moderate Ressourcennutzung und die lückenlose Auswertung 
niedriger Frequenzen, kombiniert werden. 
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4.2.3 Optimierte Verwaltung der Abtastdaten 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 4.7:  zeitliche Einordnung der Signalabschnitte in Frequenzbänder entsprechend der kombinierten 
Version 4.2.3  
Die Datenorganisation der Variante 4.2.3 in Abb. 4.7 entspricht im Bereich höherer 
Frequenzen der Variante 4.2.1 und nutzt im niedrigfrequenten Bereich das Organisati-
onsschema von Variante 4.2.2. Dabei ist nur die Verwaltung weniger Spektren nach 
4.2.2 notwendig. So kann hier der aufwendige Aufbau eines universellen Schaltwerkes 
und einer Zwischenspeicherhierarchie (siehe Anhang 10.1) durch individuelle Zwischen-
speicherung und Verarbeitung jedes einzelnen dieser Spektren in einem eigenen 
angepassten Unterprogrammaufruf leicht umgangen werden. Auch die vollständige 
Verlagerung der aufwendigen Berechnungen in eine niedrigpriorisierte Verarbeitungs-
ebene mit eventueller zeitlicher Verschiebung der Verarbeitung ist wegen der geringen 
Anzahl der gegenüber Variante 4.2.1 zusätzlich zwischenzuspeichernden Daten einfach 
möglich.  
Die vergleichsweise geringe Anzahl zusätzlich zu verarbeitender Daten zeigt sich auch 
in der Abschätzung des Rechenaufwandes {4.5}, welcher zwar die Werte von Variante 
4.2.1 in {4.3} übersteigt, aber im Gegensatz zu {4.4} realisierbar bleibt: 
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  n421 Kaskadierungstiefe nach Variante 4.2.1 und im hochfrequenten Bereich von Variante 
4.2.3 
  n422 Kaskadierungstiefe nach Variante 4.2.2 und im niederfrequenten Bereich von 
Variante 4.2.3 
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5 Zusammenführen der FFT-Teilspektren  
5.1 Quasigeometrische Indizierung 
Der in Kapitel 4.2 beschriebenen Aufarbeitung der Abtastdaten folgt im algorithmischen 
Ablauf die Frequenztransformation, an welche sich die im zweiten Teil dieses Kapitels 
ausgeführte gemeinsame Vorverarbeitung der Frequenzwerte zur Erhöhung des Signal-
Störabstandes und Verringerung der Dynamikschwankungen anschließt. Zum besseren 
Verständnis dieses Schrittes erklärt das erste Teilkapitel das Zusammenfassen der 
jeweils N/2 Frequenzwerten der Teilspektren, die sich durch die kaskadierte FFT aus 
dem Basisdatensatz der Länge N errechnen. 
Um die sich in einigen Abschnitten überlappenden Teilspektren gemeinsam filtern und 
auswerten zu können, werden sie in einem hinsichtlich der Frequenz quasigeometrisch 
indizierten Datenfeld zusammengefügt. Quasigeometrisch bedeutet in diesem Zusam-
menhang eine abschnittsweise lineare Zahlenfolge des Quotienten von Analysefrequenz 
und Abtastfrequenz für einen Positionsindex des Spektrums, welche aber als Ganzes  
näherungsweise das exponentielle Verhalten einer geometrischen Reihe zeigt ({5.1}). 
Die Bandbreite verhält sich in gleicher Weise. So besitzt der Index des Spektralwertes 
ungefähr eine exponentielle Abhängigkeit vom Frequenzteilerverhältnis der Abtastfre-
quenz zur Mittenfrequenz des repräsentierten Spektralbandes.  
Die Auswertung der Abtastdaten beginnt mit den höchsten Analysefrequenzen bei ½ • fA , 
während die niedrigste erreichbare Analysefrequenz von der Kaskadierungstiefe n 
abhängt ({4.1}). Es bietet sich deshalb in Analogie zur rekursiven Waveletzerlegung 
(Abb. 3.8) an, entgegen der üblichen Ordnung bei der DFT die höchste Auswertefre-
quenz dem niedrigsten Index 0 zuzuordnen und mit wachsendem Index fallende 
Analysefrequenzbänder zu adressieren. So kann der Algorithmus auch leichter in n 
skaliert werden, ohne dass sich die Abhängigkeiten des gesamten Spektrums ändern.  
In Abb. 5.1 ist die grundlegende Form dieser Teilung mit der genauen Zuordnung von 
Index fi und Frequenz f( fi ) dargestellt. Nach eingehender Erläuterung und einem 
grafischen Beispiel in Abb. 5.2 erfährt diese, wie in Abb. 5.3 und Abb. 5.4 gezeigt, eine 
Abwandlung zur effektiven Unterdrückung von Filterabweichungen in der Nähe der 
Grenzfrequenz. 
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Abb. 5.1:  näherungsweise exponentielle Abhängigkeit des Auswertefrequenzverhältnisses vom Index 
bei quasigeometrischer Zuordnung für N = 32 und n = 8 
Um dabei eine bessere Übersichtlichkeit zu erreichen, wurde gegenüber dem errechne-
ten Wert  ({3.18}) der Parameter N in Abb. 5.1 und Abb. 5.5 auf 32 reduziert.  
Das Verhältnis von Analysefrequenz zu Abtastfrequenz kann nach dem Abtasttheorem 
[Shan] maximal ½ betragen und dem ersten quasigeometrischen Index 0 wird dieser 
Wert zugeordnet. Die sich anschließenden aufsteigenden Indizes folgen zunächst den 
linear abnehmenden Teilerverhältnissen der ersten Teiltransformation, welche die 
höchsten Frequenzen auswertet. Wenn die höherfrequente Hälfte des ersten Teilspek-
trums bis zum Index ¼ •N − 1 auf diese Weise zugeordnet ist, erfolgt der Übergang zum 
zweiten Teilspektrum, das durch Downsampling der Ausgangswerte von 1:2 entsteht. 
Mit ¼ entspricht das höchste Frequenzverhältnis dieses Teilspektrums damit auch dem 
nächsten Wert des ersten Spektrums beim Index ¼ •N. Die folgenden Indexwerte richten 
sich aber nach der Teilung des zweiten Teilspektrums bis zu ¼ •N − 1, wo der Übergang 
zum nächsten Teilspektrum mit dem Downsampling 1:4 geschieht. So entsteht eine 
Zahlenfolge abnehmender Frequenzverhältnisse in {5.1}, welche durch die Kaskadie-
rungstiefe n begrenzt wird: 
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  f  Auswertefrequenz  
  N  Länge des Basisdatensatzes (Zweierpotenz) 
 
Man erkennt in {5.1}, dass die Folge der Zählerpolynome nach jeweils einem Viertel der 
FFT-Basislänge N wiederholt wird, wobei sich mit der gleichen Periode der Nenner 
sprunghaft verdoppelt.  
Die höchste auflösbare Frequenz ist durch das Abtasttheorem vorgegeben. Dagegen 
können beliebig niedrige Frequenzen ausgewertet werden, wenn genügend Zeit für das 
Abtasten des Signals zur Verfügung steht, die entsprechenden n-stufige Kaskadierung 
bei der Aufarbeitung der Abtastwerte realisierbar und die zeitliche Auflösung ausrei-
chend ist. 
Da man das Frequenzverhältnis von Indizes nicht nur aufwendig rekursiv vom Index 0 
ausgehend ermitteln will, sondern auch wahlfrei beispielsweise dem Ergebnisindex 
zuordnen möchte, wird eine explizite formale Darstellung erforderlich:  
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  fi  Index im quasigeometrischen Spektrum (mit zunehmendem Index abnehmende 
Analysefrequenz) 
   
Die Restklassenberechnung und die Ermittlung der ganzzahligen Zweierpotenz in {5.2} 
lassen sich allein durch binäre Verschiebungen realisieren, so dass die gesamte 
Berechnung mit den verbleibenden Festkomma-Multiplikationen auf dem DSP gut 
verarbeitbar bleibt.  
Um die Wirkungsweise der Zuordnung von Teilspektren auch grafisch zu veranschauli-
chen bietet sich der Übergang von der formellen auf eine schematische Darstellung in 
Abb. 5.2 an. Sie kann als Ausgangspunkt zum Verständnis der Weiterentwicklung des 
Verfahrens dienen. 
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  fi1, fi2, fi3 Frequenzindizes der Teilspektren 
  A spektrale Amplitude 
   
Abb. 5.2:  Algorithmenvariante zum Einordnen der Teilspektren mit Kaskadierungstiefe  n = 3 
Zu Beginn wird die Weiterverarbeitung des ersten Teilspektrums von N Signalwerten 
betrachtet, deren Abtastung mit der maximalen Rate erfolgte. Wie auch alle anderen 
Teilspektren aus dem ersten Implementierungsteil umfasst es ½ •N   Intensitätsbeträge. 
Die höchsten ¼ •N  Ergebnisfrequenzen der ersten Teil-FFT, absteigend beginnend bei 
½ der Abtastfrequenz, können direkt den ersten Ergebnisintervallen zugeordnet werden. 
Da man als Ergebnis einer Teil-FFT ½ •N Analysewerte erhält, wird die 2. Spektralhälfte 
bei diesem einfachen Verfahren verworfen. Das zweite Teilspektrum wurde nach einem 
Downsampling der Abtastwerte von 1:2 gewonnen. Deshalb ist die höchste in ihm 
aufgelöste Frequenz ¼ der Abtastrate und schließt sich so direkt an die übernommene 
erste Hälfte des ersten Teilspektrums an, wobei sich die Frequenzauflösung verdoppelt. 
Auf diese Weise werden immer die hochfrequenten Hälften der Teilspektren nacheinan-
der in das quasigeometrische Feld übertragen. 
5.1.1 Optimierung der Übernahmefenster 
In der verbesserten Implementierungsvariante (Abb. 5.3) wird eine Minimierung von 
systematischen Abweichungen und Artefakten der Frequenzzerlegung angestrebt. Dabei 
dominieren die Abweichungen vom idealen Tiefpassverhalten im Aufbereitungs- und 
Samplerecycling-Zweig, welche in jedem Teilspektrum mit dezimierten Daten auftreten. 
Eine Ausnahme bilden die Ergebnisse der ersten Transformation mit direkt eingelesenen 
Basisdaten. Wie in der folgenden Abb. 5.3 dargestellt, kann man einen großen Teil der 
Ungenauigkeiten durch Verschieben des Übernahmefensters ausblenden: 
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Abb. 5.3:  erweiterte Algorithmenvariante zum Einordnen der Teilspektren mit Kaskadierungstiefe  n = 3 
und Markierung der vorerst ungenutzten Spektrenabschnitte  
Bisher wurde die vollständige höherfrequente Hälfte bei der Werteübernahme aus dem 
zweiten und allen weiteren Teilspektren für das Ergebnisfeld genutzt. Es ist aber auch 
möglich, die höchsten und am meisten von Filterabweichungen betroffenen Frequenzen 
noch aus der abweichungsarmen niederfrequenten Hälfte des vorhergehenden (hö-
herfrequenten) Teilspektrums zu übernehmen.  
Das vorangehende Spektrum hat aber nur die halbe Frequenzauflösung, so dass sich 
auch die Berechnungsintervalle gegenüber Abb. 5.2 verschieben.  
 
 
 
 
 
 
 
 
 
 
 
Abb. 5.4: Implementierungsvariante mit Verschieben des Datenübernahmefensters um Nshift zur 
Minimierung der Auswirkung von Filterfehlern 
Es entstehen in Abb. 5.4 auf beiden Seiten des Übernahmefensters Bereiche, die nicht 
in das Ergebnisfeld eingehen. Mit dem Ergebnisspektrum durchgeführte Filterberech-
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nungen (z.B. Phasenkombinationsfilter Kapitel 6.3), die auf jeweils benachbarte Spek-
tralwerte zugreifen, können so auch vor der Datenübernahme in das quasigeometrische 
Gesamtspektrum angewendet werden. Ungenauigkeiten durch wechselnde Bandbreiten 
an den Übergangsstellen oder Mehrfachfilterung bei unterschiedlicher Aktualisierungsra-
te der Teilspektren entfallen auf diese Weise.  
Es muss Nshift eine gerade Zahl darstellen, damit auch ½ • Nshift ganz ist. So ergibt sich 
die folgende Beschreibungsformel des Verfahrens mit optimiertem Übernahmefenster, 
wobei vorläufig auch das Übernahmefenster der ersten Teil-FFT bei hohen Frequenzen 
beschnitten wird: 
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  Nshift  Verschiebung des Übernahmefensters (natürlich, gerade) 
   
Durch die Einführung der Verschiebung Nshift in {5.3} verringert sich die Breite eines 
Datenübernahmefensters von ¼ • N auf ¼ • N − ½ • Nshift und die Größe des gesamten 
Datensatzes von ¼ • N  • n auf (¼ • N - ½ • Nshift)  • n. Die Unterdrückung von Abweichungen 
aufgrund des nichtidealen Downsampling-Filters geht deshalb zu Lasten der erreich-
baren spektralen Auflösung des Verfahrens bei einer vorgegebenen FFT-Länge und 
Kaskadierungstiefe, so dass die optimale Verschiebung durch Simulation des Ge-
samtsystems ermittelt werden muss.  
In Abb. 5.3 ist im Zusammenhang mit Abb. 5.4 bereits zu erkennen, dass sowohl die 
Nshift höchsten Frequenzwerte im ersten (höchstfrequenten) Teilspektrum, als auch die 
¼ • N - ½ • Nshift niederfrequenten Stützstellen des letzten (niederfrequenten) Teilspek-
trums bisher ungenutzt bleiben. Solche Bereiche können nicht mit der Formel {5.3} 
erfasst werden und erfordern bei der Berechnung eine Fallunterscheidung nach {5.4}. 
Wegen der in Kapitel 3 getroffenen Annahme hinsichtlich einer einheitlichen Block-
größe und zur Begrenzung der Auswerteverzögerung im Niedriggeschwindigkeitsbe-
reich ist die Integration dieses niederfrequenten Teilspektrums rechts von G2 in 
Abb. 5.5 besonders wichtig, um die Geschwindigkeitsauflösung bis zur geforderten 
Minimalgeschwindigkeit (Abb. 3.6) zu garantieren. 
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  G1, G2  Wertebereichsgrenzen für verschiedene Teilberechnungsvorschriften 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 5.5:  Abhängigkeiten bei erweiterter quasigeometrischer Zuordnung für N = 32, n = 8  
und Nshift = 4 
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Die Größe des gesamten Datensatzes steigt deshalb in {5.5} von (¼ • N − ½ • Nshift) • n 
auf (¼ • N  −½ • Nshift)  • n + ¼ • N  +  ½ • Nshift :  
   
 _
1 1 1
4 2
+ −
= ⋅ − ⋅ −q max shift
n nfi N N  {5.5} 
 
  fiq_max maximaler spektraler Index 
   
Die Berechnung des Frequenzverhältnisses nach der erweiterten Formel {5.4} ist 
umfangreicher als die Ausgangsformel {5.2} ohne Verschiebung. Neben der Verzöge-
rung durch Fallunterscheidung und den Verschiebungen um Nshift, kann auch die 
Berechnung der Restklasse in der Regel nicht mehr durch eine simple Bitverschie-
bung ausgeführt werden. Dies ist weniger für die einmalige Berechnung der endgülti-
gen Maximumfrequenz von Bedeutung, sondern erschwert die Abschätzung von 
Filtereigenschaften (Kapitel 6).  
Als Basis für funktionalanalytische Betrachtungen wird deshalb eine hinreichend 
genaue Näherung der Frequenzabhängigkeit durch eine Exponentialfunktion verwen-
det: 
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  fgeo Näherungsfunktion für die ideale geometrische Abhängigkeit der Analysefrequenz 
vom Index 
    
Diese Funktion {5.6} zeichnet sich, wie in {3.20} gefordert, durch einen indexunabhän-
gigen relativen Frequenz-Abstand zwischen zwei spektralen Stützstellen aus. Sie ist 
entsprechend {3.21} auch als Folge einer geometrischen Reihenentwicklung interpre-
tierbar:  
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  ∆frel  relative Breite eines (idealen) geometrischen Analysebandes 
  qgeo ideal geometrisches Verhältnis der Mittenfrequenzen zweier aufeinanderfolgender 
Frequenzintervalle 
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Es lässt sich nun einfach aus {5.6} und {5.7} die absolute Breite eines spektralen 
Analysebandes in Abhängigkeit vom Index bestimmen: 
 
 
 ( ) ( )∆ = ∆ ⋅g rel geof fi f f fi  {5.8} 
   
  ∆fg(fi) absolute Breite eines geometrischen Analysebandes (indexabhängig) 
 
Die Abhängigkeit {5.7} kann auch direkt mit der Bedingung {2.14} für die Auswertbar-
keit der Spektralzerlegung verglichen werden und gestattet eine Abschätzung von 
Nshift : 
 
 _ für 64 und 10∆ ≤ ∆ = ≤rel rel ms shiftf v N N  {5.9} 
 
 
Die relative Auflösung der quasigeometrischen Abhängigkeit schwankt dagegen um 
den konstanten Wert von Gleichung {5.7}, so dass nach einer numerischen Analyse 
der realen Zuordnung entsprechend Formel {5.4} der Parameter Nshift auf maximal 8 
begrenzt werden muss.  
Bereits in Abb. 4.5 ist der Einfluss des zeitlichen Abstandes zwischen der Berechnung 
zweier Teilspektren auf die Zuverlässigkeit der Auswertung erkennbar. Das Einbeziehen 
dieser Zeitdifferenz in den Verfahrensentwurf soll Fehlauswertungen bei der sich 
anschließenden Werteakkumulation vermeiden. Für den niederfrequenten Teil der 
kombinierten Spektralzerlegung (schematisch in Abb. 4.7) besteht eine Indexabhängig-
keit dieser Größe, welche sich auf das Gesamtverfahren nach {5.10} überträgt.  
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  ∆t421 Zeitabstand zweier Auswertungen nach Variante 4.2.1 und im hochfrequenten 
Bereich von 4.2.3 
  ∆t423( fi) Zeitabstand zweier Auswertungen für den Gesamtalgorithmus 4.2.3 in Abhängig-
keit vom Index 
  n421 Kaskadierungstiefe nach Variante 4.2.1 und im hochfrequenten Bereich von 4.2.3 
  Gt Indexgrenze zwischen den Teilalgorithmen 4.2.1 und 4.2.2  
   
5.2 Werteakkumulation im quasigeometrischen Ergebnisfeld 
Es besteht die Möglichkeit, bei jedem neu errechneten Teilspektrum die früher berechne-
ten Werte dieses Frequenzbereiches vollständig zu verwerfen. Damit würde die Vorgabe 
der Rückwirkungsfreiheit auf jeden Fall erfüllt sein.  
Diese Rückwirkungsfreiheit bezieht sich aber auf das Unterlassen von Maßnahmen, 
welche im Beschleunigungsfall veraltete Spektralinformationen teilweise konservieren 
und über den Inhalt der sich schnell verändernden aktuellen Spektren stellen würden. 
Dagegen sind im Kontext der Rückwirkungsfreiheit Mittelungsoperationen über Zeiträu-
me legitim, welche selbst unter extremen Betriebsbedingungen keine Frequenzverschie-
bungen um mehr als einen Spektralindex zulassen. In der nun folgenden Betrachtung 
werden diskrete Datenstrukturen, wie Spektren und Folgen exponentieller Mittelwerte, 
zum Teil mit kontinuierlichen Funktionen genähert und so formale Umformungen mit 
Hilfe der Funktionenalgebra ermöglicht.  
5.2.1 Werteakkumulation im hochfrequenten Teil des Spektrums 
Bei der kritischen Dopplerauswertung für höhere Geschwindigkeiten im strukturierten 
Gleisbett sind die auszuwertenden Signale erheblichen kurzzeitigen Schwankungen in 
Intensität und Qualität unterworfen. So ist durch eine begrenzte Einbeziehung vergan-
gener Spektren eine deutliche Verbesserung der Ergebnisse möglich, ohne dass bei 
ihnen im Beschleunigungsfall eine messbare zusätzliche Verzögerung auftritt:  
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 ( )1 0 1= ⋅ + − ⋅ ≤ <e e e e neu eA q A q A q  {5.11} 
 
Ae exponentieller Mittelwert der Amplitude in einem spektralen Analyseband 
qe Abklingfaktor der exponentiellen Mittelung 
Aneu  aktueller Amplitudenwert in einem spektralen Analyseband 
 
Die Methode der exponentiellen Glättung ersten Grades ([Webe], Implementierungs-
beispiel [Seid ]) wirkt bei Anwendung auf äquidistante diskrete Signalwerte als einfaches 
IIR-Tiefpassfilter und ist wegen ihres simplen Aufbaus sowie der typischen Multiplikati-
ons-/Additions-Struktur hervorragend für zeitkritische DSP-Anwendungen geeignet. Sie 
besitzt weiterhin ein stabiles Verhalten im gesamten Wertebereich von qe, das vollstän-
dig zur Skalierung des Sprungantwortverhaltens ausreicht. Die Glättung wird hier für alle 
Spektralwerte durchgeführt. Angenommen die spektrale Amplitude fällt infolge eines 
extremen Beschleunigungsvorganges in einem Auswerteband von hoher Leistung Am 
plötzlich auf einen Wert (nahe) 0, so klingt der Wert Ae in {5.11} als Sprungantwort bei 
wiederholter Mittelung exponentiell entsprechend {5.12} ab.  
 
 ( ) = ⋅ ene e m eA n A q  {5.12} 
 
  ne Anzahl der Glättungsoperationen nach dem spektralen Leistungsabfall auf  0 
  Am  spektraler Amplitudenbezugswert vor dem Abfall auf  0 
  Ae(ne) exponentieller Leistungsmittelwert nach ne Mittelungen 
   
Erfolgt die Glättung in festen zeitlichen Abständen, die klein gegenüber der vom 
Leistungsabfall verstrichenen Abklingzeit sind, dann kann man ne als Quotient der 
Abklingzeit und diesem Glättungsabstand ansehen. Weiterhin sei die mittelungsbedingte 
Verzerrung des Spektrums akzeptabel, wenn der Mittelwert auf einen bestimmten 
Bruchteil Sw (eingeführt in {5.13}) von Am gefallen ist. Nun lässt sich daraus eine 
Bestimmungsgleichung für den maximalen akzeptablen Abklingfaktor in Abhängigkeit 
von der Abklingzeit herleiten, welche aber nur unter den getroffenen Annahmen 
hinsichtlich der Zeitrelation von Abklingzeit und Glättungsabstand gilt. Sinkt die Abkling-
zeit für Indizes größer als i∆t_eq unter die Größenordnung des Zeitabstandes zwischen 
den Auswertungen ab, so ist die hier betrachtete Berücksichtigung der vorangehenden 
Spektralanteile nicht mehr sinnvoll. Um die Berechnung zu vereinfachen, sollte i∆t_eq 
noch im Bereich der Spektralzerlegung nach 4.2.1 (eingeführt in {5.10}) liegen. Die 
tolerierbare Abklingzeit ergibt sich aus der (frequenzabhängigen) Zeitspanne, in welcher 
eine extreme Betriebszustandsänderung zu störenden spektralen Verschiebungen führt: 
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  ∆tlim maximal tolerierbare Abklingzeit 
  Sw gefordertes Dämpfungsverhältnis 
  fi spektraler Index 
  i∆t_eq Grenzindex für Gültigkeit der Zeitrelation 
 
Die Größe ∆tlim in {5.13} kann nun näher bestimmt werden. Eine spektrale Verschiebung 
wirkt bei dem vorgestellten Auswerteverfahren eventuell dann störend, wenn sich die 
Spektralstruktur um mehr als ein Auswertefrequenzband in {5.8} verlagert. Aufgrund der 
Proportionalität von Geschwindigkeit und Dopplerfrequenz {2.2} geht die Abschätzung 
der dafür notwendigen Zeit von dem fahrzeugbedingt maximal zu erwartenden Be-
schleunigungsbetrag {2.10} aus: 
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  alim maximal zu erwartender Betrag der Fahrzeugbeschleunigung (Kapitel 2.1.1) 
  fS_steil Proportionalitätsfaktor zwischen Fahrzeuggeschwindigkeit und Dopplerfrequenz für 
den steilstrahlenden Transceiver (Kapitel 2.1.1) 
   
   
Mit Hilfe der Identität {5.14} für die Abklingzeit auf Grundlage der absoluten Analyse-
bandbreite kann der zulässige Abklingfaktor qe für die Mittelung direkt aus dem spek-
tralen Index ermittelt werden. Die in Abb. 5.6 dargestellten Ergebnisse dieser aufwendi-
gen Berechnung können für die Laufzeit entweder in einer look-up-table abgelegt oder 
durch ein kubisches Polynom im interessanten Bereich hinreichend genau angenähert 
werden. 
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Abb. 5.6:  Darstellung der Abhängigkeit des Abklingfaktors vom Index für typische Einsatzbedingungen 
und der kubischen Näherung für fi ≤ i∆t_eq  
5.2.2 Werteakkumulation im niederfrequenten Teil des Spektrums 
Die in der Fehlerbetrachtung des Verfahrens 4.2.1 dargestellten ‚Auswertelöcher‘ sind in 
den Verfahren 4.2.2 und 4.2.3 weitgehend beseitigt. Trotzdem können bei extremen 
Beschleunigungsvorgängen ({2.10}) von geringer Geschwindigkeit aus auch hier zwei 
aufeinanderfolgende Teilspektren im Bereich niedriger Frequenzen deutlich abweichen-
de Spektralstrukturen ergeben, zwischen deren Maxima mehrere spektrale Stützstellen 
liegen. Man könnte deswegen vollständig auf die Information der vorangehenden 
niederfrequenten Teilspektren bei fi > i∆t_eq verzichten und nur das aktuelle Spektrum 
zur Auswertung heranziehen. Da sich aber bei einer maximalen Frequenzverschiebung 
innerhalb des für das Teilspektrum ausgewerteten Zeitabschnittes die spektrale 
Leistungsdichte der Dopplerfrequenz über mehr Stützstellen als bei gleichmäßiger Fahrt 
verteilt, ist der Signal-Störabstand hier im Vergleich zu hohen Frequenzen auch deutlich 
geringer. Trotzdem muss eine sichere Identifikation der Dopplerfrequenz über das spek-
trale Amplitudenmaximum gewährleistet werden. Dazu ist auch die Berücksichtigung von 
Frequenzanteilen des Vorgängerspektrums notwendig, welche sich unter den Grenzbe-
schleunigungen amin und amax ({2.10}) auf die Spektralpositionen des aktuellen Teilspek-
trums verschieben können. Die anteilige Addition von vorangehendem und aktuellem 
Teilspektrum in diesem Bereich bei Glättung des Vorgängerspektrums erlaubt es, einen 
auswertbaren Signal-Störabstand zurückzugewinnen. Ein stetiger Übergang zur bereits 
beschriebenen hochfrequenten Spektrenverknüpfung ist erreichbar, wenn dabei das 
Dämpfungsverhältnis Sw aus {5.13} übernommen wird: 
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  ∆t423( fi) Zeitabstand zweier Auswertungen für den Gesamtalgorithmus 4.2.3 in Abhängig-
keit vom Index 
  ∆i Indexverschiebung für die Glättung innerhalb des alten Spektrums 
  ∆imin maximale negative Indexverschiebung für die Glättung innerhalb des alten Spek-
trums 
  ∆imax maximale positive Indexverschiebung für die Glättung innerhalb des alten Spektrums 
  Swalt Wichtung der Spektralwerte des vorangegangenen Spektrums (abhängig von i und 
eventuell von ∆i) 
  wnorm Normierung der Spektralwerte des vorangegangenen Spektrums (indexabhängig) 
   
Die beschriebene Abhängigkeit {5.15} stellt eine erweiterte Form der exponentiellen 
Glättung {5.11} zwischen zwei Spektren für fi > i∆t_eq dar. Um den Übergang zwischen 
beiden Glättungsvarianten stetig zu gestalten, werden die gewichtet summierten Ampli-
tuden des Vorgängerspektrums mit wnorm so normiert, dass sie in das Ergebnisspektrum 
mit dem Anteil Sw eingehen. 
Nun kann die Glättung innerhalb des Vorgängerspektrums näher modelliert werden. In 
der Zeit-Frequenzanalyse [Qian] finden Gaußsche Glockenkurven, welche ansonsten 
hauptsächlich zur Beschreibung der Normalverteilung in der Statistik genutzt werden, als 
Fensterfunktionen z.B. bei der Gabor-Transformation und der SFT Verwendung. In 
Anlehnung an diese etablierten Methoden wird hier ebenfalls eine derartige Kurve zur 
Beschreibung des Wichtungsfaktors auf ihre Eignung hin untersucht. Wegen der 
Vorzeichenabhängigkeit des Beschleunigungsverhaltens (Anfahren/Bremsen) erhält man 
durch die Streckung mit dem Betrag des jeweiligen Intervallgrenzwertes in {5.16} eine 
asymmetrische Wichtungskurve mit dem freien Parameter wσ . Sie leitet sich ebenfalls 
aus statistischen Beschreibungen in [Rudl ] ab und wird entsprechend der Literaturquelle 
hier als bicomponar bezeichnet. 
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wσ freier empirischer Parameter für Abklingverhalten der Wichtungskurve (nichtnegativ)
 
 
Die Normierungssumme wnorm führt bei ihrer Übertragung auf eine Darstellung der 
Wichtung als kontinuierliche Funktion zu einer Flächennormierung und bewirkt mit 
abnehmender Frequenz ein ‚Breitlaufen‘ des Graphen. Dieser Effekt wird für drei 
verschiedene spektrale Indizes fi1 <  fi2 <  fi3  in Abb. 5.7 dargestellt. 
 
 
 
 
 
 
 
 
 
 
 
Abb. 5.7:  kontinuierlich dargestellte normierte Wichtungsfunktionen eines bicomponaren Beschleuni-
gungsfilters bei verschiedenen Indizes und konstantem wσ 
Die Konstruktion des Glättungsverfahrens wird mit dem Ziel durchgeführt, die System-
stabilität zu erhöhen. Da eine Datenglättung immer stark empirischen Charakter besitzt, 
wurde das Stabilitätsoptimum und die erreichbare Auswertegenauigkeit für verschiedene 
Werte von wσ in einer Simulation mit realen Signalen des steilstrahlenden Transceivers 
abgeschätzt. 
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Dabei zeigen kleine wσ die besten Ergebnisse. In diesem Bereich nähert sich die 
bicomponare Verteilungsfunktion der Gleichverteilungsfunktion und die gefensterte 
bicomponare Wichtung dem von ∆i unabhängigen konstanten Wert 1 innerhalb der 
Grenzen von ∆imin und ∆imax. Damit ist es möglich, die Wichtung und die Normierung zu 
einer arithmetischen Mittelung zu vereinen:  
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Wie bereits anhand der Formel {5.17} abschätzbar, erfordert die arithmetische Mittelung 
gegenüber der bicomponaren Wichtung eine vielfach geringere Rechenleistung. Der 
Aufwand lässt sich noch einmal deutlich senken, wenn die Mittelung gleitend ausgeführt 
wird. Bearbeitet man die Indizes der Reihe nach, so verschiebt sich das Argument 
( fi + ∆i) des Summenterms in der ursprünglichen Glättungsformel jeweils nur um einen 
Frequenzindex. Auch die Grenzen der Summation variieren überwiegend nur um 1 oder 
2. Dadurch unterscheiden sich aufeinanderfolgende Berechnungen des Summenterms 
in wenigen Gliedern der Summe, so dass unter Berücksichtigung der Initialisierung 
zumindest für die hohen Indizes mit jeweils einem größeren Bereich der Laufvariablen 
∆i dieses Vorgehen vorteilhaft ist.  
Nun bleibt noch zu klären, warum bei der gerade besprochenen Frequenzfensterung, 
wie auch schon bei der Fensterung im Zeitbereich in Kapitel 4.2, der Verbesserungsver-
such mit einer zu den Intervallgrenzen stetig abfallenden Fensterfunktion ({5.16}) 
gescheitert ist und sich eine Trivialvariante ({5.17}) als überlegen herausgestellt hat. Die 
Betonung der Spektralwerte bei ∆i nahe 0 durch die bicomponare Wichtung mit wσ  > 0 
führt bei leicht auszuwertenden Betriebsbedingungen mit geringen Beschleunigungen zu 
keiner signifikanten Verbesserung der Ergebnisse, da auch im aktuellen Spektrum die 
Dopplerstruktur mit einem hohen Signal/Rausch-Abstand ausgeprägt ist. Verbreitert sich 
dagegen beschleunigungsbedingt im aktuellen und bisher geglätteten Spektrum die 
Dopplerstruktur stark, so kann durch die Überhöhung der Wichtungsfunktion im Ergeb-
nisspektrum ein relativ leistungsstarkes zweites lokales Maximum als Artefakt an der 
Vorgängerposition der Dopplerstruktur entstehen. Schon eine dem Artefakt überlagerte 
vergleichsweise geringfügige spektrale Störung, wie sie im niederfrequenten Bereich 
häufig vorkommt (Kapitel 2.2), führt dann zur falschen Bestimmung des globalen 
Maximums. Bei Verwendung einer konstanten Wichtungsfunktion tritt dieser Effekt 
dagegen erst in simulierten stark gestörten Betriebszuständen gelegentlich auf, welche 
ohne die beschriebene Glättung überhaupt nicht beherrschbar wären. 
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6 Störunterdrückung im Dopplerspektrum 
6.1 Wissensbasierte spektrale Filter  
Sowohl die Teilspektren der breitbandigen quasigeometrischen Spektralanalyse als auch 
das im Verhältnis schmalbandige Spektrum für das genaue Analyseverfahren sind in 
ihrer Ausgangsform noch nicht direkt für eine Auswertung geeignet. Einerseits können 
betriebszustandsbedingte starke Störungen das Auffinden der Dopplerfrequenz anhand 
der maximalen spektralen Amplitude verhindern. Andererseits führt, wie in Abb. 6.1 
dargestellt, die diskrete Spektralzerlegung des analytischen Dopplersignals bei jedem 
Frequenzindex zu je einem Real- und Imaginärteil für Normal- und Spiegelfrequenzen, 
so dass vor der Maximumsuche auch eine Wertereduktion auf ein reelles Spektrum 
notwendig wird. Es ist dabei möglich, die vernichtete Phaseninformation ebenfalls noch 
zur Störunterdrückung und Richtungserkennung heranzuziehen. Für die reellen Werte 
kommen weitere speziell entworfene spektrale Filter zur Störunterdrückung zum Einsatz, 
die ebenfalls in diesem Kapitel beschrieben werden. Im Gegensatz zu den hinlänglich 
bekannten FIR- und IIR-Filtern im Zeitbereich des Signals [Lane], [Hamm], [Aziz], stellen 
diese Filter direkt auf die Spektralwerte angewandte Berechnungsvorschriften im 
Frequenzraum dar.  
Zwar kann so nur bedingt das Instrumentarium der klassischen Digitalfilter Verwendung 
finden, aber das Arbeiten im Frequenzspektrum erlaubt eine direkte wissensbasierte 
Modellierung entsprechend den physikalischen Ursachen oder zumindest nach dem 
beobachteten statistischen Wesen der Störungen. Formale Beschreibungen des 
gewünschten Filterverhaltenserhaltens werden dabei im Computeralgebra- und Simula-
tionssystem entwickelt und optimiert. Diese Vorgehensweise führt zu den im folgenden 
beschriebenen effektiven, stabilen und anpassungsfähigen Filtern mit vergleichsweise 
sehr geringem Ressourcenbedarf in der Größenordung einzelner DSP-Operationen 
[Chry] je Datenwert. Ein weiterer entscheidender Vorteil der aufgeführten Filterverfahren 
liegt im Verzicht auf Schätzungen des augenblicklichen Betriebszustandes zur Störun-
terdrückung, wie sie beispielsweise die Verfahren in [Jopp] benötigen. So wird der 
Rechen- und Implementierungsaufwand verringert und eine Fehlerfortpflanzung durch 
Rückwirkung der zeitlich zurückliegenden Auswertungsergebnisse auf das augenblickli-
che Filterverhalten verhindert. Flankierende Maßnahmen zum Erhalt der Systemstabilität 
sowie zur Initialisierung sind hier nicht notwendig. Stattdessen kann man allgemeingülti-
ge wissensbasierte Relationen zwischen den Frequenzanteilen derart konstruieren, dass 
sie selektiv die spektrale Dopplerstruktur anheben oder Störungen abschwächen. Eine 
vorherige Lokalisierung der betroffenen Frequenzintervalle ist dafür nicht notwendig.  
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Abb. 6.1:  Schematische Darstellung der spektralen Störunterdrückung für beide Auswerteverfahren 
abweichende Aufbereitung der Spektren für die 
genaue Flankenanpassung  
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Den Beschreibungen der Filterverfahren liegt jeweils ein Ursprungsspektrum Xin zu-
grunde, aus dem sich ein Ergebnisspektrum Xout ergibt.  
Obwohl die Mehrzahl der in Abb. 6.1 dargestellten Filter für beide Teilverfahren anwend-
bar ist, konzentrieren sich die weiteren Ausführungen auf das Weitbereichsspektrum, 
wie es in Kapitel 5 konstruiert wurde. Einerseits müssen ohnehin alle Filter für die quasi-
geometrische Spektralteilung ausgelegt sein. Andererseits ergeben sich auch einige 
Besonderheiten für diese Spektren, während die Übertragung der Berechnungsvor-
schriften auf ein linear geteiltes Spektrum keine Schwierigkeiten bereitet. So erfolgt die 
Zuordnung der Auswertefrequenzintervalle zu den Frequenzindizes mit fallenden 
Frequenzwerten bei wachsendem Index wie im vorangehenden Kapitel.  
6.2 Betragsbildung und Flankenlinearisierung 
Nach der FFT liegen die Spektraldaten als komplexe Größen vor. Eine Betragsquadrat-
bildung würde zu einem Leistungsdichtespektrum führen, das aber für die spektrale 
Flankenanpassung (Kapitel 7) nicht geeignet ist und auch für die breitbandige Auswer-
tung eine zu hohe Dynamik gegenüber der DSP-Verarbeitungsbreite aufweist. Deswe-
gen wird in der weiteren Auswertung mit dem Amplitudenspektrum gearbeitet, welches 
eine komplexe Betragsbildung erfordert:  
 
 2 2_ _( ) ( ) ( ) ( )out in in Re in ImX fi X fi X fi X fi= = +  {6.1} 
   
  Xin Ausgangsspektrum für Filterberechnung (komplex) 
  Xin_Re Realteil des Ausgangsspektrums  
  Xin_Im Imaginärteil des Ausgangsspektrums 
  Xout Ergebnisspektrum der Filterberechnung (reell, nichtnegativ) 
  fi Frequenzindex im diskreten Spektrum 
   
Bei der exakten Berechnung von {6.1} ist die Quadratwurzel für einen Signalprozessor 
mit Festkommaarithmetik an sehr rechenaufwendige Näherungsverfahren [Chry] 
gebunden, die für alle Spektralpunkte ausgeführt werden müssten. Der Zeitaufwand der 
Betragsbildung würde den der Transformation einschließlich der weiteren Auswerte-
schritte um ein Vielfaches übersteigen und so die verfügbaren Ressourcen überfordern.  
Einen Ausweg bietet folgende einfach zu implementierende Näherungsformel, welche im 
Rahmen der Voruntersuchungen entstanden ist und den vektoriellen Betrag eines jeden 
Spektralwertes mit Hilfe der Skalarbeträge abschätzt: 
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   a, b Koeffizienten der Näherung 
   
Bei der Beschränkung der Argumente in {6.2} auf das angegebene Intervall führen 
folgende iterativ bestimmte Koeffizienten in der Summe zu minimalen relativen Abwei-
chungen vom exakten Betragsquadrat: 
   
 2,022 und 0,804= = −a b  {6.3} 
   
Die verbleibenden Abweichungen der Betragsquadratnäherung lassen sich sogar 
sinnvoll nutzen, um störende Nichtlinearitäten anderer Herkunft zu korrigieren. So kann 
man die Schwankungsbreite der noch näher ausgeführten Flankenanpassung in der 
Simulation um etwa 5 % gegenüber der exakten Betragsrechnung {6.1} reduzieren, 
wenn die komplexen Spektraldaten im Bereich des zu erwartenden Dopplermaximums 
vor der Anwendung der Näherungsformel folgender empirischer Normierung unterwor-
fen wurden:  
 
 ( )_ _max ( ), ( ) 0,61...0,62in Re in ImX fi X fi =  {6.4} 
 
Eine über das Intervall in {6.4} hinausgehende Variation von a und b um die angegebe-
nen Werte brachte bei der Simulation des Gesamtsystems dagegen nur eine Ver-
schlechterung der Flankenanpassungsergebnisse gegenüber der Referenz. Dieses 
Verhalten kann auf eine leichte Nichtlinearität der zur Auswertung (Kapitel 7) genutzten 
Spektralflanke zurückgeführt werden, denn das vereinfachte physikalische Modell 
berücksichtigt nur Sockelbeträge und spektrale Nebenstrukturen als Störeinflüsse, die 
man über eine untere Schwelle (Kapitel 7.2.3) ausblenden kann. Gerade im darüber 
liegenden unteren Bereich der Flanke, wo die relative Abweichung der Näherungsformel 
am größten ist, entstehen die nutzbaren Spektralanteile durch Komponenten des Radar, 
die unter sehr flachem Winkel in einem Übergangsbereich der Antennenrichtcharakteris-
tik abgestrahlt werden. Es ist deshalb anzunehmen, dass die ermittelten Werte nur für 
das verwendete Antennendesign optimal anwendbar sind. 
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Mit der Vereinigung von Real- und Imaginärteil zum genäherten vektoriellen Betrag nach 
{6.2} ist der erste Schritt der Datenkonzentration vom diskreten komplexen Normal- und 
Spiegelspektrum zu einem reellen Datensatz abgeschlossen.  
Beide Teilspektren dienen bei bekanntem Dopplerfrequenzindex auch als Grundlage für 
die Fahrtrichtungsbestimmung nach {3.9}. Die in diesem Kapitel beschriebenen Teilfilter 
bereiten aber erst das Auffinden der Maximalamplitude in einem weitgehend von 
Störeinflüssen bereinigten Spektrum vor. Deswegen müssen Normal- und Spiegelspek-
trum bis zur Beendigung der Filterungen und der Maximumsuche zwischengespeichert 
werden. Auch die sich anschließende genaue Auswertung setzt ebenfalls auf den beiden 
Teilspektren auf.  
6.3 Das Phasenkombinationsfilter 
Dieses Filterverfahren nimmt die Vereinigung der nach {3.9} korrespondierenden 
Normal- und Spiegelfrequenzbeträge (Kapitel 3.4.2) durch Addition vor. Ohne zusätzli-
che Maßnahmen bedeutet dies die nutzlose Vernichtung der Richtungsinformation. Die 
Berücksichtigung der richtungsabhängigen Phasenverschiebung zwischen den analyti-
schen Mikrowellensignalkomponenten ({2.11}) durch das Filter soll aber prinzipiell ohne 
Vorwissen über die Bewegungsrichtung oder die ungefähre Dopplerfrequenz auskom-
men.  
Man nutzt deshalb den Betrag der Amplitudendifferenz korrespondierender Frequenzin-
tervalle in der Berechnungsvorschrift {6.5} als zusätzlichen Summanden. Sind die 
Vorzeichen der Amplitudendifferenzen benachbarter Frequenzintervalle gleich, wie bei 
den Komponenten des Dopplersignals angenommen werden kann, führt eine zusätzliche 
Mittelung mit den Differenzen der spektralen Nachbarstützstellen vor der Betragsbildung 
zu einer konstruktiven Überlagerung. Bei wechselnder Orientierung, wie sie verschiede-
ne Störeinflüsse hervorrufen, entsteht dagegen trotz eventuell ausgeprägter Phasenver-
schiebung nur ein vergleichsweise geringer Summenbetrag.  
Weiterhin bietet sich in der resultierenden formalen Beschreibung {6.5} eine Mittelung 
der benachbarter Amplituden im Spiegel- und Normalspektrum an, um Schwankungen 
der Maximumposition durch eventuelle Substrukturen des Dopplerspektrums, überlager-
te Störungen oder Rauschen zu verringern.  
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  Xout Ergebnisspektrum (reell, nichtnegativ) 
  Xin Ausgangsspektrum (reell, nichtnegativ) 
  wBR empirischer Wichtungsfaktor für Phasen-Differenz-Anteil  
  ∆fPh Mittelungsabstand für Phasendifferenz 
  ∆fΣb Mittelungsabstand für Betragssumme 
  fi Frequenzindex im diskreten Spektrum 
  i Summationsindex 
 
Man erkennt, dass sich in {6.5} bei Verschiebung von fi um 1 die Summen nur jeweils 
um zwei innere Terme von den Vorgängersummen unterscheiden, so dass der Algorith-
mus bei der Implementierung hier wesentlich vereinfacht werden kann. Parallelisierbare 
Indexoperationen unberücksichtigt lassend, verbleiben maximal acht DSP-Operationen 
pro Ergebniswert. Die Summation ist nicht für die extremen Randwerte des Spektrums 
möglich. Ein Dopplersignal in diesen Frequenzbändern liegt aber entweder außerhalb 
des Auswertebereiches (quasigeometrische Auswertung) oder stellt eine extreme 
Fehleinschätzung des Betriebszustandes dar (Flankenauswertung), die ohnehin eine 
von den beschriebenen Filtern unabhängige Weiterverarbeitung erfährt. 
Eine genauere Begründung erfordert der in {6.5} implizierte Ansatz von festen Mitte-
lungslängen im gesamten Spektrum. Die Breite der spektralen Dopplerstruktur ist 
proportional zu ihrer Frequenz am Amplitudenmaximum (Kapitel 2.1). Der annähernd 
konstante relative Abstand der Frequenzstützstellen im quasigeometrischen Spektrum 
({5.7}) lässt deshalb keine Probleme erwarten. Bei der Anwendung der Filtervorschrift 
auf das linear geteilte Spektrum der Flankenanpassungsvorbereitung kann man 
dagegen die genaue Anpassung der Mittelungslängen nur für die jeweils erwartete 
Position der Dopplerfrequenz vornehmen (Kapitel 7.3). Allerdings bewirkt die Filterung 
auch bei größeren Abweichungen (±30 %) nur vernachlässigbare Verfälschungen. 
Derart hohe Verschiebungen treten bei der simulierten Parameterschätzung (ausführlich 
in Kapitel 8) nur auf, wenn keine konsistenten Modellannahmen gefunden wurden und 
damit das Ergebnis von sich aus schon sehr ungenau oder unbrauchbar ist. 
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6.4 Das Flankenanhebungsfilter 
Wie in Kapitel 2.2 zusammengestellt, enthält das Spektrum neben der auszuwertenden 
Dopplerfrequenz noch niederfrequente Störungen verschiedener Herkunft. Aber auch 
Mehrfachreflexionen des Radarstrahls und die nicht ideale Antennenabstrahlcharakteris-
tik [Kehr ] führen zu spektralen Störanteilen. Durch das in Kapitel 6.3 beschriebene 
Phasenkombinationsfilter gelingt unter bestimmten Betriebsbedingungen noch keine 
ausreichende Unterdrückung, da auch die Phasenlage der Störungen in einem breiteren 
Frequenzband die Eigenschaften des Dopplersignals besitzen kann.  
Den aufgeführten Störeinflüssen ist gemeinsam, dass sie im überwiegenden Fall 
niederfrequenter als die gesuchte dopplerbedingte Spektralstruktur sind. Wegen der 
angestrebten möglichst weitreichenden Rückwirkungsfreiheit des breitbandigen Auswer-
teverfahrens (Tab. 2.1) kann kein Bandpassfilter um eine geschätzte Dopplerfrequenz 
herum Verwendung finden. Das Dämpfungsverhalten des Filters über der Frequenz 
muss von sich aus sensibel auf die Doppler-Spektralstruktur reagieren. Frequenzen 
oberhalb der Dopplerstruktur gehen tendenziell mit geringer Intensität in das Spektrum 
ein [Jopp 4.3.3.4]. So führt eine von hohen Frequenzen absteigende Summierung der 
diskreten spektralen Amplituden erst beim Erreichen der Dopplerstruktur zur signifikan-
ten Zunahme der Summe. Dieses Verhalten kann zur adaptiven Dämpfung niederfre-
quenter Spektralanteile in Bezug auf die ungefähre Dopplerfrequenz genutzt werden. Für 
den Amplitudengang eines solchen selektiven Filters lässt sich daraus die folgende 
Berechnungsvorschrift formulieren: 
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  Df frequenzabhängige Verstärkung des spektralen Flankenfilters  
  fiq_max maximaler Frequenzindex bei der quasigeometrischen Frequenzzerlegung 
  wf empirischer Wichtungsfaktor zum Parametrieren der Verstärkung des Flankenfilters 
   
Die Realisierung des frequenzabhängigen selektiven Verstärkungsterms Df  in For-
mel {6.6} nutzt die hochfrequente spektrale Teilleistung bis zum jeweiligen Index, welche 
man noch einer (radizierten) Normierung mit der spektralen Gesamtleistung unterwirft. 
Bei Betrachtung des durch Df beschriebenen Amplitudenganges im Beispielspektrum 
Abb. 6.2 fällt auf, dass innerhalb der spektralen Dopplerstruktur die gewünschte rasche 
Abnahme des Filterdurchlassverhaltens zu erkennen ist, die sich zu niedrigen Frequen-
zen hin weiter fortsetzt. Im resultierenden Ergebnisspektrum Xout sind so die niedrigen 
Frequenzen wirkungsvoll unterdrückt, während das spektrale Dopplermaximum nur an 
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seiner für die Auswertung weniger interessanten niederfrequenten Flanke stärker 
beeinflusst wird. Diese Filtereigenschaften variieren für unterschiedliche Dopplerfre-
quenzen nur geringfügig. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  fiD Index der idealen Dopplerfrequenz (dient nur der Veranschaulichung, kein Berech-
nungsergebnis) 
   
Abb. 6.2:  quasigeometrisches Spektrum mit niederfrequentem Störanteil entsprechend 6.2 und 6.3 
vorgefiltert und mit einem Flankenfilter (wf  =1) behandelt 
Für die Berechnung in Echtzeit ist allerdings eine direkte Umsetzung der Formel {6.6} 
wegen der begrenzten Rechenleistung nicht möglich. Berücksichtigt man dagegen die 
Indexunabhängigkeit der spektralen Gesamtleistung und nutzt bei der Teilleistungsbe-
rechnung vorangehende Werte, so gelangt man zu der im folgenden beschriebenen 
rekursiven algorithmischen Vorgehensweise. 
Zuerst werden in der Initialisierung {6.7} die Amplituden aller betrachteten diskreten 
Frequenzanteile im Ausgangsspektrum Xin zu AΣ aufsummiert, um so die radizierte 
spektrale Gesamtleistung zu erhalten. Dies kann bei der Implementierung auch im 
Rahmen der vorangehenden Filterung geschehen und damit Speicherzugriffe einspa-
ren. 
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  AΣ radizierte spektrale Gesamtleistung 
 
X
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fi 0 fiD fiq_max
Xin( fi )   Spektrum vor der Filterung 
Df ( fi )   Verstärkungsfaktor (Amplitudengang)
Xout( fi )  Spektrum nach der Filterung 
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Der Skalar Df beschreibt die frequenzabhängige Verstärkung des Filters. Er wird vor der 
Auswertung der höchsten Analysefrequenz (quasigeometrisch fi = 0) in {6.7} mit 1 
initialisiert. Zur Berechnung der gefilterten Amplituden Xout der abfallenden Analysefre-
quenzen (quasigeometrisch steigende Indizes) findet eine Rekursion Anwendung, 
welche für jeden Frequenzindex die in Abb. 6.3 gezeigten Schritte umfasst. Die Wirkung 
des Filterverfahrens kann mit dem Faktor wf im Bereich zwischen 0 (keine Wirkung) und 
1 (maximale Wirkung) angepasst werden. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 6.3:  echtzeitfähige rekursive Berechnung der Ergebnisse des Flankenanhebungsfilters 
Der Ressourcenbedarf der Berechnungsvorschrift ist mit zwei Registern für Df und die 
Größe AΣ bzw. deren Kehrwert, sowie mit drei Multiplikations-/Additionsoperationen pro 
verarbeiteten Datenwert, sehr gering.  
Die Wirkung des beschriebenen Filters kann neben der Variation von wf entweder durch 
eine mehrmalige Anwendung des Verfahrens oder durch Quadrieren der Verstärkung im 
Schritt 1 der Berechnungsvorschrift mit jeweils leicht differierendem Verhalten beein-
flusst werden.  
Die Anwendung des Filters führt zu einer geringfügigen Verschiebung (∼1- 2 %) der 
spektralen Maximumposition zu niedrigen Frequenzen hin, die man im Rahmen der 
fi
<   
fiq_max 
 
? 
Entsprechend {6.7} Initialisierung von 
Df ,  fi und  AΣ 
Schritt 1  Verstärkung aktualisieren 
Xin( fi ) 
AΣ 
Df  = Df  −   • wf 
Schritt 2  Verstärkung anwenden 
 
Xout( fi ) = Xin( fi ) • Df  
ja
nein 
   fi = fi + 1 
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quasigeometrischen Ergebnisbildung mit einem festen Offset abfangen kann. Bei der 
Flankenanpassung setzt auf der Maximumposition die Suche nach dem Flankenan-
fangspunkt (Kapitel 7.2.2) mit einem empirischen Kriterium auf, welches sich in der 
Simulation bei gleichzeitigem Wirken des Flankenfilters ohne zusätzliche Maßnahmen 
anpassen lässt. 
6.5 Das Schwellenfilter 
Durch Einsatz des Geschwindigkeitssensors in der Bahnumgebung ergeben sich neben 
den bisher betrachteten allgemeinen Dopplersignaleigenschaften weitere anwendungs-
spezifische Störungen. Ein solcher Einfluss ist die Modulation des Dopplersignals infolge 
periodisch schwankender Untergrundreflexionseigenschaften des Gleisbettes, da sich 
dort bei traditionellem Ausbau Schwellen und Schotter abwechseln. Dieser Effekt 
erzeugt durch den annähernd gleichbleibenden Schwellenabstand in einem Gleisab-
schnitt eine stabile geschwindigkeitsproportionale Störfrequenz fS mit zum Teil beträcht-
licher Intensität. Über einen Proportionalitätsfaktor kDS, der nur verhältnismäßig geringen 
relativen Schwankungen unterworfenen ist, hängt die Frequenz fS von der Dopplerfre-
quenz fD ab. Die im folgenden hergeleitete Formel {6.8} verwendet diesen Faktor, 
welcher für den steilstrahlenden Transceiver im Mittel etwa bei dem Wert 0,012 liegt und 
je nach Art des Streckenausbaues um etwa ±25 % variiert.  
Für die bandbreitenbegrenzte genaue Auswertung der Signale des flachstrahlenden 
Transceivers bleibt die beschriebene Störung wegen des großen Abstandes zum 
Dopplersignal nach dem Flankenanhebungsfilter ohne Wirkung, so dass hier weitere 
Gegenmaßnahmen nicht erforderlich sind. Dagegen kommt es während der breitbandi-
gen quasigeometrischen Auswertung bei Geschwindigkeiten über etwa 100 km • h −1 vor, 
dass die Tiefpasswirkung des Flankenanhebungsfilters nicht mehr zur Störunterdrü-
ckung ausreicht und fälschlich Geschwindigkeiten um 1 km • h −1 erkannt werden. Ein 
solches Verhalten ist noch auf einen zweiten mit dem gleichmäßigen Schwellenabstand 
in Verbindung stehenden nachteiligen Einfluss zurückzuführen, welcher besonders bei 
der vereinfachten Form der quasigeometrischen Frequenzauswertung nach 4.2.1 und 
hohen Dopplerfrequenzen zum Tragen kommt. Diese Algorithmenvariante nutzt im 
Bereich hoher Frequenzen jeweils nur kleine Signalabschnitte (Abb. 4.7) in konstantem 
zeitlichen Abstand {5.10} für die Auswertung. So stellen sich gelegentlich Schwebungs-
effekte mit der Modulationsfrequenz (Schwellenfrequenz) fS ein. Das kann dazu führen, 
dass der zur Dopplerfrequenz gehörende Frequenzbereich immer nur in Signalabschnit-
ten ausgewertet wird, deren Abtastung jeweils über einer Schwelle bei entsprechend 
schlechten Reflexionsbedingungen für die Mikrowelle stattfand. Unter diesen Umständen 
verliert das ohnehin verzerrte Nutzsignal zusätzlich an Intensität, während aber der 
Großteil der Störungen bei fS erhalten bleibt. So sind zusätzliche Gegenmaßnahmen in 
Form des im folgenden beschriebenen speziell angepassten Filters notwendig. Wie 
schon beim Flankenanhebungsfilter wird auch hier eine Relation zwischen der spektra-
len Intensität der Dopplerstruktur und der Intensität der Störung hergestellt und dann zur 
selektiven Störunterdrückung angewendet. 
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Wegen der kleinen zu berücksichtigenden relativen Schwankung von ∆fiDS in {6.8} ist 
die wissensbasierte Filterkonstruktion in einem nach {5.7} als ideal geometrisch 
angenommenen Spektrum einfacher durchzuführen. Ein konstanter Faktor auf der 
Frequenzskala entspricht einem festen Offset bei der Adressierung der geometrisch 
verteilten Frequenzstützstellen, welches auch bei quasigeometrischer Teilung nur wenig 
variiert. 
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  fSw durch Gleisschwellen bedingte potentielle Störfrequenz 
  ∆fiDS konstante Indexverschiebung zwischen Störfrequenz und Dopplerfrequenz bei 
angenommener ideal geometrischer Teilung 
  fD ideale Dopplerfrequenz (Kapitel 2) 
  qgeo ideal geometrisches Verhältnis der Mittenfrequenzen zweier aufeinanderfolgender 
Frequenzintervalle (Kapitel 5) 
 
In {6.9} kann die Variation von ∆fiDS mit der spektralen Schwankungsbreite der Störmo-
dulation in einem gemeinsamen Schwankungsintervall zwischen fiSmin und fiSmax bei 
±50% der mittleren Störfrequenz fiSw anhand von Testsignalauswertungen abgeschätzt 
werden. Der Betrag dieser Schwankungsbreite wird für die formale Darstellung mit ∆fS 
bezeichnet. Die relative Angabe des Toleranzbereiches führt unter Annahme der ideal 
geometrischen Frequenzteilung {5.7} wiederum zu einer konstanten Verschiebung der 
Intervallgrenzen gegenüber fiSw.  
 ( )
ln( )round mit 0,5
ln
S
Sw S
geo
Smin Sw Sw Smax Sw Sw
ffi f
q
fi fi fi fi fi fi
 ∆
 ∆ = ∆ =
 
 
= − ∆ = + ∆
 {6.9} 
 
  fiSw Index der potentiellen Störfrequenz (lokale Vermittlungsgröße) 
  ∆fS relative Schwankungsbreite der potentiellen Störfrequenz (lokale Vermittlungsgröße) 
  ∆fiSw Schwankungsbreite der potentiellen Störfrequenz in Indexpositionen 
  fiSmin unterer Grenzindex des Schwankungsintervalls um die potentielle Störfrequenz 
  fiSmax oberer Grenzindex des Schwankungsintervalls um die potentielle Störfrequenz  
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Abb. 6.4:  quasigeometrisches Spektrum mit Dopplerstruktur und schwellenbedingter Störfrequenz  
Um den angestrebten Filteralgorithmus zu vereinfachen, wird in {6.10} die Störfrequenz 
 fiSw selbst als fest betrachtet und die mit ihr zusammenhängende Dopplerfrequenz  fiD 
in einem zu [ fiSmin , fiSmax] äquivalenten Intervall zwischen  fiDmin und  fiDmax als variabel 
angenommen:  
 
 
 = − ∆ + ∆ = + ∆ + ∆Dmin Sw Sw DS Dmax Sw Sw DSfi fi fi fi fi fi fi fi  {6.10} 
 
  fiDmin unterer Grenzindex des verschobenen Störungs-Schwankungsintervalls um die 
Dopplerfrequenz 
  fiDmax oberer Grenzindex des verschobenen Störungs-Schwankungsintervalls um die 
Dopplerfrequenz 
   
An der in Abb. 6.4 dargestellten Störung kann man die Vorschrift {6.11} zur Filterung 
eines Spektrums anschaulich nachvollziehen. Beginnend mit der Amplitude der 
niedrigsten Analysefrequenz beim Frequenzindex fiq_max (aus {5.5}) werden nun die 
Frequenzstützstellen mit absteigendem Index und steigender Frequenz als Störfrequenz-
index fiSw angenommen und die zugehörigen Positionen von  fiDmax und   fiDmin bestimmt. 
Für alle Werte des Ausgangsspektrums im Intervall [ fiDmin , fiDmax] erfolgt eine 
arithmetische Mittelung, deren gewichtetes Ergebnis die Dämpfung bei dieser Frequenz 
bestimmt. Als Wichtungsfaktor zur Justierung des Filters wird dabei der Faktor wSw mit 
(0 < wSw <∼  1) genutzt.  
fi 0 fiD fiSw fiSmin fiSmax fiDmin fiDmax
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Eine Beschränkung des Summationsergebnisses verhindert Dämpfungswerte über 1, so 
dass sich damit folgende formelle Filtervorschrift {6.11} ergibt:  
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  wSw Wichtungsfaktor zur Justierung des Schwellenfilters 
   
Befindet sich die energiereiche spektrale Dopplerstruktur in [ fiDmin , fiDmax], so erreicht 
der Algorithmus eine starke Abschwächung des Filterausganges für fiSw, während die 
Anteile anderer Indizes aufgrund der geringen Amplituden im restlichen Spektralbereich 
auch eine geringere Dämpfung erfahren. Sollte bei niedrigen Geschwindigkeiten die 
Dopplerstruktur selbst in den Filterbereich gelangen, so wird sie wegen der schon im 
Rahmen des Flankenanhebungsfilters berücksichtigten geringen spektralen Amplituden 
bei Frequenzen oberhalb fiD nur sehr wenig verzerrt. 
Für jeden zu filternden Wert ist in {6.11} eine Summation notwendig, so dass die 
unveränderte Implementierung der Berechnungsvorschrift eine erhebliche Belastung der 
Systemressourcen darstellt. Durch eine Umstellung des Algorithmus (analog zu Kapi-
tel 6.4) in eine gleitend geführte Variante mit separat verwaltetem Summenwert AΣ kann 
das Problem entschärft werden. 
Vor der Durchführung dieser im folgenden beschriebenen rekursiven Filterung erfolgt 
eine einmalige Initialisierung {6.12} dieses Wertes mit der ersten Mittelungssumme: 
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Danach werden die in Abb. 6.5 dargestellten Schritte für alle zu filternden Frequenzen 
ausgeführt.  
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Abb. 6.5:  echtzeitfähige rekursive Berechnung der Ergebnisse des Schwellenunterdrückungsfilters 
Das beschriebene Filterverfahren beeinflusst nur die Intensitätswerte in einem nieder-
frequenten Bereich des Spektrums, so dass ein Intensitätssprung zur ersten nicht 
gefilterten höherfrequenten Stützstelle möglich ist. Alle hier beschriebenen Verfahren 
der Filterung und Auswertung zeigen sich unempfindlich gegenüber diesem Effekt. Bei 
späteren Anwendungserweiterungen, welche über die Suche der maximalen spektralen 
Amplitude hinausgehen oder weitere Filter implizieren, kann das langsame ‚Ausblenden‘ 
der Filterwirkung vor der Sprungstelle durch ein schrittweises Verringern von wSw auf 0 
notwendig werden. Der in {2.1} festgelegte Oversamplingfaktor kover ist größer als 2, so 
dass die maximale Dopplerfrequenz um ½ • kover kleiner als die höchste Analysefrequenz 
des Spektrums mit ½ • fA bleibt. Aus dem festen Mindestfaktor ergibt sich nach {5.7} ein 
konstantes quasigeometrisches Spektralintervall für das gewünschte Ausblenden. So 
lässt sich ein linearer Übergang von wSw mit dem formalen Zusammenhang {6.13} 
realisieren. 
fi
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? 
Entsprechend {6.12} Initialisierung von 
AΣ  und  fi 
Schritt 2  Mittelungssumme anpassen 
 
AΣ = AΣ  + Xin( fi − ∆fiDS − ∆fiSw − 1) − Xin( fi − ∆fiDS  + ∆fiSw)    
  Schritt 1  Berechnung Amplitudenwert 
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Der zulässige Wertebereich von wSw bzw. a ist nach unten durch die 0 beschränkt. Nach 
oben lässt sich dieser zwar mathematisch nicht exakt abschließen, aber Werte, die 
deutlich die 1 übersteigen, führten in Simulationen zur Verringerung der Zuverlässigkeit. 
Die Störung konnte dagegen schon mit a = 0,2 … 0,5 unterdrückt werden. 
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7 Dopplersignalauswertung nach der Flankenanpas-
sungs-Methode 
Dieses Kapitel beschreibt zusammen mit Kapitel 8 die Konstruktion eines auf maximale 
Genauigkeit optimierten Auswerteverfahrens. Im Gegensatz zu den beiden vorangehen-
den Kapiteln beziehen sich die folgenden Darstellungen von linear geteilten diskreten 
Spektren wieder auf die gewohnte Abhängigkeit von wachsender Frequenz bei steigen-
dem Index. Hierzu wird zuerst ein bestehender theoretischer Ansatz zur Vermeidung 
systematischer Fehler bei der spektralen Dopplerauswertung betrachtet. 
7.1 Das klassische Flankenanpassungsverfahren 
Das von Schubert [Schb] vorgestellte Flankenanpassungsverfahren zur präzisen Aus-
wertung von Dopplersignalen (siehe auch [Jopp Kap. 4.2.3.3]) bildet eine theoretische 
Grundlage für die genauigkeitsoptimierte Frequenzbewertung des Dopplerspektrums. 
Als Ausgangspunkt wird die Proportionalität der Dopplerfrequenz zum Kosinus zwischen 
Abstrahlrichtung und Fahrtrichtung {2.2} gewählt, in deren Folge der Frequenzterm für 
den Winkel α = 0 sein Maximum erreicht. Der Grundgedanke des Verfahrens liegt nun 
in der Annahme, dass bei genügend flacher Abstrahlung der Mikrowelle diese Maximal-
frequenz fF0 als Grenzwert der hochfrequenten Flanke der spektralen Dopplerstruktur 
nach {7.1} berechenbar wird. Als Extremwert ist ein solches spektrales Merkmal 
unempfindlich gegenüber abstrahlwinkelabhängiger Quellen systematischer Abweichun-
gen [Kapitel 2, Kehr Kap. 9], die bei Dopplergeschwindigkeitsmessungen üblicherweise 
auftreten.  
 
 
0
2 für 0⋅= →F0
vf αλ  {7.1} 
  fF0 dem Abszissenschnittpunkt der Flankenanpassungsgerade zugehörige Frequenz 
   
Die Vorstellung des Verfahrens in [Schu] zeigt Abb. 7.1 beispielhaft ein typisches 
diskretes Dopplerspektrum mit zwei Schwellen relativ zur spektralen Maximalamplitude 
entsprechend {7.2}:  
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 ( ) ( )0,80 0,25= ⋅ = ⋅S1 max S2 maxA A f A A f  {7.2} 
   
  fmax Frequenz mit maximaler spektraler Amplitude  
  AS1, AS2 spektrale Amplitudenschwellen für Flankenauswertung (empirisch) 
   
In der Frequenz-Amplituden-Ebene [ f, A( f )] des Diagramms Abb. 7.1 wird zwischen 
den Schnittpunkten der Schwellen mit der fallenden Flanke eine Gerade angepasst, 
welche die Abszisse an der gesuchten Position  fF0 schneidet. 
 
 
 
 
 
 
 
 
 
 
 
Abb. 7.1: die ‚klassische‘ Flankenanpassung 
Die Hauptabweichungsquellen vergleichbarer Verfahren ([Jopp], [Marg ], [Kehr ], [Wein]), 
wie veränderliche Untergrundeigenschaften, geringfügige Änderungen der Montage-
position (Verkippen) und der Antennenabstrahlcharakteristik beeinflussen das Ergebnis 
der Auswertung von  fF0 im Mittel nur wenig. Dagegen ist die Schwankungsbreite der so 
berechneten Werte mit bis zu 5 Prozent nicht befriedigend. Auch die Variation der 
Schwellenverhältnisse und ein höherer Grad der Anpassungskurve führen zu keiner 
signifikanten Verbesserung. Außerdem ziehen die für eine entsprechende Genauigkeit 
notwendigen Blocklängen bei der Frequenztransformation deutliche Verzögerungen 
hinsichtlich der Ergebnisbildung nach sich. 
7.2 Weiterentwicklung der Flankenanpassung 
Im folgenden wird das Verfahren dahingehend erweitert ([Kaku3]), dass es auch die 
Befriedigung der Genauigkeitsansprüche {1.2} ermöglicht. Durch die hier vorgestellten 
algorithmischen Maßnahmen ist eine Genauigkeitssteigerung um den Faktor 10 in der 
Praxis erreichbar. Dieses Unterkapitel erläutert die verbesserte spektrale Flankenanpas-
sung an einem stationären Dopplersignal. In 7.3 werden dann weitere Optimierungen 
Fit-
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besprochen, um die Genauigkeitsvorgaben im gesamten Geschwindigkeitsbereich und 
auch während Beschleunigungszuständen einhalten zu können. 
7.2.1 Spektraltransformation der Dopplerdaten 
In Kapitel 3.4 wurde bereits die Fast-Fourier-Transformation als günstigste Variante zur 
Erzeugung der Spektren für die genaue Auswertung herausgearbeitet. 
Die Wirkung einer zeitlichen Fensterung des Dopplersignaldatenblockes vor der 
Frequenztransformation auf die Ergebnisgenauigkeit der Flankenanpassung lässt sich 
nur schwer theoretisch abschätzen. Als Kriterium zur Fensteroptimierung wird in [Schm], 
[Solo] sowie [Sohi Kap. 2.2] die Unterdrückung der sogenannten Ripple und der Leakage 
(Leck-Effekt [Kamm Kap. 6.3.3]) herangezogen. Der erste spektrale Artefakt bezeichnet 
einen periodisch über das gesamte Spektrum verteilten Sockelwert, während der zweite 
besonders in der unmittelbaren Nähe einer Linie hoher spektraler Leistung als Neben-
maximum zur Ausprägung kommt. Die in der Literatur vorgeschlagenen Fenster, 
beispielsweise das Hamming-Fenster, schwächen diese Artefakte gegenüber der 
Rechteckfensterung zwar deutlich ab, verringern aber auch die Flankensteilheit der 
auszuwertenden Spektralstruktur. Gerade die Flankensteilheit bestimmt maßgeblich die 
Genauigkeit der Flankenanpassung, während Nebenmaxima und der Rauschsockel 
durch die im folgenden beschriebene verfeinerte Vorgehensweise bei der Schnittpunkt-
bestimmung weitgehend ausgeblendet werden können. So erklärt es sich auch, dass die 
mit der Blockbildung einhergehende triviale Rechteckfensterung in der Simulation und im 
Praxistest die besten Ergebnisse hervorbringt. 
Nach der FFT liegen die analytischen Spektraldaten als komplexe Größen vor. Der 
weiteren Verarbeitung geht die Anwendung der in Kapitel 6 beschriebenen Filter voran. 
Deren Ergebnisse (Abb. 6.1) sind eine zuverlässige Position der maximalen spektralen 
Amplitude, eine aktualisierte Fahrtrichtungsinformation, sowie Betragsspektren der 
Normal- und Spiegelfrequenzen. Aus ihnen wird entsprechend der Bewegungsrichtung 
das betreffende Teilspektrum für die weitere Flankenanpassung ausgewählt. 
7.2.2 Bestimmung des Anfangspunktes für den Flankenanpassungsbereich  
Die Suche nach dem Flankenfußpunkt beginnt mit der Übernahme des spektralen 
Maximalwertes (Abb. 6.1), dem sichersten Merkmal der spektralen Dopplerstruktur nach 
der wissensbasierten Störunterdrückung entsprechend Kapitel 6. Unter normalen 
Betriebsbedingungen kompensieren sich die systematisch bedingten leichten Schwan-
kungen der Maximumposition während der weiteren Verarbeitungsschritte. Es sind aber 
auch Nebenmaxima mit vergleichsweise hoher Amplitude innerhalb der abfallenden 
hochfrequenten Flanke der Dopplerstruktur durch ungünstige Reflexionsbedingungen 
(z.B. an Riffelblechuntergrund [Jopp]) möglich. Das kann den Wert AS1 verfälschen. 
So liegt es nahe, die invariante Amplitudenschwelle AS1 der klassischen Methode in 
eine frequenzabhängige quadratische Funktion weiterzuentwickeln. Die in Abb. 7.2 
dargestellte Kurve beginnt bei dem Maximumfrequenzindex mit einem relativ zur 
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Größe der Amplitude am spektralen Maximum festgelegten Wert. Von hier aus setzt 
sich die Reihe der wachsenden Vergleichswerte in Richtung höherer Frequenzen fort. 
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  aS1, bS1 empirische Koeffizienten 
  fimax Frequenzindex mit maximaler spektraler Amplitude  
   
Der Anfangsindex des Flankenanpassungsbereiches ergibt sich beim Aufwärtszählen 
als erster Wert, dessen spektrale Amplitude die Kurve {7.3} unterschreitet:  
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  fiS1_tmp vorläufiger Frequenzindex des Anfangspunktes für Flankenanpassung 
   
Diese ansteigende Tendenz der Suchkriterium-Kurve {7.3} gegenüber dem zu erwar-
tenden fallenden Verhalten der Flanke ist eine Folgerung aus der mit zunehmendem 
Maximumabstand sinkenden Wahrscheinlichkeit eines ungestörten Flankenschnitt-
punktes.  
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  cS1, dS1 empirische Koeffizienten 
  fiS1 Frequenzindex des Anfangspunktes für Flankenanpassung 
  fipeak Breite der spektralen Dopplerstruktur (Peakbreite) in Frequenzindizes  
   
Bei stark gestörten verbreiterten Spektren erweist es sich in der Simulation als 
genauigkeitserhöhend, den Anpassungsbereich in der Flanke zum Maximum hin zu 
vergrößern, da dann jeder einzelne Spektralwert im Mittel weniger Information trägt. 
Deswegen ergibt sich der endgültige Index fiS1 in {7.5} durch Rückverlegen des 
Rohwertes fiS1_tmp um einen der Peakbreite proportionalen Korrekturwert. Die Breite 
der spektralen Dopplerstruktur ermittelt man hierfür in einer mit dem Amplitudenmaxi-
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mum normierten Höhe, welche in Abb. 7.2 als Peakbreiten-Level markiert ist und an 
die Sensorsignale einmalig angepasst werden muss. 
 
 
 
 
 
 
 
 
 
 
  Aplevel relative Schwelle der Amplitude zur Bestimmung der spektralen Breite der Doppler-
struktur  
 
Abb. 7.2:  Auffinden des Anfangspunktes für die Flankenanpassung 
7.2.3 Bestimmung des Endpunktes für den Flankenanpassungsbereich 
Ausgehend vom Anfangsindex fiS1 des Anpassungsbereiches erfolgt nun die Suche des 
Endindex. Seine Position hängt in starkem Maße von dem Störsockel am Fuße der 
höherfrequenten Dopplerstrukturflanke ab, denn die Flankenanpassung darf diesen 
Bereich starker Abweichungen nicht mit erfassen. Deswegen wird durch den Punkt 
( fiS1, A( fiS1)) eine Gerade gelegt (Abb. 7.3), welche die entsprechend der Simulation 
erwartete Steilheit der Flanke besitzt und um bS2 zu höheren Frequenzindizes hin 
verschoben ist.  
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  aS2 empirische Koeffizienten (Anstieg der Vergleichsgeraden) 
  bS2 empirische Koeffizienten (Verschiebung der Vergleichsgeraden) 
 
Beginnen in {7.7} beim absteigenden Vergleich die Amplitudenwerte diese Vorgabegera-
de {7.6} zu überschreiten, so ergibt sich der letzte unterhalb liegende Wert als vorläufi-
ger Index  fiS2_tmp des Endpunktes:  
fimax fi fiS1
Aplevel
A(
 
fi 
) 
fiS1_tmp
AS1( fi )
fipeak
cS1 • fipeak − dS1 
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  fiS2_tmp vorläufiger Frequenzindex des Endpunktes für Flankenanpassung 
 
Die im Spektrum unter gut auswertbaren Betriebsbedingungen aussagekräftigsten 
Punkte nahe des Flankenfußpunktes weichen bei Störungen aber auch am stärksten ab. 
So verbessert, wie beim Anfangspunkt der Anpassung in {7.8}, eine peakbreitenpropor-
tionale Rückverlegung des endgültigen Indexes  fiS2 die Auswerteergebnisse. 
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  cS2, dS2 empirische Koeffizienten 
  fiS2  Frequenzindex des Endpunktes für Flankenanpassung 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 7.3:  Auffinden des Endpunktes für die Flankenanpassung 
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7.2.4 Durchführung der Flankenanpassung  
 
 
 
 
 
 
 
 
 
 
 
 
  fiF0 Position des Abszissenschnittpunktes der Flankenanpassungsgerade 
   
Abb. 7.4:  Darstellung der Flankenanpassung 
Bei der in Abb. 7.4 dargestellten Flankenanpassung wird versucht, die Spektraldaten der 
fallenden Dopplerflanke zwischen den Punkten ( fiS1, A( fiS1)) und ( fiS2, A( fiS2)) durch 
eine Gerade zu beschreiben [Pres Kap. 14.3]. Diese Regressionsgerade [Bron Kap. 16] 
soll eine möglichst minimale quadratische Abweichung von den Spektraldaten aufwei-
sen, so dass sich folgendes Optimierungskriterium ergibt: 
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 fi Frequenzindex  
  a, b Koeffizienten einer linearen fehlerquadratminimierten Anpassung  
 
Zur Auflösung dieser Extremwertaufgabe {7.9} ist es notwendig, zuerst die äußere 
Summe in Elementarsummen aufzuspalten. Daraufhin werden die Summengleichungen 
partiell nach den Geradenparametern abgeleitet und 0 gesetzt. Durch Auflösen des 
entstehenden charakteristischen Gleichungssystems wäre eine gleichzeitige Anpassung 
von a und b möglich. In der Praxis führt das allerdings zu stark schwankungsbehafteten 
Werten. Eine statistische Auswertung ergibt, dass sich der mit der spektralen Maximal-
amplitude normierte Parameter aFn in einem akzeptablen Schwankungsbereich als 
Erhaltungsgröße darstellt und nach einer Kalibrierung an Simulationsdaten vorgegeben 
werden kann. Damit entfällt die partielle Ableitung nach a während man aus der  
Anpassungs-
gerade 
fi fiS1
A(
 
fi 
) 
fiF0 
fiS2
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verbleibenden charakteristischen Gleichung durch Umstellen nach b die Formel {7.10} 
erhält:  
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  aFn mit maximaler spektraler Amplitude normierter Vorgabewert für Flankenanpassung 
 
Somit ist es möglich, den Flankenfußpunkt durch Nullsetzen der angenäherten Amplitu-
de in der Geradengleichung (implizit in {7.9}) unter Berücksichtigung von {7.10} nach 
folgender Formel {7.11} zu berechnen: 
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Während man aFn noch direkt in der Simulation des Auswerteverfahrens durch Mittelung 
des Ordinatenschnittpunktes der Anpassungsgeraden ermitteln lassen kann, erfordern 
die restlichen eingeführten empirischen Parameter eine mehrdimensionale Optimierung. 
Allerdings vereinfacht sich dabei der Optimierungsprozess einerseits durch die Ganzzah-
ligkeit und andererseits durch die Möglichkeit der geometrischen Interpretation einiger 
Größen. 
Die bisher beschriebenen Verbesserungen des Flankenanpassungsverfahrens wurden 
in Simulationen an digitalisierten stationären Dopplersignalen mit geringen Störungen 
getestet. So war unter Nutzung jeweils angepasster Parameter ohne eine weitere 
Glättung der Einzelergebnisse schon die Größenordnung der angestrebten Messwert-
schwankungsbreite in den Zielstellungen zur Genauigkeit {1.2} erreichbar. Die jeweils 
errechneten mittleren Geschwindigkeiten verhielten sich aber nicht vollkommen linear 
zur Dopplerfrequenz. Der Dynamikbereich der Geschwindigkeit in dem diese Nichtlinea-
ritäten hinreichend genau kompensierbar waren, betrug weniger als eine Dekade.  
Das Überlagern des Dopplersignals in der Simulation mit einer energiereichen schmal-
bandigen Störung, wie sie auch in der Bahnanwendung vorkommt, führte zu punktuellen 
Fehlauswertungen des bisher beschriebenen Verfahrens. Bei der Anwendung auf 
Beschleunigungsvorgänge zeigten sich darüber hinaus erhebliche Abweichungen, die 
auf die Verbreiterung der spektralen Dopplerstruktur und die zeitliche Verzögerung der 
Auswerteergebnisse zurückzuführen waren. 
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7.3 Eingebettete Flankenanpassung mit festem Arbeitspunkt 
Das kurz umrissene Abweichungsverhalten der Flankenanpassung lässt erkennen, dass 
dieses Verfahren seine Genauigkeit nur innerhalb eines kleinen Dynamikbereiches der 
empirischen Parameter erreichen kann.  
Der relativen Position der Dopplerstruktur im Spektrum muss deshalb der Charakter 
eines Arbeitspunktes zugeordnet werden, welcher näherungsweise konstant zu halten 
ist. Dies schließt auch die weitgehende Kompensation von beschleunigungsbedingten 
Strukturverbreiterungen im Spektrum mit ein. Bevor in Kapitel 8 zur Konstruktion des für 
diese beiden Ansprüche notwendigen Rahmenverfahrens übergegangen wird, beschrei-
ben die nächsten Abschnitte die Umstellung der Auswertung auf einen festen Arbeits-
punkt. Dies ermöglicht eine Fensterung des Spektralmaximums sowie weitere Wichtun-
gen zur Erhöhung der Störsicherheit. 
Die in Kapitel 3.4.3 auf Grundlage der Genauigkeitsvorgaben durchgeführte Abschät-
zung zur minimal notwendigen Blocklänge {3.16} lässt eine Dynamik dieses Parameters 
um etwa den Faktor 10 erkennen. Zur Begrenzung von Beschleunigungseffekten sollte 
dieser geschwindigkeitsabhängige Minimalwert möglichst nicht überschritten werden. 
Daraus resultiert die Notwendigkeit einer Anpassung der verwendeten Blocklänge an 
den aktuellen Geschwindigkeitsbereich.  
Man kann versuchen, den leichter zu implementierenden Ansatz eines FFT-
Ausgangsdatenblockes fester Länge zu retten, indem man den maximal zu wählenden 
Block im Bedarfsfall nicht vollständig mit neuen Abtastdaten füllt. Nicht aktualisierte 
Bereiche des Blockes müssen dann mit 0 aufgefüllt (zero padding [Kamm Kap. 5.2]) und 
eine sich an die FFT anschließende Normierung der Spektralwerte durchgeführt werden. 
Die erreichte Frequenzauflösung steigt jedoch durch diesen einer Interpolation der Spek-
tralwerte entsprechenden Kunstgriff nicht an [Koll Kap. 3]. Trotzdem resultieren daraus 
Vorteile für die Implementierung des weiteren Algorithmus – man könnte mit absoluten 
Indizes und blocklängenunabhängigen Parametern arbeiten. Demgegenüber steht 
allerdings der enorme Rechenaufwand bei weit überhöhten Blocklängen im kritischen 
Niedriggeschwindigkeitsbereich. Um hier mit einer möglichst dichten Folge von Auswer-
tungsschritten auch eine brauchbare Beschleunigungsschätzung gewährleisten zu 
können, fällt die Entscheidung zu Gunsten des aufwendigeren Weges einer in Zweierpo-
tenzen veränderlichen Blocklänge für die FFT. Damit müssen von jetzt an alle betrachte-
ten Größen des Spektrums für die Flankenanpassung als mit der reziproken FFT-Länge 
N normiert betrachtet werden. 
Der Arbeitspunkt kann sich nur am Ergebnis der Flankenauswertung fiF0 orientieren. 
Deshalb wird der Erwartungswert für den Flankenfußpunkt mit der Abtastrate normiert 
und als Arbeitspunktfestlegung dem in {2.1} eingeführten Oversamplingverhältnis kover 
gleichgesetzt. Dieses Verhältnis {7.12} entspricht auch dem Quotienten aus 
Flankenfußpunktindex und FFT-Blocklänge.  
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  kover empirisch festgelegtes Oversampling zur geschätzten Dopplerfrequenz 
  EW(x) Erwartungswert von x für Arbeitspunktvorgabe  
  fA arbeitspunktbezogene Abtastfrequenz, wird in Kapitel 8.2 virtualisiert 
   
Im Gegensatz zum Flankenfußpunkt ist die Frequenz der spektralen Maximumposition 
 fmax von den üblichen Störungen der Dopplerverfahren (Kapitel 2) betroffen und kann 
so auch bei optimaler Anpassung des Fußpunktes von einem werkseitig kalibrierten 
Mittelwert der Maximumposition            deutlich abweichen. Hauptsächlich die 
Differenz des Montagewinkels von dem Kalibrierwinkel führt zu einer permanenten 
Verschiebung der spektralen Maximumposition. Diese Abweichung wirkt sich auf die 
Ergebnisse des quasigeometrischen Auswerteverfahrens (Kapitel 4) aus. Die vekto-
rielle Auswertung eines eventuell zukünftig implementierten zusätzlichen Beschleuni-
gungssensors benötigt ebenfalls einen möglichst genauen Montagewinkelwert. 
Deswegen ist die Ermittlung der expliziten Winkelabweichung gegenüber der Kalibrie-
rung in {7.13} von Interesse, während für die anschließend beschriebene Maximum-
fensterung im Rahmen der Flankenanpassung die Abschätzung der relativen Positi-
onsverschiebung genügen würde. Als Grundlage der Berechnung dient die Formel für 
den Nickwinkelfehler {2.13}. 
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  ∆α  Änderung des Mittelstrahlwinkels gegenüber der Kalibrierung im Bogenmaß 
(Kapitel 2) 
  α0  Mittelstrahlwinkel während der Kalibrierung (siehe Kapitel 2) 
  _max kf  Median-Mittelwert der relativen Maximumpositionen während der werkseitigen 
Kalibrierung 
  maxf  aktueller Median-Mittelwert der relativen Maximumpositionen 
 
Die Aktualisierung des Mittelwertes ist erst nach Berechnung von  fF0 möglich, weil man 
nur so die Abweichungen der realen Betriebsbedingungen von der Vorhersage im 
aktuellen Spektrum berücksichtigen kann. Für die Berechnung des Mittelwertes hat sich 
das Median-Verfahren [Bron] als günstig erwiesen, da es sich unempfindlich gegen 
punktuelle Abweichungen verhält. Auch muss für         die mögliche Abweichung zu 
             praxisorientiert begrenzt werden, welche einer maximalen Montagewinkelabwei-
chung von ∆α = 3° entspricht.  
_max kf
maxf
_max kf
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7.3.1 Wichtungsfunktionen für Maximumsuche und Leistungsabschätzung 
Im Falle massiver spektraler Störungen ist die möglichst genaue Kenntnis der voraus-
sichtlichen Maximumposition (Abb. 6.1) für die Systemstabilität von hoher Bedeutung. 
Durch eine fälschlicherweise nach der Flankenanpassungsmethode ausgewerteten 
spektralen Störlinie könnten nahezu beliebige Fehler entstehen. Eine nachgeschaltete 
Plausibilitätsprüfung im Voter (Kapitel 2.4, 8.4) kann diese Fehler zwar meist erken-
nen, nicht aber rückwirkend vollständig kompensieren. 
Um das zu vermeiden, wird jeder spektrale Amplitudenwert in der Umgebung des 
Erwartungswertes          mit einer empirischen frequenzindexabhängigen Wichtungsfunk-
tion wf( fi ) multipliziert und danach das Maximum ermittelt. Für die Auswahl der 
verwendeten Funktion {7.14} kommen übliche Fensterfunktionen der Signalverarbeitung 
in Betracht. Die Unterdrückung von real aufgezeichneten und simulierten Störungen 
gelingt sowohl mit einer Gaußschen Glockenkurve als auch gleichermaßen mit dem 
Kosinusfenster. So kann man die Entscheidung hinsichtlich des Implementierungs- und 
Ressourcenaufwandes zugunsten der Kosinus-Wichtung treffen: 
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  wf frequenzindexabhängige Wichtungsfunktion zur Bestimmung des Amplitudenmaxi-
mums im Bereich der Dopplerstruktur 
  N Blocklänge der FFT 
   
Im Zusammenhang mit der geforderten Echtzeitfähigkeit erscheint die Berechnung der 
Kosinusfunktion für die Hälfte der Spektralwerte zunächst kritisch. Wegen der Division 
der Spektralposition durch die Blocklänge im Argument ergibt sich für diese Funktion 
aber die halbe Granularität, wie diejenige, der look-up-table für die Winkelfunktionen zur 
Berechnung der FFT ([Meye], [Sohi
 
]). So ist es möglich, diese Tabelle für die Wertezu-
ordnung der Wichtungsfunktion mit zu nutzen.  
Von dem Maximalwert der gewichteten Amplitude ausgehend werden noch weitere 
Normierungen der spektralen Amplitudensumme der Dopplerstruktur mit jeweils opti-
mierten eigenen Wichtungsfunktionen durchgeführt. 
Es erhöht sich die Genauigkeit der Flankenanpassung in der Simulation, wenn für die 
Skalierungen und Normierungen nicht nur die Amplitude am spektralen Maximum 
 A( fimax), sondern die spektrale Amplitudensumme der gesamten Dopplerstruktur AD 
maxf
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herangezogen wird. Die Festlegung der Fenstergrenzen für die Dopplerstruktur und des 
Funktionsverlaufes der Wichtung erfordert die Möglichkeit einer gegenüber {7.14} 
wesentlich feiner abgestimmten Optimierung mehrerer Parameter. Deswegen stellt 
{7.15} eine einfach implementierbare Wichtungsbasisfunktion vor, in welcher zunächst 
die Fensterabmessungen frei parametrierbar sind: 
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  wb  Wichtungsbasisfunktion, abhängig vom Frequenzindex und den Grenzindizes 
  fi1  niederfrequenter Grenzindex der Wichtungsbasisfunktion 
  fi2  hochfrequenter Grenzindex der Wichtungsbasisfunktion 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Abb. 7.5:  Beispiele für in Echtzeit realisierbare Funktionsverläufe auf Grundlage der Wichtungsbasis-
funktion 
Es ist aber auch vom Verhalten der Wichtungsfunktion zwischen dem Maximum und den 
Grenzen ein erheblicher Einfluss auf das erreichbare Ergebnis zu erwarten. Die 
Wichtungsbasis kann in einfach und ressourcenschonend implementierbaren Polynom-
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termen variiert werden, so dass beispielsweise die in Abb. 7.5 dargestellten Funktions-
verläufe realisierbar sind. 
Bei dem Vergleich der Varianten für die Dopplerleistungsabschätzung anhand einer 
Flankenanpassungssimulation erzielt die Berechnungsvorschrift {7.16} die besten 
Ergebnisse. Sie besitzt im Gegensatz zu gängigen Fensterfunktionen ([Schm], [Solo]) 
einen konkaven Verlauf: 
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AD  Abschätzungskriterium für die spektrale Amplitudensumme der Dopplerstruktur 
   
Für das im folgenden zu entwickelnde Rahmenverfahren ist eine Größe zur Abschät-
zung des Erfolges der Beschleunigungskompensation notwendig. Die in Kapitel 7.2.2 
beschriebene Peakbreite  fipeak zeigt jedoch in einigen Betriebszuständen noch nicht die 
erforderliche Robustheit. Deswegen muss die relative Breite der spektralen Doppler-
struktur in einer für schmalbandige Störungen möglichst unempfindlichen und deshalb 
integralen Größe Qa im Spektrum beurteilt werden. Unter Ausnutzung der Vorbetrach-
tungen und Ergebnisse zur Dopplerleistungsabschätzung {7.16} ergibt sich eine 
Berechnungsvorschrift, welche die gestellten Anforderungen in Simulationen erfüllen 
kann:  
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  Qa  Abschätzungskriterium für die Breite der spektralen Dopplerstruktur 
 
Das Ersetzen der Größe fipeak durch Qa in der Flankenanpassung {7.5}, {7.8} führt nach 
einer Neuberechnung der mit ihr verbundenen empirischen Größen cS1, dS1, cS2 und dS2 
zur weiteren Verringerung der Schwankungsbreite der Gesamtergebnisse. 
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8 Bewegungsmodellbasiertes Iterationsverfahren mit 
virtueller Abtastung 
Die Auswertung der Simulationsergebnisse für die spektrale Flankenanpassung in 
Kapitel 7 erfordert die Konstruktion eines Rahmenverfahrens ([Kaku5]) zum Einstellen 
eines Arbeitspunktes und zur Kompensation von Beschleunigungseffekten. Es ergeben 
sich aber aus den vorhergehenden Kapiteln einige wesentliche Vorgaben an das 
Verfahren. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 8.1:  Schema der sequenziellen Einbindung der blockweisen Spektralauswertung 
Abb. 8.1 zeigt die zur Verifizierung der Flankenanpassung eingesetzte herkömmliche 
sequenzielle Einbindung der blockweisen Spektralauswertung in ein Signalverarbei-
tungssystem, welche sich in Hinblick auf die gestellten Anforderungen als unzureichend 
erwiesen hat. Besonders auffällig ist die Datenreduktion innerhalb der Spek-
tralauswertung selbst. Hier werden die Zeitbezüge der Berechnungsresultate durch die 
Blockbildung wesentlich ungenauer als die ursprüngliche Abtastfrequenz. Demzufolge 
müsste das so errechnete Ergebnis neben der relevanten Dopplerfrequenz auch deren 
zeitliche Veränderung über den ausgewerteten Zeitraum des Blockes enthalten. Das 
Gegenteil ist aber der Fall. Eine extreme Verdichtung der gesamten Spek-
Abtastung 
(A/D-Wandlung) 
Spektralauswertung
Aufbereitung der 
Abtastdaten 
Abtastdatenblock 
Ergebniswert 
Skalarer Wert  
 (geringer Datenumfang) 
zeitdiskreter Datensatz  
 (hoher Datenumfang)  
102 8  Bewegungsmodellbasiertes Iterationsverfahren mit virtueller Abtastung 
tralinformationen auf die einzelne Ergebnisfrequenz findet statt. Beschleunigungsbeding-
te Frequenzverschiebungen führen nicht zu zusätzlichen Informationen, sondern 
verschlechtern die Genauigkeit des berechneten Ergebnisses. Eine grundlegende 
Veränderung oder Substitution des Flankenanpassungsverfahrens innerhalb des 
Projektes ist nicht möglich, da entsprechend der Vorbetrachtungen hierfür keine 
praktikablen Ansätze zur Verfügung stehen. Es muss also eine Möglichkeit entwickelt 
werden, das zeitliche Verhalten des Dopplersignals vollständig außerhalb der Spek-
tralauswertung zu modellieren.  
Die Abb. 2.1 stellt bereits einen Regelkreis für eine Arbeitspunktstabilisierung durch 
Variation der Abtastrate dar, wie er in anderen Verfahren zur Dopplerradarauswertung 
Verwendung findet. Eine anschließende Diskussion im Kapitel 2.3 zeigt allerdings auch 
die damit verbundenen erheblichen Probleme auf. So wird eine grundsätzlich neue 
Lösung angestrebt, in die weitere Merkmale einfließen können.  
Aus den Betrachtungen in Kapitel 2 ergibt sich ein Systemkonzept mit fester physikali-
scher Abtastrate. Der Regelkreis muss demzufolge auf andere Parameter als die 
Abtastrate einwirken. Da die Anzahl rein empirischer Größen im Flankenanpassungsver-
fahren verglichen mit den einzelnen Verarbeitungsstufen der Filterung und breitbandigen 
Auswertung hoch ist, sollte zugunsten der Parametrierbarkeit der gesamten Auswertung 
für das Rahmenverfahren weitgehend auf empirische Ansätze verzichtet werden. Als 
Modellierungsgrundlage bieten sich deshalb bevorzugt physikalische Identitäten mit 
klaren Abhängigkeiten und direkt aus den Betriebsbedingungen folgenden Werteberei-
chen an, auch wenn auf diese Weise kompliziertere Berechnungsvorschriften für die 
Echtzeitausführung entstehen können.  
Das zu entwickelnde Rahmenverfahren muss für blockorientierte Frequenzauswertun-
gen, wie sie die Flankenauswertung darstellt, geeignet sein. Die Auswertung hat aber 
gleichzeitig zyklische Unterbrechungen als Teil eines kooperativen Multitaskingsystems 
zu tolerieren, wie es aus Abb. 2.5 und Tab. 2.2 folgt. Daraus ergibt sich die Notwendig-
keit eines variablen Zeitbezuges bei der Festlegung der Auswerteblöcke. Die in Kapitel 7 
hergeleitete Notwendigkeit der Beschleunigungskompensation führt zur Ausweitung der 
Forderung des variablen Zeitbezugs für jeden Abtastwert, welcher dem Flankenauswer-
tungsverfahren übergeben wird. Es liegt deshalb nahe, die Herleitung mit einem 
physikalischen Modell des momentanen Bewegungszustandes an einem beliebigen 
Zeitpunkt zu beginnen. 
8.1 Herleitung 
Im Bahnbetrieb werden vor allem Geschwindigkeitsverläufe ([Wend]) mit konstanter 
Beschleunigung angestrebt. Entwickelt man das zeitliche Verhalten des Weges nach den 
Bewegungsgleichungen {2.9} von einem Zeitpunkt t0 aus entsprechend einer Taylorreihe 
[Bron Kap. 14] und bricht die Reihenentwicklung nach dem quadratischen Glied ab, so 
ergibt sich eine hinreichend genaue Beschreibung des Bewegungszustandes: 
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  t0 Bezugszeitpunkt des Bewegungsmodells 
  s zurückgelegter Weg des Fahrzeuges 
  vm Geschwindigkeitswert des Bewegungsmodells 
  am Beschleunigungswert des Bewegungsmodells 
 
Dieses Bewegungsmodell {8.1} impliziert die Annahme von am(t0) als näherungsweise 
konstant über den Auswertezeitraum eines Blockes. Um das numerische Format des 
24Bit Festkomma-DSP nicht zu überschreiten, bietet sich innerhalb eines Blockes die 
Verwendung von relativen Zeit- und Wegwerten an. Der so in {8.2} eingeführten 
blockinternen Zeit tk kann man für den Zeitpunkt t0 den Index und Wert 0 zuordnen. 
Die Näherungsgleichung {8.1} lässt sich dann durch Festlegen des Weges auf ein als 
ideal äquidistant angenommenes Raster des Abstandes ∆s ({2.7}) in die Bestimmungs-
gleichung {8.2} für alle sich daraus ergebenden Abtastzeitpunkte tk(k) eines Datenblo-
ckes umwandeln. Auch der blockinterne Weg wird relativ zum Wert 0 bei t0 betrachtet.  
Da man aber die Parameter bei tk(0) (entspricht  t0) nur aus den Abtastwerten der 
bereits passierten Strecke bestimmen kann, muss in {8.2} den weiteren Abtastzeiten und 
Abtastorten ein negatives Vorzeichen verliehen werden. Dabei bleibt die Fahrtrichtung 
unberücksichtigt:  
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0 0
1( ) ( ) ( ) ( )
2
für 0... 1 und (0) 0
m k m k
k
k s v t t k a t t k
k N t
− ⋅∆ = ⋅ + ⋅ ⋅
= − =
 {8.2} 
 
  N  Länge eines Auswerteblockes 
  k  Index innerhalb eines Auswerteblockes  
  tk(k) blockindexbezogene Abtastzeitpunkte entsprechend dem Bewegungsmodell 
 
Bei am(t0) = 0 ergibt sich aus {8.2} durch einfaches Umstellen eine explizite Bestim-
mungsgleichung für die Zeitpunkte, während für den Fall am(t0) ≠0 die Selektion der 
physikalisch relevanten Lösung der quadratischen Gleichung [Bron Kap. 1] notwendig 
ist: 
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Die angegebene Lösung der quadratischen Gleichung bei am(t0) ≠ 0 in {8.3} setzt die 
Gültigkeit der folgenden Lösbarkeitsbedingung (negative Determinate) voraus: 
 
 
2
0 0( ) 2 ( )
0
m mD v t k a t s
D
− = − ⋅ ⋅ ⋅ ∆
− >
 {8.4} 
 
  D Determinate der quadratischen Zeitpunkt-Bestimmungsgleichung 
   
Für große positive Beschleunigungswerte bei kleinen Geschwindigkeiten erscheint die 
Bedingung {8.4} kritisch. Im Falle der Nichterfüllung der Ungleichung würde nämlich die 
Beschleunigung, über die gesamte Blocklänge wirkend, zu einer Überschreitung der 
angenommenen Endgeschwindigkeit vm(t0) führen. Deshalb beginnt in diesem Fall die 
Beschleunigungsphase erst innerhalb des Blockes und die Näherungsannahme der 
Konstanz der Beschleunigung ist unzulässig. Somit muss die Ungleichung als zusätzli-
che Bedingung für die Anwendbarkeit des Bewegungsmodells berücksichtigt werden. 
Ihre Verletzung erfordert das Ausweichen auf alternative Auswertemethoden, wie die 
quasigeometrische Frequenzauswertung (Kapitel 4). 
 
 
 
 
 
 
 
 
 
 
 
 
 Abb. 8.2:  dopplerinvariante Abtastzeitpunkte der unmittelbaren Vergangenheit während einer 
Beschleunigungsphase 
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Abb. 8.2 zeigt das Verhalten der Bestimmungsgleichung {8.3} in einem Beschleuni-
gungsvorgang, welcher im Grenzbereich noch die hergeleitete Bedingung erfüllt. 
Zur echtzeitfähigen Implementierung ist die genaue Lösung der Bewegungsgleichung 
{8.3} allerdings wenig geeignet. Die notwendige Berechnung der Wurzelfunktion auf dem 
verwendeten DSP ist nur mit erheblichem Aufwand iterativ möglich und so nicht für 
jeden Signalwert durchführbar. Ein Lösungsansatz wäre die stückweise Beschreibung 
der Wurzelfunktion mittels einfach zu berechnender Polynome, wie er mit Hilfe der 
nichtlinearen Intervallschachtelung im Anhang erläutert wird. Unabhängig von der 
Nutzung dieser Möglichkeit muss man auch die Anzahl der zu berechnenden Wurzel-
terme deutlich verringern. Dies erlaubt eine direkte Näherung der Abhängigkeit tk(k) 
durch ein Polynom in k an wenigen berechneten Zeitpunkten in {8.5}. Finden dabei 
Koeffizienten dritten und höheren Grades Verwendung, erreichen sie bei den notwendi-
gen Blocklängen und sinnvollen Beschleunigungswerten aber maximal die Größenord-
nung 10-9, während der absolute Koeffizient bei etwa 1 liegt. Die höheren Koeffizienten 
sind dann selbst bei einer Vorskalierung und Anwendung des Horner-Schemas 
[Bron Kap. 19] nicht mehr ohne massive numerische Beschneidungen im 24-Bit Format 
des DSP verarbeitbar. Das würde eine zügige Berechnung ebenfalls behindern. 
Numerisch unbedenklich und in der Praxis ausreichend ist dagegen eine quadratische 
Näherung der folgenden Form: 
   
 2( ) = + ⋅ + ⋅appt k a b k c k  {8.5} 
 
  tapp(k)  quadratische Näherung der Zeitpunkt-Bestimmungsgleichung 
  a,b,c Koeffizienten der Näherung  
   
Die einfachste Möglichkeit zur Bestimmung der Koeffizienten a, b und c in {8.5} besteht 
in der Festlegung dreier Indexwerte, in welchen die genaue Lösung und das Näherungs-
polynom identisch sein sollen. Nutzt man den Anfangspunkt k = 0, den Mittelpunkt des 
Blockes k = N/2 −1 und den Vorgänger des Endpunktes k = N −2, so ergibt sich 
folgendes System von Bestimmungsgleichungen:  
 
 
( )
( ) ( ) ( )
2
2
2
0 0 0 0
1
2 2 2
1 1 2
k
k
k
a b c t
N N Na b c t
a b N c N t N
+ ⋅ + ⋅ = =
   + ⋅ + ⋅ = −   
   
+ ⋅ − + ⋅ − = −
 {8.6} 
         
Es besitzt vergleichsweise einfache Lösungen für die gesuchten Koeffizienten: 
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Allerdings sind die beiden Endpunkte weniger repräsentativ für die genäherte Abhängig-
keit als der mittlere Punkt bei k = ½ •N−1, so dass eine bessere Anpassung durch eine 
Verlagerung der beiden äußeren Anpassungspunkte nach innen zu erwarten ist. Auf 
ähnliche Weise lassen sich noch verschiedene Näherungsverfahren konstruieren, wobei 
aber vor allem die Erhöhung der Stützstellenanzahl die Aussagekraft der Näherung 
verbessert. Zum Vergleich mit der beschriebenen Näherung in 3 Punkten in Abb. 8.3 soll 
deshalb eine fehlerquadratminimierte Anpassung eines quadratischen Polynoms über 
alle Zeitindizes k herangezogen werden [Pres Kap. 14.3].  
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 8.3:  Darstellung verschiedener Näherungen des Zeitverhaltens 
Die Koeffizientenbestimmung durch Festlegen des Polynoms in 3 Punkten führt 
erwartungsgemäß zu einer höheren mittleren Abweichung von der genauen Lösung als 
die fehlerquadratminimierte Anpassung über viele Punkte, wobei aber auch letztere 
noch deutlich vom Bewegungsmodell abweicht. Man sollte sich allerdings vor Augen 
halten, dass in dem zugrundegelegten extremen Anfahrvorgang die Modellannahmen 
(z.B. am(t0) = const ) schon abweichungsbehaftet sind, so dass eine perfekte 
Übereinstimmung unnötig wäre. Wenn man sich auf Nfit äquidistante Punkte ( Nfit > 10) 
für k bei der Anpassung beschränkt, kann auch eine Echtzeitfähigkeit der 
Vielpunktvariante erreicht werden, ohne dass in der Simulation des zugrundegelegten 
Anfahrvorganges eine erkennbare Verschlechterung des Näherungsverhaltens eintritt.  
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Für die ausgewählten Punkte kfit findet eine Approximation im Mittel [Bron Kap. 18] 
Anwendung, welche zu einem Normalgleichungssystem mit folgendem Aussehen in 
Matrizenform führt: 
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  Nfit Anzahl der ausgewählten Indizes für Polynomnäherung 
  kfit Vektor von ausgewählten Indizes für Polynomnäherung 
  i Summationsindex 
 
Auf die numerische Inversion der symmetrischen Koeffizientenmatrix in {8.8} ist das 
Cholesky-Verfahren [Golu] spezialisiert. Wegen des niedrigen Grades der Matrix eignet 
sich zur Lösung auch die Cramersche Regel ([Bron Kap. 4]), deren analytisches 
Ergebnis darüber hinaus eine weitere Vereinfachung beispielsweise mit einem Compu-
teralgebrasystem erlaubt. So kann die vergleichsweise aufwendig erscheinende Lösung 
des Normalgleichungssystems {8.8} durch etwa 200 DSP-Befehle unter Nutzung einer 
angepassten Floatingpoint-Emulation ausgeführt werden. Bei den verwendeten Block-
längen entspricht das durchschnittlich weniger als einem halben Befehl je Datenwert. 
Eine Testimplementierung beider Varianten auf dem DSP zeigte im realen Einsatz 
allerdings keine signifikante Überlegenheit der Vielpunktvariante bezüglich der Abwei-
chung letztendlich ermittelter Geschwindigkeitswerte. So wird die einfache Variante {8.7} 
ausgewählt. 
8.2 Virtuelle Abtastung  
Nachdem mit {8.3}, {8.5} und {8.7} ein in Echtzeit aktualisierbares Modell des Bewe-
gungszustandes hergeleitet wurde, beschreibt das folgende Unterkapitel dessen 
Einflussnahme auf die Abtastdaten vor der Frequenztransformation. 
Die von k abhängigen Werte der µ -Funktion in {8.9} treten an die Stelle des Index zur 
Adressierung der abgetasteten Mikrowellenmischsignale im DSP-Ringpuffer (Abb. 2.5). 
Wie die mit zunehmenden k von 0 absteigenden Werte von tapp(k)  zeigt auch µ(k) 
dieses Verhalten, wobei µ  = 0 den jüngsten auszuwertenden Abtastwert adressiert,  
 µ  = −1 dessen Vorgänger und so weiter.  
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Es ist nicht zu erwarten, dass ein im Modell {8.5} berechneter optimaler Abtastzeitpunkt 
tapp(k) mit dem Zeitpunkt einer physikalischen Abtastung des Signals in der Vergangen-
heit zusammenfällt. Infolge dessen stellen auch die µ (k) in der Regel keine ganzen 
Zahlen dar. Deshalb sind weitere Verarbeitungsschritte notwendig, welche die Zuord-
nung von diskreten Signalwerten zu den µ(k) gestatten. Im folgenden wird von virtuellen 
Abtastwerten gesprochen. Eigenschaften der ungleichförmigen Abtastung bei spektral 
begrenzten Signalen finden sich beispielsweise in [Chur ]. 
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a phys
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µ µ  {8.9} 
 
  µ nicht notwendig ganzzahlige Position des virtuellen Abtastaugenblicks in Abhängig-
keit vom physikalischen Abtastraster 
  ∆µ ganzzahlige Indexverschiebung zur Sicherung der Kausalität 
  Ta_phys physikalische Abtastperiode 
   
Verschiedene Interpolationsverfahren erlauben die hinreichend genaue Schätzung des 
Signals auch zwischen den physikalischen Abtastpunkten. Der Term ∆µ in {8.9} soll 
dabei sicherstellen, dass alle benachbarten physikalischen Abtastwerte, welche in die 
Berechnung der µ(k) einfließen, auch bereits abgetastet sind.  
 
 
 
 
 
 
 
 
 
 
 
 
  Ain_out Verhältnis der spektralen Amplituden vor und nach der Interpolation 
  fAs  virtuelle Abtastfrequenz (ortsbezogen)  
  EW( fF0) Erwartungswert von fF0 für Arbeitspunktvorgabe 
 
Abb. 8.4: mittlere Frequenzgänge der Lagrange-Interpolation  
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Prinzipiell kann man zwischen einer Durchführung im Zeit- oder im Frequenzbereich 
unterscheiden. Eine blockweise Interpolation im diskreten Frequenzraum ist aufgrund 
des hohen Ressourcenbedarfs nicht realisierbar. Bei einer vollständigen Interpolation im 
Zeitbereich bieten sich vor allem polynombasierte Verfahren ([Bron Kap. 19], 
[Pres Kap. 3]) an. Sie besitzen allerdings einen teilweise sehr unterschiedlichen Amplitu-
dengang, so dass eine diesbezügliche Einschätzung notwendig ist.  
Die lineare Interpolation zwischen den zwei zu µ(k) benachbarten physikalischen 
Abtastpositionen dämpft wie in Abb. 8.4 ersichtlich bereits niedrige Frequenzen zu stark. 
Man muss zu höheren Ordnungen übergehen und kann dafür Lagrange Polynome 
[Pres Kap. 3.1] nutzen. Die quadratische Interpolation hat aufgrund der jeweils drei 
genutzten Stützstellen einen asymmetrischen Charakter, so dass sie hier ebenfalls 
unberücksichtigt bleibt. Deswegen konzentrieren sich die weiteren Betrachtungen auf die 
kubische Interpolationsformel nach Lagrange [Bron Kap. 19]: 
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  µ0..µ3 physikalische Abtastindizes 
  x 0..x 3 physikalische Abtastwerte 
  µ frac  virtueller (reeller) Abtastindex relativ zum physikalischen Abtastraster  
  xv(k) Interpolationswert des Dopplersignals zum Index k 
   
Um Abweichungen während der spektralen Bewertung zu minimieren, muss (wie in 
Abb. 8.4 gezeigt) die Dämpfung bei EW( fF0) gering sein, wogegen das Abtasttheorem 
die Unterdrückung der Frequenzen oberhalb der halben virtuellen Abtastrate fAs ({2.6}) 
erfordert. Da hierfür die Dämpfung der Interpolation {8.10} nicht ausreicht, ist die 
vorherige Anwendung eines digitalen Filters auf die Daten notwendig. Dies würde einer 
einfachen Umsetzung des die Auswertung unterstützenden Time-Variant-Filter-Prinzips 
der JTFA [Qian Kap. 9] entsprechen.  
In der Simulation und im Praxistest hat sich das schon in Kapitel 4 verwendete einfach 
zu implementierende arithmetische Mittelungs-/Dezimierungsfilter als günstig erwiesen. 
Mit einer an fAs angepassten ganzzahligen Länge weicht der resultierende Amplituden-
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gang der Mittelung zwar erheblich vom idealen Tiefpass ab, unterdrückt aber höherfre-
quente Störungen ausreichend.  
Für die kubische Interpolation eines virtuellen Abtastwertes ist ein Quadtupel von 
benachbarten physikalischen Abtastwerten mit ganzzahligem Index notwendig, welche 
in {8.11} mit Hilfe von Rundungsoperationen aus dem reellen virtuellen Abtastzeitpunkt 
errechnet werden. 
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 {8.11} 
 
Die Dezimierung verringert erheblich den Datenumfang, der bei niedrigen Geschwindig-
keiten zur Bereitstellung eines virtuellen Datenblockes für die Frequenztranzformation im 
Systemspeicher gehalten werden muss. So kann man mehrere 100 Kilobyte Ausgangs-
samples auf etwa 10 Kilobyte reduzieren, welche dann nur einen Bruchteil des verfügba-
ren DSP-Speichers belegen. Nach einer solchen Filterung ist es für die korrekte 
Berechnung allerdings notwendig, die Größe Ta_phys mit der dementsprechenden 
Dezimierungslänge L in {8.12} zu multiplizieren.  
Da der Wert x3 zum Zeitpunkt der Verarbeitung bereits abgetastet sein muss (µ(k) ≤ 0), 
folgt als minimaler Wert für die in {8.9} eingeführte Indexverschiebung ∆µ ein Wert von 
2, so dass für die Indizierung der gemittelten und dezimierten Abtastwerte die Identität 
{8.12} gilt: 
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⋅ a phys
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  L Dezimierungslänge bei der Vorverarbeitung zur virtuellen Abtastung 
   
Die einheitenfreien Indizes µ 0..3 in {8.13} dienen wegen der bereits abgeschlossenen 
Zuweisung der Abtastwerte innerhalb der Berechnungsformel {8.11} nur der relativen 
Indizierung, so dass sie um einen gemeinsamen Wert beliebig verschiebbar sind. Dies 
lässt sich nutzen, um die Berechnung zu vereinfachen, indem folgendes festgelegt wird: 
 
 0 1 2 31 0 1 2= − = = =µ µ µ µ  {8.13} 
   
Damit kann man den Abtastindex µ frac so in das Intervall zwischen 0 und 1 verlegen, 
dass er sich einfach als Nachkommaanteil von µ errechnen lässt: 
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 ( )( ) frac ( )=frac k kµ µ  {8.14} 
µ frac  virtueller Abtastindex relativ zum physikalischen Abtastraster (0 ≤ µ frac<1) 
 
Nach Anwendung der Vereinfachungen auf {8.10} verbleibt lediglich µ frac als variabler 
Index. Alle jetzt noch in dieser Formel vorkommenden Größen sind entsprechend den 
obigen Definitionen von k abhängig, so dass auf die explizite Darstellung der Abhängig-
keit verzichtet wird. Eine dem Horner-Schema ([Bron] Kap. 19, [Pran]) folgende Umstel-
lung verringert die Anzahl der notwendigen Prozessoroperationen und die Dynamik 
innerhalb der Berechnung, so dass keine numerischen Beschränkungseffekte auftreten 
können: 
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Um den Überlauf des Fractional-Formates des DSP zu verhindern, werden in {8.16} die 
Koeffizienten in den Klammern gegenüber {8.15} noch etwas verkleinert. Mit einer 
Substitution kann man darüber hinaus noch Rechenzeit einsparen:  
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  {8.16} 
  Subst  Substitution 
  x 0,1,2,3  physikalische Abtastwerte, äquidistant, an Ursprung verschoben  
   
Obwohl die Umsetzung der Formel {8.16} aufwendig erscheint, gelingt eine Implementie-
rung mit 12 DSP56002-Befehlen je Datenwert, so dass der notwendige Rechenaufwand 
in der vertretbaren Größenordnung einer FFT der verwendeten Blocklängen bleibt. Der 
Aufwand der optimierten Formel liegt damit deutlich unter dem in der Literatur 
[Bron Kap. 19] für geschwindigkeitskritische numerische Anwendungen empfohlenen 
Verfahren nach Aitken-Neville, da dieser iterative Algorithmus nicht mehr wesentlich 
algebraisch vereinfacht und angepasst werden kann. Die ebenfalls häufig angewendete 
Spline-Interpolation [Bron Kap. 19] hat ihre Vorteile vor allem bei der visuellen Darstel-
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lung, sowie bei Stetigkeitsansprüchen an die erste und zweite Ableitung. Dagegen führt 
sie zu erheblichen Schwankungen im Dämpfungsverhalten auch niedriger Frequenzen 
und damit besonders bei kleineren Blocklängen zu praktisch unbrauchbaren spektralen 
Ergebnissen.  
Das Kapitel der virtuellen Abtastung soll mit einer zusammenfassenden Darstellung des 
Rechenweges in Abb. 8.5 abgeschlossen werden.  
 
 
 
 
 
 
 
 
 
 
 
 
 
  ki Beispielindex im Ausgangsdatenblock für die Spektralbewertung 
   
Abb. 8.5:  zusammenfassende überzeichnete Darstellung des Rechenweges vom Index ki im 
Ausgangsblock für die spektrale Auswertung (A) über die zeitliche Zuordnung durch das 
quadratisch genäherte Bewegungszustandsmodell (B) hin zur Ermittlung des zugehörigen  
virtuellen Signalwertes xv(ki) durch kubische Interpolation (C) 
8.3 Einbindung des Bewegungsmodells in das Auswerteverfahren 
Die Zeitpunkte der Aktualisierung des Bewegungsmodells sind abhängig vom Bewe-
gungszustand und von den verfügbaren Ressourcen im Multitaskingsystem des 
Sensors. Die Beurteilung der Einzelergebnisse durch den Voter und die Weitergabe des 
Gesamtergebnisses über die Sensorschnittstelle muss davon nach {8.17} zeitlich 
entkoppelt werden.  
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 ( ) ( ) ( ) ( )0 0 0= + − ⋅res m mv t v t t t a t  {8.17} 
 
  t0 Bezugszeitpunkt der letzten Bewegungsmodellaktualisierung 
  t aktuelle Systemzeit 
  vres(t)  momentane Ergebnisgeschwindigkeit nach dem Bewegungsmodell 
  vm(t0)  Geschwindigkeitswert des zum Zeitpunkt t0 aktualisierten Bewegungsmodells 
   
Die Anpassung der Modellparameter erfolgt entsprechend den ermittelten spektralen 
Merkmalen. Wegen der grundlegenden Geschwindigkeits-Frequenzproportionalität des 
Dopplereffektes {2.2} lässt sich der Geschwindigkeitsterm des Modells in {8.18} durch 
die relative Abweichung der ermittelten Dopplerfrequenz {7.11} von der erwarteten 
Frequenzposition {7.12} direkt korrigieren. 
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 {8.18} 
 
  t0 neuer Auswertezeitpunkt 
  vres(t0)  prediktierte Geschwindigkeit zum neuen Auswertezeitpunkt nach dem vorangehen-
den Bewegungsmodell, welches auch zur virtuellen Abtastung diente 
  vm(t0)  aktualisierter Geschwindigkeitswert des Bewegungsmodells 
   
Dagegen kann die Beschleunigung am in {8.18} nur indirekt über die Minimierung des 
Breitenkriteriums Qa ({7.17}) der Dopplerstruktur angenähert werden. Allerdings ist diese 
Bewertungsgröße ebenfalls von anderen Umweltfaktoren wie den Untergrundreflexions-
bedingungen [Kehr Kap. 3] abhängig, so dass die Beibehaltung des gleichen zeitlichen 
Signalabschnittes t0 während dieser Anpassung die Ergebnisse weiter verbessert.  
In Abb. 8.6 nimmt das Bewegungsmodell die zentrale Position ein. Entsprechend der in 
diesem Kapitel hergeleiteten Vorgehensweise durchlaufen die Abtastdaten zunächst die 
Tiefpassfilterung mit Dezimierung in Form der arithmetischen Mittelung. In einem 
Basisdatensatz sind diese Tiefpassergebnisse zwischengespeichert. Die Mittelungslän-
ge und der Dezimierungsabstand müssen aus den augenblicklichen Modellparametern 
nach den in den Extremfällen möglichen Beschleunigungen so abgeschätzt werden, 
dass die Dopplerfrequenz bis zur nächsten Aktualisierung auch bei Beschleunigung 
nicht in den Dämpfungsbereich dieser Vorfilterung geraten kann. Um die notwendigen 
Signalinformationen der unmittelbaren Vergangenheit aufnehmen zu können und ein 
Oversamplingverhältnis größer als kover zu gewährleisten, besitzt der als Ringpuffer 
ausgelegte Basisdatensatz einen deutlich größeren Umfang als die maximale Block-
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länge für die Spektralauswertung. Das garantiert auch bei Beschleunigung die Ein-
haltung des festgelegten Oversamplings.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 8.6:  Darstellung des gesamten vorgestellten Verfahrens der virtuellen Abtastung  
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Die arithmetische Mittelung im Zusammenwirken mit der Interpolation zeigt kein ideales 
Tiefpassverhalten. Zur sicheren Einhaltung des Abtasttheorems müsste zusätzlich ein 
den momentanen Modellparametern angepasstes digitales Anti-Aliasingfilter unmittelbar 
vor der virtuellen Abtastung auf die Basisdaten angewendet werden. Bei der Sensorer-
probung ließen sich allerdings keinerlei Auswirkungen von Störungen durch Übergehen 
dieses recht aufwendigen Verarbeitungsschrittes erkennen. Die so mögliche Verletzung 
des Abtasttheorems ruft Frequenzspiegelungen aus dem von der Interpolation nicht 
vollständig bedämpften schmalen Band zwischen der halben virtuellen Abtastfrequenz 
und dem Einsetzen der Mittelungsdämpfung des Vorfilters hervor. Diese führen aber nur 
zu geringen relativen Intensitätsschwankungen im Bereich der Dopplerstruktur, welche 
eine fehlertolerante Auswertemethode (Kapitel 7) leicht kompensieren kann.  
Die zentrale Struktur des vorgestellten modellbasierten Verfahrens besteht aus den drei 
Funktionseinheiten: virtuelle Abtastung, Spektralauswertung der virtuellen Daten und 
Korrektur des Bewegungsmodells. Mit ihr ist eine iterative Verarbeitungsweise möglich. 
Die mehrmalige Auswertung eines zeitlichen Signalabschnittes mit veränderlichen 
Bewegungsmodellparametern erlaubt zum Beispiel erst die indirekte Abschätzung der 
Beschleunigung aus dem Breitenminimum der Dopplerstruktur (Kapitel 7), welche im 
fortlaufenden Signal wegen der sich ständig ändernden Untergrundeinflüsse nicht 
möglich wäre. Dagegen gestattet der Zugriff auf die jeweils jüngsten, am wenigsten 
verzögerten Basisdaten die beste Schätzung des momentanen Bewegungszustandes 
und eine problemlose Einbindung in eine Multitaskingumgebung. So ist es vorteilhaft, die 
Auswertung der jeweils jüngsten Signaldaten mit nachfolgenden Durchläufen des 
gleichen (inzwischen vielleicht schon veralteten) Zeitabschnittes zur Bestimmung der 
Beschleunigungskorrektur zu kombinieren. Bei der Iterationsanzahl muss die verfügbare 
Rechenleistung beachtet werden. Zu viele Durchläufe können das Ergebnis trotz 
genauerer Beschleunigungsschätzung infolge der verzögerungsbedingt notwendigen 
Extrapolation der momentanen Bewegungsgrößen aus der Vergangenheit verschlech-
tern. Die vorliegende Dimensionierung der Hardware erlaubt im Durchschnitt zwei 
solcher Zyklen ohne Abweichungszunahme durch ungenaue Extrapolation. Auch die 
notwendige Größe des Basisdatenpuffers wächst durch die sicherzustellende Verfüg-
barkeit retardierter Daten für die Iteration und stößt schon bei wenigen Zyklen an die 
Grenzen der zugrundegelegten Hardware. Deshalb könnte ein zusätzlicher Beschleuni-
gungssensor im Rahmen einer Weiterentwicklung durch die Einengung des zu untersu-
chenden Beschleunigungsbereiches das Auswerteergebnis weiter verbessern helfen und 
die Systemressourcen entlasten. 
8.4 Zuverlässigkeitsschätzung und Gesamtergebnisbildung 
Die schon in Kapitel 2.4 umrissene Vorgehensweise bei der Vereinigung der Ergebnisse 
und Zwischengrößen zu einem möglichst zuverlässigen und genauen Gesamtergebnis 
([Mont ]) wird im folgenden im Verhältnis zum damit verbundenen Implementierungs- und 
Testaufwand sehr gestrafft abgehandelt. Die größtenteils empirisch ermittelten Ansätze 
lassen sich nur beschränkt verallgemeinern. Schon verhältnismäßig geringfügige Änder-
ungen in der Mikrowellenhardware können zur Verschiebung der Prioritäten bei der 
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Kriterienbewertung und den Parametern führen. So werden hier nur einige wesentliche 
Informationsquellen zusammengestellt.  
In beiden Teilverfahren erfolgt die Bestimmung der maximalen spektralen Amplitude 
nach Anwendung der im Kapitel 6.1 beschriebenen Filtervorschriften. Die Maximumfre-
quenz repräsentiert das Endergebnis des breitbandigen Auswertealgorithmus, wogegen 
sie bei der modellbasierten genauen Methode nur ein Zwischenergebnis ist (siehe 
Abb. 6.1). Unabhängig davon kann bei diesem Auswerteschritt in beiden Verfahren das 
Verhältnis der maximalen Amplitude zum spektralen Untergrund zur Zuverlässigkeitsein-
schätzung gebildet werden. Ein solches relatives Kriterium hat den Vorteil der Unabhän-
gigkeit von intensitätsbeeinflussenden Randbedingungen, wie Abstand zum Gleisbett, 
Untergrundbeschaffenheit, Witterung und Fertigungstoleranzen. Weil aber die Identifika-
tion von Störeinflüssen wie Fahrzeugvibrationen im Stillstand nicht vollkommen gelingt, 
muss auch die absolute spektrale Leistung der Dopplerstruktur zu einem Teil in die 
Bewertung eingehen. Auf diese Weise kommt man zu folgendem spektralen Qualitäts-
bewertungskriterium {8.19}, welches das spektrale Signal-Mittelwert-Verhältnis und die 
maximale spektrale Amplitude gleichzeitig bewertet. Es kann vor allem zur Unterschei-
dung der Fahrzeugbewegung vom Stillstand genutzt werden. Die Formel ist für aufstei-
gende Frequenzindizierung angegeben. Bei quasigeometrischen Spektren sind wn und 
wh auszutauschen. 
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  Sp Entscheidungsschwelle für spektrale Amplitude (empirisch) 
  wn Wichtungsfaktor für niederfrequenten Spektralteil (empirisch, >1) 
  wh Wichtungsfaktor für höherfrequenten Spektralteil (empirisch, >1) 
  NA Anzahl der spektralen Stützstellen 
   
Anhand des Plausibilitätsvergleiches der momentanen Vorzeichen beider Teilverfahren 
mit einer seit dem letzten Anfahren/Initialisieren als konstant anzunehmenden Bewe-
gungsrichtung lassen sich Fehlauswertungen aufgrund spektraler Störungen auffinden 
(vergl. Abb. 2.4). Besonders das unter ungünstigen Einbaubedingungen in seltenen 
Fällen mögliche kurzzeitige Einloggen des modellbasierten Teilverfahrens auf Reflexio-
nen des Dopplersignales kann man so erkennen und entstehende Abweichungen 
begrenzen. 
Bei der modellbasierten Auswertung der Signale des flachstrahlenden MW-Transcivers 
werden weitere Größen berechnet (z.B. {8.4}), welche zusätzliche Aussagen hinsichtlich 
der Auswertbarkeit des Signalspektrums erlauben. Das Flankenanpassungsverfahren 
(Kapitel 7) stellt neben den dafür nutzbaren Berechnungszwischengrößen fiS1, fiS2 und 
den durch sie indizierten Amplituden auch die direkt zur Betriebszustandseinschätzung 
konzipierten Werte ∆α ({7.13}) und Qa ({7.17}) zur Verfügung. Aus Kapitel 8 lassen sich 
in gleicher Weise Parameter des Bewegungsmodells, wie der Beschleunigungswert am 
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({8.1}) oder die Abweichungen des Bewegungsmodells ({8.18} und Abb. 5.7), zur 
Beurteilung nutzen. Diese Größen geben eine Aussage über die Konvergenz des 
Verfahrens. Es genügt, sie auf die Einhaltung eines absoluten bzw. bei entsprechender 
Abhängigkeit blocklängenproportionalen Gültigkeitsintervalls zu testen. Das Verlassen 
dieses Intervalls bedeutet den Misserfolg der modellbasierten Auswertung eines Spek-
trums und löst bei vermehrtem Auftreten deren Neuinitialisierung aus. Für die Dauer des 
Misserfolges werden dann die gemittelten Ergebnisse der breitbandigen Auswertung an 
die Schnittstelle des Sensors weitergegeben. 
Selbst wenn alle Bewertungskriterien der modellbasierten Auswertung verhältnismäßig 
robust sind, kann auch das Verlassen des als vertrauenswürdig eingeschätzten Ge-
schwindigkeitsbandes der breitbandigen Auswertung zu einer Neuinitialisierung des 
Modells führen.  
Während der relativ kurzen Initialisierungsphase in der Größenordnung von einer 
Sekunde stehen lediglich die rückwirkungsfrei ermittelten Ergebnisse der breitbandigen 
Frequenzauswertung zur Verfügung. Sie dienen auch zur Bildung eines Anfangsmodells 
für die Flankenauswertung (Kapitel 7 und 8).  
Das Ergebnis der quasigeometrischen Spektralanalyse ist als spektrale Maximumposi-
tion in starkem Maße von Abweichungen des Montagewinkels beeinflusst. Durch eine 
Korrektur unter Nutzung der Abschätzungen für die Mittenstrahländerung ∆α  während 
der Flankenanpassung ({7.13}) kann die Nickwinkelabweichung ({2.13}) für dieses 
Teilverfahren ebenfalls verringert werden.  
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9 Zusammenfassung 
9.1 Darstellung der Ergebnisse 
Die vorliegende Arbeit setzt auf den Möglichkeiten der Signalverarbeitungshardware zu 
Projektbeginn auf und berücksichtigt deren begrenzte Ressourcen. Sie beschäftigt sich 
mit der Konstruktion speziell an Schienenverkehrsanwendungen angepasster Auswerte-
verfahren für Geschwindigkeitsdopplersignale vor dem Hintergrund einer konkreten 
Produktentwicklung. Damit sind erhebliche Einschränkungen hinsichtlich vorgegebener 
Hardware, Richtgrößen für die Sensorabweichungen und dem zu minimierenden 
Entwicklungsrisiko verbunden. Dennoch konnten neue Verfahren zur Spektralzerlegung 
von Dopplersignalen, deren Weiterverarbeitung und Bewertung hergeleitet werden. Es 
gelang, die Genauigkeitsvorgaben im Zusammenspiel mit den Ergebnissen von Vorbe-
trachtungen stationärer Sensorsignale zur Einschätzung existierender Spektralzerle-
gungsverfahren zu nutzen. Reduzierend auf das Entwicklungsrisiko wirkte sich die 
frühzeitige Differenzierung in die beiden einander ergänzenden genauigkeits- und 
zuverlässigkeitsoptimierten Teilverfahren aus, für welche dann getrennt nach Realisie-
rungsmöglichkeiten anhand bekannter Algorithmen gesucht werden konnte. Berech-
nungsansätze, in denen die Fast-Fourier- und die Wavelettransformation Verwendung 
findet, ließen dabei die besten Ergebnisse erwarten.   
Die vorgestellten Frequenzauswerteverfahren sind deshalb grundsätzlich blockbasiert. 
Es ergeben sich aus der willkürlichen Blockbildung im Zeitsignal prinzipielle Nachteile 
gegenüber kontinuierlichen Ansätzen. Sie werden durch variabel angepasste Blocklängen 
und zeitliche Überlappung der Blöcke, aber auch wissensbasierte Spektrenaufbereitung 
und -filterung wirkungsvoll verringert. Dabei fanden auch Ansätze der Joint Time Fre-
quency Analysis (JTFA), des Multirate Signal Processing und der Multiresolution 
Analysis (MRA) Verwendung. 
In der Arbeit werden physikalische Modelle in die Auswerteverfahren so weit wie möglich 
einbezogen. Um eine Verarbeitung in Echtzeit zu ermöglichen, findet häufig die Annähe-
rung der überwiegend formalen Abhängigkeiten durch Polynome statt. Trotzdem besteht 
noch die Notwendigkeit einer Vielzahl von empirischen Annahmen, für welche sich vor 
allem die Einführung von Wichtungs-, Schwellwert- und Fensterfunktionen als vorteilhaft 
herausgestellt hat. Deren Parameter lassen sich aufgrund ihres stetigen Verhaltens 
durch Simulationen mit Signalaufzeichnungen der realen Mikrowellen-Frontends im 
Bahneinsatz gut optimieren. Es wurden dafür klassische Fenstermethoden eingesetzt, 
die beispielsweise von diskreten Frequenztransformationen und digitalen Filterentwürfen 
bekannt sind, aber auch neue Ansätze erprobt. Dabei stellte sich heraus, dass viele in 
dieser Arbeit speziell für die spektrale Dopplerauswertung entwickelten Verfahren auf 
dieser Grundlage gute Ergebnisse erzielten. Das wurde in den Kapiteln  5, 6, 7 und 8 
beschrieben. Dagegen verschlechtert die Anwendung der üblichen Fensterfunktionen 
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(z.B. Hamming) auf die Signaldaten vor der diskreten Frequenztransformation (Kapi-
tel 4 und 7) das Sensorverhalten. Gleiches gilt für eine Frequenzwichtung in Anlehnung 
an die JTFA in Kapitel 5. 
Trotz der angestrebten Umsetzung der entwickelten Algorithmen in DSP-Assembler 
sollte ein hochsprachentaugliches modulares Konzept entstehen. Besonders deutlich 
kommt das bei der Beschreibung der quasigeometrischen Weitbereichsspektral-
zerlegung in Kapitel 4 zum Ausdruck. Dahinter steht ein neues Verfahren, welches sich 
in eine hochsprachentaugliche Verwaltungsfunktionalität und eine Standard-FFT-Routine 
der Signalverarbeitungsbibliothek unterteilen lässt. Es wurde unter Anlehnung an die 
dyadische Waveletanalyse mit Hilfe mehrerer zeitlich paralleler FFT-Zerlegungen 
konstruiert und unter Beachtung des Bewegungsmodells von Schienenfahrzeugen 
gezielt optimiert und weiterentwickelt. Auch die Zusammenführung der Teilspektren in 
Kapitel 5 profitierte von der Nutzung dieses physikalischen Modellierungspotentials. Den 
Ausgangspunkt für diese spezielle Form einer Multi-Resolution-Analysis bildet die 
Eignungseinschätzung verschiedener spektraler Bewertungsverfahren in Kapitel 3. 
Die spektrale Flankenanpassungsmethode wurde hier gegenüber ihrer theoretischen 
Grundlage wesentlich erweitert und mit einer Reihe zusätzlicher zum Großteil empiri-
scher Annahmen zur Praxistauglichkeit gebracht. Das Verfahren besitzt allerdings trotz 
dieser Verbesserungen noch ein ausgeprägt nichtlineares Verhalten und erhebliche 
Abweichungen in Beschleunigungszuständen. Deswegen kann es sein Potential zur 
präzisen Dopplerradarauswertung nur entfalten, wenn es an einem festen spektralen 
Arbeitspunkt betrieben wird und Teil eines übergeordneten Regelkreises bildet.  
Das in der Arbeit entwickelte Rahmenverfahren der virtuellen Abtastung kommt aufgrund 
des physikalischen Modellansatzes praktisch ohne empirische Annahmen aus. Die zur 
echtzeittauglichen Auswertung der physikalischen Abhängigkeiten verwendeten 
Näherungen erreichen auch in extremen Betriebszuständen eine zufriedenstellende 
Genauigkeit, so dass dieses Verfahren als ausgereift bezeichnet werden kann. Sein 
modularer Aufbau erlaubt bei einer Weiterentwicklung auch die Substitution des 
Flankenanpassungsverfahrens durch ein vergleichbares spektrales Bewertungsverfah-
ren für die Auswertung von Geschwindigkeitsdopplersignalen.  
Die in dieser Form neue wissensbasierte Störunterdrückung und Spektralbewertung 
ermöglicht einerseits das Begrenzen schienenverkehrstypischer physikalischer Stör-
effekte, wie periodische Untergrundänderungen durch Gleisschwellen im Schotterbett 
oder das Schrotrauschen der eingesetzten Halbleitern. Es erlaubt andererseits ohne a 
priori Informationen die selektive Anhebung des Dopplersignals aufgrund seiner 
Phaseneigenschaften und der begrenzten spektralen Bandbreite.  
Zur Verifikation der in dieser Arbeit entwickelten Algorithmen und Verfahren mit realen 
Radarsignalaufzeichnungen wurde eine Simulationsumgebung unter Matlab eingesetzt 
und nach einer Implementierung auf dem in Kapitel 1 und 2 umrissenen DSP-System ein 
Test in der Bahnumgebung durchgeführt, welcher die Einhaltung der statistischen 
Vorgaben (Kapitel 1.1) bestätigte. Der experimentelle Nachweis der mit den neuen 
Verfahren tatsächlich erreichten Genauigkeit und Zuverlässigkeit besitzt den Umfang 
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einer eigenständigen Arbeit und ist ohne detaillierte Beschreibung des Voters kaum 
nachvollziehbar. Er wurde deshalb hier nicht ausgeführt. Die Qualitätssicherung von 
Siemens TS hat die erfolgreiche Produktentwicklung hinsichtlich der Einhaltung der in 
Kapitel 1.1 aufgeführten Vorgaben überwacht. 
Die Beschreibung und Entwicklung von algorithmischen Konzepten ohne konkrete 
Implementierungsbeispiele in einer Programmiersprache ist eine Herausforderung, der 
sich diese Arbeit stellen musste. Durch den wechselseitigen Einsatz der visuellen 
Hauptdarstellungsformen Schema, Diagramm und Formel wurde auch mit dieser 
Einschränkung eine hohe Verständlichkeit angestrebt. 
9.2 Zukünftige Entwicklungspotentiale  
Besonders die Weitbereichspektralanalyse erforderte zusätzliche Anstrengungen wegen 
der nur begrenzt zur Verfügung stehenden Rechenleistung und führte zu einem Kom-
promiss im entworfenen Verfahren. Daraus resultieren Artefakte (Kapitel 4), welche erst 
mit dem wissensbasierten spektralen Schwellenfilter (Kapitel 6) zuverlässig beherrsch-
bar werden. Da dieser Umstand nicht notwendigerweise für vergleichbare Applikationen 
auf modernerer Hardware gilt, die sich vielleicht an dieser Arbeit orientieren, ist im 
Anhang eine ressourcenaufwendigere aber von den erwähnten Artefakten freie Weiter-
entwicklung des Verfahrens erläutert.  
Wie schon in vorangegangenen Arbeiten (z.B. [Jopp]) zur Dopplersignalauswertung lässt 
auch bei den in dieser Arbeit hergeleiteten Verfahren die Verfügbarkeit radarunabhängi-
ger und hinreichend präziser Beschleunigungsmesswerte eine weitere Genauigkeits- 
und Zuverlässigkeitssteigerung erwarten (Kapitel 8.2, 8.4). Beschleunigungssensoren im 
interessanten Preissegment erfordern derzeit allerdings aufwendige und nur begrenzt 
wirksame Verfahren zur Korrektur von Temperaturdriften, Fertigungstoleranzen, 
Alterungs- und Neigungseffekten. Ein Schritt zur Beherrschbarkeit dieser Abweichungen 
für zukünftige Entwicklungen wurde in Kapitel 7.3 mit der Abschätzung des Nickwinkels 
aus dem gemittelten Dopplerspektrum des flachstrahlenden Transceivers gefunden. 
Die erarbeiteten Algorithmen benötigen neben den vom DSP implementierten Grundre-
chenarten auch weitere Funktionsberechnungen, hierbei vor allem die Quadratwurzel-
funktion (Kapitel 6.2 und 8.1). Selbst eine Berechnung von Näherungswerten erfordert 
nahezu alle verbleibende Rechenleistung des Systems und behindert die Wartbarkeit 
der Software. Im Anhang wird deshalb noch auf eine als Patentanmeldung ([Kaku1], 
[Kaku2]) publizierte Möglichkeit zur hardwareunterstützten Beschleunigung von Funkti-
onswertberechnungen eingegangen. Sie lässt sich auch nachträglich in einem kleineren 
programmierbaren Logikschaltkreis mit Datenbusanbindung zum Signalprozessor 
integrieren, wie er im vorgestellten Hardwaredesign zur Aufnahme der glue-logic 
vorhanden ist. 
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10 Anhang 
10.1 Erweiterte Abtastdatenverwaltung 
Hier wird die erweiterte Variante der Abtastdatenverwaltung detailliert beschrieben, 
welche in Kapitel 4.2.2 aus Gründen der Übersichtlichkeit nur hinsichtlich ihrer Eigen-
schaften aufgeführt ist. Sie benötigt, wie Abb. 10.2 zeigt, zusätzlich zu Variante 4.2.1 
neben einem anschließend beschriebenen Steuerwerk und einem FiFo-Speicher im A/D-
Zweig auch einen Satz von temporären Zwischenspeichern mit der halben FFT-
Blocklänge. Die Zwischenspeicher fangen diejenigen Signalinformationen auf, die in 
Version 4.2.1 der Tiefpassfilterung im A/D-Zweig zum Opfer fielen (vergl. Abb. 10.1), 
denn der hier beschriebene A/D-Zweig enthält keinen Eingangstiefpass mehr. Nach der 
FFT erfolgt wie bei 4.2.1 die Aufspaltung des Spektrums in einen niederfrequenten und 
hochfrequenten Anteil. Dabei wird der niederfrequente Anteil über den Samplerecycling-
Zweig nach dem bereits aus 4.2.1 bekannten Downsampling entsprechend dem 
Tiefenschieberegister TS in einem der Zwischenspeicher abgelegt. 
 
 
 
 
 
 
 
 
 
 
 
Abb. 10.1:  zeitliche Einordnung der Signalabschnitte, welche in den verschiedenen Frequenzbändern 
nach 4.1.2 ausgewertet werden  
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Abb. 10.2:  Erweiterte Abtastdatenverwaltung mit verbesserter Sample-Rückführung  
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Die Anzahl der Zwischenspeicher wächst nur logarithmisch zur Frequenzauflösung, so 
dass auch bei einer hohen angestrebten Auflösung keine Speicherprobleme zu erwarten 
sind. Betrachtet man das Steuerwerk (Abb. 10.3) hinsichtlich der notwendigen Rechen-
leistung fällt auf, dass je nach Bitmuster im Steuerwerk (Abb. 10.4) manchmal eine hohe 
Anzahl der kaskadierten FFTs vor der Verarbeitung eines neuen Sample-Blockes 
auszuführen ist. An eine solche lange Kette von maximal n hintereinander folgender 
FFTs schließen sich aber direkt Verarbeitungsschritte mit unterdurchschnittlicher 
Verkettungstiefe an. So genügt mit der Nutzung eines der A/D-Wandlung folgenden 
FiFo-Speichers in mindestens doppelter Zwischenspeichergröße die Ausführung von 
zwei FFTs je eingelesenem Block.  
Diese Abschätzung setzt allerdings voraus, dass weitere Verzögerungen, etwa bei 
Unterbrechung durch andere Tasks, ausbleiben. So müsste auch die Verarbeitung dieser 
Variante vollständig im priorisierten Interrupt (vergl. Abb. 2.5) erfolgen, was erheblichen 
zusätzlichen Aufwand für die zyklische Selbstunterbrechung der Verarbeitung mit sich 
bringen würde.  
Entsprechend der gewünschten niederfrequenten Auflösung von fA /2n bei der Analyse 
in 4.2.2 sind n Kaskadierungen notwendig, welche die Bitbreite der mit 1 initialisierten 
Register TS und TZ des Steuerwerks bestimmen.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 10.3: Steuerwerk der erweiterten Abtastdatenverwaltung 
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Abb. 10.4: Anfang der Bitfolge in den Steuerregistern für die erweiterte Abtastdatenverwaltung nach der 
Initialisierung 
Der Hauptvorteil des beschriebenen Verfahrens besteht in der vollständigen, parallel 
zum Einlesen der Daten durchführbaren Frequenzanalyse des Signals, ohne dass der 
Zwischenspeicher die Blockgröße einer vom Frequenzumfang vergleichbaren Einzel-
DFT annimmt. Auch hinsichtlich der Rechenlast bei Transformation und nachfolgender 
Auswertung ist der vorgestellte Algorithmus der Einzel-DFT überlegen. 
Wie in Kapitel 4.2.2 gezeigt, bleibt die Realisierung dieser Variante trotzdem zukünftigen 
Signalverarbeitungssystemen vorbehalten, welche über eine höhere Rechenleistung als 
die hier verwendete Hardware verfügen. Für solche Systeme bieten sich weitere im 
folgenden beschriebene Verbesserungen des Verfahrens an. Diese wurden im Rahmen 
der Arbeit allerdings nicht auf eine mögliche Verwandtschaft mit bereits bekannten 
Algorithmen hin untersucht. 
10.1.1 Erweiterte Abtastdatenverwaltung mit Blocküberlappung 
Die 1:1-Teilung zwischen rückgeführtem und neuem Datensatz kann verschoben und so 
eine zeitlich teilweise überlappende Auswertung zur weiteren Verringerung von Auswer-
teverzögerungen und Fenstereffekten ermöglicht werden. Die Zwischenspeicher müssen 
mehr ältere Daten gegenüber dem überlappungsfreien Verfahren in Kapitel 4.2.1 
aufnehmen, da der gesamte Algorithmus jeweils schon nach wenigen neuen Werten zu 
durchlaufen ist. Wegen des mehrmaligen Zugriffes auf zurückliegende nicht dezimierte 
Abtastwerte entsteht die Notwendigkeit eines zusätzlichen Zwischenspeichers für die 
Werte des A/D−Zweiges. Dabei bietet sich eine softwaretechnische Kombination mit 
dem FiFo an.  
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Die für den Algorithmus benötigte Rechenleistung vervielfacht sich gegenüber {4.4}  
mindestens um den Überlappungsfaktor kol in {10.1}.  
 
 
 
 1 für ganzzahlig≤ ol olk k  {10.1} 
 
  
kol  Überlappungsfaktor für erweiterte Abtastdatenverwaltung  
   
Die Einführung der Überlappung ermöglicht weitere Fortschritte gegenüber dem 
Verfahren in Abb. 10.2, welche das Filterverhalten des Tiefpasses verbessern ohne 
die notwendige Rechenleistung wesentlich zu erhöhen. Wenn man auf den niederfre-
quenten Teil des FFT-Ergebnisfeldes eine inverse Transformation anwendet, so ergibt 
sich bereits das im Samplerecyclingzweig gewünschte dezimierte Tiefpassergebnis im 
Zeitbereich. Es weist in seiner Übertragungsfunktion nur noch geringe Phasen- oder 
Betragsfehler im Rahmen der Rechenungenauigkeit und der Diskretisierung auf. 
Allerdings führt die periodische Fortsetzung der Fourierbasisfunktionen über die 
Ränder des Datenblockes hinaus nach der Rücktransformation zu erheblichen 
Abweichungen vom ursprünglichen Signalverhalten im Zeitbereich. 
Dieser auch als zirkuläres Aliasing [Koll Kapitel 3] bezeichnete Artefakt verhindert 
zwar das direkte stetige Aneinanderreihen derart gefilterter Blöcke, nimmt aber zur 
Mitte des Datenblockes in seiner Wirkung rasch ab. Ein ausreichender zeitlicher 
Überlapp der ausgewerteten Signalabschnitte erlaubt es deshalb, die gestörten 
Bereiche auszublenden, ohne dass Teile des Signals verloren gehen. 
In der Darstellung Abb. 10.5 wurde der Übersichtlichkeit wegen auf eine permanente 
Nutzung des Basisdatensatzes zur Kombination alter mit neuen Daten verzichtet. Dies 
vereinfacht gegenüber Abb. 10.2 deutlich die Datenpfade, führt aber auch zur Vergröße-
rung der Zwischenspeicher um N/(2 • kol) auf N. Gerade bei hohem Überlappungsgrad 
und großzügig ausgestatteten Signalverarbeitungssystemen sollte allerdings der 
geringere Implementierungsaufwand diesen Mehrbedarf an Speicher rechtfertigen.  
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Abb. 10.5: Erweiterte Abtastdatenverwaltung mit Blocküberlappung 
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10.2 Hardwareseitige Erweiterungen der DSP-Architektur 
10.2.1 Polynomapproximation zur Näherung von Funktionsverläufen  
Die Architektur von Festkomma-Signalprozessoren ist für die schnelle Ausführung 
solcher arithmetischer Operationen optimiert, wie sie bei den Hauptanwendungen der 
Signalverarbeitung, vor allem digitale Filter und FFT, benötigt werden. Dies betrifft die 
Multiplikation und Addition/Subtraktion, welche auch in Kombination auf einem DSP in 
der Regel nur einen Maschinenzyklus benötigen. Schon bei der Division ist der hier 
verwendete DSP56002 mit 24 Maschinenzyklen je Operation [Moto] vergleichsweise 
langsam. Ergebnisse höherer Funktionen kann man meist nur mit noch zeitaufwendige-
ren Rekursionsverfahren hinreichend präzise bestimmen. Eine Ausnahme bilden 
Winkelfunktionen im Zusammenhang mit ausschließlich zeit- und frequenzdiskreten 
Auswertemethoden wie der FFT. Hierbei besitzt das Argument eine vorbestimmte 
Granularität und es ist möglich, den beschränkten Wertevorrat in Tabellenform vorzube-
rechnen und abzulegen. Andere gängige Funktionen, wie Wurzel-, Exponential- und 
Logarithmusfunktionen stellt häufig der Prozessorhersteller, in diesem Fall Motorola, als 
Rekursionsverfahren zur Verfügung. Trotzdem ermöglicht auch ein derart optimierter 
Code keine Berechnung größerer Datenmengen in Echtzeit.  
Ein Beispiel für die Notwendigkeit einer solchen Funktionsberechnung ist die in Kapitel 6 
beschriebene vektorielle Betragsbildung für sämtliche Spektralwerte, die nur über die 
Anwendung einer speziell dafür entworfenen Näherung mit der erforderlichen Daten-
menge durchführbar wird. Dass die deutlichen relativen Abweichungen dieser Näherung 
gleichzeitig Nichtlinearitäten kompensieren helfen, ist ein seltener Glücksfall, der bei der 
Wurzelberechnung zur Übertragung des Bewegungsmodells in Kapitel 8 sowie einigen 
weiteren flankierenden Berechnungen mit höheren Funktionen nicht eintritt. Strebt man 
eine Approximation des fraglichen Funktionsverlaufes durch ein Polynom an ({10.2}, 
[Pran], [Jais]), so können damit in einem begrenzten Wertebereich durchaus akzeptable 
absolute Abweichungen erreicht werden. Die Koeffizienten lassen sich mit Hilfe einer 
abweichungsquadratminimierten Anpassung an die zu nähernde Funktion (siehe 
[Pres] Kap. 14.3) ermitteln. 
 
 2( ) = + ⋅ + ⋅Appf x a b x c x  {10.2} 
   
  fApp  quadratische Polynomapproximation 
   
Eine Berechnung des Polynoms nach dem Horner-Schema [Bron Kap. 19] im DSP 
verringert die numerische Dynamik und die Rechneranforderungen. Problematisch 
dagegen sind die für multiplikative Verknüpfungen maßgebenden relativen Abweichun-
gen, welche bei kleinen Funktionswerten meist unbeschränkt anwachsen. Als Beispiel 
werden in Abb. 10.6 die relativen Abweichungen bei quadratischer Näherung der 
Wurzelfunktion dargestellt. 
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10.2.2 Unterteilung des Wertebereiches in separate Approximationsintervalle  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 10.6: relative Abweichungen bei verschiedenen Approximationen der Wurzelfunktion mit  
quadratischen Polynomen 
 (Rundungsabweichungen durch Festkommaarithmetik sind nicht berücksichtigt) 
Als möglicher Ausweg bietet sich eine Unterteilung des interessanten Wertebereiches in 
mehrere Intervalle an, deren Grenzen sich nach dem anzunähernden Funktionsverlauf 
richten. In Bereichen, wo die Polynomapproximation nur schlechte Ergebnisse erbringt, 
wird die Intervallanzahl erhöht, bis die erzielte Genauigkeit ausreicht. Glücklicherweise 
besitzen viele der häufig benötigten Funktionen im Bereich um 0 ihre einzige in diesem 
Sinne kritische Stelle oder sie lassen sich durch additive Argumentverschiebung 
entsprechend anpassen. Auch kann man sich auf den Betrag des Argumentes als 
Bezugsgröße für die Intervalleinteilung konzentrieren, da die betreffenden Funktionen 
häufig symmetrisch oder nur für nicht negative Werte definiert sind. Für alle Funktionen, 
die im Rahmen dieser Arbeit genähert werden mussten, gelten diese Kriterien. Es zeigt 
sich in den weiteren Ausführungen, dass eine unkomplizierte Berücksichtigung des 
Vorzeichens im Bedarfsfall möglich ist. Allerdings sollten sich nahezu beliebige stetige 
Funktionen zumindest abschnittsweise derart bearbeiten lassen. Somit ist der Ansatz 
einer universellen Intervallteilung (Abb. 10.7) für mehrere verschiedene zu berechnende 
Funktionen erfolgversprechend.  
x log. 
für absolute Abweichungen minimierte Approximation 
für relative Abweichungen minimierte Approximation 
für relative Abweichungen minimierte separate Appro-
ximation in mehreren geometrischen Intervallen  
1 • 10-5 0,0001 0,001 0,01 
1 • 10-5
0,0001
0,001
0,01
0,1
1
10
0,1 
∆f
 
f A
  l
og
. 
10.2  Hardwareseitige Erweiterungen der DSP-Architektur 135 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 10.7: schematischer Ablauf der intervallbasierten Polynomapproximation einer Funktion ([Kaku1], 
[Kaku2]) 
Als Beispiel wird in Tab. 10.1 die zur Basis 2 logarithmische (dual-logarithmische) 
Einteilung des Wertebereiches [0,1] in NI  = 8 Intervalle angenommen. Die Wahl dieser  
Anzahl erfolgt lediglich aus Gründen der Anschaulichkeit. Eine zufriedenstellende 
relative und absolute Genauigkeit von durchschnittlich mehr als 12 Bit über die DSP-
Wortbreite von 24 Bit ist erst mit mehr als 24 Intervallen erreichbar. 
Argument x 
Intervallzuordnung
Intervall G 
Adressierung der 
Koeffiziententabelle
Koeffizienten- 
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Koeffizienten 
Polynomnäherung
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Funktionswertes 
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 Tab. 10.1:  dual-logarithmische Beispieleinteilung des  
Wertebereiches [0,1] in NI =8 Intervalle  
(die Intervallgrenze I8 ist trivial und muss nicht getestet werden) 
Intervall-
nummer G 
untere Intervallgrenze 
IG 
obere Intervallgrenze 
IG+1 
0 0 1/128 
1 1/128 1/64 
2 1/64 1/32 
3 1/32 1/16 
4 1/16 1/8 
5 1/8 ¼ 
6 1/4 ½ 
7 1/2 1 
 
  G  Intervallnummer für Intervallschachtelung 
  I0,1.. Intervallgrenze für Intervallschachtelung 
  NI Anzahl der Intervalle für die Schachtelung 
 
Den ersten und wie sich herausstellt zeitaufwendigsten Schritt auf dem Weg zur 
Berechnung der Funktionsnäherung stellt die Intervallzuordnung dar. Testet man die 
Intervallgrenzen in der Reihenfolge von G, so können dafür von einem bis zu NI 
Vergleiche erforderlich sein. Um die Echtzeitfähigkeit zu erreichen, muss die maxima-
le Durchlaufzeit durch diesen allgemeinen Entscheidungsbaum [Ollm] minimiert 
werden. Das ist durch die Anordnung der Vergleichsoperationen in einem vollkommen 
balancierten binären Entscheidungsbaum nach dem Schema in Abb. 10.8 möglich, 
wobei die Durchlaufzeit hier nur noch maximal floor(log2(NI)) beträgt. 
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Abb. 10.8: Verzweigungsschema bei der sequenziellen Intervalleinordnung entsprechend dem Beispiel 
durch ein zeitoptimiertes DSP-Programm 
10.2.3 Beschleunigung der Intervallzuordnung mit programmierbarer Logik  
Die Variante in Abb. 10.8 ist wegen der entstehenden Codegröße bei vielen Intervallen 
und den bis zu 5 Maschinenzyklen (DSP56002) pro einzelnem Vergleich nicht gerade 
ressourcenschonend und implementierungsfreundlich. Der Aufwand für die Verzweigung 
übertrifft den der sich anschließenden Polynomberechnung um ein Vielfaches.  
Deswegen soll hier die Auslagerung dieses leistungsbegrenzenden Verarbeitungsschrit-
tes in einen programmierbaren Logikbaustein (cPLD) geringer Komplexität betrachtet 
werden, wie er ohnehin in den meisten aktuellen Designs zur Aufnahme der glue-logic 
vorgesehen ist. 
Dabei ergänzt in Abb. 10.9 eine zusätzliche Hardware den Befehlssatz des Prozessors 
praktisch um einen Befehl, welcher eine Einordnung des übergebenen Datenwertes in 
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eine vorgegebene nichtlineare Intervallteilung vornimmt und die Nummer des betreffen-
den Intervalls zurückgibt.  
 
 
 
 
 
  
Abb. 10.9: Schema der Intervallzuordnung mit Unterstützung durch externe Hardware  
Um die Intervallteilung für den Logikbaustein zu vereinfachen, sollte eine direkte 
Zuordnung zwischen einzelnen Bits und dem Intervall möglich sein. Die dual-
logarithmische Teilung des Datenumfanges eines nicht negativ vorzeichenbehafteten 
DSP-Wortes in 23 Intervalle (Abb. 10.10) führt zu sehr einfachen Intervallgrenzen in 
binärer Schreibweise. 
 
I0 = b000000000000000000000000
I1 = b000000000000000000000001
I2 = b000000000000000000000010
I3 = b000000000000000000000100
   • 
   • 
  • 
I22 = b010000000000000000000000
I23 = b011111111111111111111111 
   
Abb. 10.10: binäre Intervallgrenzen der dual-logarithmischen Teilung eines 24 Bit-Wortes (I23 wird nicht für 
die Bestimmung benötigt) 
Für die Einordnung des Argumentes in das dual-logarithmische Intervall genügt die mit 
programmierbarer Logik ([Bern], [Dama]) einfach zu bestimmende Anzahl der führenden 
Low-Bits. Ein Beispieldesign für den kleinsten Baustein mit 44 Pins der Lattice-cPLD 
1000E Serie [Latt ] benötigte von den insgesamt 32 Generic Logic Blocks (GLB) nur 12 
Einheiten.  
Trotz der angepassten Intervalle ergeben sich für sehr kleine Argumente mit kurzen 
Bitlängen große relative Abweichungen durch Rundung und numerische Beschneidung 
während der Polynomberechnung. In diesem kritischen Bereich der kleinen Intervalle 
existiert aber auch nur eine geringe Zahl von möglichen Argumenten pro Intervall. Setzt 
man eine dual-logarithmische Teilung auch für die niederwertigen Bits voraus, so 
unterscheiden beispielsweise die ersten 3 Intervallteilungen nur 7 verschiedene 
Argumente. Um eine geringe relative Maximalabweichung ohne zusätzlichen Rechen-
aufwand im gesamten Wertebereich garantieren zu können, sind die Funktionswerte 
Intervallzuordnung 
in externer  
Hardware Intervall G 
Programmablauf
 im 
Prozessor 
Argument x 
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dieser seltenen Argumente besser in einer look-up-table untergebracht. Eine zeitauf-
wendige Abfrage für diesen Fall in der DSP-Software ist vermeidbar, wenn die Zuwei-
sung der Indizes auch von der Hardware mit übernommen und jedem dieser Werte eine 
eigene Intervallnummer zugeordnet wird. Die absoluten Koeffizienten der Koeffizienten-
tabelle enthalten dann für diese Einzelintervalle die zugehörigen Funktionswerte, 
während die mit 0 belegten weiteren Koeffizienten die Veränderung des Wertes 
innerhalb der Polynomberechnung verhindern.  
Die maximale relative Approximationsabweichung, welche als Verbesserungsmerkmal zu 
bestehenden Methoden den Leitgedanken der bisherigen Verfahrensentwicklung bildete, 
ist aber nicht das einzige zu berücksichtigende Qualitätsmerkmal. Wegen der statisti-
schen Streukörperverteilung im Gleisbett stellt die aus dem MW-Signal berechnete 
Dopplerfrequenz eine Art Mittelwert dar, auf welchen sich unter allgemeinen Stetigkeits-
annahmen vor allem das mittlere Abweichungsverhalten der zur Berechnung notwendi-
gen Näherungsoperationen auswirkt. Deswegen soll nach der Absicherung des Extrem-
verhaltens in der vorangehenden Herleitung an dieser Stelle die Möglichkeit zur 
Verbesserung der mittleren Abweichung bei angenommener Gleichverteilung der 
Argumente über den Wertebereich genutzt werden. Fast alle möglichen Argumente 
fallen in die wenigen Intervalle mit den größten Werten. Trotz des im Sinne der Approxi-
mation unkritischen Verhaltens der Funktion in diesem Bereich würde die Näherungsge-
nauigkeit der meisten Argumente schon von wenigen zusätzlichen Intervallen profitieren 
und so die mittlere Abweichung drastisch sinken. Deswegen wird in Abb. 10.11 bei den 
Intervallen nahe 1 auf eine feinere lineare Intervallteilung übergegangen.  
 
I0 = b000000000000000000000000
I1 = b000000000000000000000001
I2 = b000000000000000000000010
I3 = b000000000000000000000011
   • 
   • 
  • 
I7 = b000000000000000000000111
I8 = b000000000000000000001000
I9 = b000000000000000000010000
   • 
   • 
  • 
I24 = b000100000000000000000000 
I25 = b001000000000000000000000
I26 = b001100000000000000000000 
I27 = b010000000000000000000000
I28 = b010100000000000000000000 
I29 = b011000000000000000000000
I30 = b011100000000000000000000 
I31 = b011111111111111111111111 
 
   
Abb. 10.11: binäre Intervallgrenzen mit angepasster Teilung (I31 wird nicht für die Bestimmung benötigt) 
linear geteilter Bereich der 
höchstwertigen Intervallgrenzen 
linear geteilter Bereich der 
niederwertigen Intervallgrenzen 
dual-logarithmisch geteilter 
Bereich  
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In der vorgestellten Intervallteilung bleibt das Vorzeichenbit des Integer-Zahlenformates 
unberücksichtigt. Für die Näherung asymmetrischer Funktionen kann es mit geringem 
Aufwand für die Hardware dem höchstwertigen Bit von G bei der Rückgabe vorange-
stellt werden. Dadurch verdoppelt sich allerdings der Umfang der Koeffiziententabelle 
mindestens und wächst im Beispiel auf 64 an.  
Die Erweiterungen der Intervallschachtelung gegenüber der rein logarithmischen 
Aufteilung senken sogar den Aufwand im oben erwähnten Hardware-Beispieldesign um 
zwei GLBs. 
Für die hardwareunterstützte dual-logarithmische Teilung sind neben der angepassten 
Funktionsapproximation durch Polynome noch weitere Anwendungen in der Signalver-
arbeitung denkbar. So ist die Beschleunigung von Fließkommaoperationen und speziel-
ler Datenkompressionsverfahren möglich.  
Trotz der zusätzlichen linearen Bereiche kann man die erweiterte Version der Intervall-
teilung immer noch auf die rein dual-logarithmische Version reduzieren, indem man in 
Bereichen feinerer Teilung einen vorgesehenen Wert mehrfach in der look-up-table 
einträgt. 
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