A data sufficiency condition for 2D or 3D region-of-interest (ROI) reconstruction from a limited family of line integrals has recently been introduced using the relation between the backprojection of a derivative of the data and the Hilbert transform of the image along certain segments of lines covering the ROI. This paper generalizes this sufficiency condition by showing that unique and stable reconstruction can be achieved from an even more restricted family of data sets, or, conversely, that even larger ROIs can be reconstructed from a given data set. The condition is derived by analysing the inversion of the truncated Hilbert transform, here defined as the problem of recovering a function of one real variable from the knowledge of its Hilbert transform along a segment which only partially covers the support of the function but has at least one end point outside that support. A proof of uniqueness and a stability estimate are given for this problem. Numerical simulations of a 2D thorax phantom are presented to illustrate the new data sufficiency condition and the good stability of the ROI reconstruction in the presence of noise.
Introduction
In many applications of computer tomography (CT) there is only a limited region of the 2D or 3D object under examination that is of interest. To optimize parameters such as radiation dose to the full object, detector size and robustness to motion artefacts, it is desirable to identify the smallest set of line integrals required to accurately reconstruct this region of interest (ROI). However, we are still lacking to date a general criterion to determine whether a given family of line integrals is sufficient for the exact and stable reconstruction of a ROI. Until recently it was believed that in the 2D case all line integrals through the object must be measured, no matter how small the ROI to be reconstructed. For instance, the inversion of the 2D Radon transform with limited-angle data or with exterior data has a unique solution, but the inversion is unstable in the presence of noise [1] . Another standard 2D configuration with limited data is the interior problem [1] , illustrated in figure 1. This classical textbook problem is not uniquely solvable, and this lack of uniqueness has often been assumed to hold as well for other 2D configurations where the detector does not cover the whole object. As a result, problems with limited data have usually been handled using empirical extrapolation methods to estimate the missing ray sums, or using local tomography techniques [2] [3] [4] to locate and partially quantify the discontinuities within the ROI.
The situation has changed drastically with recent papers demonstrating exact and stable ROI reconstruction from various families of limited data sets in 2D [5] [6] [7] [8] [9] and 3D [10] [11] [12] [13] . Some of these works are based on a relation between the backprojection of a derivative of the data (referred to here as the differentiated backprojection, or DBP) and the 1D Hilbert transform of the object along certain lines (see section 2). This DBP relation is a particular case of a more general result derived by Gelfand and Graev [14] . Combined with the inversion formula for the finite Hilbert transform [15, 16] , the DBP relation has led to a novel data sufficiency condition, which considerably enlarges the spectrum of configurations for which accurate 2D or 3D tomography can be achieved provided some knowledge on the support of the object is available. For now, let us only mention that this sufficiency condition allows 2D parallel beam data configurations where all projections are truncated on at least one side (see e.g. figure 2 (a)), or even on both sides for some geometries with non-convex objects, such as in figure 2(b) .
Building on these results the present paper shows that unique and stable ROI reconstruction can be achieved from even more restricted data sets, or, conversely, that even larger ROIs can be reconstructed from a given data set (see figure 3 ) [19] . The specificity of these new configurations is that the line segments where the Hilbert transform can be calculated using the DBP have one of their two end points located within the object. This prevents applying the results on the inversion of the finite Hilbert transform. However, we show in section 3 that a function is uniquely determined by its truncated Hilbert transform on the segment where that transform is known, whenever at least one end point of the segment is outside the object. The stability of this inversion in the presence of noise is characterized in section 4. Our result applies both to 2D and 3D tomography but for clarity all examples and illustrations are given in a 2D context.
Although the new sufficiency condition is based on the DBP and the truncated Hilbert transform, applying these tools is not mandatory when effectively reconstructing the ROI, especially since we have not been able to derive a closed form analytic inversion formula for the truncated Hilbert transform. For 2D problems an attractive method is to apply a standard 2D iterative algorithm to the limited data set, taking into account the known support of the object and any additional prior information (this will be illustrated in section 7). For 3D problems, iterative approaches might be computationally impractical, but efficient reconstruction is still possible by combining the DBP with an algebraic inversion of the truncated Hilbert transform along a family of lines covering the reconstructable ROI. For each line, the algebraic inversion can be achieved using a singular value decomposition (SVD) or, as we propose and illustrate in section 6, a method based on iterated projections on convex sets (POCS) [24] . This method has the advantage of allowing the incorporation of additional constraints on the solution, such as positivity.
Differentiated backprojection and Hilbert transform
We recall in this section the link between the backprojection of the derivative of projection data (DBP) and the Hilbert transform of the function that represents the object to be reconstructed. This theorem allows us to separate the 2D or 3D image reconstruction problem into the inversion of a set of 1D Hilbert transforms along a family of lines covering the ROI [5] [6] [7] [8] [9] [10] [11] [12] [13] , leading to a data sufficiency condition that will also be recalled in this section, and then extended in section 3. For clarity we present the result in the context of 2D tomography. The extension to 3D involves additional considerations but is based on the same principle. Examples can be found for helical CT in [10] [11] [12] [13] and for some other trajectories in [12] . Consider a smooth function µ( r) with r = (r 1 , r 2 ) and a bounded support ⊂ R 2 , and let its line integrals be parametrized using sinogram variables as
In this equation u ⊥ (φ) = (− sin φ, cos φ) is a unit vector along the line, u(φ) = (cos φ, sin φ) is orthogonal to the line and s is the signed distance between the line and the origin of the coordinate system.
Fix some arbitrary angle φ 0 , and consider the backprojection of the derivative of the data with respect to s:
Note that the calculation of b( r 0 ) at point r 0 only requires the knowledge of p for the lines that intersect a neighbourhood of r 0 . A straightforward derivation establishes the following link between b( r 0 ) and the Hilbert transform of µ. This link was first obtained in [14] , rederived in [7, 10] and applied to various data parametrizations (e.g., fan-beam and linogram):
where b( r 0 ) is defined by equation (2), P.V. denotes the Cauchy principal value and
The right-hand side of this equation is the Hilbert transform of µ along the line L parallel to n through r 0 . This remarkable relation leads to the following sufficient condition for exact and stable ROI reconstruction from 2D limited data [7] :
The function µ can be reconstructed at a point r 0 if one can find a unit vector n = (−sin φ 0 , cos φ 0 ) and a simply connected segment L µ ⊂ L of the line L parallel to n through r 0 such that To understand this condition, note that requirement 2 ensures that the data set contains enough line integrals to calculate the Hilbert transform H L µ for all points along the segment L µ , using equation (2) . Through this DBP the 2D reconstruction is reduced to a 1D problem, that of recovering µ along the line segment L µ from the knowledge of its Hilbert transform along L µ . When the support of µ along L is contained within the segment (this is requirement 1 above), this 1D problem, referred to as the inversion of the finite Hilbert transform, has a unique and stable solution given by a closed form analytic expression [15, 16] . The DBP relation has been generalized to the cone-beam parametrization of the 3D x-ray transform [10] [11] [12] [13] . In 3D as in 2D, the key point is the reduction of the reconstruction problem to the inversion of the finite Hilbert transform along a set of lines covering the ROI. Consider again the non-convex object in figure 2(b), with a limited data set containing the integral of µ only for the lines that cross the FOV (the dashed circle in all figures). This example is challenging since it shares with the classical interior problem the property that all 1D parallel projections are truncated on both sides. Nevertheless, the DBP and the inverse finite Hilbert transform allow reconstruction of µ within the ROI shown as the shaded area. This is seen by noting that for each point r 0 within the ROI, there is a direction n and a segment L µ that satisfies the data sufficiency condition (in this case L µ is the segment of the vertical line L contained within the FOV). The 2D example in figure 2(a) is even more challenging: here only the thin crescent shaped ROI at the top can be reconstructed by applying the DBP to horizontal line segments L µ . In the next section, the sufficiency condition will be extended so that in the examples of figure 2, accurate reconstruction will be guaranteed in the whole FOV as shown in figure 3.
Extended data sufficiency condition
The goal of this paper is to extend the data sufficiency condition of section 2 by relaxing the condition that the segment L µ should completely cover the support of µ. Specifically, we will generalize this condition by allowing the segment L µ to only partially cover the support of µ, as long as one of its end points is outside that support (in a region where it is known that µ( r) = 0). Examples of such segments are shown in figures 3(a) and (b).
The inverse finite Hilbert transform cannot be applied in the case of figures 3(a) and (b) because this inversion requires the support of µ along L to be contained within L µ . We must therefore solve the following problem, referred to here as the inversion of the truncated Hilbert transform: given the Hilbert transform
knowing that one of the end points of L µ is outside the support of µ. In section 4, we show that this problem has a unique solution and in section 5 we give an estimate of the stability of the inversion in the presence of noise.
Following the same reasoning as in section 2, the combination of the DBP with the results of sections 4 and 5 leads to an extended sufficiency condition for 2D tomography.
The function µ can be reconstructed at a point r 0 if one can find a unit vector n = (−sin φ 0 , cos φ 0 ) and a simply connected segment L µ ⊂ L of the line L parallel to n through r 0 such that 1. the segment L µ contains r 0 and at least one of its end points is outside the convex hull of the support of µ along L; 2. for each r ∈ L µ and each angle φ ∈ [φ 0 , φ 0 + π ] the line integrals p(s, φ) are known for a neighbourhood of s = r · u(φ).
Applying this condition to the limited-data 2D problems outlined in the introduction, one checks that the ROIs shown in figures 3(a) and (b) can be reconstructed.
The following sections present a proof of uniqueness and stability for the truncated Hilbert transform.
Truncated Hilbert transform: uniqueness
Henceforth, we deal with the restriction of the 2D or 3D object µ( r) to some line L. This restriction is denoted as f (x) where x is a coordinate along L. We assume that f (x) is a continuous function with support on the interval x ∈ [−1, c] for some 0 < c < 1 and we consider the problem of recovering f (x) from the knowledge of the following: 
Note that the assumption that supp(
is done without loss of generality since this assumption can always be met by translating and rescaling the coordinate x. Note also that the constant C f is known if the sufficiency condition in the previous section is satisfied (for the 2D example in section 2, (4) and (5). We call E the target segment.
If the Hilbert transform was known for all −1 x 1, the function f (x) could be recovered using the inverse of the finite Hilbert transform [15, 16] 
For b < x 1 this can be rewritten as
where
and we have introduced
This auxiliary function t (x) could be replaced by 1 for proving uniqueness, but will be needed when studying stability in section 5. At this point it is enough to see that equation (10) Consider equation (7) . Note that h 1 (x) can be directly calculated from the available data, whereas h 2 (x) cannot. We know two useful properties of h 2 however.
• If we replace x by a complex variable z, equation (9) defines an analytic function in the complex z plane, with a cut along z ∈ [−1, b]. This holds for example if g is continuous (see e.g. [20] ), which is the case since we assumed f to be continuous.
the known segment .
Inside its analyticity domain, h 2 (z) is determined in a unique way by its values along any segment of the line. Here we know h 2 (z) along the known segment using the relation h 2 (z) = −h 1 (z)/t (z), where h 1 (z) can be calculated from the truncated Hilbert transform by equation (8) . Therefore h 2 (z) can be determined on the target segment E by analytic continuation from because E belongs to the analyticity domain of h 2 . Using equation (7), we thus conclude that f (x) is uniquely determined on E by the data defined in equations (4) and (5).
Truncated Hilbert transform: stability

A stability estimate
We have shown in the previous section that the data (4) and (5) 
where h 1 (x) is the noisy estimate of h 1 (x) obtained by replacing g(x) by g (x) in equation (8) , and
We show in this section that these assumptions lead to the following upper bound for the reconstruction error on the measured segment:
where f is a solution estimate given by
withh 2 (x) the restriction to the real axis of an analytic function compatible with inequalities (11) and (12) (the meaning of this compatibility will become clear in section 5.2). Equation (13) specifies a minimum rate ω(x, 0) at which the error tends to zero as a power of the noise . The explicit expression of this rate is given below in equation ( 
An analytic continuation problem
Recall from section 4 that the inversion of the truncated Hilbert transform can be solved by analytic continuation of the function 
Along z ∈ D , we know that h 2 (z) = −h 1 (z)/t (z). Combining this with the error bound (11) and recalling from equation (10) that t (x) t (1) = log(2/ (1 − b) ) on x 1 yields
where we define h 2 (z) = −h 1 (z)/t (z). In addition, one can show (appendix A) that inequality (12) leads to the upper bound
Therefore, any functionh 2 compatible with the data and prior information necessarily belongs to the set S of all functions which satisfy the following three conditions:
Note that this set S is not empty because it contains at least the unknown exact solution h 2 (z). Suppose that we have been able to build some specific admissible solutionh 2 ∈ S. The difference h(z) =h 2 (z) − h 2 (z) between this solution and the exact solution is also analytic and
We show below that these two conditions allow the derivation of an upper bound for the modulus of h(z) within D, and in particular on the target segment E = [b δ , c]. The derivation is based on the principle of Nevanlinna, which is introduced in the next section and then applied in section 5.4 to demonstrate the error bound (13).
Nevanlinna's principle
Let h(z) be an analytic function in a bounded domain D , which satisfies the two conditions
where is some subset of the boundary ∂D of D , and 0 < ε < M. Consider the function ω(x, y) with z = x + iy that is harmonic in D , i.e.,
and that takes on the boundary of D the values
In view of the theorem of the maximum modulus, 0 ω(x, y) 1 within D . Nevanlinna's principle states that [21, 22] 
See appendix B for a sketch of the proof.
Application to the truncated Hilbert transform
To apply Nevanlinna's principle, the curve where the analytic function is known needs to be part of the boundary of the domain D in which the analytic continuation is to be performed. Clearly D and D in section 5.2 do not satisfy this condition. To overcome this difficulty we take for D the disc D cut along the real axis on the right of point c:
See figure 7. Recall that h 2 is analytic in the whole of D and is known on D . In the cut disc D , D is duplicated in two segments
where the notation ±i0 indicates that these two segments are identical but located just above and just below the cut. Therefore h 2 is known 6 on both Recall that the goal is to achieve analytic continuation from onto the segment of the real axis, located in the interior of D . To find Nevanlinna's harmonic function ω(x, y) for this problem, we map D onto the upper half of the complex plane w = u + iv using the conformal mapping
and √ s is defined with a cut along the positive real axis (see [23] , p 207 and figure 7) . From equation (25) 
Putting (30) into (28),
One easily checks that the boundary ∂D is mapped onto the real axis of the w plane. In particular, the known segment figure 7) , where
Nevanlinna's function ω(x, y) is mapped by the conformal mapping onto the function ω w (u, v) that is harmonic in the upper half-plane and that takes for v → +0 the value ω w (u, 0) = 1 when 1/h u h and 0 otherwise. This function can be calculated using Poisson's formula for the upper half-plane ( [23] , p 120): 
Setting this into (31), we find the corresponding w:
Inserting the real part u and the imaginary part v into equation (33), we finally get Nevanlinna's exponent, (10), (11), (14), (19) and (24) concludes the proof of the stability estimate (13).
Inversion of the truncated Hilbert transform with POCS
Among several algebraic techniques for the inversion of the truncated Hilbert transform, the POCS (projection onto convex sets) method [24] is well adapted because the Hilbert transform is a unitary operator. Using the notations from the previous sections, we aim at finding a function f (x) ∈ L 2 (R) which belongs to the intersection of the following convex sets:
where g is an upper bound on the measurement noise,
. If we define for j = 1, . . . , 4 the orthogonal projector P j onto the convex set C j , the POCS algorithm is defined by the following iteration:
with some arbitrary initial estimate f 0 (x). If the intersection of the four subsets is not empty, the POCS iteration converges to one element of this intersection. The orthogonal projectors P 2 , P 3 and P 4 have straightforward expressions. To define P 1 we use the unitarity of H on
Minimizing this expression under the condition that f k ∈ C 1 , we obtain the following easily implementable expression,
Numerical results
Reconstruction from a limited family of line integrals is illustrated in this section using 2D simulated data for one axial slice of the FORBILD 8 thorax phantom. Two small ellipses were added to the heart to make its shape more challenging for reconstruction. We assume that the support of the phantom in that slice is contained within an ellipse with axis of lengths 351 pixels (horizontal) and 824 pixels (vertical). This ellipse is about 10% larger than the actual support of the phantom. The data were simulated by computing analytically 700 fan-beam projections over a short scan range of 210
• . These data were then rebinned into 1200 parallel projections on a 180
• range, with a sampling pitch in s equal to 1 pixel. The limited data reconstruction was done using all lines crossing a square FOV of size 256 pixels.
These limited data have been reconstructed with two different methods
• A 2D iterative maximum a posteriori (MAP) reconstruction, which converges to an image that maximizes the Poisson likelihood of the data with an added quadratic smoothness penalty [25] . This quadratic regularizer with a small value of the regularization parameter was included to improve the numerical stability, even when the algorithm was applied to the noise-free data. The algorithm was implemented using ordered subsets to accelerate initial convergence; we used 30 subsets and 20 iterations. The algorithm incorporates the known support of the object. Note that for an iterative algorithm the image matrix must be large enough to contain the whole support of the object even if only a region of interest is to be reconstructed.
• The DBP-POCS method where the DBP is applied to calculate the Hilbert transform of the object along a family of parallel horizontal line segments L µ covering the FOV square. The truncated Hilbert transform is then inverted along each segment using 200 iterations of the POCS algorithm described in section 6. Along each segment, the known support of µ and the known line integrals along L are used as constraints, in addition to the positivity constraint. The projector P 1 was applied with g = 0. Figure 8 shows the MAP reconstruction of the phantom from complete data, with, superimposed in white, the FOV square. The limited data reconstruction obtained with the MAP method illustrates the good accuracy throughout most of the square FOV. Within a square of side 0.90 × 256 centred within the FOV square, the absolute value of the difference with the complete data reconstruction does not exceed 0.018 and the average value of this absolute difference is 0.0022 (the value in the background is 1). These values are reasonable in view of the number of radial and angular samples. Figure 9 compares the MAP reconstruction with the reconstruction obtained using the DBP-POCS method within the FOV square. With the DBP-POCS method also, the accuracy is good, despite some horizontal streaks caused by the high contrast structures located just outside the FOV. These artefacts are not observed when reconstructing Shepp's phantom (data not shown).
To verify on these data the stability for noise, we have also applied the MAP and DBP-POCS algorithms to noisy data generated by adding Poisson noise to the truncated sinogram. The noise corresponds to 200 000 photons per incident ray. The total number of incident photons for the truncated sinogram was 5.4 × 10 10 , and of these 2.4 × 10 9 were detected. The reconstructions are shown in figure 10 . The noise is similar for the two algorithms, though an accurate comparison is impossible because the spatial resolutions are not perfectly matched. Noise is fairly uniform within the whole reconstructable FOV, except close to the right edge of that region. As an additional check, 50 noise realizations were generated and reconstructed using DBP-POCS. The standard deviation image was then generated by calculating for each pixel the standard deviation of the 50 reconstructed values. The result is shown in figure 11 . For comparison we also show the standard deviation image obtained by reconstructing nontruncated data using the standard FBP algorithm (Shepp-Logan filter) and the same average number of incident photons per ray. A detailed study of the trade-off between resolution and noise is beyond the scope of this paper.
Conclusion
We have presented a new data sufficiency condition for the reconstruction of a 2D or 3D region of interest from limited tomographic data. The condition is derived by combining the differentiated backprojection relation with a result on the inversion of the truncated Hilbert transform. The inversion of the truncated Hilbert transform was defined here as the problem of recovering a function of one real variable from the knowledge of its Hilbert transform along a segment which only partially covers the support of the function, but has at least one end point outside that support. An estimate of the stability of this inversion in the presence of noise was obtained using Nevanlinna's principle for analytic continuation.
For some configurations, injectivity theorems in [1, 17, 18] can be used to prove uniqueness in a region of interest which is larger than the region defined by the extended data sufficiency condition in section 3. Thus the limited data in figure 3(a) determine the function µ not only within the FOV but over its whole support, as can be shown for example by applying theorem 3.6 in [1] . However, in contrast with the data sufficiency condition based on the Hilbert transform, these results do not guarantee stability, and reconstruction of µ in the enlarged region has the highly ill-posed character of limited-angle tomography.
Numerical simulations of a 2D thorax phantom were presented to illustrate the new data sufficiency condition. The very good stability observed for this example suggests that a better, sharper, error bound for the reconstruction error might be obtained. This will be the objective of our future work.
