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Abstract
For a s-ﬁnite measures m on O and m-weakly-measurable families fAtgtAO and fBtgtAO of
Hilbert space operators we have the non-commutative Cauchy–Schwarz inequalities in
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for all XA pðHÞ and for all p; q; rX1 such that 1q þ 1r ¼ 2p: If both fAtgtAO and fBtgtAO consists
of commuting normal operators, then
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for all unitarily invariant norms jjj 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1. Introduction and preliminaries
In recent years different norm inequalities for operators and unitarily invariant
norms have been obtained based on the majorization and some complementary
techniques. It is the arithmetic–geometric–logarithmic (56),(74) and Young (66)
inequalities that have been under especially intensive investigation and a very good
account can be found in [2,6,16]. Power and other various natural mean operator
inequalities are investigated in [18,20,21,16], perturbation and generalized deriva-
tions norm inequalities in [1,11,17], and different Cauchy–Schwarz inequalities in
[9,18,19], with the numerous references therein.
Hadamard product and positive deﬁnite functions play also an important role in
those inequalities for ﬁnite matrices, greatly contributing to their more systematic
understanding (see [10]). For inﬁnite-dimensional Hilbert space operators the
adoption of those proofs usually requires tedious adaptation or other procedures.
Some proofs (see [11,16]) are also carried via double operator integrals, which were
developed earlier by Birman and Solomyak. As pointed occasionally, it is the
appropriate integral representation of one elementary operator by another, that
usually leads to the shorter and more insightful proof for their norm inequality.
Accompanying practical difﬁculties are mainly related to the convergence properties
of those integrals, so the appropriate concept of integration is also important.
The goal of this work is to fully develop discrete results of [19] to show the
practical potential of the Cauchy–Schwarz inequalities based on the Gel’fand’s
integration for the more systematic and unifying approach to the above mentioned,
as well as some new inequalities and related problems.
Let BðHÞ and NðHÞ denote, respectively, spaces of all bounded and all compact
linear operators acting on a separable, inﬁnite-dimensional, complex Hilbert space
H: Each ‘‘symmetric gauge function’’ F on sequences gives rise to a symmetric norm
or a unitarily invariant norm on operators deﬁned by jjX jjF ¼ FðfsnðXÞgNn¼1Þ; with
s1ðXÞXs2ðXÞX? being the singular values of X : We will denote by the symbol
jjj  jjj any such norm, which is therefore deﬁned on a naturally associated norm ideal
jjjjjjðHÞ of NðHÞ and satisﬁes the invariance property jjjUXV jjj ¼ jjjX jjj for all
XA jjjjjjðHÞ and for all unitary operators U ; V : Another property of those norms
says that jjjX jjj ¼ supFðf/Xen; fnSgNn¼1Þ; with supremum ranging over orthonor-
mal sets fengNn¼1; f fngNn¼1 in H; actually attaining its maximum at eigenvectors
fengNn¼1 of jX j and fn ¼ Uen; where U is partial isometry in the polar decomposition
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X ¼ U jX j: Each norm jjj  jjj is lower semi-continuous, i.e., jjjw  limn-N Xnjjj
plim infn-NjjjXnjjj: This follows from the well-known representation formula
jjjX jjj ¼ supfjtrðXY ÞjjjjY jjjd : Y is finite dimensionalg; where jjj  jjjd stands for the dual
norm of jjj  jjj (see (d) [25, Theorem 2.7]).
Specially well known among unitarily invariant norms are the Schatten p-norms
deﬁned as jjX jjp ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1 s
p
i ðX Þp
p
for 1ppoN; and jjX jjN ¼ jjX jj ¼ s1ðXÞ coincides
with the BðHÞ norm jjX jj: Minimal and maximal unitarily invariant norm are among
Schatten norms, i.e., jjX jjNpjjjX jjjpjjX jj1 for all XA 1ðHÞ (see inequality in [6,
IV.38]). For f ; gAH; we will denote by g#f one-dimensional operators g#f ðhÞ ¼
/h; gS f for all hAH; known to have their linear span dense in each of pðHÞ for
1pppN:
The Ky–Fan norms deﬁned as jjAjjðkÞ ¼
Pk
i¼1 siðAÞ; k ¼ 1; 2;y; represent
another interesting family of unitarily invariant norms. The property saying that
for all XA NðHÞ and YA jjjjjjðHÞ with jjX jjðkÞpjjY jjðkÞ for all kX1; we have
XA jjjjjjðHÞ with jjjX jjjpjjjY jjj is known as the Ky–Fan dominance property. For a
complete account of the theory of norm ideals, the reader is referred to [14,25]
2. Integration of operator valued functions
Following [12, p. 41], if ðO;M; mÞ is a measure space, a mapping A : O-BðHÞ will
be called weakly-measurable if the scalar function t-trðAtY Þ is measurable for any
YA 1ðHÞ: In addition, if all those functions are in L1ðO; dmÞ; then according to the
fact that BðHÞ is the dual space of 1ðHÞ; for any EAM there will be a unique
IEABðHÞ; called the Gel’fand (Gel’fand; see [12, p. 53] for details) or weak-integral
of A over E; such that
trðIEYÞ ¼
Z
E
trðAtYÞ dmðtÞ for all YA 1ðHÞ: ð1Þ
We will denote it by
R
E
At dmðtÞ;
R
E
A dm or exceptionally by
E
A dm; if the context
requires to distinguish this one from other types of integration. A practical tool for
this type of integrability to deal with is that weak-measurability (resp. weak-
integrability) of a o.v. function At is measurability (resp. integrability) of all scalar
functions t-/At f ; fS; with f ranging throughout H: A substantial argument for
the non-trivial part of this principle relies on the closed graph theorem, which assures
the boundedness of the operator (valued integral) related sesquilinear form. So if
/Af ; fSAL1ðE; dmÞ for all fAH; for some EAM and a BðHÞ valued function A on
E; then there is a (unique) bounded operator (denoted by)
E
A dm (rightfully called
the Gel’fand integral of A over E) satisfying
E
A dm
 
f ; f
 
¼
Z
E
/At f ; fSdmðtÞ for all fAH: ð2Þ
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The monotonicity and other standard o.v. integral properties for the Gel’fand
integral are easily derivable from this formula.
The following example is a ‘‘weak’’ version of Pearson’s theorem and shows the
practical value of the above tool.
Example 1. Let AJ  JBA 1ðHÞ for some JABðHÞ; A ¼ A and B ¼ B; and
let PacðAÞ and PacðBÞ stand for the orthogonal projections on the absolutely
continuous subspaces of A and B; respectively. Then O8A;BðJÞ ¼ w 
limt-7N PacðAÞeitAJeitBPacðBÞ exist, and
O8A;BðJÞ ¼ PacðAÞJPacðBÞ7i
Z
R7
PacðAÞeitAðAJ  JBÞeitBPacðBÞ dt:
Proof. PacðAÞðeitAJeitB  JÞPacðBÞ ¼ iPacðAÞ
R t
0 e
isAðAJ  JBÞeisB ds PacðBÞ and
therefore, according to the Banach–Steinhaus theorem, it will be enough to
show that /PacðAÞeisAðAJ  JBÞeisBPacðBÞg; hSAL1ðR; dxÞ for all f and g
belonging to some dense subsets of H: This is because the left-hand side of the
last identity guarantees that the integral of the above function will deﬁne a bounded
sesquilinear form on H: For a self-adjoint A and his spectral measure EA let MðAÞ
denote all fAH such that d/El f ; fS
dl exists a.e. and belongs to L
NðRÞ: The norm jjj  jjj
on MðAÞ is given by jjj f jjj ¼ d/El f ; fS
dl
  
N
; and it is known [24, Lemma XI.3] that
MðAÞ and MðBÞ are L2ðRÞ norm dense in PacðAÞH and PacðBÞH; respectively;
moreover
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
R
j/e; eisAgSj2 ds
s
p
ﬃﬃﬃﬃﬃ
2p
p
jjejj jjjgjjj and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
R
j/f ; eisBhSj2 ds
s
p
ﬃﬃﬃﬃﬃ
2p
p
jj f jj jjjhjjj
for all e; fAH; gAMðAÞ and hAMðBÞ: If AJ  JB ¼PNn¼1 snen#fn is the singular
value expansion of AJ  JB; with all jjenjj ¼ jj fnjj ¼ 1; then
Z
R
j/eisAðAJ  JBÞeisBg; hSj ds
p
XN
n¼1
sn
Z
R
j/eisA fn; hS/g; eisBenSj ds
p
XN
n¼1
sn
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
R
j/eisA fn; hSj2 ds
s ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
R
j/g; eisBenSj2 ds
s
p2p
XN
n¼1
snjjenjj jj fnjj jjjgjjj jjjhjjj ¼ 2pjjAJ  JBjj1jjjgjjj jjjhjjj: &
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Remark 1. With the same argument applied to another 1ðHÞ operator
2iIðJPacðAÞðAJ  JBÞÞ ¼ JPacðAÞðAJ  JBÞ  ðAJ  JBÞPacðAÞJ; we get
lim
t-7N
jjPacðAÞeitAJeitBPacðBÞf jj2
¼ lim
t-7N
/PacðBÞeitBJPacðAÞJeitBPacðBÞf ; fS ¼ jjPacðAÞJPacðBÞf jj2
7i
Z
R7
/PacðBÞeitBðBJPacðAÞJ  JPacðAÞJBÞeitBPacðBÞf ; fS dt
¼ /PacðBÞJPacðAÞJPacðBÞf ; fS
82
Z
R7
/PacðBÞeitBIðJPacðAÞðAJ  JBÞÞeitBPacðBÞf ; fS dt
exists, and once we show it coincides with jjO8ðJÞf jj2; the strong convergence will
follow from the weak one. Now, the full Pearson theorem relies on formula
PacðAÞJPacðBÞ7i
Z
R7
PacðAÞeitAðAJ  JBÞeitBPacðBÞ dt


2
¼ jPacðAÞJPacðBÞj282
Z
R7
PacðBÞeitBIðJPacðAÞðAJ  JBÞÞeitBPacðBÞ dt:
Now, we turn our attention to the spaces of integrable vector and operator valued
functions. Let L2ðO; dm;HÞ denote the space of all (weakly) measurable functions
f : O-H such that RO jj f ðtÞjj2 dmðtÞoN (see [4] for an illustrative example), and
similarly, let L2GðO; dm;BðHÞÞ denote the space of all m-weak-measurable functions
F : O-BðHÞ such that RO jjF t f jj2 dmðtÞoN for all fAH: Note that t-jjF t f jj and
t-jjF tjj are measurable for all fAH as jjF t f jj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
n¼1j/F t f ; enSj2
q
and jjF tjj ¼
supjjF tgnjjjjgnjj for a dense set fgng inH: Clearly FAL2GðO; dm;BðHÞÞ iff F fAL2ðO; dm;HÞ
for all fAH; but there is another simple characterization.
Example 2. FF is Gel’fand integrable iff FAL2GðO; dm;BðHÞÞ; in that case
O
FF dm f ; f
 
¼
Z
O
jjF f jj2 dmð¼ jjF f jj2L2ðO;dm;HÞÞ for all fAH: ð3Þ
Before we proceed with a natural norming of L2GðO; dm;BðHÞÞ; we need some
reﬁned approximation in this space, as well as in L2ðO; dm;HÞ: First, let us note that
the proof of Proposition 4.1 in [4] actually shows that simple vector valued functions
are dense in L2ðO; dm;HÞ for all s-ﬁnite measures m: So for all fAH and a given
e40 there are some disjoint sets fdkgKk¼1 of ﬁnite measure and some f1;y; fK
belonging to (the even prescribed) dense subset of H such that RO f ðtÞj
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PKk¼1 fkwdkðtÞj2 dmðtÞoe2: When the partition (division) fdkgKk¼1 is ﬁxed, then
among such simple functions the best approximation of f will be obtained byPK
k¼1
wdk
mðdkÞ
R
dK
f dm: This follows immediately from the identity
Z
O
f 
XK
k¼1
fkwdk




2
dm
¼
Z
O
f 
XK
k¼1
wdk
mðdkÞ
Z
dk
f dm




2
dmþ
XK
k¼1
mðdkÞ fk  1mðdkÞ
Z
dk
f dm




2
; ð4Þ
where
R
dk
f dm stands for a suitable Pettis integral, or equivalently to the unique
element of H representing a bounded linear functional g- Rdk /g; f ðtÞS dmðtÞ on H:
In the space L2GðO; dm;BðHÞÞ the best approximant is described by
Lemma 2.1. (a) For a given FAL2GðO; dm;BðHÞÞ its best approximation among simple
functions (related to the prescribed partition P ¼ fdkgKk¼1) is achieved by
FP ¼
XK
k¼1
wdk
mðdkÞ dk
F dm; ð5Þ
which also satisfies
O
jF j2 dm
O
jFPj2 dm ¼
O
jF  FPj2 dmX0: ð6Þ
(b) If m is s-finite, then for every function FAL2GðO; dm;BðHÞÞ there is a simple
function sequence fF ng in L2GðO; dm;BðHÞÞ such that
O
jF j2 dm
O
jF nj2 dm ¼
O
jF  F nj2 dm-0 ð7Þ
strongly and monotonically decreasing.
Proof. (a) The proof is straightforward (like in (4)) and left to the reader.
(b) Let f fi; i ¼ 1; 2;yg be a dense subset of H: As we know, every
F fiAL2ðO; dm;HÞ and so it is approximable by simple functions. The known form
of the best approximant assures the existence of partitions fdðn;iÞkn;i g
Kn;i
kn;i¼1 such that
Z
O
F fi 
XKn;i
kn;i¼1
w
d
ðn;iÞ
kn;i
mðdðn;iÞ
kn;i
Þ
Z
dðn;iÞ
kn;i
F f ; dm




2
dmo 1
n2
for any n ¼ 1; 2;y and all i ¼ 1;y; n: Superposing those partitions fdðn;iÞkn;i g
Kn;i
kn;i¼1 for
i ¼ 1;y; n; and taking account that more ‘‘reﬁned’’ partitions offer better
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approximation, we could ﬁnd some non-negative integers Kn and a partitions
fdðnÞkn g
Kn
kn¼1 such that
O
FF  FnF n dm fi; fi
 
¼
Z
O
jjF fi  F n fijj2 dmo 1
n2
ð8Þ
for all i ¼ 1;y; n and nAN: Here F n stands forXKn
kn¼1
wdðnÞ
kn
mðdðnÞkn Þ
Z
dðnÞ
kn
F dm:
More than that, the same superposition argument assures that for every nAN the
partition fdðnÞkn g
Kn
kn¼1 could be chosen as a subpartition of the proceeding one. In this
way, we get a monotonically increasing and uniformly bounded from above by
OFF dm sequence f OFnF n dmgNn¼1 in BðHÞ; which therefore strongly converge to
some CABðHÞ by Proposition 1.1 of [4]. By (8) /Cfi; fiS ¼ / OFF dm fi; fiS for
i ¼ 1; 2;y; therefore C ¼ O FF dm as required. &
Deﬁnition 1. For FAL2GðO; dm;BðHÞÞ we deﬁne by jjF jj2 ¼ jj
R
O FF dmjj
1
2 to be its
norm. If additionally
R
O FF dmA jjjjjjðHÞ; we deﬁne
jjjF jjj2 ¼
Z
O
FF dm






1
2 ð9Þ
and denote by L2GðO; dm; jjjjjj ðHÞÞ the space of all measurable BðHÞ valued
functions with its ﬁnite (i.e. normed by) jjj  jjj2:
Theorem 2.1. Every jjj  jjj2 is a norm on a Banach space L2GðO; dm; jjjjjj ðHÞÞ:
Proof. For any 0oao1 and measurable A and B there holds
jA þ Bj2 þ að1 aÞ A
1 aþ
B
a


2
¼ jAj
2
1 aþ
jBj2
a
from which we deduce
jjjA þ Bjjj22 ¼
Z
O
jA þ Bj2 dm





p
R
O jAj2 dm
1 a þ
R
O jBj2 dm
a






2
p jjj
R
O jAj2 dmjjj
1 a þ
jjj RO jBj2 dmjjj
a
¼ jjjAjjj
2
2
1 a þ
jjjBjjj22
a
¼ðjjjAjjj2 þ jjjBjjj2Þ2
for optimally chosen a ¼ jjjBjjj2jjjAjjj2þjjjBjjj2: Thus jjj  jjj2 is norm on L
2
GðO; dm; jjjjjj ðHÞÞ:
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Note here that a special case when m is atomic (concentrated on a single point)
shows that the function F2ðfsigNi¼1Þ ¼ F
1
2ðfs2i gNi¼1Þ; known also as 2-convexization of
F; is indeed a symmetric gauge function associated with the norm jjj j  j2jjj12 ¼
jjj  jjjF2 : This fact will be needed in the sequel.
In order to prove completeness of L2GðO; dm; jjjjjj ðHÞÞ we can conﬁne ourselves to
deduce L2GðO; dm; jjjjjj ðHÞÞ summability of
PN
n¼1An from
PN
n¼1jjjAnjjj2oN: For
every fAH a general Minkowski inequality in L2ðO; dmÞ implies
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
XN
n¼1 jjAn f jj
 2
dm
s
¼
XN
n¼1
jjAn f jj




L2ðO;dmÞ
p
XN
n¼1
jjAn f jjj jj jL2ðO;dmÞ¼
XN
n¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jjAn f jj2 dm
s
¼
XN
n¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AnAn dm
s
f




p
XN
n¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AnAn dm




s
jj f jj ð10Þ
p
XN
n¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AnAn dm






s
jj f jj ¼
XN
n¼1
jjjAnjjj2jj f jj: ð11Þ
To get (11) we used the minimality of jj  jj among u.i. norms. This assures the
absolute summability of
PN
n¼1 An f ½m a.e on O and therein it deﬁnes strongly
summable A ¼PNn¼1An; an obviously a weak-measurable function. From (10) one
can easily derive that
PN
n¼1 AnAL2GðO; dm;BðHÞÞ and jj
PN
n¼1Anjj2p
PN
n¼1 jjAnjj2;
which is fairly enough to deduce the completeness of L2GðO; dm;BðHÞÞ: Similarly, a
general case L2GðO; dm; jjjjjj ðHÞÞ requires only the proof of
jjjPNn¼1Anjjj2pPNn¼1jjjAnjjj2: So let fsigNi¼1 and feigNi¼1 be the singular values and
eigenvectors of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃR
OAA dm
q
: By the monotonicity of F and (10) it follows
XN
n¼1
An






2
¼
Z
O
XN
n¼1
An


2
dm






1
2
¼ F12ðfs2i gNi¼1Þ
¼F12
Z
O
XN
n¼1
An


2
dm ei; ei
* +8<
:
9=
;
N
i¼1
0
@
1
A
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¼F12
Z
O
XN
n¼1
Anei




2
dm
8<
:
9=
;
N
i¼1
0
@
1
A
pF
1
2
XN
n¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jAnj2 dm
s
ei




 !28<
:
9=
;
N
i¼1
0
@
1
A
¼F2
XN
n¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jAnj2 dm
s
ei




( )N
i¼1
 !
:
As we noticed above, F2 is another symmetric gauge function, and therefore
XN
n¼1
An






2
p
XN
n¼1
F2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jAnj2 dm
s
ei




( )N
i¼1
 !
¼
XN
n¼1
F
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jAnj2 dm
s
ei




2
8<
:
9=
;
N
i¼1
0
@
1
A
¼
XN
n¼1
F
1
2
Z
O
jAnj2 dm ei; ei
  !N
i¼1
 
p
XN
n¼1
Z
O
jAnj2 dm






1
2
¼
XN
n¼1
jjjAnjjj2
by Proposition 2.6 of [25]. This ends the proof. &
3. Inequalities for factorable operator valued functions
If A and B are measurable, the same is true for t-XAtYBtZ if X ; Y and Z are in
BðHÞ: Indeed, it follows by the Parseval identity that /XAtYBtZf ; gS ¼PN
n¼1 /BtZf ; Y enS/Aten; X gS for an orthonormal basis feng of H; and thus the
pointwise limit of measurable functions is also a measurable one. We will usually refer
to this class of function as factorable operator valued (o.v.) functions and we investigate
them in the sequel. Thus, we start with some integrability properties of such functions.
Lemma 3.1. Let A;B; : O-BðHÞ be weakly measurable and let XABðHÞ:
(a) If
R
O jjAt f jj2 þ jjBt f jj2 dmðtÞoN for all fAH; then
(a1) t-AtXBt is weakly-integrable and there holdsZ
O
AXB dm



p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dm




Z
O
BB dm




s
jjX jj: ð12Þ
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(a2) If fAgNn¼1 (resp. fBgNn¼1) is a simple o.v. sequence for A (resp. B)
guaranteed by Lemma 2.1, then
R
OAnXBn dm-
R
OAXB dm weakly as
n-N:
(b) If
R
O jjAt f jj2 þ jjBt f jj2 dmðtÞoN for all fAH; thenZ
O
AXB dm




1
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dm




Z
O
BB dm




s
jjX jj1: ð13Þ
for all XA 1ðHÞ:
(c) If
R
O jjAt f jj2 þ jjAt f jj2 þ jjBt f jj2 þ jjBt f jj2 dmðtÞoN for all fAH; thenZ
O
AXB dm





pmax
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dm




Z
O
BB dm




s
;
(
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dm




Z
O
BB dm




s )
jjjX jjj ð14Þ
for all XA jjjjjjðHÞ: Particularly, for all XA pðHÞZ
O
AXB dm




p
p
Z
O
AA dm




1
p
Z
O
AA dm




p1
p
Z
O
BB dm




1
p
Z
O
BB dm




p1
p jjX jjp: ð15Þ
Proof. (a) As j/AtXBt f ; fSjpjjX jj jjAt f jj jjBt f jj for all tAO and fAH; then
t-/AtXBtS is integrable, securing the weak-integrability of AtXBt andZ
O
/AXB f ; gS dm

p jjX jj
Z
O
jjAt gjj jjBt f jjdmðtÞ
p jjX jj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jjAt gjj2 dm
s ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jjBtgjj2 dm
s
¼ jjX jj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dmg; g
 s ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
BB dm f ; f
 s
ð16Þ
from which the conclusion (a1) follows. To prove (a2) we realize that for all f ; gAH
there holds
Z
O
/AnXBn f AXB f ; gS dm


pjjX jj
Z
O
jjAng AgjjjjBn f jj þ jjAgjj jjBn f  B f jj dm
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pjjX jj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jjAgjj2 þ jjBn f jj2 dm
s

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jjAng Agjj2 þ jjBn f  B f jj2 dm
s
pjjX jj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dm



jjgjj2 þ
Z
O
BB dm



jj f jj2
s

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA  AnAn dmg; g
" #þ Z
O
BB  BnBn dm f ; f
 s
-0 ð17Þ
as n-N; as required.
(b) Follows from (a) by duality.
(c) First we note that due to (b) IðX Þ ¼ ROAXB dmA 1ðHÞC NðHÞ whenever X
is a ﬁnite rank operator. Due to (a) I is bounded on BðHÞ and therefore it leaves
NðHÞ invariant. Ky–Fan norms are interpolations of jj  jj1 and jj  jjN as jjX jjðkÞ ¼
infX¼YþZjjY jj1 þ kjjZjjN for all kAN; so (c) follows by applying (b) and
(a) to Y ¼Pk1n¼1ðsnðXÞ  snþ1ðXÞÞPnj¼1ej#fj and Z ¼ skðXÞPkj¼1ej#fj þPN
j¼kþ1sjðX Þej#fj ; respectively. Finally, (15) follows from (a) and (b) by
interpolation. &
An immediate consequence of this lemma is
Theorem 3.1. Let CtjXt j1y and VtjX tjyDt be in L2GðO; dm;BðHÞÞ for some yA½0; 1
and o.v. functions Ct;Dt and X t; where X t ¼ VtjX tj is the polar decomposition of X t for
each tAO: Then
(a) R
O CjXj22yC dm
R
O CXD dmR
O CXD dm
$ % R
ODjXj2yD dm
" #
X0;
(b) there is a contraction C such that
Z
O
CXD dm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
CjXj22yC dm
s
C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
DjXj2yD dm;
s
ð18Þ
(c) for every nAN there holds
Yn
k¼1
sk
Z
O
CXD dm
 
p
Yn
k¼1
s
1
2
k
Z
O
CjXj22yC dm
 
s
1
2
k
Z
O
DjXj2yD dm
 
; ð19Þ
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(d) for every nAN and a40 there holdsXn
k¼1
sak
Z
O
CXD dm
 
p
Xn
k¼1
s
a
2
k
Z
O
CjXj22yC dm
 
s
a
2
k
Z
O
DjXj2yD dm
 
; ð20Þ
(e) for every a40 there holds the following abstract Ho¨lder inequality
Z
O
CXD dm


a





F1
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
CjXj22yC dm
s a





F2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
DjXj2yD dm
s a





F3
;
ð21Þ
whenever symmetric gauge functions F1;F2;F3 satisfy
F1ðfsntngNn¼1ÞpF2ðfsngNn¼1ÞF3ðftngNn¼1Þ
for all sequences fsngNn¼1; ftngNn¼1 with finite number of non-zero elements,
(f) for all p; q40 there holds
Z
O
CXD dm



 pq
pþq
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
CjXj22yC dm
s



p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
DjXj2yD dm
s



q
: ð22Þ
Proof. (a) As jXt j1yVt ¼ VtjX tj1y (follows by polynomial approximation from
X tðXtX tÞn ¼ ðX tXt ÞnX t for all nAN), then X t ¼ VtjX tj ¼ jXt j1yVtjX tjy for all
tAO: If At ¼ CtjXt j1y and Bt ¼ VtjX tjyDt; then A;BAL2GðO; dm;BðHÞÞ;
R
OAB dm ¼R
O CXD dm;
R
OAA dm ¼
R
O CjXj22yC dm and
R
O BB dm ¼
R
ODjXjyVtVtjXjyD
dm ¼ RODjXj2yD dm: For arbitrary ½g; f TAH"H the special case X ¼ I of (16)
can be reread as the non-negativity of
/
R
OAA dmg; gS /
R
OAB dm f ; gS
/ðROAB dmÞg; fS / RO BB dm f ; fS


what is just the non-negativity ofR
OAA dm
R
OAB dm
ðROAB dmÞ RO BB dm
" #
g
f
) *
;
g
f
) ** +
;
what was in fact required by (a).
(b) follows immediately from (a) by Theorem IX.5.9 of [6].
(c) follows from (b) by Horn inequality Theorem 1.13 in [25].
(d) follows from (c) by Horn and Weil Theorem 1.15 in [25].
(e) follows from (d) by abstract Ho¨lder inequality Theorem 2.8 in [25].
(f) is a special case of (e) with jjj  jjjF1 ¼ jj  jj1; jjj  jjjF2 ¼ jj  jjpþq
q
; jjj  jjjF3 ¼
jj  jjpþq
p
and a ¼ pq
pþq: &
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Remark 2. As seen from the proof of this theorem, the special case X ¼ I implies the
general one.
Remark 3. A special case of (e) of this theorem is [23] inequality (I.4) for X ¼
I ; a ¼ 1 and semi-discrete o.v. functions At ¼
PK
1 jkðtÞAk and Bt ¼
PK
1 jkðtÞBk;
where Ak; BkA NðHÞ and jkAL2ðO; dmÞ for all k ¼ 1;y; K : Another special case
of (e) is the discrete Schwarz–Cauchy inequality of Kittaneh in [20] for y ¼
1
2
;F2ðfsngNn¼1Þ ¼ F3ðfsngNn¼1Þ ¼ F
1
2
1ðfs2ngNn¼1Þ:
It is now easy to get a non-discrete version of Theorem 2.2 of Jocic´ [18], which will
be the one mostly applied in this paper.
Theorem 3.2. Let fAtgtAO and fBtgtAO be m measurable families of normal commuting
operators such that
R
O jjAt f jj2 þ jjBt f jj2dmðtÞoN for all fAH: then
Z
O
AXB dm





p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dm
s
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
BB dm
s




 ð23Þ
for all unitarily invariant norms jjj  jjj and all XA jjjjjjðHÞ:
Proof. Theorem 2.2 of [18] covers the case of simple o.v. functions, so if
fAngNn¼1; fBngNn¼1 are chosen as in Lemma 2.1(b), then
Z
O
AnXBn dm





p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jAnj2 dm
s
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jBnj2 dm
s





p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jAj2 dm
s
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
jBj2 dm
s




;
according to the monotonicity of (singular values and) u.i. norms based on (6). By
virtue of (a2) case of Lemma 3.1, the lower semi-continuity of the norm will secure
the passage to the general case. &
Now, we present an improvement of our Lemma 3.1(c), which also improves
(discrete) Theorem 2.1 of [19] and enhances it to the non-discrete case as well.
Theorem 3.3. If m is a s-finite measure on O and fAtgtAO and fBtgtAO are m-weak-
measurable families of bounded Hilbert space operators such that
R
O jjAt f jj2 þ
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jjAt f jj2 þ jjBt f jj2 þ jjBt f jj2 dmðtÞoN for all fAH; then
Z
O
AXB dm




p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
A
Z
O
AA dm
 q1
A dm2q
s
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
B
Z
O
BB dm
 r1
B dm2r
s



p
ð24Þ
for all XA pðHÞ and for all p; q; rX1 such that 2p ¼ 1q þ 1r:
Proof. In order to apply the (two variable) complex interpolation method, we will
ﬁrst turn our attention to the ﬁnite sums and the cases p ¼ 1; 2 and þN; using later
the approximations to carry on the general case.
So let fAngNn¼1 and fBngNn¼1 be some families of bounded operators and for a given
e40 let A0 ¼ B0 ¼ eI : Deﬁne A}e ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
n¼0 AnAn
q
; Ae ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
n¼0 AnAn
q
; B}e ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
n¼0 BnBn
q
and Be ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
n¼0 BnBn
q
; and then obviously A}e; Ae; B}e; BeXeI ; so
that they are all invertible. Cases p ¼ 1 and p ¼N are covered by (2) and (1) of
Theorem 2.1 of [19] (or by a discrete case of (12)), and therefore
XN
n¼0
AnXBn




1
pjjA}eXBejj1; ð25Þ
XN
n¼0
AnXBn



p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
n¼0 B

nBn
  
r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
n¼0 AnA

n
  
r
jjX jj: ð26Þ
In the case p ¼ 2 for all XA 2ðHÞ we will have
XN
n¼0
AnXBn




2
2
¼
A0 A1 ? AN
0 0 ? 0
^ ^ & ^
0 0 ? 0
2
6664
3
7775
XB0 0 ? 0
XB1 0 ? 0
^ ^ & ^
XBN 0 ? 0
2
6664
3
7775




2
2
p
A0 A1 ? AN
0 0 ? 0
^ ^ & ^
0 0 ? 0
2
6664
3
7775




2
XB0 0 ? 0
XB1 0 ? 0
^ ^ & ^
XBN 0 ? 0
2
6664
3
7775




2
2
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¼
XN
n¼0
AnA

n



tr
XN
n¼0
BnX
XBn
 !
¼
XN
n¼0
AnA

n



 X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
n¼0 BnB

n
r



2
2
:
So we have
XN
n¼0
AnXBn




2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
n¼0 AnA

n
  
r
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
n¼0 BnB

n
r



2
ð27Þ
and similarly,
XN
n¼0
AnXBn




2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
n¼0 B

nBn
  
r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
n¼0 A

nAn
r
X




2
: ð28Þ
Now consider a general case. So take w3eO; let *O ¼ fw3g0O; *m ¼ dw3 þ m; where dw3
is the Dirac atomic probabilistic measure on w3 (dw3ðEÞ ¼ wEðw3Þ for arbitrary
EAM:) Furthermore, let *A ¼ eIwfw3g þ AwO and *B ¼ eIwfw3g þ BwO; and calculate
*A} ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
*O
*A *A d *m
s
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2I þA2}
q
XeI ; *A ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2I þA2
q
;
*B} ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2I þ B2}
q
and *B ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2I þ B2
q
: ð29Þ
Deﬁne the new families
*C ¼ *Aq1 *A and *D ¼ *B *Br1} : ð30Þ
Clearly *C; *C; *D; *DAL2ð *O; *m;BðHÞÞ; there holds *C}; *CXeq and *D}; *DXer; so they
are all invertible. Therefore *A ¼ *C
1
q
; *B} ¼ *D
1
r
}; so by (30)
*A ¼ *A1q *C ¼ *C
1
q
1
 *C; *B ¼ *D *D
1
r
1
} : ð31Þ
Now, based on Lemma 2.1(b), take approximating sequences of simple o.v.
functions *An and *Bn; as well as the corresponding *Cn and *Dn satisfying the analogs of
(30) and (31). Thus, for an arbitrary YA NðHÞ we are going to consider the
following operator valued function:
jðz; wÞ ¼
XKn
kn¼0
*Cz1 CðnÞkn *Cz} Y *Dw D
ðnÞ
kn
*Dw1} :
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If z ¼ x þ iy; w ¼ s þ it; then in the direct strips product 0pRðzÞ;RðwÞp1 this is a
holomorphic in each variable, bounded function. For all YA 1ðHÞ it satisﬁes the
following boundary value estimates:
jjjð1þ iy; 1þ itÞjj1 ¼
XKn
Kn¼0
*Ciy CðnÞkn *C
iy1
} Y
*Dit1 DðnÞkn *Dit}




1
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXKn
kn¼0
*C1} CðnÞkn C
ðnÞ
kn
*C1}
r
*Ciy} Y *Dit



ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXKn
kn¼0
*D1 DðnÞkn D
ðnÞ
kn
*D1
r 

1
p jj *Cn} *C1} jjjj *Ciy} Y *Dit jj1jj *Dn *D1 jjpjjY jj1 ð32Þ
according to (25), combined with the fact that *Cn} *C1} and *Dn *D1 are contractions
due to *C2n}p *C2} and *D2np *D2: For all YA 2ðHÞ we also have
jjjð1þ iy; 0þ itÞjj2pjjY jj2 ð33Þ
according to the previously proven (28) and *D2n}p *D2}: Similarly, from (27) and
*C2np *C2 we get
jjjð0þ iy; 1þ itÞjj2pjjY jj2: ð34Þ
Also, by virtue of (26) for all YA NðHÞ there holds
jjjð0þ iy; 0þ itÞjjNpjjY jjN: ð35Þ
Thus jð1þ it; wÞ is holomorphic in the strip 0pRðwÞp1 and satisﬁes (32) and (33),
so we can invoke the ‘‘three line’’ Theorem 3.13.1. in [14] to get
jjjð1þ iy; 1=rÞjj 2r
1þr
pjjY jj 2r
1þr
ð36Þ
for all YAC 2r
1þr
ðHÞ; as ð1 1
r
Þ0þ 1
r
 1 ¼ 1
r
and ð1 1
r
Þ1
2
þ 1
r
 1 ¼ 1þr
2r
:
Another application of the three line theorem based on boundary estimates (32)
and (33) to the function jðit; wÞ gives
jjjð0þ iy; 1=rÞjj2rpjjY jj2r ð37Þ
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for all YAC2rðHÞ; as ð1 1rÞ0þ 1r  1 ¼ 1r and ð1 1rÞ 1Nþ 1r 12 ¼ 12r: As jðz; 1rÞ is
holomorphic in the strip 0pRðzÞp1; the ﬁnal application of the same interpolation
theorem based on (36) and (37) gives
jjjð1=q; 1=rÞjjp ¼
XKn
kn¼0
*C
1
q
1
 C
ðnÞ
kn
*C
1
q
} Y
*D
1
r D
ðnÞ
kn
*D
1
r
1
}




p
pjjY jjp ð38Þ
for all YA pðHÞ; as ð1 1qÞ0þ 1q  1 ¼ 1q and ð1 1qÞ 12q þ 1q 1þr2r ¼ 12q þ 12r ¼ 1p:
For a given XA pðHÞ we apply (38) to Y ¼ *C
1
q
}X
*D
1
rA pðHÞ; to get
XKn
kn¼1
A
ðnÞ
kn
XB
ðnÞ
kn




p
¼
XKn
kn¼0
*C
1
q
1
 C
ðnÞ
kn
*C
1
q
} Y
*D
1
r D
ðnÞ
kn
*D
1
r
1
}




p
p jjY jjp ¼ *C
1
q
}X
*D
1
r




p
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
*O
*A
Z
O
*A *A d *m
 q1
*A d *m2q
s
X



ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
*B
Z
O
*B *B d *m
 r1
*B d *m2r
s 

p
ð39Þ
in view of (30). According to Lemma 3.1(a2) we have that
PKn
kn¼1 A
ðnÞ
kn
XB
ðnÞ
kn
¼R
*O
*AnX *Bn d *m converges weakly to
R
*O
*AX *B d *m as n-N: According to (17) an appeal
to the lower semi-continuity of jj  jjp proves Theorem 3.3 with *A; *B instead of A;B:
In other words, we now have
e2X þ
Z
O
AXB dm




p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
*O
*A
Z
*O
*A *A d *m
 q1
*A d *m2q
s
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
*O
*B
Z
*O
*B *B d *m
 r1
*B d *m2r
s



p
: ð40Þ
Furthermore, we estimate
Z
*O
*A
Z
*O
*A *A d *m
 q1
*A d *m
Z
O
A
Z
O
AA dm
 q1
A dm




pe2ðe2 þ jjAjj2Þq1 þ jjðe2 þA2Þq1  ðA2Þq1jj
Z
O
AA dm



 ð41Þ
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and, by analogy, the corresponding inequality for *B and B instead of *A and A: Now,
to conclude the proof it will be enough to let e-0; by invoking the continuity of all
mappings A/Aa; deﬁned on positive operators in BðHÞ and any aX0: &
Theorems 3.1 and 3.3 offer us some immediate estimates for integral transformers
(induced by factorable o.v. functions) from one Schatten class to another. The
simplest among elementary mappings is the multiplication transformer MA;B :
BðHÞ-BðHÞ given byMA;BðXÞ ¼ AXB for ﬁxed A; BABðHÞ and every XABðHÞ: It
was thoroughly investigated by Fialkow and Loebl who proved in [13] that the range
of MA;B is contained in a proper two-sided ideal F if and only if
FðfsnðAÞsnðBÞgÞoN and for the induced operator from BðHÞ to pðHÞ they proved
jjMA;BjjBðHÞ-
p
ðHÞ ¼ jjsnðAÞsnðBÞjjcp : ð42Þ
For measurable o.v. functions A;BAL2GðO; dm;BðHÞÞ deﬁne IA;B : BðHÞ-BðHÞ by
IA;BðXÞ ¼
Z
O
AXB dm for all XABðHÞ: ð43Þ
In the sequel, we always assume A;BAL2GðO; dm;BðHÞÞ as well, so that Lemma
3.1(c) assures that IA;B leaves every u.i. norm ideal invariant. So we have
Theorem 3.4. (a) If
R
OAA dm and
R
O BB dm belong to pðHÞ for some 1pppN;
then
R
OAXB dmA pðHÞ for all XABðHÞ and
jjIA;BjjBðHÞ-
p
ðHÞ
p s
1
2
i
Z
O
AA dm
 
s
1
2
i
Z
O
BB dm
 



cp
ð44Þ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dm




p
Z
O
BB dm




p
s
¼ jjAjj2pjjB}jj2p; ð45Þ
as well as
jjIA;BjjpBðHÞ-
p
ðHÞ
p
XN
i¼1
s
1
2
i
Z
O
A
Z
O
AA dm
 p1
A dm
 !
s
1
2
i
Z
O
B
Z
O
BB dm
 p1
B dm
 !
: ð46Þ
Specially, if B ¼ A then
jjIA;A jjBðHÞ-
p
ðHÞ ¼ jjIA;AðIÞjjp ¼
Z
O
AA dm




p
:
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(b) If
R
OAA dm;
R
O BB dmA q
q1
ðHÞ for some 1pqoN then ROAXB dmA 1ðHÞ
for all XABðHÞ and
jjIA;Bjj
q
ðHÞ-
1
ðHÞpjjA}jj 2q
q1
jjBjj 2q
q1
: ð47Þ
If additionally B ¼ A then
jjIA;A jj
q
ðHÞ-
1
ðHÞ ¼ jjIA;AðIÞjj q
q1
¼
Z
O
AA dm



 q
q1
:
(c) Under conditions (a) and (b)
R
OAXB dmA pr
pqqþr
ðHÞ for every rXq and
XA rðHÞ; moreover
jjIA;Bjj
r
ðHÞ-
pqqþr
pjjAjj1
q
r
2p jjB}jj
1q
r
2p jjA}jj
q
r
2q
q1
jjBjj
q
r
2q
q1
: ð48Þ
Proof. Eq. (44) follows by case a ¼ p of Theorem 3.1(d), together with ROAXB dm in
pðHÞ for all XABðHÞ; while y ¼ 1 case (with 2p instead of p and q) of Theorem
3.1(f) gives
Z
O
AXB dm




p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
AA dm
s



2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
O
BX XB dm
s



2p
p
Z
O
AA dm




1
2
p
Z
O
BB dm




1
2
p
jjX jj;
establishing (45). Similar range inclusion argument is applicable in (46) as the trace
of a positive operator
R
OAð
R
OAA dmÞp1A dm coincides with the trace of
ðROAA dmÞp: So by Fialkow and Loebl’s inequality (42) there holds
Z
O
A
Z
O
AA dm
 p1
A dm
 ! 1
2p
X
Z
O
B
Z
O
BB dm
 p1
B dm
 ! 1
2p




p
p s
1
2p
i
Z
O
A
Z
O
AA dm
 p1
A dm
 !
s
1
2p
i
Z
O
B
Z
O
BB dm
 p1
B dm
 !



cp
jjX jj
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
i¼1 s
1
2
i
Z
O
A
Z
O
AA dm
 p1
A dm
 !
s
1
2
i
Z
O
B
Z
O
BB dm
 p1
B dm
 !
p
vuut jjX jj;
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which together with Theorem 3.3 proves (46). Note that the last estimate offered by
(45) can easily be obtained from (46) as well. Now, if B ¼ A then
jjIA;A jjpp
XN
i¼1
si
Z
O
A
Z
O
AA dm
 p1
A dm
 !
¼ tr
Z
O
A
Z
O
AA dm
 p1
A dm
 !
¼
Z
O
AA dm




p
p
¼ jjIA;AðIÞjjpppjjIA;A jjp;
from which we get the desired conclusion.
(b) follows by duality argument applied to the conjugate transformer IA;B :
q
q1
ðHÞ- 1ðHÞ by formula IA;BðXÞ ¼
R
O BXA dm ¼ IB;AðXÞ for XA 1ðHÞ; as
q
q1
ðHÞ ¼ ð qðHÞÞ; 1ðHÞ ¼ ðBðHÞÞ and
trðIA;BðX ÞY Þ ¼
Z
O
trðAXBY Þ dm ¼
Z
O
trðXBYAÞ dm ¼ trðXIA;BðY ÞÞ
for all XA 1ðHÞ and YA q
q1
ðHÞ; according to the fact that the norms of conjugate
operators (transformers) coincides.
(c) follows (a) and (b) by three line interpolation Theorem 3.13.1 of [14] as
1
q
¼ 1 q
r
  1
N
þ q
r
1
q
and
pq  q þ r
pr
¼ 1 q
r
 1
p
þ q
r
1
1
: &
Here, we have ﬁnally arrived at a natural interpretation of L2GðO; dm; jjjjjj ðHÞÞ
space’s 2-convexization norms jjj  jjj2 from deﬁnition (9) as (the square root of) the
norms of integral transformers from BðHÞ to jjjjjjðHÞ:
Operator integrals play an important role throughout Mathematics and, as
desirable, they often comply to criteria of some additional types of integrability, not
just the Gel’fand’s one. At the end of this section, we give as a brief example the
Lyapunov equation AX þ XA ¼ W ; with the spectrum of a given bounded
operator A contained in the open left half plane. A solution of this equation is
expressed by (even Bochner integral) X ¼ IAðWÞ ¼
RN
0 e
tAWetA

dt; and with the
known values of jjIAjj
p
ðHÞ-
p
ðHÞ for p ¼ 1 andN; Bhatia in his work [7] raised the
question of the exact value of jjIAjj
p
ðHÞ-
p
ðHÞ for 1opoN: In this respect, we
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note here that Theorem 3.3 offers an ameliorated estimate
jjIAjj
p
ðHÞ-
p
ðHÞp
Z N
0
etA
Z N
0
etA

etA dt
 p1
etA

dt




1
p
;
sharper then the standard interpolation one offered by [7] or (15).
4. Applications to operator norm inequalities
Once we have the appropriate integral representation of the transformer from one
type of elementary mapping to another (usually different generalized derivations),
the above presented Cauchy–Schwarz inequalities may offer quite sharp estimates on
their correlation. We will try to present some quite new examples, as well as some
standard ones but in a new light, so the potential of those inequalities becomes more
apparent. The ﬁrst one will be the Aczel–Bellman inequality for operator integrals; it
complements basic Theorem 3.2 and generalizes Theorem 2.3 of [18] in two
directions.
Theorem 4.1. Let m be a s-finite, positive measure on O and let each of measurable
families (o.v. functions) fAtgtAO and fBtgtAO consists of commuting normal operators
such that
R
OAA dmpI and
R
O BB dmpI : Then
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I 
Z
O
AA dm
s
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I 
Z
O
BB dm
s




p X 
Z
O
AXB dm





 ð49Þ
for every XA jjjjjjðHÞ:
Proof. Following notations from Theorem 3.4 we now have A} and B} to be
contractions, and therefore IA;B is contractive on jjjjjjðHÞ and leaves this ideal
invariant (providing X  IA;BXA jjjjjjðHÞ). Given mAN; we have
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I 
Z
O
AA dm
s
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I 
Z
O
BB dm
s





¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I A2}
q
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  B2}
q





p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I A2}
q
ðX  ImA;BX Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  B2}
q




 ð50Þ
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þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I A2}
q
ImA;BX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  B2}
q





¼
Xm1
l¼0
I lA;B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I A2}
q
ðX  IA;BX Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  B2}
q





þ I mA;B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I A2}
q
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  B2}
q





p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXm1
l¼0 A
2l
}
r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I A2}
q
ðX  IA;BX Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  B2}
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXm1
l¼0 B
2l
}
r





þ Am}
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I A2}
q
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  B2}
q
Bm}





 ð51Þ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I A2m}
q
X  IA;BX
$ % ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  B2m}
q





þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A2m} A2mþ2}
q



ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2m}  B2mþ2}
q


 Xj jj jj j
pjjjX  IA;BX jjj þ 1
m þ 1jjjX jjj ¼ X 
Z
O
AXB dm





þ 1m þ 1 jjjX jjj:
ð52Þ
Here, we have applied again Theorem 3.2 to
Pm
l¼0 I lA;B in (50), as well as
to ImA;B in (51), keeping in mind in (50) that, due to the commutativity
of fAtgtAO;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPm1
l¼0
R
O
R
O?
R
O At1At2?Atlj j2 dmðt1Þ dmðt2Þ?dmðtlÞ
q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPm1
l¼0 A2l}
q
and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPm1
l¼0
R
O
R
O?
R
O Bt1Bt2?Btlj j2 dmðt1Þ dmðt2Þ?dmðtlÞ
q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPm1
l¼0 B2l}
q
as well.
Eq. (52) is a consequence of the fact that
A2m} A2mþ2}
  p max
tA½0;1
jt2m  t2mþ2j ¼ m
m
ðm þ 1Þmþ1p
1
m þ 1 ð53Þ
and jjB2m}  B2mþ2} jjp 1mþ1 as well. Being mAN arbitrary, the ﬁnal conclusion
follows. &
The arithmetic–geometric mean inequality for operators (see [8]) has had
considerable applications in Operator Theory (see [9,17]) and different proofs are
known. Here, we present one via operator integrals.
Theorem 4.2. For all bounded A; BX0 and all real tX0 we have
2
ﬃﬃﬃﬃ
A
p
ðX  etAXetBÞ
ﬃﬃﬃ
B
p   
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  e2tA
p
ðAX þ XBÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  e2tB
p    ð54Þ
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p AX þ XB  etAðAX þ XBÞetB    ð55Þ
for all XABðHÞ and all unitarily invariant norms jjjjjjðHÞ:
Also, for all C; D and X in BðHÞ there holds the arithmetic–geometric means
inequality
2jjjCXDjjjpjjjCCX þ XDDjjj: ð56Þ
Proof. As d
dt
etAXetB ¼ etAðAX þ XBÞetB; an application of Theorem 3.2 gives
2jjj
ﬃﬃﬃﬃ
A
p
ðX  etAXetBÞ
ﬃﬃﬃ
B
p
jjj
¼ 2
Z t
0
ﬃﬃﬃﬃ
A
p
esAðAX þ XBÞesBÞ
ﬃﬃﬃ
B
p
ds






p2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ t
0
Ae2sA ds
s
ðAX þ XBÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ t
0
Be2sB ds
s





¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  e2tA
p
ðAX þ XBÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  e2tB
p   ; ð57Þ
which proves (54). The next inequality (55) is an application of (4.1), which
completes the proof of the ﬁrst part of theorem.
We note that
ﬃﬃﬃﬃ
A
p ðX  etAXetBÞ ﬃﬃﬃBp - ﬃﬃﬃﬃAp X ﬃﬃﬃBp weakly as t-N; as well as the
right-hand side of (54) is majorized by jjjAX þ XBjjj: Therefore by the lower semi-
continuity of jjj  jjj we conclude that
2jjj
ﬃﬃﬃﬃ
A
p
X
ﬃﬃﬃ
B
p
jjjpjjjAX þ XBjjj: ð58Þ
Finally, (56) follows by an application of (58) to A ¼ CC and B ¼ DD; i.e.,
2jjjCXDjjj ¼ 2jjjjCjX jDjjjjp jCj2X þ X jDj
    ¼ jjjCCX þ XDDjjj: ð59Þ
The following is a generalization of the arithmetic–geometric mean inequality to
higher-order generalized derivations.
Theorem 4.3. Let A and B be positive, nX0 integer and 0oaon: Then
jjjAaXBnajjjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gð2aÞGð2n  2aÞp
2nðn  1Þ!
Xn
k¼0
n
k
 
AnkXBk





 ð60Þ
for all unitarily invariant norms jjj  jjj:
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Proof. If EA and EB are the spectral measures for A and B; respectively, then
Z N
0
tn1Aae
tA
2
Xn
k¼0
n
k
 
AnkXBk
 !
e
tB
2 Bna dt





 ð61Þ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ N
0
t2a1A2aetAdt
s Xn
k¼0
n
k
 
AnkXBk
 !



ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ N
0
t2n2a1B2n2aetBdt
s 

 ð62Þ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gð2aÞGð2n  2aÞ
p
EAð0;þNÞ
Xn
k¼0
n
k
 
AnkXBkEBð0;þNÞ





: ð63Þ
Step (62) is by Theorem 3.2 and (63) by direct computation from the fact that
Z N
0
t2a1A2aetA dt f ; f
 
¼
Z N
0
t2a1 A2aetA f ; f
" #
dt
¼
Z N
0
Z N
0
t2a1l2aetl dmf ðlÞ dt
¼
Z N
0
Z N
0
ðtlÞ2a1etl dt dmf ðlÞ
¼
Z N
0þ
Gð2aÞ dmf ðsÞ ¼ Gð2aÞ EAð0;þNÞf ; fh i ð64Þ
for all fAH: The last step follows by change of variable tl ¼ u for l40 and the very
deﬁnition of the Gamma function. Similarly
RN
0 t
2n2a1B2n2aetB dt ¼ Gð2n 
2aÞEBð0;þNÞ: By (64) we also validated the Gel’fand integrability in (61), which by
the Lebesgue convergence theorem assures the existence of
w  lim
T-N
Z T
0
tn1Aae
tA
2
Xn
k¼0
n
k
 
AnkXBk
 !
e
tB
2 Bna dt:
The same Lebesgue theorem used jointly with spectral theory gives
s  lim
T-N
TK EAð0;þNÞe
TA
2
XK
k¼0
K
k
 
AKkXBk
 !
e
TB
2 EBð0;þNÞ ¼ 0
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for all 0pKpn  1: By partial integration formula
2nðn  1Þ!AaXBna
¼ 2nðn  1Þ!
Xn1
K¼0
TK
2K K !
Aae
TA
2
XK
k¼0
K
k
 
AKkXBk
 !
e
TB
2 Bna
þ
Z T
0
tn1Aae
tA
2
Xn
k¼0
n
k
 
AnkXBk
 !
e
tB
2 Bna dt; ð65Þ
so letting T-N we recognize 2nðn  1Þ!AaXBna as the Gel’fand integral in (61).
The ﬁnal conclusion is now obvious from (63). &
Corollary 4.1 (Young’s inequality). For all unitarily invariant norms jjj  jjj and all
real p41 and p0 ¼ p
p1
jjjAXBjjjp
ﬃﬃﬃ
pp
p ﬃﬃﬃﬃ
p0p0
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 2
p
Þp
sinð1 2
p
Þp
vuut jAjp
p
X þ X jB
jp0
p0





: ð66Þ
Proof. The special case n ¼ 1 of the preceding theorem shows that
jjj
ﬃﬃﬃﬃ
C
p
p
X
ﬃﬃﬃﬃ
D
p0p jjjp1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
G
2
p
 
G 2 2
p
 s
jjjCX þ XDjjj ð67Þ
for all positive C; DABðHÞ: Thus for C ¼ jAjp
p
and D ¼ jBjp
0
p0 it follows that
jjjAXBjjj ¼ ﬃﬃﬃppp ﬃﬃﬃﬃp0p0p jAjﬃﬃﬃ
pp
p X jB
jﬃﬃﬃﬃ
p0p0
p





p
ﬃﬃﬃ
pp
p ﬃﬃﬃﬃ
p0p0
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 2
p
Þp
sinð1 2
p
Þp
vuut jAjp
p
X þ X jB
jp0
p0





;
according to the fact that Gð2
p
ÞGð2 2
p
Þ ¼ j1 2
p
j p
sinj12
p
jp
: &
Remark 4. As pointed out in [2] it cannot be expected to reduce the constant in (66)
to 1 for all unitarily invariant norms. Some special cases as jjj  jjj ¼ jj  jj2 do (see [3]),
as well as p ¼ p0 ¼ 2; which is the arithmetic–geometric means inequality. The
constant Cp in (66) depends only on p; just as the analogous constant Kp in [21] does.
However Cp have the advantage in factor Cp=Kpp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p cosð12
p
Þ
8
r
o0:7; as well as the
better asymptotic CpB
ﬃﬃ
p
8
q
as p-N and CpB
ﬃﬃﬃﬃﬃﬃﬃﬃ
1
8p8
q
as p-1þ; so that compared to
Kp it diverges at a slower rate as p-1þ or p-N:
Let us recall that a function f : I-R is said to be operator monotone on the
interval ICR if ApB implies f ðAÞpf ðBÞ for all bounded A; B with spectra
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contained in I : Now we present the following mean value theorem for such
functions.
Theorem 4.4 (Mean value theorem for o.m. functions). Let A; BX0 be a bounded
operators and let f : ½0;þNÞ-R be operator monotone. Then for all bounded X and
all unitarily invariant norms.
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðAÞp ðf ðAÞX  Xf ðBÞÞ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃf 0ðBÞp





pjjjAX  XBjjj: ð68Þ
If additionally
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðAÞp ðAX  XBÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃf 0ðBÞp A jjjjjjðHÞ; then also
jjj f ðAÞX  Xf ðBÞjjjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðAÞ
p
ðAX  XBÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðBÞ
p   : ð69Þ
Proof. Every operator monotone (increasing) function has its integral representation
f ðAÞ ¼ aþ bA þ
Z N
0
Aðs þ AÞ1s dmðsÞ ð70Þ
(see [5,1] or [22]), with bX0 and m being a positive Borel measure on ½0;NÞ; such
that the integral in the identity converges. So its derivative will be f 0ðAÞ ¼
bþ RN0 ðs þ AÞ2s2 dmðsÞ: Given e40; let C ¼ A þ e and D ¼ B þ e; and note that
f 0ðCÞ1pf 0ðjjCjjÞ1 and f 0ðDÞ1pf 0ðjjDjjÞ1 are bounded operators as f 0 is
decreasing. Then for Y ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðCÞ1
q
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðDÞ1
q
there holds
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðA þ eÞp ðf ðA þ eÞX  Xf ðB þ eÞÞ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðB þ eÞp






¼ f ðCÞY  Yf ðDÞj jj jj j
¼ bðCY  YDÞ þ
Z N
0
ðCðs þ CÞ1Y  YDðs þ DÞ1Þs dmðsÞ






¼ bðCY  YDÞ þ
Z N
0
ðs þ CÞ1ðCY  YDÞðs þ DÞ1s2 dmðsÞ






p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bþ
Z N
0
ðs þ CÞ2s2 dmðsÞ
s
ðCY  YDÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bþ
Z N
0
ðs þ DÞ2s2 dmðsÞ
s




 ð71Þ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðCÞ
p
ðCY  YDÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðDÞ
p    ¼ jjjAX  XBjjj; ð72Þ
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with Theorem 3.2 applied in (71), where we added to the measure m an additional
atomic mass of weight b: Now the continuity of f and 1
f 0 on ½0;þNÞ assures that
s  lim
e-0þ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðA þ eÞp ðf ðA þ eÞX  Xf ðB þ eÞÞ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðB þ eÞp
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðAÞp ðf ðAÞX  Xf ðBÞÞ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðBÞp ;
therefore (68) follows from (72) by the lower semi-continuity of jjj  jjj: Now (69)
follows by an application of (68) to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ðAÞp X ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃf 0ðBÞp instead of X : &
Example 3. The functions t-ta for 0pap1 and log are operator monotone on
½0;þNÞ and ð0;þNÞ respectively, so
A
1þa
2 XB
1a
2  A1a2 XB1þa2





pajjjAX  XBjjj; ð73Þ
(for a different proof see [11]), and
jjj
ﬃﬃﬃﬃ
A
p
ðlogðAÞX  X logðBÞÞ
ﬃﬃﬃ
B
p
jjjpjjjAX  XBjjj: ð74Þ
The last one is known as the geometric–logarithmic means inequality for operators
(see [15]).
It is known ([5] or [22]) that t=f ðtÞ is operator monotone as long as f ðtÞ is. For a
class of them we have the similar
Theorem 4.5. Let A; B40 be bounded operators and let f be a positive, operator
monotone function on ð0;þNÞ such that both gðxÞ ¼ x
f ðxÞ and f ðxÞ have integral
representation (70) with a ¼ b ¼ 0; then
jjj f ðAÞXgðBÞ  gðAÞXf ðBÞjjjpjjjAX  XBjjj ð75Þ
for all bounded X and all unitarily invariant norms.
Proof. Let f ðAÞ ¼ RN0 Aðs þ AÞ1 dmðsÞ and gðBÞ ¼ RN0 Bðt þ BÞ1 dnðtÞ be integral
representations for f and g; respectively, with m and n being appropriate positive
measures (whose derivatives include factor s from the genuine representation (70)).
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Therefore
jjjf ðAÞXgðBÞ  gðAÞXf ðBÞjjj
¼
Z N
0
Z N
0
Aðs þ AÞ1XBðt þ BÞ1  Aðt þ AÞ1XBðs þ BÞ1 dmðsÞ dnðtÞ






¼
Z N
0
Z N
0
ðs  tÞAðs þ AÞ1ðt þ AÞ1ðAX  XBÞBðs þ BÞ1



 ðt þ BÞ1 dmðsÞ dnðtÞ

pjjjCðAX  XBÞDjjj;
according to Theorem 3.2, where
C ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ N
0
Z N
0
js  tjA2ðs þ AÞ2ðt þ AÞ2 dmðsÞ dnðtÞ
s
and
D ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ N
0
Z N
0
js  tjB2ðs þ BÞ2ðt þ BÞ2 dmðsÞ dnðtÞ
s
:
So, the proof of theorem will be completed by showing that C and D are
contractions. Indeed, a straightforward computation shows that
jjjs  tjAðs þ AÞ1ðt þ AÞ1jjpjjðs þ tÞAðst þ ðs þ tÞA þ A2Þ1jjp1
so
C2p
Z N
0
Z N
0
Aðs þ AÞ1ðt þ AÞ1 dmðsÞ dnðtÞ ¼
Z N
0
f ðAÞðt þ AÞ1 dnðtÞ ¼ I :
Similarly D2pI ; and this concludes the proof. &
Remark 5. Under requirements of Theorem 4.5 we actually have f ð0þÞ ¼
0; f 0ð0þÞ ¼ þN and gðþNÞ ¼ þN:
Remark 6. As ta ¼ sin pap
RN
0 tðt þ sÞ1sa1 ds for all 0oao1 and t40; so an
application of Theorem 4.5 gives another inequality, which differs from (73) by
the constant 1 instead of a on its right-hand side.
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