The Monte Carlo dropout method has proved to be a scalable and easy-to-use approach for estimating the uncertainty of deep neural network predictions. This approach was recently applied to Fault Detection and Diagnosis (FDD) applications to improve the classification performance on incipient faults. In this paper, we propose a novel approach of augmenting the classification model with an additional unsupervised learning task. We justify our choice of algorithm design via an information-theoretical analysis. Our experimental results on three datasets from diverse application domains show that the proposed method leads to improved fault detection and diagnosis performance, especially on outof-distribution examples including both incipient and unknown faults.
Introduction
Data-driven approaches relying on supervised deep learning have achieved considerable success in many application domains due to their ability to classify data from multiple classes. Although supervised deep learning methods tend to perform well on known (in-distribution) data patterns, the unseen (out-of-distribution) data may lead to unexpected prediction behaviors. In the context of Fault Detection and Diagnosis (FDD), labeled data for normal (fault-free) states and high-severity fault states are more easily accessible. On the contrary, labeled data for incipient faults (low-severity faults of known types) are more difficult to obtain (Jin et al. 2019a) and usually missing or underrepresented in the dataset. In addition, in real-world operation, there could be unknown faults that do not belong to any fault types modeled in a classification model. These out-of-distribution faults not seen by the model in the training phase may fool a classification model into wrong belief, which is undesirable for FDD applications. Although this problem conceptually can be alleviated by training the model on a larger and more comprehensive dataset, in practice it is technically impossible to include data of all different fault types, and of all possible severity levels. It is desirable for a diagnostic algorithm to report-in addition to the decisions-uncertainty estimates behind the decisions. Highly uncertain cases could then be Copyright © 2020, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved.
flagged as requiring particular attention in future maintenance and repair actions.
For estimating a neural network's prediction uncertainty, the standard way is to use a Bayesian approach whose goal is to learn a distribution over the network weights; however, such approach is computationally expensive and has not been widely adopted yet. A recent seminal work (Gal 2016 ) discovered that one can approximate the posterior distribution of a dropout neural network by repeatedly sampling its predictions with dropout turned on at test time. This method, referred to as Monte Carlo dropout (MC dropout), provides an efficient and scalable way to perform Bayesian inference that can easily fit into the standard training pipelines of today's deep learning frameworks. The MC dropout approach due to its ease of use has been applied to disease diagnosis (Leibig et al. 2017 ) and time series anomaly detection (Zhu and Laptev 2017) . Jin et al. (2019b) extended the use of MC dropout into a multiclass setting, and showed that MC dropout can not only help detect incipient faults but is also able to give informative hints about the types of these difficult-to-diagnose faults with the produced uncertainty estimates.
Apart from the supervised classification approaches, one category of unsupervised methods called one-class models (Tax 2002) are particularly appealing in anomaly detection and FDD applications, because only normal (faultfree) data are required to train a detection model. A oneclass model aims to learn the distribution of the data for the normal operating condition of a system. Outliers to the learned distribution are recognized as anomalies or faults. Typical examples of one-class models include autoencoders (Thompson et al. 2002) and one-class support vector machines (Schölkopf et al. 2001) . In practice, it can sometimes be difficult to train a good one-class classification model (Jin et al. 2019a ), due to the lack of fault data for cross-validation. On the other hand, even when fault data are available, there is no straightforward way to directly incorporate them into the training process. In addition, as these models can only tell whether or not an input data point belong to the normal data distribution, they lack the diagnostic ability to differentiate between faults of different types.
The aforementioned reasons motivate us to devise a method that can leverage the strengths of both supervised and unsupervised learning approaches. The resulting model should not be only good at classifying in-distribution data, but should also be able to give reasonable uncertainty estimates in addition to the diagnostic decisions when predicting out-of-distribution fault examples. We summarize our main contributions in this paper as follows.
• We propose a novel neural network architecture that combines an MC dropout classifier and an autoencoder, thereby leveraging the strengths of supervised and unsupervised learning into one joint-training framework.
• We motivate the design choice of regularizing the latent space representation with a "decoding pathway" from an information theory point of view. The experimental results match the conjecture from our theoretical analysis.
• Our experimental results on three datasets from different domains have demonstrated superior FDD performance compared to non-augmented MC dropout classifiers and MC-dropout autoencoders, especially on out-ofdistribution fault examples.
Problem Statement
Fault Detection Let X be the set of data points, and M be a model class. Each M ∈ M defines an anomaly score function s M : X → R that characterizes how likely a data point corresponds to a fault state; a larger s M (x) implies higher chance of a data point x being a fault. For a given threshold values > 0, we can define the precision and recall of the model M on the test data distribution as follows:
Our goal is to learn a score function s * and a corresponding thresholds, such that (s * ,s) can optimize the precision and the recall on unseen test data.
Fault Diagnosis
The fault diagnosis problem can be viewed as a natural extension of the fault detection problem. A fault diagnosis model not only needs to detect the existence of faults, but also differentiate between faults of different classes. In this paper, we view a fault diagnosis model that can deal with a situation of n fault classes as the aggregation of n fault detection models, where each fault detection model aims to distinguish the normal class and one particular type of fault. Concretely, the anomaly score function s M outputs one anomaly score for each type of fault, and we aim at identifying the optimal score function s * : X → R n and thresholds ∈ R n which result in the best precision and recall for all the faults. It is possible to assign multiple fault labels to a given input, which means the fault diagnosis problem in our context is not only a multiclass classification problem, but also a multilabel classification problem.
Motivation of Algorithm Design
We propose to use the prediction uncertainty on the label of the input data as our score function M for identifying fault data points. In the following, we motivate our choice of score function from an information-theoretic perspective.
Let us assume a classification model M A that is trained with learning algorithm A on training set D train . The training set consists of data of class "normal" (labeled 0) and of class "fault" (labeled 1). In the test set D test , besides data that are in the training distribution, there are also data that do not belong to the training distribution. We denote the index set of normal data, fault data, and out-of-distribution data in the test set respectively as I 0 , I 1 , and I 2 .
Given input x i , the output of the trained model M A is a random variable Y i . Let H [Y ] = − y p(y) log p(y) be the entropy of random variable Y under distribution p. By the conditional independence of data points on model, we can decompose the total entropy of the output variable on the test set into three parts,
P1: entropy of in-distribution and out-of-distribution fault data
(1)
Since we want to utilize prediction uncertainty as an indicator for identifying fault data points (especially the outof-distribution faults), it is our desire to devise a learning algorithm to drive down the entropy (uncertainty) on normal data points, and meanwhile to increase the uncertainty on the out-of-distribution faults so that they are more distinguished from the in-distribution data points. To lower the uncertainty on a selected subset of the data points (in our case the normal data points), a basic idea is to devote more effort to this class during training. One straightforward way is to increase the weight for the data points in the normal class when training the classification model; however, this may not yield the desired result because a large class weight will push the decision boundary farther away from the normal class and thus allowing more incipient fault data points to be mistakenly classified as normal with little uncertainty.
To bypass this problem and better detect incipient faults, we propose to use an auxiliary task at a hidden layer for regularization purpose, which will encourage the network to learn different latent space representations for the data at this hidden layer. Since part of the network's capacity is devoted to the auxiliary task, it can be expected that the entropy at the output of the resulting classifier on the test data is increased with the modified training algorithm A , i.e.
Here apostrophes are used to indicate variables that correspond to the modified training algorithm A . By Eq. (1),
The above relation suggests that, for algorithm A , a lower uncertainty on the normal data points comes at the price of higher uncertainty on the in-distribution fault data points. This analysis, however, does not give a definitive conclusion on the entropy of out-of-distribution (incipient and unknown) faults. We conjecture that these out-of-distribution examples will also exhibit higher uncertainty compared to normal examples under A . As observed in our empirical study in the following sections, this trade-off is actually helpful for detecting out-of-distribution faults. In other words, we have made the model more sensitive in detecting deviations from the distribution of normal data by using an alternative learning algorithm A that can suppress the uncertainty of the normal data on the auxiliary task.
The above information-theoretical analysis motivates us to incorporate an auxiliary learning task into the existing classification model to get improved sensitivity to potential out-of-distribution faults. In the upcoming sections, we will describe how we design an augmented neural network architecture by incorporating reconstruction (autoencoding) as an auxiliary learning task to achieve the desired trade-off.
Methodology
Monte Carlo Dropout Dropout (Srivastava et al. 2014 ) is a powerful regularization technique to prevent over-fitting neural network parameters. In effect, the dropout technique provides an inexpensive approximation to training and evaluating an ensemble of exponentially many neural networks. The dropout mechanism offers a way to incorporate intrinsic randomization into neural network models. Recently, Gal and Ghahramani proposed using MC-dropout (Gal 2016) to estimate a neural network's prediction uncertainty by using dropout at test time. The uncertainty estimates are obtained by repeatedly "sampling" the outputs of a dropout model M given the same input x. Suppose we have obtained
(k) can be understood as the expected output given input x, and the
to measure the confidence of M in its prediction.
Augmented Classification Network
As motivated in the previous section, we augment a regular classification network by adding a decoding pathway to an intermediate layer of the classification network. We illustrate the network structure in Figure 1 . The resulting augmented network now has two output pathways, a classifying pathway that aims to output the correct label for an input to the encoding pathway, and an additional decoding pathway whose goal is to reconstruct the original input from the latent space representation. Our model therefore embodies the functionality of both a classifier and an autoencoder. To get satisfactory results from both pathways, we expect the network to learn meaningful representations that are conducive to both tasks at the latent space where the two pathways diverge. To encourage the separation of fault data points from normal data points in the latent space, we use a small classifying pathway and add dropout layers only in the encoding pathway. A small classifying pathway with limited capacity motivates the network to learn a clear-cut decision boundary between the normal points and the fault points in the latent space. In addition, the random dropout in the encoding pathway also improves the separation between different classes, so that the learned decision boundary will be robust against the stochastic latent space embedding produced by the encoding pathway.
The inclusion of a decoding pathway may benefit the detection of out-of-distribution faults in another aspect. As we know, a classifier trained as a discriminative model tends to find the most discriminative features to distinguish between classes. Much useful information in the original data is thus lost when training a discriminative model; however, such information may be useful for telling out-of-distribution faults from normal data. Since the decoding pathway encourages more information about the normal class to be preserved in the latent space, these out-of-distribution faults may become more discernible in the latent space, making it possible to detect and even diagnose them.
Loss function As opposed to an autoencoder or a classifier, during training the augmented network is trained to minimize both the reconstruction loss and the classification loss at the same time. We thus use the loss function L defined as follows
where the loss of each data point i consists of two parts, the classification loss clf and the reconstruction loss rec . A hyperparameter β is introduced to balance the trade-off between the two losses. Since we only want to suppress the prediction uncertainty on the normal data points, we apply the reconstruction loss only on the normal data points. In our experiment to be later described, we used the cross-entropy loss for clf and the mean square loss for rec .
Evaluation Since our proposed model can be used both as an MC dropout autoencoder and an MC dropout classifier, its FDD performance can be evaluated in more than one way. These evaluation metrics to be described shortly can also apply to autoencoders and classifiers, and will be used in the case studies for comparing the performance of these networks. In our experiment, we used an MC dropout autoencoder and an MC dropout classifier (hereafter referred to as "autoencoder" and "classifier" for brevity) as benchmarks to show the performance gain from using our proposed augmented model. For a fair comparison, the two benchmark models share the same components (pathways) as the augmented model.
Binary Classification (Fault Detection)
In fault detection tasks, we need a model to tell whether (or how likely) an example x i is a fault. Both the decoding pathway and the classifying pathway can be used for this task.
Anomaly scores To measure how significant an input example x i exhibits an anomalous behavior at the output node of a two-class classifying pathway, we define the anomaly score of input data x i as below,
A smaller anomaly score implies less uncertainty in the prediction mean and variance. Without loss of generality, let us label the n + 1 output classes (the normal class and n faults) by j = 0, 1, . . . , n, where class 0 is the normal class. Because the normal state is signified by an output of 1 at the for class 0 output node, the above definition for anomaly scores needs to be specially treated for class 0 output, For the decoding pathway, the anomaly score of input x i is defined to be the reconstruction error e rec (i.e., the meansquare-error) at the output,
is the predictive mean of the reconstruction output produced by the decoding pathway given input x i .
Detection Thresholds Ideally, an example belonging to the normal class should give zero anomaly scores for both the classifying pathway and the decoding pathway. In practice, normal examples will still exhibit small anomaly scores, so we need a detection threshold for determining where an input example is faulty or not. To do so, we use a pre-defined α ∈ (0, 1) to determine the detection rate, such that the false positive rate on normal training data is 1 − α. We deem an input example as susceptible if its anomaly score is above the corresponding detection threshold, i.e. s(x i ) >s α . The above method of choosing thresholds essentially limits the false positive rate to a given value, thus controlling the costs incurred by false alarms. A similar constant false alarm rate principle (Chen and Reed 1987) has been adopted in adaptive algorithms for radar systems.
Fault detection in multiclass models
In multiclass models, its fault detection performance is also an important and meaningful metric to evaluate, for two reasons. First, in FDD applications, being able to tell the existence fault is by itself meaningful. Second, it is important for an FDD model to have the ability to tell a potential deviation from the normal condition. If the input corresponds to an unseen fault type that does not belong to the ones modeled by the classification model, then the detection performance is more valuable than the diagnostic performance.
In the multiclass case, we define a detection threshold in a similar fashion as in the two-class case. Let us use variable b ij to indicate anomalies corresponding to the j th type of fault. We consider j to be a possible label for input x i if b ij = 1. It is possible that an input example x i gets assigned more than one label, which reflects the classifier's uncertainty about the true label of x i . We define the final predicted label z(x i ) as the disjunction of b ij 's,
Multiclass Classification (Fault Diagnosis)
The multiclass case can be seen as a natural extension to the two-class case. One major difference is that the softmax function is used as the activation function in the output layer of the network. A multiclass classification model has the capability to tell what type of fault an input corresponds to (fault diagnosis). We introduce the notion of diagnostic accuracy for evaluating how accurately a multiclass model can pinpoint the underlying fault type.
Diagnostic Accuracy In a multiclass setting, fault diagnosis is a more difficult task than just detecting the existence of faults. Let Y i = {j | b ij = 1} be the set of predicted labels of the classifier on input x i , and y i be the ground-truth label of input x i . Note that in our context each example only has one label. We define the diagnostic accuracy δ as follows,
where the denominator n j=1 b ij is the total number of detected fault labels, and the numerator 1 yi∈Yi indicates whether the true label is correctly detected. The higher the diagnostic accuracy, the more accurately the classification result can pinpoint the true underlying system health status. It is worthy to note that j = 0 is excluded in the summation in the denominator. In other words, the diagnostic accuracy will not be discounted if class 0 (the normal class) is included in the set of predicted labels Y i as long as the correct label is also included. We believe it is an acceptable and desired behavior for an incipient fault as an intermediate state between the normal class and its corresponding fault class to be suspected and labeled as both by an FDD algorithm.
Datasets
We selected three datasets from different domains to benchmark the performance of our proposed model. The common trait shared between the three datasets is that they all have some notion of "incipient faults" or "unknown faults"; these out-of-distribution faults will not be represented in the training data. In the case of the hypothyroidism dataset, the resulting model is a binary classification model. Uncertainty information given by the deep learning model will be used to indicate a potential third class-the subnormal condition, which can be seen as an "incipient fault". On the chiller dataset, we will train a multiclass classification model for predicting different types of faults. We also tested our approach on the MNIST (LeCun 1998) dataset to show that our proposed approach can also work with image data. More details about these datasets will be given below.
Thyroid Disease Data
We used the "ANN-thyroid" dataset from the UCI machine learning repository (Dua and Graff 2017) . The dataset contains clinical data from both normal people and those who have been diagnosed hypothyroidism. Each data point has 21 features, among which 15 are binary and the rest are continuous. We used only the continuous features in our experiment. The data points are classified into three classes. Besides normal and hypothyroidism, there is also a third class that represents subnormal (mild) hypothyroidism (Quinlan 1987) . The dataset is highly unbalanced; the majority of the data points (about 92%) correspond to the normal condition. Among the rest, about 67% are of the subnormal class. The normal data and subnormal data in this model have some overlap (see Figure 4 in the supplemental material), which will cause some difficulties in differentiating the normal data from the subnormal data in classification.
RP-1043 Chiller Data
We used the ASHRAE RP-1043 Dataset (Comstock, Braun, and Bernhard 1999) to test out the proposed approach in a multi-class setting. In RP-1043, sensor measurements of a typical cooling system-a 90-ton centrifugal water-cooled chiller-were recorded under both fault-free and various fault conditions. Besides the normal state (NM), We used seven different types of process faults (referred to as FWC, FWE, RL, RO, CF, NC & EO) from the RP-1043 dataset in our study; see (Jin et al. 2019b ) for a detailed description. Each fault was introduced at four levels of severity (SL1 -SL4, from slightest to severest), except for the EO fault that only has three severity levels. We used the same sixteen features as previous work (Jin et al. 2019b ) did.
Only the normal (SL0) data and the SL4 fault data were used for training the classification models. The less severe SL1 & SL2 & SL3 faults were held out as ambiguous examples for testing purpose. We also held out the EO fault to see how the networks will respond to unknown fault examples.
MNIST Digits Data
In this case study, we considered digit-0 images from the MNIST dataset (LeCun 1998) to be the "normal" class, and four other digits (5, 6, 8 & 9) , which are similar to digit-0 as "faults". As with the chiller dataset, we used two types of out-of-distribution examples in our study. The first type is ambiguous digits that resemble two or more digits. For example, there are some digit-0's that are easily mistaken as digit-6's. To generate ambiguous examples that, we used a Variational Autoencoder (VAE) to interpolate between digit 0 and the fault digits. The interpolation was done in the latent space. The other five digits (1, 2, 3, 4 & 7) were used as "unknown faults" in this study.
Experimental Evaluation
To examine the performance of our proposed augmented model, we used an autoencoder model and a classifier as benchmark models, and compared their FDD performance on both in-distribution and out-of-distribution test data. In this section, we will demonstrate the results on the three datasets described in the previous section.
These three models all share the same encoding pathway, but are different in their output pathways. Both the autoencoder and the classifier can be seen as part of the augmented model: the autoencoder only has a decoding pathway, and the classifier only has a classification pathway. The augmented model has both output pathways that are of the same structures as those in the classifier and the autoencoder. In our model, we only add dropout layer to the encoder pathway. The neural networks used in our experimental study were implemented in Keras (Chollet and others 2015) . We set β = 1 for in all of our experiments. We evaluate the three models' FDD performances in terms of their binary classification accuracy and diagnostic accuracy. The autoencoder model is evaluated by its fault detection performance in terms of binary classification accuracy. The classification model is evaluated by its diagnostic accuracy, in addition to binary classification accuracy. Because the augmented model has two output pathways, it can be compared with the above two models separately depending on which output pathway we focus on.
Thyroid Dataset
We built a network with Fully Connected (FC) layers for the thyroid dateset, whose latent space had two dimensions. The network had three FC layers in its encoding pathway and decoding pathway and two FC layers in its classifying pathway. We added a dropout layer after each FC layer in the encoding pathway. Among three categories of data, we chose the the normal and the diseased data and randomly divided them into the training set and the test set. The whole training set was used to train the augmented model and the classification model while the autoencoder was trained only with the normal data. For the augmented model, reconstruction was presumably a more difficult task than classification. We found it easier to reconcile the two objectives if we pre-trained the model only with the reconstruction loss as a warm-up. In our experiment, the augmented model was pre-trained for 20 epochs and then trained with the joint objective for another 100 epochs. We calculate the performance metrics of all three models; see Table 1 for a comparison. Because of the overlaps between the normal and subnormal data, we give the model more tolerance to false positives and chose α = 0.1. Table 2 shows that our model has a much lower average detection threshold (0.002), compared with that of the classifier (0.005). Lower detection threshold implies both the means and the standard deviations of normal data prediction are closer to zero. In other words, our augmented model is more sensitive in detecting the outliers. From Table 1 , it is clear that our model has a better performance than the autoencoder and the classifier in both fault detection and fault diagnosis. The normal data and diseased data are both accurately classified. On subnormal data, the binary classification accuracy of our augmented model (0.627) is significantly higher than that of the classifier (0.377), which also shows that the subnormal data are more likely to be detected.
Considering the decoding pathway, the average detection threshold given by our model (0.009) is slightly higher than that of the MC dropout autoencoder (0.007). We believe the reason to be that our model does both classification and reconstruction tasks while the autoencoder only concentrates on normal data reconstruction. We visualize and compare the latent space given by the autoencoder and our augmented model in Figure 2 . In the latent space, the data points mostly reside in a straight line. To better visualize the distributions for each cluster, we add some Gaussian noise to make them spread out. Compared with the MC dropout autoencoder, the data with different labels are more separated in the latent space of our augmented model. The improvement is obvious on the subnormal data. Furthermore, from Table 1 , our model also shows a much better performance than the autoencoder in fault detection compared with the autoencoder, with the classification accuracy value increasing from 0.063 to 0.208.
Chiller Dataset
The chiller dataset was also trained and tested by a FC neural network, whose latent space had four dimensions. The encoding pathway, decoding pathway and classifying pathway all had three FC layers and each FC layer in the encoding pathway was followed by a dropout layer. We randomly chose 50% of the data as training set and rest as test set. The normal data and the severe fault (SL4) data were used to train the augmented model and the classifier. For the autoencoder, we trained it only with the normal data. The augmented model was trained for 200 epochs with 40 pretraining epochs and the other two models were both trained until convergence.
From Table 1 , compared with the MC dropout classifier, it is clear that the binary classification accuracy given by the classification pathway in our augmented model is much higher, especially on incipient faults and unknown faults, which means our model performs better in fault detection. The diagnostic accuracy of incipient faults (SL1 to SL3) also sees improvements, which shows that the incipient faults are more likely to be correctly diagnosed. Similar to the thyroid dataset, the detection threshold of our model in chiller dataset (see Table 2 ) also decreases compared with the other two models, representing higher sensitivity of our model in detecting potential anomalies. Binary classification accuracy given by the decoding pathway of our model also has improvements when compared with that given by MC dropout autoencoder. It is noteworthy that the binary classification accuracy has a significant increase in SL1 (0.290 to 0.936), SL2 (0.565 to 0.885) and unknown faults (0.433 to 0.936). Similar to the thyroid experiment, we used a Linear Discriminant Analysis (LDA) visualization on the latent space. As shown in Figure 2 , different data clusters in the latent space of our augmented model are more dispersed compared with those of the autoencoder. The incipient faults are partially separated from the normal data, which will benefit our fault detection (see Figure 8 in the supplemental material). In addition, the average anomaly scores of our augmented model and the classifier (see Figure 5 in the supplemental material) can also illustrate the improvements of our model in fault detecting and diagnosis.
MNIST Digits Dataset
We designed a Convolutional Neural Network (CNN) to deal with the image data. The encoding pathway had two downsampling groups, each having two convolution layers and a max-pooling layer. Similarly, the decoding pathway had two up-sampling groups, each having one up-sampling layer and two convolution layers. Between the down-sampling group and the up-sampling group are six FC layers with 8 hidden nodes at the bottleneck. The classifying pathway was made up of three FC layers. We also added a dropout layer after each FC layer in the encoding pathway.
The augmented model and the MC dropout classifier were trained using both normal data and fault data; for training the autoencoder, only the normal data were used. We trained our model for 200 epochs (40 epochs for pre-training), and trained the other two models until convergence.
We choose α = 0.05 and compute the performance metrics of the three models, in terms of both binary classification accuracy and diagnostic accuracy. Our model has shown improvements in both accuracy metrics, compared with the MC dropout classifier. As shown in Table 1 , the zero and the non-zero data can be almost perfectly classified. (please see example prediction results in the supplemental material). Furthermore, our model also has a good performance on the ambiguous data, with the binary classification accuracy reaching 0.530. In multiclass fault diagnosis, our model also shows better diagnostic performance compared with the classifier, with the diagnostic accuracy climbing from 0.587 to 0.717 on non-zero digits, and from 0.231 to 0.300 on ambiguous digits. It can be seen from Table 2 that the average detection threshold of our model is also lower than that of the classifier, which implies that our model is more sensitive than the classifier when detecting outliers.
The average anomaly scores also see improvements of our model in detecting and diagnosing faults. Generally, the anomaly scores calculated from our model are higher than that from the classifier, which represents that our model is more sensitive about the out of distribution faults. The improvements in diagonal value of the matrix means that our model has better performance in diagnosing the faults and incipient faults, Our augmented model also shows performance improvements in the results from the decoding pathway, compared with that from the autoencoder. As shown in Table 1 , most zero and non-zero digits are both accurately identified. The binary classification accuracy of our model on ambiguous data (0.371) has improved, compared with that of the autoencoder (0.268). Similar to our observations on the previous two datasets, the distributions of data of different classes also become more dispersed in the latent space with our model; see Figure 2 for a visualization with LDA.
Conclusion
In this paper, we proposed a novel neural network model for FDD applications. In the proposed network structure, an MC dropout classifier is augmented with a decoding pathway; and as a result, the augmented network is trained to perform two tasks simultaneously, classification and reconstruction. We have shown that this combined-objective training can give improved FDD performance compared to autoencoders and MC dropout classifiers, especially on out-of-distribution faults. As future work, we plan to conduct a more in-depth theoretical analysis of the proposed method.
