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The world-volume theory on a D-brane in a constant B-field background can be
described by either commutative or noncommutative Yang-Mills theories. These two de-
scriptions correspond to two different gauge fixing of the diffeomorphism on the brane.
Comparing the boundary states in the two gauges, we derive a map between commutative
and noncommutative gauge fields in a path integral form, when the gauge group is U(1).
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1. Introduction
Noncommutativity of coordinates appears in the study of D-branes in two apparently
different situations. One such situation occurs when N D-branes coincide. Then their
transverse coordinates are promoted to N × N matrices. Another situation is the one in
which the boundary coordinates X i(τ) of an open string become noncommutative in the
presence of a constant NS-NS B-field [1,2,3,4]. The commutation relations of X i(τ)’s are
written as
[X i(τ), Xj(τ)] = iθij . (1.1)
These relations lead to the noncommutativity of the world-volume coordinates ofD-branes,
which was first appeared in the compactification of Matrix theory in a three-form field
background [5–9].
As was pointed out in [10], in a sense these two noncommutativity are “dual” to each
other. A D-brane in a constant B-field background can be described as a collection of in-
finitely many lower dimensional D-branes [10,11,12,13]. In this description, the transverse
coordinates of lower dimensional D-branes should satisfy the same relation as (1.1).
In [14], Seiberg and Witten argued that the theory on D-branes in a B-field back-
ground can be described by either commutative or noncommutative Yang-Mills theories
and these descriptions correspond to Pauli-Villars and point splitting regularizations of
the world-sheet theory, respectively. They derived the relation between the commutative
gauge field A and the noncommutative gauge field Â by requiring the equivalence of the
gauge transformation of A and Â.
In the D-brane world-volume perspective, these two descriptions correspond to two
different gauge fixing of the world-volume diffeomorphism [15,16]. One is the static gauge
and the other is the “constant field strength gauge” (in the following, we will call the
latter gauge “F = ω gauge”). In the static gauge, the coordinates parallel to the brane
are fixed and the ordinary gauge field remains as a dynamical field. In F = ω gauge,
the fluctuation of ordinary gauge field is set to zero. In this gauge, the dynamical degree
of freedom are carried by the scalar fields corresponding to the parallel coordinates of
the brane. The noncommutative gauge field appears as the fluctuation of this scalar field
around the static gauge configuration. The two different descriptions are mapped to each
other by the world-volume diffeomorphism.
In [15,16], the relation between A and Â is derived from the diffeomorphism invariance
of D-branes, but only in a semiclassical sense, i.e. the Moyal bracket is replaced with the
1
Poisson bracket. To “quantize” the Poisson bracket into Moyal bracket, it is useful to use
the path integral formalism [17,18]. In this paper, we will derive the map A 7→ Â in a
path integral form by comparing the boundary states in the two different gauges, when
the gauge group is U(1). The main claim of this paper is that the map is given by∫
Dξ(σ) exp
(
i
∫
dσ
1
2
ωijξ
i∂σξ
j + Ai(y + ξ)∂σ(y
i + ξi)
)
=
∫
Dξ(σ) exp
(
i
∫
dσ
1
2
ωijξ
i∂σξ
j + Âi(y + ξ)∂σy
i
) (1.2)
where ωij = (θ
−1)ij and y
i(σ) is an arbitrary function. We will show that this relation
satisfies the requirement for the mapping between A and Â, namely the equivalence of the
gauge transformations for A and Â.
Here we comment on the relation between (1.2) and the interpretation of the origin of
noncommutativity in [14]. The left hand side of (1.2) is divergent due to the contraction of
ξ(σ) and ∂σξ(σ) at the same σ. We regularized it preserving the ordinary gauge invariance
of A. On the other hand, the right hand side is finite because of the absence of this
contraction. Therefore (1.2) naturally realizes the idea of [14], namely the commutative
and noncommutative descriptions of gauge theory on D-branes correspond to the two
different regularizations (point-splitting and Pauli-Villars) of the worldsheet theory.
This paper is organized as follows: In section 2, we review the symmetries of boundary
states and the derivation of the map in the semiclassical form. In section 3, we derive the
relation (1.2) by comparing the boundary states in the two different gauges and show that
it gives the correct relation between A and Â. We also argue how to regularize the left hand
side of (1.2) without breaking the ordinary gauge invariance of A. Section 4 is devoted to
discussions.
2. Symmetries of D-brane Boundary States
In this section, we consider boundary states in a constant background B-field and
their symmetries. In the following, we will gauge away the B-field in the bulk of the
world-sheet and treat it as a gauge field background with constant field strength. To
construct boundary states, it is convenient to introduce the coherent state |x〉 defined by
X i(σ)|x〉 = xi(σ)|x〉. |x〉 can be written as
|x〉 = exp
(
−i
∫
dσPi(σ)x
i(σ)
)
|D〉 (2.1)
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where |D〉 is the Dirichlet boundary state defined byX i(σ)|D〉 = 0 and Pi is the momentum
conjugate toX i. When we consider aDp-brane, i runs from 0 to p. Using |x〉, the boundary
state coupled to a U(1) gauge field A is given by [19]
|B〉 =
∫
Dxei
∫
A(x)|x〉. (2.2)
In the case of the constant field strength Fij = ωij , (2.2) is reduced to
|B〉 =
∫
Dx exp
(
i
∫
dσ
1
2
ωijx
i∂σx
j − Pix
i
)
|D〉. (2.3)
In the following, we assume that p is odd and ωij is invertible.
Now we consider the fluctuation of the Dp-brane around the above configuration. The
most general form of the boundary state is
|A, φ〉 =
∫
Dφ(x) exp
(
i
∫
dσ
(
Ai(x)∂σx
i − Piφ
i(x)
))
|D〉, (2.4)
where Ai is the gauge field on the Dp-brane and φ
i is the scalar field corresponding to the
coordinate parallel to the Dp-brane. We suppress the transverse coordinates of the brane
for simplicity. The fluctuation around the configuration (2.3) is parameterized as
Ai =
1
2
ωjix
j +Ai, φ
i = xi + θijaj. (2.5)
Following [15,16], we review the argument that Ai and ai become the ordinary and
noncommutative gauge fields, respectively, after the gauge fixing of the diffeomorphism on
the D-brane. So as to make |A, φ〉 diffeomorphism invariant, we choose the measure Dφ(x)
in (2.4) as
Dφ(x) =
∏
σ
dx(σ) det
(
∂φi
∂xj
)(
x(σ)
)
. (2.6)
Under the diffeomorphism on the Dp-brane, A and φi transform as a 1-form and a scalar,
respectively, i.e.
δdiffA = LvA = (div + ivd)A,
δdiffφ
i = Lvφ
i = vk∂kφ
i.
(2.7)
|A, φ〉 is also invariant under the gauge transformation
δgaugeA = dǫ, δgaugeφ = 0, (2.8)
3
and the canonical transformation
δcanA = 0, δcanφ = Lhamλφ, (2.9)
where hamλ is a Hamiltonian vector field defined by
ihamλF = dλ. (2.10)
We can see that the canonical transformation is equivalent to the field dependent gauge
transformation up to the diffeomorphism:
δcan(λ) = −δgauge(λ+ ihamλA) + δdiff(hamλ). (2.11)
By fixing the diffeomorphism invariance, we can obtain two different pictures for the
same state. The first is the “static gauge” which is defined by φi = xi. In this gauge,
|A, φ〉 is reduced to
|A〉 =
∫
Dxei
∫
A−Pix
i
|D〉. (2.12)
The second is the “F = ω gauge”. In this gauge, the fluctuation of A is set to be zero,
and |A, φ〉 becomes
|φ〉 =
∫
Dφ(x)ei
∫
1
2
ωijx
idxj−Piφ
i
|D〉. (2.13)
For |A〉, the residual diffeomorphism invariance is the canonical transformation with re-
spect to the symplectic form F which coincides with the usual gauge symmetry for A, or
for A. On the other hand, |φ〉 has no gauge field but it has a residual diffeomorphism
symmetry which preserves the symplectic form ω. Its action on φ is given by
δφ = {φ, λ} = θkl∂kφ∂lλ. (2.14)
In terms of ai, this symmetry is written as θ
ijδaj = {φ
i, λ}, or
δai = ∂iλ+ θ
kl∂kai∂lλ. (2.15)
Since the two states |A〉 and |φ〉 correspond to two different gauge choice for the same
state, they should be equivalent under the diffeomorphism. Under the change of variable
x = φ(y) (2.16)
in the path integral (2.12), the equivalence of the two states (2.12) and (2.13) requires
φ∗A =
1
2
ωijy
idyj + d(∗). (2.17)
This relation gives a nontrivial mapping between Ai and ai [15,16].
Although one can show that ai is equal to the noncommutative gauge field Â up to the
second order in θ-expansion, ai is obviously not equal to Â since the gauge transformation
for ai (2.15) is given in terms of the Poisson bracket instead of the Moyal bracket.
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3. The Map between Commutative and Noncommutative Gauge Fields
In this section, we propose the resolution of the discrepancy between ai and Âi and
give a simple rule for the map between Ai and Âi. As we will see below, in order to realize
the noncommutative gauge symmetry for Â, we should change the integration measure in
|φ〉 from Dφ(x) to the flat measure Dx. We write the state with the measure Dx as
|φ〉NC =
∫
Dx exp
(
i
∫
dσ
1
2
ωijx
i∂σx
j − Piφ
i(x)
)
|D〉. (3.1)
With this measure, the fluctuation of φi can be identified with Â:
φi(x) = xi + θijÂj(x). (3.2)
To show that |φ〉NC is invariant under the noncommutative gauge transformation for
Â, it is convenient to use the T-dual picture. In terms of the coherent state |˜y〉 for the
T-dual coordinate, |D〉 is written as
|D〉 =
∫
Dy |˜y〉. (3.3)
On |˜y〉, Pi acts as ∂σyi. Therefore, the original and the T-dual coherent state are related
[20] by
|x〉 =
∫
Dy exp
(
−i
∫
dσ∂σyix
i
)
|˜y〉. (3.4)
Using these relations, |φ〉NC can be written as
|φ〉NC =
∫
DxDy exp
(
i
∫
dσ
1
2
ωijx
i∂σx
j − ∂σyi(x
i + θijÂj(x))
)
|˜y〉
=
∫
DxDy exp
(
i
∫
dσ
1
2
ωij(x
i − θikyk)∂σ(x
j − θjlyl)
+
1
2
θijyi∂σyj − ∂σyiθ
ijÂj(x)
)
|˜y〉
=
∫
DξDy exp
(
i
∫
dσ
1
2
ωijξ
i∂σξ
j −
1
2
ωijy
i∂σy
j + Âi(ξ + y)∂σy
i
)
|˜y〉
(3.5)
where ξi = xi − θijyj and y
i = θijyj. For notational simplicity, we introduce the quantity
Ŵ (Â) =
〈
exp
(
i
∫
dσÂi(y + ξ)∂σy
i
)〉
ξ
, (3.6)
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where the expectation value is defined by
〈· · ·〉ξ =
∫
Dξ (· · ·)ei
∫
dσ 1
2
ωijξ
i∂σξ
j
. (3.7)
Using Ŵ (Â), eq.(3.5) is written as
|φ〉NC =
∫
Dy Ŵ (Â) exp
(
−i
∫
dσ
1
2
ωijy
i∂σy
j
)
|˜y〉. (3.8)
In the same way, |A〉 becomes
|A〉 =
∫
Dy W (A) exp
(
−i
∫
dσ
1
2
ωijy
i∂σy
j
)
|˜y〉 (3.9)
with
W (A) =
〈
exp
(
i
∫
dσAi(y + ξ)∂σ(y
i + ξi)
)〉
ξ
. (3.10)
The equivalence of the two descriptions |φ〉NC and |A〉 requires
W (A) = Ŵ (Â). (3.11)
In the rest of this section, we will show that eq.(3.11) gives the correct mapping between
the ordinary gauge field A and the noncommutative gauge field Â.
What we have to show are:
(1) W (A) and Ŵ (Â) have the same transformation property under the ordinary and
noncommutative gauge transformations, respectively.
(2) Eq.(3.11) has a nontrivial solution Â(A).
If these two conditions are satisfied, the map obtained from (3.11) agrees with the one
defined in [14].
First let us consider the condition (1). The noncommutative gauge transformation for
Â is
δÂi = ∂iλ̂+ iλ̂ ⋆ Âi − iÂi ⋆ λ̂, (3.12)
where the star product is defined by
f ⋆ g(x) =
∞∑
n=0
1
n!
(
i
2
)n
θk1l1 · · · θknln∂k1 · · ·∂knf(x)∂l1 · · ·∂lng(x). (3.13)
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By expanding the exponential in Ŵ (Â) and performing the Wick contraction of ξ using
the two-point function〈
ξi(σ)ξj(σ′)
〉
ξ
=
[
(−iω∂σ)
−1
]ij
=
i
2
θijǫ(σ − σ′), (3.14)
Ŵ (Â) can be rewritten as
Ŵ (Â) = 1 +
∞∑
n=1
in
n!
∫
dσ1 · · ·dσnT
(
Âi1 ⋆ · · · ⋆ Âin
)
∂σ1y
i1 · · ·∂σny
in
≡ T exp⋆
[
i
∫
dσÂi(y)∂σy
i
] (3.15)
where T denotes the time ordering. For example,
T
{
f
(
y(σ1)
)
⋆ g
(
y(σ2)
)}
= θ(σ1 − σ2)f ⋆ g + θ(σ2 − σ1)g ⋆ f. (3.16)
Note that (3.15) is the simplest example of the path integral representation of the star
product studied in [17,18]. In (3.15), we generalized the notion of the star product to the
product of functions at different points:
f(x) ⋆ g(y) =
∞∑
n=0
1
n!
(
i
2
)n
θk1l1 · · · θknln∂k1 · · ·∂knf(x)∂l1 · · ·∂lng(y). (3.17)
From the expression (3.15), we can easily see that under the noncommutative gauge trans-
formation (3.12) Ŵ (Â) transforms as
Ŵ (Â+ δÂ) = eiλ̂(y(σf )) ⋆ Ŵ (Â) ⋆ e−iλ̂(y(σi)) (3.18)
where we set the range of σ-integration to [σi, σf ].
Next we consider the transformation law of W (A) under δAi = ∂iλ. Naively, W (A)
transforms as
W (A+ dλ) =
〈
exp
(
i
∫ σf
σi
dσAi(y + ξ)∂σ(y
i + ξi)
+ iλ
(
y(σf ) + ξ(σf )
)
− iλ
(
y(σi) + ξ(σi)
))〉
ξ
= eiλ̂(λ,A)(σf ) ⋆W (A) ⋆ e−iλ̂(λ,A)(σi),
(3.19)
where λ̂(λ,A) is some function of λ and A whose explicit form is not needed in the following
discussion. (3.19) shows thatW (A) has the same transformation property as that of Ŵ (Â).
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But we should take care of the divergence coming from the contraction of ξi and ∂σξ
i with
the same argument, since 〈ξi(σ1)∂σ2ξ
j(σ2)〉 is proportional to the delta function δ(σ1−σ2).
To make W (A) finite, we regularize it by modifying the propagator of ξ:
W (A) =
∫
Dξ exp
(
i
∫
dσ
1
2
ωijξ
iM(∂σ,Λ)ξ
j + Ai(y + ξ)∂σ(y
i + ξi)
)
(3.20)
with
M(∂σ,Λ) = ∂σ −
∂3σ
Λ2
. (3.21)
By the power counting, we can see that ∂3σ term in M is sufficient to smear the delta-
function singularity in 〈ξi(σ1)∂σ2ξ
j(σ2)〉. Explicitly, the propagator is given by
〈ξi(σ1)ξ
j(σ2)〉 =
i
2
θijǫ(σ1 − σ2)
(
1− e−Λ|σ1−σ2|
)
〈ξi(σ1)∂σ2ξ
j(σ2)〉 = −iθ
ij Λ
2
e−Λ|σ1−σ2|.
(3.22)
This regularization does not break the gauge covariance of W (A) (3.19) since we do not
change the second term of the exponent in (3.20).
Now we consider the condition (2). For the equationW (A) = Ŵ (Â) to have a solution,
W (A) has to be the same form as Ŵ (Â), namely the time ordered exponential. To explain
that this is true, we expand W (A) as
W (A) =
∞∑
n=0
Wn(A) (3.23)
where W0(A) = 1 and for n > 1 Wn(A) is defined by
Wn(A) =
〈
1
n!
(
i
∫
dσAi(y + ξ)∂σ(y
i + ξi)
)n〉
ξ
. (3.24)
We write the first few terms of the expansion of W (A). W1(A) becomes
W1(A) =
∫
dσw1(A) =
∫
dσ
[
iAi(y)∂σy
i + wdiv1 (A,Λ)
]
(3.25)
with
lim
Λ→∞
wdiv1 (A,Λ) =
1
2
δ(0)θklFkl(y). (3.26)
W2(A) becomes
W2(A) =
∫
dσw2(A) +
1
2!
∫
dσ1dσ2T
[
w1
(
A(y(σ1))
)
⋆ w1
(
A(y(σ2))
)]
(3.27)
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where
w2(A) = iA
(2)
i ∂σy
i + wdiv2 (A,Λ) (3.28)
and 1
A
(2)
i = −
1
2
θkl(Ak, ∂lAi + Fli),
lim
Λ→∞
wdiv2 (A,Λ) = −
1
4
δ(0)θijθklFikFjl.
(3.29)
Here the bracket (f, g) of two funcions f and g is defined by
(f, g) ≡
1
2
∫ 1
−1
dt f exp
(
t
i
2
←−
∂iθ
ij−→∂j
)
g
=
∞∑
n=0
1 + (−1)n
2(n+ 1)!
(
i
2
)n
θi1j1 · · · θinjn∂i1 · · ·∂inf∂j1 · · ·∂jng.
(3.30)
In our formalism, this bracket appears as the following correlation function:(
f(y(σ)), g(y(σ))
)
=
∫
dσ′δ(σ′ − σ)
〈
f(y(σ′) + ξ(σ′))g(y(σ) + ξ(σ))
〉
ξ
. (3.31)
To obtain this relation, we used the formula∫
dσ′δ(σ′ − σ)ǫ(σ′ − σ)n =
1 + (−1)n
2(n+ 1)
. (3.32)
We can deduce the structure of Wn(A) without the knowledge of the explicit form of
it. Taking account of the combinatorial factors of the Wick contraction, Wn(A) becomes
Wn(A) =
∑∑
m
amkm=n
∫
T
∏
m
1
am!
dσi1 · · ·dσiamwkm
(
A(y(σi1))
)
⋆ · · · ⋆ wkm
(
A(y(σiam ))
)
(3.33)
where the summation is taken over the partition of n, and wn(A) has the form
wn(A) = iA
(n)
i (y)∂σy
i + wdivn (A,Λ). (3.34)
wdivn (A,Λ) is defined as the term in wn(A) which does not contain the factor ∂σy. Notice
that A
(n)
i is finite since the divergence in wn(A) comes from the contraction involving n
∂σξ’s so the divergent term does not have the factor ∂σy.
1
A
(2) in this form was originally obtained by Garousi [21].
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Eq.(3.33) means that W (A) has the form of the time ordered exponential, i.e.
W (A) =
∞∑
n=0
Wn(A) = T exp⋆
[∫
dσ
∞∑
n=1
(
iA
(n)
i (y)∂σy
i + wdivn (A,Λ)
)]
. (3.35)
We can define the renormalized Wilson loop W fin(A) by
W fin(A) = T exp⋆
[∫
dσ
∞∑
n=1
iA
(n)
i (y)∂σy
i
]
. (3.36)
This renormalization can be achieved by adding the counter term to the path integral:
W fin(A) =
∫
Dξ exp
[∫
dσi
1
2
ωijξ
iM(∂σ,Λ)ξ
j + iAi(y + ξ)∂σ(y
i + ξi)
−
∞∑
n=1
(
wdivn (A(y + ξ),Λ) + w
′
n(A(y + ξ),Λ)
)]
.
(3.37)
w′n(A,Λ) is the new counter term for the contraction between ∂σξ
i and wdivn (A,Λ).
From (3.15) and (3.36), the solution of W fin(A) = Ŵ (Â) is found to be
Â =
∞∑
n=1
A(n). (3.38)
Here we list the first three terms of this expansion:
A
(1)
i = Ai ,
A
(2)
i = −
1
2
θkl(Ak, ∂lAi + Fli) ,
A
(3)
i =
1
2
θklθmnAk(∂lAm∂nAi − ∂lFmiAn + FlmFni) +O(θ
3) .
(3.39)
In principle, we can calculate the right hand side of (3.38) to any order in θ by the simple
rule of the Wick contraction. It might be possible to write down the explicit form of the
map to all order in θ in the same way as [17,18], but we do not discuss it here.
We comment on the relation between our result and the argument of regularization in
[14]. Since Ŵ (Â) has the contraction between ξ’s but does not contain the contraction of
the form 〈ξ(σ1)∂σξ(σ2)〉, Ŵ (Â) corresponds to the point-splitting regularization. On the
other hand, W (A) is regularized so as to preserve the covariance under the ordinary gauge
symmetry. This is nothing but the mechanism of the appearance of the two descriptions
of gauge theory on D-branes due to the possibility of two different regularizations. The
only difference between our formalism and that in [14] is the dimension of the space on
which the path integral is performed. In [14] the path integral is defined on the whole
2-dimensional worldsheet, while we consider that on the boundary of worldsheet.
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4. Discussions
In this paper, we derived the map between A and Â in a path integral form by com-
paring the boundary states in two different gauges of the world-volume diffeomorphism. To
realize the noncommutative gauge symmetry, we chose the flat measure Dx in |φ〉NC. This
measure does not respect the canonical transformation symmetry of |φ〉. This difference
between |φ〉 and |φ〉NC may be related to the “gauge equivalence of the star product” [17].
This viewpoint deserves further study.
We comment on the generalization of our result to U(N) gauge fields. One natural
way to generalize (1.2) is to replace the exponential with the trace of path ordered expo-
nential. But the relation obtained by this prescription is not enough to determine the map
completely, since the gauge field has N2 components. To construct the complete map, we
may have to use the additional symmetry of the boundary state, such as the “non-Abelian
generalization of diffeomorphism” considered in [15].
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