Abstract. The minimal model osp(1|2) vertex operator superalgebras are the simple quotients of affine vertex operator superalgebras constructed from the affine Lie super algebra osp(1|2) at certain rational values of the level k. We classify all isomorphism classes of Z 2 -graded simple relaxed highest weight modules over the minimal model osp(1|2) vertex operator superalgebras in both the Neveu-Schwarz and Ramond sectors. To this end, we combine free field realisations, screening operators and the theory of symmetric functions in the Jack basis to compute explicit presentations for the Zhu algebras in both the Neveu-Schwarz and Ramond sectors. Two different free field realisations are used depending on the level. For k < −1, the free field realisation resembles the Wakimoto free field realisation of affine sl(2) and is originally due to Bershadsky and Ooguri. It involves 1 free boson (or rank 1 Heisenberg vertex algebra), one βγ bosonic ghost system and one bc fermionic ghost system. For k > −1, the argument presented here requires the bosonisation of the βγ system by embedding it into an indefinite rank 2 lattice vertex algebra.
Introduction
The orthosymplectic Lie superalgebra osp(1|2) is the Lie superalgebra of endomorphisms of the vector superspace C 1|2 that preserves the standard supersymmetric bilinear form on C 1|2 . It is arguably the easiest example of a finite-dimensional simple complex Lie superalgebra in Kac's classification [1] . The purpose of this article is to classify the simple relaxed highest weight modules over the minimal model osp(1|2) vertex operator superalgebras, that is, the simple quotient vertex operator superalgebras constructed from the affinisation of osp(1|2) at certain rational levels, called admissible levels.
Let u, v be integers satisfying u ≥ 2, v ≥ 1, u − v ∈ 2Z and gcd u, u−v 2 = 1 and let
where i and j are integers. We denote the simple relaxed highest weight osp(1|2) modules as follows (see Section 2.2 for the precise definitions):
• In the Neveu-Schwarz sector, Z 2 -graded simple relaxed highest weight osp(1|2) modules at level k ∈ C are characterised by the simple osp(1|2) weight module formed by the vectors of least conformal weight. Let α denote the simple root of osp(1|2).
(1) A λ , λ ∈ Z ≥0 , denotes the simple module whose space of vectors of least conformal weight is a finite dimensional highest (and lowest) weight osp(1|2) module of highest weight λα with a highest weight vector of even parity.
(2) B + λ , λ ∈ C \ Z ≥0 , denotes the simple module whose space of vectors of least conformal weight is an infinite dimensional highest weight osp(1|2) module of highest weight λα with a highest weight vector of even parity. • In the Ramond sector, Z 2 -graded simple relaxed highest weight osp(1|2) modules at level k ∈ C are characterised by the simple sl(2) weight module formed by the vectors of least conformal weight. Since the even subalgebra of osp(1|2)
is isomorphic to sl(2), the simple root of this subalgebra is 2α (equivalently, α is the fundamental weight). (5) F λ , λ ∈ Z ≥0 , denotes the simple module whose space of vectors of least conformal weight is even and is the finite dimensional highest (and lowest) weight sl(2) module of highest weight λα.
S WOOD (6) D + λ , λ ∈ C \ Z ≥0 , denotes the simple module whose space of vectors of least conformal weight is even and is an infinite dimensional highest weight sl(2) module of highest weight λα.
(7) D − λ , λ ∈ C \ Z ≤0 , denotes the simple module whose space of vectors of least conformal weight is even and is an infinite dimensional lowest weight sl(2) module of lowest weight λα. (8) E [λ] ,q , [λ] ∈ C/2Z, q ∈ C satisfying q µ(µ + 2) for all µ ∈ [λ], denotes the simple module whose space of vectors of least conformal weight is even and is a dense sl(2) module, which is characterised by its weight support and the action of the sl(2) quadratic Casimir operator. Its weight support is [λ]α and the sl(2) Casimir operator acts as multiplication by q.
We denote the simple quotient of the universal vertex operator superalgebra constructed from osp(1|2) at level k u,v by B 0|1 (u, v) . The main result of this paper can then be stated as follows.
Theorem. Every Z 2 -graded simple relaxed highest weight module over the minimal model osp(1|2) vertex operator superalgebra, B 0|1 (u, v) , at level k u,v is isomorphic to one of the following or their parity reversals.
In the Neveu-Schwarz sector:
(1) A λ i,0 , where 1 ≤ i ≤ u − 1 and i is odd. When considering vector spaces without any obvious superspace structure, then the grading will be assumed to be trivial unless stated otherwise, that is, the entire vector space will be assumed to be even (examples include sl (2) or the βγ ghost vertex algebra considered below). We refer readers unfamiliar with Lie superalgebras to [31] for an exhaustive discussion of the subject and to [2, Section 2.1] for a summary of osp(1|2) beyond that given below.
2.1. The finite dimensional simple Lie superalgebra osp(1|2). The orthosymplectic Lie superalgebra osp(1|2) is the Lie superalgebra preserving the standard supersymmetric bilinear form of C 1|2 , where supersymmetric means that the bilinear form is symmetric on the even subspace and skew-symmetric on the odd subspace. This Lie superalgebra is 5 dimensional and we choose the following basis: {e, x, h, y, f }, where span{e, h, f } = osp(1|2) 0 and span{x, y} = osp(1|2) 1 .
The non-vanishing (anti-) commutation relations in this basis are In their standard normalisation, the non-vanishing pairings of the invariant bilinear form on osp(1|2) are κ h, h = 2, κ e, f = κ f, e = 1, κ x, y = −κ y, x = 2. (2.
2)
The (anti-)commutation relations (2.1) imply that the even subspace of osp(1|2) is isomorphic to sl (2) and that h spans a choice of Cartan subalgebra for both osp(1|2) and sl (2) . We denote by α the simple root corresponding to the root vector
x, whose length with respect to the norm induced from (2.2) is α 2 = 1/2. Note that, for the copy of sl(2) sitting inside osp(1|2), the simple root is 2α and thus α is the fundamental weight of sl(2).
Definition 2.1.
A weight module over a Lie superalgebra is a module over that algebra which decomposes into a direct sum of simultaneous eigenspaces of the Cartan subalgebra. The weight support of a weight module is the set of all weights for which the corresponding weight space is non-trivial.
In this article we shall focus exclusively on weight modules and hence the subalgebras of the universal enveloping algebras of osp(1|2) and sl(2) which preserve weight spaces will prove vital. These subalgebras are just the centralisers of the Cartan subalgebra.
Lemma 2.2. Let g be a Lie superalgebra with choice of Cartan subalgebra h and let
C(h, g) = {w ∈ U(g) : [h, w] = 0, ∀h ∈ h} (2.3)
be the centraliser of h in the universal enveloping algebra of g.
(1) As an associative algebra
4)
where Σ = xy − yx + 1/2 is the super-Casimir of osp(1|2). (2) As an associative algebra
5)
where Q = h 2 /2 + e f + f e is the quadratic Casimir of sl (2) .
Part (2) of the above lemma is well known and part (1) is an immediate consequence of Pinczon's work [32] on the universal enveloping algebra of osp(1|2) and Leśniewski's discovery [33] of the super-Casimir of osp(1|2). While part (1) is surely also known, the author was not able to find a source and so a proof has been given for completeness.
Proof. It was shown in [32] that the centre of the universal enveloping algebra is isomorphic to C[Q osp(1|2) ], where
is the quadratic Casimir of osp(1|2). Further, it was shown in [33] that the super-Casimir Σ commutes with all even elements of osp(1|2) and anticommutes with all odd ones. 5 To prove the proposition, fix any Poincaré-Birkhoff-Witt ordering of the bases of osp(1|2) and sl (2) and note that since x 2 = e and y 2 = − f , the exponents of x and y in an element of the Poincaré-Birkhoff-Witt basis of osp(1|2) are at most 1. Every element of the Poincaré-Birkhoff-Witt basis is an eigenvector of the adjoint action of the Cartan subalgebra.
Hence, the centraliser algebras C(h, osp(1|2)) and C(h, sl(2)) are spanned by Poincaré-Birkhoff-Witt basis vectors whose eigenvalues are 0. Within such basis vectors, every occurrence of the f generator must be countered by an e and vice versa for both osp(1|2) and sl (2) . Similarly, for osp(1|2), every occurrence of y must be countered by an x and vice versa. Using the commutation relations, the generators in these basis vectors can be reordered, so that that basis vectors become sums of monomials in h, f e, yx for osp(1|2) and h, f e for sl (2) . It then follows by direct computation that
for osp(1|2) and for sl(2) that
The algebraic independence of h and Σ then follow from the algebraic independence of h and Q, since any algebraic relation of h and Σ would also imply a relation for h and Q.
As mentioned in the proof above, the quadratic Casimir operator of osp(1|2) has the nice property of freely generating the centre of the universal enveloping algebra of osp(1|2), however, the super-Casimir operator Σ shall prove to be far more convenient in the considerations that follow. For example, isomorphism classes of simple osp(1|2) weight modules can be characterised in terms of their weight support and the action of the super-Casimir operator Σ. Similarly, isomorphism classes of simple sl(2) weight modules can be characterised in terms of their weight support and the action of the Casimir operator Q. Theorem 2.3 (Block [34, 35] ). Any simple sl(2) weight module is isomorphic to one of the following: See [36] for a proof of Theorem 2.3 and a comprehensive discussion of sl(2) module theory. The proof of the classification of simple osp(1|2) weight modules is similar to that of sl(2) and was given in [2] .
2.2. The affinisation of osp(1|2). The Lie superalgebra osp(1|2) can be affinised by constructing its loop algebra and centrally extending it. It is common to add a degree operator to ensure that the induced invariant bilinear form on the newly constructed affine Lie superalgebra is non-degenerate. Here, however, we shall always identify the action of such a degree operator on modules with that of the negative of the Virasoro L 0 operator of the Sugawara construction. We therefore omit the degree operator from the affinisation of osp(1|2). We consider two affinisations osp(1|2) 0 and osp(1|2) 1/2 , identifiable by spectral flow isomorphisms, which we shall respectively refer to as the Neveu-Schwarz and Ramond affinisation. We shall suppress superscripts and just write osp(1|2) whenever the distinction between the two affinisations is not important.
Though these two affinisations are isomorphic, their conformal gradings differ and thus so do the module categories which one considers for each algebra.
As vector spaces the Neveu-Schwarz and Ramond affinisations of osp(1|2) are given by
The (anti-) commutation relations of these two algebras are constructed from those of osp(1|2) and are given by The Neveu-Schwarz and Ramond affinisations of osp(1|2) admit triangular decompositions as well as relaxed triangular decompositions. For the Neveu-Schwarz affinisation we choose the decompositions 11) where the decomposition on the left is the usual triangular decomposition into negative roots, a Cartan subalgebra and positive roots, and the decomposition on the right is a relaxed triangular decomposition. For the Ramond affinisation we choose the decompositions 12) where the decomposition on the left is the usual triangular decomposition and the decomposition on the right is a relaxed triangular decomposition. Finally, the parabolic subalgebras are denoted by 
where U osp(1|2) ǫ denotes the universal enveloping algebra and M is some simple osp(1|2) 0 ǫ weight module upon which osp(1|2) > ǫ acts trivially.
Since in the Neveu-Schwarz and Ramond sectors, respectively, we have
Neveu-Schwarz and Ramond Verma modules are respectively induced from osp(1|2) and sl(2) modules on which the central element K to act as k · id, k ∈ C. For Ramond Verma modules, the sl(2) modules they are induced from will be assigned even parity. The above triangular decompositions suggest certain natural module categories within which to consider weight modules.
Definition 2.6. Category R is the category of osp(1|2) ǫ modules M which satisfy the following axioms:
• M is finitely generated.
• M is a weight module (the action of the Cartan subalgebra is semisimple).
• The action of osp(1|2) All relaxed highest weight modules belong to category R and highest weight modules belong to category O and thus also R. Additionally, since osp(1|2) ǫ has finite dimensional root spaces (if one grades by both osp(1|2) and conformal weight), finite generation implies that each module in R has finite dimensional weight spaces (again, if one grades by both osp(1|2) and conformal weight). Finally, the axioms also imply that every module in category R contains a relaxed highest weight vector, thus the simple objects of category R are simple relaxed highest weight modules. Definition 2.7. We denote the unique simple quotients by maximal proper submodules of the inductions of the modules of Theorems Theorems 2.3 and 2.4 by the same symbols with the overline removed. To simplify notation, we suppress the algebras appearing in the super-and subscript of Ind
• In the Neveu-Schwarz sector:
(1) A λ , where λ ∈ Z ≥0 , is the simple quotient of Ind A λ . • In the Ramond sector:
(5) F λ , where λ ∈ Z ≥0 , is the simple quotient of Ind F λ . 
Clearly, the spectral flow isomorphism σ ℓ is an automorphism relating the Neveu-Schwarz and Ramond affinisations to themselves if ℓ ∈ Z, otherwise it maps from the Neveu-Schwarz to the Ramond affinisation and vice versa. Algebra isomorphisms such as the spectral flow isomorphism σ ℓ lead one naturally to consider modules whose algebra action has been twisted by such an automorphism.
Definition 2.8. Let A and B be Lie superalgebras, φ : A → B an isomorphism and let M be a module over B, then we define, φ −1 M, the twist of M by φ, to be the A-module which as a vector superspace is just M but on which the action of
Because the spectral flow isomorphisms do not preserve the triangular decompositions (2.11) or (2.12), the twist of a module in category R need not lie category R. However, the algebra isomorphism ζ defined by
preserves the standard triangular decompositions of osp(1|2), that is, ζ osp(1|2)
and ζ h = h. Twisting by ζ therefore defines functors mapping between the Neveu-Schwarz and Ramond sectors of category O. In particular, the twist of a highest weight Neveu-Schwarz module at level k of highest weight λα is a highest weight Ramond module at level k of highest weight (k − λ)α.
Remark. Our choice of representation category is informed by physics considerations coming from conformal field theory as well as technical considerations coming from Zhu's algebra, an associative algebra to be discussed below. A necessary condition for the consistency of a conformal field theory is that the representation category be closed under fusion and conjugation. Additionally, one generally requires characters to be well defined and to behave well under modular transformations so that modular invariants can be identified and fusion rules at the level of the Grothendieck group can be computed from Verlinde like formulae. Neither closure under fusion nor conjugation appear to be satisfied for category O when considering non-integral admissible levels, see [11] for the case of sl(2), [37] for the βγ ghosts or [2] for osp(1|2) at level k = −5/4. While the generalisation to category R yields closure under conjugation, the Verlinde like formulae in [2, 11, 37] , computed using the standard module formalism, indicate that category R does not close under fusion and indeed also that the action of the modular group does not close on the span of category R characters.
The reason for focusing on category R is that modules in category R will always contain relaxed highest weight vectors and Zhu's algebra can be interpreted as the associative algebra of zero modes of fields acting on relaxed highest weight vectors. As Zhu algebra methods are blind to modules not containing relaxed highest weight vectors, category R is the largest category in which Zhu algebras can be used for module classification.
The success of the standard module formalism as a conjectured generalisation of the Verlinde formula for rational theories suggests that the natural module category to work with is smallest category containing R, all twists of R by the spectral flow isomorphisms σ ℓ and all extensions of modules in these categories.
2.3.
The affine osp(1|2) vertex operator superalgebra. The affine osp(1|2) vertex operator superalgebras are constructed by inducing from the trivial osp(1|2) module. Let C k , k ∈ C \ {− 3 2 } be the 1 dimensional osp(1|2) 0 0 module on which osp(1|2) acts trivially and on which the central element K acts as k · id. As an osp(1|2) 0 module, the universal osp(1|2) vertex operator superalgebra V k is given by the relaxed Verma module induced from C k , that is,
As a vertex operator superalgebra V k is freely generated under normal ordering and taking derivatives by 5 fields, labelled by the basis vectors of osp(1|2), subject to the operator product relations
The Virasoro field, whose Laurent expansion coefficients generate the Virasoro algebra, is given by the standard Sugawara construction.
We follow the definition given by Frenkel and Ben-Zvi [38, Chapter 5.1], augmented to include a Z 2 grading by parity, for modules over a vertex operator superalgebra. Note that this implies that a module over V k is just a smooth Z 2 -graded level k osp(1|2)-module and vice versa. 
Further, the ideal is unique (the only other ideals are the trivial one and the vertex operator superalgebra itself) and it is generated by a singular vector
We refer to the levels satisfying the conditions of Proposition 2.10 as admissible and parametrise them as
The minimal model osp(1|2) vertex operator superalgebra B 0|1 (u, v) is defined to be the unique simple quotient of the universal osp(1|2) vertex operator superalgebra V k u,v by its maximal proper ideal:
Our choice of notation for B 0|1 (u, v) mimics Kac's notation for osp(1|2) in his classification of simple Lie superalgebras [1] . Here and hereafter it will always be assumed that the variables u and v satisfy the conditions of Proposition 2.10 and Definition 2.11. In the context of any formulae that u, v appear in, the level will always by taken to satisfy Equation (2.22). 
Zhu algebras and module classification
Zhu algebras are associative algebras constructed from vertex operator superalgebras. They can be interpreted as the algebras of zero modes of vertex operator superalgebra fields acting on relaxed highest weight vectors. They are invaluable aides to module classification, because there is a one to one correspondence between simple Zhu algebra modules and simple relaxed highest weight vertex operator superalgebra modules. This is due to the fact that the space of relaxed highest weight vectors of a simple relaxed highest weight vertex operator superalgebra module is naturally a Zhu algebra module and conversely any Zhu algebra module can be induced to a vertex operator superalgebra module whose space of relaxed highest weights is the Zhu algebra module. As their name suggests, Zhu algebras were originally considered by Zhu [15] for vertex operator algebras. Zhu's work was then later generalised to untwisted modules over vertex operator superalgebras by Kac and Wang [5] and to twisted vertex operator superalgebra modules by Dong, Li and Mason [40] .
We refer to [30, App. A] for the definitions and conventions used here.
2 }, the untwisted and twisted Zhu algebras of V k are
The untwisted case was proved in [5] and the twisted case in [2] , both follow from the same reasoning as in [41] where non-super affine Lie algebras were considered. 
where χ u,v and χ u,v τ (or y 0 χ u,v τ ) are the two sided ideals generated by the images of the singular vector
The above presentations for the untwisted and twisted Zhu algebras were proved in [2] . We will be computing the image of the singular vector in the Zhu algebras by evaluating certain polynomial constraints. These constraints are only meaningful once one knows that the image of the singular vector is non-zero. is also not a twisted module over B 0|1 (u, v) and thus the image of the singular vector in the twisted Zhu algebras must be non-zero.
Recall that the Zhu algebras are filtered by conformal weight and so vectors in osp(1|2) such as e and h are assigned degree 1 in the Zhu algebras because the are the images of the conformal weight 1 fields e(z) and h(z). The conformal weight of the Virasoro field is 2 and its image in the untwisted and twisted Zhu algebras is proportional to the quadratic Casimirs Q osp (1|2) and Q, respectively, which are therefore assigned degree 2. Finally, since the osp(1|2) quadratic Casimir, Q osp (1|2), is quadratic in the super-Casimir, Σ, the degree of Σ in the untwisted Zhu algebra is 1.
. Then in the untwisted Zhu algebra of V k u,v the image of the singular vector is
while in the twisted Zhu algebra it is
where g and g τ are polynomials whose degrees satisfy
Proof. The osp(1|2) weight of the singular vector is (u − 1)α and so the images of the singular vector in the untwisted and twisted Zhu algebras are elements of the universal enveloping algebras of osp(1|2) and sl (2), respectively, of the same weight. Since osp(1|2) and sl(2) are rank 1, it is clear that any homogeneous element of the universal enveloping algebras of positive weight can be written as the product of a monomial in the positive root vectors and an element of the centralisers of the Cartan subalgebra introduced in Lemma 2.2. The images of the singular must therefore be as given in (3.3) and (3.4).
Since the conformal weight of the singular vectors is u−1 2 v, the total degree of the images of the singular vectors is at most u−1 2 v. The factors of e and x in the images of the singular vectors each contribute 1 unit of degree and the right-hand sides of the inequalities of (3.5) are just the upper bounds on how many units of degree the polynomials g and g τ can contribute.
Definition 3.5. The Kac table of B 0|1 (u, v) is the set of pairs of integers
and the Neveu-Schwarz and Ramond Kac tables are the subsets
respectively. Let ∼ denote the equivalence relation on 3.10) and in the twisted Zhu algebra,
The proof of the above polynomial formulae is where most of the effort of this paper is spent. The main idea is to evaluate the action of the zero mode of the singular vector on candidate relaxed highest weight vectors. Since the images of the singular vector in the Zhu algebras are polynomials in osp(1|2) or sl(2) generators, these polynomials can be determined through sufficiently many evaluations. Unfortunately, closed formulae for singular vectors are notoriously hard to find. We sidestep this issue by constructing the singular vector χ u,v within free field realisations as the image of screening operators. However, these free field methods require significant preparation and so, for greater clarity of presentation, we postpone the proof of Theorem 3.6 to Section 5 where it has been split up into four cases: Lemmas 5.2, 5.3, 5.5 and 5.6. In the Neveu-Schwarz sector:
, where
In the Ramond sector:
Note that the parity reversals of the dense modules C [λ],s i, j do not need to be included, as
Proof. The theorem follows by evaluating the action of the image of the singular vector in the untwisted and twisted Zhu algebras on the simple modules of Theorems 2.3 and 2.4. Those simple osp(1|2) and sl(2) modules on which the image of the singular vector acts trivially can be induced to modules over B 0|1 (u, v) . In both the Neveu-Schwarz and Ramond sectors, the factors of e and x in the image of the singular vectors cannot act trivially on infinite dimensional simple weight modules. They do however act trivially on finite dimensional simple weight modules up to a certain dimension, that is, those of points (1) and (5).
For the infinite dimensional simple weight modules, since the factors of e and x cannot act trivially, the polynomials g or g τ must. Thus, in the Neveu-Schwarz sector the super-Casimir Σ must act as ±s i, j · id for one of the s i, j in the factorisation (3.12) of g. The modules for which this is the case are precisely those of points (2) - (4) . Similarly, in the Ramond sector the sl(2) Casimir Q must act as q i, j · id for one of the q i, j in the factorisation (3.12) of g τ .The modules for which this is the case are precisely those of points (6) - (8) .
To conclude rationality in category O one must show that there exist no indecomposable extensions of modules in points (1) and (2) or modules in points (5) and (6) . Consider first the Neveu-Schwarz sector. An indecomposable selfextension would have as its space of relaxed highest weight vectors an indecomposable self extension M of a simple highest weight Zhu algebra module of highest weight λα. Further, the weight space of M of weight λα would be an indecomposable module over C[h, Σ], the centraliser of the Cartan subalgebra. If we choose a Poincaré-Birkhoff-Witt ordering which places y to the left of x, then Σ = h − 2yx + 1/2. Since h acts semisimply in category O and yx acts trivially on the weight space of weight λα, the formula for Σ implies that Σ acts semisimply on the weight space of weight λα in M, thereby contradicting indecomposability. To rule out indecomposable extensions of two inequivalent simple modules, M and N, in category O, note that either the indecomposable module or its contragredient dual would be a highest weight module and thus a quotient of a Verma module. In particular the highest weight of the submodule would need match the weight of a singular vector of the Verma module. However, from [42, Thm. 3.1] , it is easy to verify that Verma modules with highest weights as in points (1) or (2) do not have singular vectors with weights as in points (1) or (2) .
The rationality of the Ramond sector in category O follows from that of the Neveu-Schwarz sector after twisting by the algebra isomorphism ζ of (2.18): Since ζ preserves the triangular decomposition used to define category O, the twist of an indecomposable extension of Ramond modules in category O would be an indecomposable extension of Neveu-Schwarz modules in category O, but no such extensions exist in the Neveu-Schwarz sector of category O and so neither can they in the Ramond sector of category O.
Free field algebras and screening
In this section we shall set the stage for proving Theorem 3.6 by following a line of reasoning that has already been proved to be very successful for similar Zhu algebra related problems [21, [28] [29] [30] . The basic idea is as follows. First we construct a free field realisation of the universal osp(1|2) vertex operator superalgebra V k , that is, we embed V k into free field vertex operator superalgebras. Free field vertex operator superalgebras have the convenient property of allowing one to easily construct certain module homomorphisms called screening operators which in turn can be used to realise the singular vector as the image of certain highest weight vectors. Armed with these formulae for singular vectors, we then evaluate the action of the zero mode of the singular vector on candidate relaxed highest weight vectors to deduce the image of the singular vector in the Zhu algebras.
4.1. The Heisenberg free field algebra and lattice vertex algebras. The rank r Heisenberg algebra is the affinisation of the trivial r dimensional complex Lie algebra. Though the only ranks required here will be r = 1 and r = 2, we give the general definition for conceptual clarity. The definition presented here is essentially the definition of "free (super) bosons" in [43] .
Let H r be an r dimensional complex (purely even) vector space together with a symmetric non-degenerate bilinear form (−, −) (recall that all such forms are equivalent over the complex numbers). The Heisenberg algebra is given by
as a vector space, where 1 is the central element which will always be identified with the identity when acting on modules.
The Lie bracket is given by
The usual triangular decomposition of the Heisenberg algebra is then given by
3)
The Verma modules with respect to this decomposition are called Fock spaces and they are all simple. Writing The rank r Heisenberg vertex algebra is the unique vertex algebra that is strongly generated by fields a 1 (z), . . . , a r (z) (one for each basis vector), subject to the defining operator product expansions
and satisfies no additional relations beyond those required by vertex algebra axioms.
The operator product expansions (4.6) imply that the modes of the Laurent expansions
satisfy the commutation relations (4.2) of the Heisenberg algebra H r . As a module over itself H r corresponds to F 0 .
The Heisenberg vertex algebras admit continuous families of conformal structures, however, we shall wait until later applications to choose a specific one.
Vertex operators are maps between Fock spaces whose definition requires us to extend the universal enveloping algebra of the Heisenberg Lie algebra U(H r ) by the group algebra C
an associative algebra after imposing the relations
Finally, we define the group algebra elements to act on the highest weight vectors of Fock spaces in the following way:
For any a ∈ H r , the vertex operator V a (z), corresponding to a, is given by
and the composition of ℓ vertex operators associated to vectors a 1 , . . . , a ℓ ∈ H r is given by 
where the state-field correspondence is uniquely determined by assigning to each highest weight vector
Remark. Note that we are not requiring the pairing on the lattice in the above definition to be even or positive definite, as it will be necessary to consider indefinite lattices for the free field realisation of the βγ ghost vertex algebra constructed below. 
4.2.
The βγ ghosts. We refer to [37] for an in depth treatment of the βγ ghosts. The βγ ghost algebra is an infinite dimensional complex Lie algebra
whose Lie brackets are
The βγ ghost algebra admits the relaxed triangular decomposition
Conveniently, G 0 βγ is just the A 1 Weyl algebra for which Block classified all simple modules [35] . Here we shall only need simple weight modules, and to list them we introduce the operator J = γ 0 β 0 . 
In addition to the simple weight modules above, we also need to consider two indecomposable weight modules whose J-weight support is Z and whose isomorphism classes are determined by the following short exact sequences ( We denote the inductions of the above modules by the same symbols but without the overlines:
The first three of the above modules are simple while the last are characterised by the non-split exact sequences
The βγ algebra admits an algebra automorphism σ called spectral flow whose action on generators is given by
Since spectral flow is an algebra automorphism, it can be used to twist modules (recall Definition 2.8). In particular, G + and G − are related by spectral flow:
Note, however, that spectral flow does not preserve the relaxed triangular decomposition (4.17) and therefore the spectral flow of a relaxed highest weight module will generally no longer be relaxed highest weight (it will instead be relaxed highest weight with respect to a different triangular decomposition).
Definition 4.5. The βγ ghost vertex algebra G is the unique vertex algebra that is strongly generated by two even fields β(z) and γ(z), has the operator product expansions
The operator product expansion (4.23) implies that the modes of the Laurent expansion
satisfy the commutation relations (4.16) of the βγ ghost algebra. As a βγ ghost algebra module, G is isomorphic to G + .
The βγ ghost vertex algebra admits a 1-parameter family of Virasoro fields. Here we shall only consider the unique choice T = − :β(z)∂γ(z): which assigns conformal weight 1 to β and conformal weight 0 to γ. Below it will also be necessary to consider the field J(z) = :β(z)γ(z): which generates a rank 1 Heisenberg vertex algebra and grades the βγ ghost vertex algebra by assigning weight 1 to β and weight −1 to γ. The central charge for this choice of Virasoro field is c = 2. The βγ ghost vertex algebra admits a free field realisation in terms of a lattice algebra, that is, there exists an embedding from G to a lattice algebra. 
Proof. The map is a homomorphism of vertex algebras because V θ+ψ (z) and :ψ(z)V −θ−ψ (z): satisfy the same operator product expansions as β(z) and γ(z) do. It is injective because it is non-trivial and the βγ ghost vertex algebra is simple.
Since G is a vertex subalgebra of L θ+ψ , we can decompose L θ+ψ modules into G modules. Before we do so, note that the dual lattice of θ + ψ can be written as
Proposition 4.7. As modules over G, the L θ+ψ modules of Proposition 4.3 decompose as
Proof. It was shown in [37] 
where the last equality was taken from Equation (5.1) of [37] . This proves the proposition whenever the right-hand side of (4.27) is simple, that is, when λ is not an integer. 4.3. The bc ghosts. The final free field algebra which we shall consider is the bc ghost algebra, the fermionic analogue of the βγ ghosts. The bc ghost algebras are a pair of infinite dimensional Lie superalgebras 
where C|R is the 1 dimensional bc ≥ 1/2 module characterised by |R having even parity and
This Verma module and its parity reversal are simple and they are the only Ramond Verma modules. 36) and satisfies no additional relations beyond those required by the vertex superalgebra axioms.
Definition 4.8. The bc ghost vertex superalgebra bc is the unique vertex superalgebra that is strongly generated by two odd fields b(z), c(z), has the defining operator product expansions
As a bc 0 module bc is isomorphic to F NS .
4.4.
Free field realisations of the universal vertex operator superalgebra V k . In this section we consider two free field realisations of V k , once as a subalgebra of F = H 1 ⊗ G ⊗ bc and once as a subalgebra of B = H 1 ⊗ L θ+ψ ⊗ bc. Proof. This free field realisation appears to have first been considered by Bershadsky and Ooguri in [44] . The validity of the proposition follows by checking, through direct calculation, that the generating fields of V k and their images in F satisfy the same operator product expansions and that the formulae for the Virasoro fields match. Therefore the above map is a well defined vertex operator superalgebra homomorphism.
Remark. The admissible levels of Proposition 2.10 at which V k is not simple are realised by the free field realisation whenever ξ 2 = u v , where u, v are the integer parameters of Proposition 2.10.
Since the above homomorphism is non-trivial, it follows that it is injective for the levels at which V k is simple. To show that the homomorphism remains injective at the levels for which V k is not simple, we need to take a closer look at F modules, which are automatically also V k modules due to the homomorphism V k → F. Let |p; NS = |p ⊗ Ω ⊗ |NS , |p; j; NS = |p ⊗ u j ⊗ |NS , |p; R = |p ⊗ Ω ⊗ |R and |p; j; R = |p ⊗ u j ⊗ |R respectively be relaxed highest weight vectors in
where Ω is the highest weight vector of G + and u j a relaxed highest weight vector of
From the vertex operator superalgebra homomorphism (4.37) it then follows that h 0 |p; NS = λ Proof. To show part (1), consider the formulae for the h 0 eigenvalues of |p; NS . It is clear that |p; NS is an osp(1|2) 0 highest weight vector and as one varies p, there are no restrictions on the osp(1|2) weights that can be obtained. However, for the affine minimal model vertex operator superalgebras B 0|1 (u, v) not all osp(1|2) weights are allowed as highest weights. For example, (u − 1)α, the weight of the singular vector, is not allowed. Thus, the image of the homomorphism must be isomorphic to V k and not just a quotient thereof.
We show part (2) by contradiction. In order to do so we prepare some results from [42] on the submodule structure and singular vectors of osp(1|2) 0 Verma modules. We denote by V λ the Verma at admissible level k u,v generated by a highest weight vector of osp(1|2) weight λα and by L λ its simple quotient by its unique maximal proper submodule. Specialising [42, Theorem 3.1] to the case at hand shows that the last few terms of the BGG resolution of L 0 , L −1 and L u−1 are given by The second free field realisation of V k is constructed by embedding the βγ vertex algebra of the first realisation into a lattice algebra as in Proposition 4.6. Proof. Part (1) follows from the fact that the two algebra homomorphisms in Proposition 4.6 and Proposition 4.9 are both injective and thus so is their composition.
We show part (2) by contradiction. As a module over F the vertex superalgebra B is isomorphic to F 0 ⊗ σW
Further, since σW − 0 satisfies the non-split exact sequence
B satisfies the non-split exact sequence:
Since the singular vector at osp(1|2) and conformal weights (u − 1)α and (u − 1) v 2 is unique in F, it is unique in B if and only if there is no osp(1|2) singular vector at those weights in F 0 ⊗ σG + ⊗ F NS . As shall shortly become apparent, no such singular vector exists because F 0 ⊗ σG + ⊗ F NS admits no osp(1|2) singular vectors at any weight. A necessary condition for a vector to be singular is that it is annihilated by f 1 . We will show that no non-trivial such vector exists by using the fact that γ 1 acts injectively on σG + (this is a consequence of γ 0 acting injectively on G + ) to show that f 1 acts injectively
The expansion of f 1 in free field generators is The second free field realisation implies that modules over B are also modules over V k by restriction. We introduce the following notation
We now turn screening operators -original introduced by Dotsenko and Fateev in the context of the Coulomb gas formalism [45] -as a means of constructing V k singular vectors. Definition 4.12. Let V be a vertex operator superalgebra together a free field realisation, V ֒→ W, in a free field vertex operator superalgebra W. A screening field is a field corresponding to a vector in a module over W, whose operator product expansions with the fields of V have singular parts that are total derivatives. It suffices to check this for the generating fields of V.
is a screening field for the free field realisations V k ֒→ F and also for V k ֒→ B when β(z) is realised as β(z) = V θ+ψ (z).
The field
is a screening field for V k ֒→ B, where again β(z) = V θ+ψ (z).
Proof. The proposition follows by direct computation, that is, computing the operator product expansions of the generators of V k with the screening fields Q 1 (z) and Q 2 (z) and verifying that they are indeed total derivatives. For Q 1 (z) the non-zero operator product expansions are
while for Q 2 (z) they are
Remark. While screening operators of the form (4.48) are well known, those of the form (4.49) are less commonly considered. They have appeared in the physics literature as formal non-integer powers of screening operators, that is, through identities of the form "Q 2 (z) = Q 1 (z)
−ξ
2 " see for example [46] . In [47] such non-integer powers were interpreted as formal quantities which were to be expanded within normally ordered products in a way that avoids non-integer powers.
Here, instead, we enlarge the βγ vertex algebra, by embedding it into a lattice vertex algebra, through a free field realisation. In this larger vertex algebra non-integer powers of β(z) = V θ+ψ (z) can be defined as β(z) λ = V λ(θ+ψ) (z) which is well defined because θ + ψ has norm 0 and thus
The interest in screening fields, for a free field realisation V ֒→ W, stems from the fact that their residues, when well defined, commute with the action of V. These residues, referred to as screening operators, thus define V module homomorphisms. This implies that the image of any singular vector will again be singular (or zero). Thus screening fields and operators are an invaluable tool for constructing singular vectors in V modules.
Consider the composition of ℓ copies of the screening field Q 1 (z):
The action of screening fields and operators is most easily evaluated using methods coming from the theory of symmetric functions, however, products of fermions such as those above are skew symmetric. This obstacle can be overcome by factoring out the Vandermonde determinant ∆(z) = ∏ 1≤i< j≤ℓ z i − z j :
where we have suppressed a complex phase in the second equality which will later be absorbed into integration cycles.
This allows us to rewrite the product of screening fields (4.4) in the form
where the skew symmetry of the fermions is now countered by that of the Vandermonde determinant.
To define screening operators as integrals of products of screening fields, there need to exist cycles over which to integrate. The obstruction to the existence of such cycles lies in the multivaluedness of the second product on the righthand side of (4.54). If the exponent − a 0 ξ + (ℓ − 1)
evaluates to an integer, when acting on a Neveu-Schwarz free field module, then there exists such a cycle Γ(ℓ, ξ), generically unique in homology up to normalisation and constructed in [48] . For example, on the free field module F p ⊗ W [ j] ⊗ F NS , a 0 acts as p and the exponent evaluates to − p ξ + (ℓ − 1)
2 . The cycles Γ(ℓ, ξ) are homologically equivalent to the cycles over which one integrates in the theory of symmetric polynomials to define inner products -see [28, Sec. 3] for details. The actual construction of the cycles Γ(ℓ, ξ) is rather subtle and we refer the interested reader to [48] for the complete picture.
For completeness, we mention that when acting on a Ramond free field module, the cycles Γ(ℓ, ξ) exist when
evaluates to a half integer (to compensate for the half integer exponents of free fermion fields). Screening operators between Ramond modules shall, however, not be needed in what follows.
S WOOD Analogously, composing ℓ copies of the screening field Q 2 (z) yields
Definition 4.14. Let ℓ and m be integers, and ℓ ≥ 1.
(
meaning that the cycle Γ(ℓ, ξ) exists.
,0
and Q
,n are defined by
meaning that the cycle Γ(ℓ, ξ −1 ) exists.
We normalise these cycles such that
We shall lighten notation in what follows by suppressing the cycle Γ(ℓ, ξ ±1 ) in all integrals.
Remark. As mentioned previously, the ∆(z)(β(z 1 )c( 1 can thus be evaluated using the well studied family of inner products of symmetric polynomials defined by
where f and g are symmetric polynomials and t ∈ C \ {0}. One of the characterising properties of Jack symmetric polynomials P t λ z is that they are orthogonal with respect to these inner products labelled by t. For readers unfamiliar with Jack symmetric polynomials we recommend Macdonald's comprehensive book [49] , while for readers familiar with Jack symmetric polynomials, a short summary of their properties and the notation used here can be found in [21, App. A].
4.5.
Free field correlation functions. In this section we derive identities involving the correlation functions of the Heisenberg, βγ and bc fields. These will be needed for evaluating the action of the zero modes of singular vectors in Section 5.
Let F * p be the graded dual of the highest-weight H r -module F p , p ∈ H r . Then, F * p is a lowest-weight right H r -module generated by a lowest-weight vector p| satisfying
It is convenient to extend the domain of the functionals in F * p to all Fock spaces F q , q ∈ H r , but to have them act trivially unless q = p. 
Let G + * be the graded dual of the highest weight G βγ module G + . Then, G + * is a lowest-weight right G βγ module generated by a lowest-weight vector φ satisfying
Further, let W * q be the graded dual of the highest weight G βγ module W q . Then, W * q is a lowest-weight right G βγ module generated by a lowest-weight vector φ q satisfying 
Proof. The formulae follow by induction after noting that [γ n , β(z)] = 1z −n , that γ 1 Ω = 0 and that γ 0 β 0 u q = qu q .
Let F NS * be the graded dual of the highest weight bc 0 module F NS . Then, F NS * is a lowest-weight right (1) In the Neveu-Schwarz sector,
Proof. The above identities all follow by induction using the recursive definition of pfaffians. We give the details for the first identity and leave the rest as an exercise for the reader.
The base step of the induction follows from the fact that for n = 0 the correlator is empty and therefore equal to 1. For the inductive step, assume the identity is true for n − 1 and consider The above correlation functions involve fermions and so it is unsurprising that they are skew-symmetric with respect to permuting the z i variables. This skew-symmetry can be compensated for by multiplying the above correlation functions with the Vandermonde determinant. In addition to being symmetric, the products of the above correlation functions with the Vandermonde determinant also vanish whenever 3 variables coincide. Symmetric polynomials with this property form an ideal of the ring of symmetric polynomials. This ideal and generalisations thereof were studied by by Feigin and
Jimbo and Miwa and Mukhin [27] . This ideal is spanned by Jack symmetric functions at parameter value t = −3 whose associated partitions satisfy certain admissibility conditions. We refer the reader to [ (1) In the Neveu-Schwarz sector,
where the c
Proof. The main stepping stones to the above identities are the identities, proved in Proposition 3.8 of [30] , 
The non-vanishing of the expansion coefficients c
was shown in the Remark directly after Proposition 3.9 of [30] .
Verifying the above formulae for correlation functions now follows in exactly the same way as it did in Proposition 3.9 of [30] , so we give the details for first two cases of (4.76) only and leave the rest as an exercise for the reader.
When multiplying out the product
the only summands which can contribute are those containing an equal number of b and c fields, that is, n of each. These summands will also contain n β fields and so applying the second identity of Lemma 4.18 implies
where the second equality follows from the identities of Lemma 4.21. Multiplying by the Vandermonde determinant and applying the second identity of (4.78) then gives
Finally, translating all variables by w (recall that the Vandermonde determinant is translation invariant), applying the Taylor expansion (4.80) and multiplying by ∏
The formulae for an odd number of β(z i )c(z i ) − b(z i ) factors follow from the even case by specialisation. Consider
Multiplying by z 0 and then taking the limit z 0 → ∞ (or setting z
while multiplying the right-hand side of (4.84) by z 0 and then taking the limit z 0 → ∞ gives
where we have used the fact that the (2n + 2)th part of the partitions [2n + 1 − ǫ (2n+1) (i)] is 0, so setting z −1 0 = 0 amounts to dropping the (2n + 2)th part of the partition and considering the corresponding Jack polynomials in 2n + 1 variables.
5. The proof of Theorem 3.6
In this section we prove Theorem 3.6 by evaluating the zero mode of the singular vector on suitable candidate relaxed highest weight vectors and thereby calculating the image of the singular vector in the Zhu algebras. The evaluation of these zero modes boils down to evaluating inner products of symmetric polynomials of the form
where λ is a complex number depending on free fields weights, κ is an admissible partition, so that the Jack polynomial
κ z is well defined, t is positive rational and the inner product is the integral inner product (4.59) with respect to which Jack polynomials at parameter value t are orthogonal. In order to evaluate this inner product both the left and right argument need to be expanded in Jack polynomials at parameter value t. The right argument expands as, see [21, Eq. (A.28)] with X = −λt, 
where the c κ,µ are rational functions of t and µ < κ denotes the dominance partial ordering of partitions. The inner product therefore evaluates to
Note in particular, that the coefficients c µ do not depend on the exponent λ. So the inner product (5.1) is a polynomial in λ and because the numerators of the summands on the right-hand side of (5.3) depend only on arm and leg colengths, the cells common to all partitions dominated by κ will give rise to factors common to the numerators of all summands and hence zeros in the parameter λ common to all summands. Finding these common zeros is key to the proofs below and we shall find them using Lemma 3. and that ξ = u v . We will prove Theorem 3.6 under the assumption v > u by using the screening operator Q 1 to construct the singular vector of V k u,v and then evaluating the action of its zero mode on relaxed highest weight vectors to deduce its image in the Zhu algebras. Note that for v > u, the exponent
2u in (4.54) is positive rational and will form the Jack polynomial parameter. The prove this lemma we consider both symmetric polynomials and their infinite-variable limits, the symmetric functions. For easy visual distinction, we denote the infinite alphabet of variables for symmetric functions by y = (y 1 , y 2 , . . . ) and the finite alphabet of variables for symmetric polynomials by z = (z 1 , . . . , z n ). We shall use both the infinite-and 
where p m is the m-th power sum and the Q t λ y are the symmetric functions dual (with respect to ·, · t ) to the Jack symmetric functions P t λ y . A simple, but very useful, observation concerning the ring of symmetric functions Λ is that it is isomorphic, as a commutative algebra, to the universal enveloping algebra of either the positive or negative subalgebra, H + 1 or H − 1 , of the rank 1 Heisenberg algebra H 1 . We denote the corresponding isomorphisms by
We shall use these isomorphisms to identify inner products involving Heisenberg generators with the symmetric function inner product ·, · t . For example, one easily verifies in the power sum basis, hence for arbitrary f, g ∈ Λ, that
where the right-hand side is evaluated in the Fock space F q , for any q ∈ C and any γ ∈ C \ {0}.
Proof. Since (u − 1) √ v/u; NS is an osp(1|2) highest weight vector and Q √ v/u; NS is non-zero. We do this by explicitly evaluating certain matrix elements and verifying that they are non-zero.
Evaluating formula (4.54) for Q . We shall show that the factors Q − q i, j of (5.19) divide g τ (h, Q) by showing that g τ vanishes independently of h at appropriate values of Q.
Since these factors saturate the maximal degree of g τ and g τ is non-zero by Lemma 3.3, they uniquely determine g τ up to scaling. 
