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INTRODUCTION 
On-line sensors have long played a key role in process operations. The most 
common use is monitoring -- sensor outputs are displayed for the plant operators, who take 
any required corrective action. Equally important are feedback control systems, which use 
the sensor outputs to take automatic corrective action. As automation becomes more 
prevalent, sensors are seeing even wider use. 
There are limitations, however. One is the "data overload" problem. The volume 
of information generated by automated systems in a modem plant can overwhelm 
operators and management personnel. Too often, data that could have been used to 
improve plant operations are archived and forgotten. Another limitation is that the sensors 
are frequently an indirect measure of more important variables, such as the composition 
and physical properties of the products. On-line sensors for chemical composition are rare, 
for example, and have a relatively poor record of reliability in long-term applications. 
One answer to these limitations is the combined use of sensors and plant mcdels. 
Typical applications include data compression [1,2], fault detection and diagnosis [3], 
estimation of unmeasured quantities [4,5,6], feedback control [7,8], and automated process 
optimization [9,10]. Advances in computer hardware and modeling software have made it 
possible to run such procedures on desktop computers with data obtained by electronic 
transfer from a remote location. This trend should accelerate in the future. The remainder 
of this paper provides an overview of modeling techniques, and gives three examples of 
model-based process monitoring and control applications. 
MODELING TECHNIQUES 
Table I summarizes a variety of current modeling formulations. Nearly all are 
empirical, i.e., "black box" methods in which one adjusts parameters in the model to 
provide the best fit to available data. There is no attempt to include physical mechanisms. 
In each case, the distinguishing feature is the mathematical form used to fit the data. These 
range from linear equations with constant coefficients (e.g., MLR, PLS) to nonlinear 
t to whom correspondence should be addressed 
Review of Progress in Quantitative Nondestructive Evaluation, Vol. 15 
Edited by 0,0. Thompson and D.E. Chimenti, Plenum Press, New York, 1996 25 
Table I. Models used in process monitoring and control. 
MODEL TYPE CLASSIFICATION REFS. 
Linear regression (MLR, PCA, empirical, linear, static or dynamic 11,12 
PCR, PLS, etc.) 
Linear transfer function (ARMAX, empirical, linear, dynamic 13,14, 15 
ARMA, ARlMA, etc.) 
State space empirical or mechanistic, linear or 14, 15, 16, 
nonlinear, static or dynamic 20 
Neural network empirical, nonlinear, static or dynamic 15,17,18 
Nonlinear transfer function empirical, nonlinear, dynamic 19,20 
models of arbitrary complexity (neural networks, nonlinear transfer functions). Linear 
models have a strong basis in system theory and have seen the widest use. They are 
popular in sensor calibration and chemometrics applications [21,22]. Use of neural 
network models has mushroomed over the last 5 years, but the choice of network structure 
remains an art, and the "training" of large networks places heavy demands on data and 
computer resources. 
Most models in Table I can be written in either static or dynamic form. The latter 
is appropriate when the time scale of transients is large relative to the time interval between 
successive measurements. For example, a step change in one of the "input variables" to a 
typical chemical process causes transients in measured "outputs" that last for hours or 
days. A static input/output model would be a poor approximation under such conditions. 
State space models are usually derived using a mechanistic approach. One 
formulates conservation equations (mass, energy, momentum), and constitutive equations 
(e.g., chemical kinetics, rate equations for mass and heat transport), obtaining a set of 
nonlinear differential and/or algebraic equations. Parameters in the model can be adjusted 
to fit data. Advantages are: 1) no data are required, so the model can represent a plant that 
is only in the planning stages; 2) a mechanistic model usually needs fewer adjustable 
parameters than an empirical model of comparable accuracy; 3) development of such 
models encourages a deeper understanding of the process under study. For these reasons, 
state-space models were used in all the examples to follow. 
The main disadvantage is that skill and judgment are needed to decide which 
mechanisms to include and which to neglect. Otherwise the resulting model is either too 
crude or too complex for its intended use. 
CONTROL OF PARTICLE SIZE IN SEMI-BATCH EMULSION POLYMERIZATION 
Emulsion polymerization is used to make a variety of consumer and industrial 
products such as latex paints. Figure 1 is a schematic of a lab-scale semi-batch process for 
production of polystyrene. At the start of each batch run, the reactor is charged with water 
containing 1-2% (by weight) surfactant and "initiator". The mixture is agitated and 
brought to a desired temperature, at which point a small amount of styrene monomer is 
added. The monomer is absorbed by surfactant micelles. Polymerization within the 
micelles forms tiny particles that act as sites for subsequent growth. Once the particle 
population has stabilized, additional monomer is added at a steady rate. The objective is to 
grow the particles to a specified size, at which point the run terminates. The problem is 
that the desired size is of the order of 100 nm, far below the normal range for on-line 
instruments. Thus, there is no direct size measurement. 
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Figure 1. Schematic of the lab-scale, semi-batch, emulsion polymerization process. 
The usual strategy is to run the process for a pre-determined period (based on 
previous experience). This works as long as all sources of variability can be eliminated 
and the process is reproducible. Unfortunately, this is rarely the case in an industrial 
environment. A key problem is the uncertainty in starting conditions. The number of 
particles formed during startup has a major influence on the subsequent rate of growth, 
making it hard to predict the size the particles will attain at a given point in the run. 
A near-infrared (NIR) system for on-line, non-invasive monitoring of 
polymerization extent was developed by Wu and coworkers [23]. The same approach was 
used to measure styrene monomer concentration [24]. Using these measurements, a simple 
mechanistic (nonlinear state-space) model of the process, and an Extended Kalman Filter 
(EKF), Eaton [24] showed that one could estimate the seed particle properties, which then 
allowed prediction of particle size throughout the batch. 
Figure 2 shows typical results. The initial estimate of the seed particle diameter is 
27.5 nm, but the actual value (determined off-line by Dynamic Light Scattering - DLS) is 
about 37 nm. The EKF removes the error in the initial estimate within 0.5 hours. When 
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Figure 2. On-line estimation of latex particle size during emulsion polymerization. 
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the run tenninates after 1.5 hours, the EKF estimate is within 1 standard deviation (1.5 nm) 
of the measured value provided by DLS. In the absence of feedback from the on-line NIR 
measurements, the model (based on nominal conditions) would have predicted a final 
diameter about 10 nm too low. 
Although the EKF is a generic approach that often works well [5,25], other model-
based estimation techniques could have been equally effective. For example, Liebman et 
al. describe a method based on nonlinear programming [26]. This allows one to specify 
parameter bounds, and can be easier to tune than the EKF (at the expense of increased on-
line computational requirements). 
ON-LINE OPTIMIZATION OF A COMPLEX CHEMICAL PROCESS 
Figure 3 is a schematic of the Tennessee Eastman "challenge process", hereafter 
tenned the TE process. It is a simulation based on a real plant operated by Eastman 
Chemical that has been disguised for proprietary reasons [27]. There are 8 chemical 
compounds, A-H. The objective is to use feeds of A, C, D and E to produce G and H at 
specified rates (in stream 11, Fig. 3). An inert, B, enters with the C feed, and accumulates 
in the system unless it is purged via stream 9. Side-reactions fonn an undesired byproduct, 
F that can also accumulate, and in any case represents a loss of raw materials. A fonnula 
for operating costs (in $/h) accounts for this and other factors [27]. 
There are 12 possible adjustments, of which 11 are flow rates (streams 1-4 and 8-
13) and the other is the reactor agitation rate. There are also 41 measurements: 22 
continuous analog signals from conventional pressure (PI), flow (FI), liquid level (U) and 
temperature sensors (TI), and 19 sampled-data signals coming from gas chromatographs 
that measure chemical composition of streams 6, 9 and 11. Two chromatographs operate 
on a 6-minute cycle, while that on stream 11 has a IS-minute cycle. The chromatographic 
analyses are delayed, i.e., each analysis is for a sample that was taken at the beginning of 
the cycle, either 6 or 15 minutes previously. 
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Figure 3. Schematic of the Tennessee Eastman Challenge Process [27]. 
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These factors complicate analysis of the data. The signals at any instant of time are 
from many different locations, as well as from different times in the past. To put them all 
on a common basis requires model-based state estimation. 
Ricker and Lee derived a mechanistic model of the TE process for use in state 
estimation and model-based control, but they did not account for the analyzer delays [16]. 
In subsequent work, Ricker used a multi-rate EKF to handle the analyzer-delay problem 
[28]. The EKF estimated the state of the process at a given time, including values of 23 
unknown parameters. Chief among these was the unmeasured concentration of inert, B, in 
feed 4, which was known to have a profound effect on operating costs. All estimates were 
updated every 3 minutes. 
The model (with on-line updating) was used to optimize the process in real time. 
The optimization problem was: 
Min c(x,u,p) (1) 
x.u 
subject to 
dx (2) 
dt = f(x,u,p) = 0 
g(x,u,p)::; 0 (3) 
where c is the operating cost ($Ib), x is a vector of 31 state variables, U is a vector of 11 
adjustments, and p is a vector of 23 estimated parameters. The x vector includes the 
accumulation of each chemical at key locations in the plant (reactor, separator, etc.), most 
of which are unmeasured. The p vector includes, e.g., the unknown composition of B in 
stream 4. Equation (2) requires the process to be at steady-state at the calculated optimum. 
Equation (3) comprises additional specifications, such as product rate and composition, 
and safety constraints on reactor pressure. 
A commercial optimization package, NPSOL [29], solves the problem once every 
hour of simulated operating time. The current estimate of p is assumed to hold in the 
future, and optimal values of U and x are determined (such that Eqs. (2) and (3) are 
satisfied, and c is minimized). This results in setpoints for 5 variables: reactor 
temperature, stripper steam valve position, recycle valve position, and the mol % of A and 
C entering the reactor (stream 6). Feedback controllers are responsible for holding these 
(and other) setpoints in the face of upsets and grade changes. Several safeguards are 
included to make the system function robustly [28]. Also, the estimator is tuned for 
smooth (rather than rapid) changes in conditions, which helps to prevent oscillations in the 
optimized setpoints. 
Figure 4 shows typical results. At time t=O, the plant is at steady-state (Mode 1 of 
Ricker [30]), where the operating cost is $ 114 per hour. Setpoints for reactor pressure and 
level are changed step-wise to more favorable values (not shown), causing a temporary 
decrease in operating costs (Fig 4d). At t=2, however, there is an unmeasured disturbance 
in the concentration of B in feed 4 -- a step change from 0.5 to 1.0 mol % . The estimated 
value converges to this new condition in about 30 hours (Fig. 4a). 
As more B enters the system, it dilutes the reactants, making it harder to maintain 
the desired production rates. Consequently, the optimizer requests large moves in all 5 
setpoints at t=31. Figure 4b shows one of these: reactor temperature. Although the 
optimizer requests a step change from 123.5 to 126.5, the setpoint is "ramped" at a 
specified maximum rate to prevent upsets to other variables. Fig. 4c shows that the 
product composition (solid line) tracks the target value of 53.7 % G, and stays well within 
specified bounds of ± 5 % (dashed lines). Note that the optimized reactor temperature 
eventually levels out at about 126.3 C. 
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Figure 4. Transients during on-line optimization of the Tennessee Eastman plant. 
Figure 4d shows the transient in operating cost. The method of Ricker [30] gave a 
true optimal operating cost of $ 140/h at the final conditions * . In the absence of on-line 
optimization (i.e., all setpoints held constant from t=2 onwards), the final operating cost is 
$1551h [28]. As shown in Fig. 4d, optimization reduces this to a mean of $ 1421h, a savings 
of 10%. Modeling error keeps such a system from achieving the true optimum [31], but in 
this case the "loss" is only $21h, less than 2%. 
MODEL-BASED CONTROL OF A LARGE-SCALE PLANT 
Gelormino and Ricker describe the development of model-based methods for 
control of the Seattle sewer network [32]. The objective is to reduce the release of raw 
"combined sewage" to the environment during rainstorms. Such releases are called 
combined-sewer overflows (CSOs). The problem is similar to inventory control in a 
manufacturing facility. 
Automated sluice gates and variable-speed pumps allow sewage flows in the pipes 
to be controlled at 23 locations. This, in tum, controls accumulation of sewage in each 
upstream zone. The pipes are nearly empty in dry weather, so there is significant storage 
capacity at the beginning of a storm. The goal is to make the best use of this storage. 
* i.e., with the changes in reactor pressure and level, and the B composition upset 
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Unfortunately, each storm is unique, so the control strategy must adapt to the current 
conditions. 
Therefore, sensors have been located throughout the city to provide instantaneous 
values of rainfall intensity. A linear transfer function model translates these readings to 
predictions of flow rate entering each sewer zone. A linear state-space model is used to 
optimize the routing of loads through the system, maximizing the amount sent to the 
treatment plant. Constraints on maximum pumping rates and storage depths are included 
in the optimization calculations. Liquid-level and flow sensors in the pipes provide 
feedback corrections to the state-space model. 
Simulation tests suggested that releases could be reduced by more than 20% on an 
annual basis tt . Armed with these results, Gelormino convinced the Seattle sewer 
authority (METRO) to install his software for a trial run, which occurred in the 1993-94 
rainy season. Some pumps in the network could not be controlled, which limited 
performance. Still, Gelormino estimated a reduction of 10% due to improved operation. 
To achieve an equivalent reduction via construction of larger sewers would have cost some 
$ 10 million. Gelormino's software remains in operation as of this writing, suggesting that 
it is robust, and that METRO is satisfied with its performance. 
CONCLUSIONS 
The above are only three examples of the potential for model-based monitoring and 
control methods. There is an extensive literature on the subject. Recent advances in 
computing power and modeling technology are expected to encourage applications at an 
increasing rate. As experience accumulates, modeling should become a routine part of 
process control activities. 
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