A real-space phase field model based on the time-dependent Ginzburg-Landau (TDGL) equation is developed to predict the domain evolution of ferromagnetic materials. The phase field model stems from a thermodynamic theory of ferromagnetic materials which employs the strain and magnetization as independent variables. The phase field equations are shown to reduce to the common micromagnetic model when the magnetostriction is absent and the magnitude of magnetization is constant. The strain and magnetization in the equilibrium state are obtained simultaneously by solving the phase field equations via a nonlinear finite element method. The finite-element based phase field model is applicable for the domain evolution of ferromagnetic materials with arbitrary geometries and boundary conditions. The evolution of magnetization domains in ferromagnetic thin film subjected to external stresses and magnetic fields are simulated and the magnetoelastic coupling behavior is investigated. Phase field simulations show that the magnetization vectors form a single magnetic vortex in ferromagnetic disks and rings. The configuration and size of the simulated magnetization vortex are in agreement with the experimental observation, suggesting that the phase field model is a powerful tool for the domain evolution of ferromagnetic materials.
Introduction
Ferromagnetic materials have been an important type of smart materials and widely utilized in magnetic recording devices and magnetic sensors/actuators due to their distinct ferromagnetic and magneto-elastic coupling properties. The distinguished properties of ferromagnetic materials are relied on the distribution of spontaneous magnetization, i.e. the domain structure, and its evolution under external fields. The stable domain structures are determined by the competition between different energies of the materials, including the magnetocrystalline anisotropy energy, exchange energy (domain wall energy), elastic energy and magnetic energy. To predict the domain structure and its evolution in ferromagnetic materials, a micromagnetic model has been developed (Landau and Lifsitz, 1935; Gilbert, 1956; Brown, 1963) . The micromagnetic model is based on the fundamental thermodynamics and kinetics of materials and expressed in the form of LandauLifshitz-Gilbert (LLG) equation. Since the mid 1980s, the micromagnetic model has been developing rapidly due to the improved availability of large-scale computer power. The micromagnetic model is used for a wide variety of simulations of magnetic domain structures and reversal mechanisms in ferromagnetic materials including the nanoparticles (Williams and Dunlop, 1989; Williams and Wright, 1998; Cowburn and Welland, 1998) , nanocomposite magnets (Schrefl and Fidler, 1999) and Fe islands (Hertel et al., 2005) . To reduce the discretization error and increase the accuracy, a number of advanced numerical techniques are also developed for micromagnetic simulations, which include the hybrid boundary/ finite element method, higher order finite elements and adaptive meshing (Hertel and Kronmuller, 1998; Schrefl et al., 1997) . The micromagnetic simulations give the quantitative prediction of the influence of the domain structure and shape of the magnet device on the magnetization reversal and hysteresis processes (Fidler and Schrefl, 2000; Fischbacher et al., 2007) . However, most of the micromagnetic simulations do not take into account the effect of inhomogeneous stress due to the complicated elastic solutions associated with the arbitrary domain structures in ferromagnetic materials.
The domain structures in ferromagnetic materials are quite complex and arbitrary, which result in an inhomogeneous distribution of magnetization. Due to the magnetostriction effect, the inhomogeneous magnetization will induce an inhomogeneous stress field in the materials. Magnetostriction is an important property possessed by most ferromagnetic materials, which describes the change of deformation when the magnetization state of materials changes. Both external magnetic field and stress field can induce the change of magnetization state at room temperature. Magnetostrictive strains are relatively small for general ferromagnetic materials, which are commonly of the order of 10 À5 to 10
À6
. But some ferromagnetic materials possess of giant magnetostriction, such as the well-known Terfenol-D and Ni-Mn-Ga alloys. The magnetostriction of these materials is as high as 10 À3 , or even larger (Tickle and James, 1999; Tickle, 2000; Murry et al., 2001; Sozinov et al., 2002) . Galfenol, i.e. FeGa alloy is a relatively new ferromagnetic material with large magnetostriction at room temperature. It also has a unique combination of transduction sensitivity (Datta et al., 2009) , mechanical strength (ultimate yield strength of >500 MPa) (Kellogg et al., 2004; Datta et al., 2006) , ductility (Kellogg et al., 2005) , and thermal stability (Kellogg et al., 2002) . These giant magnetostrictive materials are extensively exploited in sensors and actuators. For the giant magnetostrictive materials, the inhomogeneous stress resulting from the elastic incompatibility of magnetostrictive strain is critically important and should be taken into account in the modeling of domain evolution.
To investigate the effect of stress on the properties of ferromagnetic thin films, Zhu et al. (2001) develop a stress dependent micromagnetic model by including the magnetoelastic energy term into the Landau-Lifshitz-Gilbert equation. In their micromagnetic model, the total compatible strain is not solved from the mechanical equilibrium equations but the stress-free magnetostrictive strain caused by the magnetization is used instead. The inhomogeneous stress induced by the inhomogeneous magnetostrictive strains is solved from the elastic equilibrium equations by Shu et al. (2004) via a modified boundary integral formalism for two-dimensional cases. To model the evolution and stability of three-dimensional domain structures of giant magnetostrictive materials, Zhang and Chen (2005a,b) propose a phase field model which combines the micromagnetic model (Hubert and Schafer, 1998) for magnetic domain evolution and the phase-field microelasticity theory (Khachaturyan, 1983) for the elastic solutions. There are also other phase field models in the literature for the evolution of ferromagnetic domains (Koyama, 2008; Jin, 2009a Jin, ,b, 2010 Li et al., 2010 Li et al., , 2011 . The phase field models are based on the fundamental thermodynamics and kinetics of materials, in which the total free energy of the materials is expressed as a function of order parameters. The Landau-Lifshitz-Gilbert equation is then used to describe the temporal evolution of magnetization in the phase field models, which can predict the detailed domain structures and their evolution under an external field without a priori assumptions on domain morphologies.
Most phase-field models in the literature employ the periodic boundary conditions, and hence the results are only valid when the simulation system size is much smaller than the actual sample size (Zhang and Chen, 2005b) . Based on the balance laws of micro-forces, Landis (2008) develops a continuum thermodynamics formulation to model the evolution of magnetic domain. The formulation allows for the magnetization changes associated with strain and temperature. The theory falls into the class of phasefield or diffuse-interface approaches and gives a deeper understanding of ferromagnetic materials. Based on the thermodynamics formulation of Landis (2008) and the time-dependent GinzburgLandau equation (TDGL) (Gordon et al., 1990; Ni et al., 2010; Lu et al., 2011) , a real-space phase field model is proposed in this paper for the domain evolution of ferromagnetic materials. The phase field equations are shown to reduce to the common micromagnetic model when the magnetostriction is absent and the magnitude of magnetization is constant. The strain and magnetization in the equilibrium state are obtained simultaneously by solving the phase field equations via a nonlinear finite element method. The finite-element based phase field model is applicable for the domain evolution of ferromagnetic materials with arbitrary geometries and boundary conditions. With the developed phase field model, the magnetization vortex of ferromagnetic disks and rings as well as the domain evolution of ferromagnetic rectangular thin films subjected to an external stress or magnetic field are simulated. The simulated magnetization vortices are compared with the experimental observations.
Phase field model
For magnetostrictive materials, there is a mechanical deformation associated with the change of magnetization. For a given magnetization distribution, it is often assumed that the deformation and rotation of materials are small. Based on the small deformation assumption, the linear elastic theory can be used to describe the mechanical behavior of ferromagnetic materials. The mechanical equilibrium states are achieved much quicker than the magnetization evolution in the materials. Thus the static or quasi-static mechanical state can be adopted during the domain evolution of magnetoelastic materials. For a static or quasi-static mechanical state, the mechanical equilibrium equations can be derived as
where V is the volume of any arbitrary body and S is its bounding surface, r ij are the components of stress in Cartesian coordinates with i, j = 1-3, f i are the components of a body force, n j are the components of a unit vector normal to the surface, and t i are the components of traction in the ith coordinate direction. The comma in a subscript represents spatial differentiation, e.g. r ij;j ¼ @r ij =@x j ; where x j is the jth coordinate direction. The summation convention for the repeated indices is employed. The strain components e ij are related to the mechanical displacements as:
where u i are the mechanical displacements. Eqs.
(1)-(3) and the basic laws govern the mechanical state of ferromagnetic materials. The Maxwell's equations are the most fundamental equations to describe the electromagnetic behavior of ferromagnetic materials. The variables in these equations are magnetic field vector, H, magnetic induction vector, B, electric field vector, E, electric displacement vector, D, volume current density vector, J, and the quantity of free charge in the body, q. They are related by the Maxwell's equations as
In the present work, only variables related to magnetic field are considered, i.e. the volume current density J and electric field E are neglected. Finally only Eq. (4) remains in the following discussion. The relationship between magnetic field, H, magnetic induction, B, and material magnetization, M, is given by
where l 0 is the permeability of the vacuum. This equation is the constitutive equation concerning field variables in the magnetic materials. Ferromagnetic materials exhibit spontaneous magnetization when the temperature is below Curie point, at which the materials transit from the paramagnetic phase to the ferromagnetic phase.
The spontaneous magnetizations are usually inhomogeneous and form various domain structures. In each ferromagnetic domain, the magnetization vectors have the same orientation and magnitude. The stable magnetic domain structures represent the equilibrium states of the ferromagnetic materials. The free energy of the system is the minimum in equilibrium states. The free energy which is relevant to the magnetization configuration contains magnetocrystalline anisotropy energy, exchange energy, elastic energy and magnetic energy. The magnetocrystalline anisotropy energy depends on the direction of magnetization. For different crystals, the expansion of the anisotropy energy is different. In the present work, the cubic crystal is considered. The expression of anisotropy energy density for a cubic crystal can be written as
The advantage of using the free energy density of Eq. (15) is that it does not require the constraint of m (15) reduces to the energy function in the common micromagnetic model (Williams and Dunlop, 1989 ) and other phase field models (Zhang and Chen, 2005a,b) when the magnetization converges to the saturation magnetization. With the energy expression of Eq. (15), the stress and magnetic induction can be derived as
Ignoring the body force in the materials, the mechanical equilibrium equations of Eq. (1) and the Maxwell's equations of Eq. (4) become
In the present phase field simulations, it is assumed that the relaxation of magnetization is much slower than that of mechanical strain. With this assumption, the evolution of displacements is dependent on the change of magnetization. According to the normalized formula, the evolution time of domain structure in Fig. 4 is 96 ns, which is the same order as that in experiments (Choe et al., 2004) . Considering the half-length of the plate is 64 nm, the average speed of the domain wall motion is calculated as 64 nm/96 ns = 0.67 m/s, which is several-order smaller than the speed of sound. Therefore, the mechanical inertia effect is neglected in the present study.
In the micromagnetic theory, the Landau-Lifshitz-Gilbert (LLG) equation is often employed to describe the temporal evolution of magnetization in ferromagnetic materials (Williams and Dunlop, 1989; Williams and Wright, 1998; Cowburn and Welland, 1998) . The Landau-Lifshitz-Gilbert equation gives the physically sound evolution path for the magnetization in ferromagnetic materials, but it is relative complicated in the numerical implementation, in particular, when the giant magnetostrictive effect is involved. There is an alternative evolution equation for magnetic domains which is based on the time dependent Ginzburg-Landau (TDGL) equation (Gordon et al., 1990; Ni et al., 2010; Lu et al., 2011) . Both the LLG equation and TDGL equation are employed to simulate the domain evolution of ferromagnetic materials in the literature. The TDGL equation is based on the thermodynamics and kinetics of materials, which is widely used for the solid phase transition and microstructure evolution in various material systems, including the evolution of ferroelectric domain (Li et al., 2010) , ferromagnetic domain (Gordon et al., 1990; Jin, 2009a; Ni et al., 2010; Lu et al., 2011) and ferroelastic domain (Jin, 2009a; Zhang and Chen, 2005b) . In the TDGL equation, the thermodynamic driving force for domain evolution is the derivative of total free energy with respect to field variable, which is the same as the effective field in the LLG equation. In the present work, the TDGL equation is employed to simulate the temporal evolution of the magnetization in giant magnetostrictive materials. The TDGL equation can be expressed as
where L is the kinetic coefficient and
Edv is the total free energy of the simulated system, which is obtained by integrating the total free energy density of Eq. (15) over the whole volume of simulated system. The TDGL equation is the simplest continuum model for magnetization evolution, which has been employed by different authors (Gordon et al., 1990; Jin 2009a; Ni et al., 2010; Lu et al., 2011) . For the overdamping cases, the TDGL equation gives the same evolution process as the LLG equation (Jin 2009a) . For simplicity, the TDGL equation is employed here. However, the conventional LLG equation should be used for high-frequency situations. Substituting Eq. (15) into Eq. (18), the temporal evolution of magnetization becomes
For ferromagnetic materials with arbitrary geometry and boundary conditions, the mechanical equilibrium equations and Maxwell's equations in Eq. (17) are difficult to be solved analytically. Only with the periodic boundary condition, the solution to the equations can be obtained analytically (Zhang and Chen, 2005b) . Furthermore, the evolution equations of Eq. (19) are highly nonlinear equations which are coupled with the equilibrium equations and Maxwell's equations of Eq. (17). This is a typical multifield coupling nonlinear problem. To solve this problem with arbitrary boundary condition, a nonlinear multi-field coupling finite element formulation is developed in next section.
Finite element formulation
The equilibrium equations and Maxwell's equations of Eq. (17) and the evolution equations of Eq. (19) in Section 2 are the differential form of governing equations on the domain evolution of ferromagnetic materials. To solve these partial differential equations with finite element method, the weak form of the governing equations (17) and (19) can be expressed as
where / is a scalar magnetic potential, which relates the magnetic field as
B n is the normal component of the magnetic induction on the surface. It has the following form
where n is the unit vector normal to the surface. In Eq. (20), t i is the traction and @E @M i;j n j is the magnetization gradient flux on the surface. Eq. (20) can be expressed in the matrix form as 
and p i ¼ @E @M i;j n j . The detailed forms of other matrices in Eq. (23) are given by Eq. (A1) in the Appendix for the purpose of conciseness. As a three-dimensional finite element method, the eight-node hexahedral element is employed in the space discretization. There are seven degrees of freedom at each node, which are three displacement components, one magnetic potential and three magnetization components. The displacement, scalar magnetic potential, and magnetization are derived from the linear interpolation of the quantities of nodal variables in each element, which have the forms as 
where K ÃÃ are the stiffness matrices and F s , B s , and P s are the general force at nodes. The specific calculations of these terms are given by Eq. (A4) in the Appendix. Eq. (28) is a set of nonlinear equations including 56 nodal variables for each element and it has to be solved by iteration method. A Newton method is employed to solve these equations (Wang and Kamlah, 2009 
To implement a Newton method it is necessary to linearize the residual equations of (29). The Newton equation may be written as 
The element tangent matrix is 
where ½K It should be noted that the above only describe the procedure on solving the nonlinear finite element equations for one element at a given time step. For the whole simulated system, all element equations should be assembled and the global nonlinear equations are solved in the simulation. For the time integration, the Euler backward method is employed.
Results and discussions
In this section, the giant magnetostrictive materials of Fe 81.3-Ga 18.7 alloy is taken as an example for the phase field simulation of domain evolution. FeGa alloy is a new ferromagnetic material with large magnetostriction at room temperature, which has a unique combination of transduction sensitivity, mechanical strength, ductility and thermal stability. The materials parameters are taken from the literature (Zhang and Chen, 2005a) . Table 1 lists the original materials parameters used in the simulation. In order to avoid the divergence during the iteration, the material parameters are normalized. The normalized formulas are given by Eq. (A7) in the Appendix. After normalization, the material parameters become dimensionless, which are denoted by the symbol of ' ⁄ ' and listed in Table 2 . Hereafter all parameters with ⁄ represent the dimensionless quantities. Based on the normalization formulas, the dimensionless of permeability of the vacuum, the exchange stiffness and constraint energy coefficient are l 
Magnetization vortex in ferromagnetic nanostructures
The distribution of spontaneous magnetization in a free-standing FeGa thin film is simulated by using the developed phase field mode. The dimensions of the thin film are 63 Â 15.8 Â 126 nm in real space. The thin film is partitioned to 20 Â 5 Â 40 elements in the simulation. There are no mechanical and magnetic loadings on the thin film. The magnetic boundary condition on all surfaces is ''open-circuited'', i.e. B Á n ¼ 0. The mechanical boundary condition for all surfaces is traction-free. The initial magnetization vectors at all nodes are random in both the magnitude and orientation. Fig. 1(a) shows the simulated domain structures at the stable state in the free-standing thin film. It is found that different domains form three vortices in the plane of thin film. Fig. 1(b) shows the schematic magnetization state in the thin film. The magnetization vectors in the domains are parallel or anti-parallel to the x 1 and x 3 directions, respectively. For a cubic crystal, when the anisotropy constant K 1 is positive, both the x 1 and x 3 directions are the easy directions of magnetization. In this case, the domain structures are mainly determined by the competition between the domain walls energy (exchange energy), the demagnetization energy of Eq. (13) and the elastic energy. The closured domain structures with 90°domain walls are favored in terms of demagnetization energy and elastic energy. Because the size of the thin film is relatively small, the domain structures are a little bit different from those of ferromagnetic materials with a large size. However, the size of the thin film is too large to form a single domain either. Finally the vortex magnetization state is obtained, and the similar magnetization configuration was observed in the experiment (Wachowiak et al., 2002) . As shown in Fig. 1(c) , the adjacent domains with opposite magnetization vectors are separated by the vortex cores. In the vortex cores, the magnetization vectors have a nonzero component in x 2 -direction direction. Fig. 1(d) quantitatively shows the distribution of the nonzero component of M Ã 2 on the top surface in the x 1 À x 3 plane. If the magnetization vectors still remain in the x 1 À x 3 plane, both the anisotropy energy and exchange energy would increase rapidly. Such situation is thermodynamically unfavorable. For the cubic crystal, the x 2 -direction is also an easy direction of magnetization. The gradual change of magnetization vectors from in-plane to out-of-plane effectively decreases the anisotropy energy and exchange energy. It implies that the magnetization configuration at the vortex core is a result of minimization of total free energy. It should be noted that the components of magnetization vectors in the x 2 -direction would induce a demagnetizing energy due to the magnetization vectors are not closed in the x 1 À x 2 plane or x 2 À x 3 plane of the thin film. The magnitudes of the magnetization vectors in the x 2 direction are mainly determined by the competition between the anisotropy energy, exchange energy and demagnetization energy.
The phase field model with finite element implementation has the advantage to investigate ferromagnetic materials with arbitrary geometries. The phase field simulation on the magnetization distribution of mechanically free-standing ferromagnetic disk is carried out. The diameter and thickness of the disk are 63 nm and 15.8 nm in real space, respectively. The node number of mesh is 1734 for the disk. The magnetic boundary condition for the disk is ''open-circuited'', i.e. B Á n ¼ 0, on the surfaces. The initial magnetization vectors are random in magnitude and orientation. A single magnetization vortex is predicted in the ferromagnetic disk as shown in Fig. 2(a) . The magnetization vectors have a head-to-tail arrangement in the x 1 À x 2 plane which decreases the demagnetization field. The core of the magnetic vortex coincides with the center of the disk.
Near the center of vortex, the magnetization vectors rotate from in-plane to out-of-plane gradually. The configuration makes the normal component of magnetization becomes nonzero around the vortex core. It is interesting that the magnetization becomes perpendicular to the disk surface at the center of the vortex. This magnetization configuration is due to the fact that magnetization cannot be zero in ferromagnetic materials. Due to the appearance of normal component of magnetization at the vortex core, there is also a demagnetization field along the x 3 direction. Furthermore, the simulation results show that most of magnetization vectors are not in the easy directions of magnetization. It is different from the case of rectangular thin film in Fig 1(a) . Therefore, the anisotropy energy and exchange energy densities are higher than those of the domain structures in the thin film. Due to the limitation of computer capability, the number of mesh is limited. However, the predicted magnetization vortex has the same configuration as the experimental observation in Fig. 2 , indicating that the mesh is enough for the present model. Fig. 2(b) shows the distribution of normal component M Ã 3 on the top surface. It is found that there is a peak for the normal component of magnetization at the vortex core. Far from the vortex core, the normal component becomes zero. Fig. 2(c) shows the changes of M Ã 1 and M Ã 3 along the x 2 axis which goes through the center of the vortex on the top surface. It is found that M Ã 1 and M Ã 3 are antisymmetric and symmetric with respect to the x 2 axis, respectively. The experimental observation of magnetization distribution around the vortex is also shown in Fig. 2(c) (Wachowiak et al., 2002) . The downward triangles and circles show the experimentally observed out-of-plane and in-plane components of magnetization, respectively. Fig. 2(c) shows that the predicted magnetization vortex is in agreement with the experimental observations in both the width and shape of the vortex. In the simulation, the normalized variables are employed to avoid the divergence. The real size of the disk is dependent on the exchange energy constants according to the normalized formula. The present disk size is smaller than that of experiments. When the disk size increases, surrounded area with in-plane magnetization increases while the magnetization configuration near the vortex core remains unchanged.
The magnetization vortices in the ferromagnetic thin film and disk have a topological defect at the vortex core. Due to the topological defect, the magnetization vectors cannot form a perfect vortex. As shown in Figs. 1 and 2 , there exist out-of-plane magnetization vectors near the vortex cores. If the material at vortex core is removed from the disk, then the topological defect disappears and the ferromagnetic disk becomes a ferromagnetic ring. To investigate the effect of material geometry on the domain structures, the magnetization distribution in a ferromagnetic ring is predicted by the phase field model. The outer diameter and thickness of the ring are 63 nm and 15.8 nm in real space, respectively. The node number of mesh is 2196 for the ring. The initial magnetization is random as before in this simulation. The simulation shows a perfect magnetization vortex in the ferromagnetic ring without any topological defect. All magnetization vectors are in the x 1 À x 2 plane as shown in Fig. 3(a) . The magnetization vectors have a head-to-tail arrangement and form perfect closed loops. There exists an inhomogeneous deformation in the ring along the annular direction due to the anisotropy of magnetostriction. As shown in Section 2, the present real-space phase field model can give the materials deformation associated with the spontaneous magnetization. Fig. 3(b) shows the radial displacement vectors u Ã r in the x 1 À x 2 plane on the outer surface of the ferromagnetic ring. It is found that the magnetizations are almost constant along the annular direction but the radial displacement is not. The radial displacement exhibits a good symmetry with respect to the coordinate axis, which results from the symmetry of the materials.
The phase field model can also give the specific energy density as well as the total free energy density. Fig. 3(c) and (d) shows the distribution of the exchange energy density and magnetocrystalline anisotropy energy density in the ferromagnetic ring, respectively. The areas with blue in the two figures have a lower energy density while the regions with red have a higher energy density. As shown in Fig. 3(a) , the magnetization vectors on the inner surface change their orientations more quickly than those on the outer surface. Correspondingly, the exchange energy density (gradient energy density) on the inner surface is larger than that on the outer surface as shown in Fig. 3(c) . The exchange energy density gradually decreases from the inner surface to the outer surface of the ring. The exchange energy density also changes slightly along the annular direction which is attributed to the symmetry of the ferromagnetic crystal. In Fig. 3(d) , the anisotropy energy in the blue regions is lower than other areas in the ring. The magnetization vectors in the blue regions coincide with the coordinate axis, which are the easy directions of magnetization. This is the reason why the anisotropy energy density in the blue regions is lower than the red areas. The anisotropy energy density along the [1 1 0] direction increases from inner surface to outer surface, which is caused by the distortion of the magnetization vectors along the direction. In our simulations, the ferromagnetic rectangle thin films, disk and ring have the same thickness but with different shapes. Different stable distributions of spontaneous magnetization are predicted for the ferromagnetic materials with different geometries. The simulation results show that the geometric shape of materials play an important role in determining the domain structures of ferromagnetic materials, which is attributed to the magnetocrystalline anisotropy and surface effect.
Motion of 180°domain wall under an external magnetic field
When the ferromagnetic material is being in an external magnetic field, its magnetization state would be changed to a new equilibrium state. The phase field model can also simulate this dynamic process. We choose the rectangle thin film with double domain as an example to reveal the motion of 180°domain wall under an external magnetic field. The rectangle thin film is mechanically free-standing and the dimension is the same as those used in the above section. An external magnetic field is applied along the x 1 positive direction by setting different magnetic potentials on the surfaces perpendicular to the x 1 axis. The magnetic potentials on the x 1 = 0 and x 1 = 63 nm plane are set as zero and / Ã ¼ À1:4, respectively, in Fig. 4(a) . For the thin film with 180°d omain wall, the initial magnetization is given as that the magnetization vectors in half of the thin film are along the x 1 positive direction, and the rest are along the x 1 negative direction. The initial magnetization state is shown in Fig. 4(a) , in which the initial domain wall is sharp.
The magnetization vectors near the domain wall first adjust their orientations as shown in Fig. 4(b) . The domain wall changes from a sharp wall to a diffusive wall. Then the domain wall moves from the middle to the left. Fig. 4(b) -(f) shows the snapshots of motion of the domain wall. It is interesting that the rotation of the magnetization vectors in the above part of the thin film is counterclockwise, while it is clockwise in the below part. In both parts, the magnetizations change their orientation by 180°angle from one domain to the other. In Neel walls, the rotation of the magnetization vectors takes place in the plane of the vectors in the two neighboring domains, meaning that other than in Bloch walls they have no out of plane component. At the two Neel walls, the magnetization vectors rotate their orientation in opposite directions. Two Neel walls meet at the middle of thin film in the x 1 direction.
As shown in Fig. 4(c) , the domain walls become wider than that of Fig. 4(b) during the motion. When the domain walls move close to the boundary, it begins to vanish from the middle. The regions with magnetizations antiparallel to the external magnetic field shrink gradually as shown in Fig. 4(d) and (e). Finally a uniform magnetization configuration is obtained as shown in Fig. 4(f) . All the magnetization vectors are along the x 1 positive direction, i.e. the direction of the external magnetic field. Different colors in Fig. 4(f) represent the different magnitudes of the displacement along the x 1 direction, which shows that the deformation is quite uniform. The external magnetic field is along the x 1 direction, so the single domain has only the magnetizations that point the x 1 positive direction. In such situation, the thin film expands in the x 1 direction and contracts in other two directions. Fig. 5 (a) and (b) show the detailed distribution of magnetization vectors around the two Neel walls at the time steps n = 140 during the evolution. It is interesting that the magnetization vectors form an anti-vortex structure at the meeting point of two Neel wall as shown in Fig. 5(b) . Across the meeting point, the magnetization vectors changes their orientations from in-plane to out-of-plane, and then to in-plane with an opposite orientation from the original one. This transition is similar to the change of magnetization across a Bloch wall in ferromagnetic materials. The anti-vortex structure of magnetization at the meeting point is the hybrid of the Bloch wall and Neel wall of ferromagnetic materials. Furthermore, the magnetization anti-vortex remains the same configuration when the domain wall moves to the left. It is found that the magnetization vector in the center of the magnetization anti-vortex is not exactly perpendicular to the surface, which is different from that of magnetization vortex in Fig. 2(a) . The magnetization anti-vortex moves to the left boundary with the domain wall and the domain wall starts to vanish from the anti-vortex when it reaches the boundary.
Domain evolution under an external stress
When the ferromagnetic materials are subjected to external mechanical loadings, the magnetization states can also be changed due to the magnetoelastic coupling. The actual loadings can be rather complex. While in our phase field model, it's convenient to apply various mechanical loadings to the simulated materials. Here we only discuss a simple but important situation, i.e. the uniaxial tension. From the simulation with the basic loading, the effectiveness of the phase field model can be examined. The simulations for other situations with complex mechanical loadings will be done in our subsequent work. The magnetization domain structure obtained in Fig. 1(a) is used as the initial magnetization distribution.
A uniform tensile stress of r ¼ 2:38 GPa is applied along the x 3 direction, which is shown in Fig. 6(a) . The evolution process of the domain structure is shown by Fig. 6(b)-(f) . With the appearance of the external stress, the domains with magnetizations parallel to the stress direction become larger compared with those shown in Fig. 1(a) . The domains in Fig. 1(a) are triangular, while they look like a parabola in Fig. 6(b) . With the time increases, the middle domain is squeezed and moves downward, as shown in Fig. 6(c) . The domains with magnetization vectors parallel to the x 3 direction further increase and merge together as shown in Fig. 6(d) . Then the small domains disappear gradually as shown in Fig. 6(e) . Finally, there are two big domains with magnetization vectors parallel to the stress direction as shown in Fig. 6(f) . The 180°domain wall exists between the two big domains. The 180°domain wall is located at the middle of thin film in the x 3 direction. There are also some magnetization vectors are not parallel to the x 3 direction at two ends. These magnetization vectors change their orientations gradually from one domain the other. It should be noted that the rotation of the magnetization vectors across the domains only takes place in the plane of the thin film. Therefore, there is no magnetization vector perpendicular to the thin film plane, which is different from the initial state where the normal components of magnetization are not zeros in the vortex cores. The simulation results show that the tensile stress can change the magnetization vectors from the out-of-plane state to the in-plane state. To examine the loading rate effect, we conduct the simulations by applying the mechanical loading in series steps. It is found that evolution process is the same as that in Fig. 6 , indicating that the loading rate has less effect on the evolution process.
Concluding remarks
To conclude, a real-space phase field model is proposed to simulate the microstructure evolution in ferromagnetic materials. Compared with traditional phase field models, the periodic boundary conditions are not essential in the present model. The magnetization distributions in the ferromagnetic thin film, disk and ring have been predicted by the phase field model. It is found that magnetization vectors form a vortex structure and the magnetization vector is perpendicular to the surface at the vortex core. The distribution of the magnetization vectors near the vortex core is in agreement with the experimental observations (Wachowiak et al., 2002) . The motion of the 180°domain wall in a rectangular thin film subjected to an external magnetic field is simulated, and the unique magnetization anti-vortex configuration exhibits during the domain switching process. The domain evolution of ferromagnetic thin films subjected to an external stress is also investigated and the magnetoelastic coupling behavior of ferromagnetic materials has been well reproduced by the proposed phase field model. Due to the flexibility of the finite element implementation, the real-space phase field model is expected to a wide of applications in investigating the domain evolution and the macroscopic magnetoelastic coupling behaviors of giant magnetostrictive materials. 
