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1 Introduzione
• Nella prima meta` del ventesimo secolo nasceva in Europa una nuova cor-
rente della filosofia matematica: l’intuizionismo. La differenza principale
rispetto alla matematica classica e` il concetto di “verita`”. Mentre da un
punto di vista classico il fatto che una proprieta` sia “vera” e` indipen-
dente dal fatto che questa sia dimostrabile o meno, per un matematico
intuizionista “vero” coincide con “dimostrabile”.
Quello che si ricava da questo e` che non e` generalmente valido il princi-
pio de terzo escluso e che le dimostrazioni intuizioniste risultano essere
costruttive, a differenza di quanto succede nel caso classico. Ad esempio,
mostrare che “vale la congettura di Goldbach oppure esiste n che faccia da
controesempio” classicamente non ci da nessuna informazione sul fatto che
tale congettura sia vera o meno, mentre dimostrarla intuizionisticamente
significa provare la congettura oppure fornire un controesempio ad essa.
• Nel caso specifico dell’aritmetica intuizionista HA si possono ricavare vari
risultati di carattere costruttivo. Tra questi si ha che dalla dimostrazio-
ne di una formula ∀x.∃y.A(x, y), si puo` estrapolare un programma per
calcolare una funzione f tale che per ogni n ∈ N valga A(n, f(n)).
Il vantaggio dell’aritmetica intuizionista rispetto a quella classica e` quindi
dato dal poter tradurre dimostrazioni in algoritmi.
• Abbiamo inoltre che le dimostrazioni intuizioniste sono classicamente ac-
cettabili, ma non e` generalmente vero il viceversa, quindi HA dimostra
meno formule rispetto a PA. Si ha pero` che tutti i teoremi dell’aritme-
tica classica sono codificati all’interno di quella intuizionista tramite una
opportuna traduzione delle formule, l’interpretazione negativa. In par-
ticolare possiamo associare ad una formula ϕ una formula ϕN in modo
che classicamente le due formule siano equivalenti e PA dimostri ϕ se e
soltanto se HA dimostra ϕN .
Questo ci dice che HA dimostra meno teoremi di PA, ma contiene le stesse
informazioni.
• Raccogliendo i risultati qui esposti, si possono ricavare informazioni co-
struttive anche a partire da una dimostrazione di PA.
In particolare, da una dimostrazione classica di una formula ∀x.∃y.ϕ(x, y)
con ϕ decidibile, e` semplice dedurre che esiste una funzione f calcolabile
tale che per ogni n ∈ N valga ϕ(n, f(n)), ma quello che si ricava utilizzando
l’interpretazione negativa e` che f risulta essere un funzionale ricorsivo di
Go¨del, e si ha quindi una stima della sua complessita`.
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1.1 Interpretazione delle formule
Poiche´ il concetto di “verita`” cambia nella logica intuizionista, anche le formule
vanno interpretate in maniera differente rispetto al caso classico. Risulta utile
dare allora un interpretazione informale del significato dei connettivi logici e dei
quantificatori.
Affermare ad esempio “A o B” secondo la matematica classica significa che
uno tra A e B deve risultare necessariamente vero (pur non sapendo distinguere
quale dei due casi sia verificato), mentre intuizionisticamente assume il signi-
ficato “si puo` dimostrare A oppure si puo` dimostrare B”. In quest’ottica le
dimostrazioni per casi non sono accettabili. Infatti provando che “da A segue
B” e “da ¬A segue B” non ci permette di concludere che vale B, in quanto
deve essere fornita esplicitamente una dimostrazione di A o una dimostrazione
di ¬A.
Un esempio classico e` dato dal teorema che afferma l’esistenza di due numeri
irrazionali a e b tali che ab sia razionale. Infatti la dimostrazione piu` nota di
questo fatto e` la seguente:
• Se √2
√
2
e` irrazionale, allora ponendo a =
√
2
√
2
e b =
√
2 si ha ab = 2
• Se √2
√
2
e` razionale, allora ponendo a = b =
√
2 si ha ab = a =
√
2
√
2
• Poiche´ in entrambi i casi si ha ab razionale, segue la tesi
Allo stesso modo le dimostrazioni per assurdo non sono accettabili. Infatti
il significato di “A e` falsa” (o anche “¬A e` vera”) e` che esiste un modo per
falsificare A, cioe` un modo per trasformare una dimostrazione di A in una
dimostrazione dell’assurdo (che nel seguito indicheremo con ⊥). In quest’ottica
il passaggio non valido in una dimostrazione per assurdo e` ¬¬A → A, che
assume il significato “se e` assurdo che esista una dimostrazione di ¬A allora
deve esistere una dimostrazione di A”, affermazione che non risulta giustificabile
intuizionisticamente.
Notiamo che ¬A viene considerata solo un’abbreviazione per A→⊥. Infatti
A→ B significa che da una dimostrazione di A si puo` derivare una dimostrazione
di B, coerentemente con l’interpretazione data di ¬A.
Anche il ruolo dei quantificatori cambia rispetto al caso classico. Infatti
affermare “Per ogni x vale A(x)” classicamente significa “Per ogni x risulta vero
A(x)”, mentre intuizionisticamente vorrebbe dire “Per ogni x si puo` ottenere
una dimostrazione di A(x)”. Per provare quindi ∀x.A(x) servono due cose:
• Un algoritmo che trasformi un oggetto x in una dimostrazione di A(x)
• Una prova che tale algoritmo funzioni
Ad esempio si puo` mostrare che ogni numero naturale e` pari oppure dispari con
un ragionamento intuizionisticamente valido. Infatti un algoritmo per capire se
n e` pari oppure dispari consiste nel sottrarre 2 ad n fino a che non si raggiunga il
valore 1 oppure 0 (cioe` considerare il resto modulo 2), e la correttezza di questo
algoritmo e` dimostrabile intuizionisticamente.
Invece l’affermazione “ogni programma per macchina di Turing universale
termina in un numero finito di passi oppure non termina” non e` dimostrabile.
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Infatti una dimostrazione consisterebbe in un algoritmo che fornito un program-
ma decide se questo termina o meno in un numero finito di passi, ma un tale
algoritmo risolverebbe il problema della fermata e non puo` quindi esistere.
Nel caso del quantificatore esistenziale, dimostrare intuizionisticamente la
proprieta` “esiste un x tale che valga A(x)” significa trovare un oggetto oppor-
tuno n ed una dimostrazione di A(n), cosicche´ provare l’esistenza di un oggetto
coincide col costruirlo.
Notiamo che per quanto detto finora ogni dimostrazione puo` essere riletta
come un algoritmo, quindi l’aritmetica intuizionista risulta avere un carattere
costruttivo. Ad esempio una dimostrazione di ∀x.¬A(x) consiste in un algoritmo
che fornito x, fornita una dimostrazione p di A(x), restituisca una dimostrazio-
ne dell’assurdo. Invece una dimostrazione di ¬∃x.A(x) consiste in un algoritmo
che, fornita una dimostrazione q di ∃x.A(x) restituisca una dimostrazione del-
l’assurdo. Lasciamo al lettore il giustificare (sempre intuizionisticamente) che
dalla verita` della seconda formula si puo` ricavare la verita` della prima, ma non
viceversa.
1.2 L’aritmetica intuizionista
Un esempio di teoria intuizionista e` dato dall’aritmetica intuizionista. Questa e`
stata studiata a fondo ed in particolare il matematico olandese Arend Heyting
ne ha dato una formalizzazione che e` stata utilizzata molto in letteratura, la
teoria HA. Per questa possono essere dimostrati risultati molto interessanti,
tra i quali che l’uguaglianza risulta decidibile e per particolari classi di formu-
le vale il principio del terzo escluso (formule libere da quantificatori) oppure
l’eliminazione della doppia negazione (formule libere da quantificatori, formule
negative).
Uno dei risultati piu` significativi e` l’interpretazione negativa del matema-
tico austriaco Kurt Go¨del. L’interpretazione negativa consiste nel trasformare
dimostrazioni classiche dell’aritmetica di Peano (la teoria PA) in dimostrazioni
intuizionistiche di HA. Piu` precisamente, data una formula ϕ tale che PA ` ϕ,
questa puo` essere trasformata in una formula ϕN tale che HA ` ϕN sostituendo
• alle formule atomiche la loro doppia negazione (ad esempio, a n = m viene
sostituito ¬¬n = m)
• al simbolo ∨ il simbolo ∨N definito da ψ ∨N η ⇔ ¬ (¬ψ ∧ ¬η)
• al simbolo ∃ il simbolo ∃N definito da ∃Nx.ψ(x)⇔ ¬∀x.¬ψ(x)
Come gia` affermato, questo risultato ci dice che tutti i teoremi di PA sono
“codificati” all’interno di HA. Da questo possono essere ricavati alcuni risultati
interessanti, ad esempio che PA ed HA dimostrano le stesse formule negative.
L’interpretazione negativa puo` inoltre essere estesa a molte altre teorie classiche
per poterle interpretare nelle loro versioni intuizioniste.
L’interpretazione Dialectica, un altro risultato di Go¨del, permette di trasfor-
mare dimostrazioni di HA in algoritmi tramite un’opportuna traduzione delle
formule. Piu` precisamente, in una dimostrazione intuizionista e` necessario com-
piere delle scelte, come ad esempio per dimostrare ψ ∨ η e` necessario scegliere
se dimostrare ψ o se dimostrare η, e questa scelta dipende dalle variabili libe-
re che compaiono in tali formule. Quindi a una formula ϕ(z) l’interpretazione
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associa una formula ϕD(x, y, z) che risulta verificata se e solo se le variabili x
codificano tali scelte. In altri termini, se HA dimostra ϕ(z), allora esistono dei
funzionali fz (dipendenti dalle variabili z) tali che per ogni valore di y e di z
valga ϕD(fz, y, z). Diamo alcuni esempi per chiarire questo punto:
• Supponiamo che ψ ed η vengano tradotti rispettivamente con ψD ed ηD
e che ϕ
ψ ∨ η. Si ha che ϕD
(x = 0 ∧ ψD) ∨ (x = 1 ∧ ηD). Infatti
una dimostrazione di ϕ richiede di dimostrare ψ oppure dimostrare η, ed
il valore di x codifica tale scelta.
• Supponiamo che ψ(z) (dove z e` libera) venga tradotta con ψD(z) e che
ϕ
∃z.ψ(z). Si ha che ϕD
ψD(x). Infatti dimostrare ϕ richiede di
scegliere un opportuno valore da sostituire a z.
• Supponiamo che ψ venga tradotta con ψD(x, y) e che ϕ
¬ψ. Si ha
che ϕD
¬ψD(x, Y (x)), dove ora e` la variabile Y a dover codificare le
scelte. Infatti una dimostrazione di ¬ψ richiede di trovare un algoritmo
che trasformi una dimostrazione di ψ (rappresentata da un valore di x) in
una dimostrazione dell’assurdo (un valore di y che renda falsa ψD(x, y)).
La variabile Y codifica tale algoritmo.
Il risultato di Go¨del afferma che da una dimostrazione di HA ` ϕ si possono
ricavare i funzionali che codificano le scelte da compiere.
Come corollario di questo si ottiene una giustificazione formale del fatto
che una dimostrazione dell’aritmetica intuizionista e` costruttiva. Se viene di-
mostrato che esiste un oggetto n che soddisfi la proprieta` A(n) allora questo
puo` essere costruito a partire dalla dimostrazione, se viene provata l’esistenza
di una funzione f questa risulta essere rappresentata da un programma e quindi
e` calcolabile totale.
1.3 Informazioni costruttive nel caso classico
Andando a legare le due traduzioni, quella negativa e quella Dialectica, si posso-
no ottenere delle informazioni costruttive riguardanti anche l’aritmetica classica,
diverse pero` da quelle trovate nel caso intuizionista. Infatti da una dimostra-
zione in PA di ϕ si possono ricavare dei funzionali che attestino che ϕ non puo`
essere falsificata. Facciamo un esempio. Consideriamo la formule M(x) ↓y che
indica che il programma per macchina di Turing M con input x terminera` in al
piu` y passi.
• Consideriamo la formula
∀M,x.∃y.∀z. (M(x) ↓y ∨¬M(x) ↓z)
Questa indica che ogni programma non termina oppure esiste un numero
finito di passi per cui termina, e quindi classicamente e` vera. Risulta
inoltre dimostrabile in PA.
• La doppia traduzione della formula sopra si dimostra essere equivalente a
M(x) ↓Y (x,Z) ∧¬M(x) ↓Z(Y (x,Z))
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dove Y ha il ruolo di codificare la dimostrazione. Quindi si puo` trovare
una funzione t tale che valga
M(x) ↓t(x,Z) ∧¬M(x) ↓Z(t(x,Z))
• Supponiamo ora che qualcuno stia cercando di falsificare la dimostrazione
di
∃y.∀z. (M0(x0) ↓y ∨¬M0(x0) ↓z)
dove il valore x0 e la macchina di Turing sono stati fissati. Per farlo
dovrebbe trovare, per ogni valore di y, un opportuno valore Z(y) tale che
valga
¬M0(x0) ↓y ∧M0(x0) ↓Z(y)
Ma questo e` assurdo, infatti andando a calcolare il valore di t(x0, Z)
otteniamo un valore n tale che valga
M0(x0) ↓n ∧¬M0(x0) ↓Z(n)
La traduzione negativa e quella Dialectica possono essere adattate anche ad
altre teorie, tra cui varie estensioni dell’aritmetica. Tra queste risulta interessan-
te studiare estensioni di HA espandendo il linguaggio (ad esempio l’aritmetica
dei tipi finiti HAω) o aggiungendo assiomi non intuizionisticamente validi, ma
che ammettono una giustificazione costruttiva (ad esempio il principio di Mar-
kov). Queste teorie possono essere interpretate all’interno di loro stesse, e da
questo possono essere ricavate varie informazioni di tipo costruttivo, ad esempio
che tutti gli oggetti definibili sono rappresentati da opportuni termini. Si posso-
no anche ottenere diversi risultati di conservativita`, tra i quali la conservativita`
di PA su HA rispetto alle formule della forma ∀x.∃y.ϕ(x, y) con ϕ(x, y) deci-
dibile. In particolare, se una tale formula e` della forma ∀x.∃!y.ϕ(x, y), questa
definisce una funzione da N ad N. Quello che si puo` ricavare dal risultato di
conservativita` precedente e` che tale funzione risulta essere appartenere ad una
particolare classe di funzioni calcolabili totali, i funzionali ricorsivi di Go¨del, e
si puo` quindi dare una stima della sua complessita`.
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2 La logica intuizionista
Introduciamo brevemente in questo capitolo la logica intuizionista. In parti-
colare nella sottosezione 2.1 presenteremo gli assiomi logici intuizionisti e nella
sottosezione 2.2 introdurremo un metodo per mostrare che alcune formule non
sono derivabili.
2.1 Prime definizioni
In questo documento diamo per note le nozioni di simbolo, logica, segnatura,
logica a piu` sorte, termine, formula, assioma, regola di inferenza, teoria, modello
e interpretazione semantica. Nel seguito per non appesantire la notazione, con
assioma logico ci riferiremo sia agli assiomi logici propriamente detti che alle
regole di inferenza.
Nel seguito considereremo i simboli logici ∧, ∨, →, ∀, ∃, > e ⊥. Non
consideriamo ¬ e = come simboli logici.
Per riferirci alla regola di inferenza da ϕ1,. . . e ϕn deduco ψ utilizzeremo sia
la notazione
ϕ1 . . . ϕn
ψ
che la notazione ϕ1, . . . , ϕn ⇒ ψ. Con abuso di notazione, utilizzeremo la stessa
simbologia per indicare i teoremi validi nel sistema preso in esame.
Le teorie saranno introdotte specificandone il linguaggio, l’insieme dei tipi
(nel caso di teorie a piu` sorte), l’insieme degli assiomi logici e l’insieme degli
assiomi non logici.
I modelli che andremo a considerare saranno descritti dando l’interpretazione
semantica dei simboli non logici e (nel caso di teorie a piu` sorte) un opportuno
dominio di interpretazione per ogni sorta.
Per indicare un’abbreviazione od un’uguaglianza tra due scritture formali
simbolo per simbolo utilizzeremo il simbolo 
. Ad esempio ϕ
> →⊥ sta ad
indicare che col simbolo ϕ rappresenteremo la stringa formata dai tre simboli
>, → e ⊥ in quest’ordine.
Introduciamo le seguenti notazioni:
• ¬ϕ
ϕ→⊥
• ϕ↔ ψ
ϕ→ ψ ∧ ψ → ϕ
• ϕ ≡ ψ
ϕ↔ ψ
• ϕ(x1, . . . , xn) indica che le variabili libere di ϕ sono contenute nell’insieme
{x1,. . . ,xn}.
• ϕ ( tx) indica la formula ϕ in cui ad ogni occorrenza libera di x viene
sostituito il termine t.
Vogliamo ora formalizzare le deduzioni classiche ed intuizionistiche attraver-
so un sistema di assiomi logici. Consideriamo i seguenti schemi di assiomi:
(L1) ϕ, ϕ→ ψ ⇒ ψ
(L2) ϕ→ ψ, ψ → η ⇒ ϕ→ η
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(L3) ϕ ∧ ψ → η ⇒ ϕ→ (ψ → η)
(L4) ϕ→ (ψ → η) ⇒ ϕ ∧ ψ → η
(L5) ϕ ∧ ψ → ϕ
(L6) ϕ ∧ ψ → ψ ∧ ϕ
(L7) ϕ→ ϕ ∧ ϕ
(L8) ϕ→ η, ψ → η ⇒ ϕ ∨ ψ → η
(L9) ϕ→ ϕ ∨ ψ
(L10) ϕ ∨ ψ → ψ ∨ ϕ
(L11) ⊥→ ϕ
(L12) ¬¬ϕ ⇒ ϕ
(L13) ∀x.ϕ→ ϕ ( tx)
(L14) ϕ→ ψ (x) ⇒ ϕ→ ∀x.ψ (x)
(L15) ψ(x)→ η ⇒ ∃x.ϕ(x)→ η
(L16) ϕ
(
t
x
)→ ∃x.ϕ(x)
(L17) > ↔ (⊥→⊥)
Definizione 2.1 (Schemi di assiomi logici)
• Definiamo gli assiomi logici classici come l’unione di tutti gli schemi sopra
introdotti
• Definiamo gli assiomi logici intuizionisti come l’unione di tutti gli schemi
sopra introdotti tranne lo schema 12
• Definiamo gli assiomi della logica proposizionale classica come l’unione
degli schemi da 1 a 12 con lo schema 17 (cioe` gli assiomi logici classici
che non contengano i simboli ∀ e ∃).
• Definiamo gli assiomi della logica proposizionale intuizionista come l’u-
nione degli schemi da 1 a 11 con lo schema 17 (cioe` gli assiomi logici
intuizionisti che non contengano i simboli ∀ e ∃).
Quello che facciamo quindi e` definire gli assiomi logici intuizionisti partendo
da quelli classici ed escludendo l’assioma (L12). Infatti tutti gli altri risultano
validi rispetto alla filosofia intuizionista. Ad esempio, l’assioma (L8) va interpre-
tato come “se posso trasformare una dimostrazione di ϕ in una dimostrazione di
η e posso trasformare una dimostrazione di ψ in una dimostrazione di η, allora
posso trasformare una dimostrazione di ϕ∨ψ in una dimostrazione di η”. Que-
sto risulta giustificato ricordando che dimostrare ϕ ∨ ψ coincide col dimostrare
ϕ o col dimostrare ψ.
In seguito mostreremo che aver eliminato l’assioma (L12) non permette di
dimostrare il principio del terzo escluso ϕ ∨ ¬ϕ.
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2.2 Una semantica per la logica proposizionale
Diamo rapidamente alcuni strumenti per mostrare che una formula proposizio-
nale non e` derivabile intuizionisticamente.
Andiamo a sviluppare una semantica per la logica proposizionale intuizio-
nista utilizzando le algebre pseudo-booleane. L’idea che sta alla base di questa
e` considerare valori di verita` diversi da > e ⊥ da poter attribuire alle variabili
proposizionali in modo che:
• fissati i valori di ϕ e ψ siano univocamente determinati i valori di ϕ ∧ ψ,
ϕ ∨ ψ e ϕ→ ψ.
• la semantica sia compatibile con la logica intuizionistica, cioe` il valore di
verita` attribuito ad un assioma logico sia >.
Definizione 2.2 (Algebra pseudo-booleana)
Definiamo una algebra pseudo-booleana (o algebra di Brower) come un insieme
parzialmente ordinato (B,≤) tale che esista un elemento ⊥∈ B e che per ogni
coppia di elementi a, b ∈ B si possano scegliere elementi a ∧ b, a ∨ b, a→ b ∈ B
in modo da verificare le seguenti proprieta`:
• a ≤ a
• a ≤ b, b ≤ c ⇒ a ≤ c
• a ∧ b ≤ a
• a ∧ b ≤ b
• c ≤ a, c ≤ b ⇒ c ≤ a ∧ b
• a ≤ a ∨ b
• b ≤ a ∨ b
• a ≤ c, b ≤ c ⇒ a ∨ b ≤ c
• a ∧ (a→ b) ≤ b
• c ∧ a ≤ b⇒ c ≤ (a→ b)
• ⊥≤ c
Definiamo due elementi naturalmente equivalenti se a ≤ b e b ≤ a. Per le
nostre applicazioni possiamo assumere che l’equivalenza naturale coincida con
l’uguaglianza, cioe`
• a ≤ b, b ≤ a ⇒ a = b
Si puo` mostrare che un’algebra pseudo-booleana e` un reticolo distributivo e
che gli elementi a∧b, a∨b e a→ b sono univocamente determinati. In particolare
risulta
− a ∧ b e` il massimo di {x | x ≤ a e x ≤ b}
− a ∨ b e` il minimo di {x | a ≤ x e b ≤ x}
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− a→ b e` il massimo di {x | a ∧ x ≤ b}
− Posto ¬a
 a→⊥, segue dal punto precedente che questo e` il massimo di
{x | a ∧ x ≤⊥} = {x | a ∧ x =⊥}
Inoltre definito >
 ⊥→⊥ se aggiungiamo la proprieta` c∨¬c = > otteniamo
un’algebra booleana.
Esempio 2.3
Le seguenti due immagini rappresentano due algebre pseudo-booleane (a ≤ b se
a si trova piu` in basso di b)
>
ω
⊥
>
ω
α β γ
a b c
⊥
Notiamo che nella prima algebra a ∧ b = min{a, b} e a ∨ b = max{a, b},
mentre questo non vale nella seconda.
Si puo` mostrare che le algebre pseudo-booleane risultano essere un modello
per la logica proposizionale intuizionista. Piu` precisamente supponiamo fissato
un insieme di proposizioni atomiche P ed un’algebra pseudo-booleana B. Defi-
niamo una valutazione V come una funzione da P a B. Fissata una valutazione
questa puo` essere estesa in modo naturale ad una funzione J•KV che ad una for-
mula proposizionale associa un elemento in B. Diciamo allora che una formula
ϕ risulta verificata dal modello se JϕKV = >.
Enunciamo ora due teoremi senza dimostrazione.
Teorema 2.4
Data F una formula della logica proposizionale derivabile dagli assiomi della
logica proposizionale intuizionista, allora per ogni pseudo-algebra booleana B,
per ogni valutazione V si ha JF KV = >.
Teorema 2.5
Per ogni formula F non derivabile intuizionisticamente, esiste una algebra pseudo-
booleana finita B ed una valutazione V tali che JF KV 6= T
Esempio 2.6
Consideriamo l’insieme P = {p}. Vogliamo mostrare che non sono dimostrabili
intuizionisticamente le tautologie classiche ¬¬p → p e p ∨ ¬p. Per farlo ci
basta esibire un’algebra pseudo-booleana ed una valutazione tale per cui le due
formule non siano verificate.
Consideriamo la prima algebra nell’esempio 2.3 e la valutazione V (p) = ω.
Allora
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• J¬pK = max{x | ω ∧ x =⊥} =⊥ in quanto {x | ω ∧ x =⊥} = {⊥}
• Jp ∨ ¬pK = max{ω,⊥} = ω
• J¬¬pK = max{x |⊥ ∧x =⊥} = >
• J¬¬p→ pK = max{x | > ∧ x ≤ ω} = ω
come voluto.
Esempio 2.7
Consideriamo l’insieme P = {p, q, r}. Vogliamo mostrare che la formula
ϕ
(¬p→ q ∨ r)→ (¬p→ q) ∨ (¬p→ r)
non e` derivabile intuizionisticamente. Infatti una dimostrazione di ϕ richiede di
fornire un algoritmo che data una dimostrazione p di ¬p → q ∨ r fornisce una
dimostrazione di ¬p → q oppure di ¬p → q, ma questo non sempre esiste. Ad
esempio in alcune teorie l’uguaglianza risulta essere decidibile sotto opportune
ipotesi (nel nostro esempio ¬p), da cui ponendo q
x = y e r
x 6= y la
formula ϕ assume la forma
ϕ
(¬p→ x = y ∨ x 6= y)→ (¬p→ x = y) ∨ (¬p→ x 6= y)
In questo caso la premessa risulta vera, ma ne´ x = y ne´ x 6= y sono dimostrabili
a partire da questa.
Prendendo la seconda algebra dell’esempio 2.3 e la valutazione V (p) = a,
V (q) = b, V (r) = c si ottiene che JϕK = ω, come voluto.
Con metodi analoghi si puo` mostrare anche il seguente risultato che distingue
logica proposizionale classica e intuizionista
Lemma 2.8
I simboli ∧, ∨, → e ⊥ sono indipendenti nel calcolo proposizionale intuizionista,
cioe`
• Non esiste una formula ϕ in cui non compaia il simbolo ⊥ tale che sia
derivabile ⊥↔ ϕ
• Non esiste una formula ϕ in cui non compaia il simbolo ∧ tale che sia
derivabile ϕ↔ (p ∧ q)
e similmente per ∨ e →.
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3 L’aritmetica intuizionista
3.1 Le teorie PA e HA
Introduciamo l’oggetto di studio principale di questo documento, l’aritmetica
intuizionista o aritmetica di Heyting, nel seguito abbreviata con HA. Co-
me gia` anticipato nell’introduzione questa risulta essere una formalizzazione
dell’aritmetica che rispetta le regole di deduzione intuizioniste.
L’aritmetica intuizionista ha come linguaggio, termini e assiomi non lo-
gici quelli dell’aritmetica di Peano, e come assiomi logici quelli intuizionisti.
Definiamo piu` nel dettaglio tale teoria.
Definizione 3.1 (Linguaggio di HA)
Supponiamo dato un insieme infinito V . Il linguaggio di HA e` il linguaggio
del primo ordine formato dal simbolo di costante 0, dai simboli di funzione S
(unario), + e · (binari), dal simbolo di relazione = (binario) e avente come
simboli di variabile gli elementi di V .
Definizione 3.2 (Formule di HA)
Le formule di HA sono le formule costruite con i simboli logici ⊥, >, ∧, ∨, →,
∀, ∃ secondo le usuali regole.
Definizione 3.3 (Assiomi di HA)
Poniamo come assiomi logici di HA quelli della logica intuizionista definiti alla
sezione precedente.
Poniamo come assiomi non logici i seguenti:
(HA1) x = x
(HA2) x = y ∧ z = y → x = z
(HA3) x = y ∧ ϕ (xz )→ ϕ (yz )
(HA4) Sx 6= 0
(HA5) Sx = Sy → x = y
(HA6) x+ 0 = x
(HA7) x+ Sy = S(x+ y)
(HA8) x · 0 = 0
(HA9) x · S(y) = x+ x · y
(HA10) ϕ
(
0
z
) ∧ ∀x. (ϕ (xz )→ ϕ (Sxz ))→ ∀x.ϕ (xz )
Informalmente, i simboli =, S, + e · vogliono rappresentare l’uguaglianza
tra naturali, la funzione successore e gli operatori somma e prodotto usuali.
Abbiamo quindi tra gli assiomi non logici
• Le proprieta` dell’uguaglianza, cioe` che e` una relazione di equivalenza (as-
siomi (HA1) e (HA2)) e che valori uguali possono essere sostituiti nelle
formule (assioma (HA3))
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• Le proprieta` che definiscono univocamente successore, somma e prodotto
(assiomi da (HA4) a (HA9))
• L’assioma di induzione (assioma (HA10))
Come gia` detto PA (l’aritmetica di Peano) puo` essere ottenuta da HA
prendendo come assiomi logici quelli classici. Risulta quindi immediato dalla
definizione il seguente lemma
Lemma 3.4
HA ` ϕ⇒ PA ` ϕ
3.2 L’aritmetica dei tipi finiti
Per i nostri scopi e` necessario introdurre un sistema piu` espressivo di HA.
Definiamo quindi una teoria a piu` sorte che estenda HA, l’aritmetica dei tipi
finiti, a cui in seguito ci riferiremo con HAω. Cominciamo a definire l’insieme
dei suoi tipi.
Definizione 3.5 (Tipo finito)
Definiamo l’insieme dei tipi finiti attraverso le seguenti clausole:
• 0 e` un tipo finito
• se σ e τ sono tipi finiti, σ → τ e` un tipo finito
Definiamo Σ l’insieme dei tipi finiti.
Indichiamo generalmente con le lettere greche ρ, σ e τ i tipi finiti. Con la
scrittura σ1 → σ2 → · · · → σn intendiamo σ1 → (σ2 → · · · → (σn−1 → σn) . . . ).
Si puo` quindi dedurre dalla definizione che un tipo finito puo` essere sempre
scritto nella forma σ1 → · · · → σn → 0 per opportuni σi.
Informalmente, quello che rappresentano i tipi finiti sono insiemi di funzioni
e funzionali. Piu` precisamente
− 0 rappresenta un certo insieme di costanti, nei nostri esempi N
− Se σ rappresenta l’insieme S e τ rappresenta l’insieme T , σ → τ rap-
presenta un’opportuna classe di funzioni da S a T , ad esempio tutte le
funzioni o le funzioni calcolabili totali
Per non appesantire la notazione, con JτK intenderemo l’interpretazione se-
mantica del tipo τ (dove questa sia stata fissata). Nei casi in cui verranno consi-
derate piu` interpretazioni semantiche indicheremo di volta in volta le notazioni
utilizzate.
Esempio 3.6
Supponiamo 0 rappresenti N e σ → τ tutte le funzioni da S a T . Allora
• 0→ 0 e` un tipo finito e rappresenta le funzioni da N ad N
• (0 → 0) → 0 e` un tipo finito e rappresenta i funzionali da NN ad N. Un
esempio di elemento e` F definito da F (f) = f(0)
• 0 → (0 → 0) e` un tipo finito e rappresenta le funzione da N ad NN. Un
esempio di elemento e` G definito da G(n) = gn, dove a sua volta gn e` la
funzione che restituisce costantemente n
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Per semplicita` di notazione, definiamo i termini e le formule diHAω senza de-
finirne esplicitamente il linguaggio. Per una descrizione piu` accurata confrontare
[4] (dal paragrafo 1.6.3 al paragrafo 1.6.11, qui indicata con I−HAω).
Definizione 3.7 (Termini di HAω)
Supponiamo dati insiemi V σ per ogni tipo σ in modo che siano a due a due
disgiunti. Definiamo i termini di HAω secondo le seguenti clausole:
• xσ e` un termine di tipo σ (per ogni xσ ∈ V σ)
• 0 e` un termine di tipo 0
• S e` un termine di tipo 0→ 0
• + e · sono termini di tipo 0→ 0→ 0
• Dati s e t termini di tipo τ → ρ e τ rispettivamente, s(t) e` un termine di
tipo ρ
• Data xσ ∈ V σ e t un termine di tipo τ , λxσ.t e` un termine di tipo σ → τ
• Dati s, t e k di tipo σ, σ → 0 → σ e 0 rispettivamente, R(s, t, k) e` un
termine di tipo σ
• Eσ e` un termine di tipo σ → σ → 0
Informalmente, i termini di un tipo τ rappresentano gli elementi appartenenti
a JτK. In particolare
− I termini 0, S, + e · rappresentano la costante 0 e le funzioni successore,
somma e prodotto.
− Se s rappresenta una funzione, allora s(t) rappresenta l’applicazione di
tale funzione all’oggetto t.
− λx.t rappresenta una funzione definita da un contesto. Ad esempio, λx.x+
3 rappresenta la funzione che ad n fa corrispondere n+ 3, mentre λx.x · x
rappresenta la funzione che ad n fa corrispondere n2.
− Il termine R rappresenta un ricursore definito dall’equazione
R(f, g, n) = g (n− 1, g (n− 2, . . . g (0, f)))
− Il termine E(s, t) rappresenta una funzione che vale 0 se i termini s e t
rappresentano lo stesso oggetto 1 altrimenti.
Esempio 3.8
Nelle notazioni dell’esempio 3.6
• λx0.S(x0) di tipo 0→ 0 rappresenta la funzione successore da N a N
• λf0→0.f0→0(0) di tipo (0→ 0)→ 0 rappresenta la funzione F
• λn.λx.n di tipo 0→ (0→ 0) rappresenta la funzione G
Dati dei termini f , r e s di tipo ρ → σ → τ , ρ e σ rispettivamente,
introduciamo la notazione f(r, s)
 f(r)(s)
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Definizione 3.9 (Formule di HAω)
Le formule atomiche di HAω sono >, ⊥ e s =σ t dove e` stato introdotto il
simbolo =σ e si sta supponendo s e t termini di tipo σ.
Le formule di HAω sono le formule costruite a partire dalle formule atomiche
sopra descritte con i simboli logici ∧, ∨, →, ∀, ∃ secondo le usuali regole (qui
si intende che ∀ e ∃ possono essere accoppiati con variabili di ogni sorta, ad
esempio ∀xσ.ϕ e` una formula ben formata).
Possiamo assumere il linguaggio di HAω come un’estensione di HA in ma-
niera naturale, identificando le variabili di HA con le variabili di tipo 0 di
HAω.
Diciamo che un’occorrenza della variabile xσ all’interno di un termine e` libera
se non compare in sottotermini del tipo λxσ.t. Diciamo che un’occorrenza di
una variabile x in una formula e` libera se e` libera all’interno del termine in cui
compare e non compare in sottoformule del tipo ∀x.ϕ o ∃x.ϕ. Diciamo che una
variabile che compare in una formula e` libera se tutte le sue occorrenze sono
libere. Diciamo che una formula e` chiusa se tutte le occorrenze delle variabili
che vi compaiono non sono libere; altrimenti diciamo che e` aperta.
Diciamo che due termini α-equivalenti se l’uno puo` essere ottenuto dal-
l’altro rinominando opportunamente le variabili legate. Piu` formalmente,l’α-
equivalenza e` la piu` piccola relazione di equivalenza tale che
• Se s
λx.ρ[x] e t
λy.ρ [ yx], allora s e t sono α-equivalenti
• Se esistono termini a e b α-equivalenti tali che s
u [ax] e t
u [ bx], allora
s e t sono α-equivalenti
Definizione 3.10 (Assiomi di HAω)
Poniamo come assiomi logici di HA quelli della logica intuizionista.
Poniamo come assiomi non logici di HAω i seguenti (al variare di σ, τ e ρ
tra i tipi):
(HAω1) xσ = xσ
(HAω2) xσ = yσ ∧ zσ = yσ → xσ = zσ
(HAω3) xσ = yσ ∧ ϕ (xσzσ )→ ϕ(yσzσ )
(HAω4) xσ = yσ → zσ→τxσ = zσ→τyσ
(HAω5) xσ→τ = yσ→τ → xσ→τzσ = yσ→τzσ
(HAω6) s = t (al variare di (s, t) tra le coppie di termini α-equivalenti)
(HAω7) (λxσ.t) (s) = t
[
s
xσ
]
(al variare di t tra i termini di tipo τ)
(HAω8) R
(
xσ, yσ→0→σ, 0
)
= xσ
(HAω9) R
(
xσ, yσ→0→σ, Sz0
)
= yσ
(
z0, R
(
xσ, yσ→0→σ, z0
))
(HAω10) E(xσ, yσ) = 0↔ xσ = yσ
(HAω11) E(xσ, yσ) = 0 ∨ E(xσ, yσ) = 1
(HAω12) Sx0 6= 0
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(HAω13) Sx0 = Sy0 → x0 = y0
(HAω14) x0 + 0 = x0
(HAω15) x0 + Sy0 = S(x0 + y0)
(HAω16) x0 · 0 = 0
(HAω17) x0 · S(y0) = x0 + x0 · y0
(HAω18) ϕ
(
0
z0
) ∧ ∀x0.(ϕ(x0z0 )→ ϕ(Sx0z0 ))→ ∀x0.ϕ(x0z0 )
Gli assiomi da (HAω1) ad (HAω6) rappresentano le proprieta` dell’ugua-
glianza. Gli assiomi da (HAω7) ad (HAω11) definiscono gli operatori λ, R ed
E. Una conseguenza immediata degli assiomi (HAω10) e (HAω11) e` che vale
il principio del terzo escluso per le formule atomiche di HAω. Gli assiomi da
(HAω12) a (HAω18) sono gli assiomi di HA che definiscono gli operatori S, +
e · e l’assioma di induzione, da qui si ricava che HAω e` un’estensione di HA.
Si puo` mostrare in realta` che a partire dagli assiomi precedentemente intro-
dotti le funzioni + e · sono definibili da termini costruiti usando la λ-astrazione
e il ricursore, rendendole quindi ridondanti.
In maniera analoga a quanto fatto con PA, definiamo la teoria PAω come la
teoria avente come termini, formule ed assiomi non logici quelli di HAω e come
assiomi logici quelli della logica classica. Risultano allora immediato il seguente
lemma.
Lemma 3.11
• HA ` ϕ⇒ HAω ` ϕ
• HAω ` ϕ⇒ PAω ` ϕ
• PA ` ϕ⇒ PAω ` ϕ
Passiamo ora ad alcune definizioni e lemmi che ci saranno utili in seguito:
Definizione 3.12 (formula negativa)
Diciamo che una formula e` negativa se non contiene i simboli logici ∨ e ∃
Lemma 3.13
• Data ϕ una formula di HA senza quantificatori HA ` ϕ ∨ ¬ϕ e HA `
¬¬ϕ→ ϕ
• Data ϕ una formula di HAω senza quantificatori HAω ` ϕ∨¬ϕ e HAω `
¬¬ϕ→ ϕ
Dimostrazione. Per entrambi i punti, dimostrato il risultato per le formule
atomiche la tesi segue utilizzando i seguenti teoremi della logica proposizionale
intuizionista
• (ψ ∨ ¬ψ) ∧ (η ∨ ¬η)→ ((ψ ∧ η) ∨ ¬(ψ ∧ η))
• (ψ ∨ ¬ψ) ∧ (η ∨ ¬η)→ ((ψ ∨ η) ∨ ¬(ψ ∨ η))
• (ψ ∨ ¬ψ) ∧ (η ∨ ¬η)→ ((ψ → η) ∨ ¬(ψ → η))
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• (¬¬ψ → ψ) ∧ (¬¬η → η)→ (¬¬(ψ ∧ η)→ (ψ ∧ η))
• (¬¬ψ → ψ) ∧ (¬¬η → η)→ (¬¬(ψ ∨ η)→ (ψ ∨ η))
• (¬¬ψ → ψ) ∧ (¬¬η → η)→ (¬¬(ψ → η)→ (ψ → η))
Nel caso di HAω, dagli assiomi (HAω10) e (HAω11) si ricava che per le
formule atomiche θ vale il principio del terzo escluso, quindi sia θ ∨ ¬θ che
¬¬θ → θ sono verificati.
Nel caso diHA possiamo mostrare tale proprieta` utilizzando l’assioma (HA10),
cioe` ragionando per induzione prima sulla variabile x e poi sulla variabile y.
• Supponiamo x = 0. La tesi segue applicando l’induzione su y e l’assioma
(HA4).
• Supponiamo la tesi verificata per x′, cioe` ∀y.x′ = y ∨ x′ 6= y. Vogliamo
mostrare Sx′ = y ∨ Sx′ 6= y. La tesi segue applicando l’induzione su y e
l’assioma (HA5).
La dimostrazione di ∀x, y.x = y ∨ x 6= y e` analoga alla precedente.

Notiamo che nel lemma precedente il principio di induzione ha un’importan-
za fondamentale nel dimostrare che le formule atomiche ammettono il principio
del terzo escluso e l’eliminazione della doppia negazione.
Un corollario immediato e` il seguente
Corollario 3.14
Ogni formula senza quantificatori di HAω e` equivalente ad una formula senza
quantificatori che non contenga il simbolo logico ∨.
Dimostrazione. Poiche´ vale il principio del terzo escluso per le formule senza
quantificatori, basta utilizzare l’equivalenza classica
(ϕ ∨ ψ)↔ (¬ϕ→ ψ)

Lemma 3.15
• Data ϕ una formula negativa di HA, HA ` ¬¬ϕ→ ϕ
• Data ϕ una formula negativa di HAω, HAω ` ¬¬ϕ→ ϕ
Dimostrazione. Nel caso in cui ϕ sia atomica il risultato segue dal lemma 3.13.
Per formule piu` complesse la tesi segue per induzione strutturale utilizzando le
seguenti equivalenze valide intuizionisticamente
• ¬¬ (ϕ ∧ ψ) ≡ ¬¬ϕ ∧ ¬¬ψ
• ¬¬(ϕ→ ψ) ≡ ¬¬ϕ→ ¬¬ψ
• (¬¬ϕ ≡ ϕ)→ (¬¬∀x.ϕ ≡ ∀x.¬¬ϕ)
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Risulta interessante andare a dimostrare l’ultima proprieta`. Diamo qui una
prova non formale, ma intuizionisticamente accettabile. Cominciamo da una
dimostrazione di ¬¬∀x.ϕ→ ∀x.¬¬ϕ utilizzando lo schema di dimostrazione per
assurdo presentato nell’introduzione, limitandoci ai passaggi intuizionisticamen-
te validi.
1. Supponiamo che valga ¬¬∀x.ϕ
2. Supponiamo per assurdo che valga ¬ϕ ( yx) per un certo y
3. Supponiamo per assurdo che valga ∀x.ϕ
4. Dall’ipotesi fatta nel passaggio 3 e dalla formula al punto 2 otteniamo un
assurdo, quindi deve valere ¬∀x.ϕ
5. Poiche´ valgono sia ¬¬∀x.ϕ che ¬∀x.ϕ otteniamo un assurdo, quindi pos-
siamo negare l’ipotesi fatta al punto 2 ottenendo ¬¬ϕ ( yx)
6. Per genericita` di y otteniamo ∀x.¬¬ϕ
7. Poiche´ dalla supposizione al punto 1 abbiamo ottenuto la formula al punto
6, vale ¬¬∀x.ϕ→ ∀x.¬¬ϕ
Quello che ci dice questa implicazione e` che se sappiamo mostrare che non
puo` essere falsificato ∀x.ϕ, allora per ogni elemento y possiamo mostrare che
non puo` essere falsificato ϕ
(
y
x
)
.
L’implicazione opposta non e` in generale dimostrabile, ma usando l’ipotesi
che ¬¬ϕ ≡ ϕ si ha
(∀x.¬¬ϕ)⇒ (∀x.ϕ)⇒ (¬¬∀x.ϕ)
In questo caso la condizione ¬¬ϕ ≡ ϕ ci sta dicendo che la formula e` vera
se e solo se non e` refutabile.

3.3 I funzionali primitivi ricorsivi di Go¨del
Qui e nel resto del documento con modello di una teoria intenderemo sempre
rispetto alla semantica di Tarski, nonostante rispetto a questa la logica intui-
zionista non sia semanticamente completa. Per lo studio di altre semantiche si
rimanda a [3], capitolo 3.
Andiamo a descrivere un modello della teoria PAω che quindi da un punto di
vista classico risulta un modello di tutte le teorie precedentemente introdotte,
i funzionali primitivi ricorsivi di Go¨del o FPR. Cominciamo con costruire i
domini di interpretazione dei tipi di PAω.
Definizione 3.16 (Tipi di FPR)
Definiamo un tipo di FPR attraverso le seguenti clausole induttive
• N e` un tipo
• Se S e T sono tipi di FPR, allora l’insieme Fun(S, T ) delle funzioni da
S a T e` un tipo
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Quindi i tipi di FPR sono i numeri naturali, insiemi di funzioni ed insiemi
di funzionali.
Diamo ora l’interpretazione semantica dei termini di PAω.
Definizione 3.17 (Interpretazione di tipi, termini e relazioni di PAω in FPR)
L’interpretazione dei tipi e` definita dalle seguenti clausole induttive
• J0K = N
• Se JσK = S e JτK = T , allora Jσ → τK = Fun(S, T )
L’interpretazione dei termini e` definita dalle seguenti clausole induttive
• J0K = 0 ∈ N
• JSK, J+K e J·K sono rispettivamente le usuali funzioni successore, somma
e prodotto definite da N a N
• Js(t)K = JsK(JtK), cioe` l’applicazione tra termini viene interpretata seman-
ticamente come l’applicazione tra funzioni
• Se JsK = f , JtK = g e JuK = n ∈ N allora
JR(s, t, 0)K = fJR(s, t, Su)K = g (n, JR(s, t, u)K)
o in breve
JR(s, t, u)K = g (n− 1, g (n− 2, . . . g (0, f)))
• Se s ha tipo σ, allora Jλxρ.sK e` la funzione
fxs : JρK→ JσK
a 7→ JsK[x:=a]
dove con JsK[x:=a] si intende l’interpretazione semantica del termine s
supponendo che la variabile x venga interpretata con l’elemento a
• JEσK e` la funzione
eq : JσK× JσK→ N
(a, b) 7→
{
0 se a=b
1 altrimenti
• J=0K e` l’uguaglianza tra naturali, mentre J=σ→τ K e` l’uguaglianza esten-
sionale tra funzioni, cioe` J=σ→τ K(f, g) se e solo per ogni a ∈ JσK si ha
f(a) = g(a)
Per non appesantire la notazione scriveremo f = g per J=σ→τ K(f, g) senza
specificare il tipo.
Con questa interpretazione gli assiomi di PAω sono banalmente rispettati,
quindi FPR risulta un modello sia per PAω che per HAω. Notiamo che l’u-
guaglianza tra termini viene interpretata con l’uguaglianza model-teoretica tra
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funzioni, quindi esistono termini s e t che vengono denotati dalla stessa funzio-
ne, ma tali che PAω non dimostri s = t. Nella sezione 6 presenteremo invece un
modello in cui l’uguaglianza viene invece denotata da una relazione tra naturali
calcolabile.
Il modello qui presentato ci permette di affermare che tutte le teorie intro-
dotte non dimostrano ⊥. Sara` interessante nel seguito del documento trovare
delle dimostrazioni sintattiche di questo, poiche´ permetteranno di affermare che
tali teorie sono coerenti da un punto di vista finitistico.
3.4 L’interpretazione negativa
Possiamo ora dimostrare un risultato che lega le teorie HA e PA. Il nostro
scopo e` trasformare le dimostrazioni classiche in dimostrazioni intuizionistiche,
in modo da codificare i teoremi di PA con teoremi di HA. Ad esempio, se PA `
s = t con dimostrazione p, allora tale dimostrazione puo` essere trasformata con
un algoritmo in una prova di HA ` ¬¬s = t.
Definizione 3.18 (Interpretazione negativa)
Data una formula ϕ di PA definiamo la sua interpretazione negativa ϕN attra-
verso le seguenti clausole:
• Se ϕ e` atomica, allora ϕN
¬¬ϕ
• Se ϕ
ψ ∧ η, allora ϕN
ψN ∧ ηN
• Se ϕ
ψ ∨ η, allora ϕN
¬ (¬ψN ∧ ¬ηN)
• Se ϕ
ψ → η, allora ϕN
ψN → ηN
• Se ϕ
∀x.ψ, allora ϕN
∀x.ψN
• Se ϕ
∃x.ψ, allora ϕN
¬∀x.¬ψN
Notiamo che utilizzando solamente gli assiomi della logica classica si ha
ϕ ≡ ϕN , ma con gli assiomi della logica intuizionistica tale equivalenza non puo`
essere dimostrata.
Come per le formule, possiamo definire un’interpretazione negativa anche
delle regole di inferenza. Data
ϕ1 · · · ϕn
ψ
definiamo la sua interpretazione negativa come
ϕN1 · · · ϕNn
ψN
Teorema 3.19
PA ` ϕ⇒ HA ` ϕN
Dimostrazione. Basta mostrare che per ogni assioma ν di PA si ha HA(U) `
νN e che per ogni regola di inferenza di PA la sua interpretazione negativa e`
valida in HA. La tesi segue per induzione sulla lunghezza della dimostrazione.
Mostriamo le verifiche che non risultano banali dall’interpretazione:
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(L8) La traduzione della regola e`
ϕN → ηN ψN → ηN
¬ (¬ϕN ∧ ¬ψN)→ ηN
Si ha allora usando il Lemma 3.15
ϕN → ηN(¬ηN)→ (¬ϕN) ψN → ηN(¬ηN)→ (¬ψN)
¬ηN → (¬ϕN ∧ ¬ψN)
¬ (¬ϕN ∧ ¬ψN)→ ¬¬ηN ¬¬ηN → ηN
¬ (¬ϕN ∧ ¬ψN)→ ηN
(L9) La traduzione dell’assioma e`
ϕN → ¬ (¬ϕN ∧ ¬ψN)
ϕN → (¬ϕN ∧ ¬ψN →⊥)
Sia ha allora
ϕN ∧ ¬ϕN →⊥(
ϕN ∧ ¬ϕN ∧ ¬ψN)→⊥
ϕN → (¬ϕN ∧ ¬ψN →⊥)
(L12) La traduzione della regola e`
¬¬ϕN
ϕN
quindi la tesi segue dal Lemma 3.15
(L15) La traduzione della regola e`
ψN (x)→ ϕN(¬∀x.¬ψN (x))→ ϕN
Si ha allora usando il Lemma 3.15
ψN (x)→ ϕN(¬ϕN)→ (¬ψN (x))(¬ϕN)→ ∀x.¬ψN (x)(¬∀x.¬ψN (x))→ ¬¬ϕN ¬¬ϕN → ϕN(¬∀x.¬ψN (x))→ ϕN
(L16) La traduzione dell’assioma e`
ϕN
(
t
x
)
→ ¬∀x.¬ϕN (x)
Si ha allora
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ϕN
(
t
x
)→ ∃x.ϕN (x) (∃x.ϕN (x))→ (¬∀x.¬ϕN (x))
ϕN
(
t
x
)→ (¬∀x.¬ϕN (x))

Da questo teorema possiamo ricavare varie conseguenze. Ad esempio usando
che PA ` ϕN ↔ ϕ abbiamo:
Lemma 3.20
PA ` ϕ⇔ HA ` ϕN
Dimostrazione.
[⇒] Per il Teorema 3.19
[⇐] HA ` ϕN ⇒ PA ` ϕN ⇒ PA ` ϕ

Corollario 3.21
PA e` coerente se e solo se HA e` coerente
Dimostrazione. PA `⊥⇔ HA `⊥

Va notato che questi teoremi sono puramente sintattici e per questo motivo
possono essere adattati a molte teorie classiche per poterle interpretare all’in-
terno delle loro versioni intuizionistiche in modo che valga un equivalente del
Teorema 3.19. Ad esempio i risultati precedenti possono essere dimostrati per
le teorie PAω ed HAω in maniera del tutto analoga.
Come anticipato, e` interessante osservare che tutti i teoremi e le dimostra-
zioni di PA sono codificati da teoremi e dimostrazioni di HA. Questo pero` non
vuol dire che le due teorie dimostrino gli stessi teoremi; diamo un esempio.
Definizione 3.22 (Formule per funzioni)
Diciamo che una formula della forma ψ
∀x∃!yϕ(x, y) definisce una funzione.
Dato un modello M ed una funzione f : M → M tale che M  ∀xϕ(x, f(x))
diciamo che f attesta la formula ψ.
Definizione 3.23 (Formula di Kleene)
Fissata una numerazione di Go¨del delle funzioni calcolabili, possono essere de-
finite le formule T1(e, x, z) e U(z) = y tali che PA ` T1(e, x, z) ∧U(z) = y se e
solo se:
• e e` il codice di una funzione calcolabile
• z codifica il processo di calcolo del valore della funzione calcolabile con
codice e ed argomento x
• y e` il valore restituito al termine della computazione z
Vale il seguente
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Teorema 3.24
Sia Φ
¬∀x. ((¬∃y.T (x, x, y)) ∨ (¬¬∃y.T (x, x, y))). Allora PA+ Φ e` incoeren-
te, mentre HA+ Φ e` coerente
Una dimostrazione di questo e` riportata in [3] (capitolo 2, proposizione 4.1)
utilizzando la tesi formale di Church. Questo teorema puo` anche essere ricavato
come conseguenza dei risultati presentati nella sezione 6.
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4 Il sistema T di Go¨del
Definiamo ora il sistema T di Go¨del, che vedremo come un frammento libero da
quantificatori della teoria HAω. Un modello di questa teoria e` dato da FPR,
quindi ogni termine denota una funzione od un funzionale calcolabile. Inoltre la
computazione di tali funzioni e funzionali e` formalizzabile all’interno di T stesso
attraverso opportune regole di riduzione tra termini.
T assume un ruolo particolarmente importante nello studio di HA in quanto,
come vedremo nella sezione 5, le dimostrazioni intuizionistiche di HA possono
essere tradotte in dimostrazioni finitistiche di T . In questa sezione svilupperemo
gli strumenti che ci permettono di affermare cio`.
4.1 Il sistema T
Come nel caso di HAω, definiamo direttamente i termini del sistema T , riman-
dando alla letteratura per la definizione del linguaggio ([4], paragrafo 1.6.13,
dove viene chiamato qf−I−HAω).
Definizione 4.1 (Termini di T )
Supponiamo dato un insieme V σ per ogni tipo σ in modo che siano a due a due
distinti. Definiamo i termini di T secondo le seguenti clausole:
• xσ e` un termine di tipo σ (per ogni xσ ∈ V σ)
• 0 e` un termine di tipo 0
• Dato t un termine di tipo 0, St e` un termine di tipo 0
• Dati s e t termini di tipo τ → ρ e τ rispettivamente, s(t) e` un termine di
tipo ρ
• Data xσ ∈ V σ e t un termine di tipo τ , λxσ.t e` un termine di tipo σ → τ
• Dati s, t e k di tipo σ, σ → 0 → σ e 0 rispettivamente, R(s, t, k) e` un
termine di tipo σ
• Eσ e` un termine di tipo σ → σ → 0
Notiamo che i termini qui elencati possono essere interpretati anche come
termini di HAω. Abbiamo pero` escluso i simboli + e · dal nostro linguaggio in
quanto sono ridondanti e, a differenza del caso di HAω, questo crea dei problemi
nel definire una forma normale per i termini. Si rimanda la definizione di forma
normale alla sottosezione 4.4.
Definiamo ora le formule di T .
Definizione 4.2 (Formule di T )
Le formule atomiche di T sono >, ⊥ e s =σ t dove s e t sono di tipo σ.
Le formule di T sono le formule costruite a partire dalle formule atomiche
sopra descritte con i simboli logici ∧, ∨ e → secondo le usuali regole.
Come anticipato, le formule introdotte sono prive di quantificatori. Gli as-
siomi logici di T saranno quindi quelli della logica proposizionale intuizionista.
Affinche´ la teoria sia sufficientemente espressiva, si deve anche assumere un
assioma per la sostituzione di termini a variabili libere, cosicche´ dimostrando
T ` ϕ (x) si abbia anche T ` ϕ ( tx) per un generico termine t.
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Definizione 4.3 (Assiomi di T )
Poniamo come assiomi logici di T quelli della logica proposizionale intuizionista.
Poniamo come assiomi non logici di T i seguenti (al variare di σ, τ e ρ tra
i tipi):
(T1) xσ = xσ
(T2) xσ = yσ ∧ zσ = yσ → xσ = zσ
(T3) xσ = yσ ∧ ϕ (xσzσ )→ ϕ(yσzσ )
(T4) xσ = yσ → zσ→τxσ = zσ→τyσ
(T5) xσ→τ = yσ→τ → xσ→τzσ = yσ→τzσ
(T6) s = t (al variare di (s, t) tra le coppie di termini α-equivalenti)
(T7) (λxσ.t) (s) = t
[
s
xσ
]
(al variare di t tra i termini di tipo τ)
(T8) R
(
xσ, yσ→0→σ, 0
)
= xσ
(T9) R
(
xσ, yσ→0→σ, Sz0
)
= yσ
(
z0, R
(
xσ, yσ→0→σ, z0
))
(T10) E(xσ, yσ) = 0↔ xσ = yσ
(T11) E(xσ, yσ) = 0 ∨ E(xσ, yσ) = 1
(T12) Sx0 6= 0
(T13) Sx0 = Sy0 → x0 = y0
(T14) ϕ
(
0
z0
)
, ϕ
(
x0
z0
)
→ ϕ
(
Sx0
z0
)
⇒ ϕ (z0)
(T15) ϕ (xσ)→ ϕ ( sxσ ) (al variare di s tra i termini di tipo σ)
Notiamo che, rispetto alla teoria HAω, abbiamo aggiunto l’assioma (T15)
per la sostituzione di termini e abbiamo sostituito all’assioma di induzione for-
male una regola di inferenza equivalente (assioma (T14)). Con questa assioma-
tizzazione risulta immediato che HAω e` un’estensione di T .
Una conseguenza immediata degli assiomi (T10) e (T11) e` che vale il prin-
cipio del terzo escluso per tutti i termini di T . Questo ci permette di ricavare
il seguente lemma con una dimostrazione del tutto analoga a quella del Lemma
3.13.
Lemma 4.4
Il sistema ottenuto a partire da T aggiungendo l’assioma del terzo escluso agli
assiomi logici (o equivalentemente assumendo come assiomi logici quelli della
logica proposizionale classica) dimostra gli stessi teoremi di T
Come corollario che ci servira` in seguito abbiamo
Corollario 4.5
• Ogni formula di T e` equivalente ad una formula non contenente il simbolo
logico ∨.
• Ogni formula di HAω senza quantificatori e` equivalente ad una formula
negativa senza quantificatori.
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4.2 Alcuni esempi
Presentiamo alcuni esempi che ci serviranno nella prossima parte del documento.
Per non appesantire la notazione, poniamo n
SS . . . S︸ ︷︷ ︸
n volte
0.
Definizione 4.6 (Funzione successore)
Definiamo il termine Succ
λx.Sx
Notiamo che i termini λx.Sx e S(x) sono diversi: mentre il primo e` un
termine chiuso di tipo 0→ 0, il secondo e` un termine aperto di tipo 0.
Lemma 4.7
• T0 ` Succ(t) 6= 0 (al variare di t tra i termini di tipo 0)
• T0 ` s 6= t↔ Succ(s) 6= Succ(t) (al variare di n,m tra i termini di tipo 0)
Dimostrazione. Basta notare che, poiche´ Succ(t)
(λx.Sx)(t), si ha T0 `
Succ(t) = St. La tesi segue dagli assiomi (T12) e (T13).

Definizione 4.8 (Predecessore)
Definiamo il termine Pred
λx.R(0, λy.λz.y, x)
Questo termine vuole rappresentare la funzione predecessore tra naturali,
cioe` la funzione che ad n > 0 fa corrispondere n−1, mentre a 0 fa corrispondere
0.
Lemma 4.9
1. T0 ` Pred(Succ(x)) = x
2. T0 ` x 6= 0→ Succ(Pred(x)) = x
3. T0 ` Pred(x) 6= 0→ x 6= 0
Dimostrazione.
1.
Pred(Succ(x)) = Pred(Sx)
= R(0, λy.λz.y, Sx)
= (λy.λz.y)(x,R(0, λy.λz.y, Sx))
= x
2. Per induzione su x:
Caso base 0 6= 0→ Succ(Pred(0)) = 0
Passo induttivo Supponiamo z 6= 0→ Succ(Pred(z)) = z. Siccome per
l’assioma (T13) abbiamo Sz 6= 0, vogliamo mostrare Succ(Pred(Sz)) 6=
0
Succ(Pred(Sz)) = Succ(z)
= Sz
6= 0
26
3. Per casi:
• Se x = 0, allora la premessa e` falsa e l’implicazione e` vera.
• Se x 6= 0, allora x = Sy e la conseguenza e` vera.

Definizione 4.10 (Somma)
Definiamo il termine Sum
λx.λy.R(x, λw.λz.Succ(z), y)
Definiamo il termine che rappresenta la somma tra naturali, mostrando come
gia` anticipato che l’operatore + e` ridondante in HAω.
Lemma 4.11
1. T0 ` Sum(t, 0) = t per ogni t di tipo 0
2. T0 ` Sum(s, St) = S(Sum(s, t)) per ogni s, t di tipo 0
3. T0 ` Sum(s, t) = Sum(t, s) per ogni s, t di tipo 0
Dimostrazione.
1.
Sum(t, 0)
 (λx.λy.R(x, λw.λz.Succ(z), y)) (t, 0)
= R(t, λw.λz.Succ(z), 0)
= t
2.
Sum(s, St) = R(s, λw.λz.Succ(z), St)
= (λw.λz.Succ(z)) (t, R(s, λw.λz. Succ(z), t))

 (λw.λz.Succ(z)) (t, Sum(s, t))
= Succ(Sum(s, t)) = S(Sum(s, t))
3. In questo punto usiamo l’assioma (T14). Vogliamo mostrare (caso ba-
se) Sum(s, 0) = Sum(0, s) e (passo induttivo) Sum(s, x) = Sum(x, s) →
Sum(s, Sx) = Sum(Sx, s)
Caso base Usiamo ancora l’assioma (T14). Vogliamo mostrare Sum(0, 0) =
Sum(0, 0) e Sum(y, 0) = Sum(0, y) → Sum(Sy, 0) = Sum(0, Sy).
Il caso base e` banalmente verificato, quindi verifichiamo il passo
induttivo:
Sum(0, Sy) = S(Sum(0, y)) = S(Sum(y, 0)) = Sy = Sum(Sy, 0)
Passo induttivo Sempre per l’assioma (T14), vogliamo mostrare Sum(0, x) =
Sum(x, 0) e Sum(y, x) = Sum(x, y) → Sum(Sy, x) = Sum(x, Sy).
Il passo base e` gia` stato dimostrato, quindi dimostriamo il passo
induttivo:
Sum(x, Sy) = S (Sum(x, y)) = S (Sum(y, x)) = Sum(Sy, x)
dove per dimostrare l’ultima uguaglianza serve un’altra applicazione
dell’assioma (T14).
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
Definizione 4.12
Definiamo il termine Prod
λx.λy.R(0, λw.λz.Sum(x, z), y)
Termine che rappresenta il prodotto tra naturali.
Lemma 4.13
1. T0 ` Prod(t, 0) = 0 per ogni t di tipo 0
2. T0 ` Prod(s, St) = Sum(s,Prod(s, t)) per ogni s, t di tipo 0
Dimostrazione.
1.
Prod(t, 0)
R(0, λ.wλz.Sum(t, z), 0)
= 0
2.
Prod(s, St)
R(0, λw.λz.Sum(s, z), St)
= Sum(s,R(0, λw.λz.Sum(s, z), t))

Sum(s,Prod(s, t))

Definizione 4.14 (Differenza)
Definiamo il termine [ ·−]
λx.λy.R(x, λw.λz.Pred(z), y)
Indichiamo con x ·− y
[ ·−](x)(y).
Termine che rappresenta la differenza ”tagliata“ tra naturali, cioe`
− Se n ≥ m, allora n ·−m rappresenta la differenza tra n ed m
− Se n < m, allora n ·−m = 0
Lemma 4.15
1. T0 ` x ·− 0 = 0
2. T0 ` 0 ·− x = 0
3. T0 ` Sx ·− Sy = x ·− y
4. T0 ` x ·− x = 0
5. T0 ` Sx ·− x = 1
Dimostrazione.
1. Segue dalla definizione.
2. Per induzione su x:
• Se x = 0, allora segue dal punto precedente.
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• Supponiamo la tesi verificata per x′, cioe` 0 ·− x′ = 0. Allora
0 ·− Sx′ = Pred(0 ·− x′) = Pred(0) = 0
3. Per induzione su y:
Caso base Se y = 0, allora
Sx ·− S0 = Pred (Sx ·− 0)
= Pred (Sx)
= x
= x ·− 0
Passo induttivo Supponiamo la tesi verificata per y′, cioe` Sx ·− Sy′ =
x ·− y′. Allora
Sx ·− SSy′ = Pred (Sx ·− Sy′)
= Pred (x ·− y′)
= x ·− Sy′
4. Per induzione su x:
• Se x = 0, la tesi segue dai punti precedenti.
• Supponiamo la tesi verificata per x′, cioe` x′ ·− x′ = 0. Allora per il
punto 3
Sx′ ·− Sx′ = x′ ·− x′ = 0
5. Per induzione su x:
Caso base Se x = 0, allora S0 ·− 0 = S0
Passo induttivo Supponiamo la tesi verificata per x′, cioe` Sx′ ·− x′ = 1.
Allora per il punto 3
SSx′ ·− Sx′ = Sx′ ·− x′ = 1

Definizione 4.16 (Disuguaglianze)
Definiamo le formule x < y
 y ·− x 6= 0 e x ≤ y
x < y ∨ x = y
Utilizzando il termine ·− possiamo definire disuguaglianze tra termini. No-
tiamo che nel modello FPR la denotazione di < coincide con la disuguaglianza
usuale tra numeri naturali.
Lemma 4.17
1. T0 ` 0 ≤ x
2. T0 ` Sy ≤ x→ y < x
3. T0 ` y ≤ x→ x ·− (x ·− y) = y
4. T0 ` y < x→ x ·− y = S (x ·− Sy)
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Dimostrazione.
1. Per casi:
• Se x = 0 la tesi e` verificata banalmente.
• Se x 6= 0, allora x ·− 0 = x 6= 0 da cui x > 0 per definizione.
2. Per casi:
• Se Sy = x, allora x ·− y = 1 da cui y < x per definizione.
• Se Sy < x, allora x ·− Sy = Pred(x ·− y) 6= 0 da cui x ·− y 6= 0 cioe`
x > y.
3. Per induzione su y:
Caso base Se y = 0, allora
x ·− (x ·− 0) = x ·− x = 0
Passo induttivo Supponiamo Sy′ ≤ x e la tesi verificata per y′, cioe`
x ·− (x ·− y′) = y′
Si ha allora:
x ·− (x ·− Sy′) = x ·− Pred(x ·− y′)
= Sx ·− S (Pred(x ·− y′))
= S (x ·− (x ·− y′))
= Sy′
4. Se x ·− y 6= 0 allora
x ·− y = S (Pred(x ·− y))
= S (x ·− Sy)

Definiamo ora alcuni termini che rappresentano condizioni logiche.
Definizione 4.18 (Not logico)
Definiamo Not
λx.R(1, 0, x)
Lemma 4.19
T0 ` Notx = 0↔ x 6= 0
Dimostrazione. Segue come diretta conseguenza di (T10) e (T11).

Definizione 4.20 (Condizione)
Definiamo il termine Cond
λx.λy.λz.R(y, λw.λz.z, x)
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Lemma 4.21
1. T0 ` Cond(0, y, z) = y
2. T0 ` x 6= 0→ Cond(x, y, z) = z
Dimostrazione.
1. Segue dalla definizione
2. x 6= 0→ x = Succ(Pred(x)) = S(Pred(x)), da cui
Cond(x, y, z) = Cond(S(Pred(x)), y, z)
= R(y, λu.λv.z, S(Pred(x)))
= (λu.λv.z)(R(y, λu.λv.z,Pred(x)))
= z

4.3 Lemma di induzione
L’operatoreR permette di definire successioni ricorsive. Ad esempio se volessimo
rappresentare la successione definita da{
a0 = 1
an+1 = 2 · an
possiamo utilizzare il termine A(x)
R (1, λy.λz.Prod (2, z) , x). Infatti
A(0) = R (1, λy.λz.Prod (2, z) , 0) = 1
A(Sn) = R (1, λy.λz.Prod (2, z) , Sn) = Prod (2, A(n))
Con termini piu` complessi si possono rappresentare anche successioni dipen-
denti da tutti i valori precedentemente definiti della successione. Una domanda
che ci si puo` porre e` se esistano termini che rappresentino sistemi di successioni,
come ad esempio 
a0 = 0
b0 = 1
an+1 = an + 2 · bn
bn+1 = a
2
n + bn + 2
Per fare cio` serve una forma di ricursione piu` potente di quella fornita
dall’operatore R
Lemma 4.22 (bar-recursion)
Definiamo σ
σ1 → · · · → σn. Allora esistono termini R1, . . . , Rn tali che dati
i termini:
• si di tipo σi
• ti di tipo σ → 0→ σi
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indicando con s la successione s1, . . . , sn e con t la successione t1, . . . , tn,
valgano le seguenti relazioni:
• Ri(s, t, 0) = si
• Ri(s, t, Sz) = ti(R(s, t, z), z)
Utilizzando una notazione compatta, i termini sopra rispettano le relazioni
R
(
s, t, 0
)
= s
R
(
s, t, Sz
)
= t
(
z,R
(
s, t, z
))
Per una dimostrazione di questo lemma rimandiamo a [4], paragrafi da 1.7.5
a 1.7.7.
A questo punto risulta semplice trovare opportuni termini s1, s2, t1 e t2 che
rappresentino la relazione ricorsiva precedente. Ponendo{
s1
 0
s2
 1{
t1
λn.λa.λ Sum (a, 2 · b)
t2
λn.λa.λb. Sum (a · a,Sum (b, 2))
e definendo A(x)
R1
(
s, t, x
)
e B(x)
R2
(
s, t, x
)
valgono le seguenti relazioni
A(0) = s1
 0
B(0) = s2
 1
A(Sn) = R1
(
s, t, Sn
)
= Sum (A(n),Prod (2, B(n)))
B(Sn) = R2
(
s, t, Sn
)
= Sum (A(n) ·A(n),Sum (B(n), 2))
che utilizzando la notazione piu` compatta ⊕ e  per indicare somma e
prodotto si riscrivono
A(0) = s1
 0
B(0) = s2
 1
A(Sn) = R1
(
s, t, Sn
)
= A(n)⊕ 2B(n)
B(Sn) = R2
(
s, t, Sn
)
= A(n)A(n)⊕B(n)⊕ 2
come voluto.
Come per la ricursione, enunciamo una forma di induzione leggermente piu`
forte di quella data dall’assioma (T14) che sara` utile nel seguito del documento.
Teorema 4.23 (Induzione in T )
Sia Q (x, v) con x di tipo 0 e vi di tipo σi una formula di T e A una successione
di termini tali che
T ` Q
(
0
x
, v
)
(1)
T ` Q
(
x,
A(x, v)
v
)
→ Q
(
Sx
x
, v
)
(2)
allora si ha
T ` Q (x, v)
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Notiamo che per A (x, v)
 v ci riconduciamo al caso dell’induzione data
dall’assioma (T14)
Dimostrazione.
Dimostriamo il risultato per induzione su x:
Caso base Per ipotesi
Passo Induttivo Supponiamo si abbia Q(x′, v). Allora specializzando v si ha
T ` Q (x′, A (x, v))
da cui per ipotesi segue
T ` Q (Sx′, v)
come voluto.

4.4 Normalizzabilita`
I termini di T rappresentano programmi la cui computazione puo` essere forma-
lizzata all’interno di T stesso attraverso delle opportune regole di riduzione tra
termini. In particolare definiremo una regola di riduzione che rappresenti un
passo di computazione di un programma e mostreremo che tale regola permette
di definire una forma normale per i termini, cioe` una rappresentazione no ulte-
riormente riducibile che nel caso dei termini di tipo 0 coincide con i numerali
SS . . . Sn.
Definizione 4.24 (Regola di riduzione)
Definiamo una regola di riduzione come una funzione parziale da termini a
termini. Data la regola B indichiamo con s B t che l’immagine di s rispetto a
B e` t.
Definizione 4.25 (Regola di riduzione per T )
Consideriamo la seguente regola di riduzione:
• R(s, t, 0)B s
• R(s, t, S(n))B t(R(s, t, n), n)
• (λxρ.t)(r)B t [ rxρ ]
• Non definita su altri termini
Diciamo che un’occorrenza di un termine u all’interno di un termine s e`
un redex se u e` nel dominio di B. In questo caso diciamo che s e` riducibile,
altrimenti diciamo che e` irriducibile o in forma normale.
Definizione 4.26 (Riduzione tra termini)
Diciamo che un termine s riduce ad un termine t e lo indichiamo con s t se:
• s contiene un redex u
• esiste un termine v tale che uB v e che sostituendo v ad u all’interno di
s si ottenga t (a meno di α-equivalenza)
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Mostrare che un termine s riduce ad un termine t puo` essere interpretato
come “il programma rappresentato da s dopo un passo di computazione diventa
il programma rappresentato da t”. Un termine in forma normale rappresenta
quindi un programma che non puo` essere scritto in maniera piu` semplice.
Esempio 4.27
• (λx.R(x, f, 0))(0) R(0, f, 0); si ha anche (λx.R(x, f, 0))(0) (λx.x)(0)
• 0, λx.x sono irriducibili
Definizione 4.28 (Chiusura transitiva di  )
Definiamo la chiusura transitiva di come la relazione  ∗ tale che s ∗ t se e
solo se s
 t oppure esistono u0 = s, u1, . . . , un = t tali che u0 u1 . . . un.
In particolare,  ∗ coincide con la piu` piccola relazione riflessiva e transitiva
che contiene  . Inoltre se s ∗ t allora s e t hanno necessariamente lo stesso
tipo.
Questa relazione rappresenta una computazione parziale, cioe` mostrare che
vale s ∗ t puo` essere interpretato come “il programma rappresentato da s dopo
finiti passi di computazione diventa il programma rappresentato da t”. Questa
interpretazione risulta giustificata dal seguente lemma.
Lemma 4.29
Dati s e t due termini, se s ∗ t, allora T ` s = t
Dimostrazione. Mostrando che s t⇒ T ` s = t, la tesi segue per induzione.
Inoltre per l’assioma (T3) possiamo ridurci a dimostrare uBv ⇒ u = v. Notiamo
infine che in tutti i casi per cui uB v e` definita, l’uguaglianza dei due termini e`
data come assioma.

Le regola di riduzione introdotta fornisce quindi un metodo per capire se
puo` essere ricavata l’uguaglianza tra due termini nel sistema T . Non e` pero`
generalmente vero che T ` s = t⇒ sB t, quindi serve sviluppare altri strumenti
per avere un algoritmo di confronto tra termini.
Definizione 4.30 (Termine fortemente normalizzabile)
Un termine s si dice fortemente normalizzabile se non esiste una sequenza in-
finita di termini u0 = s, u1, . . . tale che u0 u1 . . . (e quindi ogni sequenza
massimale di riduzioni porta ad un termine in forma normale). Un sistema e`
detto fortemente normalizzabile se ogni suo termine e` fortemente normalizzabile.
Secondo l’interpretazione data sopra, un termine fortemente normalizzabile
rappresenta un programma la cui computazione non puo` continuare all’infinito,
ma si deve arrestare in tempo finito.
Definizione 4.31 (Proprieta` di Church-Rosser)
Un sistema ha la proprieta` di Church-Rosser se per ogni terna di termini s, t, u
tali che s ∗ t e s ∗ u, esiste un termine v tale che t ∗ v e u ∗ v
Per i lemmi precedenti abbiamo quindi che per verificare l’uguaglianza tra
due termini basta ridurre questi in forma normale e poi confrontarli. Sorgono
pero` alcuni problemi:
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• Esiste sempre la forma normale di un termine? (T e` fortemente normaliz-
zabile?)
• Tale forma normale e` unica? (proprieta` di Church-Rosser?)
• Sappiamo confrontare i termini in forma normale?
Per il sistema T , la risposta alle prime due domande e` affermativa, ma per
il terzo punto abbiamo bisogno di introdurre delle regole di riduzione per E ed
un nuovo assioma per T .
Definizione 4.32 (Il sistema T0)
Definiamo il sistema T0 come il sistema T con in piu` il seguente assioma
(E0) E(s, t) = 1 (al variare di (s, t) tra le coppie di termini dello stesso tipo, in
forma normale, distinti)
Definizione 4.33 (Regola di riduzione per T0)
Definiamo la regola di riduzione B per T0 come la regola B0 estesa dalle seguenti
clausole
• E(s, t)B1 (se s e t sono chiusi in forma normale rispetto a B0 e non sono
α-equivalenti)
• E(s, t) B 0 (se s e t sono chiusi in forma normale rispetto a B0 e sono
α-equivalenti)
Si puo` provare con una dimostrazione analoga al caso di T che se un termine
riduce ad un altro allora T0 li considera uguali.
Notiamo che a differenza di T , FPR non e` un modello per T0. Infatti
esistono termini in forma normale non α-equivalenti che pero` rappresentano la
stessa funzione primitiva ricorsiva. Ad esempio
Succ′
λx.R (0, λy.λz.SSy, x)
e` in forma normale e rispetta le seguenti relazioni
Succ′(0)
R (0, λy.λz.SSy, 0) ∗ 0
Succ′(Sx)
R (0, λy.λz.SSy, Sx) ∗ Sy
e denota quindi in FPR la stessa funzione denotata da Succ, ma i due termini
sono entrambi in forma normale e non α-equivalenti.
Possiamo ora dimostrare i seguenti risultati per T0.
Teorema 4.34
Il sistema T0 con la regola di riduzione introdotta e` fortemente normalizzabile
ed ha la proprieta` di Church-Rosser
Per una dimostrazione di questo teorema rimandiamo a [7].
Per verificare che due termini s e t chiusi siano o meno uguali abbiamo quindi
il seguente algoritmo:
• Ridurre s alla sua forma normale n
• Ridurre t alla sua forma normale m
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• Per (E0) e (T12), T0 ` n = m se e solo se n ed m sono α-equivalenti.
Equivalentemente si puo` verificare se E(s, t) ∗ 0 o meno; infatti vale il
seguente:
Lemma 4.35
Gli unici termini chiusi di tipo 0 sono della forma SS . . . S0
Dimostrazione. Mostriamo innanzitutto che dato s un termine chiuso di tipo
0 in forma normale, s non contiene occorrenze del simbolo E. Infatti se ci fosse
un sottotermine di s della forma E(t, t′), si avrebbero due casi:
• t o t′ e` riducibile, ma in tal caso s non sarebbe in forma normale, assurdo.
• t e t′ sono in forma normale, e nel qual caso il termine E(t, t′) e` riducibile
e quindi s non e` in forma normale, assurdo.
A questo punti, gli unici termini chiusi di tipo 0 sono
• 0
• (λxσ.t) (r) per opportuni tipi.
• St con t chiuso di tipo 0
• R(f, g, n) con f ed n chiusi di tipo 0 e g chiuso di tipo 0
Per induzione strutturale quindi abbiamo:
• Se s
 0 non c’e` nulla da dimostrare
• Se s
 (λxσ.t) (r) allora s e` riducibile, da cui un assurdo
• Se s
St, allora per ipotesi induttiva t
S . . . S0, da cui la tesi
• Se s
R(f, g, n) allora per ipotesi induttiva n
 0 oppure n
S . . . S0.
In entrambi i casi R(f, g, n) e` riducibile da cui un assurdo

Come conseguenza del Teorema 4.34 e del Lemma 4.35 si ha una dimostra-
zione della coerenza di T
Teorema 4.36 (Coerenza di T e T0)
T e T0 sono coerenti
Dimostrazione. Se T0 fosse incoerente dimostrerebbe 0 = 1, ma questo e`
assurdo per il Lemma 4.35. Se T fosse incoerente, si avrebbe che T ` 0 = 1 e
quindi T0 ` 0 = 1, ancora un assurdo.

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5 L’interpretazione Dialectica
Descriviamo ora il risultato principale di questo documento, l’interpretazione
Dialectica di Go¨del. L’interpretazione permette di trasformare una dimostra-
zione intuizionista di HA come una dimostrazione finitistica di T , attraverso
un’opportuna codifica delle formule e degli assiomi. Da questo risultato verranno
ricavati vari risultati di carattere costruttivo riguardanti le teorie intuizionistiche
e classiche introdotte.
5.1 L’interpretazione Dialectica
Fissiamo alcune notazioni. Data una n-upla di variabili (x1, . . . , xn) = x ed una
m-upla (y1, . . . , ym) = y, definiamo:
• ∀x.ϕ
∀x1, x2, . . . , xn.ϕ
• ∃x.ϕ
∃x1, x2, . . . , xn.ϕ
• ∀x, y.ϕ
∀x.∀y.ϕ
• ∃x, y.ϕ
∃x.∃y.ϕ
• Se x = (), allora ∀xϕ
∃xϕ
ϕ
• Se x e` una successione di variabili di tipo σ → τ e z e` una variabile di tipo
σ, allora x(z) = (x1(z), . . . , xn(z))
• Se n = m, allora ϕ
(
x
y
)

ϕ
(
x1
y1
, . . . , xnyn
)
Possiamo definire varie interpretazioni delle formule del linguaggio HA nel
linguaggio di T e nel linguaggio HAω. Mentre i termini di HA sono anche
termini di HAω e quindi esiste un’interpretazione naturale, per poter legare
formule di HA con formule di T serve una traduzione dei termini del primo in
termini del secondo.
Definizione 5.1 (Traduzione standard dei termini)
Dato t un termine nel linguaggio HA, definiamo la sua traduzione standard t′
come il termine di T ricavato attraverso le seguenti clausole:
• Se t
 0, allora t′
 0
• Se t
xσ, allora t′
xσ (dove xσ e` una variabile)
• Se t
S(r), allora t′
S(r′)
• Se t
 r + s, allora t′
Sum(r′, s′)
• Se t
 r · s, allora t′
Prod(r′, s′)
• Se t
 s(r), allora t′
 s′(r′)
• Se t
λxρ.s, allora t′
λxρ.s′
• Se t
R(r, s, u), allora t′
R(r′, s′, u′)
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Questa traduzione puo` essere estesa in maniera naturale alle formule senza
quantificatori di HA e di HAω. Nel seguito con abuso di notazione, identifi-
cheremo una formula di HA con la sua traduzione naturale e la sua traduzione
standard.
Possiamo ora definire la traduzione Dialectica delle formule. Data una for-
mula ϕ di HA, definiremo una formula ϕD di HAω ed una formula ϕD di T
legate dalla relazione ϕD(a)
∃x.∀y.ϕD(x, y, z), dove le variabili libere di ϕD
coincidono con le variabili libere di ϕ, mentre le variabili x e y sono nuove
variabili introdotte dall’interpretazione.
Come mostreremo in seguito, da una dimostrazione di ϕ possiamo estrarre
degli opportuni termini t di T tali che T ` ϕD
(
t
x , y, z
)
. Questo ci porta ad
introdurre la seguente notazione
• Chiamiamo x le “variabili per dimostrazioni” di ϕD
• Chiamiamo y le “variabili per valori” di ϕD
• Chiamiamo z i “parametri” di ϕD
Andiamo ora a definire formalmente la traduzione. Per non appesantire
la notazione non indicheremo il tipo delle variabili introdotte essendo questo
facilmente ricavabile.
Definizione 5.2
Data una formula ϕ nel linguaggio HA definiamo le formule ϕD e ϕD attraverso
le seguenti clausole (dove stiamo supponendo ψD
∃x.∀y.ψD e ηD
∃u.∀v.ηD
e le sequenze x, y, u e v disgiunte):
• Se ϕ e` atomica, allora ϕD
ϕD
ϕ
• Se ϕ
ψ ∧ η, allora ϕD
ψD ∧ ηD e ϕD
∃x, u.∀y, v.ϕD
• Se ϕ
ψ∨η, allora ϕD
(ψD∧z = 0)∨(ηD∧z = 1) e ϕD
 ∃z, x, u.∀y, v.ϕD
(dove z non compare in ψD ne´ in θD)
• Se ϕ
∀zψ(z), allora ϕD
ψD
(
X(z)
x
)
e ϕD
∃X.∀z, y.ϕD
• Se ϕ
∃z.ψ, allora ϕD
ψD e ϕD
∃z, x.∀y.ϕD
• Se ϕ
ψ → η, allora ϕD
ψD
(
Y (x,v)
y
)
→ ηD
(
U(x)
u
)
e ϕD
∃U, Y .∀x, v.ϕD
Chiamiamo la formula ϕD la traduzione Dialectica di ϕ. Facendo riferimento
alla notazione sopra, scriviamo alcune considerazioni sull’interpretazione qui
introdotta:
− Supponendo che ψ ≡ ψD e η ≡ ηD, allora si ottiene che per ϕ atomica,
ϕ
ψ ∧ η o ϕ
∃z.ψ(z) vale l’equivalenza ϕ ≡ ϕD.
− Per dimostrare (ψ ∨ η)D e` necessario fissare un valore di z che permette
di dire se sia dimostrabile ψD oppure ηD, in accordo con l’interpretazione
data della dimostrazione intuizionistica di una disgiunzione.
− Solo nelle clausole in cui ϕ
∀z.ψ(z) e ϕ
ψ → η si sostituiscono variabili
di un certo tipo con variabili di tipo piu` alto.
38
− La traduzione di ϕ
¬ψ segue dalla clausola dell’implicazione ed e` data
da ϕD
ψD
(
Y (x)
y
)
e ∃Y .∀x.ϕD
− La traduzione negativa e quella Dialectica possono essere applicate in suc-
cessione. Chiamiamo la formula ϕND
(ϕN )D la traduzione negativa-
Dialectica di ϕ.
Diamo ora alcuni esempi
Esempio 5.3
• Consideriamo la traduzione della formula ϕ
∀x.∃y.(x = 2·y∨x = 2·y+1)
passo per passo (seguiamo un approccio bottom-up e coloriamo le formule
man mano che vengono tradotte).
∀x.∃y.(x = 2 · y ∨ x = 2 · y + 1)
∀x.∃y.(x = 2 · y ∨ x = 2 · y + 1)
∀x.∃y.(∃z. (x = 2 · y ∧ z = 0) ∨ (x = 2 · y + 1 ∧ z = 1))
∀x.(∃y, z. (x = 2 · y ∧ z = 0) ∨ (x = 2 · y + 1 ∧ z = 1))
∃Y, Z.∀x. (x = 2 · Y (x) ∧ Z(x) = 0) ∨ (x = 2 · Y (x) + 1 ∧ Z(x) = 1)
In questo caso ϕD
 (x = 2 · Y (x) ∧ Z(x) = 0)∨(x = 2 · Y (x) + 1 ∧ Z(x) = 1)
e ϕD
∃Y, Z.∀x.ϕD
• Giustifichiamo intuitivamente la definizione della traduzione di ϕ
∀z.ψ
dove ψD
∃x.∀y.ψD (ci riduciamo ad una variabile per semplicita`, ma il
ragionamento nel caso generale e` analogo).
∀z.ψ
∀z.∃x.∀y.ψD
∃X.∀z, y.ψD
(
X(z)
x
)
Abbiamo quindi sostituito a ψ la sua interpretazione Dialectica e nel se-
condo passaggio abbiamo applicato una versione formale dell’assioma di
scelta:
∀x.∃y.θ → ∃Y.∀x.θ
(
Y (x)
y
)
(AC)
• Giustifichiamo intuitivamente la definizione della traduzione di ϕ
ψ → η
dove ψD
∃x.∀y.ψD e ηD
∃u.∀v.ηD.
ψ → η
(∃x.∀y.ψD)→ (∃u.∀v.ηD) (1)
∀x.(∀y.ψD)→ (∃u.∀v.ηD) (2)
∀x.∃u.(∀y.ψD)→ (∀v.ηD) (3)
∀x.∃u.∀v.(∀y.ψD)→ ηD (4)
∀x.∃u.∀v.∃y.ψD → ηD (5)
∃U.∀x.∀v.∃y.ψD → ηD
(
U(x)
x
)
(6)
∃U.∃Y.∀x.∀v.ψD
(
Y (x, v)
y
)
→ ηD
(
U(x)
x
)
(7)
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L’equivalenza tra le formule 1 e 2 e tra 3 e 4 sono teoremi validi intui-
zionisticamente. Per l’equivalenza tra 5 e 7 usiamo ancora la versione
formale dell’assioma di scelta. Per l’equivalenza tra 2 e 3 viene applicata
una forma debole del principio di indipendenza delle premesse
(∀x.ϕ(x)→ ∃y.ψ(y))→ (∃y. (ϕ(x)→ ψ(y))) (IP)
(dove si assume ϕ senza quantificatori.)
Questa e` una tautologia della logica classica ma non della logica intuizio-
nistica. Nell’equivalenza tra 4 e 5 viene applicata una forma generalizzata
del principio di Markov
(¬¬∃x.ϕ(x))→ (∃x.ϕ(x)) (MP)
(dove si assume ϕ senza quantificatori.)
Anche questa e` una tautologia della logica classica non valida intuizioni-
sticamente.
Gli esempi precedenti suggeriscono che assumendo i tre assiomi (AC), (IP )
e (MP ) si riesca a mostrare l’equivalenza tra ϕ e ϕD nel sistema HAω.
Lemma 5.4
La teoria HAω + (AC) + (IP ) + (MP ) dimostra lo schema di assiomi ϕ↔ ϕD.
Dimostrazione. Per induzione strutturale su ϕ (supponendo quindi ψ equiva-
lente a ψD e η equivalente a ηD)
• Nei casi ϕ atomica, ϕ
ψ ∧ η, ϕ
ψ ∨ η, ϕ
∃z.ψ la tesi e` verificata
utilizzando le regole di inferenza intuizionistiche e il principio del terzo
escluso per formule atomiche
• Se ϕ
∀z.ψ, l’equivalenza segue da un’applicazione dell’assioma di scelta,
come visto negli esempi
• Se ϕ
ψ → η, l’equivalenza segue utilizzando lo schema (AC) + (IP ) +
(MP ) come esposto nell’esempio. Esplicitiamo in particolare il passaggio
dalla formula 4 alla formula 5 (in cui viene applicato (MP )).
(∀y.ψD)→ ηD
ηD ∨ (¬ηD ∧ ¬∀y.ψD)
ηD ∨ (¬ηD ∧ ¬¬∃y.¬ψD) (MP)
ηD ∨ (¬ηD ∧ ∃y.¬ψD)
∃y.ηD ∨ (¬ηD ∧ ¬ψD)
∃y.ψD → ηD
dove i passaggi indicati sono validi intuizionisticamente.

Nel seguito chiameremo HA# la teoria HAω+(AC)+(IP )+(MP ). Notiamo
che T risulta essere un frammento di HA# e che FPR e` un modello di HA#.
Introduciamo anche la teoria HA#0 (che sara` utile nel seguito) come la teoria
HA# + (E0), dove (E0) e` l’assioma introdotto nella definizione di T0. Anche in
questo caso, T0 risulta quindi essere un frammento di HA
#
0 (e quindi FPR non
e` modello di HA#0 ).
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5.2 Interpretazione delle dimostrazioni
In questa sezione andiamo ad enunciare e dimostrare il risultato principale di
Go¨del riguardante l’interpretazione Dialectica, cioe` che l’interpretazione Dia-
lectica di una formula dimostrabile in HA e` attestata da opportuni termini di
T .
Cominciamo con un lemma.
Lemma 5.5
Sia ϕ una formula nel linguaggio di T . Allora esiste un termine tϕ di T tale
che T ` tϕ = 0↔ ϕ
Dimostrazione. Per induzione sulla struttura di ϕ:
• Se ϕ
 ⊥, poniamo tϕ
 1
• Se ϕ
>, poniamo tϕ
 0
• Se ϕ
 a = b, poniamo tϕ
E(a, b)
• Se ϕ
ψ ∧ η, poniamo tϕ
Sum(tψ, tη)
• Se ϕ
ψ ∨ η, poniamo tϕ
Prod(tψ, tη)
• Se ϕ
ψ → η, poniamo tϕ
Prod(Not(tψ), tη)
La tesi segue dalle proprieta` ricavate nella sottosezione 4.2

Notiamo che l’operatore E nel caso delle formule atomiche di confronto tra
termini di tipo 0 puo` essere sostituito da un opportuno termine costruito con
gli altri operatori di T in quanto si ha
T ` Sum (a ·− b, b ·− a) = 0↔ E (a, b) = 0
Risulta invece indispensabile l’operatore E quando si considera l’uguaglianza
tra termini di tipo piu` alto.
Diamo ora l’enunciato del teorema principale
Teorema 5.6 (Interpretazione Dialectica delle dimostrazioni di HA)
Sia ϕ una formula di HA con variabili libere a tale che HA ` ϕ; sia ϕD
∃x.∀y.ϕD
la sua interpretazione Dialectica. Allora esiste una successione di termini chiusi
T tale che T ` ϕD
(
T (a)
x , y
)
.
Introduciamo alcune notazioni utili per la dimostrazione:
• Date a = (a1, . . . , am) e b = (b1, . . . , bn) due successioni di variabili distinte
indichiamo con b̂/a la successione b da cui sono state eliminate le variabili
in comune con a.
• Date a = (a1, . . . , am) e b = (b1, . . . , bn) due successioni di variabili distinte
indichiamo con ab la successione ottenuta concatenando a e b̂/a.
• Dato t un termine, con t |a=0 intendiamo il termine t
[
0
a1
, . . . , 0am
]
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Esempio 5.7
Date le successioni a = (x, y) e b = (y, z), si ha
• b̂/a = (z)
• â/b = (x)
• ab = (x, y, z)
• ba = (y, z, x)
Dimostrazione. Basta mostrare che per ogni assioma ψ (logico e non logico)
di HA esiste una successione di termini che attesti ψ e che per ogni regola
di inferenza, a partire dai termini che attestano le premesse possiamo trovare
un termine che attesti la conclusione. La tesi segue poi per induzione sulla
lunghezza della dimostrazione di HA ` ψ.
Supponiamo che:
• La traduzione Dialectica di ϕ sia ϕD(a)
∃x.∀y.ϕD (x, y, a) e che abbia
parametri a.
• La traduzione Dialectica di ψ sia ψD(b)
∃u.∀v.ψD
(
u, v, b
)
e che abbia
parametri b.
• La traduzione Dialectica di η sia ηD(c)
∃w.∀z.ηD (w, z, c) e che abbia
parametri c.
Inoltre supponiamo le successioni di variabili x, y, x′, etc. disgiunte a due a
due e disgiunte da abc. Con ϕ′D intendiamo la formula ϕD in cui alle variabili
x e y vengono sostituite le variabili x′ e y′ (le variabili libere rimangono a), e
similmente per ϕ′′D, ψ
′
D, etc.
Nel seguito dovremmo considerare termini applicati sia alle variabili a, b e
c che alle variabili x, y, etc. Per fissare la notazione, durante la dimostrazione
chiameremo le prime parametri e le seconde variabili e considereremo i funzionali
applicati prima ai parametri e poi alle variabili (ad esempio scriveremo T (a)(x)
al posto di T (a, x) ).
Passiamo a trovare i funzionali che attestino gli assiomi:
(L1) La traduzione Dialectica di ϕ, ϕ→ ψ e ψ e`:
∃x.∀y.ϕD(x, y, a)
∃U, Y .∀x, v.ϕD
(
x,
Y (x, v)
y
, a
)
→ ψD
(
U (x)
u
, v, b
)
∃u.∀v.ψD
(
u, v, b
)
Quindi stiamo supponendo siano dati termini Ax, BY e BU tali che
T ` ϕD
(
Ax (a)
x
, y, a
)
T ` ϕD
(
x,
BY
(
ba
)
(x, v)
y
, a
)
→ ψD
(
BU
(
ba
)
(x)
u
, v, b
)
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Sostituendo Ax(a) a x nella seconda espressione e BY
(
ba
) (
A(a), v
)
a y
nella prima espressione si ottiene
T ` ϕD
(
Ax (a)
x
,
BY
(
ba
) (
Ax(a), v
)
y, a
)
→ ψD
(
BU
(
ba
) (
A (a)
)
u
, v, b
)
T ` ϕD
(
Ax (a)
x
,
BY
(
ba
) (
Ax (a) , v
)
y
, a
)
da cui si ricava
T ` ψD
(
BU
(
ba
) (
A (a)
)
u
, v, b
)
da cui (specializzando le variabili di a non appartenenti a b) il termine
cercato e` BU
(
ba
) (
A (a)
) |
â/b=0
(L2) La traduzione Dialectica di ϕ→ ψ, ψ → η e ϕ→ η e`:
∃U, Y .∀x, v.ϕD
(
x,
Y (x, v)
y
, a
)
→ ψD
(
U (x)
u
, v, b
)
∃W,V .∀u, z.ψD
(
u,
V (u, z)
v
, b
)
→ ηD
(
W (u)
w
, z, c
)
∃W,Y .∀x, z.ϕD
(
x,
Y (x, z)
y
, a
)
→ ηD
(
W (x, z)
w
, z, c
)
Quindi stiamo supponendo siano dati termini AU , AY , BW e BV tali che:
T ` ϕD
(
x,
AY
(
ab
)
(x, v)
y
, a
)
→ ψD
(
AU
(
ab
)
(x)
u
, v, b
)
T ` ψD
(
u,
BV
(
cb
)
(u, z)
v
, b
)
→ ηD
(
BW
(
cb
)
(u)
w
, z, c
)
e cerchiamo degli opportuni termini CY e CW . Sostituendo BV (cb)(u, z)
a v e AU (ab)(x) a u si ha:
T ` ϕD
(
x,
AY
(
ab
) (
x,BV
(
cb
) (
AU
(
ab
)
(x, z)
))
y
, a
)
→
→ ψD
(
AU
(
ab
)
(x)
u
,
BV
(
cb
) (
AU
(
ab
)
(x) , z
)
V
, b
)
T ` ψD
(
AU
(
ab
)
(x)
u
,
BV
(
cb
) (
AU
(
ab
)
(x) , z
)
v
, b
)
→
→ ηD
(
BW
(
cb
) (
AU
(
ab
)
(x)
)
w
, z, c
)
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da cui
T ` ϕD
(
x,
AY
(
ab
) (
x,BV
(
cb
) (
AU
(
ab
)
(x) , z
))
y
, a
)
→
→ ηD
(
BW
(
cb
) (
AU
(
ab
)
(x)
)
w
, z, c
)
e quindi i termini cercati sono
CY 
AY
(
ab
) (
x,BV
(
cb
) (
AU
(
ab
)
(x) , z
)) |
b̂/ac=0
CW 
BW
(
cb
) (
AU
(
ab
)
(x)
) |
b̂/ac=0
(L3)-(L4) La traduzione Dialectica di ϕ ∧ ψ → η e ϕ→ (ψ → η) e`
∃W,V , Y .∀x, u, z. ϕD
(
x,
Y (x, u, z)
y
, a
)
∧
∧ ψD
(
u,
V (x, u, z)
v
, b
)
→ ηD
(
W (x, u)
w
, z, c
)
∃W,V , Y .∀x, u, z. ϕD
(
x,
Y (x, u, z)
y
, a
)
→
→
(
ψD
(
u,
V (x, u, z)
v
, b
)
→ ηD
(
W (x, u)
w
, z, c
))
da cui la tesi segue banalmente.
(L5) La traduzione Dialectica di ϕ ∧ ψ → ϕ e`
∃X ′, Y , V .∀x, u, y′. ϕD
(
x,
Y
(
x, u, y′
)
y
, a
)
∧
∧ ψD
(
u,
V
(
x, u, y′
)
v
, b
)
→ ϕ′D
(
X ′ (x, u)
x′
, y′, a
)
quindi dobbiamo trovare degli opportuni termini AX′ , AY e AV . Pren-
dendo
AX′
λx.λu.x
AY 
λx.λu.λy′.y′
AV 
λx.λu.λy′.0
si ottiene la formula
ϕD
(
x,
y′
y
, a
)
∧ ψD
(
u,
0
v
, b
)
→ ϕ′D
(
x
x′
, y′, a
)


ϕD
(
x,
y′
y
, a
)
∧ ψD
(
u,
0
v
, b
)
→ ϕD
(
x,
y′
y
, a
)
che risulta essere un teorema di T .
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(L6) La traduzione Dialectica di ϕ ∧ ψ → ψ ∧ ϕ e`:
∃X ′, U ′, Y , V .∀x, u, y′, v′.
ϕD
(
x,
Y
(
x, u, y′, v′
)
y
, a
)
∧ ψD
(
u,
V
(
x, u, y′, v′
)
v
, b
)
→
ϕ′D
(
X ′ (x, u)
x′
, y′, a
)
∧ ψ′D
(
U ′ (x, u)
u′
, v′, b
)
quindi sostituendo
Y con λx.λu.λy′.λv′.y′
V con λx.λu.λy′.λv′.v′
X ′ con λx.λu.x
U ′ con λx.λu.u
si ottiene
ϕD
(
x,
y′
y
, a
)
∧ ψD
(
u,
v′
v
, b
)
→
→ ϕ′D
(
x
x′
, y′, a
)
∧ ψ′D
(
u
u′
, v′, c
)
che risulta un teorema di T.
(L7) La traduzione Dialectica di ϕ→ ϕ ∧ ϕ e`:
∃X ′, X ′′, Y .∀x, y′, y′′. ϕD
(
x,
Y
(
x, y′, y′′
)
y
, a
)
→
→ ϕ′D
(
X ′ (x)
x′
, y′, a
)
∧ ϕ′′D
(
X ′′ (x)
x′′
, y′′, a
)
quindi sostituendo
X ′ con λx.x
X ′′ con λx.x
Y con λx.λy′.λy′′.Cond(tϕ′D , y
′, y′′)
si ottiene
ϕD
(
x,
Cond
(
tϕ′D , y
′, y′′
)
y
, a
)
→ ϕ′D
(
x
x′
, y′, a
)
∧ ϕ′′D
(
x
x′′
, y′′, a
)
che risulta un teorema di T.
(L8) La traduzione Dialectica di ϕ→ η, ψ → η e ϕ ∨ ψ → η e`:
∃W,Y .∀x, z.ϕD
(
x,
Y (x, z)
y
, a
)
→ ηD
(
W (x)
w
, z, c
)
∃W,V .∀u, z.ψD
(
u,
V (u, z)
v
, b
)
→ ηD
(
W (u)
w
, z, c
)
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∃W,Y , V .∀x, u, z, t.
(
t = 0 ∧ ϕD
(
x,
Y (x, u, z, t)
y
, a
))
∨
∨
(
t = 1 ∧ ψD
(
u,
V (x, u, z, t)
v
, b
))
→ ηD
(
W (w, x, u, t)
w
, z, c
)
Quindi stiamo supponendo siano dati termini AY , AW , BV e BW tali che
T ` ϕD
(
x,
AY (ac) (x, z)
y
, a
)
→ ηD
(
AW (ac) (x)
w
, z, c
)
T ` ψD
(
u,
BV
(
bc
)
(u, z)
v
, b
)
→ ηD
(
BW
(
bc
)
(u)
w
, z, c
)
Da cui si ottiene
T `
(
t = 0 ∧ ϕD
(
x,
AY (ac) (x, z)
y
, a
))
∨
∨
(
t = 1 ∧ ψD
(
u,
BV
(
bc
)
(u, z)
v
, b
))
→
→ ηD
(
Cond
(
t, AW (ac) (x) , BW
(
bc
)
(u)
)
w
, z, c
)
quindi i termini cercati sono
CW 
Cond
(
t, AW (ac) (x) , BW
(
bc
)
(u)
)
CY 
AY (ac) (x, z)
CV 
BV
(
bc
)
(u, z)
(L9) La traduzione Dialectica di ϕ→ ϕ ∨ ψ e`:
∃X ′, U, Y , T.∀x, y′, v. ϕD
(
x,
Y
(
x, y′, v
)
y
, a
)
→
→
(
T (x) = 0 ∧ ϕ′D
(
X ′ (x)
x′
, y′, a
))
∨
(
T (x) = 1 ∧ ψD
(
U (x)
u
, v, b
))
quindi sostituendo
T con λx.0
X ′ con λx.x
U con λx.0
Y con λx.λy′.λv.y′
si ottiene
ϕD
(
x,
y′
y
, a
)
→
(
0 = 0 ∧ ϕ′D
(
x
x′
, y′, a
))
∨
(
0 = 1 ∧ ψD
(
0
u
, v, b
))
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che per T e` equivalente a
ϕD
(
x,
y′
y
, a
)
→ ϕ′D
(
x
x′
, y′, a
)


ϕD
(
x,
y′
y
, a
)
→ ϕD
(
x,
y′
y
, a
)
ed e` quindi un teorema.
(L10) La traduzione Dialectica di ϕ ∨ ψ → ψ ∨ ϕ e`:
∃X ′, U ′, T ′, Y , V .∀x, u, t, y′, v′.(
t = 0 ∧ ϕD
(
x,
Y
(
x, u, t, y′, v′
)
y
, a
))
∨
∨
(
t = 1 ∧ ψD
(
u,
V
(
x, u, t, y′, v′
)
v
, b
))
→
→
(
T ′ (x, u, t) = 0 ∧ ψ′D
(
U ′ (x, u, t)
u′
, v′, b
))
∨
∨
(
T ′ (x, u, t) = 1 ∧ ϕ′D
(
X ′ (x, u, t)
x′
, y′, a
))
quindi sostituendo
X ′ con λx.λu.λt.x
U ′ con λx.λu.λt.u
T ′ con λx.λu.λt.Not(t)
Y con λx.λu.λt.λy′.λv′.y′
V con λx.λu.λt.λy′.λv′.v′
si ottiene(
t = 0 ∧ ϕD
(
x,
y′
y
, a
))
∨
(
t = 1 ∧ ψD
(
u,
v′
v
, b
))
→
→
(
Not (t) = 0 ∧ ψ′D
(
u
u′
, v′, b
))
∨
(
Not (t) = 1 ∧ ϕ′D
(
x
x′
y′, a
))
che per T e` equivalente a(
t = 0 ∧ ϕD
(
x,
y′
y
, a
))
∨
(
t = 1 ∧ ψD
(
u,
v′
v
, b
))
→
→
(
t 6= 0 ∧ ψ′D
(
u
u′
, v′, b
))
∨
(
t = 0 ∧ ϕ′D
(
x
x′
y′, a
))
ed e` quindi un teorema di T.
(L11) La traduzione Dialectica di ⊥→ ϕ e`
∃Y .∀x. ⊥→ ϕD
(
x,
Y (x)
y
, a
)
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da cui sostituendo λx.0 ad Y si ha
⊥→ ϕD
(
x,
0
y
, a
)
che risulta essere un teorema di T.
(L13) Per questo punto supponiamo che le variabili libre di ϕ siano a e z con z
non appartenente ad a. La traduzione Dialectica di ∀z.ϕ→ ϕ ( tz ) e`:
∃X ′, Z, Y .∀X, y′.
ϕD
(
X
(
Z
(
X, y′
))
x
,
Y
(
X, y′
)
y
,
Z
(
X, y′
)
z
, a
)
→
→ ϕ′D
(
X ′
(
X
)
x′
, y′,
t
z
, a
)
quindi sostituendo
X ′ con λX.X(t)
Z con λx.λy′.t
Y con λx.λy′.y′
si ottiene
ϕD
(
X(t)
x
,
y′
y
,
t
z
, a
)
→ ϕ′D
(
X(t)
x′
, y′,
t
z
, a
)
ed e` quindi un teorema di T.
(L14)-(L15) Per questo punto supponiamo che le variabili libre di ψ siano b
e z con z non appartenente ad b. La traduzione Dialectica di ϕ → ψ e
ϕ→ ∀z.ψ e`:
∃U, Y .∀x, v.ϕD
(
x,
Y (x, v)
y
, a
)
→ ψD
(
U (x)
u
, v, z, b
)
∃U, Y .∀x, v, z.ϕD
(
x,
Y (z, x, v)
y
, a
)
→ ψD
(
U (z, x)
u
, v, z, b
)
Quindi stiamo supponendo siano dati termini AY e AU tali che
T ` ϕD
(
x,
AY
(
ab, z
)
(x, v)
y
, a
)
→ ψD
(
AU
(
ab, z
)
(x)
u
, v, z, b
)
da cui i termini cercati sono proprio AY e AU . In maniera del tutto
analoga si trovano i termini per 15.
(L16) Per questo punto supponiamo che le variabili libre di ϕ siano a e z con z
non appartenente ad a. La traduzione Dialectica di ϕ
(
t
z
)→ ∃z.ϕ e`:
∃X ′, Y , Z.∀x, y′.ϕD
(
x,
Y
(
x, y′
)
y
,
t
z
, a
)
→ ϕ′D
(
X ′ (x)
x′
, y′,
Z (x)
z
, a
)
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quindi sostituendo
X ′ con λx.x
Z con λx.t
Y con λx.λy′.y′
si ottiene
ϕD
(
x,
y′
y
,
t
z
, a
)
→ ϕ′D
(
x
x′
, y′,
t
z
, a
)
ed e` quindi un teorema di T.
(HA4) La traduzione Dialectica di (s = t) ∧ ϕ ( sz )→ ϕ ( tz ) e`:
∃X ′, Y .∀x, y′.s = t ∧ ϕD
(
x,
Y
(
x, y′
)
y
,
s
z
, a
)
→ ϕ′D
(
X ′ (x)
x′
, y′,
t
z
, a
)
quindi sostituendo
X ′ con λx.x
Y con λx.λy′.y′
si ottiene
s = t ∧ ϕD
(
x,
y′
y
,
s
z
, a
)
→ ϕ′D
(
x
x′
, y′,
t
z
, a
)
ed e` quindi un teorema di T.
(HA10) La traduzione Dialectica di ∀x.(x 6= 0→ ∃y.x = Sy) e`:
∃Y, T.∀x.(T (x) = 0 ∧ x = 0) ∨ (T (x) = 1 ∧ x = SY (x))
quindi sostituendo
T con λx.Cond(x, 0, 1)
Y con λx.Pred(x)
si ottiene
(Cond(x, 0, 1) = 0 ∧ x = 0) ∨ (Cond(x, 0, 1) = 1 ∧ x = S(x ·− 1))
ed e` quindi un teorema di T.
(HA15) Consideriamo l’assioma (HA10) e la seguente regola di inferenza
ϕ
(
0
z
) ∀w.ϕ (wz )→ ϕ (Swz )
∀z.ϕ
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Poiche´ dall’uno puo` essere derivato l’altro usando solamente gli altri as-
siomi di HA, non e` restrittivo supporre di aver assunto la regola sopra
introdotta al posto dell’assioma (HA10).
La traduzione Dialectica di ϕ
(
0
z
)
, ∀w.ϕ (wz )→ ϕ (Swz ) e ∀z.ϕ e`:
∃x.∀y.ϕD
(
x, y,
0
z
, a
)
∃X ′, Y .∀x, y′, w.ϕD
(
x,
Y
(
x, y′, w
)
y
,
w
z
, a
)
→ ϕ′D
(
X ′(x,w)
x′
, y′,
Sw
z
, a
)
∃X.∀y, z.ϕD
(
X (z)
(x)
, y, z, a
)
Quindi stiamo supponendo dati termini Ax, BX′ e BY tali che
T ` ϕD
(
Ax (a)
x
, y,
0
z
, a
)
T ` ϕD
(
x,
BY (a)
(
x, y′, w
)
y
,
w
z
, a
)
→ ϕ′D
(
BX′ (a) (x,w)
x′
, y′,
Sw
z
, a
)
e vorremmo un termine CX tale che
T ` ϕD
(
CX (a) (z)
x
, y, z, a
)
Definiamo, utilizzando la bar-riursione, la sequenza di termini
r
λw.R
(
Ax (a) , λk.λh.BX′ (a) (h, k) , w
)
che rispetta le seguenti clausole ricursive:
• r(0) = Ax(a)
• r(Sw) = BX′ (a) (r (w) , w)
Le espressioni precedenti possono allora essere riscritte come
T ` ϕD
(
r (0)
x
, y,
0
z
, a
)
T ` ϕD
(
r (w)
x
,
BY (a)
(
r (w) , y′, w
)
y
,
w
z
, a
)
→ ϕ′D
(
r (Sw)
x′
, y′,
Sw
z
, a
)
Sostituendo y ad y′ nella seconda espressione e definendo
• T 
λw.λy.BY (a) (r (w) , y, w)
• Q (w, y)
ϕD
(
r(w)
x , y,
w
z , a
)
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si ottiene
T ` Q
(
0
w
, y
)
T ` Q
(
w,
T (w, y)
y
)
→ Q
(
Sw
y
, y
)
da cui per il Teorema 4.23 si ha la tesi.
Per gli altri assiomi la verifica risulta banale.

Abbiamo quindi provato che una dimostrazione intuizionista puo` essere tra-
sformata in una dimostrazione di T. In particolare ricaviamo immediatamente
dal Corollario 3.21 e dal Teorema 5.6 il seguente risultato.
Corollario 5.8
• Data ϕ una formula tale che PA ` ϕ, allora T ` ϕND
(
t(y)
x
)
. per opportuni
termini t.
• La coerenza di T implica la coerenza di PA.
Notiamo che non e` invece possibile interpretare direttamente PA all’interno
di T in modo che esistano dei termini che attestino la traduzione. Infatti la tra-
duzione Dialectica di ¬¬ϕ e ϕ (mantenendo le convenzioni della dimostrazione
precedente) e`
∃X.∀Y .ϕD
(
X(Y )
x
,
Y (X(Y ))
y
)
∃x.∀y.ϕD (x, y)
Ponendo ad esempio ϕ
∀x.x = 0 ∨ x 6= 0 le formule sopra diventano
∃T.∀X. (T (X) = 0 ∧X(T (X)) = 0) ∨ (T (X) = 1 ∧X(T (X)) 6= 0)
∃t.∀x.(t = 0 ∧ x = 0) ∨ (t = 1 ∧ x 6= 0)
e dall’esistenza di un termine AT che attesti la prima formula non si puo` dedurre
l’esistenza di un termine Bt che attesti la seconda.
Posponiamo alla prossima sezione altri risultati che possono essere ricavati
a partire da questo teorema.
5.3 Interpretazione Dialectica di HAω, HA# e di HA#0
Con poche modifiche alla dimostrazione precedente, possiamo mostrare che an-
che per HAω, HA# e HA#0 vale un analogo del Teorema 5.6. Serve prima un
lemma preliminare.
Definizione 5.9
Definiamo
(∀x.ϕ(x)→ ∃y.ψ(y))→ (∃y. (ϕ(x)→ ψ(y))) (IP’)
(¬¬∃x.ϕ(x))→ (∃x.ϕ(x)) (MP’)
dove viene assunto che ϕ sia negativa senza quantificatori.
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Abbiamo quindi che lo schema (IP ′) + (MP ′) e` un sottoschema di (IP ) +
(MP ).
Lemma 5.10
Gli schemi (IP ) + (MP ) e (IP ′) + (MP ′) sono equivalenti per HAω (cioe` per
ogni formula ϕ di (IP ) + (MP ) si ha HAω + (IP ′) + (MP ′) ` ϕ e viceversa)
Dimostrazione. Diretta conseguenza del Lemma 3.14.

Possiamo ora passare alla dimostrazione del teorema.
Teorema 5.11 (Interpretazione delle dimostrazioni di HAω, HA# e HA#0 )
• Sia ϕ una formula di HAω con variabili libere a tale che HAω ` ϕ;
sia ϕD
∃x.∀y.ϕD la sua interpretazione Dialectica. Allora esiste una
successione di termini chiusi T tale che T ` ϕD
(
T (a)
x , y, a
)
.
• Il risultato precedente vale anche sostituendo ad HAω la teoria HA#,
oppure sostituendo ad HAω e T le teorie HA#0 e T0 rispettivamente.
Dimostrazione. Con modifiche minime il Teorema 5.6 si adatta al caso HAω.
La traduzione di (E0) nel sistema T0 coincide con (E0) stesso e risulta quindi
un assioma. Inoltre notiamo che prendendo T al posto di T0, la tesi risulta falsa,
poiche´ esistono coppie di termini α-equivalenti tali che T non dimostra che sono
distinti (consultare 4.4).
Rimane quindi da verificare che la traduzione Dialectica degli assiomi (AC),
(IP ), (MP ) nel sistema T e` attestata da opportuni termini.
Per il Lemma 5.10 ci basta dimostrare il risultato per gli assiomi (AC) +
(IP ′) + (MP ′). Inoltre possiamo sostituire a tale schema le regole di inferenza
∀w.∃z.ϕ(w, z)
R-AC
∃Z.∀w.ϕ
(
w, Z(w)z
)
∀w.θ(w)→ ∃z.ϕ(z)
R-IP’∃z. (∀w.θ(w)→ ϕ(z))
(dove si assume θ negativa senza quantificatori,)
¬¬∃w.θ(w)
R-MP’∃w.θ(w)
(dove si assume θ negativa senza quantificatori)
in quanto tali regole risultano equivalenti al sistema (AC) + (IP ′) + (MP ′).
Nel seguito assumiamo
ϕD
∃x.∀y.ϕD
Inoltre assumiamo θ negativa senza quantificatori, quindi θ
 θD
 θD.
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R-AC Sia la traduzione Dialectica di ∀w.∃z.ϕ(w, z) che di ∃Z.∀w.ϕ
(
w, Z(w)z
)
coincide con:
∃Z,X.∀w, y.ϕD
(
X(w)
x
, y, w,
Z(w)
z
)
quindi la tesi e` banalmente verificata.
R-IP’ Sia la traduzione Dialectica di ∀w.θ(w)→ ∃z.ψ(z) che di ∃z. (∀w.θ(w)→ ψ(z))
coincide con:
∃z,W, x.∀y.θ
(
W (y)
w
)
→ ϕD (x, y, z)
quindi la tesi e` banalmente verificata.
R-MP’ Sia la traduzione Dialectica di ¬¬∃w.θ(w) che di ∃w.θ(w) coincide con:
∃w.θ(w)
quindi la tesi e` banalmente verificata.

Notiamo che in questa dimostrazione il Lemma 3.14 ha un’importanza fon-
damentale. Ad esempio, prendendo θ
¬(w = 0 ∨ w 6= 0) in R-MP’ otteniamo
che le traduzioni di premessa e conseguenza sono
∃w.∀t.¬ ((t = 0 ∧ w = 0) ∨ (t = 1 ∧ w 6= 0))
∃W.∀T.¬ ((T (W (T )) = 0 ∧W (T ) = 0) ∨ (T (W (T )) = 1 ∧W (T ) 6= 0))
dove t e` una variabile introdotta per via della traduzione Dialectica di x =
0 ∨ x 6= 0. Non e` in generale evidente dalla struttura della traduzione della
formula θ quali siano i termini cercati, ma nel caso θ
 θD il risultato segue
immediatamente.
Un’osservazione importante e` che essendo T un frammento di HAω e di
HA# e T0 un frammento di HA
#
0 possiamo interpretare tali teorie all’interno
di loro stesse. Da questo ricaveremo interessanti conseguenze nella sezione 6.
Possiamo estendere l’interpretazione Dialectica delle dimostrazioni anche a
PAω come fatto per PA, cioe` passando attraverso l’interpretazione negativa.
Non vale pero` in generale che PAω ` ϕ ↔ ϕND. Vedremo nella sezione 6 che
da questa proprieta` si possono ricavare diverse informazioni sul sistema, quindi
definiamo una nuova teoria in modo da poter estendere il Teorema 5.11 anche
al caso classico.
Definizione 5.12 ((QF−AC), PA# e PA#0 )
Definiamo l’assioma
∀x.∃y.ϕ(x, y)→ ∃Y .∀x.ϕ
(
x,
Y (x)
y
)
(QF-AC)
(dove si suppone ϕ senza quantificatori). Definiamo PA# come PAω+(QF−AC)
e PA#0 come PA
# + (E0)
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Le teorie ora introdotte sono simili aHA# eHA#0 , ma invece di aggiungere lo
schema (AC)+(IP )+(MP ) abbiamo aggiunto solamente lo schema (QF−AC)
per due motivi:
• Gli schemi (IP) ed (MP) sono ricavabili classicamente
• Applicando prima l’interpretazione negativa e poi quella Dialectica ad
un’istanza ϕ di (AC), puo` non esistere un funzionale una successione di
termini t tale per cui T ` ϕD(t(y), y).
Mostriamo invece che con lo schema (QF-AC) possiamo avere un’interpre-
tazione funzionale dei teoremi di PA#.
Lemma 5.13
Data ϕ una formula negativa, PA# ` ϕ↔ ϕND
Dimostrazione. Notiamo innanzitutto che se ϕ e` negativa, HAω ` ϕN ↔ ϕ,
quindi possiamo limitarci a dimostrare che PA# ` ϕ ↔ ϕD. Mostriamo un
risultato piu` forte, cioe` che nel caso ϕ negativa ϕD ↔ ∃x.∀y.ϕ∗(x(y), y) con
ϕ∗ ↔ ϕD e che ϕ↔ ϕD.
Supponiamo la tesi gia` dimostrata per θ e η, con θ
 ∃x.∀y.θ∗ (x(y), y) e
η
∃u.∀v.η∗ (u(v), v). Per induzione sulla complessita` di ϕ.
• Se ϕ e` atomica la tesi segue banalmente.
• Se ϕ
 θ ∧ η, allora
ϕD
∃x, u.∀y, v. (θ∗(x(y), y) ∧ η∗(u(v), v))
↔ ∃x.∀y.θ∗(x(y), y) ∧ ∃u.∀v.η∗(u(v), v)

 θD ∧ ηD
↔ θ ∧ η

ϕ
• Se ϕ
∀z.θ, allora
ϕD
∃X.∀y, z.θ∗ (X(y, z), y, z)
↔ ∀z. (∃x.∀y.ϕ (x(y), y))

∀z.θD
↔ ∀z.θ

ϕ
54
• Se ϕ
 θ → η, allora
ϕD
∃U, Y .∀x, v.θD
(
x, Y (x, v)
)→ ηD (U(x), v)

∃U, Y .∀x, v.θ∗ (x (Y (x, v)) , Y (x, v))→ η∗ (U(x, v), v)
↔ ∀x, v.∃y, u.θ∗ (x(y), y)→ η∗ (u, v)
↔ ∀x, ∀v. (∀y.θ∗ (x(y), y)→ ∃u.η∗ (u, v))
↔ (∃x.∀y.θ∗ (x(y), y))→ (∀v.∃u.η∗(u, v))
↔ (∃x.∀y.θ∗ (x(y), y))→ (∃u.∀v.η∗(u(v), v))

 θD → ηD
↔ θ → η

ϕ

Teorema 5.14 (Interpretazione delle dimostrazioni di PAω, PA# e PA#0 )
• Sia ϕ una formula di PAω con variabili libere a tale che PAω ` ϕ; sia
ϕND
∃x.∀y.ϕND la sua interpretazione negativa-Dialectica. Allora esiste
una successione di termini chiusi T tale che T ` ϕND
(
T (a)
x , y
)
.
• Il risultato precedente vale anche sostituendo a PAω la teoria PA#, oppure
sostituendo a PAω e T le teorie PA#0 e T0 rispettivamente.
Dimostrazione. Come per il Teorema 5.11, ci basta dimostrare la tesi per gli
assiomi e le regole di inferenza. Per i Teoremi 5.11 e 3.19, la tesi e` verificata
per gli assiomi di PAω e per (E0). Ci basta quindi verificare che la traduzione
negativa-Dialectica di un’istanza di (QF-AC) e` attestata da termini di T.
QF-AC La traduzione negativa-Dialectica di ∀x.∃y.ϕ(x, y)→ ∃Y .∀x.ϕ
(
x, Y (x)y
)
e`
∀x.¬∀y.¬ϕN (x, y)→ ¬∀Y .¬∀x.ϕN
(
x,
Y (x)
y
)
Utilizzando (MP) e il Lemma 3.15 si puo` mostrare che
HA# `
(
∀x.¬∀y.¬ϕN (x, y)→ ¬∀Y .¬∀x.ϕN
(
x,
Y (x)
y
))
↔
↔
(
∀x.∃y.¬¬ϕN (x, y)→ ∃Y .∀x.¬¬ϕN
(
x,
Y (x)
y
))
↔
↔
(
∀x.∃y.ϕN (x, y)→ ∃Y .∀x.ϕN
(
x,
Y (x)
y
))
in cui l’ultima formula e` un’istanza di (AC), ed quindi attestata da op-
portuni termini di T.

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6 Conseguenze dell’interpretazione Dialectica
Passiamo ora a considerare le conseguenze che si possono ricavare dai teoremi
dimostrati nella sezione 5.
6.1 Aspetti costruttivi dell’aritmetica intuizionistica
Come anticipato nell’introduzione, le dimostrazioni intuizioniste assumono un
carattere costruttivo. Abbiamo ora gli strumenti per giustificare formalmente
quest’affermazione per le teorie HA e le sue estensioni.
Teorema 6.1
Sia H una tra le teorie HA e HAω.
Sia ϕ
∀x.∃y.ψ(x, y) tale che H ` ϕ. Allora esiste una funzione calcolabile
f di FPR tale che per ogni n ∈ N si abbia ψ (n, f(n)).
Dimostrazione. Supponiamo che l’interpretazione Dialectica di ψ e ϕ sia
ψD(x, y)
∃u.∀v.ψD (x, y, u, v)
ϕD
∃Y,U.∀x, v.ψD
(
x,
Y (x)
y
,
U(x)
u
, v
)
Per il Teorema 5.6 esiste una successione di termini ty, tu tali che
T ` ψD
(
x,
ty(x)
y
,
tu(x)
u
, v
)
e quindi considerando l’interpretazione dei termini sopra in FPR si ha
FPR  ∀x, v.ψD
(
x,
fy(x)
y
,
fu(x)
u
, v
)
⇒
FPR  ∀x.
(
∃u.∀v.ψD
(
x,
fy(x)
y
, u, v
))
Poiche´ in FPR valgono gli schemi (AC), (IP ) ed (MP ), possiamo concludere
che FPR ` ψ ≡ ψD, da cui
FPR  ∀x.ψ
(
x,
fy(x)
y
)
Infine la funzione fy risulta calcolabile in quanto interpretazione di un ter-
mine di T .

Quindi dimostrare ad esempio l’esistenza di una funzione in HA equivale a
dire che tale funzione e` calcolabile. Inoltre esiste una maniera algoritmica per
passare dalla dimostrazione ad un metodo effettivo per calcolarla.
Per i sistemi HA# ed HA#0 vale invece un risultato piu` potente.
Teorema 6.2
Indichiamo con H una tra le teorie HA# e HA#.
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• Sia ϕ
∃x.ψ(x) una formula tale che H ` ϕ, allora esiste un termine t
tale che H ` ψ(t)
• Sia ϕ
∀x.∃y.ψ(x, y) una formula tale che H ` ϕ, allora esiste un termi-
ne t tale che H ` ∀x.ψ(x, t(x))
Dimostrazione. Dimostriamo direttamente il secondo punto poiche´ questo
implica il primo. Limitiamoci inoltre al caso di HA# in quanto per HA#0 la
dimostrazione e` del tutto analoga.
Sia ψD(x, y)
∃u.∀v.ψD(x, y, u, v) la traduzione Dialectica di ψ.
Per il Lemma 5.11 abbiamo che per opportuni termini ty e tu si ha
T ` ψD(x, ty(x), tu(x), v)
e poiche´ HA# e` un’estensione di T si ricava
HA# ` ψD(x, ty(x), tu(x), v)
Segue allora per il Lemma 5.4 che in HA# valgono le seguenti equivalenze:
∀x, v.ψD(x, ty(x), tu(x), v) ↔
∃u.∀x, v.ψD(x, ty(x), u(x), v) ↔
∀x. (∃u.v.ψD(x, ty(x), u, v)) 

∀x.ψD(x, ty(x)) ↔
∀x.ψ(x, ty(x))
da cui il termine cercato.

Essendo un risultato sintattico, questo ci dice che in ogni modello si ha un
opportuno elemento f che verifichi la formula ∀x.ϕ(x, f(x)).
Notiamo che abbiamo fatto uso del Teorema 5.4, quindi questa dimostrazione
non e` adattabile al caso di HAω.
Ci poniamo la questine se questo risultato possa essere adattato a PA
o alle sue estensioni. La risposta e` generalmente no, e possiamo dare un
controesempio. Indichiamo con
• M(x, x′) l’x-esimo programma per macchina di Turing a cui viene asse-
gnato input x′.
• M(x, x′) ↓y la formula che afferma che la macchina di Turing si arrestera`
in esattamente y passi del programma x con input x′ (che risulta essere
una formula ∆0).
Definiamo la formula
∀x.∃y.∀z.M(x, x) ↓y ∨¬M(x, x) ↓z (M)
che sta ad indicare la seguente proprieta` delle macchine di Turing dimostra-
bile in PA: per ogni macchina di Turing ed ogni input, la macchina di Turing
si arrestera` in un numero finito di passi oppure non si arrestera`.
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Per questa formula non puo` valere un analogo del Teorema 6.2. Infatti
se esistesse un termine t tale che T ` M(x, x) ↓t(x) ∨¬M(x, x) ↓z potremmo
ricavare un algoritmo che risolva il problema della fermata, e questo e` assurdo.
Applicando pero` l’interpretazione negativa-Dialectica ad (M) possiamo co-
munque ottenere informazioni di tipo costruttivo; andiamo a vedere come.
Poiche´ la formula M(x, x) ↓y e` una formula ∆0 di PA, puo` essere espressa
in PA# da una formula della forma tM (x, y) = 0 con tM un opportuno termine.
Consideriamo allora la formula
∀x.∃y.∀z.tM (x, y) = 0 ∨ tM (x, z) 6= 0
e la sua traduzione negativa-Dialectica
∃Y.∀x, Z.¬ (tM (x, Z(Y (x, Z))) = 0 ∧ tM (x, Y (x, Z)) 6= 0)
Possiamo trovare un funzionale T tale che
PA# ` ∀x, Z.¬ (tM (x, Z(T (x, Z))) = 0 ∧ tM (x, T (x, Z)) 6= 0) ⇒
PA# ` ∀x, Z.M(x, x) ↓T (x,Z) ∨¬M(x, x) ↓Z(T (x,Z))
Per capire l’aspetto costruttivo di questa interpretazione facciamo un esem-
pio, supponiamo che Alberto e Barbara stiano discutendo della verita` della
formula (M):
• Alberto afferma che la formula (M) sia falsa per un certo valore x0
• Barbara invece pensa che la formula (M) sia vera, quindi chiede ad Alberto
una qualche prova della sua affermazione
• Alberto ci pensa un po’ e poi afferma di poter fornire un funzionale Z0
tale che, per ogni scelta di y sia falso
M(x0, x0) ↓y ∨¬M(x0, x0) ↓Z0(y)
• Barbara allora, avendo studiato l’interpretazione Dialectica, dice invece di
poter fornire un funzionale Y0 tale che valga per ogni scelta di Z0
M(x0, x0) ↓Y0(x0,Z0) ∨¬M(x0, x0) ↓Z0(Y0(x0,Z0))
Il funzionale Y0 fornito da Barbara e` l’interpretazione del termine T sopra.
Abbiamo quindi trovato un eliminatore di controesempi.
In generale, data una formula ∀x1.∃y1. . . .∀xn.∃yn.ψ(x, y) con ψ una formula
∆0 e tale che
PA# ` ∀x1.∃y1. . . .∀xn.∃ynψ(x, y)
considerando la sua interpretazione negativa, si ricava la formula
HA# ` ¬∃x1.∀y1. . . .∃xn.∀yn.¬ψ(x, y)
la cui interpretazione negativa e` la stessa di
∀X1, . . . , Xn.∃y1, . . . , yn.ψ (X1, X2(y1), . . . , Xn(y1, . . . , yn−1), y)
da queste osservazioni si ricava il seguente corollario
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Corollario 6.3
Data ϕ
∀x1.∃y1. . . .∀xn.∃yn.ψ(x, y) con ψ formula ∆0 e tale che PA ` ϕ,
allora esistono termini
t1 = F1(X1, . . . , Xn)
...
tn = Fn(X1, . . . , Xn)
tali che T ` ψ (X1, X2(t1), . . . , Xn(t1, . . . , tn−1, t1, . . . , tn))
Notiamo che come corollario di queste considerazioni abbiamo il seguente
Corollario 6.4
Sia ϕ
∀x.∃y.ψ(x, y) una formula con ψ di complessita` ∆0 tale che PA ` ϕ,
allora:
• Esiste un termine t tale che T ` ∀x.ψ(x, t(x)) (e di conseguenza PA# `
∀x.ψ(x, t(x)))
• Esiste una funzione f di FPR tale che per ogni n ∈ N si abbia N 
ϕ(n, f(n))
6.2 Conservativita`
Mostriamo ora un risultato interessante riguardante la conservativita` della teoria
classica PA sulla teoria intuizionista HA. Durante la dimostrazione avremo
bisogno di vari lemmi che qui enunciamo senza darne la dimostrazione completa.
Introduciamo le notazioni
• {e}(x) = y
∃z. (T1(e, x, z) ∧ U(z) = y)
• e ' e′
∀x, z, z′.(T1(e, x, z) ∧ T1(e′, x, z′)→ U(z) = U(z′))
In breve, la formula {e}(x) = y indica che la funzione calcolabile avente
codice e valutata su x restituisce y, mentre la formula e ' e′ indica che i codici
e ed e′ rappresentano la stessa funzione calcolabile.
Lemma 6.5
Esiste una funzione p•q dai termini di HAω in termini di HA tale che HA
dimostri
• p0q = 0
• pSnq = Spnq
• px0q = x0
• ps(t)q = {psq}(ptq)
• pR(s, t, 0)q = psq
• pR(s, t, Sn)q = {ptq}(pnq, pR(s, t, n)q)
• pλx.tq e` il codice c di una funzione tale che dato un termine s si ha
{c}(psq) = pt [ sx]q
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Quindi questo lemma ci sta dicendo che siamo in grado di “codificare” i
termini di HAω in HA. Inoltre tale codifica si comporta bene all’interno di
HAω. Piu` precisamente
Lemma 6.6
Dato t un termine chiuso di tipo 0 → 0 → · · · → 0 di HAω contenente solo
variabili di tipo 0, allora
HAω ` {ptq}(x1, . . . , xn) =0 t(x1, . . . , xn)
Per una dimostrazione di questi lemmi rimandiamo a [4], paragrafo 2.4.14.
Un altro risultato tecnico che ci servira` nella dimostrazione successiva e` il
seguente
Lemma 6.7
• Dato c il codice di una funzione primitiva ricorsiva, esiste un termine
chiuso t di tipo 0→ 0 tale che HA ` ptq ' c.
• Se s e t sono termini chiusi e s t, allora HA ` psq ' ptq.
• Dati s e t termini chiusi, se T ` s = t, allora HA ` psq ' ptq
Il primo punto segue dal fatto che le funzioni primitive ricorsive sono co-
struibili con le sole operazioni di composizione, proiezione e ricursione primitiva,
tutte e tre formalizzabili all’interno di T .
Il secondo punto segue dal fatto che rispetto alla codifica p•q, un passo di
riduzione e` rappresentato da una funzione primitiva ricorsiva che rispetta le
classi di equivalenza della relazione '.
Infine il terzo punto segue dal fatto che T ` s = t se e soltanto se questi
riducono alla stessa forma normale (modulo α-equivalenza). Infatti se cos`ı non
fosse la teoria T0 sarebbe incoerente, contraddicendo il Teorema 4.36.
Passiamo ora alla dimostrazione del teorema di conservativita`. Premettiamo
una definizione
Definizione 6.8 (Formule ∆0, Π
0
n, Σ
0
n)
Poste le seguenti abbreviazioni
• x ≤ y
∃z.z + x = y
• ∀(x ≤ y).ϕ
∀x.x ≤ y → ϕ
• ∃(x ≤ y).ϕ
 ∃x.x ≤ y → ϕ
diciamo che una formula ϕ e` di complessita`:
• ∆0 se tutti i quantificatori all’interno di ϕ compaiono limitati, cioe` nella
forma ∀(x < s) o ∃(x < s) con s un termine di HA
• Πn0 se e` della forma
∀x1.∃x2.∀x3.∃x4 . . .︸ ︷︷ ︸
n quantificatori alternati
ψ
con ψ di complessita` ∆0
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• Σn0 se e` della forma
∃x1.∀x2.∃x3.∀x4 . . .︸ ︷︷ ︸
n quantificatori alternati
ψ
con ψ di complessita` ∆0
Teorema 6.9
PA e` conservativa su HA rispetto alle formule Π02
Dimostrazione.
Sia ϕ
∀x.∃y.ψ(x, y) una formula Π02. Senza perdita di generalita` possiamo
supporre le successioni di variabili x e y composte da al piu` una variabile.
Infatti utilizzando la formula β di Go¨del si puo` costruire una formula ψ′(x, y)
di complessita` ∆0 tale che
HA ` ∀x′.∃y′.ψ′(x, y)↔ ∀x.∃y.ψ(x, y)
Inoltre, poiche´ ψ(x, y) e` di complessita` ∆0, esiste un codice c di una funzione
primitiva ricorsiva tale che
HA ` {c}(x, y) = 0↔ ϕ(x, y)
da cui per il Lemma 6.7, esiste un termine tϕ di tipo 0 tale che
PA ` ∀x.∃y.{ptϕq}(x, y) = 0
e quindi
PAω ` ∀x.∃y.{ptϕq}(x, y) = 0
Per il Corollario 6.4 si ha
T ` tϕ
(
x,
A(x)
y
)
= 0 ⇒
T ` λx.tϕ
(
x,
A(x)
y
)
= λx.0
per un opportuno termine A. Per il Lemma 6.7 si ha
HA ` pλx.tϕ (x,A(x))q ' pλx.0q
Utilizzando le proprieta` di p•q e l’equivalenza (x, {pAq}(x)) = 0 ↔ ϕ(x, y) si
ha
HA ` {ptϕq} (x, {pAq}(x)) = 0
HA ` ϕ (x, {pAq}(x))
HA ` ∀x.∃y.ϕ(x, y)
Cioe` la tesi.

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