1. INTRODUCTION 1.1. Let V be a vectorspace over @ of finite dimension n, and let G be a finite reflection group in V, i.e. a finite subgroup of GL( V) which is generated by reflections, see e.g. [17] , [21] , [8] . For each reflection hyperplane H of G we choose a linear form eH : V -+ @ defining I-I, and we denote by e(H) the order of the group of elements of G which fix H pointwise. Put 6 = n efjH), H where the product is over all reflection hyperplanes of G. Let A : V/G -+ @ be the map induced by 6, thus A is the discriminant of G. A subgroup of G is called parabolic if it is generated by all reflections of G fixing elementwise a given subspace of V. The degrees of G are denoted by dl , d2, . . . , d,,. We call a degree of G primitive if it is bigger than the degrees of all proper parabolic subgroups of G. When V = C" and G c GL,(lK!) we call G a finite Coxeter group.
1.2.
We denote by FO the MilnorJiber of A at 0, and by Z(T, G) the zeta function of local monodromy of A at 0, i.e.
Z(T, G) = n det(1 -TM, H'(Fo, C))(-')'+I, i
where M denotes the monodromy automorphism (see e.g. [2] , [15] ). Thus knowing Z( T, G) is the same as knowing the alternating product of the characteristic polynomials of the monodromy acting on H(Fs, C). In [7] we calculated Z( T, G) for Coxeter groups by using the following recursion: 1.4. We gave a case-free proof of this theorem in [7] , using Macdonald's formula [13] (proved by Opdam [16] )
(1. 4-l) J S(x)Se-IIXI12dx = xir"/2 fi r(dis ' ') i=l r (s+l) (assuming lj!i\\ = 2); R"
and work of Anderson [l] and Loeser-Sabbah [12] . Indeed we showed in [7] that the precise form of the r factors in (1.4.1) is actually equivalent with Theorem 1.3.
1.5.
In the present paper we calculate Z(T, G) case by case for all irreducible finite reflection groups G. When G is not irreducible but essential Z(T, G) equals 1, see Corollary 3.3 below. Write In the Coxeter case any primitive degree divides deg(S) (see [7] ), but this is not true in general (e.g. d = 12 in G27). For the Coxeter groups of type A,, Theorem 1.6 follows also from [9] .
1.7. The method in the present paper is based on some new properties of Springer's regular elements [21] in finite reflection groups. In 9 2 we show that the coexponents of the centralizer of a regular element g E G of order d are the coexponents of G which are congruent to 1 mod d (Theorem 2.8). We also prove that the intersection of a reflection arrangement with a regular eigenspace is again a reflection arrangement (Theorem 2.5). In 0 3 we give an explicit formula (Theorem 3.2) for the Lefschetz numbers of the local monodromy of A, and express the orders of the regular elements in terms of the mi (Corollary 3.4). We determine Z( T, G) for all G and verify Theorem 1.6 in 6 4, by simple case by case calculations. Finally in the second part of $4 we determine the zeros of the Bernstein polynomial b(s) of A. In the Coxeter group case a formula for b(s) was conjectured by Yano and Sekiguchi [25] and proved by Opdam [16] .
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THE COEXPONENTS OF THE CENTRALIZER OF A REGULAR ELEMENT
2.1. Assume the notation of (l.l), in particular I' is an n-dimensional vector space over @ and G c GL( I') is a finite reflection group with degrees di , . , d,.
A vector u E V is called regular if it is not contained in a reflection hyperplane of G. An element g E G is called regular if it has a regular eigenvector. Let g E G be regular, with order d. Choose any eigenspace V, of g which contains a regular vector and let < be the corresponding eigenvalue. With these notations we have: Moreover again from Lemma 2.4, with (T replaced by g, we deduce that is zero on V,, fori=l,..., randj=r+l,..., n, because of (1) and 2.2(i). Now (2) and (3) yield
Since not all al, . . , a, are zero, the determinant is zero on V, fl H. But the restrictions of fi, . . . ,fr to V, are algebraically independent generators for the C-algebra of C,-invariant polynomial functions on Vg, see [21] . Thus the locus in Vg of the above determinant is the union of the reflection hyperplanes of C, in V,. Thus V, n H is such a reflection hyperplane. 0 2.6. We denote the @-algebra of polynomial functions on V by Theorem 2.6.1 (Orlik and Solomon [17] ). With the above notation we have
where dG is the reflection arrangement of G and t a variable.
In particular the coexponents are completely determined by dc. The numbersdi-lfori= l,... , n, are called the exponents of G. It is well known that if G is a finite Coxeter group then the coexponents are equal to the exponents.
2.7.
As above cl, . . . , c, denote the coexponents of G. Let g E G be a regular element of order d > 1 and V, an eigenspace of g containing a regular vector with eigenvalue < (which has order d by 2.2). Put r = dim V, and let bl < b2 5 . . < b, be the coexponents of the centralizer C, of g considered as a reflection group in V,. Our next goal is to show Theorem 2.8 that the bi are exactly the cj which are E 1 mod d. It is well known that det(Jj)j,i=i,,.,,, q e uals the product of the linear forms defining the reflection hyperplanes of G up to a factor in @, see [19, p. 2381 or [ Suppose that fij is not identically zero on V,, for some i, j 5 n. Then kj contains a monomial in xi,. . . , xv of degree ci. Hence (1) yields that <-"nj = 1. If 1 5 i < r then ci z 1 mod d (by definition) and thus < = nj which impliesj 5 r. This proves the claim. Note that the above also shows that hj is zero on Vs for i=r+l,... ,nandj= 1,2 ,..., r. (iii) Let h E G be a regular element of order e and Vh an eigenspace of h containing a regular vector with eigenvalue say n. Put <' = neid, g' = heid and let V,, be the eigenspace of g' with eigenvalue <'. Since Vh c Q, the element g' is regular of order d. Because of (i) we may suppose that g = g', < = <', and V, = V,,. Note that h E C,. By Lemma 2.7.1(i) with g replaced by h we see that the eigenvalues of h on V are the ncl for i = 1, . . . , n. At the other hand, by the same lemma with G replaced by C,, V by V,, and g by h, we obtain that the eigenvalues of h on V, are the nbi for i = 1,. . . , r. Thus the sequence cbimod e)i=i,...,r is a subsequence of (ci mod e),= i, ,,.,n up to permutation. Apply now Lemma 2.7.l(ii), and (iii) to obtain the first assertion of (iii). The second assertion follows directly from the first by (ii).
(iv) Follows directly from (iii) and (ii). 0 We may suppose that n > 3 and d > 2. Looking through these tables one verifies immediately that the largest regular number which is divisible by d is larger than the largest coexponent of G which is E 1 mod d, except in the following 'bad' cases:
(1) d=4inEs, Thus Lemma 2.7.2(iii) yields the theorem except in the 'bad' cases (l), (2), (3) and (4) . Case (1) and (2) 
4)
where for any w E G and < E @ we denote by lp( V(w, 6)) the projectivization of the affine space V(w, <) := {x E C" 1 w(x) = <x}. Note that x E C" is regular if and only if 6(x) # 0. Hence A(d') = 0 when G has no regular element with order d, because of (3. Proof. In this case there are at least two codegrees equal to 1. Hence by Theorem 3.2 all Lefschetz numbers are zero. We also give a more direct argument. Write G = Gi $ G2, with Gi and G2 essential and denote the 6 of Gi, resp. G2, by 61, resp. 62. Thus 6 = Si 62. Exploiting the homogeneity of 61 and 62 one verifies that the map x H 61 (x) induces a locally trivial fibration of the space appearing in (3. Proof. Suppose d is a regular number. Then there is a regular element g E G with order d and a regular vector 'u such that g(w) = @J, with 6 a primitive dth root of unity. Hence S(V) = 6(&) = 6 des6S(~). Since 6(w) # 0 we have tdesd = 1 and d 1 deg6. The equivalence of (i) and (ii), follows now from Theorem 3.2, Corollary 2.9, and the fact that an irreducible nontrivial finite reflection group has only one coexponent equal to 1 (cf. the proof of 2.9). The implication (ii) + (iii) follows directly from (3.1.2). Next assume (iii). We want to show that d is a regular number. Take an nj with minimal absolute value such that nj 1 ni. Then A(lnjj) # 0 by (3.1.3). Hence (deg6)// jl n is a regular number (or 1) by the equivalence of(i) with (ii). But d 1 (degb)/ni 1 (degti)/nj. Thus d is regular because it divides a regular number. Finally (iii) * (iv) because of the rule to obtain the mi from the ni. Indeed we have only to consider the ni which are minimal with respect to divisibility. q Remark. For the groups G satisfying Theorem 1.6 the regular numbers are thus the divisors > 1 of the mi. Note however that it is not always sufficient to only take the divisors of the primitive degrees, e.g. E6 has primitive degrees 12,9 but 8 is a regular number.
3.5. Let G be a Shephard group, i.e. the symmetry group of a regular complex polytope, and W the associated finite Coxeter group, see [18] , [19, p. 26552681 . Denote by I(. half the smallest degree of G. It is known [18] that the di, resp. deg (6) , of G are obtained from the ones of W by multiplying with K. Moreover the discriminant A of G equals the discriminant of W. Hence G and W have the same ni and mi. Since G is irreducible, Corollary 3.4 directly implies can be generated by n reflections (i.e. a duality group [17] ). Then -n is the mi with smallest absolute value and appears only once among the mi.
Proof. Let h be the largest degree of G. Then deg(6) = nh and h divides only one di, see [17, Theorem 5.51 . Moreover one verifies in the tables that h is a regular number. The corollary follows now directly from 3. If d 1 nm, then n gcd(d, m) /d is odd when n is odd, and has the same parity as rim/d when n is even. Using 3.1.3 it is easy to see that the ni are 1 +p(n -1) if n is odd, -( 1 +p(n -1)) if both n andp are even, and -2(1 +p(n -l)), 1 +p(n -1) if n is even andp odd. This was conjectured by Yano and Sekiguchi [25] . We will determine the roots of bG(S) for any G in 4.10. for any proper irreducible parabolic subgroup P of G, considering P as a reflection group in @"/(C")G. In 4.11 below we explain why H(G) is integral and equal to the mi with largest absolute value. The following theorem was conjectured by Yano in [22] . Proof. We may suppose n > 1, hence -l/2 -1 /H(G) > -1. Consider the embedded resolution of singularities of the reflection arrangement of G obtained by blowing up first the origin, secondly all l-dimensional intersections of reflection hyperplanes, next all 2-dimensional intersections, and so on (see [ 11, $71) . Use this resolution to find the candidate poles (see [3] ) of the integral where cp is a nonnegative real valued C * function on @"/G = @" with ~(0) > 0 and compact support, and where the product is over all reflection hyperplanes H, see 1.1. Because of 4.7.2, the largest candiate pole equals -l/2 -l/H(G)
and is really a pole since it is > -1 (compare with [2, $7.3 Theorem 51). Apply now 3.11 of [23] . 0
Prof. Yano has announced the following result: Remark 4.11. Let G be irreducible. Clearly 4.8 and 4.10 imply that H(G) is the largest k. Hence H(G) is integral and equal to the largest Jrnil of G, because of 4.7.2. Moreover using the perversity of the complex of nearby cycles one deduces (as in the proof of Lemma 4.6 in [6] ) that H(G) equals the mi of G with largest absolute value.
