Abstract. We apply and extend some well-know n a n d s o m e r e c e n t techniques from algebraic residue theory in order to relate to each o t h e r t wo major subjects of algebraic and numerical computing, that is, computations with structured matrices and solving a system of polynomial equations. In the rst part of our paper, we extend the Toeplitz and Hankel structures of matrices and some of their known properties to some new classes of structured (quasi-Hankel and quasi-Toeplitz) matrices, naturally associated to systems of multivariate polynomial equations. In the second part of the paper, we apply some results on computations with matrices of these new classes, together with some techniques from algebraic residues theory, in order to devise an algorithm for approximating a selected solution of a polynomial system of the form
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Introduction
We apply and extend some well-known and some recent techniques from algebraic residue theory in order to relate to each other two major subjects of algebraic and numerical computing, that is, the computations with structured matrices and solving a system of polynomial equations. We also reveal some hidden correlations between these two subjects via the study of the associated operators of multivariate displacement. The latter operators naturally extend the univariate displacement operators, which de ne Toeplitz and/or Hankel structure of matrices (cf. 1]). In our multivariate case, we generalize such a matrix structure and arrive at the new classes of operators and structured matrices, which include operators and matrices associated to the polynomial systems of equations and which we call quasi-Hankel and quasi-Toeplitz operators and matrices since some wellknown properties of Toeplitz and Hankel operators and matrices can be extended to them (see section 2). Due to high importance of computations with structured matrices (see e.g. 1]), our study of these matrix classes may be of independent t e c hnical interest. In section 3, we recall some basic de nitions and facts about algebraic residues and extend them in order to apply, in section 4, to the solution of polynomial systems of n equations with n variables. For a special class of such systems (where the i-th equation has the form P i = x d i i ; R i (x 1 : : : x n ) and where R i has a total degree less than d i ), we reduce the solution to computing the associated residues, where we apply some results on computations with structured matrices from section 2. This enables us to compute (under some additional assumptions) a selected solution to the system, by using order of interest as the rst example where combined application of structured matrices and algebraic residues leads to a substantial improvement o f t h e known methods for solving polynomial systems of equations.
Next, we will state some de nitions. R = C x 1 : : : x n ] will denote the polynomial ring in variables x 1 : : : x n over the complex eld C , and L = C x 1 1 : : : x 1 n ] will denote the ring of Laurent's polynomials in the same variables. We will write x = (x 1 : : : x n ) and x = x 1 1 x n n .
For a vector = ( 1 : : : n ), we will write j j to denote the 1-norm of this vector, j j = P n i=0 j i j: The total degree of a monomial c x , with a coe cient c, is j j. The total degree of a polynomial P c x , with coe cients c , is the highest total degree of its monomials, for which c 6 = 0. We will write bSe to denote the cardinality of a set S. ops will stand for "arithmetic operations". e i will denote the i-th unit coordinate vector in C n .
Our study can be immediately extended from the complex eld C to the case of any number eld of constants having characteristic 0. Furthermore, with the exception of the results based on the interpolation techniques of 3] (cf. proposition 26), our study can beextended to the c a s e o f a n y eld of constants.
Structured Matrices
In this section, we propose a generalization of the structure of Toeplitz and Hankel matrices to the case of matrices associated with multivariate polynomials having rows and columns indexed by monomials. To the end of this of section, we will assume that both sets E and F contain 0. Proof. To obtain the latter complexity estimate, we reduce the problem to computing the product of the two polynomials H M (x) (resp. T M (x)) and V (x) and then apply a variant of the well-known techniques of evaluation and interpolation (cf. 1]). Namely, w e rst evaluate the polynomials H M (x) (resp. T M (x)) and V (x) on a xed set of N points, then pairwise multiply their values, to obtain the values of the product H M (x) V (x) (resp. T M (x) V (x)), and nally, obtain the coe cients of this product by applying the known interpolation techniques for sparse polynomials (see e.g. section 1.9 of 1] or 10]).
Quasi
In some special cases, we h a ve better complexity estimates. For practical implementation where D is very large, it is better to avoid using Kronecker's map so as to multiply two multivariate polynomials U(x) and V (x) of lower degrees, rather than two univariate polynomials of very high degrees. Then, the number of ops may grow a little, but FFT involves roots of 1 of a lower order. i (A) = A;Z E i AZ F ;i will be c alled t h e (; + ;E F i ), (+ ; ;E F i ), (; + E F i ), and (+ ; E F i ) displacements of A, respectively). The ranks of these displacements will be c alled t h e (; + ;E F i ), (+ ; ;E F i ), (; + E F i ), a n d (+ ; E F i ) displacement ranks of A, r esp., and will be denoted r ; + ;E F i (A), r + ; ;E F i (A), r ; + E F i (A), a n d r + ; E F i (A), resp. The operators transforming A into the above displacements will be called the (; + ;E F i ), (+ ; ;E F i ), (; + E F i ), and (+ ; E F i ) displacement o p e r a t o r s , resp.
Bounds on displacement ranks of quasi-Hankel and quasi-Toeplitzmatrices
Definition 29 Hereafter, we write i (E) = f : 2 E + e i 6 2 Eg (resp. ;i (E) = f : 2 E ; e i 6 2 Eg). 
Examples
Quasi-Toeplitz matrices: Let us begiven some multivariate polynomials P 0 : : : P n and let us consider the matrix associated with the linear map
where V i is the vector space generated by the monomials x for 2 F i , which is the set of all monomials of the polynomial Q i i = 0 : : : n , w h e r e E denotes the set of the exponents of the monomials of (P i Q i ) i=0 ::: n , and where V is generated by the monomials x for 2 E. 
Algebraic residues
In this section, we will recall some basic de nitions from algebraic residue theory, referring the reader to 5], 6] for further details.
De nitions and basic facts
Let R = C x] = C x 1 : : : x n ] bethe algebra of polynomials in x i over the eld C . In addition to the vector (set) of variables x, w e consider the vectors y = ( y 1 : : : y n ) and write x (0) = x, x (1) = ( y 1 x 2 : : : x n ), . . . , x (n) = y. W e de ne i (P ) = P (x (i) );P (x (i;1) ) y i ;x i , t h e discrete di erentiation of P. F or any sequence of n+ 1 polynomials P 0 : : : P n 2 R, let us construct the following polynomial in x and y: (P 0 P 1 : : : P n ) = P 0 (x) 1 (P 0 ) n (P 0 ) . . . . . . . . . P n (x) 1 (P n ) n (P n )
and let us write P = (1 P 1 : : : P n ) 2 C x y]. Now, we can de ne the residue of P = ( P 1 : : : P n ) as a unique linear form in the set of linear forms on R such that 1. vanishes on (P), 2. P ( ) ; 1 2 (P).
Hereafter, I will denote the ideal generated by the polynomials P 1 : : : P n B = R=I will denote the quotient ring de ned in R by I, and will denote an equality i n B.
If (x ) 2E is a basis of B, then we h a ve the following property:
Here, (w ) is the dual basis of (x ) for : 
Moreover, for any polynomial Q 2 R, w e h a ve P (x y) Q(x) P (x y) Q(y) mod (P(x) P(y)):
Consequently, for any pair of distinct roots, and , of the polynomial system P = 0, w e h a ve P ( ) = 0 :
Computation of the residues associated to systems of polynomial equations
We consider a system of polynomial equations of the special form 8 > < > : V i (resp. V ) denote the vector space generated by the monomials in N i (resp. N). As in section 2.5, consider the map
For any set S in R, let S (l) (resp. S ( l) ) denote the subset of S formed by the elements that are homogeneous of a degree l (resp. of a degree at most l).
Due to the structure of the polynomials of the system P = 0, the image of (V (l;d 1 : (5) We immediately obtain from the latter system that t +1 = v +1 . Substituting this part of the solution vector into the system yields a subsystem in t +2 : : : t ], h a ving similar form. We will iterate this process in order to compute the entire vector v M ;1 , by using ; iteration steps. At the k-th iteration step, we m ultiply the vector t +k by the quasi-Toeplitz matrix U +k +k : : : U +k ] and also perform bT e ; b T k+ e vector subtractions. By applying proposition 26, we m ultiply the vector t +k by t h e matrix U +k +k , : : : , U +k ] by using order of 2 + 2 k + + n n log 3 ( 2 + 2 k + + n n )
ops, which dominates the computational cost of performing the k-th iteration step. Since k ; , the entire computation of the vector
ops, where = 3 n = 3 + n n .
Hereafter, we will write H 0 = (x + )] 2E and H i = (x i x + )] 2E . Clearly, H i are quasi-Hankel matrices for all i. Since (x ) 2E is a basis in the quotient ring B, w e will call H 0 a basis residue matrix of B. Proof. In order to compute H i , w e need to compute (x ) for all such that j j = 2 P n i=1 d i ; 2 n + 1 . By using Stirling formula, we obtain ops su ce in order to approximate the element e =jje jj within the error norm bound 2 ;b , assuming the equation (7).
We refer the reader to 9] and 4] for preceding works on a similar approach in the univariate case. Proposition 42 The transition from e to the root of the system P = 0 can be performed by using O(3 n D 2 log(3 n D)) ops.
The closest root
Suppose that we seek a root of the system P = 0 for which x 1 is the closest to a given value u 2 C . Let us assume that u is not a projection of any root of the system P = 0 and that x 1 ; u has reciprocal in B. L e t 1 (x) denote such a reciprocal. We have 1 (x)(x 1 ; u) 1 and 1 ( ) = Therefore, a root for which x 1 is the closest to u 1 is a root for which j 1 ( )j is the largest. Consequently, iterative squaring of 1 = 1 ( ) shall converge to this root.
The polynomial 1 can be computed in the following way. One may compute several roots of the polynomial system, by applying the latter computation (successively or concurrently) to several initial values u.
Conclusion
In this paper, we extend the structure of Toeplitz and Hankel matrices to a new class of structured matrices and operators, which includes matrices associated to the polynomial systems of equations and which w e call quasiHankel and quasi-Toeplitz matrices and operators. Exploiting the fact that multiplication of such matrices by vectors is "fast", we devise an algorithm, based on residues computations, for approximating a selected solution of a polynomial system of the form P i = x d i i ; R i (x 1 : : : x n )
where R i has a total degree less than d i .
The key ingredients of this algorithm are a) the inversion of basis residue matrices b) fast multiplication of two elements of the quotient ring B = R=I, and c) an iterative method for approximating a single root of the system. The complexity analysis shows that our algorithm gives us a substantial improvement of the known methods for solving polynomial systems of equations. Though we consider a special class of polynomial systems, we expect to extend such an approach to general systems R i = 0 i = 1 : : : n , by means of the known techniques of homotopic deformation and the local continuity of the residue.
