The aim of this article is to clearly formulate various possible assumptions for a comparison function in contractive conditions and to deduce respective common fixed point results in partial metric spaces. Since standard metric spaces are special cases, these results also apply for them. We will show by examples that there exist situations when a partial metric result can be applied, while the standard metric one cannot.
Introduction
In recent years many authors have worked on domain theory in order to equip semantics domain with a notion of distance. In particular, Matthews 1 introduced the notion of a partial metric space as a part of the study of denotational semantics of dataflow networks and obtained, among other results, a nice relationship between partial metric spaces and so-called weightable quasimetric spaces. He showed that the Banach contraction mapping theorem can be generalized to the partial metric context for applications in program verification. Subsequently, several authors see, e.g., 2-11 proved fixed point theorems in partial metric spaces.
Contractive conditions with the so-called comparison function ϕ of the form 
Auxiliary Results
We will consider the following properties of functions ϕ : 0, ∞ → 0, ∞ . ϕ n will denote the nth iteration of ϕ:
II ϕ is nondecreasing and ϕ n t → 0, n → ∞ for each t ≥ 0, III ϕ is right-continuous, and ϕ t < t for each t > 0, IV ϕ is nondecreasing and n≥1 ϕ n t < ∞ for each t ≥ 0.
Lemma 3.1. 1 (II) ⇒ (I). 2 (III) +ϕ is nondecreasing ⇒ (II). 3 (IV) ⇒ (II). 4 (III) and (IV) are not comparable (even if ϕ is nondecreasing).
Proof. 1 see 13 . Suppose that II holds and that there is some t 0 ∈ 0, ∞ such that ϕ t 0 ≥ t 0 . Then monotonicity of ϕ implies that ϕ 2 t 0 ≥ ϕ t 0 ≥ t 0 . Continuing by induction we get that ϕ n t 0 ≥ t 0 and so ϕ n t 0 → 0, n → ∞ is impossible. 2 Let III hold and let ϕ be nondecreasing. Monotonicity of ϕ implies that, for each fixed t ≥ 0, the sequence {ϕ n t } is nonincreasing and nonnegative ; hence, there exists lim n → ∞ ϕ n t α ≥ 0. Suppose that α > 0. Then it follows by III that
which is a contradiction with ϕ t < t. 3 Obvious. 4 It is demonstrated in the following example.
satisfies IV but not III . 
As a consequence we obtain the following.
Lemma 3.4. Let X, p be a partial metric space and let {y n } be a sequence in X such that {p y n 1 , y n } is nonincreasing and
If {y 2n } is not a Cauchy sequence in X, p , then there exist ε > 0 and two subsequences {m k } and {n k } of positive integers such that the following four sequences tend to ε 0 when k → ∞:
Proof. Suppose that {y n } is a sequence in X, p satisfying 3.5 such that {y 2n } is not Cauchy. According to Lemma 2.4, it is not a Cauchy sequence in the metric space X, p s , either. Applying Lemma 3.3 we get the sequences
tending from above to some 2ε > 0 when k → ∞. Using definition 2.2 of the associated metric and 3.5 which implies that also lim n → ∞ p y n , y n 0 , we get that the sequences 3.6 tend to ε 0 when k → ∞.
Common Fixed Point Results for Four Mappings
In this section we prove two common fixed point results for four mappings in partial metric spaces, using two distinct properties of a comparison function mentioned in Section 3. Recall that a point y ∈ X is called a point of coincidence for mappings f, g :
Then, x is called a coincidence point. Mappings f and g are called weakly compatible if they commute at their coincidence points.
Proof. Starting from arbitrary x 0 ∈ X and using that AX ⊂ TX, BX ⊂ SX construct a Jungck sequence {y n } by
Consider two possible cases. 1 p y n , y n 1 0 and so y n y n 1 for some n ∈ N. Let, for example, 
4.5
It follows that p y 2k , y 2k 1 ≤ ϕ p y 2k , y 2k 1 < p y 2k , y 2k 1 , which is impossible, unless p y 2k , y 2k 1 0 and y 2k y 2k 1 . In a similar way, if n 2k, k ∈ N, it follows that also y 2k 1 y 2k 2 . Hence, in both cases we obtain that the sequence {y n } is eventually constant, and so a Cauchy one.
2 Suppose that p y n , y n 1 > 0 for all n ∈ N. Then, as above, , y n 1 ≤ ϕ max p y n−1 , y n , p y n , y n 1 , n 1, 2, . . . .
4.8
If p y n , y n 1 ≥ p y n−1 , y n , then p y n , y n 1 ≤ ϕ p y n , y n 1 < p y n , y n 1 , a contradiction. It follows that p y n , y n 1 < p y n−1 , y n , n 1, 2, . . . .
4.9
Thus, in this case {p y n , y n 1 } is a decreasing sequence of positive numbers. Denote lim n → ∞ p y n , y n 1 r ≥ 0. In fact, r 0. Indeed, if r > 0, then passing to the limit when n → ∞ in p y n , y n 1 ≤ ϕ p y n−1 , y n , and using properties III of ϕ, we get that r ≤ ϕ r < r, 4.10 a contradiction.
We have proved that lim n → ∞ p y n , y n 1 0. Suppose that {y 2n } is not a Cauchy sequence. Then, Lemma 3.4 implies that there exist ε > 0 and two subsequences {m k } and {n k } of positive integers such that the sequences 3.6 tend to ε from above when k → ∞. Now, using 4.1 with x x 2m k and y x 2n k 1 , we get that
where
Using properties III of ϕ, we obtain a contradiction ε ≤ ϕ ε < ε, since ε > 0. Thus {y 2n } and so also {y n } is a Cauchy sequence, both in X, p and in X, p s . Suppose that, for example, SX is closed in X, and hence complete. It follows that sequence {y n } converges in the metric space X, p s , say lim n → ∞ p s y n , z 0, where z Su for some u ∈ X. Again from Lemma 2. p y 2n 1 , z .
4.15
All terms in the previous set {· · · }, which depend on n, tend to 0 when n → ∞ and they are smaller, for n large enough, than, say, 1/2 p Au, z . It follows that p Au, z ≤ ϕ p Au, z p y 2n 1 , z .
4.16
Letting n → ∞, and using that ϕ t < t, we get that p Au, z ≤ ϕ p Au, z < p Au, z , a contradiction. Hence, p Au, z 0 and Au z. Now AX ⊂ TX implies that z Au ∈ TX and so there exists v ∈ X such that Tv z. 
Abstract and Applied Analysis
Proof. Construct a Jungck sequence {y n } as in the proof of Theorem 4.1. By Lemma 3.1, conditions IV imply that ϕ n t → 0, n → ∞ for each t ∈ 0, ∞ . Since ϕ is nondecreasing, it further implies that ϕ t < t for each t > 0. Condition 4.9 follows as in the proof of Theorem 4.1. It further implies that p y n , y n 1 < ϕ n p y 0 , y 1 , n ∈ N.
4.20
By the definition of associated metric 2.2 , we get that
Now, for arbitrary k ∈ N,
as n → ∞, by conditions IV . Hence {y n } is a Cauchy sequence in X. The rest of the proof is the same as in Theorem 4.1, since it uses only the contractive condition and that ϕ t < t for t > 0. We illustrate the results of this section with an example. 2 / x 2 1 ≥ 1/2e > 1/6 for x ∈ 0, 1 . In the case x < y, the same can be checked after careful calculations. Hence, A, B, S, T satisfy all the conditions of Theorem 4.1 and they have a unique common fixed point z 0 .
Common Fixed Points for Two Mappings under Weaker Condition for the Comparison Function
In the next theorem we consider weaker condition II for the comparison function ϕ. As a compensation, we assume a bit stronger contractive condition. Proof. We will construct a Jungck sequence in the usual way. Take arbitrary x 0 ∈ X and using that AX ⊂TX, choose x n ∈ X such that y n Ax n Tx n 1 , n 0, 
since 1/2 p y n , y n ≤ p y n , y n ≤ p y n 1 , y n by p 2 . This is a contradiction with ϕ t < t which follows from assumption I , unless p y n 1 , y n 0. Hence, y n 1 y n y n−1 . Continuing this process, we obtain that {y n } is an eventually constant sequence and hence a Cauchy one. Moreover, from y n Ax n Tx n 1 y n 1 Ax n 1 Tx n 1 it follows that Ax n 1 Tx n 1 and A and T have a coincidence point.
Suppose now that p y n , y n−1 > 0 for all n ∈ N. Then, similarly as above, we get p y n 1 , y n ≤ ϕ max p y n , y n−1 , p y n 1 , y n .
5.3
Using property I of function ϕ it follows that p y n 1 , y n ≤ ϕ p y n , y n−1 < p y n , y n−1 .
5.4
Hence, p y n 1 , y n < ϕ n p y 0 , y 1 → 0 when n → ∞ and {p y n 1 , y n } is a decreasing sequence, tending to 0. Now, using mathematical induction, we prove that {y n } is a Cauchy sequence. Since p y n , y n 1 → 0, for each ε > 0, there exists n ε such that p y n , y n 1 < ε − ϕ ε for n > n ε . Let, for some k ∈ N, p y n , y n k < ε. Then we have ϕ max p y n , y n k , p y n 1 , y n , p y n k 1 , y n k , 1 2 p y n , y n k 1 .
5.6
The first three members of the last set are smaller than ε. Concerning the fourth one, we have that 1 2 p y n , y n k 1 ≤ 1 2 p y n , y n k 1 2 p y n k , y n k 1 < 1 2 ε 1 2 ε − ϕ ε < ε, 5.7
and it follows that p y n 1 , y n k 1 < ϕ ε .
5.8
Hence, p y n , y n k 1 < ε − ϕ ε ϕ ε ε, 5.9
and the inductive proof is over. Using the definition of the associated metric p s , we get that p s y n , y n k ≤ 4p y n , y n k < 4ε, 5.10 for each n > n ε and k ∈ N. Thus, {y n } is also a p s -Cauchy sequence, and so there exists y ∈ X such that 
