Construção do corpo dos números reais by Andretti, Cinthia Marques Vieira
UNIVERSIDADE FEDERAL DE SANTA CATARINA
Centro de Cieˆncias Fı´sicas e Matema´ticas
Curso de Licenciatura em Matema´tica
Construc¸a˜o do Corpo dos Nu´meros Reais
Autora: Cinthia Marques Vieira Andretti
Orientador: Prof. Dr. Oscar Ricardo Janesch
Floriano´polis
Fevereiro 2008
Cinthia Marques Vieira Andretti
Construc¸a˜o do Corpo dos Nu´meros Reais
Trabalho acadeˆmico de graduac¸a˜o apresentado
a` disciplina Trabalho de Conclusa˜o de Curso II,
do Curso de Matema´tica - Habilitac¸a˜o Licenciatura,
do Centro Cieˆncias Fı´sicas e Matema´ticas da
Universidade Federal de Santa Catarina
Professora: Carmem Suzane Comitre Gimenez
Floriano´polis
Fevereiro 2008
Agradecimentos
Agradec¸o a Deus, por ter me dado forc¸as e colocado pessoas
maravilhosas no meu caminho que tornaram esse trabalho menos
a´rduo.
Agradeco a` minha ma˜e e ao meu noivo, Rodrigo Kloppel, pela
pacieˆncia, amor e pelas inu´meras palavras e gestos de incentivo,
sem os quais nada teria sido possı´vel. Eles foram ale´m de
essenciais, indispensa´veis durante esta caminhada.
Sa˜o muitos os amigos que merecem ser lembrados, alguns apenas
passaram, mas aqueles que ficaram, Monique Mu¨ller Lopes Rocha
e Marcos Teixeira Alves, o meu muito obrigada.
Construc¸a˜o do Corpo dos Nu´meros Reais
por
Cinthia Marques Vieira Andretti
Esta monografia foi julgada adequada como TRABALHO DE CONCLUS ˜AO
DE CURSO no Curso de Matema´tica - Habilitac¸a˜o Licenciatura, e aprovada em
sua forma final pela Banca Examinadora designada pela Portaria no 02/CMM/08.
Profa Carmem Suzane Comitre Gimenez
Professora da disciplina
Banca Examinadora:
Prof. Dr. Oscar Ricardo Janesch (Orientador)
Prof. Dr. Gustavo Adolfo Torres Fernandes da Costa (UFSC)
Prof. Ms. Rubens Starke (UFSC)
4
Suma´rio
Introduc¸a˜o 8
1 Ane´is e Corpos Ordenados 9
1.1 Grupos Ordenados . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Ane´is Ordenados . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.3 Corpos Ordenados . . . . . . . . . . . . . . . . . . . . . . . . . 48
2 Corpos Ordenados Completos 60
2.1 Supremo e ´Infimo . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.2 Sequ¨eˆncias Convergentes . . . . . . . . . . . . . . . . . . . . . . 69
2.3 Sequ¨eˆncias Fundamentais . . . . . . . . . . . . . . . . . . . . . . 78
2.4 Caracterizac¸o˜es de um Corpo Ordenado Completo . . . . . . . . . 84
3 Corpo dos Nu´meros Reais 93
3.1 Construc¸a˜o do Corpo dos Nu´meros Reais . . . . . . . . . . . . . 93
3.2 Caracterizac¸o˜es do Corpo R dos Nu´meros Reais . . . . . . . . . . 105
Bibliografia 108
5
Introduc¸a˜o
Neste trabalho construiremos o corpo dos nu´meros reais, representado por R.
Para atingir este objetivo o texto foi dividido em treˆs capı´tulos.
No primeiro capı´tulo recordaremos conceitos de a´lgebra relativos a grupos,
ane´is e corpos ordenados.
A teoria dos Ane´is e´ um dos principais assuntos do vasto campo da ´Algebra
abstrata. A origem da ´Algebra remonta aos babiloˆnios e o seu desenvolvimento
percorreu um longo caminho que na˜o pretendemos retrac¸ar aqui, mas que teve
um momento importante no se´culo XV I com os matema´ticos da chamada Escola
de Bolonha, que se ocuparam da resoluc¸a˜o das equac¸o˜es alge´bricas do terceiro
e do quarto grau. Em seguida Bombelli deu um passo decisivo introduzindo o
simbolismo apropriado para as operac¸o˜es permitindo a manipulac¸a˜o de expresso˜es
e fo´rmulas. Importante para o desenvolvimento da teoria foi o estudo dos ane´is
de inteiros alge´bricos iniciado por Gauss e desenvolvido por Kronecker, Dirichlet
e Hilbert no final do se´culo XIX , inı´cio do se´culo XX . Finalmente a noc¸a˜o
abstrata de anel foi introduzida na segunda de´cada do se´culo XX .
No segundo capı´tulo veremos conceitos de ca´lculo relacionados com sequ¨eˆncias,
para isso sera´ necessa´rio relembrar alguns conceitos como supremo e ı´nfimo.
O terceiro e u´ltimo capı´tulo constro´i o corpo dos nu´meros reais usando os
conceitos estabelecidos nos dois primeiros capı´tulos.
Va´rios matema´ticos do se´culoXIX cuidaram da contruc¸a˜o dos nu´meros reais,
dentre eles Richard Dedekind, Karl Weierstrass, Charles Me´ray e Georg Cantor.
Mas as teorias dos nu´meros reais que permeneceram foram a de Dedekind e a de
Cantor.
Richard Dedekind estudou em Go¨ttingen, onde foi aluno de Gauss e Dirichlet.
Em 1858 tornou-se professor em Zurique.
Ele conta que do inı´cio de sua carreira em 1858, quando teve de ensinar
Ca´lculo Diferencial, percebeu a falta de uma fundamentac¸a˜o adequada para os
nu´meros reais. E e´ tambe´m ele mesmo quem conta que foi buscar inspirac¸a˜o para
6
a sua contruc¸a˜o dos nu´meros reais na antiga e engenhosa teoria das proporc¸o˜es de
Eudoxo.
A definic¸a˜o de Eudoxo associa, a cada par de grandezas, digamos (A,B), dois
conjuntos de pares (m,n) de nu´meros naturais: o conjunto E (“E”de esquerda)
dos pares para os quais mB < nA e o conjunto D (“D”de direita) dos pares para
os quais mB > nA.
Inspirando-se na definic¸a˜o de Eudoxo, Dedekind notou que o procedimento
do sa´bio grego leva a uma separac¸a˜o dos nu´meros racionais em dois conjuntos.
Assim, qualquer nu´mero racional r efetua um “corte”ou separac¸a˜o de todos os de-
mais nu´meros no conjunto “E”dos nu´meros menores que r e no conjunto “D”dos
nu´meros maiores do que r. O pro´prio nu´mero r pode ser incluı´do como o maior
elemento de E ou o menor elemento de D.
Mas, ale´m desses “cortes”, ha´ outros, como exemplifica o cla´ssico caso de
√
2.
O processo de encontrar a raiz quadrada de 2 conduz a` separac¸a˜o dos nu´meros
racionais em dois conjuntos: o conjunto E das raı´zes quadradas aproximadas por
falta (aı´ incluı´dos o zero e os racionais negativos), e o conjunto D das raı´zes apro-
ximadas por excesso. So´ que agora esse corte na˜o tem elemento de separac¸a˜o. No
modo de ver de Dedekind, o nu´mero irracional
√
2 deve ser criado como elemento
de separac¸a˜o entre os conjuntos desse corte.
Dedekind generaliza esse procedimento, primeiro definindo corte de maneira
geral, no conjunto Q dos nu´meros racionais.
Corte de Dedekind, ou, simplesmente, corte, e´ todo par (E,D) de conjuntos
na˜o vazios de nu´meros racionais, cuja unia˜o seja Q, e tais que todo elemento de
E seja menor que todo elemento de D.
Dedekind observa que a existeˆncia de cortes sem elementos de separac¸a˜o no
conjunto Q dos nu´meros racionais e´ a expressa˜o aritme´tica da descontinuidade de
Q, ao passo que, com a adjunc¸a˜o dos novos elementos - os nu´meros irracionais
- obtemos o conjunto R dos nu´meros reais, que ao contra´rio de Q, e´ agora um
“contı´nuo nume´rico”, pois os irracionais veˆm preencher as “lacunas” de descon-
tinuidade enta˜o existentes em Q.
Mas na˜o basta apenas juntar a Q os novos elementos para obter R. Este con-
junto precisa ter a estrutura que dele se espera. Daı´ termos de definir nele as
operac¸o˜es usuais de adic¸a˜o, multiplicac¸a˜o, etc., e a relac¸a˜o de ordem. E devemos
fazer isso de maneira a podermos provar as propriedades usuais desses nu´meros
que ja´ conhecemos e usamos desde o ensino fundamental. Mais ainda, de maneira
que essas definic¸o˜es na˜o conflitem, mas preservem, as mesmas noc¸o˜es ja´ exis-
tentes no conjunto Q.
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Ao leitor que tiver interesse em ver a contruc¸a˜o do corpo R dos nu´meros reais,
de acordo com Dedekind, consulte Geraldo ´Avila, Ana´lise Matema´tica Para Li-
cenciatura.
Vamos considerar agora a construc¸a˜o dos nu´meros reais feita por Cantor.
Georg Cantor (1845−1918) nasceu em Sa˜o Petersburgo, onde viveu ate´ 1856,
quando sua famı´lia transferiu-se para o sul da Alemanha. Doutorou-se pela Uni-
versidade de Berlim, onde foi aluno de Weierstrass, de quem teve grande in-
flueˆncia em sua formac¸a˜o matema´tica. Toda sua carreira profissional desenvolveu-
se em Halle, para onde tranferiu-se logo que terminou seu doutorado em Berlim.
Como no me´todo de Dedekind, tambe´m no de Cantor partimos do pressuposto
de que ja´ estamos de posse dos nu´meros racionais, com todas as suas propriedades.
Comec¸amos definindo sequ¨eˆncia de Cauchy, tambe´m chamada de sequ¨eˆncia fun-
damental. Observe que existem pelo menos tantas sequ¨eˆncias de Cauchy quantos
sa˜o os nu´meros racionais, pois qualquer que seja o nu´mero racional r, a sequ¨eˆcia
constante (rn) = (r, r, r, ...) e´ de Cauchy. Dentre as sequ¨eˆncias de Cauchy, al-
gumas sa˜o convergentes, como essas sequ¨eˆncias constantes e uma infinidade de
outras mais. Mas ha´ tambe´m uma infinidade de sequ¨eˆncias de Cauchy que na˜o
convergem (para um nu´mero racional), como a sequ¨eˆncia das aproximac¸o˜es deci-
mais por falta de
√
2,
(rn) = (1, 1.4, 1.41, 1.414, 1.4142, ...).
Como se veˆ, essa sequ¨eˆncia na˜o converge por na˜o existir ainda os nu´meros
chamados “irracionais”. Para cria´-los, podemos simplesmente postular que toda
“sequ¨eˆncia de cauchy (de nu´meros racionais) converge”. Feito isso teremos de
mostrar como esses novos nu´meros se juntam aos antigos (os racionais) de forma
a produzir um corpo ordenado completo. E nesse trabalho terı´amos de provar que
diferentes sequ¨eˆncias definem o mesmo nu´mero irracional.
Por causa disso torna-se mais conveniente primeiro juntar em uma mesma
classe todas as sequ¨eˆncias que tera˜o um mesmo limite, para depois construir a es-
trutura de corpo. Fazemos isso definindo, no conjunto das sequ¨eˆncias de Cauchy,
uma “relac¸a˜o de equivaleˆncia”. Essa relac¸a˜o distribui as sequ¨eˆncias de Cauchy em
classes de sequ¨eˆncias equivalentes, de tal maneira que duas sequ¨eˆncias pertencem
a uma mesma classe se, e somente se, elas sa˜o equivalentes.
Exporemos neste trabalho a construc¸a˜o feita por Cantor. com todos os de-
talhes. Este processo pode ser estendido, com ligeiras modificac¸o˜es, para um
espac¸o me´trico e tambe´m para a contruc¸a˜o do corpo dos nu´meros p-a´dicos. Muitas
questo˜es em teoria de nu´meros sa˜o melhor atacadas estudando-as mo´dulo p para
todos os primos p. Isto leva a` construc¸a˜o dos nu´meros p-a´dicos. Este campo de
estudo e´ chamado ana´lise local e emerge da teoria alge´brica de nu´meros.
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Capı´tulo 1
Ane´is e Corpos Ordenados
O objetivo deste capı´tulo e´ desenvolver os principais resultados sobre ane´is
e corpos ordenados. Tambe´m trataremos com homomorfismos e isomorfismos
ordenados.
Grosseiramente falando, uma estrutura alge´brica ordenada e´ um conjunto A,
munido de uma estrutura alge´brica, com uma relac¸a˜o de ordem em A que e´ com-
patı´vel com as operac¸o˜es da estrutura alge´brica. Por este motivo, introduziremos
os ane´is ordenados a partir de grupos ordenados, pois grupos ordenados formam
a estrutura alge´brica ordenada mais simples que existe.
Iniciaremos recordando a definic¸a˜o de grupo e fixando algumas notac¸o˜es.
1.1 Grupos Ordenados
Definic¸a˜o 1.1. Diz-se que uma operac¸a˜o ∗, sobre um conjunto G, define uma es-
trutura de grupo sobre G se, e somente se, os seguintes axiomas sa˜o verificados:
(G1) (x ∗ y) ∗ z = x ∗ (y ∗ z); ∀x, y, z ∈ G (a operac¸a˜o ∗ e´ associativa).
(G2) ∃ 1G ∈ G tal que x ∗ 1G = 1G ∗ x = x; ∀x ∈ G (existeˆncia de elemento
neutro para a operac¸a˜o ∗).
(G3) ∀x ∈ G,∃x′ ∈ G tal que x ∗ x′ = x′ ∗ x = 1G (existeˆncia de inverso).
Se a operac¸a˜o ∗ de um grupo G satisfaz o axioma:
(G4) ∀x, y ∈ G, x ∗ y = y ∗ x (a operac¸a˜o ∗ e´ comutativa),
diremos que G e´ um grupo comutativo ou abeliano.
Observac¸a˜o 1.1. Normalmente indica-se a operac¸a˜o do grupoG usando um ponto
“·” . Diremos enta˜o que (G, ·) e´ grupo multiplicativo. Neste caso, o elemento
neutro de G e´ denotado por 1 e o inverso de a ∈ G e´ denotado por a−1. Quando
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o grupo G e´ abeliano, indicaremos sua operac¸a˜o por “ +” , e diremos que (G,+)
e´ grupo aditivo. Neste caso, o elemento neutro e´ denotado por 0 e o sime´trico de
a ∈ G e´ denotado por −a.
Abaixo apresentaremos as definic¸o˜es de mu´ltiplo (em grupos aditivos) e poteˆncias
(em grupos multiplicativos).
Definic¸a˜o 1.2. Sejam (G,+) um grupo, a ∈ G e n ∈ Z:
na =

0 , se n = 0.
a+ a+ ...+ a , n vezes quandon > 0.
−(a+ a+ ...+ a) , −n vezes quandon < 0.
Definic¸a˜o 1.3. Sejam (G, ·) um grupo, a ∈ G e n ∈ Z:
an =

1G , se n = 0.
a · a · ... · a , n vezes quandon > 0.
(a · a · ... · a)−1 , −n vezes quandon < 0.
A partir de agora definiremos ordens parciais e totais em um grupo G.
Definic¸a˜o 1.4. O grupo (G, ·) e´ ordenado quando esta´ definida uma relac¸a˜o ≤
sobre G que satisfaz, para quaisquer elementos a, b, c de G:
(O1) a ≤ a.
(O2) a ≤ b e b ≤ a =⇒ a = b.
(O3) a ≤ b e b ≤ c =⇒ a ≤ c.
(OA′) a ≤ b =⇒ ac ≤ bc e ca ≤ cb.
Note que os axiomas (O1), (O2), (O3) dizem que “≤” e´ relac¸a˜o de ordem em
G, e que o axioma (OA′) assegura que esta relac¸a˜o de ordem e´ compatı´vel com a
operac¸a˜o do grupo G.
Notac¸a˜o: O grupo G com operac¸a˜o “·” e ordenado pela ordem ≤ e´ denotado por
(G, ·,≤).
Observac¸a˜o 1.2. Um grupo ordenado tambe´m e´ chamado de grupo parcialmente
ordenado.
Definic¸a˜o 1.5. Um grupo ordenado (G,+,≤) e´ chamado grupo totalmente or-
denado quando satisfaz o axioma:
(O4) ∀ a, b ∈ G, a ≤ b ou b ≤ a.
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Note que um grupo totalmente ordenado nada mais e´ que um grupo, com uma
relac¸a˜o de ordem total, que e´ compatı´vel com a operac¸a˜o do grupo.
Definic¸a˜o 1.6. Dizemos que um grupo (G, ·) e´ ordena´vel, quando existe uma
relac¸a˜o de ordem total em G, que torna (G, ·,≤) um grupo totalmente ordenado.
Neste trabalho, estamos interessados em grupos abelianos totalmente orde-
nados. Por isso, passaremos a usar a notac¸a˜o aditiva. Ressaltamos que quando a
operac¸a˜o do grupo e´ comutativa, o axioma (OA′) pode ser escrito como:
(OA) a ≤ b =⇒ a+ c ≤ b+ c.
Portanto, um grupo abeliano totalmente ordenado e´ um grupo G, com uma
relac¸a˜o de ordem ≤, que satisfaz para todo a, b, c em G as seguintes condic¸o˜es:
(G1) (a+ b) + c = a+ (b+ c) .
(G2) ∃ 0 ∈ G tal que 0 + a = a+ 0 = a.
(G3) ∀ a ∈ G, ∃ (−a) ∈ G tal que a+ (−a) = (−a) + a = 0.
(G4) a+ b = b+ a.
(O1) a ≤ a.
(O2) a ≤ b e b ≤ a =⇒ a = b.
(O3) a ≤ b e b ≤ c =⇒ a ≤ c.
(O4) a ≤ b ou b ≤ a.
(OA) a ≤ b =⇒ a+ c ≤ b+ c.
Observac¸a˜o 1.3. Sejam≤ uma relac¸a˜o de ordem em G e a, b ∈ G. Escreveremos
a < b, para indicar que a ≤ b e a 6= b.
Exemplo 1.1. Seja (G, ·) um grupo qualquer. A relac¸a˜o
a “≤” b⇐⇒ a = b
torna (G, ·,≤) um grupo ordenado.
De fato, como (G, ·) e´ grupo e a igualdade e´ uma relac¸a˜o de ordem, basta
verificar o axioma (OA′). Mas isso e´ o´bvio, pois de a, b, c ∈ G temos:
a = b =⇒ ac = bc e ca = cb.
Exemplo 1.2. O u´nico grupo totalmente ordenado pela ordem
a “≤” b⇐⇒ a = b
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e´ o grupo trivial G = {e}.
Basta observar que a relac¸a˜o de igualdade so´ e´ uma relac¸a˜o de ordem total em
um conjunto unita´rio.
Exemplo 1.3. O grupo abeliano (Z,+) e´ totalmente ordenado pela ordem usual
de Z. Note que o axioma (OA) e´ apenas uma propriedade aritme´tica da adic¸a˜o de
nu´meros inteiros.
Em func¸a˜o do exemplo acima, e´ natural perguntar se os grupos abelianos
(Zn,+) sa˜o ordena´veis. Veremos mais tarde que a resposta e´ na˜o.
A partir de grupos abelianos totalmente ordenados podemos construir um novo
grupo abeliano totalmente ordenado, fazendo produto cartesiano. Faremos isso
na pro´xima proposic¸a˜o. Iniciaremos com um lema sobre relac¸a˜o de ordem em
produto cartesiano.
Lema 1.1. Sejam G1 um conjunto com uma relac¸a˜o de ordem ≤1 e G2 um con-
junto com uma relac¸a˜o de ordem ≤2. Enta˜o:
(a1, a2) ≤ (b1, b2)⇐⇒ (a1 <1 b1) ou (a1 = b1 e a2 ≤2 b2)
e´ uma relac¸a˜o de ordem em G1 × G2. Ale´m disso, se ≤1 e ≤2 sa˜o ordens totais
enta˜o ≤ e´ uma ordem total.
Demonstrac¸a˜o.
• (a1, a2) ≤ (a1, a2)
Como a1 = a1 e a2 ≤ a2 segue que (a1, a2) ≤ (a1, a2).
• (a1, a2) ≤ (b1, b2) e (b1, b2) ≤ (a1, a2) =⇒ (a1, a2) = (b1, b2)
(a1, a2) ≤ (b1, b2) =⇒ (a1 <1 b1) ou (a1 = b1 e a2 ≤2 b2)
(b1, b2) ≤ (a1, a2) =⇒ (b1 <1 a1) ou (b1 = a1 e b2 ≤2 a2)
1o caso: a1 <1 b1 e b1 <1 a1
Este caso na˜o pode ocorrer, pois <1 e´ relac¸a˜o de ordem em G1. De fato,
a1 <1 b1 =⇒ a1 ≤1 b1 e a1 6= b1
b1 <1 a1 =⇒ b1 ≤1 a1 e b1 6= a1
como a1 ≤1 b1 e b1 ≤1 a1 e ≤1 e´ relac¸a˜o de ordem, segue que a1 = b1.
Absurdo.
2o caso: a1 <1 b1 e b1 = a1 e b2 ≤2 a2
As condic¸o˜es a1 <1 b1 e b1 = a1 na˜o podem ocorrer simultaneamente.
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3o caso: a1 = b1 e a2 ≤2 b2 e b1 <1 a1
Ana´logo ao caso anterior.
4o caso: a1 = b1 e a2 ≤2 b2 e b1 = a1 e b2 ≤2 a2.
Como ≤2 e´ relac¸a˜o de ordem em G2, segue de a2 ≤2 b2 e b2 ≤2 a2 que
a2 = b2. Portanto a1 = b1 e a2 = b2, isto e´, (a1, a2) = (b1, b2).
• (a1, a2) ≤ (b1, b2) e (b1, b2) ≤ (c1, c2) =⇒ (a1, a2) ≤ (c1, c2)
(a1, a2) ≤ (b1, b2) =⇒ (a1 <1 b1) ou (a1 = b1 e a2 ≤2 b2)
(b1, b2) ≤ (c1, c2) =⇒ (b1 <1 c1) ou (b1 = c1 e b2 ≤2 c2)
1o caso: a1 <1 b1 e b1 <1 c1
Segue que a1 ≤1 b1 e b1 ≤1 c1. Como ≤1 e´ uma relac¸a˜o de ordem em G,
temos a1 ≤1 c1. Note que na˜o pode ocorrer a1 = c1, pois neste caso terı´amos
a1 <1 b1 e b1 <1 a1. Vimos anteriormente que isso e´ absurdo.
Portanto a1 <1 c1, que leva a (a1, a2) ≤ (c1, c2).
2o caso: a1 <1 b1 e b1 = c1 e b2 ≤2 c2
Segue que a1 <1 c1 e portanto (a1, a2) ≤ (c1, c2).
3o caso: a1 = b1 e a2 ≤2 b2 e b1 <1 c1
Ana´logo ao caso anterior.
4o caso: a1 = b1 e a2 ≤2 b2 e b1 = c1 e b2 ≤2 c2
Segue que a1 = c1 e a2 ≤2 c2. Isso leva a (a1, a2) ≤ (c1, c2).
Admita agora que ≤1 e ≤2 sa˜o ordens totais. Devemos mostrar que:
se (a1, a2), (b1, b2) ∈ G1 ×G2,
enta˜o (a1, a2) ≤ (b1, b2) ou (b1, b2) ≤ (a1, a2).
Como a1, b1 ∈ G1 temos a1 ≤1 b1 ou b1 ≤1 a1.
Como a2, b2 ∈ G2 temos a2 ≤2 b2 ou b2 ≤2 a2.
1o caso: a1 ≤1 b1 e a2 ≤2 b2
Se a1 <1 b1 enta˜o (a1, a2) ≤ (b1, b2).
Se a1 = b1, usamos o fato de a2 ≤2 b2, para concluir que (a1, a2) ≤ (b1, b2).
2o caso: a1 ≤1 b1 e b2 ≤2 a2
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Se a1 <1 b1 enta˜o (a1, a2) ≤ (b1, b2).
Se a1 = b1, usamos b2 ≤2 a2, para obter (b1, b2) ≤ (a1, a2).
3o caso: b1 ≤1 a1 e a2 ≤2 b2
Se b1 <1 a1 enta˜o (b1, b2) ≤ (a1, a2).
Se b1 = a1, usamos a2 ≤2 b2, para obter (a1, a2) ≤ (b1, b2).
4o caso: b1 ≤ a1 e b2 ≤2 a2
Se b1 <1 a1 enta˜o (b1, b2) ≤ (a1, a2).
Se b1 = a1, usamos b2 ≤2 a2, para obter (b1, b2) ≤ (a1, a2).
¥
Proposic¸a˜o 1.1. Sejam (G1,+1,≤1) e (G2,+2,≤2) grupos abelianos totalmente
ordenados. Enta˜o (G1×G2,+,≤) e´ grupo abeliano totalmente ordenado, quando
definimos
(a1, b1) + (a2, b2) = (a1 +1 a2, b1 +2 b2).
Demonstrac¸a˜o. Pelo lema anterior temos que ≤ e´ relac¸a˜o de ordem em
G1 × G2. Um resultado simples de Teoria de Grupos assegura que (G1 × G2) e´
grupo abeliano. Resta verificar o axioma (OA), isto e´, mostrar que
se (a1, a2), (b1, b2), (c1, c2) ∈ G1 ×G2 e (a1, a2) ≤ (b1, b2),
enta˜o (a1, a2) + (c1, c2) ≤ (b1, b2) + (c1, c2).
(a1, a2) ≤ (b1, b2) =⇒ (a1 <1 b1) ou (a1 = b1 e a2 ≤2 b2)
1o caso: a1 <1 b1
Segue que a1 ≤1 b1 e a1 6= b1. Como (G,+1,≤1) e´ grupo abeliano totalmente
ordenado e c1 ∈ G1 temos:
a1 +1 c1 ≤ b1 +1 c1 e a1 + c1 6= b1 + c1 =⇒ a1 +1 c1 < b1 +1 c1
=⇒ (a1, a2)+(c1, c2) ≤ (b1, b2)+(c1, c2).
2o caso: a1 = b1 e a2 ≤2 b2
Como (G2,+2,≤2) e´ grupo abeliano totalmente ordenado e c2 ∈ G2 temos:
a2 +2 c2 ≤ b2 +2 c2.
De a1 = b1 tiramos a1 +1 c1 = b1 +1 c1.
Isso garante que (a1, a2) + (c1, c2) ≤ (b1, b2) + (c1, c2).
¥
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Corola´rio 1.1. O grupo abeliano (Z× Z,+) e´ totalmente ordenado.
Demonstrac¸a˜o. Vimos no Exemplo 1.3 que (Z,+) e´ grupo abeliano totalmente
ordenado. Assim basta aplicar a proposic¸a˜o anterior.
¥
Agora estudaremos propriedades dos grupos abelianos totalmente ordenados.
Lema 1.2. Num grupo abeliano totalmente ordenado (G,+,≤) as seguintes pro-
priedades sa˜o equivalentes:
(i) a < b
(ii) a+ c < b+ c, ∀ c ∈ G
(iii) −b < −a
(iv) a− b < 0
(v) 0 < b− a
Demonstrac¸a˜o.
• (i) =⇒ (ii) Se a < b enta˜o a ≤ b e a 6= b. De a ≤ b vem por (OA) que,
a+ c ≤ b+ c. Como a 6= b temos a+ c 6= b+ c.
Logo, a+ c < b+ c.
• (ii) =⇒ (iii) Como a ordem e´ total devemos ter −b < −a ou −b ≥ −a, sendo
que estes casos se excluem mutuamente.
Suponha que −b ≥ −a.
Por (OA), −b+ b ≥ −a+ b =⇒ 0 ≥ −a+ b
=⇒ 0 + a ≥ −a+ b+ a.
Por (G4), 0 + a ≥ −a+ a+ b.
Por (G1), 0 + a ≥ (−a+ a) + b.
Por (G3) e (G2), a ≥ b.
Por (OA), a+ c ≥ b+ c. Contradic¸a˜o!
• (iii) =⇒ (iv) Se −b < −a podemos dizer que −b ≤ −a e −b 6= −a.
Por (OA), a− b ≤ a− a.
Por (G2), a− b ≤ 0.
Suponha que a− b = 0.
Por (G2), a− b = a+ (−a).
Por (OA), (−a) + a− b = (−a) + a+ (−a) =⇒ −b = −a.
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Contradic¸a˜o. Logo, a− b < 0.
• (iv) =⇒ (v) Se a− b < 0 podemos dizer que a− b ≤ 0 e a− b 6= 0.
Por (OA), a− b+ (−a) ≤ −a.
Por (G4), a+ (−a) + (−b) ≤ −a.
Por (G2), −b ≤ −a.
Por (OA), −b+ b ≤ −a+ b.
Por (G2), 0 ≤ −a+ b.
Por (G4), 0 ≤ b− a.
Note que na˜o podemos ter b − a = 0, pois isso implicaria por (A4) e (OA),
respectivamente, que:
b− a = b+ (−b) =⇒ −b+ b− a+ a = −b+ b− b+ a
=⇒ 0 = −b+ a
=⇒ 0 = a− b.
Chegamos em um absurdo. Logo 0 < b− a.
• (v) =⇒ (i) Se 0 < b− a podemos dizer que 0 ≤ b− a e 0 6= b− a.
Por (OA), a ≤ b− a+ a.
Por (G2), a ≤ b.
Suponha que b = a.
Por (OA) e (G2) temos:
b− a = a− a =⇒ b− a = 0.
Contradic¸a˜o. Logo, a < b.
¥
Observac¸a˜o 1.4. Fazendo b = 0, segue do Lema 1.2 (i)⇐⇒ (v) que
a < 0⇐⇒ 0 < −a.
Observac¸a˜o 1.5. Fazendo a = 0, segue do Lema 1.2 (i)⇐⇒ (iv) que
0 < b⇐⇒ −b < 0.
Corola´rio 1.2. Num grupo abeliano totalmente ordenado (G,+,≤), as seguintes
propriedades sa˜o equivalentes:
(i) a ≤ b
(ii) a+ c ≤ b+ c, ∀ c ∈ G
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(iii) −b ≤ −a
(iv) a− b ≤ 0
(v) 0 ≤ b− a
Demonstrac¸a˜o. Imediato do Lema 1.2.
¥
Observac¸a˜o 1.6. De forma ana´loga as observac¸o˜es anteriores, usamos o Corola´rio
1.2 para obter:
• a ≤ 0⇐⇒ 0 ≤ −a.
• 0 ≤ b⇐⇒ −b ≤ 0.
Lema 1.3. Para todo elemento a de um grupo abeliano totalmente ordenado
(G,+,≤) e para todo nu´mero inteiro n, temos:
(i) se 0 < n e se 0 < a, enta˜o 0 < na.
(ii) se 0 < n e se a < 0, enta˜o na < 0.
(iii) se n < 0 e se 0 < a, enta˜o na < 0.
(iv) se n < 0 e se a < 0, enta˜o 0 < na.
Demonstrac¸a˜o.
(i) Induc¸a˜o sobre n.
• Para n = 1.
n.a = 1.a = a > 0, por hipo´tese.
• Hipo´tese de induc¸a˜o: ka > 0 para k fixo, k > 1.
• Tese de induc¸a˜o:(k + 1).a > 0.
(k + 1).a = ka+ a
Pela hipo´tese de induc¸a˜o e pelo Corola´rio 1.2 temos:
ka+ a > 0 + a = a > 0.
Logo, por transitividade, (k + 1).a > 0.
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(ii) Induc¸a˜o sobre n.
• Para n = 1.
n.a = 1.a = a < 0, por hipo´tese.
• Hipo´tese de induc¸a˜o: ka < 0 para k fixo, k > 1.
• Tese de induc¸a˜o:(k + 1).a < 0.
(k + 1).a = ka+ a
Pela hipo´tese de induc¸a˜o e pelo Corola´rio 1.2 temos:
ka+ a < 0 + a = a < 0.
Logo, por transitividade, (k + 1).a < 0.
(iii) Se n < 0 temos por (OA),
n+ (−n) < 0 + (−n) =⇒ 0 < −n.
Enta˜o por (i) temos (−n)a > 0. Pore´m, de acordo com a Definic¸a˜o 1.2,
(−n)a = −na.
Como −na > 0, segue da Observac¸a˜o 1.5 que na < 0.
(iv) n < 0 =⇒ −n > 0.
a < 0 =⇒ −a > 0.
Por (i) temos que (−n)(−a) > 0. Basta provar que (−n).(−a) = na.
Usando a definic¸a˜o temos:
• (−n).(−a) = (−a) + (−a) + ...+ (−a), −n vezes.
• n.a = −(a+ a+ a+ ...+ a), −n vezes.
Como as expresso˜es acima coincidem, concluı´mos que (−n).(−a) = na.
¥
Corola´rio 1.3. Para todo nu´mero inteiro na˜o nulo n e para todo elemento na˜o
nulo a, de um grupo abeliano totalmente ordenado G, tem-se na 6= 0.
Demonstrac¸a˜o. Como n 6= 0 e a 6= 0 temos, pelo Lema 1.3, que na 6= 0.
¥
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Corola´rio 1.4. Sejam G um grupo abeliano totalmente ordenado e a ∈ G. Se
0 < a e se m e n sa˜o nu´meros inteiros tais que m ≤ n, enta˜o ma ≤ na. Ale´m
disso, se m < n temos ma < na.
Demonstrac¸a˜o.
m ≤ n =⇒ n−m ≥ 0.
Temos dois casos: n−m > 0 ou n−m = 0.
(i) Se n−m = 0 temos por definic¸a˜o que (m− n) · a = 0.
(n−m).a = 0 =⇒ na−ma = 0
=⇒ na = ma.
(ii) Se n−m > 0 temos pelo Lema 1.3 que (n−m) · a > 0.
(n−m).a > 0 =⇒ na−ma > 0
=⇒ ma < na.
Portanto, ma ≤ na.
Se m < n temos ma < na, pela parte (ii) da demonstrac¸a˜o acima.
¥
Corola´rio 1.5. Sejam G um grupo abeliano totalmente ordenado e a ∈ G. Se
a < 0 e se m e n sa˜o nu´meros inteiros tais que m ≤ n enta˜o na ≤ ma. Ale´m
disso, se m < n enta˜o na < ma.
Demonstrac¸a˜o.
m ≤ n =⇒ n−m ≥ 0.
Temos dois casos: n−m > 0 ou n−m = 0.
(i) Se n−m = 0 temos por definic¸a˜o que (n−m) · a = 0.
(n−m).a = 0 =⇒ na−ma = 0
=⇒ na = ma.
(ii) Se n−m > 0 temos pelo Lema 1.3 que (n−m) · a < 0.
(n−m).a < 0 =⇒ na−ma < 0
=⇒ na < ma.
Portanto, na ≤ ma.
Se m < n temos na < ma, pela parte (ii) da demonstrac¸a˜o acima.
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¥Proposic¸a˜o 1.2. Sejam a e b dois elementos de um grupo abeliano totalmente
ordenado G tais que a < b e seja n um nu´mero inteiro. As seguintes afirmac¸o˜es
sa˜o verdadeiras:
(i) se 0 < n, enta˜o na < nb.
(ii) se n < 0, enta˜o nb < na.
Demonstrac¸a˜o.
(i) Como a < b segue do Lema 1.2 que a− b < 0. Desde que n > 0, usamos o
Lema 1.3 para obter:
n(a− b) < 0 =⇒ na− nb < 0
=⇒ na < nb.
(ii) Como a < b segue do Lema 1.2 que a− b < 0. Desde que n < 0, usamos o
Lema 1.3 para obter:
n(a− b) > 0 =⇒ na− nb > 0
=⇒ nb < na.
¥
Corola´rio 1.6. Sejam a e b dois elementos de um grupo abeliano totalmente or-
denado G tais que a ≤ b e seja n um nu´mero inteiro. As seguintes afirmac¸o˜es sa˜o
verdadeiras:
(i) se 0 < n, enta˜o na ≤ nb.
(ii) se n < 0, enta˜o nb ≤ na.
Demonstrac¸a˜o.
(i) Se a = b enta˜o na = nb.
Se a < b, segue da Proposic¸a˜o 1.2 que na < nb.
Portanto, na ≤ nb.
(ii) Se a = b enta˜o na = nb.
Se a < b, segue da Proposic¸a˜o 1.2 que nb < na.
Portanto, nb ≤ na.
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¥Veremos a seguir uma caracterizac¸a˜o dos grupos abelianos totalmente ordena-
dos.
Definic¸a˜o 1.7. Diz-se que um elemento a, de um grupo abeliano totalmente orde-
nado G, e´ positivo (respectivamente, negativo) se, e somente se, 0 ≤ a (respecti-
vamente, a ≤ 0). Se a e´ positivo (respectivamente, negativo) e se a 6= 0, diremos
que a e´ estritamente positivo (respectivamente, estritamente negativo).
De acordo com a definic¸a˜o acima, o elemento neutro 0 ∈ G, e´ positivo e
negativo. Como a relac¸a˜o ≤ e´ anti-sime´trica, vemos que 0 e´ o u´nico elemento de
G com tal propriedade.
Notac¸a˜o: Sejam G um grupo abeliano e A,B ⊆ G. Usaremos as notac¸o˜es:
• A+B = {a+ b; a ∈ A e b ∈ B}.
• −A = {−a; a ∈ A}.
Teorema 1.1. Se G e´ um grupo abeliano totalmente ordenado e se P e´ o conjunto
de todos elementos positivos de G, enta˜o valem as seguintes propriedades:
(I) P + P ⊂ P ;
(II) P ⋂(−P ) = {0};
(III) P ⋃(−P ) = G.
Ale´m disso, se G e´ um grupo abeliano e se P e´ uma parte do conjunto G que
satisfaz as condic¸o˜es (I), (II), (III), enta˜o existe uma u´nica relac¸a˜o de ordem
total ≤ em G, compatı´vel com a adic¸a˜o, tal que P seja o conjunto de todos os
elementos positivos da ordem ≤.
Demonstrac¸a˜o.
(I) P + P ⊂ P
Sejam a, b ∈ P , enta˜o a ≥ 0 e b ≥ 0.
Por (OA), a+ b ≥ 0 + b = b ≥ 0.
Por (O3), a+ b ≥ 0.
Logo, a+ b ∈ P .
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(II) P ⋂(−P ) = {0}
Temos pela Definic¸a˜o 1.7 que se a ∈ P enta˜o a ≥ 0, e se b ∈ (−P ) enta˜o
b ≤ 0.
x ∈ P ⋂(−P ) =⇒ x ∈ P e x ∈ −P
=⇒ x ≥ 0 e x ≤ 0.
Enta˜o por (O2), x = 0.
(III) P ⋃(−P ) = G
Claro que P ⋃(−P ) ⊆ G, pois P ⊆ G e (−P ) ⊆ G.
Seja a ∈ G. Como ≤ e´ ordem total temos a ≤ 0 ou 0 ≤ a. Segue que
a ∈ (−P ) ou a ∈ P . Portanto a ∈ P ⋃(−P ).
Suponha agora que G seja grupo abeliano e que exista P ⊆ G satisfazendo as
condic¸o˜es (I), (II) e (III).
Defina em G a relac¸a˜o:
a ≤ b⇐⇒ b− a ∈ P .
Afirmac¸a˜o: A relac¸a˜o acima e´ relac¸a˜o de ordem.
• Reflexiva (O1): ´E imediato, pois a− a = 0 e 0 ∈ P em virtude de (II).
• Anti-sime´trica (O2): Se a ≤ b e se b ≤ a temos, respectivamente, b− a ∈
P e a− b ∈ P . Note que (a− b) = −(b− a), logo, a− b ∈ (−P ), de onde
vem, por (II), a− b = 0, ou seja, a = b.
• Transitiva (O3): Se a ≤ b e se b ≤ c, temos b − a ∈ P e c − b ∈ P . Da
condic¸a˜o (I) resulta que:
(b− a) + (c− b) ∈ P =⇒ c− a ∈ P
=⇒ a ≤ c.
Devemos tambe´m verificar que ≤ define uma relac¸a˜o de ordem total, ou seja,
provar (O4).
• (O4): Sejam a e b dois elementos quaisquer de G e consideremos a
diferenc¸a a− b.
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Conforme a condic¸a˜o (III) temos a− b ∈ P ou a− b ∈ (−P ).
Se a− b ∈ P temos b ≤ a.
Se a− b ∈ (−P ) temos b− a ∈ P , ou seja, a ≤ b.
Falta verificar que a relac¸a˜o ≤ e´ compatı´vel com a operac¸a˜o do grupo, isto e´,
falta provar (OA).
• (OA): Sejam a, b e c elementos quaisquer de G e suponhamos que a ≤ b.
a ≤ b =⇒ b− a ∈ P
=⇒ (b+ c)− (a+ c) = b− a ∈ P
=⇒ a+ c ≤ b+ c.
Note que o conjunto P e´ formado pelos elementos positivos de G. De fato,
a ∈ P ⇐⇒ a− 0 ∈ P ⇐⇒ 0 ≤ a.
Finalmente, vamos provar a unicidade da ordem.
Seja R uma relac¸a˜o de ordem total em G, compatı´vel com a adic¸a˜o de G, tal que
P e´ o conjunto dos elementos positivos de G segundo a ordem R. Isto e´,
P = {a ∈ G; 0Ra}.
Pelo Corola´rio 1.2 temos:
aRb⇐⇒ 0R(b− a)⇐⇒ b− a ∈ P .
Mas havı´amos definido a relac¸a˜o
b− a ∈ P ⇐⇒ a ≤ b.
Segue que aRb⇐⇒ a ≤ b.
Portanto as relac¸o˜es R e ≤ coincidem.
¥
Corola´rio 1.7. Um grupo abeliano G e´ ordena´vel se, e somente se, existe uma
parte P , do conjunto G, que satisfaz as condic¸o˜es (I), (II) e (III).
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Demonstrac¸a˜o. ´E imediato do teorema anterior.
¥
Exemplo 1.4. O subconjunto P = N do grupo abeliano Z dos nu´meros inteiros
satisfaz as condic¸o˜es (I), (II) e (III) do Teorema 1.1. Portanto, define uma
ordem total ≤, sobre Z, pondo-se
a ≤ b⇐⇒ b− a ≥ 0.
Ale´m disso, esta ordem e´ compatı´vel com a adic¸a˜o:
a ≤ b e c ∈ Z =⇒ a+ c ≤ b+ c.
Analogamente, o subconjunto P = −N tambe´m satisfaz as condic¸o˜es (I),
(II) e (III). Portanto, obte´m-se uma outra ordem total, compatı´vel com a adic¸a˜o,
pondo-se
aRb⇐⇒ b− a e´ o oposto de um nu´meros natural.
Podemos completar o que foi visto acima mostrando que os u´nicos subcon-
juntos P , de Z, que satisfazem as condic¸o˜es (I), (II) e (III) sa˜o N e −N.
Com efeito, conforme (III) temos 1 ∈ P ou 1 ∈ −P .
Se 1 ∈ P temos, por (II), que N ⊂ P . Suponha, por absurdo, N 6= P .
N 6= P =⇒ ∃ b ∈ P tal que b /∈ N
=⇒ b = −a, com a ∈ N
=⇒ b ∈ P ⋂(−P ) = {0}
=⇒ b = 0,
contradic¸a˜o, pois b /∈ N.
Analogamente, se 1 ∈ −P conclui-se que P = −N.
Em resumo, o grupo abeliano Z dos nu´meros inteiros so´ pode ser ordenado de
dois modos obtendo-se, enta˜o, a ordem habitual e sua oposta.
O exemplo a seguir mostra uma outra forma de se obter o resultado do
Corola´rio 1.1.
Exemplo 1.5. Consideremos o conjunto G = Z×Z e coloquemos, por definic¸a˜o,
(a, b) + (c, d) = (a + c, b + d) quaisquer que sejam (a, b) e (c, d) em G. ´E fa´cil
verificar que esta operac¸a˜o define uma estrutura de grupo abeliano sobre Z× Z.
Indiquemos por P o subconjunto de Z × Z formado por todos os pares (a, b)
tais que 0 < a e b qualquer, ou a = 0 e 0 ≤ b, onde≤ e´ a ordem habitual do grupo
aditivo Z.
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Vamos verificar as condic¸o˜es (I), (II) e (III) para o subconjunto P .
(I): Sejam (a, b) e (c, d) ∈ P .
(a, b) ∈ P =⇒ (0 < a e b qualquer) ou (a = 0 e 0 ≤ b).
(c, d) ∈ P =⇒ (0 < c e d qualquer) ou (c = 0 e 0 ≤ d).
1o caso: 0 < a, b qualquer, 0 < c e d qualquer.
(a, b) + (c, d) = (a+ c, b+ d).
Por (OA) e (O3) temos:
0 < a e 0 < c =⇒ 0 < a+ c.
Logo, (a+ c, b+ d) ∈ P .
2o caso: 0 < a, b qualquer, c = 0 e 0 ≤ d.
Por (G2), a+ c = a+ 0 = a > 0.
Logo, (a+ c, b+ d) ∈ P .
3o caso: a = 0, 0 ≤ b, 0 < c e d qualquer.
Ana´logo ao caso anterior.
4o caso: a = 0, 0 ≤ b, c = 0 e 0 ≤ d.
a+ c = 0 + 0 = 0 e 0 ≤ b+ d,
por (OA) e (O3).
Logo, (a+ c, b+ d) ∈ P .
(II): Seja (a, b) ∈ P ⋂(−P ).
(a, b) ∈ P =⇒ (0 < a e b qualquer) ou (a = 0 e 0 ≤ b).
(a, b) ∈ (−P ) =⇒ (a < 0 e b qualquer) ou (a = 0 e b ≤ 0).
1o caso: 0 < a, b qualquer, a < 0 e b qualquer.
Na˜o podem ocorrer simultanenamente 0 < a e a < 0.
2o caso: 0 < a, b qualquer, a = 0 e b ≤ 0.
Na˜o podem ocorrer simultanenamente 0 < a e a = 0.
3o caso: a = 0, 0 ≤ b, a < 0 e b qualquer.
Ana´logo ao caso anterior.
4o caso: a = 0, 0 ≤ b, a = 0 e b ≤ 0.
0 ≤ b e b ≤ 0 =⇒ b = 0,
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por (O2).
Logo, (a, b) = (0, 0).
Portanto, P
⋂
(−P ) = {(0, 0)}.
(III): Seja (a, b) ∈ G.
Se a = 0 e 0 ≤ b enta˜o (a, b) ∈ P .
Se a = 0 e b < 0 enta˜o (a, b) ∈ (−P ).
Se 0 < a e b qualquer enta˜o (a, b) ∈ P .
Se a < 0 e b qualquer enta˜o (a, b) ∈ (−P ).
Logo, P ⋃(−P ) = G.
Portanto, pelo Teorema 1.1, Z × Z e´ um grupo ordenado pela ordem ≤,
definido por
(a, b) ≤ (c, d)⇐⇒ (c, d)− (a, b) ∈ P
⇐⇒ (c− a, d− b) ∈ P
⇐⇒ c− a > 0 ou (c− a = 0 e d− b ≥ 0)
⇐⇒ a < c ou (a = c e b ≤ d).
Exemplo 1.6. Os grupos abelianos (Zn,+) na˜o sa˜o ordena´veis.
De acordo com o Corola´rio 1.7, basta verificar que Zn na˜o possui subconjunto
que satisfac¸a as condic¸o˜es (I), (II) e (III).
Suponha que Zn possua subconjunto P satisfazendo (I), (II) e (III).
Se P conte´m um gerador de (Zn,+), segue da condic¸a˜o (I) que P = Zn.
Enta˜o (−P ) = Zn e isso contradiz (II). Portanto P na˜o pode conter gerador de
Zn.
Como 1 e n− 1 sa˜o geradores de (Zn,+), segue de (III) que
1, n− 1 ∈ (−P ). Mas
• 1 ∈ (−P ) =⇒ −1 = n− 1 ∈ P
• n− 1 ∈ (−P ) =⇒ 1 ∈ P .
Isso diz que P possui gerador de (Zn,+). Absurdo.
Portanto, na˜o existe subconjunto P que satisfac¸a as condic¸o˜es (I), (II) e
(III).
Veremos a seguir uma generalizac¸a˜o do Teorema 1.1.
Teorema 1.2. Seja G um grupo abeliano.
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(a) Se (G,+,≤) e´ parcialmente ordenado, enta˜o o conjunto P dos elementos po-
sitivos de G satisfaz:
(I) P + P ⊂ P .
(II) P ⋂(−P ) = {0}.
(b) Se P ⊆ G satisfaz (I) e (II), enta˜o existe uma u´nica relac¸a˜o de ordem em G,
compatı´vel com a adic¸a˜o de G, tal que P e´ o conjunto dos elementos positivos
desta ordem.
(c) A ordem obtida em (b) e´ total se, e somente se, P tambe´m satisfaz a condic¸a˜o
(III).
Demonstrac¸a˜o.
(a) Demonstrac¸a˜o ana´loga a do Teorema 1.1.
(b) Defina em G a relac¸a˜o:
a ≤ b⇐⇒ b− a ∈ P .
A demonstrac¸a˜o, de que a relac¸a˜o acima e´ relac¸a˜o de ordem e´ ana´loga a`quela
feita no Teorema 1.1.
Falta provar a unicidade. SejaR uma relac¸a˜o de ordem emG, compatı´vel com
a adic¸a˜o de G, tal que P e´ o conjunto dos elementos positivos de G segundo
a ordem R. Isto e´,
P = {a ∈ G; 0Ra}.
Pelo Corola´rio 1.2 temos:
aRb⇐⇒ 0R(b− a)⇐⇒ b− a ∈ P .
Mas havı´amos definido a relac¸a˜o
b− a ∈ P ⇐⇒ a ≤ b.
Segue que aRb⇐⇒ a ≤ b.
Portanto as relac¸o˜es R e ≤ coincidem.
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(c) Se a ordem e´ total enta˜o para todo a ∈ G temos:
a ≤ 0 ou a ≥ 0 =⇒ a ∈ −P ou a ∈ P .
Portanto, P
⋃
(−P ) = G.
Reciprocamente, suponha que valha a condic¸a˜o (III).
Dados a, b ∈ G temos a− b ∈ G, e enta˜o
a− b ∈ P ou a− b ∈ (−P ) =⇒ 0 ≤ a− b ou a− b ≤ 0
=⇒ b ≤ a ou a ≤ b.
Portanto, a ordem ≤ e´ ordem total.
¥
Exemplo 1.7. Considere o grupo abeliano Z dos nu´meros inteiros e tome P como
o conjunto dos nu´meros naturais pares. Podemos verificar usando o teorema an-
terior, que P define uma ordem parcial sobre Z.
Vamos demonstrar a afirmac¸a˜o acima.
Sejam a e b em P . Podemos escrever a = 2x e b = 2y; x, y ∈ N.
(I) P + P ⊂ P
2x+ 2y = 2(x+ y) ∈ P , por definic¸a˜o.
(II) P ⋂(−P ) = {0}
a ∈ P ⋂(−P ) =⇒ a ∈ P e a ∈ (−P ).
a ∈ P =⇒ a = 2x, x ∈ N e
a ∈ (−P ) =⇒ a = 2y, y ∈ (−N)
Enta˜o temos 2x = 2y =⇒ x = y.
Logo, x ∈ N⋂ (−N) = {0}. Como a = 2x e x = 0 temos a = 0.
Segue do Teorema 1.2 que P = {2x; x ∈ N} define em Z a relac¸a˜o de
ordem
a ≤ b⇐⇒ b− a ∈ P .
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Note que esta ordem na˜o e´ total. De fato, para ser total deverı´amos ter
Z = P ⋃(−P ). Mas isso na˜o e´ verdade pois 3 ∈ Z, mas 3 /∈ P e 3 /∈ (−P ).
Existe uma categoria especial de grupos abelianos totalmente ordenados, que
usaremos posteriormente, sa˜o os grupos abelianos totalmente ordenados arquime-
dianos.
Definic¸a˜o 1.8. Diz-se que um grupo abeliano totalmente ordenado (G,+,≤) e´
grupo arquimediano se, e somente se, a ordem ≤ satisfaz o seguinte axioma:
(AA) quaisquer que sejam a e b em G, se 0 < a e 0 < b enta˜o existe um nu´mero
natural n tal que b < na.
Exemplo 1.8. O grupo abeliano Z dos nu´meros inteiros, com a ordem usual, e´
arquimediano, pois se a e b sa˜o dois inteiros tais que 0 < a < b, temos
b < (b+ 1)a.
Exemplo 1.9. O grupo ordenado Z × Z, definido no Exemplo 1.5, na˜o e´ ar-
quimediano, pois, por exemplo, temos (0, 0) < (0, 1) < (1, 1) e no entanto
n(0, 1) = (0, n) < (1, 1) para todo n ∈ N∗.
Teorema 1.3. Se (G,+,≤) e´ um grupo arquimediano e se a e b sa˜o dois elementos
estritamente positivos, enta˜o existe um u´nico nu´mero natural na˜o nulo m tal que
(m− 1)a ≤ b < ma.
Demonstrac¸a˜o. Consideremos o conjunto S de todos os nu´meros naturais na˜o
nulos n tais que b < na.
De acordo com o axioma de Arquimedes S e´ na˜o vazio, logo, existe m =
minS e temos m 6= 0 e b < ma.
Se m = 1, temos 0.a = 0 < b < a.
Se m > 1, teremos m > 0 e m− 1 /∈ S, portanto, (m− 1)a ≤ b < ma.
Finalmente, seja m′ ∈ N∗ tal que (m′ − 1)a ≤ b < m′a.
Se m < m′, temos m ≤ m′− 1, portanto, em virtude do Corola´rio 1.4, resulta
que ma ≤ (m′ − 1)a, de onde vem, ma ≤ b, contra a definic¸a˜o do inteiro m.
Analogamente, chega-se a uma contradic¸a˜o no caso em que se supo˜e m′ < m.
Portanto, m′ = m.
¥
Proposic¸a˜o 1.3. Se (G,+,≤) e´ um grupo arquimediano e se a e b sa˜o dois e-
lementos quaisquer de G, com a 6= 0, enta˜o existe um nu´mero inteiro n tal que
b < na.
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Demonstrac¸a˜o.
Se b < a, tome n = 1. Assim podemos assumir a ≤ b.
Se a = b < 0, tome n = −1. Enta˜o b < 0 < na.
Se a = b > 0, tome n = 2. Enta˜o b = a < a+ a = na.
Se b = 0 e a > 0, tome n = 1.
Se b = 0 e a < 0, tome n = −1. Enta˜o 0 = b < na.
Portanto, podemos assumir a < b e a 6= 0 6= b. Vamos analisar os casos:
(i) a > 0 e b > 0.
(ii) a < 0 e b > 0.
(iii) a < 0 e b < 0.
(i) ´E imediato do Teorema 1.3 .
(ii) Se a < 0 enta˜o −a > 0. Dessa forma basta usar o item anterior.
(iii) Temos a < 0 e b < 0. Ale´m disso, temos que a < b.
Tome enta˜o n = −1, assim b < 0 < na = −1a.
¥
A relac¸a˜o de ordem de um grupo abeliano ordenado permite que se estabelec¸a
o conceito de mo´dulo que gera algumas propriedades importantes.
Definic¸a˜o 1.9. Chama-se valor absoluto (ou mo´dulo) de um elemento a, de um
grupo totalmente ordenado G, ao elemento |a| definido por :
|a| =
{
a , se 0 ≤ a.
−a , se a < 0.
Notemos que a definic¸a˜o acima pode ser posta sob a forma
|a| = max{a,−a}.
Por exemplo, |1| = 1, |0| = 0 e | − 1| = 1.
Teorema 1.4. Num grupo abeliano totalmente ordenado G, valem as seguintes
propriedades:
(i) 0 ≤ |a| para todo a em G e |a| = 0 se, e somente se, a = 0.
(ii) | − a| = |a|, para todo a em G.
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(iii) −|a| ≤ a ≤ |a|, para todo a em G.
(iv) se 0 ≤ a e se x ∈ G e´ tal que −a ≤ x ≤ a, enta˜o |x| ≤ a.
(v) |x+ y| ≤ |x|+ |y|, quaisquer que sejam x e y em G.
Demonstrac¸a˜o.
(i) • 0 ≤ |a| para todo a em G
Se a ≥ 0 enta˜o |a| = a, por definic¸a˜o. Logo, por transitividade, temos
|a| ≥ 0.
Se a < 0 enta˜o |a| = −a. Por (OA), temos −a > 0. Logo, |a| > 0.
• |a| = 0⇐⇒ a = 0.
(=⇒) Suponha a 6= 0.
a > 0 =⇒ |a| = a > 0. Absurdo.
a < 0 =⇒ |a| = −a > 0. Absurdo.
(⇐=) Se a = 0, enta˜o por definic¸a˜o |a| = |0| = 0.
(ii) | − a| = |a|, para todo a em G.
• Se a ≥ 0 enta˜o por (OA), −a ≤ 0. Logo, |a| = a e | − a| = −(−a) = a,
o que resulta em |a| = | − a|.
• Se a ≤ 0 enta˜o por (OA), −a ≥ 0. Logo, |a| = −a e | − a| = −a, o que
resulta em |a| = | − a|.
(iii) −|a| ≤ a ≤ |a|, para todo a em G.
• Se a ≥ 0 enta˜o |a| = a. Podemos dizer, em particular, que a ≤ |a|.
Como |a| ≥ 0, enta˜o −|a| ≤ 0. Ficamos com:
−|a| ≤ 0 ≤ a ≤ |a| =⇒ −|a| ≤ a ≤ |a|.
• Se a < 0, temos que:
a < 0 < |a| =⇒ a < |a|.
Podemos dizer, em particular, que a ≤ |a|. Ale´m disso, temos que:
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|a| = −a =⇒ −|a| = a =⇒ −|a| ≤ a.
Logo, −|a| ≤ a ≤ |a|.
(iv) se 0 ≤ a e se x ∈ G e´ tal que −a ≤ x ≤ a, enta˜o |x| ≤ a.
Se x ≥ 0, enta˜o |x| = x ≤ a.
Se x < 0, enta˜o |x| = −x. Mas, por hipo´tese, −a ≤ x o que implica que
−x ≤ a. Logo, |x| ≤ a.
(v) |x+ y| ≤ |x|+ |y|, quaisquer que sejam x e y em G.
Somando membro a membro as desigualdades
−|x| ≤ x ≤ |x| e −|y| ≤ y ≤ |y|,
obtemos:
−(|x|+ |y|) ≤ x+ y ≤ |x|+ |y|,
logo de (iv), segue que |x+ y| ≤ |x|+ |y|.
¥
Proposic¸a˜o 1.4. Para todo nu´mero inteiro n e para todo elemento x de um grupo
abeliano totalmente ordenado G temos |nx| = |n| · |x|.
Demonstrac¸a˜o. Temos quatro casos, sa˜o eles:
(i) n ≥ 0 e x ≥ 0.
(ii) n < 0 e x < 0.
(iii) n ≥ 0 e x < 0.
(iv) n < 0 e x ≥ 0.
(i) Como n ≥ 0 e x ≥ 0 temos por definic¸a˜o,
|n| = n e |x| = x.
Temos tambe´m pelo Lema 1.3 que nx ≥ 0 enta˜o |nx| = nx.
Logo |n| · |x| = n · x = |nx|.
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(ii) Como n < 0 e x < 0 temos por definic¸a˜o,
|n| = −n e |x| = −x
Temos novamente pelo Lema 1.3 que nx > 0 enta˜o |nx| = nx. Ficamos
com,
|n| · |x| = (−n) · (−x) = nx = |nx|.
(iii) Como n ≥ 0 e x < 0 temos
|n| = n e |x| = −x
Sabemos que n · x < 0, ou seja, |nx| = −nx .
Logo |n| · |x| = (−n) · x = |nx|.
(iv) Ana´logo ao item (iii).
¥
Proposic¸a˜o 1.5. Se a e b sa˜o dois elementos quaisquer de um grupo abeliano
totalmente ordenado G, enta˜o ||a| − |b|| ≤ |a− b|.
Demonstrac¸a˜o.
1o caso: a ≥ 0 e b ≥ 0 enta˜o |a| = a e |b| = b. Assim
||a| − |b|| = |a− b| ≤ |a− b|.
2o caso: a ≤ 0 e b ≤ 0 enta˜o |a| = −a e |b| = −b. Assim
||a| − |b|| = |(−a)− (−b)|
= | − a+ b|
= |(−1) · (a− b)|
= | − 1| · |a− b| ≤ |a− b|.
3o caso: a ≥ 0 e b < 0 enta˜o |a| = a e |b| = −b. Assim
||a| − |b|| = |a− (−b)| = |a+ b|.
Gostaria de provar que |a+ b| ≤ |a− b|.
Pelo Teorema 1.4, |a+ b| ≤ |a|+ |b| = a− b.
Como a ≥ 0 e b < 0 temos b < a, ou seja, 0 < a− b. Portanto, |a− b| = a− b.
Logo, |a+ b| ≤ |a− b|.
4o caso: a < 0 e b ≥ 0. Demonstrac¸a˜o ana´loga a anterior.
¥
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Na pro´xima secc¸a˜o estudaremos uma estrutura alge´brica munida de duas operac¸o˜es,
os ane´is.
1.2 Ane´is Ordenados
Definic¸a˜o 1.10. Um conjunto na˜o vazio A e´ um anel em relac¸a˜o a`s operac¸o˜es
bina´rias de adic¸a˜o (+) e multiplicac¸a˜o (·) desde que, para arbitra´rios a, b, c ∈ A,
as seguintes propriedades sejam verificadas:
(A1) (a+ b) + c = a+ (b+ c) (a operac¸a˜o (+) e´ associativa).
(A2) a+ b = b+ a (a operac¸a˜o (+) e´ comutativa).
(A3) ∃ 0A ∈ A tal que a+ 0A = a (existe elemento neutro para a operac¸a˜o (+)).
(A4) ∀ a ∈ A, ∃ (−a) ∈ A tal que a + (−a) = 0A (todo elemento tem sime´trico
aditivo).
(M1) (a · b) · c = a · (b · c) (a operac¸a˜o (·) e´ associativa).
(M2) a · (b+ c) = a · b+ a · c (distributividade de (·) a` esquerda de (+)).
(M3) (b+ c) · a = b · a+ c · a (distributividade de (·) a` direita de (+)).
Nas condic¸o˜es expostas acima dizemos que a terna ordenada (A,+, ·) e´ um
anel.
Por abuso de linguagem e´ comum dizer-se apenas que A e´ um anel para ex-
pressar o conceito agora introduzido. Isto naturalmente pressupo˜e que as duas
operac¸o˜es tenham sido fixadas “a priori”.
Definic¸a˜o 1.11. O anel (A,+, ·) e´ anel comutativo quando:
(M4) a · b = b · a; ∀ a, b ∈ A.
Definic¸a˜o 1.12. O anel (A,+, ·) e´ anel com unidade quando:
(M5) ∃ 1A ∈ A tal que a · 1A = 1A · a = a, ∀ a ∈ A.
Definic¸a˜o 1.13. O anel (A,+, ·) e´ anel sem divisores de zero quando:
(M6) a, b ∈ A e a · b = 0 =⇒ a = 0 ou b = 0.
Definic¸a˜o 1.14. Um domı´nio (domı´nio de integridade ou anel de integridade) e´
um anel comutativo, com unidade e sem divisores de zero.
Exemplo 1.10. Sa˜o exemplos cla´ssicos de domı´nios:
• Anel dos inteiros (Z,+, ·).
• Anel dos racionais (Q,+, ·).
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• Anel dos reais (R,+, ·).
• Anel dos complexos (C,+, ·).
Exemplo 1.11. Para cada n ∈ Z, o conjunto nZ = {n · q \ q ∈ Z}, e´ anel em
relac¸a˜o a` adic¸a˜o e a` multiplicac¸a˜o usuais de Z. Note que nZ e´ comutativo, sem
divisores de zero, mas na˜o tem unidade, exceto quando n = 1.
Exemplo 1.12. M2(R) =
{(
a b
c d
)
; a, b, c, d ∈ R
}
, com as operac¸o˜es usuais
de matrizes e´ anel na˜o comutativo, com divisores de zero e com unidade.
Proposic¸a˜o 1.6. As seguintes afirmac¸o˜es sa˜o verdadeiras para um anel qualquer.
(i) O elemento neutro da adic¸a˜o e´ u´nico.
(ii) O elemento neutro da multiplicac¸a˜o e´ u´nico.
(iii) O sime´trico de um elemento e´ u´nico.
Demonstrac¸a˜o.
(i) O elemento neutro da adic¸a˜o e´ u´nico.
De fato, sejam α e α′ elementos neutros para a adic¸a˜o. Como α′ e´ neutro
temos que
α = α′ + α
e, como α e´ neutro temos que
α′ = α + α′.
Por (A2) temos enta˜o que
α′ = α + α′ = α′ + α = α.
Logo α′ = α.
(ii) O elemento neutro da multiplicac¸a˜o e´ u´nico.
A demonstrac¸a˜o acima devidamente adaptada nos fornece o resultado.
(iii) O sime´trico de um elemento a ∈ G e´ u´nico.
De fato, se a′ e a′′ sa˜o dois sime´tricos de a, enta˜o por (A2) e (A1) temos que
a′′ = 0 + a′′ = (a′ + a) + a′′ = a′ + (a+ a′′) = a′ + 0 = a′.
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¥Observac¸a˜o 1.7. Usaremos o sı´mbolo 0 para denotar o elemento neutro da adic¸a˜o
que sera´ chamado de zero.
Observac¸a˜o 1.8. Usaremos o sı´mbolo 1 para denotar o elemento neutro da multipli-
cac¸a˜o que sera´ chamado de unidade ou apenas de um.
A proposic¸a˜o a seguir traz propriedades de sime´tricos em um anel qualquer.
Usaremos estes resultados na demonstrac¸a˜o do Teorema 1.6.
Proposic¸a˜o 1.7. Sejam A um anel qualquer e a, b ∈ A. Enta˜o:
(i) a(−b) = (−a)b = −ab.
(ii) (−a).(−b) = ab.
Demonstrac¸a˜o.
(i) Note que:
0 = a.0 = a.(b− b) = ab+ a(−b).
Isso assegura que o sime´trico de ab e´ a(−b). Portanto, −ab = a(−b).
Analogamente verifica-se que −ab = (−a)b.
(ii) Usando (i) temos:
(−a)(−b) = −(a(−b)) = −(−(ab)).
Como ab − ab = 0, concluı´mos que o sime´trico de −ab e´ ab. Isto e´,
−(−ab) = ab.
Portanto, (−a)(−b) = −(−ab) = ab.
¥
Ao se definir um novo ente matema´tico e´ necessa´rio que se estabelec¸a quando
dois representantes deste ente sa˜o considerados iguais. ´E o que faremos agora em
relac¸a˜o a ane´is. Para isto ha´ a necessidade de algumas definic¸o˜es.
Definic¸a˜o 1.15. Sejam A e A′ dois ane´is e seja f uma func¸a˜o do conjunto A
no conjunto A′. Diz-se que f e´ um homomorfismo do anel A no anel A′ se, e
somente se, sa˜o va´lidas as seguintes condic¸o˜es:
(1 ) f(a+ b) = f(a) + f(b).
(2 ) f(a · b) = f(a) · f(b) , quaisquer que sejam a, b ∈ A.
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Exemplo 1.13. Sejam A = Z e B = Z × Z, f : Z −→ Z × Z definida por
f(x) = (x, 0), ∀x ∈ Z. f e´ homomorfismo porque
f(x+ y) = (x+ y, 0) = (x, 0) + (y, 0) = f(x) + f(y) e
f(x · y) = (x · y, 0) = (x, 0) · (y, 0) = f(x) · f(y).
Exemplo 1.14. Considere a func¸a˜o f : Z −→ A, onde A e´ um anel, definida por
f(n) = 1An. f e´ homomorfismo porque
f(m) + f(n) = 1Am+ 1An = 1A(m+ n) = f(m+ n) e
f(m) · f(n) = (1Am) · (1An) = 1A(m(1An)) = m(n1A) = 1A(mn) = f(mn).
Definic¸a˜o 1.16. Se f e´ um homomorfismo de A em A′ e se f e´ uma func¸a˜o
injetora, diremos que f e´ um monomorfismo de A em A′ ou que f e´ um homo-
morfismo injetor de A em A′.
Exemplo 1.15. O homomorfismo f : Z −→ Z × Z dado por f(x) = (x, 0),
∀x ∈ Z, e´ monomorfismo pois
f(x) = f(y) =⇒ (x, 0) = (y, 0) =⇒ x = y.
Existe uma forma alternativa para verificar se um homomorfismo f e´ monomor-
fismo. Para apresenta´-la, introduziremos o conceito a seguir.
Definic¸a˜o 1.17. Seja f : A −→ B um homomorfismo de ane´is, chamamos de
nu´cleo (ou kernel) de f o conjunto N(f) = {a ∈ A; f(a) = 0}.
Exemplo 1.16. Seja f : Z −→ A definida por f(n) = 1An. Vimos no Exemplo
1.14 que f e´ um homomorfismo. Tomando-se A = Z, o homomorfismo f e´ a
func¸a˜o ideˆntica de Z e seu nu´cleo se reduz a {0}.
Exemplo 1.17. Seja f : Z −→ A definida por f(n) = 1An. Vimos no Exemplo
1.14 que f e´ um homomorfismo. Seja m > 1 e tomemos A = Zm.
Neste caso, o homomorfismo f e´ definido por f(n) = 1 · n = n e seu nu´cleo
e´ mZ como vemos abaixo:
N(f) = {a ∈ Z; f(a) = 0} = {a ∈ Z; a · 1 = 0} = {a ∈ Z; a = 0} = mZ.
Proposic¸a˜o 1.8. Seja f : A −→ B um homomorfismo. Sa˜o equivalentes:
(i) f e´ monomorfismo
(ii) N(f) = {0}.
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Demonstrac¸a˜o.
• (i) =⇒ (ii)
f(0) = 0 =⇒ 0 ∈ N(f)
=⇒ {0} ⊆ N(f).
x ∈ N(f) =⇒ f(x) = 0 = f(0)
=⇒ x = 0,
por f ser monomorfismo. Ficamos com x ∈ {0}, ou seja, N(f) ⊆ {0}.
Logo, N(f) = {0}.
• (ii) =⇒ (i) Suponhamos f(x) = f(y). Enta˜o:
f(x) = f(y) =⇒ f(x)− f(y) = 0
=⇒ f(x− y) = 0
=⇒ x− y = 0
=⇒ x = y.
Logo, f e´ monomorfismo.
¥
Observac¸a˜o 1.9. Note que o Exemplo 1.15 pode ser feito utilizando a proposic¸a˜o
acima, ou seja, mostrando que o N(f) = {0}.
N(f) = {m ∈ Z; f(m) = (m, 0) = (0, 0)} = {0}.
Definic¸a˜o 1.18. Se f e´ um homomorfismo de A em A′ e se f e´ uma func¸a˜o
sobrejetora, diremos que f e´ um epimorfismo de A em A′ ou que f e´ um homo-
morfismo sobrejetor de A em A′.
Exemplo 1.18. f : Z × Z −→ Z dada por f(x, y) = x, ∀(x, y) ∈ Z × Z, e´ um
homomorfismo sobrejetor uma vez que
f((x, y) + (x′, y′)) = f(x+ x′, y + y′) = x+ x′ = f(x, y) + f(x′, y′),
f((x, y) · (x′, y′)) = f(x · x′, y · y′) = x · x′ = f(x, y) · f(x′, y′).
Dado x ∈ Z, tome (x, 0) ∈ Z× Z, enta˜o f(x, 0) = x.
Logo, f e´ um homomorfismo sobrejetor.
Definic¸a˜o 1.19. Se f e´ um homomorfismo de A em A′ e se f e´ uma func¸a˜o bije-
tora, diremos que f e´ um isomorfismo de A em A′ ou que f e´ um homomorfismo
bijetor de A em A′.
Observac¸a˜o 1.10. Um homomorfismo de A em A tambe´m e´ denominado endo-
morfismo de A. Um isomorfismo de A em A e´ chamado automorfismo de A.
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A existeˆncia de um isomorfismo entre dois ane´is implica que os dois ane´is,
mesmo que tenham elementos distintos e que as operac¸o˜es neles definidas tambe´m
sejam diferentes, algebricamente teˆm a mesma estrutura. Por esta raza˜o, a e-
xisteˆncia de um isomorfismo entre dois ane´is e´ utilizada para definir igualdade de
ane´is: dois ane´is sa˜o iguais quando eles sa˜o isomorfos.
Baseados no Exemplo 1.16 e no Exemplo 1.17 daremos a seguinte definic¸a˜o.
Definic¸a˜o 1.20. Chama-se caracterı´stica de um anel comutativo A, com ele-
mento unidade 1A 6= 0, ao u´nico nu´mero natural m tal que mZ seja o nu´cleo
do homomorfismo f : Z −→ A definido por f(n) = 1A · n.
Dessa forma, o anel A tem caracterı´stica zero se, e somente se , 0 e´ o u´nico
nu´mero inteiro tal que 1A ·n = 0. Por outo lado, o anel A tem caracterı´stica m > 0
se, e somente se, m e´ o menor nu´mero natural na˜o nulo tal que 1A ·m = 0.
Observac¸a˜o 1.11. O Exemplo 1.16 e o Exemplo 1.17 nos mostram, respectiva-
mente, que o anel Z dos nu´meros inteiros tem caracterı´stica zero e o anel Zm
(m > 1), dos inteiros mo´dulo m, tem caracterı´stica m.
Definic¸a˜o 1.21. Seja A um anel comutativo com elemento unidade 1A 6= 0 e
suponhamos que esteja definida uma ordem total ≤ sobre o conjunto A. Diz-se
que esta ordem e´ compatı´vel com a estrutura de anel definida sobre o conjunto A
ou, simplesmente, que A e´ um anel ordenado pela ordem ≤ se, e somente se, sa˜o
va´lidos os seguintes axiomas
(OA) ∀ a, b, c ∈ A, se a ≤ b, enta˜o a+ c ≤ b+ c.
(OM) ∀ a, b, c ∈ A, se a ≤ b e 0 ≤ c enta˜o ac ≤ bc.
Se A e´ anel comutativo com elemento unidade e se estiver fixada, sobre o
conjunto A, uma ordem total ≤ que satisfaz os axiomas (OA) e (OM) diremos,
simplesmente, que A, e´ um anel ordenado suprimindo-se, portanto, a refereˆncia a`
ordem total fixada sobre o conjunto A e ao fato que esta ordem satisfaz os axiomas
(OA) e (OM).
Observac¸a˜o 1.12. Apesar de haver a restric¸a˜o 0 ≤ c no axioma (OM), costuma-
se dizer que a ordem ≤ e´ compatı´vel com a multiplicac¸a˜o.
Observac¸a˜o 1.13. Se A e´ um anel ordenado pela ordem ≤, enta˜o e´ imediato que
(A,+,≤) e´ um grupo abeliano ordenado, portanto, num anel ordenado valem as
propriedades enunciadas na secc¸a˜o 1.1 relativas a` adic¸a˜o.
Definic¸a˜o 1.22. Seja A um anel comutativo com unidade 1A 6= 0. Dizemos que
A e´ ordena´vel, quando existe uma relac¸a˜o de ordem total ≤ em A, que satisfaz
os axiomas (OA) e (OM).
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Teorema 1.5. Todo anel comutativo ordenado tem caracterı´stica zero.
Demonstrac¸a˜o. Seja A um anel ordenado. Considere o homomorfismo
f : Z −→ A, tal que f(n) = 1A · n.
n ∈ N(f)⇐⇒ n · 1A = 0.
Como (A,+,≤) e´ grupo abeliano totalmente ordenado e 1A ∈ A usamos o
Corola´rio 1.3 para concluir que n = 0. Portanto,
n ∈ N(f)⇐⇒ n · 1A = 0
⇐⇒ n = 0.
Segue que A tem caracterı´stica zero.
¥
Definic¸a˜o 1.23. Sejam A um anel com unidade e a ∈ A. Definimos:
a0 = 1A
an = a · ... · a, n vezes quando n ∈ N∗.
Veremos a seguir algumas propriedades da ordem, relativas aos produtos, e so´
consideraremos o caso em que o anel ordenado na˜o admita divisores pro´prios do
zero. Portanto, daqui por diante so´ consideraremos ane´is de integridade ordena-
dos.
Teorema 1.6. Num anel de integridade ordenadoA valem as seguintes propriedades:
(1) Regra dos sinais:
(a) se 0 < a e se 0 < b, enta˜o, 0 < ab.
(b) se a < 0 e b < 0, enta˜o 0 < ab.
(c) se a < 0 e b > 0, enta˜o, ab < 0.
(d) se 0 < ab, enta˜o 0 < a e 0 < b ou a < 0 e b < 0.
(e) se ab < 0, enta˜o 0 < a e b < 0 ou a < 0 e 0 < b.
(2) 0 ≤ a2 para todo a em A e 0 < a2 para todo a 6= 0; em particular, o elemento
unidade de A e´ estritamente positivo.
(3) Se a e´ inversı´vel, enta˜o a e a−1 sa˜o ambos estritamente positivos ou estrita-
mente negativos.
(4) |ab| = |a| · |b|.
Demonstrac¸a˜o.
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(1) (a) 0 < a =⇒ 0 ≤ a e a 6= 0.
0 < b =⇒ 0 ≤ b e b 6= 0.
Por (OM) temos:
0 · b ≤ a · b =⇒ 0 ≤ ab.
Note que na˜o podemos ter ab = 0 ja´ que a, b 6= 0 e A e´ anel de integridade
(sem divisores de zero).
Logo, 0 < ab.
(b) Pelo Lema 1.2 temos:
a < 0 =⇒ −a > 0 e
b < 0 =⇒ −b > 0.
Por (a) temos:
(−a) · (−b) > 0 =⇒ ab > 0.
(c) De a < 0 temos −a > 0. Enta˜o por (a),
(−a) · b > 0 =⇒ −ab > 0
=⇒ ab < 0.
(d) Se 0 < a, podemos dizer que 0 ≤ a.
Suponha, por absurdo, que b ≤ 0, enta˜o por (OM),
a.b ≤ a.0 = 0,
contradic¸a˜o. Outro caso e´ ana´logo.
(e) Se 0 < a, podemos dizer que 0 ≤ a.
Suponha, por absurdo, que 0 ≤ b, enta˜o por (OM),
0.b ≤ a.b =⇒ 0 ≤ a.b,
contradic¸a˜o! O caso a < 0 e´ ana´logo.
(2) 0 ≤ a2, ∀ a ∈ A.
a > 0 =⇒ a.a = a2 > 0, por (1)(a).
a < 0 =⇒ a.a = a2 > 0, por (1)(b).
a = 0 =⇒ a.a = 0.0 = 0.
De qualquer forma, temos a2 ≥ 0. Ale´m disso, fica claro que se a 6= 0, enta˜o
a2 > 0.
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Como 1A 6= 0 temos, em particular, que 1A = 1A · 1A = (1A)2 > 0.
(3) a e´ inversı´vel =⇒ (a > 0 e a−1 > 0) ou (a < 0 e a−1 < 0).
Se a > 0 temos a.a−1 = 1A > 0 por (2). Enta˜o por (1)(d), a−1 > 0.
Se a < 0 temos a.a−1 = 1A > 0 por (2). Enta˜o por (1)(d), a−1 < 0.
(4) |ab| = |a|.|b|
• a ≥ 0 e b ≥ 0
Por (1)(a) temos ab ≥ 0. Enta˜o |ab| = ab.
De a ≥ 0 temos |a| = a. Da mesma forma |b| = b.
Enta˜o ficamos com |ab| = a.b = |a|.|b|.
• a < 0 e b < 0
Por (1)(b) temos ab ≥ 0. Enta˜o |ab| = a.b.
De a < 0 temos |a| = −a. Da mesma forma |b| = −b.
Enta˜o ficamos com |ab| = a.b = (−a).(−b) = |a|.|b|.
• a ≥ 0 e b < 0
Por (1)(c) temos ab ≤ 0. Enta˜o |ab| = −a.b.
De a ≥ 0 temos |a| = a. De b < 0 temos |b| = −b.
Enta˜o ficamos com |ab| = −a.b = a.(−b) = |a|.|b|.
• a < 0 e b ≥ 0
Ana´logo ao caso anterior.
¥
Proposic¸a˜o 1.9. Num anel de integridade ordenado A valem as seguintes pro-
priedades:
(i) se 0 < a, enta˜o 0 < an para todo nu´mero natural n.
(ii) se a < 0, enta˜o 0 < a2n e a2n+1 < 0 para todo nu´mero natural n.
Demonstrac¸a˜o.
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(i) Temos que provar que se 0 < a, enta˜o 0 < an.
Por induc¸a˜o sobre n.
• Para n = 0 temos a0 = 1A, por definic¸a˜o. Como 1A > 0, pelo Teorema
1.6, temos que a0 > 0.
• Hipo´tese de induc¸a˜o: para k fixo, k > 0 temos 0 < ak.
• Tese de induc¸a˜o: 0 < ak+1.
ak+1 = ak.a > 0.
(ii) Pelo Teorema 1.6 (2) temos que a2 > 0, pois a 6= 0.
Segue de (i) que (a2)n > 0, isto e´, a2n > 0.
Como a2n > 0 e a < 0, aplicamos a Regra dos Sinais para concluir que
a2n+1 = a2n · a < 0.
¥
Notac¸a˜o: Sejam A um anel e P um subconjunto de A. Usaremos a notac¸a˜o:
PP = {ab ∈ A; a, b ∈ P}.
Teorema 1.7. Se A e´ um anel de integridade ordenado e se P e´ o conjunto dos
elementos positivos de A, enta˜o temos:
(I) P + P ⊂ P .
(II) P ⋂(−P ) = {0}.
(III) P ⋃(−P ) = A.
(IV) PP ⊂ P .
Ale´m disso, se A e´ um anel de integridade e se P e´ uma parte do conjunto A
que satisfaz as condic¸o˜es (I), (II), (III) e (IV ), enta˜o existe uma u´nica ordem
total ≤, sobre A, compatı´vel com a adic¸a˜o e a multiplicac¸a˜o, tal que P seja o
conjunto de todos os elementos positivos pela ordem ≤.
Demonstrac¸a˜o.
(I), (II) e (III)
Como A e´ ordenado temos que (A,+,≤) e´ grupo abeliano totalmente orde-
nado.
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Ale´m disso, P e´ o conjunto dos elementos positivos de (A,+,≤).
Segue do Teorema 1.1 que P satisfaz as condic¸o˜es (I), (II) e (III).
(IV ) PP ⊂ P
Sejam a, b ∈ P . Enta˜o 0 ≥ a e 0 ≥ b. Por (OM) temos:
0.b ≤ a.b =⇒ 0 ≤ a.b.
Seja A um anel de integridade e suponhamos que exista uma parte P , do con-
junto A, que satisfac¸a as condic¸o˜es (I), (II), (III) e (IV ).
Pelo Teorema 1.1, aplicado ao grupo (A,+,≤), existe uma u´nica ordem ≤,
compatı´vel com a adic¸a˜o, tal que P seja o conjunto dos elementos positivos por
esta ordem.
Pela Definic¸a˜o 1.22 basta verificar (OM). Mas o axioma (OM) e´ de verificac¸a˜o
imediata por (IV ).
¥
Corola´rio 1.8. Um anel de integridade A e´ ordena´vel se, e somente se existe uma
parte P , de A, satisfazendo as condic¸o˜es (I), (II), (III) e (IV ).
Demonstrac¸a˜o. ´E imediato do teorema anterior.
¥
Teorema 1.8. A ordem habitual dos nu´meros inteiros e´ a u´nica ordem total com-
patı´vel com a estrutura de anel definida sobre Z.
Demonstrac¸a˜o. O subconjunto P = N do anel Z dos nu´meros inteiros satisfaz as
condic¸o˜es (I), (II), (III) e (IV ) do Teorema 1.7, logo, Z e´ um anel ordena´vel.
Note que esta ordem e´ a ordem usual dos nu´meros inteiros:
a ≤ b⇐⇒ b− a ∈ N.
Sejam R uma ordem total definida sobre Z compatı´vel com a adic¸a˜o e a
multiplicac¸a˜o e, P o conjunto dos elementos positivos pela ordem R, isto e´:
P = {a ∈ Z; 0Ra}.
Vamos provar que P = N.
Por induc¸a˜o temos:
• 1 ∈ P , pelo Teorema 1.6.
• Suponha k fixo, k > 1 tal que k ∈ P enta˜o 0Rk.
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• Gostaria de provar que k + 1 ∈ P .
k ∈ P e 1 ∈ P =⇒ 0Rk e 0R1
=⇒ (0 + 1)R(k + 1)
=⇒ 1R(k + 1)
=⇒ k + 1 ∈ P .
Portanto n ∈ P , para todo n natural na˜o nulo.
Note que 0 ∈ P , logo, N ⊂ P . Falta provar que P ⊂ N. Suponha por absurdo,
que isso na˜o ocorra, enta˜o existe b ∈ P tal que
b /∈ N =⇒ b ∈ (−N)
pois Z = N⋃−N. Temos enta˜o b = −a, a ∈ N.
b = −a =⇒ b ∈ −P .
Mas enta˜o b ∈ P ⋂(−P ) = {0}, de onde vem que b = 0.
Chegamos dessa forma a uma contradic¸a˜o, pois 0 ∈ N. Logo a ordem R
coincide com a ordem habitual dos nu´meros inteiros.
¥
Definic¸a˜o 1.24. Sejam (A,+, ·) um anel e A′ ⊆ A, A′ 6= {}. Dizemos que A′ e´
subanel de A quando A′ e´ um anel com as operac¸o˜es de A, isto e´:
(i) x, y ∈ A′ =⇒ x+ y ∈ A′ e x · y ∈ A′.
(ii) (A′,+, ·) e´ anel.
Definic¸a˜o 1.25. Seja A′ um subanel de A. Se 1A ∈ A′, dizemos que A′ e´ subanel
unita´rio de A.
Proposic¸a˜o 1.10. Sejam A um anel e A′ um subconjunto de A. Temos que A′ e´
um subanel unita´rio de A se, e somente se, as seguintes condic¸o˜es sa˜o satisfeitas:
(i) 1 ∈ A′.
(ii) quaisquer que sejam a, b ∈ A′, temos que a− b ∈ A′ e a · b ∈ A′.
Demonstrac¸a˜o.
(=⇒) ´E imediato da definic¸a˜o.
(⇐=) Como 1 ∈ A′, segue que
0 = 1− 1 ∈ A′.
Se a ∈ A′, enta˜o −a = 0− a ∈ A′.
Sejam agora a e b elementos de A′, logo −b ∈ A′ e consequ¨entemente
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a+ b = a− (−b) ∈ A′.
Como a ·b ∈ A′ e as demais propriedades que definem um anel sa˜o verificadas
em A′ pois o sa˜o em A, temos que A′ e´ um subanel de A.
¥
Teorema 1.9. Seja A um anel comutativo com elemento unidade 1A 6= 0. Enta˜o
o conjunto de todos os mu´ltiplos inteiros de 1A
1A · Z = {m · 1A;m ∈ Z}
e´ o menor subanel unita´rio de A.
Demonstrac¸a˜o. Seja A um anel comutativo com elemento unidade 1A 6= 0.
Claro que 1A ∈ 1A · Z.
Sejam m · 1A, n · 1A ∈ 1A · Z.
Como
m · 1A − n · 1A = (m− n) · 1A ∈ 1A · Z
e
m · 1A · n · 1A = (mn) · 1A ∈ 1A ∈ 1A · Z
segue da Proposic¸a˜o 1.10 que 1A · Z e´ subanel unita´rio de A. Falta provar que e´ o
menor.
Seja A′ um subanel unita´rio de A. Logo, 1A ∈ A′.
Dado m ∈ Z, temos:
• se m = 0 enta˜o m · 1A = 0 ∈ A′.
• se m > 0 enta˜o m · 1A = 1A + ...+ 1A ∈ A′.
• se m < 0 enta˜o m · 1A = −(1A + ...+ 1A) ∈ A′.
Portanto, m · 1A ⊆ A′.
¥
Teorema 1.10. Se A e´ um anel comutativo com elemento unidade 1A 6= 0 e se A
tem caracterı´stica zero, enta˜o o menor subanel unita´rio de A e´ isomorfo ao anel
Z dos nu´meros inteiros.
Demonstrac¸a˜o. Consideremos a func¸a˜o f : Z −→ 1A · Z, definida por
f(n) = 1A · n.
• Para f ser homomorfismo devemos ter:
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(1) f(a+ b) = f(a) + f(b).
(2) f(ab) = f(a).f(b).
Sejam m, n ∈ Z:
(1) f(m+ n) = 1A · (m+ n) = 1A ·m+ 1A · n = f(m) + f(n).
(2) f(m.n) = 1A · (mn) = (m1A).(n1A) = f(m) · f(n).
• Para f ser epimorfismo devemos ter f sobrejetora, ou seja, Im(f) = 1A ·Z.
Im(f) = {f(x);x ∈ Z} = {1A · x; x ∈ Z} = 1A · Z.
• Para f ser monomorfismo devemos ter f injetora. Pela Proposic¸a˜o 1.8 deve-
mos ter N(f) = {0}. Como A tem caracterı´stica zero,
N(f) = {x ∈ Z; f(x) = 0} = {x ∈ Z; 1A · x = 0} = {0},
logo, f e´ injetora.
¥
Definic¸a˜o 1.26. Sejam (A,+, ·,≤) e (A′,+, ·,≤) dois ane´is de integridade orde-
nados e f uma func¸a˜o do conjunto A no conjunto A′. Diz-se que f e´ um isomor-
fismo ordenado de A em A’ se, e somente se, f satisfaz as seguintes condic¸o˜es:
(1) f e´ um isomorfismo do anel A no anel A′.
(2) quaisquer que sejam a e b em A, tem-se a ≤ b se, e somente se, f(a) ≤ f(b).
Teorema 1.11. O menor subanel unita´rio 1A ·Z, de um anel de integridade orde-
nado A, e´ ordenadamente isomorfo ao anel Z dos nu´meros inteiros.
Demonstrac¸a˜o. Pelo Teorema 1.5, o anel de integridade ordenado tem cara-
cterı´stica zero. Enta˜o, pelo Teorema 1.9, temos que 1A · Z e´ o menor subanel
unita´rio de A. Aplicando agora o Teorema 1.10, temos que 1A · Z e´ isomorfo ao
anel Z dos nu´meros inteiros.
O isomorfismo e´ f : Z −→ 1A · Z, f(n) = 1A · n.
Basta provar que 1A · Z e´ ordenadamente isomorfo ao anel Z. Enta˜o pela
Definic¸a˜o 1.26 devemos ter para quaisquer m e n em Z, m ≤ n se, e somente se,
f(m) ≤ f(n).
(=⇒) Sejam m,n ∈ Z tais que m ≤ n.
Como n−m ≥ 0, temos por definic¸a˜o que (n−m) · 1A ≥ 0. Assim:
0 ≤ (n−m) · 1A = n · 1A −m · 1A =⇒ m · 1A ≤ n · 1A =⇒ f(m) ≤ f(n).
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(⇐=) Seja agora m,n ∈ Z tais que f(m) ≤ f(n).
Enta˜o m · 1A ≤ n · 1A, isto e´, (m− n) · 1A ≤ 0.
Suponha, por absurdo, que m− n > 0.
Segue da definic¸a˜o de mu´ltiplo em A que
(m− n) · 1A = 1A + ...+ 1A > 0. Absurdo!
Logo, m− n ≤ 0, e portanto m ≤ n.
¥
Nesta u´ltima secc¸a˜o trabalharemos com um tipo particular de estrututa alge´brica,
os corpos. ´E importante frisar que os corpos sa˜o ane´is de integridade onde todo
elemento na˜o nulo e´ inversı´vel.
1.3 Corpos Ordenados
Definic¸a˜o 1.27. Um anel (A,+, ·) e´ um corpo quando e´ anel comutativo, com
unidade e satisfaz:
(M7) a ∈ A, a 6= 0 =⇒ ∃ a−1 ∈ A tal que a · a−1 = a−1 · a = 1A.
Proposic¸a˜o 1.11. Em um corpo o elemento inverso e´ u´nico.
Demonstrac¸a˜o. De fato, se a′ e a′′ sa˜o dois inversos de a, enta˜o temos que:
a′ = a′ · 1 = a′ · (a · a′′) = (a′ · a) · a′′ = 1 · a′′ = a′′.
¥
Exemplo 1.19. Sa˜o corpos: Q, R e C.
Exemplo 1.20. Z na˜o e´ corpo pois somente 1 e −1 sa˜o inversı´veis em Z.
Definic¸a˜o 1.28. Seja K um corpo e suponhamos que esteja definida uma ordem
total ≤ sobre o conjunto K. Diz-se que esta ordem e´ compatı´vel com a estrutura
de corpo definida sobre o conjuntoK, ou queK e´ um corpo ordenado pela ordem
≤ se, e somente se, esta˜o satisfeitas os axiomas (OA) e (OM) da Definic¸a˜o 1.21.
Se K e´ um corpo e se estiver fixada, sobre o conjunto K, uma ordem total
≤ que satisfaz os axiomas (OA)e (OM) diremos, simplesmente que K e´ um
corpo ordenado suprimindo-se portanto, a refereˆncia a` ordem total fixada sobre o
conjunto K e ao fato que esta ordem satisfaz os axiomas (OA) e (OM). Diremos
que um corpo K e´ ordena´vel se, e somente se , existe uma ordem total, sobre o
conjunto K, que satisfaz os axiomas (OA) e (OM).
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Conforme a definic¸a˜o acima, se (K,+, ·,≤) e´ um corpo ordenado, enta˜o
(K,+, ·,≤) e´ um anel de integridade ordenado. Portanto, sa˜o verdadeiras em
K as propriedades estabelecidas na secc¸a˜o anterior para os ane´is de integridade
ordenados. Completaremos o Teorema 1.6 acrescentando algumas propriedades
que derivam do fato que todo elemento na˜o nulo de K e´ inversı´vel.
Teorema 1.12. Num corpo ordenado K valem as seguintes propriedades:
(1) Se a 6= 0, enta˜o a e a−1 sa˜o ambos estritamente positivos ou ambos estrita-
mente negativos.
(2) Se 0 < a < 1K , enta˜o 1K < a−1 e se 1K < a, enta˜o 0 < a−1 < 1K , onde 1K
indica o elemento unidade de K.
(3) Se 0 < a < b, enta˜o 0 < b−1 < a−1 e se a < b < 0, enta˜o b−1 < a−1 < 0.
(4) |a−1| = |a|−1, para todo a 6= 0.
(5)
∣∣∣∣ab
∣∣∣∣ = |a||b| , quaisquer que sejam a e b em K, com b 6= 0.
Demonstrac¸a˜o.
(1) a · a−1 = 1K > 0
• Se a > 0 enta˜o pela regra dos sinais, como 1K > 0 devemos ter a−1 > 0.
• Se a < 0 enta˜o pela regra dos sinais, como 1K > 0 devemos ter a−1 < 0.
(2) • Se 0 < a < 1K enta˜o 1K < a−1
Como a > 0 temos a−1 > 0, por (1).
Por (OM) temos a · a−1 < 1K · a−1. Portanto 1K < a−1.
• Se 1K < a enta˜o 0 < a−1 < 1K
Como 1K > 0 temos, por transitividade, a > 0.
a > 0 =⇒ a−1 > 0, por (1).
Por (OM) temos: 1K · a−1 < a · a−1 =⇒ a−1 < 1K
=⇒ 0 < a−1 < 1K .
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(3) • Se 0 < a < b enta˜o 0 < b−1 < a−1
Por (1) temos:
0 < a =⇒ 0 < a−1 e
0 < b =⇒ 0 < b−1.
Por (OM) ficamos com:
0 < a < b =⇒ 0 · b−1 < a · b−1 < b · b−1
=⇒ 0 < a · b−1 < 1K
=⇒ 0 < a−1 · a · b−1 < a−1 · 1K
=⇒ 0 < 1K · b−1 < a−1
=⇒ 0 < b−1 < a−1.
• Se a < b < 0 enta˜o b−1 < a−1 < 0
Por (1) temos:
a < 0 =⇒ a−1 < 0 e
b < 0 =⇒ b−1 < 0.
Pelo Lema 1.2 temos:
a−1 < 0 =⇒ 0 < −a−1 e
b−1 < 0 =⇒ 0 < −b−1.
Por (OM) ficamos com:
a < b < 0 =⇒ −a · b−1 < −b · b−1 < 0
=⇒ −a · b−1 < −1K < 0
=⇒ a−1 · a · b−1 < a−1 · 1K < 0
=⇒ b−1 < a−1 < 0.
(4) |a−1| = |a|−1
1K = a · a−1
|1K | = |a · a−1|
1K = |a| · |a−1|,
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pelo Teorema 1.6 (4).
Segue que o inverso de |a| e´ |a−1|, isto e´, |a|−1 = |a−1|.
(5)
∣∣∣∣ab
∣∣∣∣ = |a||b|∣∣∣∣ab
∣∣∣∣ = |a · b−1|
= |a| · |b−1| (pelo Teorema 1.6 (4))
= |a| · |b|−1 (pelo item anterior)
=
|a|
|b|
¥
Definic¸a˜o 1.29. Diz-se que um conjunto na˜o vazio K, totalmente ordenado pela
ordem ≤, e´ denso se, e somente se, quaisquer que sejam a e b em K, com a < b,
existe c ∈ K tal que a < c < b. Um subconjunto K0, de K, e´ totalmente denso
em K (ou, simplesmente, e´ denso em K) se, e somente se, quaisquer que sejam a
e b em K, com a < b, existe c0 em K0 tal que a < c0 < b.
Teorema 1.13. Se K e´ um corpo ordenado pela ordem ≤, enta˜o o conjunto K e´
denso pela mesma ordem.
Demonstrac¸a˜o. Mostraremos que se a e b sa˜o dois elementos quaisquer de K e
se a < b enta˜o ∃ c ∈ K tal que a < c < b, onde
c = (2 · 1K)−1 · (a+ b)
Notemos inicialmente que 1K e 2 · 1K sa˜o estritamente positivos, pelo Teorema
1.6. Novamente pelo Teorema 1.6 temos que (2 · 1K)−1 e´ estritamente positivo.
De a < b resulta por (OA) que:
a+ a < a+ b =⇒ (2 · 1K)a < a+ b.
De a < b tambe´m obtemos:
a+ b < b+ b =⇒ a+ b < (2 · 1K)b.
Multiplicando as desigualdades por (2 · 1K)−1 e usando (OM), vem que:
a < (2 · 1K)−1 · (a+ b)
e
(2 · 1K)−1 · (a+ b) < b.
51
Portanto a < (2 · 1K)−1 · (a+ b) < b.
¥
Corola´rio 1.9. O conjunto P ∗ dos elementos estritamente positivos de um corpo
ordenado K na˜o tem mı´nimo.
Demonstrac¸a˜o. Suponha que b ∈ P ∗ e´ mı´nimo para P ∗. Enta˜o b ∈ K e b > 0.
Tome a = 0 ∈ K.
Pelo teorema anterior, existe c ∈ K tal que a < c < b.
Segue que c ∈ K e c > 0. Assim c ∈ P ∗. Isso contradiz a minimalidade de b.
Portanto P ∗ na˜o tem mı´nimo.
¥
Definic¸a˜o 1.30. Diz-se que um corpo ordenado (K,+, ·,≤) e´ arquimediano se,
e somente se, o grupo ordenado (K,+,≤) e´ arquimediano.
Para verificar que um dado corpo ordenado K e´ arquimediano, basta comparar
os elementos estritamente positivos de K com elemento unidade 1K , conforme o
teorema seguinte.
Teorema 1.14. Um corpo ordenado K e´ arquimediano se, e somente se, para
todo elemento estritamente positivo a de K, existe um nu´mero natural n tal que
a < n · 1k.
Demonstrac¸a˜o.
(=⇒) Se o corpo K e´ arquimediano enta˜o de acordo com a Definic¸a˜o 1.8,
quaisquer que sejam a e b em K, se 0 < a e 0 < b enta˜o ∃n ∈ N tal que b < na.
Sejam a, 1K ∈ K, 0 < a.
Pelo Teorema 1.6 temos 0 < 1K .
Como K e´ arquimediano existe n ∈ N tal que a < n · 1K .
(⇐=) Suponha agora que seja va´lida a seguinte condic¸a˜o:
∀ a ∈ K, a > 0,∃n ∈ N tal que a < n · 1K . (∗)
Vamos provar que K e´ arquimediano.
Consideremos dois elementos quaisquer de K, a e b, tais que 0 < a < b.
Temos dois casos, 1K ≤ a ou a < 1K .
(i) 1K ≤ a
Como b ∈ K e b > 0, segue de (∗) que existe n ∈ N tal que b < n · 1K .
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Temos tambe´m pelo Corola´rio 1.4 que
n · 1K ≤ n · a =⇒ b < n · 1k ≤ n · a
=⇒ b < n · a.
(ii) Pelo Teorema 1.12 temos
a < 1K =⇒ 1K < a−1.
Por hipo´tese existe n ∈ N tal que a−1 < n · 1K .
Por (OM),
a · a−1 < n · a =⇒ 1K < n · a.
Portanto, de acordo com o caso anterior, existe p ∈ N tal que
b < p · (na) = (pn) · a.
¥
Corola´rio 1.10. Se a e´ um elemento estritamente positivo de um corpo arquime-
diano K , enta˜o existe um nu´mero natural na˜o nulo n tal que (n · 1K)−1 < a.
Demonstrac¸a˜o. Pelo Teorema 1.6, se 0 < a enta˜o 0 < a−1.
Pelo Teorema anterior, ∃n ∈ N∗ tal que a−1 < n · 1K .
Note que:
• pela Regra dos Sinais, como n > 0 e 1K > 0 =⇒ n · 1K > 0;
• e pelo Teorema 1.6, (n · 1K)−1 > 0.
Por (OM) temos
(n · 1K)−1 · a−1 < (n · 1K)−1 · (n · 1K) = 1K =⇒ (n · 1K)−1 · a−1 · a < 1K · a
=⇒ (n · 1K)−1 < a.
¥
Definic¸a˜o 1.31. Sejam K um corpo e B ⊆ K. Se B e´ um corpo com as operac¸o˜es
de K , dizemos que B e´ um subcorpo de K. B ⊆ K e´ subcorpo de K quando:
(1) B e´ subanel de K.
(2) B tem unidade.
(3) b ∈ B, b 6= 0 =⇒ b−1 ∈ B.
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Definic¸a˜o 1.32. Todo corpo que admite um u´nico subcorpo e´ denominado corpo
primo.
Teorema 1.15. O corpo primo K0, de um corpo ordenado arquimediano K, e´
totalmente denso em K.
Demonstrac¸a˜o. Sejam a e b dois elementos quaisquer de K e suponhamos que
a < b.
Precisamos mostrar que ∃x ∈ K0 tal que a < x < b. Para isso distinguiremos
quatro casos.
(i) a = 0.
Conforme o Corola´rio 1.10 temos:
∃n ∈ N∗ tal que a < (n · 1k)−1 < b.
Basta escolher x = (n · 1k)−1.
(ii) 0 < a < b.
a < b =⇒ b− a > 0. Em virtude do Corola´rio 1.10
∃n ∈ N∗ tal que (n · 1K)−1 < b− a.
Como K e´ arquimediano, existe de acordo com o Teorema 1.3, um u´nico
nu´mero natural na˜o nulo m tal que
(m− 1)(n · 1K)−1 ≤ a < m(n · 1K)−1 .
Portanto,
a < m(n · 1K)−1 = (m · 1K) · (n · 1K)−1
= [(m− 1) · 1K + 1K ] · (n · 1K)−1
= (m− 1) · (n · 1K)−1 + (n · 1K)−1 < a+ (b− a) = b.
Basta escolher x = (m · 1k) · (n · 1K)−1.
(iii) a < 0 < b.
Neste caso, tome x = 0.
(iv) a < b < 0.
Temos 0 < −b < −a, logo de acordo com (ii) , existe x ∈ K0 tal que
−b < x < −a, de onde vem, a < −x < b, com −x ∈ K0.
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¥Terminaremos esta secc¸a˜o estudando o problema do prolongamento da ordem
definida sobre um anel de integridade ordenado ao seu corpo de frac¸o˜es.
Definic¸a˜o 1.33. Sejam A e A′ dois conjuntos tais que A ⊂ A′ e sejam R e R′
relac¸o˜es de ordem definidas, respectivamente sobre A e A′. Diz-se que R′ e´ um
prolongamento de R se, e somente se, e´ va´lida a seguinte condic¸a˜o:
quaisquer que sejam a e b em A, tem-se aRb se, e somente se, aR′b.
Notemos que se R′ e total, enta˜o R tambe´m e´ total.
Interessa-nos examinar a definic¸a˜o acima no caso em que A′ seja um anel de
integridade ordenado pela ordem R′ e A seja um sub-anel unita´rio, de A′, or-
denado pela ordem R. Indicamos por P (respectivamente, P ′) o conjunto dos
elementos de A (respectivamente, A′) que sa˜o positivos pela ordem R (respecti-
vamente, R′), isto e´,
P = {x ∈ A; 0Rx} e P ′ = {x′ ∈ A′; 0R′x′}.
Com estas notac¸o˜es, demonstraremos o teorema seguinte.
Teorema 1.16. A ordem R′ e´ um prolongamento da ordem R se, e somente se,
P ⊂ P ′; neste caso, tem-se P = P ′ ⋂A.
Demonstrac¸a˜o.
(=⇒) Suponhamos que R′ seja um prolongamento de R e seja x um elemnto
qualquer de A.
x ∈ P =⇒ 0Rx =⇒ 0R′x =⇒ x ∈ P ′.
Portanto, P ⊂ P ′.
(⇐=) se P ⊂ P ′ e se x e y sa˜o dois elementos quaisquer de A, temos
xRy ⇐⇒ 0R(y − x)⇐⇒ 0R′(y − x)⇐⇒ xR′y.
Portanto, R′ e´ um prolongamento de R.
Falta provar que P = P ′ ⋂A.
• P ⊂ P ′ ⋂A
´E imediato pois P ⊂ P ′ e P ⊂ A.
• P ′⋂A ⊂ P
Suponha que P 6= P ′ ⋂A. Logo, existe a ∈ P ′⋂A tal que a /∈ P .
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De A = P
⋃
(−P ) e a /∈ P resulta a = −b com b ∈ P . Logo, a ∈ (−P ′) e
como a ∈ P ′ temos a = 0, contra o fato que a /∈ P .
Portanto, P = P ′
⋂
A.
¥
O teorema acima nos mostra que o problema do prolongamento da ordem R,
definida sobre A, a uma ordem total R′ definida sobre A′ e compatı´vel com a
estrutura de anel de A′, resume-se em determinar um subconjunto P ′, de A′, que
satisfac¸a as condic¸o˜es (I), (II), (III), (IV ) e P ⊂ P ′.
Mostraremos agora que um domı´nio de integridade gera de maneira natural
um corpo. Para isto, seja A um domı´nio de integridade e consideremos o conjunto
B = {(a, b) ∈ AXA; b 6= 0}.
Se definirmos em B a relac¸a˜o (a, b) ∼ (a′, b′) se, e somente se, a · b′ = a′ · b,
teremos uma relac¸a˜o de equivaleˆncia.
Evidentemente, a · a = a · a, ou seja, ∼ e´ reflexiva.
Como a′ · b = a · b′, temos que ∼ e´ sime´trica.
Para verificar a transitividade, suponhamos que (a, b) ∼ (a′, b′) e
(a′, b′) ∼ (a′′, b′′). Devemos provar que (a, b) ∼ (a′′, b′′).
(a, b) ∼ (a′, b′) =⇒ a · b′ = a′ · b.
(a′, b′) ∼ (a′′, b′′) =⇒ a′ · b′′ = a′′ · b′.
Multiplicando a primeira igualdade por b′′ e a segunda por b, obtemos:
a · b′ · b′′ = a′ · b · b′′ e a′ · b′′ · b = a′′ · b′ · b =⇒ a · b′ · b′′ = a′′ · b′ · b.
=⇒ b′ · (a · b′′ − a′′ · b) = 0.
Como b′ 6= 0 e A e´ um domı´nio de integridade, a · b′′ = a′′ · b, provando que
(a, b) ∼ (a′′, b′′).
A classe de equivaleˆncia de um elemento (a, b) ∈ B sera´ indicada por
a
b
= {(x, y) ∈ B; (x, y) ∼ (a, b)}
e o conjunto das classes de equivaleˆncia sera´ indicado por K, ou seja,
K =
{
a
b
; a, b ∈ A e b 6= 0
}
.
Dessa forma, K sera´ chamado corpo de frac¸o˜es do anel de integridade A.
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Teorema 1.17. Seja (A,+, ·,≤) um anel de integridade e seja K o corpo de
frac¸o˜es do anel de integridade A. Nestas condic¸o˜es temos:
(1) existe uma u´nica ordem total R, sobre o conjunto K, que e´ prolongamento da
ordem ≤ e que e´ compatı´vel com a estrutura de corpo definida sobre K;
(2) o conjunto P ′ dos elementos positivos de K, pela ordem R, e´ formado por
todas as frac¸o˜es a
b
(a e b em A e b 6= 0) tais que 0 ≤ ab.
Demonstrac¸a˜o. Consideremos o subconjunto P ′ definido na parte (2) acima e
vamos mostrar que P ′ satisfaz as condic¸o˜es (I), (II), (III), (IV ) e P ⊂ P ′,
onde P indica o conjunto dos elementos positivos de A.
Notemos, inicialmente, que a condic¸a˜o imposta sobre a frac¸a˜o a
b
para que esta
frac¸a˜o pertenc¸a a P ′ na˜o depende da representac¸a˜o deste elemento, ou seja,
se
a
b
=
c
d
e se 0 ≤ ab, enta˜o temos 0 ≤ cd.
Isto e´ imediato, pois
ad = bc =⇒ (ab)(cd) = (bc)2 =⇒ 0 ≤ (ab)(cd),
como 0 ≤ ab teremos, conforme a Regra dos sinais, 0 ≤ cd. Esta observac¸a˜o
nos permite representar dois elementos dados x e y de P ′ sob as formas
x =
a
c
e y =
b
c
, com a, b, c em A e c 6= 0. (∗ ∗ ∗)
A partir de agora sejam x e y representados sob a forma (∗ ∗ ∗).
• (I) P ′ + P ′ ⊂ P ′
Sejam x e y dois elementos quaisquer de P ′.
Por hipo´tese temos ac ∈ P e bc ∈ P , logo, (a+ b)c = ac+ bc ∈ P +P ⊂ P ,
de onde resulta que o elemento x+ y = a+ b
c
pertence a P ′.
• (II) P ′ ⋂(−P ′) = {0}
Seja x ∈ P ′⋂(−P ′) um elemento qualquer. Temos
x ∈ P ′ =⇒ 0 ≤ ac
e
−x ∈ P ′ =⇒ 0 ≤ −ac =⇒ ac ≤ 0
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Por (O2), a = 0, de onde vem, x = 0.
• (III) P ′⋃(−P ′) = K
Seja x um elemento qualquer de K.
ac ∈ A = P ⋃(−P ) =⇒ ac ∈ P ou ac ∈ (−P ).
ac ∈ P =⇒ x ∈ P ′
ac ∈ (−P ) =⇒ −(ac) = (−a)c ∈ P =⇒ −x ∈ P ′.
• (IV ) P ′P ′ ⊂ P ′
Sejam x e y dois elementos quaisquer de P ′. Por hipo´tese, temos
ac ∈ P e bc ∈ P =⇒ (ac)(bc) = (ab)c2 ∈ P .
Portanto, xy =
ab
c2
∈ P ′.
• P ⊂ P ′
´E imediato, pois, todo elemento a de P pode ser representado sob a forma a
1
e temos a · 1 = a ∈ P , portanto, a ∈ P ′.
Fica assim demonstrado que P ′ satisfaz as condic¸o˜es do Teorema 1.7; por-
tanto, existe uma ordem total R, sobre o conjunto compatı´vel com a estrutura de
corpo definida sobre K, tal que P ′ = {x ∈ K; 0Rx} e como P ⊂ P ′ resulta que a
ordem R e´ um prolongamento da ordem ≤. Falta, portanto, verificar que a ordem
R que satisfaz estas condic¸o˜es e´ u´nica.
Suponhamos, enta˜o, que R1 seja uma ordem total sobre K satisfazendo as
mesmas condic¸o˜es.
Seja P1 = {x ∈ K; 0R1x} e notemos que P1⋂A = P . Se x e´ um elemento
qualquer de P1 representado sob a forma (∗ ∗ ∗), temos
c2 ∈ P ⊂ P1 =⇒ c2x ∈ P1P1 ⊂ P1
=⇒ ac ∈ P1⋂A = P
=⇒ x = a
c
∈ P ′
=⇒ P1 ⊂ P ′.
Notando-se que −P1 ⊂ −P ′, teremos
P ′ = P ′
⋂
K
= P ′
⋂
[P1
⋃
(−P1)]
= P1
⋃
[P ′
⋂
(−P1)] ⊂ P1 ⋃[P ′ ⋂(−P ′)] = P1⋃{0} = P1,
58
logo P ′ ⊂ P1 e enta˜o P ′ = P1, ou seja, a ordem R1 coincide com a ordem R.
¥
Teorema 1.18. Existe uma u´nica ordem total ≤, sobre o conjunto Q dos nu´meros
racionais, compatı´vel com sua estrutura de corpo; ale´m disso, um nu´mero racional
a
b
(a e b inteiros, b 6= 0) e´ positivo se, e somente se, ab e´ um nu´mero natural.
Demonstrac¸a˜o. De acordo com o teorema anterior, aplicado para o caso parti-
cular em que A = Z e K = Q, concluı´mos que o corpo Q dos nu´meros racionais
e´ ordena´vel; ale´m disso, como Z admite uma u´nica estrutura de anel ordenado
(Teorema 1.10) resulta que o corpo Q so´ pode ser ordenado de um u´nico modo.
O resultado que a
b
e´ positivo se, e somente se, ab e´ natural e´ consequ¨eˆncia
imediata da parte (2) do Teorema anterior.
¥
A u´nica ordem definida sobre Q e´ chamada ordem habitual dos nu´meros
racionais e, conforme o Teorema 1.14, sabemos que o corpoQ e´ totalmente denso
por esta ordem.
Teorema 1.19. O corpo ordenado dos nu´meros racionais e´ arquimediano.
Demonstrac¸a˜o. Seja a um nu´mero racional estritamente positivo sob a forma m
n
,
onde m e n sa˜o nu´meros naturais na˜o nulos. Note que:
m
n
< m+ 1,
pois m e n sa˜o nu´meros naturais. Logo, em virtude do Teorema 1.14, temos que
Q e´ um corpo arquimediano.
¥
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Capı´tulo 2
Corpos Ordenados Completos
Neste capı´tulo apresentaremos algumas ferramentas de ca´lculo que sera˜o uti-
lizadas para a construc¸a˜o do corpo dos nu´meros reais.
Iniciaremos estudando o conceito de corpo ordenado completo.
2.1 Supremo e ´Infimo
Definic¸a˜o 2.1. Sejam (K,≤) conjunto ordenado e A ⊂ K na˜o vazio.
Dizemos que x0 ∈ A e´ elemento mı´nimo de A, se x0 ≤ x, para todo x ∈ A.
Definic¸a˜o 2.2. Sejam (K,≤) conjunto ordenado e A ⊂ K na˜o vazio.
Dizemos que x0 ∈ A e´ elemento ma´ximo de A, se x ≤ x0, para todo x ∈ A.
Exemplo 2.1. A = {1, 2, 3}
1 e´ elemento mı´nimo e 3 e´ elemento ma´ximo.
Exemplo 2.2. A = N
0 e´ elemento mı´nimo.
Exemplo 2.3. A = Z
A na˜o possui elemento ma´ximo, nem mı´nimo.
Definic¸a˜o 2.3. Sejam (K,≤) conjunto ordenado e A ⊂ K na˜o vazio. Dizemos
que x0 ∈ K e´ cota inferior de A se, x0 ≤ x, para todo x ∈ A. Nestas condic¸o˜es
A e´ limitado inferiormente ou minorado.
Definic¸a˜o 2.4. Sejam (K,≤) conjunto ordenado e A ⊂ K na˜o vazio. Dizemos
que x0 ∈ K e´ cota superior de A se, x ≤ x0, para todo x ∈ A. Nestas condic¸o˜es
A e´ limitado superiormente ou majorado.
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Exemplo 2.4. A = {1, 2, 3} ⊆ N
0 e´ cota inferior de A. Para todo n natural, n ≥ 3 e´ cota superior de A.
Note que 1 tambe´m e´ cota inferior de A.
Definic¸a˜o 2.5. Sejam (K,≤) conjunto ordenado e X ⊂ K. Seja
Cs o conjunto das cotas superiores de X e
Ci o conjunto das cotas inferiores de X .
O elemento mı´nimo de Cs, se existir, e´ chamado supremo de X e o elemento
ma´ximo de Ci, se existir e´ chamado ı´nfimo de X .
Exemplo 2.5. Todo subconjunto finito e na˜o vazio S, de um conjunto totalmente
ordenado E, tem supremo e ı´nfimo que sa˜o, respectivamente, o ma´ximo e o
mı´nimo de S.
Exemplo 2.6. O ı´nfimo do conjunto P ∗ dos elementos estritamente positivos de
um corpo ordenado K e´ igual a zero. Conforme o Corola´rio 1.9, este conjunto
na˜o tem mı´nimo. Ale´m disso, P ∗ na˜o admite supremo, pois este conjunto na˜o e´
majorado.
Podemos definir supremo e ı´nfimo de outra maneira. `As vezes, dependendo
da situac¸a˜o, torna-se mais conveniente usar uma ou outra definic¸a˜o. Antes de
apresentarmos outra definic¸a˜o para supremo sera´ necessa´rio definir conjunto li-
mitado.
Definic¸a˜o 2.6. Um subconjunto S na˜o vazio de um anel ordenado A e´ limitado,
se S for limitado inferior e superiormente.
Definic¸a˜o 2.7. Sejam K um corpo ordenado e X ⊂ K. Diz-se que um elemento
s ∈ K e´ o supremo de X se, e somente se, sa˜o va´lidas as seguintes condic¸o˜es:
(a) Para todo x ∈ X , tem-se x ≤ s;
(b) Se s′ ∈ K e´ tal que x ≤ s′ para todo x ∈ X , enta˜o s ≤ s′.
Note que as definic¸o˜es de supremo (Definic¸a˜o 2.5 e Definic¸a˜o 2.7) sa˜o equi-
valentes.
De fato, se s ∈ K satisfaz a Definic¸a˜o 2.5 enta˜o x e´ limitado superiormente e
x ≤ s, ∀x ∈ X , pois s e´ cota superior de X (s ∈ Cs). Como s e´ o mı´nimo de Cs
temos s ≤ s′.
Reciprocamente, sejam K, X e s satisfazendo a Definic¸a˜o 2.7. Como x ≤ s,
∀x ∈ X , temos que s ∈ Cs. Para verificar que s e´ o mı´nimo de Cs tome outro
elemento s′ ∈ Cs. Como s′ ∈ Cs devemos ter x ≤ s′, ∀x ∈ X . Segue da
Definic¸a˜o 2.7 que s ≤ s′. Portanto, s′ = minX .
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Definic¸a˜o 2.8. Sejam K um corpo ordenado e X ⊂ K. Diz-se que um elemento
i ∈ K e´ o ı´nfimo de X se, e somente se , sa˜o va´lidas as seguintes condic¸o˜es:
(a) Para todo x ∈ X , tem-se i ≤ x;
(b) Se i′ ∈ K e´ tal que i′ ≤ x para todo x ∈ X , enta˜o i′ ≤ i.
De forma ana´loga ao que fizemos acima, prova-se que as definic¸o˜es de ı´nfimo
(Definic¸a˜o 2.5 e Definic¸a˜o 2.8) sa˜o equivalentes.
Teorema 2.1. Se o conjunto X admite supremo, enta˜o este elemento e´ u´nico.
Demonstrac¸a˜o. Suponha queX tenha dois supremos, s1 e s2. Enta˜o, pela Definic¸a˜o
2.7, temos:
s1 e´ supremo enta˜o ∀x ∈ X, x ≤ s1.
s2 e´ supremo enta˜o ∀x ∈ X, x ≤ s2.
Pela parte (b) da Definic¸a˜o 2.7 temos:
s1 ≤ s2 e s2 ≤ s1 =⇒ s1 = s2, por (O2).
¥
Teorema 2.2. Se o conjunto X admite ı´nfimo, enta˜o este elemento e´ u´nico.
Demonstrac¸a˜o. Ana´loga a anterior.
¥
Proposic¸a˜o 2.1. Se o conjunto X admite supremo s, enta˜o s e´ ma´ximo de X se,
e somente se, s ∈ X .
Demonstrac¸a˜o.
(=⇒) s e´ ma´ximo de X enta˜o s ∈ X , pela Definic¸a˜o 2.2.
(⇐=) s ∈ X e s e´ supremo enta˜o,
∀x ∈ X tem-se x ≤ s.
Logo s e´ ma´ximo de X , por definic¸a˜o.
¥
Teorema 2.3. Se S e S1 sa˜o dois subconjuntos de K tais que S1 ⊂ S, S1 6= {} e
se S e S1 admitem supremos, enta˜o supS1 ≤ supS.
Demonstrac¸a˜o.
S tem supremo enta˜o, ∀x ∈ S, x ≤ supS.
S1 tem supremo enta˜o, ∀x′ ∈ S1 , x′ ≤ supS1.
Suponha, por absurdo, que supS1 > supS.
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supS na˜o e´ cota superior de S1, pois supS1 e´ a menor cota inferior.
Logo existe y ∈ S1 tal que supS < y ≤ supS1.
Como S1 ⊂ S e y ∈ S1 temos y ∈ S. Isso diz que y ∈ S e supS < y.
Contradic¸a˜o. Portanto, supS1 ≤ supS.
¥
Lema 2.1. Um subconjunto na˜o vazio S, de um grupo abeliano totalmente orde-
nado (G,+,≤), admite supremo se, e somente se, −S admite ı´nfimo. Neste caso,
tem-se
sup(−S) = − inf S e inf(−S) = − supS.
Demonstrac¸a˜o.
(=⇒) Como S admite supremo, enta˜o por definic¸a˜o
∀x ∈ S, x ≤ supS =⇒ −x ≥ − supS,
pelo Corola´rio 1.2. Portanto, − supS e´ cota inferior para −S.
Seja u outra cota inferior de −S. Devemos provar que u ≤ sup−S.
u cota inferior para −S =⇒ u ≤ x, ∀x ∈ −S
=⇒ −u ≥ −x, ∀x ∈ S.
Como supS e´ a menor cota superior de S e −u tambe´m e´ cota superior de S,
segue que supS ≤ −u. Isso leva a u ≤ − supS.
Portanto, se S tem supremo supS enta˜o −S tem ı´nfimo − supS, isto e´,
inf(−S) = − sup(S).
(⇐=) Como −S admite ı´nfimo, enta˜o por definic¸a˜o
∀x ∈ (−S), x ≥ inf(−S) =⇒ −x ≤ − inf(−S),
pelo Corola´rio 1.2. Portanto, − inf(−S) e´ cota superior para −S.
Seja u outra cota superior de −S. Devemos provar que u ≤ − inf(−S).
u cota superior para −S =⇒ x ≤ u, ∀x ∈ −S
=⇒ −x ≥ −u, ∀x ∈ S.
Como − inf(−S) e´ a maior cota inferior de S e −u tambe´m e´ cota inferior de
S, segue que −u ≤ − inf(−S). Isso leva a u ≤ inf(−S).
Portanto, se S tem ı´nfimo inf S enta˜o −S tem supremo − inf S, isto e´,
sup(−S) = − inf(S).
¥
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Proposic¸a˜o 2.2. Sejam A e B dois subconjuntos na˜o vazios de um grupo abeliano
totalmente ordenado G e suponhamos que estes conjuntos admitam supremos,
enta˜o as seguintes igualdades sa˜o verificadas:
(i) sup (A+B) = supA+ supB;
(ii) sup (A⋃B) = sup {supA, supB}.
Demonstrac¸a˜o.
(i) a+ b = {x+ y;x ∈ A e y ∈ B}.
Sabemos que x ≤ supA e ∀ y ∈ B, ∀x ∈ A e ∀ y ∈ B.
Enta˜o por (OA) e (O3) temos
x+y ≤ supA+y e supA+y ≤ supA+supB =⇒ x+y ≤ supA+supB.
Logo supA+ supB e´ cota superior de A+B.
Seja u outra cota superior deA+B. Devemos provar que supA+supB ≤ u,
e enta˜o teremos pela Definic¸a˜o 2.8, que supA+ supB = sup(A+B).
Suponha, por absurdo, que supA+ supB > u. Enta˜o
sup (B) > u− supA,
ou seja, u− supA na˜o e´ cota superior de B.
Logo ∃ b ∈ B tal que u− supA < b ≤ sup (B)
Novamente por (OA) temos que u− b < sup (A), ou seja,
u− b na˜o e´ cota superior de A.
Logo ∃ a ∈ A tal que u− b < a ≤ sup (A)
Enta˜o por (OA), u < a+ b ∈ A+B. Contradic¸a˜o.
Portanto, sup (A+B) = supA+ supB.
(ii) Seja x ∈ A⋃B
Se x ∈ A temos x ≤ supA
Se x ∈ B temos x ≤ supB
De modo geral, x ≤ max{supA, supB} = sup {supA, supB}.
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Logo, sup {supA, supB} e´ cota superior de A⋃B.
Seja u outra cota superior deA⋃B. Devemos provar que sup{supA, supB} ≤
u.
Suponha, por absurdo, que u < sup {supA, supB}. Temos dois casos:
• sup {supA, supB} = supA;
• sup {supA, supB} = supB.
1o caso: u < sup {supA, supB} = supA
Note que u na˜o e´ cota superior de A, enta˜o ∃ a ∈ A tal que u < a ≤ supA.
Como a ∈ A temos, em particular, que a ∈ (A⋃B). Ficamos com:
u < a ∈ A⋃B. Contradic¸a˜o.
Logo sup (A⋃B) = sup {supA, supB}
O outro caso e´ ana´logo ao primeiro.
¥
Proposic¸a˜o 2.3. SejamA eB dois subconjuntos na˜o vazios de um grupo abeleano
totalmente ordenado G e suponhamos que estes conjuntos admitam ı´nfimos, enta˜o
as seguintes igualdades sa˜o verificadas:
(i) inf (A+B) = infA+ infB;
(ii) inf (A⋃B) = inf {infA, infB}.
Demonstrac¸a˜o. Ana´loga a do teorema anterior.
¥
Proposic¸a˜o 2.4. Seja A um subconjunto na˜o vazio de um corpo ordenado K e
suponhamos que A admita supremo e ı´nfimo. Enta˜o as seguintes propriedades
sa˜o verificadas:
(i) se c ∈ K e 0 ≤ c, enta˜o sup (cA) = c · supA e inf (cA) = c · infA;
(ii) se c ∈ K e c ≤ 0, enta˜o sup (cA) = c · infA e inf (cA) = c · supA.
Demonstrac¸a˜o. c · A = {c · x; x ∈ A}
65
(i) ∀x ∈ A, x ≤ supA.
Por (OM), c · x ≤ c · supA.
Note que c · supA e´ cota superior de c ·A. Seja u outra cota superior de cA.
Devemos provar que c · supA ≤ u.
Suponha, por absurdo, que u < c · supA.
Como c > 0 temos 1
c
> 0. Enta˜o, novamente por (OM),
1
c
u < supA, ou seja,
1
c
u na˜o e´ cota superior de A.
Logo ∃ a ∈ A tal que 1
c
u < a ≤ supA.
Por (OM), u < c · a ∈ cA. Contradic¸a˜o!
Logo sup (c · A) = c · supA.
O outro caso e´ ideˆntico.
(ii) Ana´logo ao anterior.
¥
A partir de agora temos condic¸o˜es de estudar o que nos propomos no inı´cio
desta secc¸a˜o.
Definic¸a˜o 2.9. Seja (G,+,≤) um grupo comutativo totalmente ordenado e supo-
nhamos que o conjunto G tenha mais de um elemento. Dizemos que G e´ um
grupo ordenado completo se, e somente se, vale o seguinte axioma (chamado
axioma de completividade):
(AC): todo subconjunto de G, na˜o vazio e majorado, admite supremo.
Exemplo 2.7. O grupo ordenado (Z,+,≤), onde≤ e´ a ordem habitual dos nu´meros
inteiros, e´ completo, pois todo subconjunto de Z na˜o vazio e majorado admite
ma´ximo.
Teorema 2.4. Seja (G,+,≤) um grupo abeliano totalmente ordenado e supo-
nhamos que o conjunto G tenha mais de um elemento. Nestas condic¸o˜es, G e´ um
grupo ordenado completo se, e somente se, todo subconjunto de G, na˜o vazio e
minorado, tem ı´nfimo.
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Demonstrac¸a˜o.
(=⇒) Seja X ⊆ G, X 6= {}, X minorado.
Como X tem cota inferior temos:
∃x0 ∈ G tal que x0 ≤ x, ∀x ∈ X .
∃x0 ∈ G tal que −x ≤ −x0, ∀x ∈ X .
∃ − x0 ∈ (−G) = G tal que −x ≤ −x0, ∀ − x ∈ (−X).
Segue que −X e´ subconjunto na˜o vazio de G e −X e´ majorado.
Desde que G e´ completo, existe sup(−X) ∈ G.
Pelo Lema 2.1, existe −inf(X) ∈ G. Logo inf(X) ∈ G.
(⇐=) Seja X ⊆ G, X 6= {}, X minorado e i = inf(S).
Como X tem cota inferior temos:
∃x0 ∈ G tal que x0 ≤ x, ∀x ∈ X .
se x′0 ∈ X e´ tal que x′0 ≤ x para todo x ∈ X , enta˜o x′0 ≤ x0, ou seja, x0 e´
ı´nfimo.
se x′0 ∈ X e´ tal que x ≤ x′0 para todo x ∈ X , enta˜o x0 ≤ x′0, ou seja, x0 e´
supremo.
Logo, pela Definic¸a˜o 2.9, G e´ completo.
¥
Teorema 2.5. Todo grupo ordenado completo G e´ arquimediano.
Demonstrac¸a˜o. Sejam a e b dois elementos quaisquer de G tais que 0 < a < b e
consideremos o conjunto S = {na ∈ G/n ∈ N}.
Gostaria de provar que G e´ arquimediano, isto e´, que existe n ∈ N tal que b < na.
Suponha, por absurdo, que na ≤ b, para todo nu´mero natural n, de onde resulta
que S e´ majorado, logo, existe L = supS.
Note que L− a < L. Se L− a ≥ L, terı´amos por (OA)
L− a− L ≥ L− L =⇒ −a ≥ 0
=⇒ a ≤ 0.
Contradic¸a˜o, pois assumimos 0 < a.
Como L = supS temos que L e´ a menor das cotas superiores. Enta˜o existe p ∈ N
tal que
L− a < pa ≤ L
L− a < pa =⇒ L− a+ a < pa+ a
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=⇒ L < (p+ 1)a ∈ S.
Contradic¸a˜o, pois L = supS.
¥
Definic¸a˜o 2.10. Diz-se que um corpo ordenado (K,+, ·,≤) e´ completo se, e so-
mente se, o grupo ordenado (K,+,≤) e´ completo.
Corola´rio 2.1. Todo corpo ordenado completo e´ arquimediano.
Demonstrac¸a˜o. Pela definic¸a˜o anterior temos que K e´ grupo ordenado completo.
Enta˜o, pelo teorema anterior, K e´ arquimediano.
¥
Corola´rio 2.2. O corpo primo, de um corpo ordenado completo K, e´ totalmente
denso em K.
Demonstrac¸a˜o. Pelo Corola´rio 2.1 temos que K e´ arquimediano, enta˜o pelo Teo-
rema 1.15 temos que o corpo primo K0, de K, e´ totalmente denso em K.
¥
Exemplo 2.8. O corpo Q dos nu´meros racionais na˜o e´ completo.
Consideremos o subconjunto
S = {x ∈ Q; 0 ≤ x ex2 < 2}
do corpo Q dos nu´meros racionais. ´E imediato que S e´ limitado, pois 0 e 2 sa˜o,
respectivamente, minorante e majorante de S e mais, 0 = min S = inf S.
Afirmamos que S na˜o admite supremo. De fato, suponhamos por absurdo, que
a ∈ Q seja o supremo de S. Dessa forma, temos, necessariamente, 0 < a < 2.
Sabemos que na˜o existe um nu´mero racional que elevado ao quadrado seja igual
a 2. Portanto, podemos distinguir dois casos: a) a2 < 2 e b) 2 < a2.
a) Consideremos o nu´mero racional a′ = 4a
2 + a2
> 0.
Temos (a′)2 =
16a2
(2− a2)2 + 8a2 ≤ 2, logo, (a
′)2 < 2 e enta˜o a′ ∈ S.
Por outro lado,
a2 <
1
2
(2 + a2) < 2 =⇒ 1
2
<
2
2 + a2
=⇒ a < 4a
2 + a2
= a′,
o que e´ absurdo, pois a e a′ sa˜o elementos de S e a e´ o supremo de S.
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b) 2 < 1
2
(2 + a2) < a2 =⇒ 2 + a
2
2a
< a,
portanto, existe s ∈ S tal que
2 + a2
2a
< s ≤ a =⇒
(
2 + a2
2a
)2
< s2 < 2.
Por outro lado, temos(
2 + a2
2a
)2
=
(2− a2)2 + 8a2
4a2
≥ 2
e chegamos assim a uma contradic¸a˜o.
Nas duas pro´ximas secc¸o˜es introduziremos as definic¸o˜es e resultados ba´sicos
sobre as sequ¨eˆncias convergentes e as sequ¨eˆncias fundamentais num corpo orde-
nado K. Estas secc¸o˜es teˆm por objetivo demonstrar que existe um corpo ordenado
completo, ou seja, que o que foi estabelecido na secc¸a˜o anterior possui exemplos.
´E importante salientar que uma definic¸a˜o na˜o pode definir “tudo ”e tambe´m
na˜o pode definir “nada”, isto e´, devemos ter exemplos e contra exemplos de tal
definic¸a˜o.
Iniciaremos recordando o conceito de func¸a˜o.
2.2 Sequ¨eˆncias Convergentes
Definic¸a˜o 2.11. Sejam E e F dois conjuntos e seja E XF o produto cartesiano
de E por F . Todo subconjunto R de E XF e´ denominado de relac¸a˜o de E em
F (ou relac¸a˜o entre elementos de E e elementos de F ). Se R e´ uma relac¸a˜o de E
em E, isto e´, se R e´ um subconjunto de EXE, diz-se simplesmente, que R e´ uma
relac¸a˜o sobre E.
Admitiremos a noc¸a˜o de par ordenado como conceito primitivo. A cada e-
lemento a e a cada elemento b esta´ associado um terceiro elemento indicado por
(a, b) e denominado par ordenado, de modo que se tenha (a, b) = (c, d) se, e
somente se, a = c e b = d.
Definic¸a˜o 2.12. Sejam E e F dois conjuntos e seja f uma relac¸a˜o de E em F ,
isto e´, f e´ um subconjunto do produto cartesiano de E por F . Diz-se que f e´ uma
func¸a˜o de E em F se, e somente se, estiverem verificadas as seguintes condic¸o˜es:
(i) para todo x em E existe um elemento y de F tal que (x, y) ∈ f ;
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(ii) quaisquer que sejam os elementos x , y1 , y2 , com x em E e y1 , y2 em F ,
se (x, y1) ∈ f e (x, y2) ∈ f , enta˜o y1 = y2.
Seja f uma func¸a˜o de um conjunto I num conjunto E. No lugar de indicar a
imagem de um elemento i ∈ I por x(i) tambe´m se usa a notac¸a˜o indexada xi, isto
e´, po˜e-se x(i) = xi. Neste caso a func¸a˜o f e´ indicada por (xi)i∈I e e´ chamada
famı´lia de elementos de E tendo I para conjunto de ı´ndices ou famı´lia de elemen-
tos de E indexada pelo conjunto I . Cada elemento xi passa a ser denominado
termo ou componente de ı´ndice i da famı´lia (xi)i∈I .
Observac¸a˜o 2.1. Os conceitos de sequ¨eˆncia majorada, minorada e limitada, assim
como os conceitos de majorante, minorante, supremo e ı´nfimo de uma sequ¨eˆncia
sa˜o definidos atrave´s do conjunto dos termos desta sequ¨eˆncia.
Definic¸a˜o 2.13. Uma sequ¨eˆncia e´ uma func¸a˜o
f : N −→ R
n 7−→ an.
Exemplo 2.9. Sequ¨eˆncia constante.
f : N −→ R
n 7−→ a.
Exemplo 2.10. Sequ¨eˆncia dos nu´meros pares.
f : N −→ R
n 7−→ 2 · n.
Exemplo 2.11. Sequ¨eˆncia dos nu´meros ı´mpares.
f : N −→ R
n 7−→ 2 · n+ 1.
Definic¸a˜o 2.14. Dizemos que uma sequ¨eˆncia (an)n∈N e´ inferiormente limitada
se, e somente se, ∃A ∈ R tal que A ≤ an, ∀n ∈ N.
Definic¸a˜o 2.15. Dizemos que uma sequ¨eˆncia (an)n∈N e´ superiormente limitada
se, e somente se, ∃B ∈ R tal que an ≤ B, ∀n ∈ N.
Definic¸a˜o 2.16. Dizemos que uma sequ¨eˆncia (an)n∈N e´ limitada se, e somente
se, (an)n∈N for limitada inferior e superiormente.
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Observac¸a˜o 2.2. Decorre imediatamente da Definic¸a˜o 2.14 e da Definic¸a˜o 2.15
que (an) sera´ limitada se, e somente se, |an| ≤M , onde M = max{|A|, |B|}.
Exemplo 2.12. an = (−1)n · n e´ uma sequ¨eˆncia ilimitada.
Exemplo 2.13. an = n e´ uma sequ¨eˆncia limitada inferiormente por 0, ou seja,
0 ≤ an.
Exemplo 2.14. an = −n e´ uma sequ¨eˆncia limitada superiormente por 0, ou seja,
an ≤ 0.
Exemplo 2.15. an =
1
n
e´ uma sequ¨eˆncia limitada, ou seja, 0 < an ≤ 1.
Notac¸a˜o: Seja K um corpo ordenado. Indiquemos por P (respectivamente, P ∗) o
conjunto dos elementos positivos (respectivamente, estritamente positivos) de K
e S(K) o conjunto de todas as sequ¨eˆncias (an)n∈N de elementos de K.
Definindo em S(K) a adic¸a˜o e a multiplicac¸a˜o por:
(an) + (bn) = (an + bn)
(an) · (bn) = (an · bn)
e´ fa´cil ver que S(K) e´ um anel comutativo com unidade.
Definic¸a˜o 2.17. Diz-se que uma sequ¨eˆncia (an) ∈ S(K) converge para um ele-
mento a ∈ K ou que (an) e´ convergente para a se, e somente se, para todo ε ∈ P ∗
existe n0 ∈ N tal que
|an − a| < ε,
para todo n ∈ N, n > n0.
Definic¸a˜o 2.18. Dizemos que a sequ¨eˆncia (an)n∈N e´ divergente (ou diverge) se,
e somente se, (an)n∈N na˜o for convergente.
Teorema 2.6. Toda sequ¨eˆncia (an) ∈ S(K) converge, no ma´ximo, para um ele-
mento de K .
Demonstrac¸a˜o. Suponhamos, por absurdo, que (an) seja convergente para a e
para b, ambos em K , com a 6= b. Para todo ε ∈ P ∗, existem nu´meros naturais p
e q tais que
|an − a| < ε , ∀n > p e
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|an − b| < ε , ∀n > q.
Seja n0 = max{p, q} e escolha n > n0 . Enta˜o
|a− b| = |(a− an) + (an − b)| ≤ |an − a|+ |an − b| < ε+ ε = 2ε.
Tome ε =
1
2
|a− b| ∈ P ∗, assim
|a− b| < 2 · ε = 2 · 1
2
|a− b| = |a− b|,
contradic¸a˜o.
¥
Definic¸a˜o 2.19. Se uma sequ¨eˆncia (an) ∈ S(K) coverge para um elemento a de
K, diremos que a e´ o limite desta sequ¨eˆncia e escreveremos
a = lim an ou a = lim
n−→+∞(an).
Exemplo 2.16. Toda sequ¨eˆncia constante (a) ∈ S(K) e´ convergente e seu limite
e´ a.
Exemplo 2.17. A sequ¨eˆncia (an) ∈ S(Q), definida por an = 1
n+ 1
converge
para zero.
Com efeito, para todo nu´mero racional estritamente positivo ε existe um nu´mero
natural n0 tal que
1
ε
< n0, pois Q e´ arquimediano. Portanto, para todo n > n0,
teremos:∣∣∣∣ 1n+ 1 − 0
∣∣∣∣ = 1n+ 1 < 1n0 < ε,
logo, lim
(
1
n+ 1
)
= 0.
Exemplo 2.18. A sequ¨eˆncia
(
1
2
)n
∈ S(Q)e´ convergente a zero. Com efeito, e´
fa´cil verificar que n+ 1 ≤ 2n, logo
(
1
2
)n
≤
(
1
n+ 1
)
, para todo nu´mero natural
n. Portanto, de acordo com o Exemplo anterior, tem-se lim
(
1
2
)n
= 0.
Exemplo 2.19. A sequ¨eˆncia (n) ∈ S(Q) na˜o e´ convergente.
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Notac¸a˜o: O conjunto de todas as sequ¨eˆncias limitadas de elementos do corpo
ordenado K sera´ indicado por Sl(K) e Sc(K) indicara´ o conjunto de todas as
sequ¨eˆncias convergentes, de elementos do corpo ordenado K.
Pode-se provar Sl(K) e´ subanel unita´rio de S(K). A demonstrac¸a˜o e´ uma
verificac¸a˜o de propriedades aritme´ticas de sequ¨eˆncias limitadas.
Daremos a seguir diversas propriedades das sequ¨eˆncias convergentes.
Lema 2.2. Sc(K) ⊂ Sl(K), isto e´, toda sequ¨eˆncia convergente e´ limitada.
Demonstrac¸a˜o. Se (an) ∈ Sc(K) e se lim an = a, enta˜o dado 1 ∈ P ∗ existe
p ∈ N tal que
|an − a| < 1 , ∀n > p.
Temos pela Proposic¸a˜o 1.5 que
||an| − |a|| ≤ |an − a|.
Logo, por (O3), para todo n > p temos
||an| − |a|| < 1 =⇒ −1 < |an| − |a| < 1
=⇒ |a| − 1 < |an| < |a|+ 1.
Ou seja, (an) e´ limitada para todo n > p. Falta garantir para n ≤ p. Dessa forma,
tome M = max{|a0|, |a1|, ..., |ap|, |a|+ 1}.
Portanto, para todo n ∈ N, |an| ≤M , isto e´, (an) e´ limitada.
¥
Notac¸a˜o: Indicaremos por S0(K) o conjunto de todas as sequ¨eˆncias de Sc(K),
que sa˜o convergentes a zero.
Lema 2.3. A sequ¨eˆncia (an) ∈ Sc(K) converge para a ∈ K se, e somente se,
(an − a) ∈ S0(K).
Demonstrac¸a˜o. ´E imediata.
¥
Lema 2.4. S0(K) e´ fechado em relac¸a˜o a` subtrac¸a˜o e, portanto, tambe´m e´ fechado
em relac¸a˜o a` adic¸a˜o.
Demonstrac¸a˜o. Se (an) e (bn) sa˜o dois elementos quaisquer de S0(K). Enta˜o
para todo ε ∈ P ∗ existem nu´meros naturais p e q tais que
|an − 0| < 1
2
ε , ∀n > p e
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|bn − 0| < 1
2
ε , ∀n > q.
Pondo-se n0 = max{p, q}, teremos para todo n > n0
|an − bn| ≤ |an|+ |bn| < 1
2
ε+
1
2
ε = ε
Logo, (an − bn) ∈ S0(K).
Note que (an − bn) = (an + (−bn)) ∈ S0(K), portanto S0(K) tambe´m e´ fechado
em relac¸a˜o a` adic¸a˜o.
¥
Lema 2.5. Se (an) ∈ Sl(K) e se (bn) ∈ S0(K), enta˜o (anbn) ∈ S0(K). Daqui
resulta, em particular, que S0(K) e´ fechado em relac¸a˜o a` multiplicac¸a˜o.
Demonstrac¸a˜o.
• (an) ∈ Sl(K) enta˜o existe M ∈ P ∗ tal que |an| ≤M para todo n ∈ N.
• (bn) ∈ S0(K) enta˜o para todo ε ∈ P ∗, existe n0 ∈ N tal que
|bn| < 1
M
· ε, ∀n > n0.
Portanto, pela Proposic¸a˜o 1.4, teremos para todo n > n0,
|anbn| = |an||bn| < M 1
M
ε = ε.
Logo, (anbn) ∈ S0(K).
¥
Teorema 2.7. Sc(K) e´ um sub-anel unita´rio do anel Sl(K).
Demonstrac¸a˜o. Ja´ vimos no Lema 2.2 que Sc(K) ⊆ Sl(K). Devemos provar que
Sc(K) e´ subanel de Sl(K) e que 1 ∈ Sc(K). Tome a sequ¨eˆncia constante (1) = 1.
Note que (1) converge para 1.
|1− 1| = 0 < ε, pois ε ∈ P ∗
Logo, 1 = (1) ∈ Sc(K).
Para provar que Sc(K) e´ subanel de Sl(K) devemos provar que Sc(K) e´
fechado em relac¸a˜o a` diferenc¸a e a` multiplicac¸a˜o conforme a Proposic¸a˜o 1.10.
Se (an) e (bn) sa˜o dois elementos quaisquer de Sc(K) e se lim an = a e
lim bn = b, enta˜o (an − a) ∈ S0(K) e (bn − b) ∈ S0(K), pelo Lema 2.3.
([an − bn]− [a− b]) = (an − a) + (bn − b) e
(anbn − ab) = (an − a)(bn − b) + b(an − a) + a(bn − b),
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logo, conforme o Lema 2.4 e o Lema 2.5, teremos ([an − bn]− [a− b]) ∈ S0(K)
e (anbn − ab) ∈ S0(K).
Portanto (an − bn) ∈ Sc(K) e (anbn) ∈ Sc(K).
¥
Corola´rio 2.3. Se (an) e (bn) sa˜o dois elementos quaisquer de Sc(K), tem-se:
(i) lim(an + bn) = lim(an) + lim(bn).
(ii) lim(−an) = − lim(an).
(iii) lim(anbn) = lim(an) · lim(bn).
Demonstrac¸a˜o.
(i) Se (an) e (bn) sa˜o dois elementos quaisquer de Sc(K) e se (an) converge
para a e (bn) converge para b, enta˜o por definic¸a˜o, para todo ε ∈ P ∗ existem
p, q ∈ N tal que
|an − a| < 1
2
ε , ∀n > p e
|bn − b| < 1
2
ε , ∀n > q.
Tome n0 = max{p, q}. Assim, para todo n > n0, teremos:
|(an+bn)−(a+b)| = |(an−a)+(bn−b)| ≤ |an−a|+|bn−b| < 1
2
ε+
1
2
ε = ε
Logo (an + bn) converge para (a+ b), ou seja,
lim(an + bn) = a+ b = lim(an) + lim(bn).
(ii) Temos que (an) converge para a. Como no item anterior, |an − a| < ε,
∀n > p.
|an − a| < ε =⇒ −ε < an − a < ε
=⇒ −(−ε) > −(an − a) > −ε
=⇒ −ε < −an + a < ε,
ou seja, (−an) converge para −a = − lim(an).
Logo, lim(−an) = − lim(an).
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(iii) Se (an) e (bn) sa˜o dois elementos quaisquer de Sc(K) e se (an) converge
para a e (bn) converge para b, enta˜o:
|anbn − ab| = |(an − a)(bn − b) + a(bn − b) + b(an − a)|
≤ |(an − a)(bn − b)|+ |a(bn − b)|+ |b(an − a)| < ε,
pelo Lema 2.3 e pelo Lema 2.5.
Assim, (anbn) converge para (ab), ou seja,
lim(anbn) = ab = lim(an) · lim(bn).
¥
Lema 2.6. Se (an) ∈ Sc(K), enta˜o (|an|) ∈ Sc(K) e lim |an| = | lim an|.
Demonstrac¸a˜o. (an) ∈ Sc(K) enta˜o, por definic¸a˜o, (an) converge para um e-
lemento a de K.
Pelo Corola´rio 2.3 temos que lim(−an) = − lim an = −a, ou seja, (−an)
converge para −a, de onde vem que, (−an) ∈ Sc(K). Logo, (|an|) ∈ Sc(K).
Falta verificar que lim |an| = | lim an|.
• Se (an) ≥ 0 temos a = lim(an) > 0, ou seja, lim |an| = lim an = | lim an|.
• Se (an) < 0 temos −a = lim(an) < 0, ou seja, lim |an| = − lim an = | lim an|.
¥
Lema 2.7. Se (an) ∈ Sc(K) e se lim an = a 6= 0, enta˜o existe M ∈ P ∗ e existe
n0 ∈ N tal que M < |an|, para todo n > n0.
Demonstrac¸a˜o. De acordo com o Lema anterior temos que lim |an| = | lim an|.
Seja lim an = a ∈ K. Dado M = 1
2
|a| ∈ P ∗, existe n0 ∈ N tal que
||an| − |a|| < M , para todo n > n0.
||an| − |a|| < M =⇒ −M < |an| − |a| < M
=⇒ |a| −M < |an| < |a|+M
=⇒M < |an|.
¥
Teorema 2.8. Uma sequ¨eˆncia (an) ∈ Sc(K) e´ inversı´vel no anel Sc(K) se, e
somente se, an 6= 0 para todo n ∈ N e lim an = a 6= 0; neste caso, tem-se
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(an)
−1 = (a−1n ) e lim a
−1
n = a
−1
.
Demonstrac¸a˜o.
(=⇒) Se (an) e´ inversı´vel em Sc(K), enta˜o existe (bn) ∈ Sc(K) tal que
(an)(bn) = (1) =⇒ anbn = 1
=⇒ bn = a−1n ∀n ∈ N, pois an 6= 0.
Portanto, (an)−1 = (a−1n ). Ale´m disso, de acordo com o Corola´rio 2.3, temos:
1 = lim(1)
= lim(anbn)
= lim(an) · lim(bn)
= a · b,
logo como a 6= 0, b = a−1, ou seja, lim a−1n = a−1.
(⇐=) Suponhamos que (an) 6= 0, para todo n ∈ N e que lim an = a 6= 0.
Neste caso, a sequ¨eˆncia (an) e´ inversı´vel em S(K) e sua inversa e´ (a−1n ). Basta
demonstrar que (a−1n ) ∈ Sc(K).
De acordo com o Lema 2.7 e como lim an = a, temos
• ∃M ∈ P ∗ e ∃ p ∈ N tais que M < |an| , para todo n > p;
• ∀ ε ∈ P ∗, ∃ q ∈ N tal que |an − a| < M |a|ε , qualquer que seja n > q.
Pondo-se n0 = max{p, q}, teremos ∀n > n0:
|a−1n − a−1| = |a−1n a−1(a− an)|
= |an|−1 · |a|−1 · |a− an| < M−1 · |a|−1 ·M · |a| · ε = ε.
Portanto, (a−1n ) e´ convergente para a−1.
¥
Terminaremos esta secc¸a˜o estabelecendo uma caracterizac¸a˜o de um corpo or-
denado arquimediano pelas sequ¨eˆncias de elementos de seu corpo primo.
Teorema 2.9. Um corpo ordenado K e´ arquimediano se, e somente se, todo e-
lemento de K e´ o limite de uma sequ¨eˆncia de elementos do corpo primo K0 de K.
Demonstrac¸a˜o.
(=⇒) Suponhamos que o corpo ordenado K seja arquimediano e seja b um
elemento qualquer de K. Podemos, evidentemente, supor que b seja estritamente
positivo. Para cada nu´mero natural n consideremos o conjunto
Bn = {j ∈ N tal que 2−nj ≥ b}.
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Como K e´ arquimediano resulta que Bn e´ na˜o vazio. Assim definimos jn
como sendo o elemento mı´nimo de Bn, n ∈ N. Note que jn − 1 /∈ Bn, portanto
2−n(jn − 1) < b ≤ 2−njn =⇒ 2−njn − 2−n < b ≤ 2−njn.
=⇒ −2−n < b− 2−njn ≤ 0
=⇒ 0 ≤ 2−njn − b < 2−n. (∗)
Ora, a sequ¨eˆncia (2−n) e´ convergente a zero (Exemplo 2.18). Portanto, de (∗)
resulta que a sequ¨eˆncia (2−njn) e´ convergente para b.
Falta provar que a sequ¨eˆncia (2−njn) ∈ K0.
Por definic¸a˜o, K0 e´ a intersecc¸a˜o de todos os subcorpos de K. Assim basta
provar que (2−njn) ⊆ L, para todo subcorpo L de K.
Seja enta˜o L um subcorpo de K. Como 1 ∈ L temos que 2 = 1 + 1 ∈ L.
Segue que 2−1 ∈ L e enta˜o 2−n = (2−1)n ∈ L.
Desde que jn ∈ N e 2−n ∈ L, temos 2−njn ∈ L.
Portanto, (2−njn) ⊆ L.
(⇐=) Suponhamos que todo elemento de K seja o limite de uma sequ¨eˆncia
de elementos de K0 e seja b um elemento estritamente positivo de K.
Por hipo´tese, existe uma sequ¨eˆncia convergente (bn) ∈ S(K0) tal que lim(bn) =
b. Portanto, dado 1 ∈ P ∗ existe n0 ∈ N tal que
|bn − b| < 1 =⇒ −1 < bn − b < 1
=⇒ −1− bn < −b < 1− bn
=⇒ bn − 1 < b < bn + 1, ∀n > n0.
Como o corpo ordenado K0 e´ arquimediano resulta que existe um mu´ltiplo
inteiro q · 1 de seu elemento unidade que e´ estritamente maior do que bn + 1
(Teorema 1.13). Portanto, em virtude deste mesmo teorema, o corpo ordenado K
tambe´m e´ arquimediano.
¥
2.3 Sequ¨eˆncias Fundamentais
Definic¸a˜o 2.20. Diz-se que uma sequ¨eˆncia (an) ∈ S(K) e´ fundamental (ou de
Cauchy) se, e somente se, para todo ε ∈ P ∗ existe n0 ∈ N tal que
|am − an| < ε,
quaisquer que sejam os nu´meros naturais m e n , com m > n0 e n > n0.
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Sendo assim, uma sequ¨eˆncia (an) ∈ S(K) sera´ chamada sequ¨eˆncia funda-
mental ou sequ¨eˆncia de Cauchy em K se o valor absoluto da diferenc¸a entre dois
termos da sequ¨eˆncia tender a zero a` medida que os seus ı´ndices aumentem.
Notac¸a˜o: Indicaremos por Sf (K) o conjunto de todas as sequ¨eˆncias fundamentais
de elementos do corpo ordenado K.
O pro´ximo resultado nos fornecera´ a relac¸a˜o entre sequ¨eˆncias convergentes e
fundamentais.
Lema 2.8. Sc(K) ⊂ Sf (K), isto e´, toda sequ¨eˆncia convergente e´ fundamental.
Demonstrac¸a˜o. Seja (an) ∈ Sc(K) e suponha que lim(an) = a. Temos que para
todo ε ∈ P ∗, existe n0 ∈ N tal que
|an − a| < ε
2
e |am − a| < ε
2
,
para quaisquer m, n naturais com m,n > n0.
Segue enta˜o
|an − am| = |(an − a)− (am − a)| ≤ |an − a|+ |am − a| < ε
2
+
ε
2
= ε,
logo, (an) e´ fundamental em K.
¥
O lema acima nos fornece uma condic¸a˜o necessa´ria, em termos de propriedades
intrı´nsecas, para que uma sequ¨eˆncia (an) ∈ S(K) seja convergente em K.
Exemplo 2.20. A sequ¨eˆncia (an) ∈ S(Q) definida por (an) = (−1)n, e´ na˜o
fundamental, logo na˜o converge em Q.
O pro´ximo exemplo mostra que na˜o vale a recı´proca do Lema 2.8.
Exemplo 2.21. Seja (an) definido por a0 = 0 e an+1 = 1
2 + an
e suponhamos
que lim(an) = a. Enta˜o
lim(an+1) = lim(an) = lim
1
2 + an
=
1
2 + lim(an)
.
Logo,
a =
1
2 + a
=⇒ a− 1
2 + a
= 0
=⇒ 2a+ a2 − 1 = 0
=⇒ (a+ 1)2 − 2 = 0
=⇒ (a+ 1)2 = 2,
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o que na˜o e´ possı´vel com a ∈ Q. Isso mostra que (an) na˜o e´ convergente.
Por outro lado,
|an+1 − an| =
∣∣∣∣∣ 12 + an − 12 + an−1
∣∣∣∣∣
=
∣∣∣∣∣(2 + an−1)− (2 + an)(2 + an).(2 + an−1)
∣∣∣∣∣
=
∣∣∣∣∣ an−1 − an(2 + an).(2 + an−1)
∣∣∣∣∣ ≤ 14 |an − an−1|,
e enta˜o
|a3 − a2| ≤ 1
4
|a2 − a1|,
|a4 − a3| ≤ 1
4
|a3 − a2| ≤
(
1
4
)2
|a2 − a1|,
...
|an+1 − an| ≤
(
1
4
)n−1
|a2 − a1|.
Daı´,
|an+p − an| ≤ |an+p − an+p−1|+ ...+ |an+1 − an|
≤
((
1
4
)n+p−2
+ ...+
(
1
4
)n−1)
|a2 − a1| =
(
1
4
)n−1
1− 1
4
|a2 − a1|,
o que mostra que a sequ¨eˆncia (an) e´ de Cauchy, pois e´ fa´cil ver que
lim
(
1
4
)n−1
1− 1
4
|a2 − a1| = lim 4
3.4n−1
|a2 − a1|
=
1
3.4n−2
|a2 − a1| = 0.
Lema 2.9. Sf (K) ⊂ Sl(K), isto e´, toda sequ¨eˆncia fundamental e´ limitada.
Demonstrac¸a˜o. Se (an) ∈ Sf (K), enta˜o dado 1 ∈ P ∗ existe p ∈ N tal que
|am − an| < 1 ; quaisquer que sejam m e n naturais , com m > p e n > p.
Fixando-se n = p+ 1 teremos, para todo m > p:
|am| = |am − ap+1 + ap+1| ≤ |am − ap+1|+ |ap+1| < 1 + |ap+1|.
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Pondo-se M = max{|a0|, |a1|, ..., |ap|, 1 + |ap+1|} teremos |am| ≤ M , para todo
m ∈ N. Portanto (an) e´ limitada.
¥
Teorema 2.10. Sf (K) e´ um subanel unita´rio de Sl(K).
Demonstrac¸a˜o. ´E imediato que 1 ∈ Sf (K). Tome a sequ¨eˆncia constante (1),
temos que
1 = am = an, ∀m,n ∈ N.
Enta˜o |am − an| = |1− 1| = 0 < ε, pois ε ∈ P ∗.
Basta enta˜o provar que Sf (K) e´ fechado em relac¸a˜o a` adic¸a˜o e a` multiplicac¸a˜o.
Vimos no Lema 2.4 que se um conjunto e´ fechado em relac¸a˜o a` subtrac¸a˜o e´
tambe´m fechado em relac¸a˜o a` adic¸a˜o.
• Sf (K) e´ fechado em relac¸a˜o a` subtrac¸a˜o.
Sejam (an) e (bn) dois elementos quaisquer de Sf (K) enta˜o, para todo ε ∈ P ∗
existem nu´meros naturais p e q tais que
|am − an| < 1
2
ε, para m > p e n > p e
|bm − bn| < 1
2
ε, para m > q e n > q.
Tome n0 = max{p, q}. Assim, teremos para todo m > n0 e para todo n > n0:
|(am + bm)− (an + bn)| = |(am − an) + (bm − bn)|
|(am − an) + (bm − bn)| ≤ |am − an|+ |bm − bn| < 1
2
ε+
1
2
ε = ε.
Portanto, a sequ¨eˆncia (am + bm) e´ fundamental.
• Sf (K) e´ fechado em relac¸a˜o a` multiplicac¸a˜o.
Sejam (an) e (bn) dois elementos quaisquer de Sf (K). Conforme o Lema 2.9
estas sequ¨eˆncias sa˜o limitadas, logo, existem M1 e M2, em P ∗, tais que
|an| ≤M1 e |bn| ≤M2, ∀n ∈ N.
Por outro lado, ∀ε ∈ P ∗ existem nu´meros naturais p e q tais que
|am − an| < 1
2M2
ε, para m > p e n > p e
|bm − bn| < 1
2M1
ε, para m > q e n > q.
Tome n0 = max{p, q}, assim teremos para todo m > n0 e para todo n > n0:
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|(ambm − anbn| = |am(bm − bn) + bn(am − an)|
|am(bm − bn) + bn(am − an)| ≤ |am||bm − bn|+ |bn||am − an|
< M1
1
2M1
ε+M2
1
2M2
ε = ε.
Portanto, a sequ¨eˆncia (ambm) e´ fundamental.
¥
Lema 2.10. Se (an) ∈ Sf (K) e se (an) /∈ S0(K) enta˜o existe M ∈ P ∗ e existe
n0 ∈ N tais que M < |an|, para todo n > n0.
Demonstrac¸a˜o. Suponha que a propriedade acima na˜o fosse verdadeira, enta˜o,
para todo M ∈ P ∗ e para todo n0 ∈ N existiriam ∈ N, m < n0 tal que |am| ≤M .
Por outro lado, a sequ¨eˆncia (an) e´ fundamental logo, dado M ∈ P ∗, existe n0 ∈ N
tal que
|am − an| < M ; ∀m,n ∈ N, m > n0 e n > n0.
Portanto, terı´amos
|an| = |an − am + am| ≤ |an − am|+ |am| < M +M = 2M ,
ou seja, a sequ¨eˆncia (an) ∈ S0(K), contra a hipo´tese.
¥
A pro´xima propriedade sera´ utilizada no Capı´tulo 3 para definir uma nu´mero
real positivo.
Lema 2.11. Se (an) ∈ Sf (K) e se (an) ∈ S0(K), enta˜o existe M ∈ P ∗ e existe
n0 ∈ N tais que
M < an, ∀n > n0
ou
an < −M , ∀n > n0.
Demonstrac¸a˜o. Pelo lema anterior, existe M ∈ P ∗ e existe p ∈ N tal que
2M < |an|, ∀n > p.
Por outro lado, a sequ¨eˆncia (an) e´ fundamental, logo, dado M ∈ P ∗ existe q ∈ N
tal que |an − am| < M , quaisquer que sejam m,n ∈ N, com m > q e n > q.
|an − am| < M =⇒ −M < an − am < M
=⇒ am −M < an < am +M
Seja n0 = max{p, q}.
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• Se existir m > n0 tal que 2M < am teremos
M < am −M < an =⇒M < an, ∀n > n0.
• Se existir m > n0 tal que am < −2M teremos
an < am +M < −M =⇒ an < −M , ∀n > n0.
¥
Teorema 2.11. Uma sequ¨eˆncia (an) ∈ Sf (K) e´ inversı´vel em Sf (K) se, e so-
mente se, (an) /∈ S0(K) e an 6= 0 para todo n ∈ N.
Demonstrac¸a˜o.
(=⇒) Se (an) ∈ Sf (K) e´ inversı´vel em Sf (K) enta˜o, existe (bn) ∈ Sf (K) tal que
(an) · (bn) = (1) =⇒ an · bn = 1,
logo (an) 6= 0 para todo n ∈ N.
Se (an) ∈ S0(K) terı´amos, conforme o Lema 2.5, (an · bn) ∈ S0(K) o que
seria absurdo, pois an · bn = 1.
(⇐=) Suponhamos que (an) /∈ S0(K) e que (an) 6= 0, ∀n ∈ N. Neste caso,
(an) e´ inversı´vel em S(K) e sua inversa e´ (a−1n ), portanto, basta demonstrar que
(a−1n ) ∈ Sf (K).
Como (an) /∈ S0(K) temos que (an) na˜o e´ convergente a zero logo, em virtude
do Lema 2.10, existe M ∈ P ∗ e p ∈ N tal que
M < |an|, ∀n > p.
Ora, (an) e´ fundamental enta˜o ∀ε ∈ P ∗, ∃q ∈ N tal que
|am − an| < ε ·M2, ∀m,n com m > q e n > q.
Pondo-se n0 = max {p,q}, teremos para todo m > n0 e para todo n > n0:
|a−1m − a−1n | = |a−1m a−1n (an − am)|
= |am|−1 · |an|−1 · |an − am| < M−1 ·M−1 · ε ·M2 = ε.
Portanto, (a−1n ) e´ fundamental.
¥
Terminaremos este Capı´tulo estabelecendo diversas caracterizac¸o˜es de um corpo
ordenado completo.
Veremos, inicialmente, algumas propriedades das sequ¨eˆncias crescentes e de-
crescentes de um corpo ordenado K.
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2.4 Caracterizac¸o˜es de um Corpo Ordenado Com-
pleto
Definic¸a˜o 2.21. Diz-se que uma sequ¨eˆncia (an) ∈ S(K) e´ crescente se, e somente
se, an ≤ an+1 para todo nu´mero natural n.
Definic¸a˜o 2.22. Diz-se que uma sequ¨eˆncia (an) ∈ S(K) e´ decrescente se, e
somente se, an+1 ≤ an para todo nu´mero natural n.
Exemplo 2.22. an = 1− 1
n
, ∀n ∈ N.
Seja n ∈ N.
n+ 1 > n =⇒ 1
n+ 1
<
1
n
=⇒ − 1
n+ 1
> − 1
n
=⇒ 1− 1
n+ 1
> 1− 1
n
=⇒ an+1 > an,
ou seja, (an) e´ crescente.
Exemplo 2.23. an = a+ (n− 1)r, com a ∈ R e r ∈ R∗.
Seja n ∈ N, temos:
an = a+ (n− 1)r = a+ nr − r e
an+1 = a+ [(n+ 1)− 1]r = a+ nr.
• Se r > 0 temos an < an+1, ou seja, (an) e´ crescente;
• Se r < 0 temos an > an+1, ou seja, (an) e´ decrescente.
Se (an) e´ crescente e convergente, enta˜o o Lema 2.2 nos garante que (an) e´
majorada. Os exemplos abaixo nos mostram que, em geral, nem toda sequ¨eˆncia
crescente e majorada ou decrescente e minorada e´ convergente.
Exemplo 2.24. A sequ¨eˆncia (n) ∈ Sc(K), onde K e´ um corpo ordenado na˜o
arquimediano, e´ crescente e majorada e, e´ imediato que esta sequ¨eˆncia na˜o e´ con-
vergente.
Exemplo 2.25. Consideremos a sequ¨eˆncia (an) ∈ Sc(K) definida por a0 = 1 e
an+1 =
4an
2 + a2n
para todo nu´mero natural n.
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Conforme vimos no Exemplo 2.8, temos 0 < an e a2n < 2, para todo n natural,
logo, a sequ¨eˆncia (an) e´ limitada.
Por outro lado,
an+1 − an = 4an
2 + a2n
− an
=
4an − 2an − a3n
2 + a2n
=
2an − a3n
2 + a2n
=
an(2− a2n)
2 + a2n
> 0.
Portanto, (an) e´ crescente.
Se esta sequ¨eˆncia fosse convergente para a ∈ Q terı´amos, por passagem ao
limite:
a =
4a
2 + a2
=⇒ 2a+ a3 = 4a
=⇒ a3 − 2a = 0
=⇒ a(a2 − 2) = 0
=⇒ a2 = 2,
o que seria absurdo, pois a e´ um nu´mero racional na˜o nulo.
Exemplo 2.26. Consideremos a sequ¨eˆncia (bn) ∈ S(Q) definida por b0 = 2 e
bn+1 =
2 + b2n
2bn
, para todo n natural.
Conforme vimos no Exemplo 2.8, temos 0 < bn e b2n > 2, para todo n natural,
logo, a sequ¨eˆncia (bn) e´ limitada.
Por outro lado,
bn − nn+1 = bn − 2 + b
2
n
2bn
=
2b2n − 2− b2n
2bn
=
b2n − 2
2bn
> 0.
Portanto, (bn) e´ decrescente.
Se esta sequ¨eˆncia fosse convergente para b ∈ Q terı´amos, por passagem ao
limite:
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b =
2 + b2
2b
=⇒ 2b2 = 2 + b2
=⇒ b2 = 2,
o que seria absurdo, pois b e´ um nu´mero racional.
Temos o seguinte crite´rio para determinar em que condic¸o˜es uma sequ¨eˆncia
crescente e majorada e´ convergente.
Teorema 2.12. Uma sequ¨eˆncia crescente (an) ∈ S(K) e´ convergente se, e so-
mente se, esta sequ¨eˆncia admite supremo a ∈ K. Neste caso, tem-se lim an = a.
Demonstrac¸a˜o.
(=⇒) (an) e´ crescente enta˜o ∀ p, q ∈ N, p < q implica ap < aq.
Ale´m disso, como (an) converge para a temos:
dado ε ∈ P ∗, existe n0 ∈ N tal que |an − a| < ε, para todo n > n0.
Considere o conjunto {an, n ∈ N} = A. Gostaria de provar que a e´ cota su-
perior de A e que a e´ a menor das cotas superiores, ou seja, a = sup a (Definic¸a˜o
2.7).
(a) Afirmac¸a˜o: a e´ cota superior de A, ou seja, an ≤ a, ∀n ∈ N.
Suponha, por absurdo, que existe p ∈ N tal que a < ap, ou seja, 0 < ap − a.
Tome ε = ap − a ∈ P ∗.
|an − a| < ε =⇒ −ε < an − a < ε
=⇒ a− ε < an < a+ ε = a+ ap − a = ap.
Tomando-se n > max{n0, p}, teremos an < ap. Contradic¸a˜o, pois (an) e´
crescente.
(b) Afirmac¸a˜o: a e´ a menor das cotas superiores de A.
Suponha que a′ ∈ K seja a menor das cotas superiores, ou seja, a′ < a o que
implica que, 0 < a− a′. Tome ε = a− a′ ∈ P ∗.
Por (an) ser convergente temos que ∃n0 ∈ N tal que ∀n > n0, |an − a| < ε.
|an − a| < ε =⇒ −ε < an − a < ε
=⇒ a− ε < an < a+ ε
=⇒ a− (a− a′) < an
=⇒ a′ < an.
Contradic¸a˜o, pois a′ e´ supremo do conjunto A.
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(⇐=) Suponha que (an) admita supremo a ∈ K. Logo, an ≤ a para todo n ∈ N.
Seja ε ∈ P ∗. Por a ser a menor das cotas superiores existe p ∈ N tal que
a− ε < ap ≤ a.
Como (an) e´ crescente temos
a− ε < ap ≤ an ≤ a =⇒ |an − a| < ε, ∀n > p.
Portanto, (an) converge para a e lim(an) = a.
¥
Corola´rio 2.4. Uma sequ¨eˆncia decrescente (an) ∈ S(K) e´ convergente se, e
somente se, esta sequ¨eˆncia admite ı´nfimo a ∈ K. Neste caso tem-se lim an = a.
Demonstrac¸a˜o. (an) e´ decrescente enta˜o ∀ p, q ∈ N, p < q temos ap ≥ aq.
ap ≥ aq =⇒ −ap ≤ −aq,
ou seja, (−an) e´ crescente. Basta enta˜o usar o teorema anterior.
¥
Teorema 2.13. Um corpo K e´ arquimediano se, e somente se, toda sequ¨eˆncia de
elementos de K, crescente e majorada, e´ fundamental.
Demonstrac¸a˜o.
(=⇒) Suponhamos que o corpo K seja arquimediano e que (an) ∈ S(K) e´ uma
sequ¨eˆncia crescente e majorada. Seja ε um elemento qualquer de P ∗ e considere-
mos o conjunto S de todos os nu´meros naturais s tais que
an ≤ b− sε; ∀n ∈ N, onde b e´ um majorante de (an).
Note que S 6= { } pois para s = 0 temos an ≤ b− 0ε = b, o que se verifica ja´
que b e´ majorante de (an).
Como K e´ arquimediano existe q ∈ N tal que an > b − qε. Portanto, S e´
majorado. Seja p = maxS, tal que an ≤ b − pε, ∀n ∈ N. Ora, p + 1 /∈ S ja´ que
p = maxS. Logo, existe n0 ∈ N tal que b − (p + 1)ε < an0 . Logo, se m e n sa˜o
dois nu´meros naturais quaisquer com m ≥ n > n0, temos:
b− (p+ 1)ε < an0 ≤ an ≤ am ≤ b− pε =⇒ |am − an| < ε,
isto e´, a sequ¨eˆncia (an) e´ fundamental.
(⇐=) Se o corpo ordenado K na˜o e´ arquimediano, enta˜o a sequ¨eˆncia (n) ∈ S(K)
e´ crescente e majorada e e´ imediato que esta sequ¨eˆncia na˜o e´ fundamental.
¥
Veremos adiante que uma condic¸a˜o necessa´ria e suficiente para que um corpo
ordenado seja completo, e´ que este corpo seja arquimediano e satisfac¸a o axioma
dos intervalos encaixantes. Portanto, vamos apresentar aqui este axioma.
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Se a e b, com a < b sa˜o dois elementos quaisquer de um conjunto E, total-
mente ordenado pela ordem ≤, enta˜o o conjunto
[a, b] = {x ∈ E; a ≤ x ≤ b}
e´ chamado intervalo fechado (de E) de extremidades a e b ou ainda de origem a e
extremo b.
Definic¸a˜o 2.23. Diz-se que um corpo ordenado K satisfaz o axioma dos interva-
los encaixantes se, e somente se, e´ va´lida a seguinte condic¸a˜o:
se (In)n∈N e´ uma sequ¨eˆncia qualquer de intervalos fechados de K e se In+1 ⊂ In
para todo n ∈ N, enta˜o o conjunto ⋂
n∈N
(In) na˜o e´ vazio.
Exemplo 2.27. Mostraremos que o corpo ordenado Q dos nu´meros racionais na˜o
satisfaz o axioma dos intervalos encaixantes.
Com efeito, consideremos as sequ¨eˆncias (an) e (bn) definidas, respectiva-
mente, no Exemplo 2.25 e no Exemplo 2.26.
Afirmac¸a˜o: an.bn = 2.
Vamos provar esta afirmac¸a˜o por induc¸a˜o sobre n.
• Para n = 0 temos an.bn = a0.b0 = 1.2 = 2.
• Para n = k > 0, k fixo temos ak.bk = 2 (hipo´tese de induc¸a˜o).
• Para n = k + 1 temos
ak+1.bk+1 =
4ak
2 + a2k
.
2 + b2k
2bk
=
4ak.(2 + b
2
k)
(2 + a2k).2bk
=
8ak + 4ak.b
2
k
4bk + 2bk.a2k
=
8ak + 4ak.bk.bk
4bk + 2bk.ak.ak
=
8ak + 4.2bk
4bk + 2.2ak
=
8ak + 8bk
4bk + 4ak
=
8(ak + bk)
4(bk + ak)
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= 2.
Daqui resulta que
bn+1 − an+1 = 2 + b
2
n
2bn
− 4an
2 + a2n
=
(2 + b2n).(2 + a
2
n)− 2.4.bn.an
2bn(2 + a2n)
=
4 + 2a2n + 2b
2
n + b
2
n.a
2
n − 8bn.an
2bn(2 + a2n)
=
4 + 2(a2n + b
2
n) + 4− 8bn.an
2bn(2 + a2n)
=
2 + (a2n + b
2
n) + 2− 4bn.an
bn(2 + a2n)
=
4 + (a2n + b
2
n)− 8
bn(2 + a2n)
=
−4 + (a2n + b2n)
bn(2 + a2n)
=
(an − bn)2
bn(2 + a2n)
> 0, (∗)
logo, an < bn para todo nu´mero natural n.
Se In = [an, bn], enta˜o e´ imediato que In+1 ⊂ In, pois (an) e´ crescente e (bn)
e´ decrescente.
Suponhamos, por absurdo, que ⋂
n∈N
In 6= {}, logo, existe um nu´mero racional
c tal que
an < c < bn, (∗∗)
para todo n ∈ N.
Ora, de (∗) resulta
bn+1 − an+1 ≤ 1
6
(bn − an)2 =⇒ bn − an ≤
(
1
6
)2n−1
. (∗ ∗ ∗)
De (∗∗) e (∗ ∗ ∗) concluı´mos que (an) e (bn) sa˜o convergentes para o nu´mero
racional c, contra os resultados estabelecidos no Exemplo 2.25 e no Exemplo 2.26.
Demonstraremos, a seguir, o principal Teorema desta secc¸a˜o que nos dara´
algumas caracterizac¸o˜es de um corpo ordenado completo.
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Teorema 2.14. As seguintes condic¸o˜es, sobre um mesmo corpo ordenado K, sa˜o
equivalentes:
(i) K e´ completo;
(ii) K e´ arquimediano e Sc(K) = Sf (K);
(iii) toda sequ¨eˆncia crescente e majorada, de elementos de K, e´ convergente;
(iv) K e´ arquimediano e K satisfaz o axioma dos intervalos encaixantes.
Demonstrac¸a˜o.
(i) =⇒ (ii) Ja´ vimos que todo corpo ordenado completo e´ arquimediano (Corola´rio
2.1) e que Sc(K) ⊆ Sf (K) (Lema 2.8). Basta enta˜o provar que Sf (K) ⊆ Sc(K).
Seja (an) ∈ Sf (K).
Ja´ vimos que toda sequ¨eˆncia fundamental e´ limitada (Lema 2.9). Enta˜o como
(an) e´ limitada e K e´ completo temos que para todo subconjunto de {an} existe
supremo, ou seja, para cada n ∈ N existe bn = sup (ai)i≥n.
´E imediato que (bn) e´ decrescente e minorada.
Note que (bn) e´ o conjunto de todas as sequ¨eˆncias (ai) e (ai) e´ limitada. Dessa
forma (bn) e´ limitada e, como e´ decrescente, e´ tambe´m minorada. Ale´m disso,
como K e´ completo existe a = inf(bn).
De acordo com o Corolario 2.4, a sequ¨eˆncia (bn) e´ convergente para a. Se
ε ∈ P ∗ enta˜o ∃p ∈ N tal que
|bp − a| < ε
3
.
Como a = inf(bn) temos que a ≤ bn, ∀n ∈ N. Em particular,
a ≤ bp =⇒ 0 ≤ bp − a
=⇒ |bp − a| = bp − a,
por definic¸a˜o de mo´dulo. Ficamos com:
|bp − a| = bp − a < ε
3
=⇒ bp − a+ a < a+ ε
3
=⇒ bp < a+ ε
3
=⇒ a ≤ bp < a+ ε
3
.
Logo, para todo n > p, temos
a ≤ bn < a+ ε
3
.
Por outro lado, de bn = sup(ai)i≥n resulta que existe in ≥ n tal que
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a− ε
3
< ain ≤ bn.
Como (an) e´ fundamental, existe q ∈ N tal que |am − an| < ε
3
, quaisquer que
sejam m e n, com m > q e n > q. Pondo-se n0 = max{p, q} teremos, para todo
n > n0:
|an−a| = |(an−ain)+(ain−b)+(bn−a)| ≤ |(an−ain)|+|(ain−b)|+|(bn−a)|
|(an − ain)|+ |(ain − b)|+ |(bn − a)| <
ε
3
+
ε
3
+
ε
3
= ε.
Portanto, lim(an) = a e (an) ∈ Sc(K), de onde vem que, Sf (K) = Sc(K).
(ii) =⇒ (iii) Como o corpo K e´ arquimediano resulta, conforme o Teorema 2.13,
que toda sequ¨eˆncia crescente e majorada e´ fundamental e, como Sc(k) = Sf (K),
concluı´mos que toda sequ¨eˆncia crescente e majorada e´ convergente.
(iii) =⇒ (iv) Admitindo-se (iii) resulta que toda sequ¨eˆncia crescente e majorada
e´ fundamental, isso porque toda sequ¨eˆncia convergente e´ fundamental. Agora, em
virtude do Teorema 2.13, K e´ arquimediano.
Consideremos enta˜o uma sequ¨eˆncia (In)n∈N de intervalos fechados de K tal
que In+1 ⊂ In e ponha In = [an, bn] para todo nu´mero natural n. Nestecaso,
temos an < bn e em virtude do Teorema 2.12 a = lim(an) = sup(an).
Afirmo: a ∈ In, ou seja, an ≤ a ≤ bn, para todo n ∈ N.
Com efeito temos an ≤ a, pois a = sup(an).
Falta provar que a ≤ bn, para todo n ∈ N. Suponha, por absurdo, que exista
p ∈ N tal que bp < a = sup(an) enta˜o existe q ∈ N tal que bp < aq ≤ a. Pondo-se
r = max{p, q} terı´amos
br ≤ bp < aq ≤ ar =⇒ br < ar,
contradic¸a˜o. Portanto o elemento a pertence a` intersec¸a˜o de todos os intervalos
fechados In.
(iv) =⇒ (i) Seja S um subconjunto na˜o vazio e majorado de K. Para K ser
completo devemos ter que S admite supremo.
Para cada nu´mero natural n consideremos o conjunto
Bn = {j ∈ N ; 2−nj e´ majorante deS};
como K e´ arquimediano resulta que Bn e´ na˜o vazio, logo, existe jn = minBn.
Para cada nu´meros n, coloquemos In = [an, bn]. ´E imediato que In+1 ⊂ In.
Portanto, por hipo´tese, existe um elemento a ∈ K tal que an ≤ a ≤ bn, ∀n ∈ N.
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Afirmo: a = supS. Para isso vamos verificar as condic¸o˜es da Definic¸a˜o de
supremo.
• Se, por absurdo, existe s ∈ S com a < s enta˜o existe n ∈ N tal que
an ≤ bn < s, pois a = inf(bn)
e obtemos assim uma contradic¸a˜o, pois (bn) e´ majorante de S.
• Se a′ < a, com a′ ∈ S, existe n ∈ N tal que a′ < an ≤ a, pois sup (an) = a e,
neste caso, existe s ∈ S tal que
an ≤ s ≤ a ≤ bn e temos a′ < s ≤ a;
contradic¸a˜o.
¥
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Capı´tulo 3
Corpo dos Nu´meros Reais
Realizaremos neste capı´tulo a construc¸a˜o dos nu´meros reais, por interme´dio
das sequ¨eˆncias fundamentais de nu´meros racionais. Este processo se deve a Can-
tor, criador da Teoria dos Conjuntos.
3.1 Construc¸a˜o do Corpo dos Nu´meros Reais
Consideremos o corpo ordenado Q e seja Sf (Q) o anel das sequ¨eˆncias funda-
mentais de elementos de Q. Definiremos uma relac¸a˜o ∼ sobre Sf (Q) do seguinte
modo:
Definic¸a˜o 3.1. Se (an) e (bn) sa˜o dois elementos quaisquer de Sf (Q), enta˜o
(an) ∼ (bn) se, e somente se, (an − bn) ∈ S0(Q).
Definic¸a˜o 3.2. Lembramos que uma relac¸a˜oR sobre um conjuntoE e´ uma relac¸a˜o
de equivaleˆncia se, e somente se, sa˜o va´lidas as seguintes condic¸o˜es
(E1): para todo a em E, tem-se aRa (propriedade reflexiva).
(E2): quaisquer que sejam a e b em E, se aRb, enta˜o bRa (propriedade sime´trica).
(E3): quaisquer que sejam a, b e c em E, se aRb e bRc, enta˜o aRc (propriedade
transitiva).
Teorema 3.1. A relac¸a˜o ∼ , introduzida pela Definic¸a˜o 3.1, e´ uma relac¸a˜o de
equivaleˆncia sobre o conjunto Sf (Q), que e´ compatı´vel com a adic¸a˜o e a multiplicac¸a˜o
do anel Sf (Q).
Demonstrac¸a˜o.
(E1): (an) ∼ (an)
Como (an − an) e´ a sequ¨eˆncia nula temos:
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(an − an) ∈ S0(Q) =⇒ (an) ∼ (an).
(E2): se (an) ∼ (bn) enta˜o (bn) ∼ (an)
(an) ∼ (bn) =⇒ (an − bn) ∈ S0(Q)
=⇒ −(bn − an) ∈ S0(Q)
=⇒ (bn) ∼ (an).
(E3): Se (an) ∼ (bn) e (bn) ∼ (cn) enta˜o (an) ∼ (cn).
(an) ∼ (bn) =⇒ (an − bn) ∈ S0(Q).
(bn) ∼ (cn) =⇒ (bn − cn) ∈ S0(Q).
Como S0(Q) e´ fechado em relac¸a˜o a` soma temos,
(an − bn) + (bn − cn) ∈ S0(Q) =⇒ (an − cn) ∈ S0(Q)
=⇒ (an) ∼ (cn).
Falta verificar que a relac¸a˜o de equivaleˆncia sobre o conjunto Sf (Q) e´ com-
patı´vel com a adic¸a˜o e a multiplicac¸a˜o do anel Sf (Q).
Se (an), (bn) e (cn) sa˜o elementos quaisquer de Sf (Q) e se (an) ∼ (bn)
gostaria de provar que
(an + cn) ∼ (bn + cn) e (ancn) ∼ (bncn).
• (an − bn) = (an + cn)− (bn + cn).
Como (an) ∼ (bn) temos que (an − bn) ∈ S0(Q), ou seja,
(an + cn)− (bn + cn) ∈ S0(Q) =⇒ (an + cn) ∼ (bn + cn).
• (ancn)− (bncn) = (an − bn)cn.
Como (an − bn) ∈ S0(Q) e (cn) ∈ Sl(Q) (Lema 2.9) enta˜o pelo Lema 2.5
(an − bn)cn ∈ S0(Q).
¥
Corola´rio 3.1. Se (an), (bn), (cn) e (dn) sa˜o elementos quaisquer de Sf (Q) e se
(an) ∼ (bn) e (cn) ∼ (dn), enta˜o (an + cn) ∼ (bn + dn) e (ancn) ∼ (bndn).
Demonstrac¸a˜o. Pelo teorema anterior temos que:
(an + cn) ∼ (bn + cn) e (bn + cn) ∼ (bn + dn).
Por ∼ ser uma relac¸a˜o de equivaleˆncia temos que (an + cn) ∼ (bn + dn). Da
mesma forma, (ancn) ∼ (bndn).
¥
Se (an) e´ um elemento qualquer de Sf (Q), indicaremos por (an) a classe de
equivaleˆncia mo´dulo ∼ determinada por (an), isto e´,
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(an) = {(xn) ∈ Sf (Q) ; (xn) ∼ (an)}.
Teorema 3.2. Seja R uma relac¸a˜o de equivaleˆncia sobre um conjunto na˜o vazio
E e sejam a e b dois elementos quaisquer de E. As seguintes condic¸o˜es sa˜o
equivalentes entre si:
(i) a ≡ b(modR);
(ii) a ∈ b;
(iii) b ∈ a;
(iv) a = b.
Demonstrac¸a˜o.
• (i) =⇒ (ii) Note que, por definic¸a˜o, b = {x ∈ E /x ≡ b(modR)} enta˜o, por
(i), temos que a ≡ b(modR) o que implica que a ∈ b.
• (ii) =⇒ (iii) De (ii) resulta que a ≡ b(modR), logo pela propriedade sime´trica
b ≡ a(modR) e portanto b ∈ a.
• (iii) =⇒ (iv) De (iii) resulta que b ≡ a(modR), enta˜o pelas propriedades
sime´trica e transitiva temos que x ≡ a(modR) se, e somente se, x ≡ b(modR),
o que implica que a = b.
• (iv) =⇒ (i) Suponha verdadeira a = b, enta˜o se a ∈ a teremos a ∈ b. Portanto,
a ≡ b(modR).
¥
Chamaremos de conjunto quociente de Sf (Q) pela relac¸a˜o ∼ ao conjunto:
R =
Sf (Q)
∼ = {(xn); (xn) ∈ Sf (Q)}.
Definiremos a soma e o produto de dois elementos quaisquer α = (an) e
β = (bn), de R, por meio de
α+ β = (an + bn)
α · β = (anbn).
De acordo com o Corola´rio 3.1 e´ imediato que estas definic¸o˜es na˜o dependem
dos representantes (an) e (bn) das classes de equivaleˆncia α e β. Ficam assim
definidas operac¸o˜es de adic¸a˜o e de multiplicac¸a˜o
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((an), (bn)) 7−→ (an + bn)
((an), (bn)) 7−→ (anbn),
sobre o conjunto quociente R = Sf (Q)∼ .
Teorema 3.3. As operac¸o˜es acima definem uma estrutura de corpo sobre o con-
junto R.
Demonstrac¸a˜o. Precisamos verificar as condic¸o˜es das Definic¸o˜es 1.10, 1.11, 1.12
e 1.27.
Sejam an, bn e cn ∈ R.
• (A1): ((an) + (bn)) + (cn) = (an + bn) + (cn)
= ((an + bn) + cn)
= (an + (bn + cn))
= (an) + ((bn) + (cn))
= (an) + ((bn) + (cn)).
• (A2): (an) + (bn) = (an + bn)
= (bn + an)
= (bn) + (an).
• (A3): Considerando-se a classe de equivaleˆncia (0), determinada pela sequ¨eˆncia
constante (0), temos para todo (an) ∈ R,
(an) + (0) = (an + 0) = (an).
• (A4): Considere a classe de equivaleˆncia (−an), enta˜o temos
(an) + (−an) = (an − an) = (0).
Portanto, (−an) e´ o oposto de (an).
• (M1): ((an) · (bn)) · (cn) = (an · bn) · (cn)
= ((an · bn) · cn)
= (an · (bn · cn))
= (an) · (bn · cn)
= (an) · ((bn) · (cn)).
• (M2): (an) · ((bn) + (cn)) = (an) · (bn + cn)
= (an · (bn + cn))
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= (an · bn + an · cn)
= (an · bn) + (an · cn)
= (an) · (bn) + (an) · (cn).
• (M3): ((bn) + (cn)) · (an) = (bn + cn) · (an)
= ((bn + cn) · an)
= (bn · an + cn · an)
= (bn · an) + (cn · an)
= (bn) · (an) + (cn) · (an).
• (M4): (an) · (bn) = (an · bn)
= (bn · an)
= (bn) · (an).
• (M5): Considerando-se a classe de equivaleˆncia (1), determinada pela sequ¨eˆncia
constante (1), temos ∀ (an) ∈ R:
(an) · (1) = an · 1 = (an)
• (M7): Seja (an) 6= (0), logo, (an) /∈ S0(Q) e daqui resulta, em virtude do Lema
2.10, que existe um nu´mero natural p tal que an 6= 0 para todo n > p.
Consideremos, enta˜o a sequ¨eˆncia (bn) ∈ S(Q) definida por
bi = 1 para i = 0, 1, ..., p e bn = an para todo n > p.
Note que (bn) ∈ Sf (Q) e que (bn) ∼ (an), logo (an) = (bn). De acordo com
o Teorema 2.8 a sequ¨eˆncia (bn) e´ inversı´vel em Sf (Q) e sua inversa e´ a sequ¨eˆncia
(b−1n ). Como (an) = (bn), concluimos que (an) e´ inversı´vel.
¥
Os elementos do corpoR, construı´do acima, passam a ser denominados nu´meros
reais e (R, +, ·) e´ chamado corpo dos nu´meros reais.
Teorema 3.4. O subconjuntoQ′ , deR , formado por todas as classes de equivaleˆncia
(a) onde a ∈ Q, e´ um subcorpo de R e a func¸a˜o f : Q −→ Q′ definida por
f(a) = a e´ um isomorfismo do corpo Q dos nu´meros racionais no corpo Q′.
Demonstrac¸a˜o. Precisamos verificar as condic¸o˜es da Definic¸a˜o 1.31, para isso
vamos utilizar a Proposic¸a˜o 1.10.
• 1 ∈ Q enta˜o f(1) = 1 ∈ Q′.
• Sejam a, b ∈ Q enta˜o a− b ∈ Q e a · b ∈ Q (pois Q e´ corpo). Enta˜o
97
f(a− b) = a− b ∈ Q′ e f(a · b) = a · b ∈ Q′.
• Como Q e´ corpo temos que para todo b ∈ Q, b 6= 0, existe b−1 ∈ Q tal que
b · b−1 = 1.
Seja b ∈ Q, b 6= 0. Ja´ vimos que 1 ∈ Q′ enta˜o,
1 = f(1) = f(b · b−1) = b · b−1 = b · b−1.
Logo, (b)−1 = b−1.
Falta provar que f : Q −→ Q′ definida por f(a) = a e´ um isomorfismo.
Vamos provar primeiro que f e´ um homomorfismo pela Definic¸a˜o 1.15. Sejam
a, b ∈ Q.
• f(a+ b) = a+ b = a+ b = f(a) + f(b);
• f(a · b) = a · b = a · b = f(a) · f(b).
Por fim, devemos provar que f e´ bijetora, para isso vamos utilizar a Proposic¸a˜o
1.8 e a Definic¸a˜o 1.18.
• N(f) = {x ∈ Q; f(x) = 0} = {x ∈ Q;x = 0} = {0}, logo f e´ injetora.
• Im(f) = {f(x);x ∈ Q} = {x;x ∈ Q} = Q′, logo f e´ sobrejetora.
Portanto, f e´ um isomorfismo do corpo Q no corpo Q′.
¥
A partir de agora, o corpo Q dos nu´meros racionais passa a ser considerado
como o corpo primo do corpo R dos nu´meros reais. Em particular, todo nu´mero
racional e´ um nu´mero real, um nu´mero real que na˜o seja racional e´ denominado
nu´mero irracional.
Notac¸a˜o: Indiquemos por P0 (respectivamente, P ∗0 ) o conjunto de todos os nu´meros
racionais positivos (respectivamente, estritamente positivos).
Definic¸a˜o 3.3. Diz-se que uma sequ¨eˆncia (an) ∈ Sf (Q) e´ estritamente positiva
se, e somente se, existe M ∈ P ∗0 e existe n0 ∈ N tais que M < an, para todo
n > n0.
Lema 3.1. Uma sequ¨eˆncia (an) ∈ Sf (Q) e´ estritamente positiva se, e somente se,
(an) /∈ S0(Q) e existe n0 ∈ N tais que M < an, para todo n > n0.
Demonstrac¸a˜o.
(=⇒) (an) ∈ Sf (Q) enta˜o, existe M ∈ P ∗0 e existe n0 ∈ N tal que
M < an, ∀n > n0.
Como M ∈ P ∗0 temos que 0 < M , logo, por transitividade
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0 < an, ∀n > n0.
Dessa forma (an) /∈ S0(Q).
(⇐=) ´E imediato do Lema 2.10.
¥
A relac¸a˜o∼ conserva as sequ¨eˆncias estritamente positivas em virtude do seguinte
lema.
Lema 3.2. Sejam (an) e (bn) dois elementos quaisquer de Sf (Q). Se (bn) ∼ (an)
e se (an) e´ estritamente positiva, enta˜o (bn) tambe´m e´ estritamente positiva.
Demonstrac¸a˜o. De acordo com a Definic¸a˜o 3.3 existem M ∈ P ∗0 e p ∈ N tais
que
M < an, ∀n > p.
Por outro lado de (bn) ∼ (an) temos que (bn − an) e´ convergente a zero, logo,
dado M
2
∈ P ∗0 existe q ∈ N tal que
|bn − an| < M
2
=⇒ an − M
2
< bn < an +
M
2
, ∀n > q.
Pondo-se n0 = max{p, q}, teremos para todo n > n0
bn > an − M
2
> M − M
2
=
M
2
.
Portanto, (bn) e´ estritamente positiva.
¥
Definic¸a˜o 3.4. Diz-se que um nu´mero real α = (an), onde (an) ∈ Sf (Q), e´
estritamente positivo se, e somente se, a sequ¨eˆncia (an) e´ estritamente positiva.
O Lema 3.2 nos mostra que esta definic¸a˜o na˜o depende do representante (an)
da classe de equivaleˆncia α = (an) e o Lema 3.1 nos mostra que α e´ estritamente
positivo, enta˜o α 6= 0.
Indicaremos por P ∗ o conjunto de todos os nu´meros reais que sa˜o estritamente
positivos e colocaremos P = P ∗⋃{0}. Definiremos uma relac¸a˜o ≤, sobre R, do
seguinte modo: se α e β sa˜o dois nu´meros reais quaisquer, enta˜o α ≤ β se, e
somente se, β−α ∈ P . Portanto, se α = (an) e se β = (bn), temos que α < β se,
e somente se, (an − bn) na˜o e´ convergente a zero e existe n0 ∈ N tal que an ≤ bn
para todo n > n0.
Teorema 3.5. A relac¸a˜o ≤, definida acima, e´ uma ordem total sobre R que e´
compatı´vel com a adic¸a˜o e com a multiplicac¸a˜o.
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Demonstrac¸a˜o. Precisamos verificar as condic¸o˜es (I), (II), (III) e (IV ) do
Teorema 1.7.
(I) P + P ⊂ P .
Sejam α = (an) e β = (bn) dois elementos quaisquer de P .
Se α = 0 ou β = 0, e´ imediato que α + β ∈ P , logo, podemos supor que
α 6= 0 e β 6= 0. Neste caso, conforme a Definic¸a˜o 3.3, existem nu´meros naturais
p e q e existem nu´meros racionais M1 ∈ P ∗0 e M2 ∈ P ∗0 tais que
M1 < an para todo n > p e
M2 < bn para todo n > q.
Pondo-se n0 = max{p, q}, teremos para todo n > n0:
0 < M1 +M2 < an + bn;
portanto, (an + bn) e´ estritamente positiva e enta˜o α + β ∈ P ∗.
(II) P
⋂
(−P ) = {0}.
Seja α = (an) um elemento de P ⋂(−P ) e suponhamos que α 6= 0.
Como P = P ∗ ⋃{0} temos que α ∈ P ∗ o que resulta, em virtude do Lema
3.1, que existe p ∈ N tal que 0 < an para todo n > p.
De α ∈ −P vem que −α = (−an) ∈ P ∗, logo, existe q ∈ N tal que 0 < −an
ou an < 0, para todo n > q.
Tomando-se n > max{p, q} teremos 0 < an e an < 0 e chegamos assim a
uma contradic¸a˜o.
(III) P
⋃
(−P ) = R.
Seja α = (an) um nu´meros real qualquer e suponhamos que α /∈ P , logo, (an)
na˜o e´ convergente a zero. Portanto, de acordo com o Lema 2.11, existe M ∈ P ∗0
e existe n0 ∈ N tais que an < −M , para todo n > n0, ou seja, −α ∈ P ∗ e enta˜o
−α ∈ P .
(IV ) P · P ⊂ P .
Sejam α = (an) e β = (bn) dois elementos quaisquer de P .
Se α = 0 ou β = 0, e´ imediato que α · β ∈ P , logo, podemos supor que
α 6= 0 e β 6= 0. Neste caso, temos α · β = (an · bn) 6= 0, ou seja, (an · bn) na˜o e´
convergente a zero.
Por outro lado, em virtude do Lema 3.1, existem nu´meros naturais p e q tais
que
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an > 0 para todo n > p e
bn > 0 para todo n > q.
Logo, para todo n > max{p, q} teremos (an · bn) > 0, ou seja, (anbn) e´
estritamente positiva.
¥
Lema 3.3. O corpo ordenado R e´ arquimediano.
Demonstrac¸a˜o. De acordo com o Teorema 1.14 basta demonstrar que
se α = (an) ∈ P ∗, enta˜o existe um nu´mero natural a tal que α < a.
Ora, (an) e´ fundamental, logo, e´ majorada em Q, isto e´, existe M ∈ P ∗0 tal
que an < M , para todo n ∈ N.
Como Q e´ arquimediano existe a ∈ N tal que M < a, portanto, o nu´mero
natural a = (a) e´ estritamente maior do que α = (an).
¥
Sendo R um corpo arquimediano, para todo ε1 ∈ P ∗ existe, em virtude do
Corola´rio 1.9, um nu´mero racional ε ∈ P ∗0 tal que ε < ε1. Portanto, para mostrar
que uma sequ¨eˆncia (an) ∈ S(R) e´ fundamental, basta mostrar que, para todo
nu´mero racional estritamente positivo ε, existe n0 ∈ N tal que |αm − αn| < ε,
quaisquer que sejam m e n, com m > n0 e n > n0. Vale uma observac¸a˜o ana´loga
para sequ¨eˆncias convergentes de nu´meros reais.
Lema 3.4. Se (an) ∈ Sf (Q), enta˜o (an) ∈ Sc(R), isto e´, toda sequ¨eˆncia fun-
damental, de nu´meros racionais, e´ convergente para um nu´mero real; ale´m disso
temos lim an = (an).
Demonstrac¸a˜o. Para todo nu´mero racional ε ∈ P ∗0 existe n0 ∈ N tal que
|am − an| < ε =⇒ an − ε < am < an + ε,
quaisquer que sejam m e n, com m > n0 e n > n0.
Fixemos p > n0 e indiquemos ap por a. Conforme a identificac¸a˜o de Q com
(Q′) (Teorema 3.4), temos
a+ ε = (a+ ε) e a− ε = (a− ε).
Pondo-se α = (an) e observando-se que a − ε < am < a + ε, para todo
m > n0, teremos
(a− ε) < α < (a+ ε) =⇒ (−ε) < α− (a) < (ε)
=⇒ |α− ap| = |α− a| = |α− (a)| < (ε) = ε.
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Em resumo, dado ε ∈ P ∗0 existe n0 ∈ N tal que |α−ap| < ε, para todo p > n0.
Portanto, lim an = α.
¥
Teorema 3.6. O corpo ordenado R dos nu´meros reais e´ completo.
Demonstrac¸a˜o. O Lema 3.3 nos mostra que R e´ arquimediano. Portanto, em
virtude do Teorema 2.14, precisamos demonstrar que Sf (R) = Sc(R).
Seja (αn) uma sequ¨eˆncia fundamental de nu´meros reais. De acordo com o
Teorema 2.9, existe, para cada n ∈ N, uma sequ¨eˆncia crescente (ai,n)i∈N que e´
convergente para αn, logo, para todo ε ∈ P ∗0 existe um menor nu´mero natural i
tal que
|ai,n − αn| < ε
3
e para este ı´ndice i colocaremos bn = ai,n. Obtemos, deste modo, uma sequ¨eˆncia
(bn) de nu´meros racionais tal que
|bn − αn| < ε
3
,
para todo n ∈ N. Mostraremos, inicialmente, que esta sequ¨eˆncia e´ fundamental.
Com efeito, como (αn) e´ fundamental, existe n0 ∈ N tal que
|αm − αn| < ε
3
,
quaisquer que sejam m e n, com m > n0 e n > n0. Portanto, se m e n sa˜o dois
nu´meros naturais quaisquer, com m > n0 e n > n0, teremos
|bm − bn| ≤ |bm − αm|+ |αm − αn|+ |αn − bn| < 3. ε
3
= ε,
ou seja, (bn) e´ fundamental. Conforme o lema anterior, (bn) e´ convergente para
α = (bn), logo, existe n1 ∈ N tal que
bn − α < 2. ε
3
,
para todo n > n1. Por outro lado, tem-se
|αn − α| ≤ |αn − bn|+ |bn − α| < ε
3
+ |bn − α|.
para todo n ∈ N. Portanto, qualquer que seja n > n1, teremos
|αn − α| < ε
3
+ 2.
ε
3
= ε,
isto e´, (αn) e´ convergente para α.
¥
Para demonstrar que o corpo R dos nu´meros reais so´ pode ser ordenado de um
u´nico modo daremos, inicialmente, o seguinte lema.
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Lema 3.5. Para todo nu´mero real positivo a existe um u´nico nu´mero real positivo
b tal que b2 = a.
Demonstrac¸a˜o. O lema e´ imediato se a = 0, logo, podemos supor que a ∈ P ∗.
Se b e c sa˜o nu´meros reais positivos tais que
b2 = a = c2 =⇒ b2 − c2 = (b− c) · (b+ c) = a− a = 0;
para isso devemos ter (b− c) = 0 ou (b+ c) = 0, de onde vem, b = c ou b = −c.
Note que esta segunda igualdade na˜o ocorre ja´ que devemos ter a, b ∈ P ∗. Logo,
b = c.
Agora devemos provar que existe b tal que b2 = a. Considere, enta˜o, o con-
junto
S = {x ∈ R/ 0 ≤ x ex2 ≤ a}.
´E imediato que S e´ na˜o vazio (0 ∈ S) e majorado (por a+ 1), logo, de acordo
com o Teorema anterior , existe b = supS e com isso temos que 0 < b.
Afirmo: b2 = a. Suponha, por absurdo, que b2 6= a. Temos dois casos a serem
considerados:
• b2 < a. Note que,
(a+ b2) · b = a · b+ b3
= a · b+ b · b2 < a · b+ a · b = 2 · ab.
Seja 2 · ab
a+ b2
= b1, enta˜o b < b1. Por outro lado,
b21 =
4a2b2
(a+ b2)2
=
4a2b2
a2 + 2ab2 + b4
=
4a2b2
(a− b2)2 + 4ab2 .
Afirmo: 4a
2b2
(a− b2)2 + 4ab2 ≤ a.
Suponha, por absurdo, que 4a
2b2
(a− b2)2 + 4ab2 > a.
4a2b2
(a− b2)2 + 4ab2 > a =⇒
4a2b2
(a− b2)2 + 4ab2 − a > 0
=⇒ 4a
2b2 − a(a− b2)2 − 4a2b2
(a− b2)2 + 4ab2 > 0
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=⇒ −a(a− b
2)2
(a− b2)2 + 4ab2 > 0
=⇒ a(a− b
2)2
(a− b2)2 + 4ab2 < 0
Mas, note que:
0 < b =⇒ 0 < b2.
Como b2 < a e 0 < b2, temos que 0 < a. Ale´m disso, temos que 0 < a− b2.
Enta˜o, pela Regra dos Sinais, temos que
a(a− b2)2
(a− b2)2 + 4ab2 > 0.
Contradic¸a˜o, ou seja, b1 = 4a
2b2
(a− b2)2 + 4ab2 ≤ a.
Logo, b1 ∈ S, o que e´ absurdo pois b1 > b = supS.
• a < b2. Note que a+ b2 < b2 + b2 = 2b2.
Seja a+ b
2
2b
= b2, enta˜o b2 < b. Por outro lado,
b22 =
(a+ b2)2
4b2
=
a2 + 2ab2 + b4
4b2
=
(a− b2)2 + 4ab2
4b2
.
Afirmo: (a− b
2)2 + 4ab2
4b2
≥ a.
A verificac¸a˜o deste fato e´ ana´loga a anterior.
Assim, b22 ≥ a o que e´ absurdo pois b2 < b = supS.
¥
Se a e´ um nu´mero real positivo, enta˜o, o u´nico nu´mero real positivo b tal que
b2 = a e´ denominado raiz quadrada de a e sera´ indicado pela notac¸a˜o
√
a. O lema
acima nos mostra que todo nu´mero real positivo admite uma u´nica raiz quadrada
positiva.
Deste lema resulta, imediatamente, que o conjunto P dos elementos positivos,
de R, pela ordem ≤, coincide com o conjunto dos quadrados dos nu´meros reais.
Portanto, a ordem ≤ e´ determinada de modo u´nico e temos o seguinte teorema.
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Teorema 3.7. O corpo R dos nu´meros reais so´ pode ser ordenado de um u´nico
modo.
A u´nica ordem total, compatı´vel com a estrutura de corpo definida sobre R,
passa a ser denominada ordem habitual dos nu´meros reais. Notemos que se a e b
sa˜o dois nu´meros reais quaisquer, temos a < b se, e somente se, existe um nu´mero
real c tal que b− a = c2.
Definic¸a˜o 3.5. Um automorfismo de um corpo K, e´, por definic¸a˜o, um isomor-
fismo do corpo K nele pro´prio.
Teorema 3.8. O u´nico automorfismo do corpo R dos nu´meros reais e´ o automor-
fismo ideˆntico.
Demonstrac¸a˜o. Seja f um automorfismo de R e mostremos, inicialmente, que se
a e´ um nu´mero real positivo, enta˜o f(a) tambe´m e´ positivo. Isto e´ imediato, pois
conforme o Lema 3.5, existe b ∈ R tal que a = b2, de onde vem, f(a) = (f(b))2
e enta˜o f(a) > 0. Consideremos agora o subconjunto
M = {x ∈ R; f(x) = x}.
´E fa´cil verificar que M e´ um subcorpo de R, logo M ⊂ R.
Afirmamos que M = R, ou seja, que f e´ um automorfismo ideˆntico de R.
Com efeito, se M 6= R existe a ∈ R tal que f(a) 6= a e suponhamos que
a < f(a) (se f(a) < a, a demonstrac¸a˜o e´ ana´loga). De acordo com o Teorema
1.14, existe r ∈ Q tal que a < r < f(a).
a < r =⇒ 0 < r − a =⇒ 0 < f(r − a) = f(r)− f(a),
ou, f(a) < f(r) = r o que esta´ em contradic¸a˜o com r < f(a).
¥
3.2 Caracterizac¸o˜es do Corpo R dos Nu´meros Reais
Seja K um corpo ordenado pela ordem ≤. Indicaremos por 1K o elemento
unidade de K e por K0 seu corpo primo.
Ja´ sabemos que todo elemento de K0 e´ da forma
m.1K
n.1K
, com m e n inteiros e
n 6= 0.
Pondo-se a = m
n
, escreveremos a.1K =
m.1K
n.1K
, portanto, todo elemento de
K0 e´ da forma a · 1K , com a ∈ Q.
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Ale´m disso, a func¸a˜o σ, de K0 em Q, definida por σ(a) = a.1K , e´ um iso-
morfismo ordenado de K0 em Q. Se (an.1K) ∈ S(K0), com (an) ∈ S(Q),
colocaremos, por definic¸a˜o,
σ((an.1K)) = (an).
´E fa´cil verificar que σ e´ um isomorfismo de S(K0) em S(Q) e que
σ(Sf (K0)) = Sf (Q), ou seja, σ transforma toda sequ¨eˆncia fundamental de ele-
mentos de K0, numa sequ¨eˆncia fundamental de elementos de Q.
Teorema 3.9. Todo corpo arquimediano e´ ordenadamente isomorfo a um sub-
corpo do corpo dos nu´meros reais.
Demonstrac¸a˜o. Seja K um corpo arquimediano. De acordo com o Teorema 2.9,
todo elemento α, de K, e´ limite de uma sequ¨eˆncia (an1k) ∈ S0(K), logo, esta
sequ¨eˆncia e´ fundamental e enta˜o (an) tambe´m e´ fundamental. Conforme o Lema
3.4 esta sequ¨eˆncia (an) e´ convergente em R e lim an = (a).
Consideremos, enta˜o, a aplicac¸a˜o g, de K em R, que a todo α = lim(an1k) ∈
K faz corresponder o nu´mero real g(α) = lim an = (an).
Se α e β sa˜o dois elementos quaisquer de K, tem-se
α = lim(an1k) e β = lim(bn1k),
com (an) ∈ Sf (K) e (bn) ∈ Sf (K). Logo,
α + β = lim((an + bn)1k) e
αβ = lim((anbn)1k),
de onde vem,
g(α + β) = lim(an + bn) = lim an + lim bn = g(α) + g(β) e
g(αβ) = lim(anbn) = lim an · lim bn = g(α) · g(β).
Portanto, g e´ homomorfismo de K em R e como g na˜o e´ a func¸a˜o nula resulta
que g e´ um monomorfismo de K em R. Ale´m disso, e´ fa´cil ver que g e´ um
monomorfismo ordenado.
¥
Teorema 3.10. Todo corpo ordenado completo e´ ordenadamente isomorfo ao
corpo dos nu´meros reais.
Demonstrac¸a˜o. Suponhamos agora que o corpoK seja completo, logo, conforme
o Corola´rio 2.1, K e´ arquimediano.
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Consideremos, enta˜o, o monomorfismo ordenado g, de K em R, definido an-
teriormente. Se α = (an) e´ um nu´mero real qualquer, onde (an) ∈ Sf (K), enta˜o
(an1k) ∈ Sf (K0) e como K e´ completo esta sequ¨eˆncia e´ convergente para α′ ∈ K
e e´ imediato que g(α) = α′.
¥
Corola´rio 3.2. Dois corpos ordenados completos sa˜o ordenadamente isomorfos.
Demonstrac¸a˜o. Sejam K1 e K2 dois corpos ordeandos completos enta˜o pelo teo-
rema 3.10 temos que K1 e K2 sa˜o isomorfos ao corpo dos nu´meros reais; logo K1
e K2 sa˜o ordenadamente isomorfos.
¥
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