Deep Learning Based Brain Tumor Segmentation: A Survey by Liu, Zhihua et al.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 1
Deep Learning Based Brain Tumor Segmentation:
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Zhihua Liu, Long Chen, Lei Tong, Feixiang Zhou, Zheheng Jiang, Qianni Zhang, Caifeng Shan, Xiangrong
Zhang, Ling Li, Huiyu Zhou
Abstract—Brain tumor segmentation is a challenging problem
in medical image analysis. The goal of brain tumor segmentation
is to generate accurate delineation of brain tumor regions with
correctly located masks. In recent years, deep learning methods
have shown very promising performance in solving various
computer vision problems, such as image classification, object
detection and semantic segmentation. A number of deep learning
based methods have been applied to brain tumor segmentation
and achieved impressive system performance. Considering state-
of-the-art technologies and their performance, the purpose of this
paper is to provide a comprehensive survey of recently developed
deep learning based brain tumor segmentation techniques. The
established works included in this survey extensively cover tech-
nical aspects such as the strengths and weaknesses of different
approaches, pre- and post-processing frameworks, datasets and
evaluation metrics. Finally, we conclude this survey by discussing
the potential development in future research work.
Index Terms—Brain tumor segmentation, deep learning, neural
networks
I. INTRODUCTION
INFORMATION services in computer-assisted interventionhave been considered as an important tool in medical
imaging applications for a long time. These applications have
been commonly found in basic medical research and clinical
treatment, e.g. computer-aided diagnosis [1], medical record
data management [2], medical robots [3] and medical image
analysis [4]. Medical image analysis can provide precise
guidance for medical professionals to understand diseases and
investigate clinical challenges in order to improve health-
care quality. Among various tasks in medical image analysis,
brain tumor segmentation has attracted much attention in the
research community, which has been continuously studied
(illustrated in Fig. 1 (a)). In spite of tireless efforts of re-
searchers, as a key challenge, brain tumor segmentation still
remains to be solved. One of the major reasons for this
outcome is that brain tumors may appear in any location
inside the human brain with different shapes and sizes. Low-
quality imaging and diffusion boundaries between anomaly
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Fig. 1. Growth of professional attention on deep learning technologies. (a)
Keyword frequency map in MICCAI from 2018 to 2019. The size of the
keyword is proportional to the frequency of the word. We can observe that
’brain’, ’tumor’, ’segmentation’, ’deep learning’ have drawn huge attention in
the community. (b) The number of deep learning based solutions in each year’s
multimodal brain tumor segmentation challenge (BraTS). We observe that
researchers shift their interests to deep learning based segmentation methods
due to the powerful feature learning ability and impact performance made
by deep learning techniques since 2012 (Blue dashed line). Best viewed in
colors.
and normal tissues also make it difficult to obtain sufficient
segmentation accuracy. With the promising performance made
by powerful deep learning methods, a number of deep learning
based methods have been applied on brain tumor segmentation
to extract feature representations automatically and achieve
promising system performance as illustrated in Fig. 1 (b).
Gliomas are one of the most common primary brain tumors
that stem from astrocytes that form the structural backbone
of the brain, where ’primary’ means that the tumors originate
from the brain instead of elsewhere. World Health Organiza-
tion (WHO) reports that [5], gliomas can be graded from level
one to four based on their microscopic images and tumor be-
haviors. Grade I and II are Low-Grade-Gliomas (LGG) which
are close to benign and slow growing cases. Grade III and
IV are High-Grade-Gliomas (HGG) which are cancerous and
aggressive. Current treatment includes surgery removal fol-
lowed by radiotherapy and chemotherapy. Image segmentation
plays an active role in gliomas diagnosis and treatment. For
example, information from glioma image segmentation may
help surgery planning. Hierarchical features from a glioma
segmentation map may also help postoperative observations
and improve the survival rate. To quantify the outcome of
image segmentation, we define brain tumor segmentation as
follows: Given an image frame from one or multiple MRI
sequences, the system aims to automate the segmentation of
the tumor area from the tissues and to classify each voxel or
pixel of the input data into a pre-set category. Finally, the
system returns the segmentation map of the corresponding
data. Fig. 2 shows one exemplar HGG and LGG dataset with
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Fig. 2. Exemplar input dataset with different MRI modalities and corresponding segmentation outputs. Each column represents a unique MRI modality (from
left to right: T1, T1c, T2, FLAIR). The last column is the corresponding manual segmentation output.
different MRI sequences and segmentation maps.
Different imaging methods serve with individual advantages
and drawbacks. For example, Computed Tomography (CT)
is widely used on an emergency basis due to fast imaging
speed with the strength of revealing bone fractures, blood and
organ injury. Magnetic Resonance Imaging (MRI) provides
tissue details with no radiation worry but costs much higher
and usually takes more time for image reconstruction. In this
survey, we focus more on brain tumor and lesion segmentation
methods, especially in architecture comparison and categoriza-
tion. We wish to explore how different architectures affect deep
neural networks’ segmentation performance and how different
learning approaches can be further improved for brain tumor
segmentation.
II. BACKGROUND
A. Research Challenges
Despite significant progress that has been made in brain
tumor segmentation, state-of-the-art deep learning based meth-
ods still experience unsatisfactory outcomes with several chal-
lenges to be solved. The challenges associated with brain
tumor segmentation can be categorized as follows:
• Location Uncertainty Glioma is mutated from gluey
cells, which is a kind of supportive cell surrounding
nerve cells. Due to the wide spatial distribution of gluey
supportive cells, either High-Grade Glioma (HGG) or
Low-Grade Glioma (LGG) can appear at any location
inside the brain.
• Morphological Uncertainty Differ from a rigid object,
the morphology, e.g. shape and size, of different patients’
brain tumors can vary with large uncertainty. As the
external layer of a brain tumor, or edema tissues, show
different fluid structures, which barely provide any prior
information for describing the tumor shapes. The sub-
regions of a tumor may also vary in shape and size.
• Diffusion and Low Contrast High resolution images
with multi-modality channels (such as T1 and T2 in
MRI) in high contrast are expected to contain more
image information [6]. Due to the image projection and
tomography process, the sliced images are common in
low quality, most in diffusion and low contrast. The
boundary between biological tissues tends to be blurred
and hard to detect. Cells nearby the boundary are hard
to be classified. This limits the automated algorithms to
extract sufficient information for further processing.
• Annotation Bias Manual annotation highly depends on
personal experience, which can introduce an annotation
bias during dataset labeling. As the exemplar cases are
shown in Fig. 3 (a), some annotations tend to connect
all the small regions into a large region while the other
annotation tends to label the voxels individually, thus the
ground truth annotation tends to be sparse. The annotation
biases have a huge impact on the detection algorithm
which may be confused by the biases during the learning
and processing.
• Imbalanced Issue As the examples are shown in Fig. 3
(b) and (c), there exists an unbalanced number of voxels
in different tumor regions. For example, the NCR/ECT
region is much smaller than the other two regions. The
imbalanced issue can affect the learning algorithm as
well, as the extracted features may be highly dominated
by large tumor regions.
Fig. 3 shows research challenges when we conduct auto-
mated segmentation algorithms for glioma tumors. This figure
shows examples and statistics in detecting glioma tumors, and
also illustrate other brain anomalies such as TBI lesions and
ischemic stroke lesions.
B. Related Problems
There are a number of unsolved problems in brain tumor
segmentation. Brain tissue segmentation or anatomical brain
segmentation aims to label each voxel or pixel into a unique
brain tissue class. This segmentation assumption is that the
brain image does not contain any tumor tissue or other anoma-
lies [7], [8]. The goal of white matter lesion segmentation is to
segment the white matter region from the normal tissue. The
white matter lesion itself does not contain sub-regions such
as necrotic and cores, where segmentation may be achieved
based on binary classification methods. Tumor detection aims
to detect abnormal tumors or lesion tissues and report the
predicted class of each tissue. This returns the bounding box
as the detection result and the label as the classified result
[9], [10], [11]. It is worth mentioning that some research
works with the words “brain tumor detection” only return
the bounding box of the tumor tissue as the detection result.
Some research methods return the single label segmentation
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Fig. 3. Challenges in segmenting brain glioma tumors. (a) shows glioma tumor exemplars with various sizes and locations inside the brain. (b) and (c) show
the statistical information of the training set in the multimodal brain tumor segmentation challenge 2017 (BraTS2017). The left hand side figure of (b) shows
the FLAIR and T2 intensity projection, and the right hand side figure shows the T1ce and T1 intensity projection. (c) is the pie chart of the training data with
labels, where the top figure shows the HGG labels while the bottom figure shows the LGG labels. There are clear region and label imbalances. Best viewed
in colors.
mask or the center of the tumor core as the point of interest
without performing further reasoning and segmentation. In this
paper, we focus on glioma tumor segmentation and sub-region
voxel (or pixel) level segmentation. Disorder diagnosis is to
extract pre-defined features from brain scan images and then
classify feature representations into pre-specified disorders
such as High-Grade-Glioma (HGG) vs Low-Grade-Glioma
(LGG), Mild Cognitive Impairment (MCI) [12], Alzheimers
Disease (AD) [13] and Schizophrenia [14]. Disorder diagnosis
relies on classification algorithms that do not normally need
segmentation masks. Survival Prediction concerns identifying
tumors’ patterns and activities [15] in order to predict the
survival rate of a patient [16]. Survival prediction normally
returns a survival rate as a supplementary of the clinical diag-
nosis, which can be regarded as the down-stream regression
task of tumor segmentation or disease diagnosis.
C. Difference From Previous Surveys
A number of notable medical image analysis surveys have
been published in the last few years. We present recent relevant
surveys and review papers in Table I. A survey of early state-
of-the-art brain tumor segmentation methods before 2013 was
presented in [17], where most of the methodologies were
proposed before 2013 using conventional machine learning
methods with hand-crafted features, e.g. region-growing and
clustering methods. Liu et al. [18] reported a survey on MRI
based brain tumor segmentation in 2014. This survey does not
include any deep learning based method. A survey reported
in [4] summarised deep learning based techniques on medical
image analysis. This survey is of broad studies on medical
image processing whilst it mentions several deep learning
based brain tumor segmentation methods. Bernal et al. [19]
reported a survey focusing on the use of deep convolutional
neural networks for brain image analysis. This survey only
highlights the usage of deep convolutional neural networks.
Other important methods such as deep generative models
and recurrent networks were not mentioned. Akkus et al.
[20] presented a survey on deep learning for brain MRI
segmentation. The methods presented in [20] mainly base
on convolutional neural network while other deep learning
methods were not introduced. Also, they did not discuss
important aspects such as datasets, and data pre/post process-
ing. Recently, Esteva et al. [21] presented a survey on deep
learning for health-care. This survey summarized the works
of how deep learning in computer vision, natural language
processing, reinforcement learning and generalized methods
promote health-care applications. For a broader view of object
detection and semantic segmentation, a recent survey was
published in [22], providing further implications on object
detection and semantic segmentation.
Narrowly speaking, the word ”deep learning” means us-
ing neural network models with stacked functional layers
(usually layer number > 5). Neural networks are able to
learn high dimensional hierarchical features and approximate
any continuous functions. Considering the achievements and
recent advances of deep neural networks, several surveys have
reported the developed deep learning techniques, such as [23],
[24] and [25].
D. Data Collection
In this survey, we have collected and summarized the re-
search studies reported on over one hundred scientific papers.
Google Scholar and IEEE Xplore are the major search engines.
We also retrieved major journals in the scientific community
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Fig. 4. A taxonomy of this survey for deep learning based brain tumor segmentation.
including Medical Image Analysis and IEEE Transactions
on Medical Imaging. Furthermore, we evaluate proceedings
from relevant major conferences, such as ISBI, MICCAI,
CVPR, ICCV, and NIPS, to retain frontier research outcomes.
We examine annual challenges and their related competition
entries such as The Multimodal Brain Tumor Segmentation
Challenge (MICCAI BRATS) and Ischemic Stroke Lesion
Segmentation Challenge (ISLES). In addition, some of the
established methods’ pre-printed versions on arXiv are also
included as a source of information.
E. Contribution of this survey
With the breakthrough improvement made by deep learning
in recent years, numerous deep learning based methods have
been published on brain tumor segmentation and achieved
promising results. This paper, as a platform, provides a com-
prehensive and critical survey of the current deep learning
based brain tumor segmentation methods. We anticipate that
this survey supplies useful guidelines and coherent technical
insights for someone who chooses deep learning as a devel-
opment tool for brain tumor segmentation. This survey makes
these contributions: (1) We provide a summary of current
state-of-the-art deep learning based brain tumor segmentation
algorithms. (2) We categorize deep learning based brain tumor
segmentation algorithms according to different structures or
pipelines. (3) We discuss the challenges, open issues and
potential working perspectives for deep learning based brain
tumor segmentation.
The rest of this survey is organised as illustrated by the
taxonomy shown in Fig. 4: In Sec. III, we review the methods
of brain tumor segmentation. Related data augmentation, pre-
and post-processing techniques are also discussed in Sec.
IV. In Sec. V, we explore datasets, related challenging tasks
and evaluation metrics. We point out several future research
directions in Sec. VI and conclude this paper in Sec. VII.
III. DEEP LEARNING BASED BRAIN TUMOR
SEGMENTATION METHODS
Researchers have considered deep learning as a rising
subset of machine learning techniques. Rather than using
pre-defined hand-crafted features, deep neural networks can
learn hierarchical features thoroughly from the input images.
A sketch comparison between traditional and deep learning
based brain tumor segmentation algorithms is shown in Fig.
5. Deep learning methods require a large amount of training
data for avoiding the over-fitting problem and large computing
resources for accelerating the training procedure. Combined
with effective weight initialization and optimization strategies,
deep learning methods have achieved state-of-art performance
in various domains such as object detection [22] and natural
language processing [83]. Recently, many researchers have
also applied deep learning into medical image related tasks,
such as chest x-ray image analysis [84] and breast image
analysis [85].
There are many well-known deep learning methods such as
convolutional neural networks and recurrent neural networks.
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TABLE I
A SUMMARY OF THE EXISTING SURVEYS.
Survey Title Ref Num Published Year Remarks
State of the art survey on MRI brain
tumor segmentation
[17] MRI 2013 Summary of segmentation methods before
2013
A survey of MRI-based brain tumor
segmentation methods
[18] Tsinghua Science
and Technology
2014 Survey of methods used for brain MRI
segmentation before 2014
A survey on deep learning in medical
image analysis
[4] MIA 2017 A comprehensive survey of deep learning
methods in medical image analysis
Deep convolutional neural networks for
brain image analysis on magnetic reso-
nance imaging: a review
[19] AIM 2018 Review on convolutional neural networks
used for brain MRI image analysis
Deep learning for brain MRI segmen-
tation: state of the art and future direc-
tions
[20] DI 2017 Review on deep learning based brain MRI
segmentation methods
A guide to deep learning in health-care [21] Nature Medicine 2019 A survey on promoting health-care applica-
tions by deep learning techniques.
Deep learning for generic object detec-
tion: A survey
[22] arXiv 2018 A comprehensive review on deep learning
based object detection
Deep learning [23] Nature 2015 An introduction review on deep learning and
its applications
Recent advances in convolutional neu-
ral networks
[24] PR 2015 A survey on convolutional neural networks
and its application on computer vision, lan-
guage processing and speech.
Probabilistic machine learning and arti-
ficial intelligence
[25] Nature 2015 A survey on probabilistic machine learning
methods and its application.
Deep Learning Based Brain Tumor
Segmentation: A Survey
- Ours 2020 A comprehensive survey of deep learning
based brain tumor segmentation
TABLE II
OVERVIEW OF RELEVANT PAPERS FOR DEEP LEARNING BASED BRAIN TUMOR SEGMENTATION.
Method Categories Sub Categories Publications
CNN Single-Path [26], [27], [28], [29], [30], [31], [32]
Multi-Path [33], [34], [35], [36], [37], [38], [39], [40], [41], [42]
FCN Vanilla FCN [43], [44], [28], [45], [46], [47], [48], [49], [50]
U/V-Net Based [51], [52], [53], [54], [55], [56], [57], [58], [59], [60]
Cascaded CNN - [61], [62], [63], [64]
RNN GRU [65], [66]
CRF-RNN [67]
Generative Model GAN [68], [69], [70], [71], [72]
Autoencoders [73], [74], [75], [76]
Ensemble Models - [77], [78], [79], [80], [81], [82]
In this survey, we categorize various deep learning based brain
tumor segmentation methods into four classes according to
different structures or fundamentals.
• Convolutional Neural Networks Based Methods Since
their first use in hand-written digit recognition [86] and
image classification [87], convolutional neural networks
has been widely used in computer vision. Conventional
Neural Networks (CNNs) contain stacked convolutional
and pooling layers, which can effectively capture the
translation invariance of the input signals.
• Recurrent Neural Networks Based Methods Recurrent
neural networks can learn the representation of the time
sequence inputs. RNNs contain a memory function that
remembers and reuses the previously learned information.
Variations such as bidirectional-RNNs (Bi-RNNS) and
long-short term memory (LSTM) have achieved superior
performance on various applications such as video un-
derstanding and visual question answering. Most RNN-
based brain tumor segmentation treats one dimension in
the volumetric data of MRI or CT as the time dimension,
and the slices formed by the other two dimensions are
sequential inputs of the RNN network.
• Deep Generative Model Based Methods Deep gen-
erative models have shown noticeable advances in data
simulation and conditional density estimation. Recently,
researchers have applied generative adversarial networks
(GANs) and auto-encoders (AEs) to brain tumor seg-
mentation. Generative adversarial networks are normally
formed by a generator and a discriminator. The generator
and the discriminator are trained together to play a
minimax game. For the brain tumor segmentation appli-
cations, the generator generates the tumor segmentation
mask and the discriminator determines whether the tumor
segmentation mask is generated or from the ground-truth
data [68]. On the other hand, the auto-encoder aims to re-
construct healthy brain images from the training images.
The difference between the healthy reconstruction result
and the original data is the segmented tumor [73].
• Model Ensembling Different networks perform very
diversely with different strengths and weaknesses. The
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 6
Fig. 5. A sketch comparison between traditional and deep learning based brain tumor segmentation algorithms.
models are influenced by the main architectures and
the training settings. Recent research shows that model
ensembling can average the variances within the sub-
models and configuration-specific behaviors. This leads
to an unbiased generic method with robust performance.
Examining different main architectures, we categorize rel-
evant deep learning based brain tumor segmentation methods
proposed in recent years and show them in Table II. Some
categories contain sub-categories according to the used core
technologies in each method, e.g. the CNN category contains
two sub-categories listed as single- and multi-path CNNs.
Some categories share the same technology with others, e.g.
most RNN and Generative Models use CNN as the backbone
for feature extraction. Here, we pay more attention to the core
idea of the methods and then classify the methods based on
the core technologies. Note that the existing methods can be
categorized in different ways. For example, these methods can
be categorized into 2D and 3D methods based on the input
data dimensions. As the goal of this survey is to evaluate
how different architecture designs affect the segmentation
performance, we use the structure concept for categorisation.
Note that a complete brain tumor segmentation pipeline
(illustrated in Fig. 6) must be of other components. However,
in this survey, we focus on the similarities, differences, ad-
vantages and disadvantages of the segmentation algorithms.
A summary of other components, such as dataset summary,
data pre-processing, data augmentation, post-processing and
evaluation metrics will be discussed broadly in the following
sections. More details can be found in the literature.
A. Convolutional Neural Network Based Methods
Convolutional neural networks, often known as CNNs, have
a strong ability in processing and learning features from
images and videos. A CNN typically contains convolutional
layers and pooling layers followed by an activation layer
and finally a fully connected layer. CNNs have been widely
used as the backbone network in various deep neural network
applications. Here, we divide the CNN based methods into
four categories: (1) single-path CNN, (2) multi-path CNN,
(3) fully convolutional networks (FCNs), and (4) cascaded
architecture.
1) Single-Path and Multi-Path CNN: Single path neural
networks contain a Single path neural networks contain a sin-
gle flow of data processing where the network starts to sample
the input image with convolutional layers. This is followed by
the pooling layer and non-linear rectifier layers. Many research
works e.g. [88], [26], [27], [28] use single-path networks
due to computational efficiency. Compared with single-path
networks, multi-path convolutional neural networks can extract
different features from different processing pathways with
different scales. The extracted features are then combined
or concatenated together for further processing. A common
interpretation is that the path with a large scale kernel can
learn features from a larger reception field known as global
features. Paths with a small scale kernel can learn features
from a smaller reception field known as local features. Global
features provide global spatial information such as global
positions of the target object while local features provide
more concrete information such as texture, size and boundary
details. Early research work like [89] used a 3 pathways
CNN to segment brain MRI images. Local pathways contain
kernels of size 5 × 5 and 7 × 7 while the global pathway
using a kernel of size 9 × 9. Both the local and global
pathways contain three convolutional layers and exploit the
features simultaneously. Havaei et al. [33] reported a novel
two-pathway structure that learns local brain information as
well as contexts. The local pathway uses the kernel of 7 × 7
and the global pathway is of the kernel of 13 × 13. In order
to utilize the CNN architectures, the authors designed several
ablation CNN architectures that concatenate the first CNN’s
output into the different levels of the second CNN. They tested
three different cascaded structures that concatenate the first
CNN’s output with (1) the input, (2) a local pathway and (3)
the output of the second CNN layer. The vanilla structure of
the two-pathway of [90] is shown in Fig. 7.
Kamnitsas et al. [34] presented a dual pathway CNN with
fully connected conditional random fields as post-processing.
Instead of using convolutional kernels of different sizes, the
proposed network takes the input with different patch sizes,
known as the normal resolution input of size 25×25×25 and
the low resolution input of size 19×19×19. In order to make
the network deeper, the authors use a small convolution kernel
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Fig. 6. A conceptual illustration of a deep learning based brain tumor segmentation system. Colored rectangles represent an optional processing module,
while arrow line represents the flow of the data from the multi-modality input to segmentation output. Not all the modules must be included to deliver the
functionality.
at both pathways with a size of 3× 3× 3. The network learns
the local detailed information of the tumor image such as
texture and boundary from the local pathways with the normal
resolution segment as the input. From the global pathway, the
network focuses on learning global spatial information such
as the location of a tumor with the low resolution segment as
the input.
There are other related systems using a multi-pathway to
construct a convolutional neural network for different scaling
feature learning. Zhao et al. [35] designed a multi-scale CNN
with a large scale path with an input size of 48 × 48, a
middle scale path with the input size of 18× 18 and a small
scale path with the input size of 12 × 12. Sedlar et al. [38]
trained two small convolutional neural networks for brain
tumor segmentation. One extracts features from a local region
and the other extracts features from a larger region. Choi et al.
[37] presented three different architectures that combine fine
and coarse features in order to obtain accurate segmentation
for the prognosis of ischemic strokes.
2) Fully Convolutional Based: In the early stage of using
CNNs for image classification, the final layer is a fully
connected layer that produces a single value. The output of the
final fully connected layer can be interpreted as the predicted
label with the highest probability. Long et al. [91] introduced
fully convolutional networks which use a deconvolutional layer
to replace the final fully connected layer and predict segmen-
tation masks directly. In the fully convolutional networks, the
final fully connected layer is replaced by the deconvolutional
layer for up-sampling that transforms the down-sampled fea-
ture map back to the original spatial size. FCNs therefore can
be trained in an image-to-segmentation map fashion and have
computational efficiency over the CNN patch classifiers. One
well recognized variant of FCNs, known as U-Net [92] and its
related usage on brain tumor segmentation will be discussed
later.
Jesson et al. [44] extended the standard FCN by using a
multi-scale loss function. One limitation of FCNs is that FCNs
do not explicitly model the contexts in the label domain. The
usage of multi-scale loss provides different resolutions and
the FCN variant minimizes the multi-scale loss function by
combining higher and lower resolutions to model the contexts
both in image and label domains. In [45], researchers proposed
a boundary aware fully convolutional neural network, which
includes two branches for up-sampling. The boundary detec-
tion branch aims to learn the boundary information of the
whole tumor whilst considering it as a binary classification
problem. The region detection branch learns to detect and
classify sub-region classes of the tumor. The outputs from
the two branches are concatenated and fed to a block of two
convolutional layers with the softmax classification layer. The
total loss function is
Ltotal(θ) =
∑
t∈{r,b,f}
∑
n
∑
i
logPt(lt(xn,i);xn,i, θt) (1)
where θ = {θr, θb, θf} is the set of weight parameters in the
boundary-aware FCN. lt refers to the loss function of each
branch. xn,i is the i-th voxel in the n-th image used for
training, and Pt refers to the predicted probability of voxel
xn,i belonging to class lt.
One important mutant of FCNs is U-Net, reported in [92].
U-Net consists of a contracting path to capture contexts and
a symmetric expanding path that enables precise localization.
The expansive path is more or less symmetric to the con-
tracting path. This usage leads to a U-shaped architecture. In
U-Net, the network does not contain any fully connected layer
and only uses the valid part of each convolution layer such as
segmentation map. This strategy yields missing contexts when
predicting the boundary of each image. In order to obtain
the missing contexts, the input image is concatenated in a
mirroring way. The vanilla structure of U-Net used for brain
tumor segmentation is shown in Fig. 8.
One advantage of using U-Net, compared against traditional
FCNs, is the skip connections between the contracting and
the expanding paths. The skip connections pass the feature
maps from the contracting path to the expanding path and
concatenate feature maps from two paths directly. The original
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Fig. 7. A high level comparison between single-path CNN and two-path
CNN.
image data through skip connections can help the layers in
the contracting path repair the details. Many research works
have been proposed for brain tumor or lesion segmentation,
based on U-Net. For example, Brosch et al. [28] used fully
convolutional networks with skip connections to segment
multiple sclerosis lesions. Isensee et al. [51] reported a mod-
ified U-Net for brain tumor segmentation, where the authors
used a dice loss function and extensive data augmentation to
successfully prevent over-fitting. In [52], the authors used zero
padding to keep the output dimension for all the convolutional
layers in both down-sampling and up-sampling paths. Dolz
et al. [53] introduced an extended U-Net with multiple input
channels and dense concatenation for lesion detection. Other
methods such as [54], [55], [56], [57] also extended U-Net
for achieving better brain tumor segmentation results. Chang
et al. [46] reported a fully convolutional neural network with
residual connections. Similar to skip connection, the residual
connection in this paper allows both low-level and high-level
feature maps to contribute towards the final classification.
In order to extract rich feature information from the original
3D volume data, Milletari et al. [58] introduced a modified
3D version of U-Net, called V-Net, with the customized Dice
coefficient loss function. Beers et al. [59] introduced 3D U-
Nets based on sequential tasks, which uses the entire tumor
ground truth as an auxiliary channel to detect enhancing
tumors and tumor cores. In the post-processing stage, the
authors employed two additional U-Nets that serve to enhance
the prediction for better classification outcomes. The input
patches consist of seven channels: four anatomical MR and
three label maps corresponding to the entire tumor, enhancing
tumor, and tumor core.
3) Cascaded CNN: Spatial information, such as spatial
inclusion relationship, can be applied as prior auxiliary knowl-
edge for image segmentation, e.g. a common property of
biological tissues is that the core of a tumor is surrounded
by extended edema tissues. Such kind of properties can be
used either on the processing stage to segment sub-regions, or
on the refining stage to remove false positive segmentation.
Another problem is that the pixels of anomaly regions only
occupy a low percentage, compared to the background pixels
and normal tissue pixels. The imbalance between the positive
pixel samples (anomaly regions, e.g., tumors and lesions) and
negative pixel samples (background and normal tissue pixels)
may introduce prediction biases to the training models. Using
a sub-region hierarchy to reduce the imbalance noise, various
cascaded network structures have been proposed for brain
tumor sub-region segmentation. Wang et al. [61] presented
cascaded convolutional neural networks using sub-region hier-
archical information to decompose a multi-class segmentation
problem into three binary segmentation problems. As shown
in Fig. 9, the first network takes multi-modal MRI images
as input and the segmentation mask with a bounding box of
the entire tumor is obtained. Using the bounding box, the
cropped slice is used as the input of the second network
to segment the tumor core from the tumor. This procedure
repeats again for the third network to segment the enhancing
core from the tumor core. Bounding boxes and cropped slices
are generated from the ground truth annotation for network
training. In the testing stage, a binary segmentation output
is inferred and used as the input for the next stage, which
serves as the anatomical constraints for the segmentation. The
authors used a stack of slices as input with a large receptive
field in 2D and a relative small receptive field in the out-plane
direction that is orthogonal to the 2D slices. In each network,
dilated convolution and residual connections are used, where
the dilated convolution kernel enlarges the receptive field and
the residual connection allows a functional block to learn
residual functions with reference to the input.
The main advantage brought by cascaded structures is that it
enables us to convert multi-class segmentation into sequential
binary segmentation tasks with the flow of the cascaded
outputs. Casamitjana et al. [62] reported two cascaded V-Nets
by utilizing the region of interests (ROI) mask. This allows the
training procedure to focus on relevant voxels. Chen et al. [63]
described a cascaded classifier for multi-class segmentation.
Liu et al. [64] used cascaded structures to achieve feature
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Fig. 8. A high level comparison between different kinds of fully convolutional networks (FCNs).
Fig. 9. The structure of cascaded convolutional networks for brain tumor
segmentation, modified from the original structure reported in [61]. WNet,
TNet and ENet are used for segmenting the whole tumor, tumor core and
enhancing tumor core, respectively.
fusion from different standard feature extraction methods.
4) Summary: Convolutional neural network based models
have recently become a popular method in image processing.
Convolutional kernels can help efficiently extract features of
low or high dimensions and the pooling layer used in the
networks can learn translation invariance and also reduce the
system parameters’ number by reducing feature dimension-
ality. Various applications have shown research and practical
values of using convolutional neural networks based models
for brain tumor segmentation. As the extension of single path
feed-forward CNNs, multi-path CNNs aim to extract different
features from either a global or a local field, or different fea-
tures from different modalities. Fully convolutional networks
aim to reconstruct an image using deconvolutional layers.
FCNs take input patches in any size and reduce the parameter
size by replacing fully connected layers with deconvolutional
layers. The main shortcoming of FCNs is that the result of
the up-sampling operation tends to be blur and not sensitive
to the small details of images, which limits their performance
in medical image analysis. Cascaded networks can take sub-
regions’ spatial relationships into account, although it is harder
to train multiple sub-networks than training a single end-to-
end network. Selected CNNs based methods comparison is
shown in Table III.
B. Recurrent Neural Network Based
Recurrent Neural Networks (RNNs) are first created for
handling the sequential process problems, where the current
output depends on the current input and the representation of
the previous inputs. One mutant of recurrent neural networks
is Long Short-Term Memory (LSTM) networks. The historical
information can be stored and processed over a long sequence
inside the LSTM cell. For a two dimensional image, LSTM
connects hidden units in grid-like four directions, i.e. up,
down, left and right. Graves et al. [93] and Byeon et al.
[94] reported pioneer works for applying Multi-Dimensional
LSTMs to image classification and segmentation tasks. The
LSTM units recursively gather information from the prede-
ceasing LSTM units based on adjacent pixels. Rather than
processing 3D voxel data using 2D slices, 3D LSTMs can
directly process full voxel contexts through 8 adjacent voxels
in 8 sweeps (each sweep is the direction of one of the 8
directed volume diagonals).
Gated Recurrent Units (GRU) is another mutant of RNNs
using an update gate to combine the hidden and cell states
instead of using a forget gate and the input gate, compared
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TABLE III
COMPARISON OF CNN BASED METHODS.
Method Dimension Structure Pros Cons
[26] 2D Single-Path CNN Pioneer work applying CNN on
brain tumor segmentation.
A basic CNN structure with limited
performance.
[27] 2D Single-Path CNN Multi-model sequence as input. Simple CNN structure with large
parameter size.
[28] 3D Single-Path CNN Pioneer work on using 3D CNN on
brain tumor segmentation
Need more parameters for process-
ing additional dimension informa-
tion.
[29] 2D Single-path CNN A work on uncertainty represen-
tation by combining Monte Carlo
Dropout on parameters.
Original FRRN designed for high
resolution images, which is not
suitable for low resolution medical
images.
[31] 2D Stacked residual
convolutional encoder
and decoder
First method using residual convo-
lutional encoder-decoder structures
Decoder layers generates segmen-
tation maps with smooth boundary.
[32] 2D Dilated CNN First work using dilated convolu-
tional kernels
Limitation for tissue deformation
learning
[35] 2D Multi-Path CNN Multi scale convolutional kernel A basic multi-path CNN with lim-
ited performance
[43] 2D Multi-Path CNN Each view as a input sequence,
combine features from different
view
The combined feature may intro-
duce additional parameters.
[44] 3D FCN FCN with multi-scale loss in 3D
images
Need more parameter for addi-
tional dimension information
[45] 2D FCN FCN with multi tasks Blurry segmentation results on sub-
region segmentation results
[51] 2D U-Net Extended U-Net on brain tumor
segmentation
A basic extended version of U-Net
on brain tumor segmentation
[61] 2D Cascaded CNN Precision segmentation on sub-
regions
Hard to train multi large CNNs
Fig. 10. Illustration of Gated Recurrent Units (GRU). Left: C-GRU on one dimensional graph. Right-top: 6 C-GRUs in a MD-GRU. Right-bottom: The
network structure reported in [65].
with LSTM. GRU request less memory and therefore it is
more suitable for processing large volumetric data, which
encourages the network to be deeper and larger for the same
volume size. [65] used Multi-Dimensional Gated Recurrent
Units for brain tumor segmentation. The cell block within
Simon’s MD-GRU is convolutional GRU (C-GRU), shown in
Figure 10. The C-GRU is defined as:
rj = θ
( I∑
i
(xi ∗ wi,jr ) +
J∑
k
(hkt−1 ∗ uk,jr ) + bjr
)
, (2)
zj = θ
( I∑
i
(xi ∗ wi,jz ) +
J∑
k
(hkt−1 ∗ uk,jz ) + bjz
)
, (3)
h˜jt = φ
( I∑
i
(xi ∗ wi,j) + rj 
J∑
k
(hkt−1 ∗ uk,j + bj)
)
, (4)
hjt = z
j  hjt−1 + (1− zj) h˜jt , (5)
where x is the input data, rj is the reset gate and zj
is the update gate.  is the element-wise multiplication.
θ(· ) is the logistic activation function and φ(· ) is the tanh
activation function. w and u are the parameters for the
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current and the previous states’ output respectively. ∗ is the
convolution operation. A Multi-Dimensional GRU(MD-GRU)
contains 2×D C-GRU where D is the dimension number of
the input image or voxel data. Similar to [95] using parallel
multi-dimensional LSTMs for brain MR segmentation, each
C-GRU can only handle one direction and one dimensional
signals. Prepossessing tumor data such as high-pass filtering
and intensity normalization are used. Detailed structures of
MD-GRU are shown in Fig. 10.
Le et al. [66] combined the recurrent fully convolutional
network (RFCN) with variational level sets (VLS) for tumor
segmentation. Unlike the previous studies using recurrent
structures for pixel-wise adjacent information concatenation,
in RFCN, the deconvolutional layer takes the previous con-
volutional layer’s output (Y(s,θ)) as input feature map. The
output of the deconvolutional layer is then used as part of
the input to the next convolutional layer via a skip connec-
tion, shown as ˆYs,γ = concat[gs(Y(s,θ); γ),Y(s−1,θ)], where
gs(; γ) denotes a deconvolutional layer with jointly learned
parameter γ to up-sample the input feature map.
In order to remove false negatives in the refining stage while
training the network in an end-to-end fashion, researchers [96],
[97] have applied fully connected conditional random fields
to the segmentation networks. Zheng et al. [98] reported that
conditional random fields (CRFs) can be used as recurrent
neural networks (CRF-RNN). The inference step within CRFs
can be regarded as a sequence of recursions, which can be
back-propagated as recurrent neural networks. Zhao et al.
[67] first used conditional random fields as recurrent neu-
ral networks for post-processing the segmentation map. The
authors use a FCNN for producing segmentation labels for
the image pixels. Then the CRF-RNN takes the segmentation
output and the original image as the inputs to produce a
refined segmentation map using pixel intensity and position
information. The training procedure can be divided into three
steps: first randomly select image samples to avoid class-
imbalance for training the FCNN, then train the CRF-RNN
as FCNN parameters are fixed, finally fine-tune the entire
network. By integrating FCNN with CRF-RNN, this method
achieves promising performance on the dataset BRATS2015
with promising computational efficiency.
1) Summary: Recurrent neural networks demonstrate ef-
fective power in handling time-sequence processing problems.
LSTM and GRU allow neural networks to equip with the abil-
ity to filter historical information using the memory and forget
gates. Existing RNN based models take the third dimension
of 3D voxels as the time sequence axis, which extends the
networks’ ability using spatial information. Selected RNNs
based methods and their comparison are shown in Table IV.
C. Deep Generative Model Based
Deep neural networks still face several challenges. First, like
many supervised methods, deep neural networks hold the same
hypothesis as the traditional machine learning techniques that
can only handle the testing data with the same distribution
as the training data. In real world datasets, there exists
a discrepancy between the distributions of the testing and
training data. This may lead to the bias prediction problem
or model over-fitting. Secondly, the dataset labeling is labor
consuming and time consuming, especially for a dense pixel-
level segmentation dataset in medical applications. Another
drawback is the majority of deep learning models focus
on pixel level classification whilst ignoring the relation or
connection between adjacent pixels. This may lead to high
accuracy in pixel level classification but the segmentation
result is inconsistent due to the variations in size and shape
of the targets.
1) Generative Adversarial Networks: As a rising sub-set
of generative models, generative adversarial network (GAN)
[99] was proposed to tackle the above issues. The generator
and the discriminator play a min-max game to optimize the
model which can produce the result close enough to the ground
truth as expected. Lu et al. [68] proposed the pioneer work
of applying GANs onto image semantic segmentation, where
the discriminator needs to report the difference between the
ground truth segmentation and the actual segmentation masks.
The experiment results also show that this method reduces the
over-fitting opportunity.
By holding the hypothesis that different image acquisitions
represent different domains, Kamnitsas et al. [69] reported
the first work of using a domain adaptation method based
on adversarial neural networks for brain lesion segmentation,
where the authors determine a 3D convolutional neural net-
work as a segmenter and a second 3D convolutional neural
network as the discriminator to classify the input. Given an
input of an arbitrary size x, the segmenter minimizes the cross-
entropy of a training batch Bseg = (x1, y1), ..., (xNseg , yNseg )
of samples Nseg . During the segmentation, the feature map in
the segmenter encodes a chosen hidden representation ha(x).
The domain discriminator intends to classify the source of
input ha(x) with the distribution P (ha(XS) or P (ha(XT ),
equal to classifying the source domain of x. The classification
accuracy shows how well the source-specific representation
ha(·) is. Taking the adversarial training, the hidden repre-
sentation ha(·) should be domain-invariant. The joint training
aims to maximize the domain classification loss Ladv whilst
minimizing the segmentation loss Lseg:
LsegAdv(θseg) = Lseg(θseg)− αLadv(θseg) (6)
where θseg are the parameters of the segmenter, α is the
importance of the domain-adaptation task for the segmenter.
Previous research on domain adaptation is quite different,
for example, Tzeng et al. [100] only chose the last three
fully connected layers to adapt. The authors of [69] built a
multi-connected architecture between the discriminator and
segmenter network layers. This brings the advantages of
the gradient flows from discriminator loss function Ladv to
the segmenter’s network layers. Also, this multi-connected
mechanism benefits both the shallow layers’ feature extraction
performance and the deep layers’ high-level feature learning
ability. It results in competitive results that are close to
the supervised segmentation results. More discussion on the
architecture is shown in Fig. 11.
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TABLE IV
COMPARISON OF RNN BASED METHODS.
Method Dimension Structure Pros Cons
[65] 3D 3D GRU First work of using GRU on brain
tumor segmentation
Lack of hierarchical feature extrac-
tion
[66] 2D 2D Recurrent Level
Sets
End-to-end FCN with recurrent
level sets.
Large parameter size by introduc-
ing the recurrent level sets to in-
crease the dimension
[67] 2D FCNN with CRF-
RNN
CRF as RNN to refine the results. Have to separate training stage of
FCNN and CRF-RNN.
Fig. 11. Multi-connected adversarial networks proposed in ([69]). The segmenter is a 3D convolutional neural network, where the dashed lines represent the
low resolution pathway. The discriminator is another 3D convolutional neural network to classify whether the input x is from the source or target domain.
The adversarial gradients flow through red lines from Ladv to the segmenter. Image courtesy of [69].
In spite of their performance [69] and [68], one main draw-
back is that the loss function of the discriminator generates
a single integer. The discriminator either reports whether the
input segmentation mask is original or generated, or informs
whether or not the input sample comes from the same domain
as the source database. With a single scalar or boolean output,
the gradient flow of the discriminator’s loss function is in-
sufficient for feature learning in the segmenter networks. Xue
et al. [70] proposed an adversarial network with multi-scale
L1 loss function called segAN. The discriminator (originally
called critic network) in segAN extracts hierarchical features
fC(xn ◦ yn) and fC(xn ◦ S(xn)) from the input image xn
masked by the input segmentation labels from the ground
truth yn and the segmenter network S(xn). The critic network
aims to maximize the Mean Absolute Error (MAE) lmae or L1
distance between two hierarchical features while the segmenter
generates a segmentation mask with minimized errors. Overall,
the whole loss function of segAN can be defined as:
min
θS
max
θC
L(θS , θC) =
1
N
N∑
n=1
lmae(fC(xn◦S(xn)), fC(xn◦yn))
(7)
where:
lmae(fC(x), fC(x
′)) =
1
L
L∑
i=1
||f iC(x)− f iC(x′)|| (8)
θS and θC are the parameters of the segmenter and the
critic network respectively. ◦ is the mask process by pixel-
wise multiplication. L is the number of the total layers in
the critic network, and f iC(x) is the extracted feature map of
image x at the ith layer of C. By using multi-scale feature loss,
it forces both the segmenter and the critic network to learn
hierarchical features of long and short spatial relationships
between pixels. The results of segAN on BRATS 13 and
BRATS 15 is competitive to those state-of-art supervised deep
neural networks.
2) Auto-Encoders: Another group of unsupervised brain tu-
mor segmentation methods are based on auto-encoders (AEs).
Generative adversarial networks optimize the generator that
can learn a latent representation of random samples from
a prior distribution where the optimized discriminator can-
not correctly distinguish. Different from GANs, the encoder
fenc of AEs encodes the input x into a lower dimensional
latent variable z and the decoder fdec of AEs reconstructs
z to a reconstruction x′. The optimisation procedure can be
undertaken via minimising the reconstruction loss L(X,X ′),
which commonly uses L2 distance L2 = ||X − X ′||2. With
this ability, AEs are used for reconstructing images with high
resolutions. By holding a hypothesis that tumor image pixels’
distribution is partly different from that of a healthy recon-
struction image, tumor segmentation can be simply achieved
by comparing the input image with the reconstructed healthy
image. Recent research reported in [73] uses stacked 3D
denoising autoencoders for glioma detection and segmentation.
One drawback of learning low dimensional representations and
reconstruction is that it limits the ability of AEs to reconstruct
the unseen data distributions, for instance, reconstructing the
healthy brain image from the brain tumor image. In order to
address this issue, variational autoencoders (VAE) combines
stochastic inference with the AEs framework in order to ap-
proximate the healthy image model PH from latent represen-
tation z of tumor image X . Other research methods have been
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Fig. 12. Auto-encoder based brain anomaly segmentation. The segmentation
map was produced by the substraction between the reconstruction and the
original input. Image courtesy of [74].
proposed using autoencoders and their variants. [74] compared
several sets of AEs and VAEs for brain lesion detection. The
structure of AE reported in [74] is shown in Fig. 12. [75]
used adversarial autoencoders to perform tumor segmentation.
The authors of ([75]) pointed out that unsupervised models
lack consistency in the latent space for mapping between
the healthy reconstructions and the input tumor image. By
adding a regularisation term λ, the auto-encoder loss becomes
Lauto−encoder = ||Xh − X ′h||2 + λ||zh − z′h||2. λ controls
the mapping of similar images in the latent space. [76]
reported a Bayesian convolutional autoencoder as Monte Carlo
estimation:
AE(x) =
∫
AE(x|w)p(w|D)dw (9)
≈ 1
N
N∑
i=1
AE(x|wi)|wi ∼ p(w|D) (10)
3) Summary: With the capability of learning the latent rep-
resentation and reconstructing, research focus on data augmen-
tation by generating synthetic data using unsupervised models.
Although recent unsupervised models have been proposed on
image reconstruction and anomaly detection, there are still
remaining issues within the unsupervised anomaly detection
area. An overview ([101]) of the current state of unsupervised
medical image detection and segmentation models has been
carried out. Possible improvement is that the tumor segmen-
tation is based on the reconstruction error, which also can
help to improve the pixel-wise probability estimation. Another
issue is that an unsupervised model requires complicated post
processing such as noise removal with manual settled thresh-
olds, which may not be ideal for an automated framework. An
adaptive way of post-processing should be developed. Selected
deep generative model based methods and their comparison are
shown in Table V.
D. Ensemble Models
One main drawback of deep neural networks is the model’s
performance and behavior can be influenced by architectural
choices and training data. Therefore, most of the proposed
deep neural networks only perform well on specific datasets
and pre-settled tasks. This refers to a limited generalization
capability of deep neural networks. For example, feed forward
networks with a big kernel size can capture well spatial
information while a small size kernel allows us to learn
Fig. 13. This shows different distributions of true posterior (black), EMMA
(red) and other individual models. EMMA was trained with different con-
figuration settings like loss functions, noise and labels. With the suboptimal
training, EMMA as an ensemble model can remove biases and approximate
to the true data distribution. Image courtesy of [77].
boundary features. Models with pixel oriented post processing
can generate continuous tissue segmentation masks while
other models may achieve better accuracy on pixel level
classification. In order to build more robust and more gener-
alized segmentation methods, several models’ outputs can be
aggregated together with a high variance between each other,
known as ensemble models. Ensembles of Multiple Models
and Architectures (EMMA) [77] is one of the early well-
structured works using ensemble deep neural network models
for brain tumor segmentation. The research aim of EMMA is
to approximate the process P (y|x) by model P (y|x; θm,m),
where x is the data, y is the label and θm is the parameters
coming from the choice of meta-parameters. This process can
be trained and optimized by minimizing the distance between
the target distribution and the models:
θm = min
θm
d(P (Y |X; θm,m), P (Y |X)) (11)
The bias effect of meta-parameters choice can be marginalized:
P (y|x) =
∑
m
P (y,m|x) =
∑
m
P (y|x,m)P (m) (12)
≈
∑
∀m∈E
P (y|x; θm,m) 1|E| = PEMMA(y|x) (13)
There are other studies also focusing on ensemble models
for tumor segmentation. [78] ensembled 26 neural networks
for tumor segmentation and survival prediction. They use
brain parcellation t produce location prior information for
tumor segmentation. [79] reported a 3D U-Net to perform
pre-segmentation and refined the pre-segmentation mask using
the ensembles of 4 different CNN architecture, where all
the sub-nets share the same meta-parameters with different
architectures and weights. The aim of this process is to
capture the bias of the networks whilst keeping the same input
information.
Instead of using multiple models as different information ex-
traction pipelines, Chen et al. [80] used one set of DeconvNets
[81] to generate the primary segmentation probability map
and another multi-scale Convolutional Label Evaluation Net
is used to evaluate previously generated segmentation maps.
False positives can be reduced using both the probability map
and the original input image. Hu et al. [82] ensembled a 3D
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TABLE V
COMPARISON OF UNSUPERVISED METHODS.
Method Dimension Structure Pros Cons
[69] 2D GAN GAN in domain adaptation A domain adaption method in seg-
mentation task. The return from
discriminator is a singular number.
[70] 2D CNN with adversarial
training
Multi-scale loss Hard to train in stability with mul-
tiple backbone network combina-
tion.
[71] 2D GAN Conditional GAN for brain tumor
segmentation
Hard to train in stable. Segmenta-
tion map contains noise.
[73] 2D AE Stacked Auto-encoders for brain
tumor segmentation
The segmentation result relies
heavily on reconstruction result.
[76] 2D AE Bayesian Convolutional AE for
brain tumor segmentation
The encoder layer does not contain
regularizing constraints.
cascaded U-Net with a multi-modality fusion structure. The
cascaded two-level U-Net aims to outline the boundary of
tumors and the patch-based deep network associates tumor
voxels with the predicted labels.
1) Summary: Ensemble models are effective to support
brain tumor segmentation. In spite of their contribution, there
are several drawbacks to use ensemble models. First, their
computational costs are very high. In using ensemble mod-
els, to avoid over-fitting, high variances between sub-models
should be introduced by configuring and training sub-models
in different ways. This leads to heavy loaded computational
costs both in the training stage before the models can be
adopted. Second, the voting scheme of concatenating sub-
models lacks meaningful interpretations. Ensemble methods
usually use an averaging scheme, or top-N scheme to calculate
the confidence score of each voxel in each class. This may be
further improved in optimizing the weight of each sub-model’s
output by minimizing sub-model-level loss functions.
IV. PRE-, POST-PROCESSING AND DATA AUGMENTATION
In this section, we discuss the related tasks and methods
such as pre- and post-processing and data augmentation for
brain tumor segmentation. These related tasks are important
but also very challenging, which have gained large research
attention in the last decade. For example, many end-to-end
neural networks have been proposed for brain MRI skull
stripping and registration. Apart from CRF-RNN that we men-
tioned before, conditional random fields and Markov Random
Fields, as fully connected networks, have also been proposed
for post-processing the segmentation results and achieving
end-to-end network training. Finally, data augmentation have
also been considered as a key step in avoiding over-fitting
and improving the model’s performance due to possible class
imbalance and limited dataset scale.
A. Pre-Processing
Raw image data may not be directly used as an input during
the training stage. This is due to the fact that raw image
data contains irrelevant structures or severe noise, produced
under different physical conditions or with various acquisition
devices. This may affect the model’s training and lead to
biased predictions eventually. Another issue is that the training
class distributions are often imbalanced, which ends up with
over-fitting problems [102].
Recent research studies have shown that manual skull strip-
ping is time consuming. The intensity information collected
from the skull can confuse the segmentation models. In the
past few years, automated skull stripping methods have also
received development ([103]). This benefits the downstream
tasks in brain image analysis such as 3D brain reconstruction
and brain tumor segmentation.
Registration Image co-registration (referred as image align-
ment or simply registration) is the process of transforming
different sets of data by the same or reference coordinate. In
MRI, image registration refers to the alignment and overlay
of MRI data from a single subject with the subject’s own
but separately acquired anatomic images. The anatomic study
is usually derived from another MRI series obtained at the
same session but could be from an entirely different imaging
modality (e.g. PET or CT). The reference anatomic images are
commonly acquired with high-resolution voxels (e.g., a size
of 1mm × 1mm × 1mm). These voxels should be isotropic
(perfect cubes and equal in each dimension) to allow the
data to be rotated, re-sliced, and manipulated. Interpolation
techniques are often used for re-sampling in order to retrieve
high-resolution voxels, followed by rigid body transforma-
tions. A typical optimization protocol is sought to minimize
the distance loss function between the current image data and
the anatomic image data after each registration iteration has
been completed. Accurate registration is important to image
fusion and augmentation as intensity or feature overlap and
differences can be influential. Klein et al. [104] evaluated
15 algorithms in brain MRI registration. Recently, researchers
from MIT power the speed of the registration implementation
into 1000 times [105].
Normalization Similar to image registration, the purpose of
normalization is to align and warp the current image data into
a generic anatomic template [106]. Deep learning approaches
usually intend to normalize the image intensity into the one
with zero mean and unit variance [107].
B. Post-Processing
Various post-processing methods have been proposed for
removing false positives and enhancing segmentation results.
Conventional post-processing methods such as threshold- or
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region-growing based methods use manual setting thresholds
to highlight the isolated areas or pixels. Recently, conditional
random fields (CRF) and Gaussian Markov Random Fields
(MRF) have been used for post-processing by inferring the
pixel pairs given prior information such as pixel intensity
distributions and spatial distance [108], [109]. Recently, re-
searchers combined CRF with neural networks in an end-
to-end training fashion. CRF as fully connected networks
[110] has been used for image segmentation tasks at the
post-processing stage [97]. Kamnitsas et al. [34] extended the
standard CRF to form a 3D version in order to process the
multi-modal MRI scans by considering voxels’ neighboring
information.
C. Data Augmentation
Over-fitting is a common problem when we train neural
networks. A universal explanation of over-fitting is that the
modal is too complicated and its performance is much better
in handling training datasets (very small train errors) than
dealing with testing datasets (very high testing errors). Several
ways can be used to prevent or reduce over-fitting such as
using regularisation terms and drop out [111]. Another solution
is that learning models usually require incredibly enormous
data in order to handle over-fitting [112]. Due to various
reasons, including labeling costs and patients’ privacy, specific
datasets on brain tumors are in relatively small scales. Data
augmentation is a popular means to enlarge the data scale
by performing different changes to the original datasets. Data
augmentation methods including flipping, cropping, scaling
and shifting. U-Net [92] applied elastic deformation to medical
image datasets. This allows the models to learn high invariance
without any prior knowledge about these transformations.
V. DATASETS AND EVALUATION METRICS
We in this section discusses the relevant brain tumor
datasets, which mainly come from the annual BraTS challenge.
A detailed summary is denoted in Tables VI. Related challenge
tasks and evaluation metrics are also discussed in this section.
A. Brain Tumor Imaging Datasets
One of the key contributions accompanying the develop-
ment of deep learning models is the creation of large scale
datasets. Neural networks with deep layers contain enormous
parameters and large scale datasets can be used for avoiding
over-fitting. Also, novel and well constructed datasets can
push machine learning research forward in various areas.
Compared against several recognised image or video datasets
and challenges such as Imagenet [113], PASCAL VOC [114]
and MS COCO ([115]), brain tumor segmentation datasets are
less comprehensive in either scale or size of content. The most
widely used brain tumor segmentation dataset is the BraTS
dataset alone with the MICCAI Multimodal Brain Tumor
Segmentation Challenge [116], [117], [118]. Another popular
challenge is Ischemic Stroke Lesion Segmentation (ISLES)
challenge [119], which is held jointly with the BrainLes
Workshop and the BraTS Challenge.
The BraTS challenge has been held annually since 2012.
Each year’s challenge provides multimodal MRI scans aiming
at glioblastoma (GBM or HGG for high-grade glioma) and
lower grade glioma (LGG). The multimodal data includes
4 MRI sequences: (1) T1, (2) post-contrast T1 weighted
(T1w), (3) T2 weighted (T2) and (4) Fluid-attenuated inversion
recovery (FLAIR). The BraTS challenge 2018 provides 135
patients’ pre-operative scans in GBM and 108 patients’ pre-
operative scans in LGG. All pre-operative scans are manually
segmented to various kinds of glioma sub-regions by medical
experts following the standard annotation protocols. The an-
notation label and the related sub-regions are shown in Fig.
2. The challenge separates the whole dataset into training,
validation and testing folds. The latest BraTS challenge 2018
also provided Overall Survival data for the survival prediction
task.
Starting from 2015, the ISLES challenge has drawn clinical
and scientific attention to stroke lesion imaging analysis.
ISLES provides multi-spectral MRI images aiming at sub-
acute ischemic stroke lesion segmentation and other related
tasks from 2015 to 2017. In the ISLES challenge 2018, 103
patients’ MRI DWI are included. Different diffusion maps
such as cerebral blood volume (CBV), cerebral blood flow
(CBF) and time to peak of the residue function (Tmax)
serve as the input of the challenging dataset. Related to
brain imaging analysis, the Open Access Series of Imaging
Studies (OASIS) [120] is also established for providing cross-
sectional or longitudinal brain MRI dataset for normal aging
and Alzheimers disease research.
B. Segmentation Related Tasks
For the BraTS challenge 2018, the main task is to produce
the sub-regions segmentation maps of glioma in pre-operative
MRI scans. The sub-regions considered for evaluation include:
(1) ”enhancing tumor” (ET), (2) ”tumor core” (TC), and (3)
”whole tumor” (WT). Similar segmentation tasks were also
proposed in the ISLES challenge 2018. Participants need
to produce binary segmentation image maps so that other
predictions can be made.
Another task in the BraTS 2018 challenge is to predict
the overall survival of patients’ pre-operative MRI scans.
Participants should use the produced segmentation maps in
combination with the provided multimodal MRI data to ex-
tract image or radiomic features. Participants can also con-
sider other image information such as intensity, morphologic,
histogram-based and textural features, spatial information, and
glioma diffusion properties extracted from the glioma growth
models. The fusion of these characteristics can be used as
the input to the machine learning components to predict the
patients’ overall survival rates.
C. Evaluation Metrics
There are mainly three types of metrics when we evaluate
the performance of the segmentation algorithms: Dice Score
14, Sensitivity (True Positive Rate) 15, Specificity (True Nega-
tive Rate) 16 and Hausdorff Distance 17. Given a segmentation
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TABLE VI
OVERVIEW OF RELATED BRATS CHALLENGE DATASETS FOR BRAIN TUMOR SEGMENTATION.
Name Training
Scan Num
Testing Scan
Num
Training HGG
Num
Training LGG
Num
Sequences Resolution
BRATS2012 80 30 45 35 T1,T1c,T2,FLAIR 130 x 170 x 170
BRATS2013 30 25 20 10 T1,T1c,T2,FLAIR 240 x 240 x 155
BRATS2014 166 66 130 33 T1,T1c,T2,FLAIR 240 x 240 x 155
BRATS2015 274 110 220 54 T1,T1c,T2,FLAIR 240 x 240 x 150
BRATS2016 274 191 220 54 T1,T1c,T2,FLAIR 240 x 240 x 150
BRATS2017 285 146 210 75 T1,T1c,T2,FLAIR 240 x 240 x 155
BRATS2018 285 - 210 75 T1,T1c,T2,FLAIR 240 x 240 x 155
Fig. 14. Left-an example annotation of true segmentation and prediction.
Image courtesy of ([116]). Right-an explanition of calculating Hausdorff score.
result with corresponding ground truth labels, shown in Fig.
14, the evaluation metrics are calculated as follows:
Dice(P, T ) =
|P1 ∧ T1|
(|P1|+ |T1|)/2 (14)
Sens(P, T ) =
|P1 ∧ T1|
|T1| (15)
Spec(P, T ) =
|P0 ∧ T0|
|T0| (16)
Haus(P, T ) = max{ sup
p∈∂P1
inf
t∈∂T1
d(p, t), sup
t∈∂T1
inf
p∈∂P1
d(t, p)}
(17)
Dice score, Sensitivity and Specificity are the measures of
pixel or voxel level overlapping of the segmented regions,
which show how the proposed algorithm performs for the
assignment of each pixel or voxel to the correct classes. Haus-
dorff distance calculates the distance between the segmentation
boundaries shown in Fig. 14 (right), where max returns the
upper bound of the distance. Hausdorff distance demonstrates
the segmentation performance on the region segmentation and
boundary pixel classification.
VI. FUTURE DIRECTIONS
Although deep learning based methods have achieved signif-
icant improving performance on brain anomaly segmentation,
there are still many challenges remaining to be solved. In this
section, we briefly discuss several open issues and also point
out potential directions for possible future work.
A. Transfer Learning for Brain Anomaly Segmentation
Designing and training a deep neural network from scratch
for a specific task is quite difficult and time consuming.
Different structures and initialization processes can signifi-
cantly influence the final performance of neural networks.
Assuming that the distance between the target and source
domains is close enough, transfer learning can be regarded
as a solution for transferring the knowledge collected in the
source domain and then fine-tune it in the target domain to
achieve satisfactory performance. A commonly used transfer
learning scheme is to using pre-trained models from the state-
of-art algorithms. This provides an efficient way to use the
information from brain tissue segmentation or other organ
anomaly segmentation for brain tumor segmentation. In a
recently proposed method [121], the authors measure the re-
lationship between two vision tasks. Similarly, computational
examination over the relationship between medical imaging
tasks may be a new application of neural networks with limited
datasets.
B. Model Interpretation
Considering the application values and related security
issues, we believe that understanding how a model learns to
segment and what different layers have learned is crucial to the
development of robust segmentation methods. A detailed in-
sightful interpretation may help boost the system performance
whilst avoiding development failure in practice. A common
observation is that the shallow layers learn low dimensional
features such as edges and corners of an object while the
deep layers learn high dimensional features. Examples are
shown in Fig. 15, where neural networks learn to distinguish
ventricles, CSF, white and grey matters [34]. This learning
exercise is beneficial to lesion segmentation and is also in
line with the early research of using the combination of
prior image information [122], [123]. Recent research work
such as [124] used attention mechanisms presents a new
interpretation direction. This shows a new direction of using
attention mechanisms to encode the tumor area and then fine-
tuning the attention’s latent representation.
Recent research works also focus on how different layers
and connections behave in a model. A recent study [125]
focused on revealing how network architectures affect the loss
landscape. Also, [126] evaluates how the long and short skip
connections affect biomedical image processing tasks. Both
studies demonstrate that the skip connections can help to
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Fig. 15. Activation feature maps shown in ([34]) (left) and ([90]) (right)
respectively. Left: First row represents the dataset and DeepMedic’s segmen-
tation results. Second row shows the shallow layer’s feature map. Third row
shows the deep layer’s feature map. Right: Randomly selected features of the
first layer in global and local pathways. Features show that the local pathway
focuses on edge detections while the global pathway focuses on local features.
smooth the loss landscape and make the convergence faster
and more stable.
C. Segmentation with Inference
One main challenge in brain tumor and lesion segmentation
research is that anomaly tissues can be anywhere within the
brain with any shape or size. This largely limits the practice of
non-rigid organ segmentation compared with the segmentation
of rigid objects such as cars or buildings. Biological tissues
have their own unique properties, e.g. tumor cores are sur-
rounded by edema. These unique properties cannot only help
to remove false positives in the segmentation, but also provoke
inference using spatial information when learning features.
D. Efficient and Accurate Segmentation
As a branch of medical image analysis, brain tumor segmen-
tation holds potential values in both academic research and
clinical applications. Also, robust segmentation methods can
provide detailed information for patients’ surgery planning and
treatment. The motivation behind clinical applications requires
a high standard for brain tumor segmentation models related
to patients’ health and life quality. A working and well defined
evaluation protocol should be established. Moreover, many
segmentation algorithms of using powerful GPUs to train and
visualize medical images cannot be implemented in home-
based computers. Therefore, future segmentation algorithms
are expected to be efficient with powerful maintainability and
extendibility.
E. Dataset Contribution
As we mentioned before, large scale datasets play a cru-
cial role in deep learning research. Sufficient large datasets
with precise labeling lead to robust system performance. The
dataset will influence patients’ diagnosis and surgery planning
one way or the other. However, even compared against other
medical datasets such as [127], current brain tumor segmen-
tation datasets are relatively small and imbalanced. Dense
pixel-level labeling requires tireless human expert efforts and
this is very time consuming. Recently, researchers proposed
deep learning assisted efficient interactive polygon annotation
framework [128]. [129] proposed an extended version of
the interactive polygon annotation framework called Polygon-
RNN++ using self-critical training with policy gradients. Both
these interactive polygon annotation frameworks aim towards
instance detection and segmentation. In the future, we expect
that such semi-automatic or fully automatic interactive annota-
tion framework will be proposed for brain tumor segmentation.
This task can be challenging as brain tumor MRI datasets are
often in low quality. Tumor sub-region labeling makes this
task more complicated.
VII. CONCLUSION
Applying various deep learning methods to brain tumor
segmentation is an invaluable and challenging task. Automated
image segmentation benefits many aspects due to a powerful
feature learning ability of deep learning techniques. In this
paper, we have investigated relevant deep learning based brain
tumor segmentation methods and presented a comprehensive
survey. We structurally categorized and summarised the deep
learning based brain tumor segmentation methods. We have
deeply investigated this task and discussed several key aspects
such as methods’ pros and cons, pre- and post-processing,
related dataset and evaluation metrics. We also predicted
potential research directions at the end of this survey.
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