We investigate the boundedness and the compactness of the mean operator matrix acting on the weighted Hardy spaces.
Introduction
First in the following, we generalize the definitions coming in 1 . Let β {β n } be a sequence of positive numbers with β 0 1 and 1 < p < ∞. We consider the space of sequences f { f n } will be used whether or not the series converges for any value of z. These are called formal power series and the set of such series is denoted by H p β . Let f k n δ k n . So f k z z k and then {f k } k is a basis such that f k β k . Recall that H p β is a reflexive Banach space with norm · β and the dual of H p β is H q β p/q where 1/p 1/q 1 and β p/q {β n p/q } 2 . For some other sources on this topic see 1-12 .
ISRN Mathematical Analysis
The study of weighted Hardy spaces lies at the interface of analytic function theory and operator theory. As a part of operator theory, research on weighted Hardy spaces is of fairly recent origin, dating back to valuable work of Allen Shields 1 in the mid-1970s. The mean operator matrix has been the focus of attention for several decades and many of its properties have been studied. Some of basic and useful works in this area are due to Browein et al. [13] [14] [15] [16] , which are pretty large works that contain a number of interesting results and indeed they are mainly of auxiliary nature. Also, some properties of mean operator matrices have been studied recently by Lashkaripour on weighted sequence spaces 17-20 . In this paper, we have given conditions under which the mean operator matrix is bounded and compact as an operator acting on weighted Hardy spaces. More details of our works are as follows: the idea of Theorem 2.6 comes from 16 . In Theorem 2.9, we extend the method used in 20, Theorem 1.2 to show the boundedness of the mean operator matrix acting on the weighted Hardy spaces. Some inequalities are useful to find a bound for the mean operator matrix acting on weighted Hardy spaces 21-26 . For example the inequality proved in 26, Theorem 8 is used in the proof of Theorem 2.11.
Main Results
In this section we define an operator acting on H p β and then we will investigate its boundedness and compactness on H p β . The mean operator matrix associated with the sequence {a n } is represented by the matrix A a nk n,k and is defined by
2.2
From now on, by A we denote the mean operator matrix associated with the fixed sequence {a n } as in Definition 2.1. Theorem 2.2 see 12, Theorem 1 . If 0 < a n ≤ a n 1 for all integers n ≥ 0, then A is a bounded operator on H p β . Theorem 2.3 see 12, Theorem 2 . Let 1/p 1/q 1 and b n > 0 for n 0, 1, . . . If Recall that if a n , b n are two positive sequences, by a n ∼ b n , we mean that a n /b n → 1 whenever n → ∞. Also, we write a n o b n , if a n /b n → 0 as n → ∞.
Proof. Put lim n → ∞ na n /A n β. Then na n /β ∼ A n and so n k 0
2.5
On the other hand sup n≥0 n k 0 a k β n p 1 na n β k
2.6
thus Theorem 2.3 implies that A is a bounded operator on H p β . Lemma 2.5. Suppose that n c a n /β n is eventually increasing when the constant c > 1 − γ, and eventually decreasing when c < 1 − γ. Let
a k β n a n β k 1 n 1/ q 1 .
2.7
If γ > 1/p, then lim n → ∞ S 1 n lim k → ∞ S 2 k 1/ γ − 1/p .
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Proof. Let 1/p 1/q 1 and c 2 < 1 − γ < c 1 < 1. Then in either case there is a positive integer N such that
and hence
By calculus integral we get 1 0
Letting c 1 → 1 − γ from the right and c 2 → 1 − γ from the left, we have
2.15
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If c 1 → 1 − γ, then 1/q − c 1 → γ − 1/p and similarly we get
2.16
If c 2 → 1 − γ, then 1/q − c 2 → γ − 1/p. This completes the proof.
Theorem 2.6. Let lim n → ∞ na n β n p /A n γ, n c a n β n p be eventually monotonic for any constant c, and {β n } be bounded. Then A is a bounded operator if 1/γ < p.
Proof. Let δ n na n β n p /A n and suppose first that 0 ≤ γ < ∞. Then
as n → ∞, and hence
where n → γ. Consequently A n A 1 n n . Now suppose that γ ∞, then for n ≥ 2,
Without loss of the generality suppose that there is a positive real number a > 0 such that δ n > a for n ≤ N 1 . Note that
2.20
If n > N 1 , then 
2.22
for large amount of n last equality greater than M 1 . Hence
where γ n → ∞. It follows that, for any real number c, n c A n n c γ n . Since n c−1 A n ∼ 1 γ n c a n β n p , 2.24 thus n c a n β n p is eventually increasing for c > 1 − γ, and eventually decreasing for c < 1 − γ. But {β n } n is bounded, so there are M 1 , M 2 > 0 such that M 1 < β n < M 2 , and n c a n β n n c a n β n p β n p 1 , n c a n β n p β n p 1 ≥ n c a n β n p M p 1 1 .
2.25
This implies that n c a n /β n is eventually increasing for c > 1 − γ. Similarly n c a n /β n is eventually decreasing for c < 1 − γ. Thus 
Proof. Employing the summation by parts, we get 
2.31
2.36
In Lemma 2.7, consider t k a k /β k and a j | f j |β j . Then
2.37
Now, Theorem 2.8 implies that ii given > 0, there is n 0 ∈ N such that ∞ n n 0 | f n | p β n p < p for all ∞ n 0 f n z n ∈ S.
Proof. Let S be relatively compact, thus there exist g 1 , . . . , g k ∈ H p β such that
2.42
For every f z ∞ n 0 f n z n ∈ S, there is g i such that f ∈ B g i , 1 . By Minkowski inequality we get 
2.43
Thus for every f ∈ S and n ∈ N ∪ {0}, we get f n β n ≤ 1 max g i 
2.48
So ii holds. Conversely, assume that > 0 be given and let i and ii hold. By condition ii , there exists n 0 ∈ N such that for all n 0 −1 i 0 a i z i ∈ M n 0 . Define L : M n 0 → C n 0 , by L n 0 −1 i 0 a i z i a 0 , . . . , a n 0 −1 .
2.52
