It is proved that a subclass of self-dual quantum-error-correcting codes of length n obtained from binary linear codes of length 2n defined by symmetric matrices, contains codes that meet the Gilbert-Varshamov bound.
Introduction
In a recent paper Calderbank, Rains, Shor and Sloane [1] described a method of constructing quantum-error-correcting codes from ordinary binary or quaternary codes that are selforthogonal with respect to a certain inner product. We use this relation to show that a class of binary formally self-dual codes defined by symmetric matrices give rise to quantum codes with error-correcting capacity proportional to the code length. Proof. Let C ∈ A be an (2n, n) code with a generator matrix (I, A), where A = A T . Then (A, I) is a parity-check matrix of C with respect to the ordinary inner product
A vector x = (x 1 , . . . , x 2n ) is in C if and only if (A, I)x T = 0, that is
Now fix x and consider a ij , (i ≤ j) as unknowns:
The coefficient matrix of this system of linear equations for a ij is Therefore, M is of rank n for every x = (x 1 , x 2 , . . . , x 2n ) ∈ GF (2) 2n such that (x 1 , . . . , x n ) is nonzero. Consequently, the system of equations (2) has at most 2 ( n+1 2 )−n solutions, and x is contained in at most 2 (
The total number of vectors in GF (2) 2n of Hamming weight k and at least one nonzero component among the first n coordinates is
while the number of all such vectors of weight k < d (for a given d) is
The number of codes in A that contain all such vectors of weight less than d is smaller or equal to 2 (
If (A, I)x T = 0 and (B, I)x T = 0 then (A − B, 0)x T = 0, and the total number of solutions x = (x 1 , . . . , x 2n ) of the last system is 2 2n−r , where r is the rank of A − B over GF (2). Thus, if A = B the codes generated by (I, A) and (I, B) are distinct, and the total number of codes in A is 2 ( n+1 2 ) . Therefore, if
then A contains a code with minimum Hamming weight at least d. We have
is the entropy function. Therefore, (4) holds true if
Since H(0.11) ≤ 1 2
, the class A contains codes with minimum weight d ≥ 0.11(2n) = 0.22n. equipped with the symplectic inner product
where
The symplectic weight w s of a vector (a 1 , . . . , a n , b 1 , . . . b n ) ∈ GF (2) 2n is defined as the number of indices i such that at least one of a i and b i is nonzero. The symplectic weight w s and Hamming weight w h of a binary vector (a|b) are related by
The following result shows that binary symplectic self-orthogonal codes can be used for the construction of quantum-error-correcting codes.
2n which is contained in its orthogonal subspace S ⊥ (with respect to the inner product (6) Consider now a binary (2n, n) code C ∈ A with a generator matrix (I, A), where A is a symmetric n × n matrix. Since (A, I) is a generator matrix of the dual code with respect to the ordinary inner product (1), the code is formally self-dual, that is, the Hamming weight distribution of the code and its dual coincide. Some formally self-dual codes have greater minimum Hamming distance than any self-dual code with the same parameters [2] .
Lemma 3.2 Any binary (2n, n) code C ∈ A is self-dual (C = C ⊥ ) with respect to the symplectic inner product (6).
Proof. If G = (I, A) is a generator matrix of C, the inner product of the ith and jth row of G is a ij + a ji = 0 (mod 2). 
Remark 3.4
The bound d ≥ 0.11n can be derived also from the known Gilbert-Varshamov bound for quaternary linear or additive self-dual codes [3] , [4] , and the result from [1] that relates quaternary codes of length n with quantum codes with n qubits. However, the class A is much smaller that any of these two classes. For example, the total number of quaternary additive self-dual codes of length n is
