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Abstract
A general framework of fusion at decision level, which
works on ROCs instead of matching scores, is investigated.
Under this framework, we further propose a hybrid fusion
method, which combines the score-level and decision-level
fusions, taking advantage of both fusion modes. The hybrid
fusion adaptively tunes itself between the two levels of fu-
sion, and improves the final performance over the original
two levels. The proposed hybrid fusion is simple and effec-
tive for combining different biometrics.
1. Introduction
Biometrics, which uses a variety of physical or behav-
ioral characteristics to verify a person’s identity, is widely
used in a lot of security applications. To overcome the lim-
itation of a single biometrics, information from multiple
biometrics can be integrated to achieve more reliable and
robust performance. For this purpose, fusion of diverse bio-
metrics has been extensively studied in recent years. For a
detailed review, see [10].
According to the different stages of a biometric system,
fusion can be done at four distinct levels, namely: sensor
(raw biometric data) level, feature level, matching score
level, and decision level. Along these levels the biomet-
ric information is gradually extracted and reduced. On the
first two stages, the information content is rich, but in most
cases noisy and redundant. On the matching score level,
the information is reduced into a single quantity, indicating
the likelihood that the biometric data belongs to a certain
class. On the final decision level, the information is further
reduced to the discrete class labels. In this paper, we will
concentrate on the last two levels of fusion, not only be-
cause of the simplicity, but also because of the possibility
to build up a general fusion framework, without taking into
account the specific type of biometric data processing and
classification methods, which would closely influence the
first two levels of fusion.
Fusion at matching score level is the most popular way
of fusion, offering the best tradeoff between information
content and fusion complexity [6, 15, 11, 9, 10]. Fusion
at decision level, in comparison, is less studied, as it is of-
ten considered inferior to matching score level fusion, on
the basis that decisions have less information content than
the matching scores. Actually, the combination of the two
decisions using AND and OR rule often has the risk of de-
grading the overall performance when the performance of
component classifiers are significantly different [3].
A optimal decision fusion method by the AND and OR
rule has been proposed in literature [12]. In this method, the
fusion at decision level is done in an optimal way such that
it always gives an improvement in terms of error rates over
the classifiers that are fused. Here optimal is taken in the
Neyman-Pearson sense [14]: at a given FAR (false accept
rate) α, the decision-fused classifier has a FRR (false reject
rate) β that is minimal, and never larger than the β of the
component classifiers at the same α. Besides, the method
has the advantage that in presence of outliers (i.e. the bio-
metric data which belongs to the genuine user but deviate
from the modeled distributions, possibly caused by the vari-
ability of collection conditions), the OR rule decision fusion
can achieve a low FAR with little risk of increasing FRR
[12]. In this paper, we will extend this work, construct-
ing a more general framework of decision fusion oriented
on performance, and propose a hybrid fusion scheme which
combines the score-level and decision-level fusion.
Instead of dealing with the matching scores, the fusion
framework works directly on the ROC (receiver operation
characteristic). Although the ROC is derived from the
matching scores, the problem is still made different: the
matching scores are converted into a compact set of oper-
ations points, which convey the distribution information of
matching scores in an indirect way. The optimization in
the framework only involves those operation points, with-
out reference to the matching scores.
Under this framework, any two (or more) ROCs can be
fused together for improved performance. Those ROCs
could characterize any biometric system, either of a single
biometric, or of a already fused multi-biometrics. This en-
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ables us to do fusion in an hybrid manner, combining score-
level and decision-level fusion and taking advantage of both
fusion modes.
The paper is organized as follows. Section 2 reviews the
decision-level fusion framework. Section 3 introduces the
hybrid fusion. Section 4 shows the experimental results.
Finally, Section 5 gives conclusions.
2. A Decision-level Fusion Framework
Each biometric system can be characterized by a ROC,
i.e., the detection rate pd (pd = 1−β) as a function of false
accept rate α, denoted by pd(α). The ROC is obtained by
varying the threshold that discriminates the genuine and im-
postor matching scores, thus producing different detection
rate pd and false accept rate α. Each point on the ROC, a
specific pair of (α, pd), is called an operation point, corre-
sponding to a particular threshold t of the matching scores.
In this section we will show how multiple ROCs can be
fused together simply by AND and OR rule for improved
performance. When the optimal operation points on ROC
are obtained, the thresholds of matching scores are obtained
as well.
Suppose we have N independent biometric systems,
each characterized by its ROC, pd,i(αi), i = 1, ..., N . The
independency assumption is realistic in practice as fusion is
often done between different biometric modalities. Besides,
the independency assumption in this section makes the for-
mulations much simpler and clearer. The dependent cases,
however, will be discussed in Section 3.2.
If the AND rule is used for fusion, the final performance
can be estimated, under the independent assumption, as
α =
N∏
i=1
αi, pd(α) =
N∏
i=1
pd,i(αi) (1)
with α the false-accept rate and pd the detection rate of the
AND rule fused decision, respectively. In search of the op-
timal operation points, the fusion framework by AND rule
can be formulated as
pˆd(α) = max
αi|
∏N
i=1 αi=α
{
N∏
i=1
pd,i(αi)
}
(2)
which means that the resulting detection rate pˆd at α is the
maximal value of the product of the detection rates at a cer-
tain optimal combination of αi, i = 1, ..., N , which satisfy∏N
i=1 αi = α. In other words, at a prefixed α, the opti-
mal operation points of the component ROCs are obtained
by optimizing (2). Consequently, the thresholds of compo-
nent biometric systems can be readily obtained as the ones
corresponding to the optimized operation points.
Likewise, if we define the reject rate for the impostors
pr,i = 1 − αi, the fusion framework by OR rule can be
similarly formulated
pˆr(β) = max
βi|
∏N
i=1 βi=β
{
N∏
i=1
pr,i(βi)
}
(3)
It can be easily proved that the optimized detection rate
pˆd(α) in (2) is never smaller than any of the component pd,i,
i = 1, ..., N , at the same α, and pˆr(β) in (3) is never smaller
than any of the component pr,i, i = 1, ..., N , at the same β
[12]. If a certain classifier cannot help or possibly degrades
the overall performance, the optimization will switch it off
by tuning its operation points to α = 1, pd = 1 in case of
fusion by AND rule, or β = 1, pr = 1 in case of fusion by
OR rule.
In practice, it is in most cases not possible to have the
ROC pˆd(α) in analytical form, instead, the ROC has to
be estimated from the evaluation data. As a result, pˆd(α)
are characterized by a set of discrete operation points rather
than a continuous function. The optimization problem for-
mulated in (2) and (3), therefore, has to be solved numeri-
cally. In a brute-force way, the optimization could be done
by first calculating the pool of operation points, i.e, esti-
mating all the possible combinations by (1), and then se-
lect the ones optimal in the Neyman-Pearson sense. The fu-
sion of three or more ROCs, as proved in Appendix A, can
be reduced to iteratively fusing two ROCs. Therefore, the
number of possible combinations does not explode rapidly
with the number of ROCs, and the complexity of the op-
timization is kept low. An example is given to illustrate
the optimization procedure, as shown in Fig. 1. The first
ROC is obtained by generating genuine scores as the ran-
dom variables of Gaussian distribution N(1.5, 1), and im-
postor scores of N(−1.5, 1), while the second ROC is ob-
tained by generating genuine scores of N(2, 1) and impos-
tor scores of N(−2, 1). The possible operation points af-
ter fusion are indicated by dots, while the final optimized
points are marked by small squares. It can be observed that
both the AND and OR fused ROCs are improved, in the
Neyman-Pearson sense, over the two original ROCs.
3. Hybrid Fusion
The motivation for the hybrid fusion is twofold. Firstly,
we show that the decision fusion framework using ROCs
is very general and can be extended easily. Secondly, by
hybrid fusion we hope to take advantage of the score-level
and decision-level fusion, and eventually achieve an even
more reliable and robust biometric system. In this section,
we will first discuss the pros and cons of the score-level
and decision-level fusion, and then present the hybrid fusion
method.
Authorized licensed use limited to: UNIVERSITEIT TWENTE. Downloaded on December 3, 2008 at 06:54 from IEEE Xplore.  Restrictions apply.
Figure 1. (a) the first component ROC; (b) the second component ROC; (c) all the possible AND fused points and the optimal ROC selected;
(d) all the possible OR fused points and the optimal ROC selected.
3.1. Score-level andDecision-level Fusion: Pros and
Cons
Score-level fusion is the most popular way of fusion. The
advantage of it is obvious. As a quantitative similarity mea-
sure it contains rich information about the biometric input,
and yet it is still easy to process compared to sensor-level or
feature-level data. In many cases, score-level fusion is able
to achieve theoretically optimal performance. For example,
taking product of the matching scores, which are indepen-
dent and proportional to the likelihood ratio (in the feature
space), is an ideal estimation of the joint likelihood ratio.
Also, in the density-based score-level fusion [2], the ROC
corresponding to the likelihood ratio statistic (in the match-
ing score space), is optimal in the Neyman-Pearson sense.
A disadvantage of score-level fusion is that, because it
works in the matching score space, it is subject to consid-
erable flexibilities. For example, different normalization
methods of the matching scores lead to different decision
boundaries. Also, a too small training set of scores might
easily overfits the data, especially in methods with flexible
boundaries.
There are also advantages and disadvantages of the
decision-level fusion described in Section 2. First of all, the
framework is simple and clear from a mathematical point
of view. Only a compact set of operation points is involved,
and the Neyman-Pearson criterion is very beneficial for any
biometric system. Besides, the optimization is not influ-
enced by any score normalization, to which the ROCs are
strictly invariant. Furthermore, the OR rule fusion is very
suitable for many real world biometric applications, with
outliers existent in the genuine class [12]. Basically, when
the distributions of the genuine and impostor class are not
symmetric, as is often true, the AND or OR decision fu-
sion is very likely to fit because they have unsymmetrical
support for the two classes.
The common criticism on decision-level fusion is that it
has small and rigid information content. In the framework
described in Section 2, however, the decision-level fusion
has been adapted in such a way that the operation points are
not fixed anymore, instead they are tunable and can be op-
timized with respect to performance. The disadvantage of
decision-level fusion, nevertheless, is still the limited pos-
sibility of decision boundaries, because the operations are
restricted to thresholding, AND, and OR.
This paper presents a new fusion scheme, combining the
score-level and decision-level fusion under the general fu-
sion framework described in Section 2. As the fusion frame-
work is orientated on performance, we expect the final clas-
sifier to automatically alternate between the two levels of
fusion in different situations, and achieve improved perfor-
mance.
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3.2. Hybrid Fusion Method
Under the general decision fusion framework, any two
or more ROCs can be fused together. A biometric system,
which has already been fused, can be easily put into this
framework. This enables us to design a new hybrid biomet-
ric fusion scheme, combining score-level and decision-level
fusion. Suppose the decision-level fusion can be expressed
by
rdecision = D(r1, ..., rN ) (4)
where r1, ...rN are the component ROCs to be fused, D is
the decision fusion function, and rdecision is the resulting
ROC. Similarly, suppose the score-level fusion is expressed
by
rscore = S(r1, ..., rN ) (5)
where S is the score fusion function, and rscore is the result-
ing ROC. The hybrid fusion function H is defined as
H(r1, ..., rN ) = D (r1, ..., rN , S1, ..., SM ) (6)
where S1, ..., SM denotes the ROCs of different score-level
fusion methods.
In Section 2, we have assumed independency between
the component ROCs. In hybrid fusion, however, the as-
sumption is not satisfied, as the inputs in (6), r1, ..., rN and
S(r1, ..., rN ), are dependent. Strictly speaking, we have
to go back to the matching score space, and take into ac-
count the joint probabilities of the component matching
scores. For example, suppose we are fusing two classi-
fiers with matching scores s1 and s2, with the genuine score
distribution p(s1, s2|ω1), and the impostor score distribu-
tion p(s1, s2|ω0). The optimization at decision level, in the
Neyman-Pearson sense, is
pˆd(α) = max
t1,t2
{∫ ∞
t1
∫ ∞
t2
p(s1, s2|ω1)ds1ds2)
}
(7)
subject to
∫ ∞
t1
∫ ∞
t2
p(s1, s2|ω0)ds1ds2 = α
There are methods to solve (7), however, in practice we
found that the independency assumption, i.e., solving (2) to
obtain the thresholds corresponding to the optimal αi’s, is
just adequate. The independency assumption might change
the estimation of pˆd(α), but the thresholds t1 and t2 corre-
sponding to its maximal value is often unchanged, or close
enough to the real t1 and t2 under the dependent assump-
tion. This is similar to the Naive Bayes problem [5], which
also assumes independency between features, but whose
optimality in dependency cases has been acknowledged in
a wide range of applications [16][4]. Actually, we have ob-
served that in many cases, the results from independency as-
sumption is even better than the results from the dependency
solutions. This can be explained by that fact that the opti-
mization problem in (7) has much larger complexity than
(2) and therefore more prone to overfit the solutions to the
specific training set of matching scores.
Solving the hybrid fusion using the ROCs, instead of the
matching scores, not only preserves the simplicity of the
method, but also makes the solution more robust to the de-
viations between the training and testing scores. We sum-
marize the hybrid fusion method as follows:
1. Given a set of component matching scores, and a set
of score-level fusion methods.
2. (Training) Derive individual ROCs from the compo-
nent matching scores and the score-level fused match-
ing scores. Fuse all the ROCs under the fusion frame-
work by the AND rule (2) or OR rule (3), and obtain
the optimal combination of operation points.
3. Obtain the thresholds corresponding to those opti-
mized operation points.
4. (Testing) Apply the trained thresholds on the compo-
nent matching scores the score-level fused matching
scores, and fuse the decisions by the AND rule or OR
rule as the final decision.
4. Experiments and Results
In this section, we present some experimental results
of the proposed hybrid fusion. For the score-level fusion,
we use the sum-rule, and preprocess the matchings by Z-
normalization [10], which normalize the genuine scores to
zero mean and unite variance. Many other score-level fu-
sion methods could be inserted into the hybrid fusion, but
in the preliminary experiments we only illustrate with Z-
norm sum-rule score-level fusion, which is simple and ro-
bust. For the decision-level fusion, we use the OR rule, as
in practice it is more suitable because of the outliers in the
genuine class1.
The first example is to combine the two-dimensional face
texture and three-dimensional face shape information. The
context of this work is EU FP6 3D-face project [1] which
aims to combine two face modalities as a secure biomet-
ric for EU passports. The database that the algorithms are
developed on is the FRGC database [13] which contains
both 2D texture and 3D shape data. For either modality,
1There could also be outliers in the impostor class, but the outlier pro-
portion in the genuine class is usually much higher. Generally the two
opposite class are not balanced, either in size, or in distribution.
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(a)
(b)
Figure 2. Example testing results of fusion between two face
modalities, with matching scores from different institutes.
(a)
(b)
Figure 3. Example testing results of BA-fusion score database,
with two typical type of score distributions.
the matching scores are derived by three algorithms, devel-
oped by the Cognitec Systems GmbH (COG), L-1 Identity
Solutions (L1), and University of Twente (UTW), respec-
tively.
The database contains data of 465 subjects and has in to-
tal 4,007 samples, with 2D texture data and 3D shape data
collected simultaneously. The classifiers which produce the
matching scores are trained on 309 subjects in the database.
To train fusion, another 100 subjects are taken to obtain
the matching scores from the trained classifier, resulting in
25,520 genuine scores and 2,568,190 impostor scores (fu-
sion training data). The remaining 56 subjects are used for
evaluation, resulting in 12,270 genuine scores and 700,910
impostor scores (fusion testing data). In the following ex-
periments, we optimize the thresholds on the fusion training
data, while evaluate the performance on the fusion testing
data.
In Fig. 2, we give two examples of fusion between the
2D texture and 3D shape data. Both the scatterplot of the
testing data and the fusion results on those data are shown.
For comparison, we list the original ROCs, the sum rule
fusion results, OR rule fusion results, and the hybrid fusion
results. It can be observed that the hybrid fusion method
outperforms both sum rule score-level fusion and OR rule
decision-level fusion in both cases.
The second example is on the public database BA-fusion
(Biometric Authentication Fusion Benchmark Database)
[8] developed from the XM2VTS database [7], which con-
tains the matching scores from face video and speech data.
The matching scores are derived from various baseline sys-
tems (for details, see [8]). We show two examples with
typical score distributions from the dataset, as in Fig. 3.
Again we observed that the hybrid fusion method tunes the
performance in such a way that it is always better than the
score-level method or decision-level fusion methods.
The score-level fusion and decision-level fusion both
have their advantages and fit different situations. For exam-
ple, it can be observed that in Fig. 2 (a) the decision-level
fusion is more beneficial, while in Fig. 2 (b) the decision-
level fusion and score-level fusion have comparable perfor-
mance. In Fig. 3 (a) sum rule fusion is more suitable, while
in Fig. 3 (b), decision fusion and sum rule fusion fit differ-
ent requirement of FARs. The hybrid fusion, which com-
bines the two levels of fusion, adaptively tunes itself accord-
ing to the different matching score distributions and specific
performance requirements (i.e. prefix FAR or FRR). As can
be observed, the final performance of hybrid fusion is im-
proved over the better one, although sometimes with small
margins due to the dependency.
Note that in both Fig. 2 and Fig. 3, the scatterplots are
of the testing scores, different from the training scores on
which the fusion is trained. In some cases, the improvement
of the performance might also be accounted by the relative
insensitivity of the ROC to overtraining, when a simple set
of operation points are used to represent the original set of
genuine and impostor training scores.
The hybrid fusion, therefore, is favorable in three senses,
namely, adaptivity to different situations (alternating be-
tween the two levels of fusion), robustness to outliers, and
relative insensitivity to deviations between the training and
testing scores.
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5. Conclusions
In this paper, we investigated a general fusion framework
at decision level, by optimizing the operation points on the
ROCs in the Neyman-Pearson sense. Under this framework,
a hybrid fusion method is proposed, which combines the
score-level fusion and the decision-level fusion, and takes
advantage of both. Experiments show that in different cases,
with different matching score distributions, the hybrid fu-
sion method is able to adapt itself for improved performance
over the two levels of fusion. More generally speaking,
any fusion method could be integrated into this framework
and optimized with respect to ROC, with improvements ex-
pected in the Neyman-Pearson sense.
A. Proof of Iterative Fusion
We show that the iterative fusion of two ROCs is optimal
for the AND rule. The proof for the OR rule is similar.
Let I and J denote the index sets, such that I ∩ J = ∅
and I ∪ J = {1, . . . , N}. Define
pId(α) = max
αi|
∏
αi=α
∏
i∈I
pd,i(αi),
pJd (α) = max
αj |
∏
αj=α
∏
j∈J
pd,j(αj) (8)
and
pIJd (α) = max
αIαJ=α
pId(α
I)pJd (α
J ). (9)
First, expanding pIJd (α) results in a product∏N
k=1 pd,k(αk) for some αk, k = 1, . . . , N , satisfy-
ing
∏N
k=1 αk = α. Therefore, we have
pIJd (α) ≤ max∏N
k=1 αk=α
N∏
k=1
pd,k(αk). (10)
Second,
pIJd (α) ≥ pId(αI)pJd (αJ )
∣∣
αIαJ=α
≥
∏
i∈I
pd,i(αi)
∣∣∣∣∣ ∏
αi=αI
∏
j∈J
pd,j(αj)
∣∣∣∣∣∣ ∏
αj=αJ
=
N∏
k=1
pd,k(αk)
∣∣∣∣∣ ∏
αk=α
≥ max∏N
k=1 αk=α
N∏
k=1
pd,k(αk). (11)
On combining (10) and (11) we have,
pIJd (α) = max∏N
k=1 αk=α
N∏
k=1
pd,k(αk). (12)
This means that if the optimal ROCs are known for dis-
joint subsets, the overall optimal ROC can be found by op-
timally fusing the subsets.
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