In this paper, the Volterra series decomposition of a class of quadratic, time invariant single-input finite dimensional systems is analyzed. The kernels are given by a recursive sequence of linear PDEs in the time domain, and an equivalent algebraic recursion in the Laplace domain. This is used to prove the convergence of the Volterra series to a (possibly weak) trajectory of the system, to provide a practicable value for the radius of convergence of the input in L 1 (R þ ) and to compute a guaranteed error bound in L 1 (R þ ) for the truncated series. The result is then extended to MIMO systems. A numerical simulation is performed on an academic SISO example, to illustrate how easily the truncated Volterra series can be implemented.
Introduction
Volterra and Fliess series are functional series expansions of the solution of non-linear controlled systems. Volterra series were introduced by the Italian mathematician Volterra (1959) . They can be viewed as the generalization of the transfer function of a linear system. There exists a vast literature concerning Volterra series. They were extensively studied from the geometrical control point of view for instance in Brockett (1976) , Gilbert (1977) . Fliess series decomposition for non-linear analytic systems is another class of expansion that has been introduced and developed by Fliess (1981) . An extensive review of Fliess and Volterra series can be found in Isidori (1995) . Both decomposition are linked, and it is proved in Fliess (1981) that the Volterra decomposition is a re-ordering of the Fliess series decomposition in the case of analytic systems for which there exist a non-empty open ball centred at zero where all the Volterra kernels have a convergent Taylor expansion at zero. Volterra series have also been considered within the framework of the input-output approach. In this context, non-linear systems are expanded into a series of input-output operators (see for example Rugh (1981) , Boyd (1985) , Schetzen (1989) ).
These functional series expansions are convenient tools for on-line simulation or system identification Doyle et al. (2002) but it is often difficult to obtain convergence results and bounds for the series. This paper is focused on input-output representations into Volterra series. The Volterra series decomposition of a class of quadratic in the state, time invariant, singleinput finite dimensional systems is performed and analyzed. The kernels are given by a recursive sequence of linear PDEs. This is used to prove the convergence of the Volterra series in L 1 (R þ ) to a (possibly weak) trajectory of the system. A value for the radius of convergence of the input in L 1 (R þ ) is computed, and a uniform guaranteed error bound for the truncated series is given. The result is then extended to MIMO systems.
Definition 1: A causal SISO-system can be described by a Volterra series fh m g m 2 N if there exists functions h m : R mþ1 þ ! R, for m 2 N which are locally bounded, piecewise continuous and such that, for all T > 0, there exists (T ) > 0 such that for all piecewise continuous function u satisfying ju(t)j , 8t 2 [0, T ] the series
is normally convergent, where for 1 p q,
Nevertheless, natural extensions to more general settings can be defined. For example, taking h m in L 1 loc ðR mþ1 þ Þ or L 1 ðR þ , L 1 loc ðR m þ ÞÞ still yields well-posed definitions. In this paper, more specific spaces will be introduced in x 2.2.2.
Volterra series of time-invariant systems and some properties
We refer to Rugh (1981), Boyd (1985) , Hasler (1999) for developments in this section.
2.2.1 Definition in the time domain and the Laplace domain. For a time-invariant system, the kernels are such that, for m 2 N * ,
where t À 1, m ¼ (t À 1 , . . . , t À m ). Moreover, the zero-input response of the system h 0 can be omitted considering the difference outputỹðtÞ ¼ yðtÞ À h 0 ðtÞ. Then, equation (1) reduces to a sum of standard multi-convolutions given bỹ
For sake of legibility and conciseness, the tilde of h m ðt 1, m Þ will be omitted. This notation is not ambiguous since the number of independent variables in h m make the time-variant and time-invariant versions distinguishable with m þ 1 and m variables, respectively.
The mono-lateral Laplace transform of the time-invariant kernels is denoted with capital letters and defined by,
where D h m denotes the domain of convergence of the Laplace transform and s 1,
For stable systems, the kernels H m are analytic in 
where R n p is the euclidean space of dimension n endowed with the standard p-norm defined by kxk p ¼ ðjx 1 j p þ Á Á Á þ jx N j p Þ 1=p for p 2 [1, 1[ and by kxk 1 ¼ max(jx 1 j, . . . , jx N j) for p ¼ 1. When n ¼ 1, all the p-norms are identical so that p is omitted in this case.
Definition 3 (characteristic function of a time-invariant SISO-system): Let fh m g m 2 N Ã be the Volterra series of a time-invariant SISO-system, such that 8m 2 N Ã ;
where is the radius of convergence of the power series.
When a system is such that > 0, it satisfies the BIBO property given by the following theorem.
Theorem 1: Let fh m g m 2 N Ã be the Volterra series of a time-invariant SISO-system such that the characteristic function ' h has a radius of convergence such that > 0. The Volterra series is convergent in B 1 for inputs such that kuk B 1 < . In this case, the output y is bounded and satisfies
where it is recalled that kuk B 1 ¼ sup t 2 R þ juðtÞj.
Convergence of Volterra series quadratic MIMO Systems
This result is quite interesting for system analysis since it is non-local in time. Nevertheless, it requires the determination of the radius of convergence and bounding kh m k V m, 1 is not straightforward. This paper copes with this practical problem and establishes practicable BIBO-results.
Interconnection
laws . Let f f m g m 2 N Ã and fg m g m 2 N Ã be the Volterra kernels of two systems, associated to the characteristc functions ' f and ' g with radius of convergence f and g , respectively.
Connecting these systems through a sum of outputs, a product of outputs or a cascade (figure 1a, b, c) still defines a Volterra series (M. Hasler. 1999, p. 34, 35) with kernels fh m g m 2 N Ã such that for m 2 N * ,
. Sum (figure 1a):
' h ðzÞ ' f ðzÞ þ ' g ðzÞ, for jzj h h ! minð f , g Þ:
. Product (figure 1b):
' h ðzÞ ' f ðzÞ ' g ðzÞ, for jzj h h ! minð f , g Þ:
. Cascade with a linear system (figure 1c):
This case is such that the output of { f m } feeds a linear system (g m ¼ 0, 8 m ! 2). The similar (but more complex) relations for the concatenation of two Volterra series are not presented here (see e.g. Hasler (1999) ) as they are useless in the following.
Quadratic SISO systems

System under consideration
Let the quadratic ODE system be defined by
for t 2 R þ with x(0) ¼ 0, where u(t) 2 R, x(t) 2 R N and y (t) 2 R are the input, state and output of the system, respectively. All matrices are real and
This type of equations (and also the MIMO case) is for instance frequently encountered in chemical kinetics or biochemical modelling. The well known ''law of mass action'' applied to a set of reaction, each of them being of the form
, leads to dynamical systems with quadratic non-linearity in the state. This type of non-linear model is also encountered for instance in the field of epidemiological population dynamics, where the so-called SIR models also show quadratic state non-linearity. Finally, this system can also be viewed as a 2nd order approximation of a more involved non-linear system of the form _
Definition 4 (strong and weak solutions): Let
. . 
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T. He´lie and B. Laroche and y satisfies (18). Moreover, (x, y) is said to be a strong solution of (17-18) on R þ if it is a weak solution and x is C 1 ( R þ , R N ).
Derivation of the Volterra kernels
3.2.1 Output and state kernels. As the non-linearity of the system is embedded in the state equation (17), it is quite convenient to consider the Volterra series which maps the input u to each state coordinate x n . Thus, let fg m g m 2 N Ã denote the Volterra series of the SISO-system S u°y with input u and output y. Let fh n m g m 2 N Ã for 1 n N denote the Volterra series of the SISO-system S u 7 ! x n with input u and output x n . Let fh m g m 2 N Ã denote the Volterra series of the SIMO-system S u°x with input u and output x so that h m ¼ ½h 1 m , . . . , h N m T . From (10-11) and (18), fg m g m 2 N Ã are related to fh m g m 2 N Ã through the equations, for m 2 N * ,
in the time and the Laplace domains, respectively.
3.2.2 Cancelling system. A convenient way to derive a set of equations satisfied by the kernels is to build the system described in figure 2. From (17), it is the null-system so that all its Volterra kernels are zero. Writing these zero-kernels from the interconnection laws (10-15) yields the equations satisfied by kernels {h m }.
In the Laplace domain, these equations are algebraic.
In the time domain, they are linear differential.
Kernels in the Laplace domain.
In the upper branch of the cancelling system (see figure 2), the Laplace transform of the linear operator is s°I N s À A.
The kernels of the system S u 7 ! _ xÀAx associated to this upper branch can be derived, for each coordinate ½ _ xÀAx n from (11) and (15). They are given by ½ d s 1, m I N À AH m ðs 1, m Þ, for m 2 N * . The middle branch corresponds to the quadratic non-linearities Q E n . For each sub-system S u 7 ! À x T E n x ð1 n NÞ, the kernels are deduced from (13). They are given by P mÀ1 k¼1 ðH k ðs 1, k ÞÞ T E n H mÀk ðs k þ 1, m Þ for m 2 N * , which is zero for m ¼ 1. The bottom branch defines the memoryless linear system S u 7 ! Bu associated to the constant kernel s 1 7 ! B for m ¼ 1 and to zero kernels S 1,m°0 for m ! 2. Now, writing from (11) that the sum of these kernels is zero yields the recurrent algebraic equations
3.2.4 Kernels in the time domain. Using the notation of the time-variant systems h m (t, 1, m ) rather than the time-invariant version h m (t 1, m ) with t 1, m ¼ t À 1, m , the time domain versions of (22-24) are
The solution is
where 1 Rþ denotes the Heaviside function.
Convergence and guaranteed error bound
In this section, standard p-norms of vectors x, matrices M and bilinear forms E are considered for a fixed p 2 [1, 1] and given by 
Convergence of Volterra series quadratic MIMO Systems
Theorem 2: Consider system (17) with maxð<eðSpec ðAÞÞÞ 5 0. Let fh m g m 2 N Ã be the Volterra kernels defined by (28) (29) . Then, for all p 2 [1, þ1],
Note that kh 1 k V 1, N p p kBk p .
Proof:
.
Now, from (27), 
Thus, denoting
This completes the proof defining p as
H 1 is satisfied (with equality) by defining È 1 ¼ 1; Now, let m ! 2 and suppose H m 0 satisfied for 1 m 0 m À 1. From step 1 and denoting K p ¼ " p p ,
where È m ¼ P mÀ1 k¼1 È k È mÀk , which concludes the proof.
Definition 5: Consider the system (17) with maxð<e(Spec(A))) < 0 so that kh 1 k V 1;N p < 1. Then, the application Z p : B 1 ! R þ is defined by 
where Z p is given in Definition 5. (ii) For any input u 2 B 1 satisfying (44), the sum of the series is a weak solution of the system. If u is moreover in C 0 (R þ , R), then the sum of the series is a strong solution of system (17-18). (iii) The output y and the state x are bounded as:
where " p and p are defined in Theorem 2 and ' h,p denotes the characteristic function
which generalizes Definition 3 to SIMO-systems.
which is absolutely convergent for Z p (u) < 1/4 from Lemma 1(ii). (ii) Let u be a function in B 1 satisfying (44), and xðtÞ ¼ P þ1 m¼1 w m ðtÞ with, from (4),
From (48), x is in B N p , as a normally convergent series in B N p . Let w be a test function in C 1 0 ðR þ ; R N Þ. The normal convergence of the series yields Z
Now, for m ¼ 1, from standard results for first order linear time invariant systems, w 1 is a continuous differentiable function of t with w 1 (0) ¼ 0, and
For m ! 2, it comes easily by induction from (29) that h m ( 1,m ) is a continuous function on R m þ with zero value on the boundary that can therefore be extended by zero to a continuous function on R.
From (25), it comes that @ t h m (t À 1,m ) is also continuous function on R m þ with zero value on the boundary. Therefore, w m is a C 1 (R þ , R N ) function, and which proves that the series is a weak solution of the system. Moreover if u is a C 0 (R þ , R N ) function satisfying (44), then from the theory of linear first order systems, w 1 is a C 1 (R þ , R N ) function and from (25), P 1 m¼1 _ w m is also a normally convergent series of continuous functions in B N p . It follows that (x, y) is a strong solution of the system. (iii) Equation (45) is straightforward from (18).
Equation (46) is a consequence of (48) and Lemma 1(iii) (cf. Apendix A). oe
Corollary 2: Let V M x and V M y denote the finite M-order approximations
for M 2 N * , defined from the truncated expansion of the Volterra series. Let u 2 B 1 . If Z p (u) < 1/4 where Z p is given in Definition 5, then
where z°R M È(z) is defined in Lemma 1(iv) and is such that, for z < 1/4,
Proof: Let R M x denote the remainder
Then, from theorem 2,
which converges for Z p (u) < 1/4 from Lemma 1(ii). Defining z 7 ! R M ÈðzÞ ¼ P 1 m¼Mþ1 È m z m for jzj < 1/4 and using Lemma 1(iv) leads to equation (52). Equation (53) is straightforward. oe
The results in Theorem 2, Corollary 1 and Corollary 2 deserve some comments. For instance, computing the bound of the convergence radius for the single state SISO system (S1): _ y ¼ Àay þ ey 2 þ bu and for (S2): _ y ¼ Àay À ey 2 þ bu yield the same results (a, b and e are positive constants). For (S1), it is easy to check that the bound for u is the best possible in the sense that both Volterra series expansion of the state and the state of the full non-linear system blow up for a constant input u greater than the bound given in Corollary 2. For (S2), the Volterra series expansion is the same as for the first system but with alternate signs, so that the radius of convergence is the same. However, this non-linear system has a solution for any constant positive input u.
In the multi-dimensional state case, the bound derived for the input is a ''worst case'' bound, owing to the use of matrix norms. As a consequence, this bound will be conservative, unless particular features of the system under consideration can be exploited.
Quadratic MIMO systems
System under consideration
for t 2 R þ with x(0) ¼ 0, where u ðtÞ 2 R, x 2 R N x and y ðtÞ 2 R are the input, state and output vectors of the system, respectively. All matrices are real and A is
Volterra series for MIMO systems and notations
Definition 6 (Multi-index, notations and sets): Let N 2 N * and k be such that 1 k N. The set M N of multi-indexes is defined by
A multi-index is denoted with an underline; the version without underline denotes the sum of its components, namely
Particular multi-indexes are
364 T. He´lie and B. Laroche where only the kth component is equal to 1. Consider two multi-indexes p and q in M N . Then, p;q and d p, q denote
with the convention Q q 1 j¼p 1 u i ðt À ði, jÞ Þ ¼ 1 if q 1 < p 1 . Finally, for m 2 M N , the set M m denotes
where
Definition 7 (Volterra series of a time-invariant MIMOsystem): A time-invariant MIMO-system S u 7 ! x can be represented by a Volterra series if
For a given m, m i corresponds to the order of the non-linearity associated to input u i .
Derivation of the Volterra kernels
4.3.1 Volterra kernels and cancelling system. Let fg m g m 2 M Nu and fh m g m 2 M Nu denote the Volterra kernels of the MIMO-system S u 7 ! y and S u 7 ! x respectively. For these MIMO-systems, (20-21) turn into g m ðt 1, m Þ ¼ C h m ðt 1, m Þ and G m ðs 1, m Þ ¼ C H m ðs 1, m Þ, for m 2 M N u . Moreover, the cancelling system is still described by the block-diagram in figure 2 with u, m instead of u, m.
Kernels in the Laplace and the time domains.
Using the natural extension of interconnection laws to the case of multiple input kernels still leads to recurrent algebraic equations in the Laplace domain, given by 
where B k denotes the kth column of B and d s p, q still denotes the sum of all the Laplace variables, namely, d s p, q ¼ P N u i¼1 P q i j¼p i s ði, j Þ . The time domain versions are given, for m 2 M N u and using the notation of the time-variant systems h m ðt, 1, m Þ rather than the time-invariant version h m ðt 1, m Þ, by 
Convergence of Volterra series quadratic MIMO Systems
Proof: The proof is similar to that of Theorem 2, starting from (73) rather than (29) and using Definition 6 oe Definition 8 (extension of Definition 5): Consider the system (55) with max ð<eðSpecAÞÞ 5 0 so that kh 1 k k V 1;Nx p < 1 for 1 k N u . Then, the application
Note that this is an extension of Definition 5 since (79) coincides with (43) for the SISO-case N u ¼1. 
where Z p is given in Definition 8. (ii) For any input u 2 B N u p satisfying (80), the sum of the series is a weak solution of the system. If u is moreover in C 0 ðR þ ; R N u Þ, then the sum of the series is a strong solution of system (55-56). (iii) The output y and the state x are bounded as
where 2 p and p are defined in Theorem 3 and ' h, p is the extension of the characteristic function (47), given by
Proof: The proof is similar to that of Corollary 1, using Lemma 2 instead of Lemma 1. oe
Corollary 4: Let V M x and V M y denote the finite M-order MIMO approximations
for M 2 N * , defined from the truncated expansion of the MIMO Volterra series (65). Let u 2 B N u p . If Z p ðuÞ 5 1=4 where Z p is given in Definition 8, then
x
where z 7 !R M ÈðzÞ is defined in Lemma 1(iv) and is such that, for z > 1/4,
Proof: The proof is similar to that of Corollary 2, using Lemma 2 instead of Lemma 1.
Simulation
Simulations have been performed on the following two dimensional SISO academic example: The initial state of the system is zero. Notice that for this system, we can compute Z p (u) in usual situations where p ¼ 1, p ¼ 1 and p ¼2. The computed values are
' 3:05:
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The input signal u has been chosen to be a step of magnitude 0.24 at time zero, so that from (43) Z 1 ðuÞ ' 0:252, Z 1 ðuÞ ' 0:288, Z 2 ðuÞ ' 0:245:
The convergence criterion (44) for the Volterra decomposition of the state and output of the system is met for p ¼ 2, and, as all p-norms are equivalent in finite dimensional spaces, the series is convergent for any p-norm although the criterion is not necessarily met.
In the same way, higher values for the input step were tested for which the complete non-linear system was still stable, and the truncated Volterra series was still a good approximation, indicating that our criterion is conservative. However, convergence becomes slower as the value of u increases. Real time implementation of Volterra decomposition is quite easy for such an LTI system. Let U and X i denote the (multivariate) Laplace transform of the input and contribution of order i to the state vector of the system. The first order contribution W 1 is given by the linear part of the system: W 1 ðs 1 Þ ¼ ðs 1 I À AÞ À1 BUðs 1 Þ ¼ H 1 ðs 1 ÞUðs 1 Þ.
Given the Laplace transforms of all contributions with order p > m, denoted as W p ðs 1,p Þ ¼ H p ðs 1,p ÞUðs 1 Þ...Uðs p Þ, the order m contribution can be written as A very simple computation shows that in the time domain, a realization for each w mk is obtained by computing at each time t the N dot products ðw k ðtÞÞ T E i w mÀk ðtÞ, for 1 i N, and filtering the resulting N dimensional vector with the filter with N inputs, N outputs and whose impulse response is e At 1 R þ ðtÞ, as shown on figure 3. This realization shall be denoted as T. Figure 4 shows the realization of the order 3 truncated Volterra series for the system. On figure 5 , truncated Volterra series of order 1, 2 and 3 are compared with the complete solution. It can be seen in this case that in spite of the slow convergence of the series (three terms needed), the approximation at order 3 is quite satisfactory.
Conclusions
The convergence of Volterra's series decomposition for a stable system with quadratic state non-linearity in L 1 (R þ , R N ) has been demonstrated. An algorithm to build the kernels as well as a bound on the input and on the truncation error are given. The resulting truncated system is easy to implement and simulate.
Further work will now firstly consist in extending the result to unstable system using appropriate functional norms (such as norms with exponential weight). Another task will then consist in establishing conditions under which the extension of these results to a nth order polynomial state non-linearity is possible. This analysis can also be extended, with greater technical difficulties to be overcome, to some families of infinite dimensional systems such as nonlinear propagation (see e.g. He´lie and Hasler (2004) and He´lie (2006)) or diffusion equations with polynomial in the state diffusion coefficients. Figure 5 . Comparison between the actual system and the realization of the Volterra series up to order 3 for the two states x 1 and x 2 .
