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a b s t r a c t
Heckman and Thomas [C.C. Heckman, R. Thomas, A new proof of the independence
ratio of triangle-free cubic graphs, Discrete Math. 233 (2001) 233–237] proved that
every connected subcubic triangle-free graph G has an independent set of order at least
(4n(G) − m(G) − 1)/7 where n(G) and m(G) denote the order and size of G, respectively.
We conjecture that every connected subcubic graph G of odd girth at least seven has an
independent set of order at least (5n(G) − m(G) − 1)/9 and verify our conjecture under
some additional technical assumptions.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
All graphs considered in this paper are undirected, simple, and finite. We use standard graph-theoretic terminology and
notation as defined in [1] with a few additions and refer the reader to the end of this introduction for a brief summary.
Staton [11] proved that every subcubic triangle-free graph G of order n(G) has an independent set of order at least
5n(G)/14. Subsequently, Jones [6] and Heckman and Thomas [5] found simpler proofs of this result. In fact, Heckman and
Thomas proved a stronger statement, and in order to state their result, additional results, and our conjecture, we need to
introduce some terminology and notation. Suppose we are given some set S of 2-connected graphs which we refer to as
S-difficult blocks. A connected graph which after the removal of all its bridges is the union of vertex-disjoint S-difficult
blocks is called an S-difficult component. A graph in which each component is S-difficult is called an S-difficult graph. For a
graph G, let λS(G) denote the number of S-difficult components of G. Let G0 denote the set {G2,G3}where G2 and G3 are the
two graphs depicted in Fig. 1. The above-mentioned result of Heckman and Thomas is the following.
Theorem 1.1 (Heckman and Thomas [5]). If G is a subcubic triangle-free graph, then
α(G) ≥ 1
7
(4n(G)−m(G)− λG0(G)).
In [8] we showed that a suitably modified version of Theorem 1.1 remains true without the assumption that the graph is
subcubic. A main ingredient in our proof was to define an infinite set G of G-difficult blocks. This set consists of the graphs
G2, G3, and some other graphs Gk, k = 4, 5, . . .. For k ≥ 4, each graph Gk arises from the graph Gk−1 by applying a suitable
extension operation. The six smallest G-difficult blocks are depicted in Fig. 1. Our main result in [8] is the following.
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Fig. 1. The six smallest G-difficult blocks.
Fig. 2. The twoH-difficult blocks F12 and H12 .
Theorem 1.2 (Löwenstein et al. [8]). If G is a triangle-free graph, then
α(G) ≥ 1
7
(4n(G)−m(G)− λG(G)).
We conjecture that a bound that is stronger than the bound from Theorem 1.1 holds for subcubic graphs of odd girth at
least 7.
Conjecture 1.3. There is a set H of 2-connected graphs such that
α(G) ≥ 1
9
(5n(G)−m(G)− λH (G))
for each subcubic graph G of odd girth at least 7.
In order to compare the bounds from Theorem1.1 and Conjecture 1.3, it is instructive to consider connected cubic graphs.
For a connected cubic triangle-free graph G, Theorem 1.1 immediately implies α(G) ≥ 514n(G) − 17 , while for a connected
cubic graph G of odd girth at least 7, Conjecture 1.3 would imply α(G) ≥ 718n(G)− 19 .
We believe that suitably extending H it might be possible to drop the assumption that the graphs are subcubic which
would generalize Conjecture 1.3 in a similar way as Theorem 1.2 generalizes Theorem 1.1. If a set H as described in
Conjecture 1.3 exists, then it has to contain the 7-cycle and the two graphs F12 and H12 depicted in Fig. 2, because these
graphs would not satisfy the inequality from Conjecture 1.3 with λH (G) = 0.
For the same reason, it has to contain the graphs in at least two infinite sequences, which arise from C7 by suitable
extension operations similarly as the graphs in the set G above. Figs. 3 and 4 illustrate the first elements in these sequences.
Using a computer, we have verified Conjecture 1.3 for all graphs of order at most 23. If Conjecture 1.3 holds, then every
connected subcubic graph G of odd girth at least 7 would have an independent set of order at least (5n(G)− m(G)− 1)/9.
In particular, every connected subcubic graph G of odd girth at least 7 would have an independent set of order at least
(7n(G)− 2)/18 which would be best possible in view of the cubic graph which arises from the disjoint union of two cycles
v0v1 . . . v12 andw0w1 . . . w12 of order 13 by adding all edges of the form viw5i where indices are identified modulo 13.
The independence number of graphs with large girth or large odd girth has been studied in [2,4,7,9,10].
As our contribution in this paper, we present in Section 2 two theorems in support of Conjecture 1.3.
Notation and Terminology. For a graphG, let V (G) denote the vertex set ofG and E(G) denote the edge set ofG, respectively. The
order n(G) and size m(G) of G are the number of vertices and edges of G, respectively. A set I of vertices of G is an independent
set of G if no two vertices in I are adjacent. The independence number α(G) of G is the largest cardinality of an independent
set of vertices of G. For a subset X of V (G), let G[X] denote the subgraph of G induced by X and let G− X = G[V (G) \ X]. For a
vertex u and a graph G, the neighbourhood, the closed neighbourhood, and the degree of u in G, are denoted by NG(u), NG[u],
and dG(u), respectively. A k-vertex of G is a vertex u which has degree dG(u) = k in G, and a k-neighbour of a vertex v in G
is a neighbour of v which has degree k in G. A graph is said to be subcubic if it contains no vertex of degree more than 3.
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Fig. 3. The first 4 elements of an infinite sequence ofH-difficult blocks starting with C7 and F12 .
Fig. 4. The first 5 elements of an infinite sequence ofH-difficult blocks starting with C7 and H12 .
A k-cycle and a k-path are a cycle and a path of order k, respectively. The length of a cycle and a path of order k are k and
k− 1, respectively. The distance distG(u, v) is the length of a shortest path between u and v in G. The girth g(G) and the odd
girth godd(G) of a graph G are the lengths of a shortest cycle and a shortest odd cycle in G, respectively. If G contains no (odd)
cycle, then the (odd) girth of G is infinite. For a subgraph H of a graph G, let ϕG(H) denote the number of edges of G with
exactly one end in V (H). For two disjoint sets of vertices A and B in a graph G, the (A, B)-edges of G are the edges of G with
one end in A and one end in B.
2. Main theorems
LetH0 = {C7, F12,H12}. From now on ‘‘difficult ’’ will mean ‘‘H0-difficult ’’ and λ(G) = λH0(G).
Observation 2.1. If G is a difficult graph, then
α(G) = 1
9
(5n(G)−m(G)− λ(G)). (1)
Proof. It is easy to verify that α(C7) = 3, α(F12) = 5, and α(H12) = 5. Furthermore, each of these graphs has maximum
independent sets avoiding two arbitrarily chosen vertices. The statement follows by induction on the number of difficult
blocks of G. If G has just one difficult block, then the above observations imply (1). If G has more than one difficult block,
then let B denote an endblock of G, i.e. a block of G that contains at most one cutvertex. By induction, (1) holds for B and
G− V (B). Since, by the above observations, α(G) = α(B)+ α(G− V (B)), (1) also holds for G. 
It is easy to see that Observation 2.1 holds in fact for allH-difficult graphs mentioned in the Introduction.
Our main results are as follows.
Theorem 2.2. If G is a graph of odd girth at least 7 such that
(⋆) every vertex of degree more than 2 in G has at most one neighbour of degree more than 2,
then
α(G) ≥ 1
9
(5n(G)−m(G)− λ(G)). (2)
Theorem 2.3. If G is a subcubic graph of odd girth at least 7 such that
(⋆⋆) for every pair of vertices u and v of degree 3 and at distance 3 in G, u or v has at most one neighbour of degree 3,
then
α(G) ≥ 1
9
(5n(G)−m(G)− λ(G)). (3)
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Note that if a graph satisfies (⋆), then it does not contain H12 as a subgraph. The condition (⋆) is equivalent to requiring
that the vertices of degree more than 2 induce a graph consisting of independent edges and isolated vertices. Since the
Independent Set Problem is NP -complete when restricted to the class of cubic graphs [3] and since subdividing each
edge of a graph G exactly twice increases its independence number by exactlym(G), the Independent Set Problem remains
NP -complete for the graphs satisfying the hypothesis of Theorems 2.2 and 2.3.
3. Proof of Theorem 2.2
Note that any induced subgraph H of G satisfies (⋆) with G replaced by H . In order to obtain a contradiction, we assume
that G is a counterexample of minimum order.
Claim 3.1. The graph G is connected and λ(G) = 0, in particular, G is not a difficult component.
Proof of Claim 3.1. The minimality of G implies that G is connected and hence λ(G) ≤ 1. By Observation 2.1, λ(G) = 0. 
Claim 3.2. If G′ is an induced subgraph of G and k is a positive integer such that α(G) ≥ k+ α(G′), then
k+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) < 0. (4)
Proof of Claim 3.2. Assume that G′ is an induced subgraph of G and k is a positive integer such that α(G) ≥ k+α(G′). Since
k ≥ 1, G′ is a proper induced subgraph of G and the minimality of G implies that G′ satisfies (2) with G replaced by G′. In
order to obtain a contradiction, we assume that (4) does not hold. By Claim 3.1, λ(G) = 0. Now
α(G) = (α(G)− α(G′))+ α(G′)
≥ (α(G)− α(G′))+ 1
9
(5n(G′)−m(G′)− λ(G′))
= 1
9
(5n(G)−m(G)− λ(G))+ (α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′))
≥ 1
9
(5n(G)−m(G)− λ(G)),
which contradicts the assumption that G is a counterexample. Hence (4) holds. 
Claim 3.3. The graph G has no vertex of degree 1.
Proof of Claim 3.3. Assume that G contains a vertex u of degree 1. Let v denote the neighbour of u, and let G′ = G− {u, v}.
Now α(G) ≥ α(G′)+ 1 and λ(G′) ≤ dG(v)− 1. Thus we obtain
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) ≥ 1+ 1
9
(−10+ dG(v)− (dG(v)− 1)) = 0,
which contradicts Claim 3.2. Thus G contains no vertex of degree 1. 
Claim 3.4. The graph G contains at least one vertex of degree at least 3.
Proof. Suppose G contains no vertex of degree at least 3. Since G is connected and, by Claim 3.3, contains no vertex of degree
1, G is a cycle. Hence α(G) = ⌊n(G)/2⌋, and so ⌊n(G)/2⌋ < (5n(G) − m(G))/9 = 4n(G)/9, which implies that n(G) is odd
and n(G) < 9. Since G has odd girth at least 7, G ≃ C7 which contradicts Claim 3.1. 
Recall that for a subgraph H of G, ϕG(H) denotes the number of edges of Gwith exactly one end in V (H).
Claim 3.5. If H is a difficult induced subgraph of G, then ϕG(H) ≥ 3. Furthermore, if ϕG(H) = 3, then H is a difficult block.
Proof of Claim 3.5. In order to prove the first statement suppose that X is a smallest vertex set such thatG[X] is difficult, but
ϕG(G[X]) ≤ 2. Let H = G[X] and G′ = G−X . If H is not a block, then some endblock G[Y ] of H satisfies ϕG(G[Y ]) ≤ 2, which
contradicts the minimality of X . Hence H is a difficult block. It is easy to verify that each difficult block contains maximum
independent sets avoiding any two given vertices, so the condition ϕG(H) ≤ 2 implies α(G′) = α(G) − α(H). Now since
α(G) < 5n(G)−m(G)9 , α(H) = 5|X |−m(H)−19 , and λ(G′) ≤ ϕG(H)− 1, we obtain
α(G′) = α(G)− α(H) < 5n(G
′)− (m(G′)+ ϕG(H))+ 1
9
= 5n(G
′)−m(G′)− (ϕG(H)− 1)
9
≤ 5n(G
′)−m(G′)− λ(G′)
9
,
which contradicts the minimality of G and proves the first statement.
To see that difficult induced subgraphs G[X] with ϕG(G[X]) = 3 are 2-connected, suppose such a subgraph would have
two different endblocks G[Y ] and G[Z]. Then ϕG(G[X]) ≥ (ϕG(G[Y ])− 1)+ (ϕG(G[Z])− 1) ≥ (3− 1)+ (3− 1) = 4. 
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Claim 3.6. The graph G contains no 4-cycle x1x2x3x4x1 with dG(x1) = dG(x3) = 2.
Proof. In order to obtain a contradiction, we assume that x1x2x3x4x1 is a 4-cycle with dG(x1) = dG(x3) = 2. If
G′ = G − {x1, x2, x3, x4}, then, in view of Claims 3.4 and 3.5, α(G) = α(G′) + 2, n(G) = n(G′) + 4, m(G) ≥ m(G′) + 4,
and λ(G′) ≤ ⌊(m(G)−m(G′)− 4)/3⌋. Since
2+ 1
9

−5(n(G)− n(G′))+m(G)−m(G′)−

m(G)−m(G′)− 4
3

= 2+ 1
9

−20+ 4+

2(m(G)−m(G′)− 4)
3

> 0,
we get a contradiction to Claim 3.2. 
By Claim 3.4, the graph G has a vertex of degree at least 3. Let v be a vertex of maximum degree d = dG(v) of G. Let
x1, . . . , xd denote the neighbours of v. By (⋆) and Claim 3.3, we may assume the vertices x1, . . . , xd−1 to have degree 2. Let
X = NG[x1]∪· · ·∪NG[xd−1], and letDdenote the number of (X, V (G)\X)-edges inG. SinceGhas odd girth at least 7, Claims 3.3
and 3.6 imply D ≥ d. Finally, let G′ = G−X . By Claim 3.5, λ(G′) ≤ D/3. Furthermore, n(G)− n(G′) = 2(d− 1)+ 1 = 2d− 1
and m(G) − m(G′) = D + 2(d − 1). If S is an independent set of G′, then S ∪ {x1, . . . , xd−1} is an independent set of G, in
particular, α(G) ≥ (d− 1)+ α(G′). Thus
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′))
≥ (d− 1)+ 1
9

−5(2d− 1)+ (D+ 2d− 2)− D
3

= 1
9

d+ 2D
3
− 6

≥ 1
9

5d
3
− 6

. (5)
From (5), we obtain a contradiction to Claim 3.2 for d ≥ 4. Thus we may assume that the maximum degree of G is 3, that
is, v has degree exactly 3. Let x, y, and z denote the neighbours of v. By (⋆), we may assume that y and z both have degree
2. Let y′ and z ′ denote the neighbours of y and z different from v, respectively. Let X = {v, y, y′, z, z ′} and G′ = G − X . Let
D denote the number of (X, V (G) \ X)-edges in G. Since G has odd girth at least 7, Claim 3.3 implies 3 ≤ D ≤ 5, and so,
by Claim 3.5, λ(G′) ≤ ⌊D/3⌋ = 1. If S is an independent set of G′, then {y, z} ∪ S is an independent set of G, in particular,
α(G) ≥ 2+ α(G′). Now
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) ≥ 2+ 1
9
(−5 · 5+ (4+ D)− λ(G′)).
This contradicts Claim 3.2 unless D = 3 and λ(G′) = 1. By Claim 3.5, G′ is a difficult block, that is, G′ ≃ C7 or G′ ≃ F12. First,
suppose G′ ≃ C7. In view of the freedom to choose v among the vertices of degree 3, we may assume that every vertex of
degree 3 has exactly one neighbour of degree 3 and that there are no two vertices of degree 3 at distance 2 in G. Since G has
odd girth at least 7, this implies that y′ and z ′ are adjacent to adjacent vertices of G′ and that G is isomorphic to F12, which
contradicts the fact that λ(G) = 0. Finally, suppose G′ ≃ F12. By (⋆), all the vertices of degree 2 in G′ must also have degree
2 in G. This implies that G has maximum degree at least 4, which is a contradiction. 
4. Proof of Theorem 2.3
Before we proceed to the proof of Theorem 2.3, we make the following useful observation.
Lemma 4.1. If G is a subcubic graph satisfying (⋆⋆) of Theorem 2.3 and G contains H12 as an induced subgraph, say A ⊆ V (G)
with G[A] ≃ H12, then no 3-vertex u ∈ V (G) \ A adjacent to a vertex in A has more than one 3-neighbour.
Proof of Lemma 4.1. The result follows immediately from the facts that G is subcubic and satisfies (⋆⋆), and for every
2-vertex of H12, there is a 3-vertex at distance 2 which has two 3-neighbours. 
Nowwe proceed to the proof of Theorem 2.3. Note that any induced subgraph G′ of G satisfies (⋆⋆) with G replaced by G′.
In order to obtain a contradiction, we assume that G is a counterexample of minimum order. Hence any induced subgraph
G′ of G satisfies (3) with G replaced by G′.
The following three claims have proofs which are identical to the proofs of Claims 3.1–3.4 above.
Claim 4.2. The graph G is connected and λ(G) = 0, in particular, G is not a difficult component.
Claim 4.3. If G′ is an induced subgraph of G and k is a positive integer such that α(G) ≥ k+ α(G′), then
k+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) < 0. (6)
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Fig. 5. The figures illustrate all relevant cases where the 6-cycle C has at least one and at most four vertices of degree 3 in G. In each case, let X be the set of
vertices contained within the closed dotted curve. Vertices of X which are drawn as unfilled points form an independent set SX of G[X] with the property
that, for any independent set S ′ of G′ = G − X , the union S ′ ∪ SX is an independent set of G. The dashed lines indicate edges which may or may not be
present in the graph. The simple calculations beneath each figure show that α(G) − α(G′) + (−5(n(G) − n(G′)) + (m(G) − m(G′)) − λ(G′))/9 ≥ 0 in
each case.
Claim 4.4. The graph G contains no vertex of degree 1 but at least one vertex of degree 3.
The proof of the next claim is almost identical to the proof of Claim 3.5.
Claim 4.5. If H is a difficult induced subgraph of G, then ϕG(H) ≥ 3. Furthermore, if ϕG(H) = 3, then H is a difficult block.
The only difference of the proof of Claim 4.5 compared to the proof of Claim 3.5 is that we need to consider the additional
caseB ≃ H12. This case, however, is easily dealtwith exactly as the caseB ≃ F12. Note thatn(F12) = n(H12),m(F12) = m(H12),
and, in case B ≃ H12, it is possible to choose an independent set S of B of size 5 with no vertex of S adjacent to any vertex of
V (G) \ V (B). Further details are left to the reader.
Claim 4.6. If C is a 4-cycle in G, then C has degree sequence (3, 3, 3, 3) in G. If C is a 6-cycle in G, then C has degree sequence
(2, 3, 3, 2, 3, 3) or (2, 2, 3, 3, 3, 3) in G.
Proof of Claim 4.6. Suppose C is a cycle in G. Let the vertices of C be labelled cyclically x1, x2, . . . , xl, and let σ denote the
degree sequence (dG(x1), dG(x2), . . . , dG(xl)). If a vertex xi ∈ V (C) has a neighbour which is not contained in V (C), then we
denote this neighbour by yi.
(a) Suppose C is a 4-cycle. By Claims 4.2 and 4.4, σ ≠ (2, 2, 2, 2). If σ ∈ {(3, 2, 2, 2), (3, 2, 3, 2)}, then, with G′ = G−V (C),
we obtain α(G) ≥ 2+ α(G′) and, by Claim 4.5, λ(G′) ≤ ⌊2/3⌋ = 0. Thus
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) ≥ 2+ 1
9
(−5 · 4+ 5) > 0,
which contradicts Claim 4.3. If σ = (2, 2, 3, 3), then, with G′ = G − {x1, x2}, we obtain α(G) ≥ 1 + α(G′) and, by
Claim 4.5, λ(G′) = 0 from which we deduce a contradiction as in the previous case. If σ = (2, 3, 3, 3), then, with
G′ = G− (V (C) ∪ {y3}), we obtain α(G) ≥ 2+ α(G′), and, by Claim 4.5, λ(G′) ≤ 1. Hence
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) ≥ 2+ 1
9
(−5 · 5+ 8− 1) = 0,
which contradicts Claim 4.3. By symmetry, we obtain σ = (3, 3, 3, 3).
(b) Suppose C is a 6-cycle. By Claims 4.2 and 4.4, at least one vertex of C has degree 3 in G. If V (C) contains at most four
vertices of degree 3 in G, then we obtain a contradiction to Claim 4.3 as illustrated in Fig. 5; only two of these cases
require additional remarks.
If σ = (3, 2, 2, 2, 2, 3) with the vertices of V (C) labelled as indicated in Fig. 5(b), then any independent set S ′ of G′
contains atmost one of the vertices x1 and x6. If x1 ∈ S ′, then {x3, x5}∪S ′ is an independent set ofG, otherwise {x2, x4}∪S ′
is an independent set of G. In addition, λ(G′) = 0, by Claim 4.5. Hence
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) ≥ 2+ 1
9
(−5 · 4+ 5) > 0, (7)
which contradicts Claim 4.3.
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By the assumptions of Claim 4.6, C does not have a degree sequence in G corresponding to (2, 3, 3, 2, 3, 3) or
(2, 2, 3, 3, 3, 3). Hence, if C contains exactly four vertices of degree 3 in G, then the degree sequence of C must be
(3, 3, 2, 3, 2, 3). This, however, leads to a contradiction as indicated in Fig. 5(h).
Suppose C contains exactly five vertices of degree 3, sayσ = (2, 3, 3, 3, 3, 3). Clearly, distG(x2, x5) ≤ 3. Since all 4-cycles
in G have degree sequence (3, 3, 3, 3), we obtain that x2 and x5 are not adjacent. Since godd(G) ≥ 7, distG(x2, x5) ≠ 2.
Altogether, we obtain distG(x2, x5) = 3. It follows from (⋆⋆) that y2 has degree 2. By symmetry, also y6 has degree 2.
For i ∈ {2, 6}, let zi denote the neighbour of yi distinct from xi. Since G contains no 6-cycle with less than four vertices
of degree 3, z2 and z6 are distinct. Let G′ = G − {x1, x2, y2, z2, x6, y6, z6}. Then α(G) ≥ 3 + α(G′). If z2z6 ∈ E(G), then
m(G)−m(G′) ≥ 9 and, by Claim 4.5. λ(G′) ≤ 1. Similarly, if z2z6 ∉ E(G), thenm(G)−m(G′) ≥ 10 and λ(G′) ≤ 2. Thus
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) ≥ 3+ 1
9
(−5 · 7+ 9− 1) = 0, (8)
which contradicts Claim 4.3. Thus V (C) does not contain exactly five vertices of degree 3.
Suppose all vertices of V (C) have degree 3. Then, using (⋆⋆) and the fact that G has odd girth at least 7, it is easy to see
that x1x4, x2x5, x3x6 ∈ E(G). Since G is connected, it follows that G ≃ K3,3, which contradicts the assumption that G is a
counterexample.
This completes the proof of the claim. 
Claim 4.7. If v is a vertex of degree 2 and u andw are the neighbours of v, then dG(u)+ dG(w) ≤ 5.
Proof of Claim 4.7. In order to obtain a contradiction, we assume that dG(u) + dG(w) ≥ 6. Since G is subcubic,
dG(u)+ dG(w) = 6. Let G′ = G− {u, v, w}. By Claim 4.5, λ(G′) ≤ ⌊(dG(u)+ dG(w)− 2)/3⌋ = 1. If λ(G′) = 0, then
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) ≥ 1+ 1
9
(−15+ (dG(u)+ dG(w))) = 0,
which contradicts Claim 4.3. Hence we may assume λ(G′) = 1. Let H denote the difficult component of G′.
(1) SupposeH is a block. Then, by Claim 4.5, there are at least three (V (H), {u, w})-edges. By symmetry, we assume that u is
adjacent to precisely two vertices in V (H). Suppose H ≃ C7 and let the vertices of H be labelled cyclically x1, . . . , x7. We
may assume ux1 ∈ E(G). Since godd(G) ≥ 7, we may assume, by symmetry, that u is adjacent to x3. Since {u, x1, x2, x3}
induces a 4-cycle in G, Claim 4.6 implies that x2 is adjacent to w. Now, {u, v, w, x2, x1} induces a 5-cycle in G, which
contradicts the fact that G has odd girth at least 7. Hence H ≄ C7. Since the 3-vertex u ∈ V (G) \ V (H) has two
3-neighbours in V (H), Lemma 4.1 implies H ≄ H12. Hence H ≃ F12, and we may assume that the vertices of H are
labelled x1, . . . , x12 as depicted in Fig. 2. By symmetry, we may assume that u is adjacent to the vertex x1 of H . Now,
since G is subcubic and has odd girth at least 7, it follows that the second neighbour of u in V (H)\{x1} can be no vertex of
{x2, x3, x4, x5, x6, x7, x9, x10, x12}. Hence u is adjacent to either x8 or x11. If u is adjacent to x8, then {x1, x12, x6, x7, x8, u}
induces a 6-cyclewhich has degree sequence (3, 3, 3, 2, 3, 3) or (3, 3, 3, 3, 3, 3) inG, which contradicts Claim4.6. Hence
u is adjacent to x11. As noted above,w has at least one neighbour in V (H). Since G is subcubic and has odd girth at least
7,w is not adjacent to any vertex of {x1, x2, x3, x6, x9, x10, x11, x12}. Furthermore, by (⋆⋆),w is not adjacent to any vertex
of {x4, x5, x7, x8}which is a contradiction.
(2) SupposeH is not a block. SinceH is a difficult component, it must contain at least two endblocks B1 and B2 both of which
are isomorphic to C7, F12, or H12. Now, it follows from Claim 4.5 and dG(u) = dG(w) = 3 that G′ = H and that H contains
exactly two endblocks B1 and B2 joined by an edge. According to Lemma 4.1, neither B1 nor B2 is isomorphic to H12. This
leaves us with three cases to consider: (2.1) B1 ≃ B2 ≃ C7, (2.2) B1 ≃ C7 and B2 ≃ F12, and (2.3) B1 ≃ B2 ≃ F12. Note
that in each of these three cases only finitely many graphs have to be considered.
(2.1) Suppose B1 ≃ B2 ≃ C7. Let the vertices of B1 and B2 be labelled cyclically x1, . . . , x7 and y1, . . . , y7, respectively.
Since G is subcubic and of odd girth at least 7, it is impossible that each of u and w have 2 neighbours in one of
the blocks B1 and B2. Hence, since G is connected, we may assume, by symmetry, that u is adjacent to x1 and w
is adjacent to y1. If {x2, x7, y2, y7} is not independent, then we obtain a contradiction to (⋆⋆) in view of x1 and y1.
Hence {x2, x7, y2, y7} is independent. Since godd(G) ≥ 7, neither u nor w has a neighbour in {x2, x7, y2, y7}. If u
would have a second neighbour in B1 \ {x1}, then we obtain either a 5-cycle or a 4-cycle with degree sequence
different from (3, 3, 3, 3). Therefore, godd(G) ≥ 7 and Claim 4.6 imply that u has no neighbour in B1 \ {x1} and,
by symmetry, w has no neighbour in B2 \ {y1}. Since n(G) = 17, m(G) = 21, and λ(G) = 0, it follows that G
contains no independent set of size ⌈(5n(G) − m(G))/9⌉ = 8. Since {u, w, x2, x7, y2, y7} is independent, the set
{x4, x5, y4, y5} \ (NG(u) ∪ NG(w)) does not contain two independent vertices. By symmetry, we may assume that
u is adjacent to y5, w is adjacent to x4, and x5 is adjacent to y4. Now the vertices x4 and y5 yield a contradiction to
(⋆⋆) which completes case (2.1).
(2.2) Suppose B1 ≃ C7 and B2 ≃ F12. Let the vertices of B1 and B2 be labelled cyclically x1, . . . , x7 and y1, . . . , y12,
respectively, such that y12y6 and y3y9 are the two diagonals of the 12-cycle in B2. We may, by symmetry, assume
that u is adjacent to x1. As in case (2.1), godd(G) ≥ 7, Claim 4.6, and (⋆⋆) imply that u has no neighbour in B1 \ {x1}.
Hence,wemay, by symmetry, assume that u is adjacent to y1. Since n(G) = 22,m(G) = 28, andλ(G) = 0, it follows
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that G contains no independent set of size ⌈(5n(G) − m(G))/9⌉ = 10. Since distG(u, y3) = distG(u, y6) = 3, (⋆⋆)
implies that all vertices in {y2, y4, y5, y7} are of degree 2. Since godd(G) ≥ 7, w has no neighbour in {x2, x7}. Since
w may be adjacent to exactly one of the vertices in {x4, x5}, we may assume, by symmetry, that w and x5 are not
adjacent. Now {u, w, x2, x5, x7, y2, y4, y7, y9, y12} is an independent set of order 10. This contradiction completes
case (2.2).
(2.3) Suppose B1 ≃ B2 ≃ F12. Let the vertices of B1 be labelled as in Fig. 2, and the vertices of B2 be labelled as in Fig. 2
except xi is replaced by yi for all i ∈ [12]. Since G′ is a difficult component, we may assume, by symmetry, that
x1 is adjacent to y1. Since godd(G) ≥ 7 and x12y12 ∉ E(G), we have distG(x12, y12) = 3 which contradicts (⋆⋆) and
completes case (2.3).
This completes the argument for case (2). 
Claim 4.8. If C is a 4-cycle in G, then C has degree sequence (3, 3, 3, 3) in G. If C is a 6-cycle G, then C has degree sequence
(2, 2, 3, 3, 3, 3) in G.
Proof. The statement follows immediately from Claims 4.6 and 4.7. 
Claim 4.9. If v is a vertex of degree 2 and u andw are the neighbours of v, then dG(u)+ dG(w) = 5.
Proof of Claim 4.9. In view of Claims 4.4 and 4.7, we assume, for contradiction, that dG(u) + dG(w) = 4. The fact that G
has odd girth at least 7 implies that u and w are non-adjacent. Let u′ be the neighbour of u different from v and let w′ be
the neighbour of w different from v. By Claim 4.8, u′ ≠ w′. Let G′ = G − {u, u′, v, w,w′}. Then α(G) ≥ 2 + α(G′), and, by
Claim 4.5, λ(G′) ≤ ⌊(dG(u′)+ dG(w′)−2)/3⌋ ≤ 1. Ifm(G)−m(G′) ≥ 7 and λ(G′) = 0 orm(G)−m(G′) = 8, then we obtain
a contradiction to Claim 4.3. Hence, we may assume that eitherm(G)−m(G′) = 6 and λ(G′) = 0 orm(G)−m(G′) = 7 and
λ(G′) = 1.
(1) If m(G) − m(G′) = 6 and λ(G′) = 0, then dG(u′) = dG(w′) = 2. Let u′′ be the neighbour of u′ different from u and
let w′′ be the neighbour of w′ different from w. By Claim 4.6, u′ and w′ have no common neighbour, i.e. u′′ ≠ w′′. Let
G′′ = G− {u, u′, u′′, v, w,w′, w′′}. Now α(G) ≥ 3+ α(G′′), and, by Claim 4.5, eitherm(G)−m(G′′) ≥ 9 and λ(G′′) ≤ 1
orm(G)−m(G′′) = 8 and λ(G′′) = 0. This implies a contradiction to Claim 4.3.
(2) If m(G) − m(G′) = 7 and λ(G′) = 1, then Claim 4.5 implies that G′ is a difficult block, i.e. G′ is isomorphic to C7, F12, or
H12. We may assume that dG(u′) = 3 and dG(w′) = 2. By Lemma 4.1, G′ is not isomorphic to H12.
If G′ ≃ C7 with, say, the vertices of G′ labelled cyclically x1, . . . , x7, then we may assume that u′ is adjacent to x1. Since
godd(G) ≥ 7, it follows that u′ is adjacent to either x3 or x6. By symmetry, we may assume u′x3 ∈ E(G). By Claim 4.7, w′
is adjacent to x2. Now G is isomorphic to H12, in particular, λ(G) = 1, which contradicts Claim 4.2.
Hence G′ ≃ F12 with the vertices of G′ labelled as in Fig. 2. By symmetry, wemay assume that u′ is adjacent to x1. Since G
contains no triangles, u′ is not adjacent to x2. By Claim 4.7,w′ must be adjacent to x2. Now x3 and x12 are both of degree
3 in G, distG(x3, x12) = 3, and both of x3 and x12 have two 3-neighbours, which contradicts (⋆⋆).
This completes the proof of the claim. 
We proceed to the final argument. By Claim 4.4, G has at least one vertex of degree 3.
Suppose G is cubic. By (⋆⋆), G has diameter less than 3 and hence contains at most 10 vertices. It is easy to check that
no cubic graph of odd girth at least 7 and at most 10 vertices is a counterexample. Therefore, G is not cubic. By Claim 4.4, G
contains a vertex v of degree 2. Let u and w denote the neighbours of v in G. By Claim 4.9, we may assume dG(u) = 3 and
dG(w) = 2. Let u1 and u2 denote the two neighbours of u distinct from v. Let x denote the unique neighbour of w distinct
from v. By Claim 4.9, x has degree 3 in G. Let x1 and x2 denote the two neighbours of x distinct from w. Since godd(G) ≥ 7,
Claim 4.8 implies distG(u, x) = 3. Since both u and x have degree 3 in G, (⋆⋆) implies that we may assume, by symmetry,
that dG(u1) = 2. Let t denote the unique neighbour of u1 distinct from u. By Claim 4.9, dG(t) = 2. Let X = {t, u1, u, v, w}
and G′ = G− X . By Claim 4.5, λ(G′) ≤ 1, since there are only three (X, V (G) \ X)-edges in G. Now,
(α(G)− α(G′))+ 1
9
(−5(n(G)− n(G′))+ (m(G)−m(G′))− λ(G′)) ≥ 2+ 1
9
(−25+ 7− λ(G′)) = −λ(G
′)
9
.
By Claim 4.3, λ(G′) = 1. Since there are only three (X, V (G) \ X)-edges in G, Claim 4.5 implies that G′ must be a difficult
block.
Suppose G′ ≃ C7 with, say, the vertices of V (G′) labelled cyclically x1, . . . , x7. By symmetry, we may assume that u is
adjacent to x1. Since G contains no 5-cycle, neither t nor w is adjacent to either x2 or x7. Thus, by Claim 4.7, neither t nor
w is adjacent to either x3 or x6. Thus, by symmetry, we may assume that t is adjacent to x4 while w is adjacent to x5. This,
however, implies that G is isomorphic to F12, in particular, λ(G) = 1, which contradicts Claim 4.2.
Suppose G′ ≃ F12 with, say, the vertices of V (G′) labelled as in Fig. 2. We may assume that u is adjacent to x1. Since G
contains no 5-cycle, neither t norw is adjacent to x2. Now x2 is a 2-vertexwith two3-neighbourswhich contradicts Claim4.7.
Hence G′ ≃ H12. Let x1x2x3x4x5x6 be a 6-path in G′, where all internal vertices have degree 2 in G′. By symmetry, we only
need to consider two cases depending on whether u is adjacent to x2 or x3. If u is adjacent to x2, then x2 and x6 are both
of degree 3 in G, distG(x2, x6) = 3, and both x2 and x6 have two 3-neighbours which contradicts (⋆⋆). If u is adjacent to x3,
then, by Claim 4.7, one of the vertices t orw, say t , must be adjacent to x2, but then the vertex set {t, u1, u, x3, x2} induces a
5-cycle in G, a contradiction. This completes the proof. 
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