Introduction
The salt budget of the Baltic Sea ( Fig. 1 ) is determined by a balance between saline inflow from the Kattegat and brackish water outflow from the Baltic Sea through the Danish Straits. River runoff and precipitation cause dilution while evaporation acts in the opposite direction. Ice formation and melting act as evaporation and precipitation, respectively, but have no influence on an annual timescale. Generally, during dry periods the mean salinity of the Baltic Sea increases while during wet periods a decrease will happen. These long-term changes are overlaid by the atmospheric-driven water exchange between the North Sea and the Baltic Sea. Moderate saline waters flow in permanently, but highly saline inflows that are able to replace the stagnant bottom waters, happen relatively rarely.
The salinity and stratification in the deep basins are linked to the occurrence of major Baltic inflows (MBIs) which occur sporadically and transport highly saline and oxygenated water of North Sea origin to deeper layers of the Baltic Sea. These major inflows are often followed by stagnation periods with no strong saline inflows, during which the permanent halocline weakens, even disappears in some basins, and extended areas of oxygen deficiency develop in those regions where the salinity stratification remains (Leppäranta and Myrberg, 2009, Väli et al., 2013) . Since the early eighties the frequency of highly saline inflow events has dropped drastically from 5 to 7 events per decade to only one inflow per decade. Major inflow events occurred in January 1993 and 2003. After more than 10 years without major Baltic inflows, in December 2014 a strong MBI brought large amounts of saline and well oxygenated water into the Baltic Sea (Mohrholz et al., 2015) .
In spite of the decreasing frequency of MBIs and increasing periods of stagnation, large volume changes (LVCs) of the Baltic Sea still took place which were reflected in the mean sea level of the Baltic Sea (Franck and Matthäus, 1992; Lehmann et al., 2002) . A LVC is typical to occur in the Baltic
Published by Copernicus Publications. Sea, being connected to favorable atmospheric forcing, but these do not always lead to MBIs even if the incoming water volumes might be large. The difference between MBI and LVC is that during a LVC only relative low-saline water can be re-imported to the Baltic Sea. A MBI is always related to an effective salt transport which is able to substitute the bottom water in the deep basins of the Baltic Sea. Thus, MBIs can be considered as subset of LVCs transporting additionally to the large water volume a huge amount of salt into the Baltic Sea. Large volume changes have also been observed in previous studies (Jacobsen, 1981; Lass and Schwabe, 1990) . The associated volume change is typically about 100 km 3 and the duration is about 40 days (Lehmann et al., 2002) .
Atmospheric conditions leading to MBIs have comprehensively been studied (e.g. Schinke and Matthäus, 1998; Lass and Matthäus, 1996; Matthäus and Schinke, 1994) . Strong inflows are associated with certain sequences of atmospheric flow patterns over the larger North Atlantic/North European region. The atmospheric forcing of major Baltic inflows has two phases: at first, high atmospheric pressure over the Baltic region with easterly winds followed by several weeks of strong westerly winds over the North Atlantic and Europe. The intensity of single events depends on how well both phases are developed and how closely they are related in time. Previous studies concentrated mostly on MBI periods, describing the average situation during and before the events, but also trying to find some earlier predictors of the events.
Recently, Schimanke et al. (2014) presented an algorithm based on mean sea level pressure (MSLP) fluctuations to identify major Baltic inflow events. The algorithm which used daily SLP-fields as only parameter identified the majority of major inflow events between 1961 and 2010. Furthermore, they found more favorable atmospheric conditions for inflow events than have been identified by observations. They argued that in spite of favorable atmospheric conditions other factors such as runoff could prevent MBIs. It is reasonable to assume that the atmospheric forcing of MBIs and LVCs should be similar. As LVCs and MBIs are very variable in length and intensity we tried to find common characteristics and to somehow generalize the pressure fields and their sequences.
One possible method to aggregate the main variability of atmospheric pressure patterns into a reasonable small set of patterns is using classifications of atmospheric circulation types (Huth et al., 2008) . Circulation type classification (CTC) is widely used in order to describe the variability of pressure patterns in a certain domain. During this process exact information about the individual configuration of the pressure field is lost, replaced by a single number per pressure field and by a sequence of circulation type numbers for periods of time. Regardless of losing detailed information, suitably chosen classification methods reduce also noise which might be seen as advantage. The gain is the simplicity of the result, which makes it attractive for a wide range of applications dealing with the linkage between largescale circulation and weather-related surface conditions. If any relationship between the occurrence of a distinct circulation type and an associated surface condition is detected, this technique easily offers insights into physical reasons for this relationship. In recent years, there has been a real avalanche of papers with applications from many fields beginning from searching trends in temporal variability of atmospheric circulation to climate models output downscaling.
The idea of this paper is to separate the atmospheric conditions necessary to force large volume changes of the Baltic Sea. We studied the atmospheric circulation patterns forcing LVCs by Lamb automated weather types (Jenkinson and Collison, 1977) or synoptic weather types that are easily interpretable. With the knowledge of sequences of main patterns which cause large inflows to the Baltic Sea, it is possible to analyze the variability of these patterns in time to reveal possible changes in the atmospheric circulation which potentially could explain the lack of large inflows in recent decades.
Materials and methods

Sea level data at Landsort
Hourly sea level data at the tide gauge station Landsort in Sweden (Fig. 1 ) have been downloaded from the SMHI Öppna data bank system (http://opendata-download-ocobs. smhi.se/explore/) for the time period 1887-2013. Sea level data have been detrended from effects of land uplift and climate change. Furthermore, to reduce local effects of sea level changes daily averages have been calculated. Landsort sea level data are known to describe mean sea level changes of the entire Baltic Sea very well (Franck and Matthäus, 1992) . The up-and down movements can be related to corresponding volume transports through the entrance area of the Baltic Sea (Lehmann et al., 2002) . The mean sea level of the Baltic Sea is a function of in-and outflow through the Danish Straits and the net fresh water flux. Due to the limited transport capacity of the Danish Straits, sea level changes in the Kattegat result in a delayed response of the mean sea level. The entrance area of the Baltic Sea acts as a low-pass filter for signals entering from the Kattegat, short-term variations are effectively filtered out (e.g. Andersson, 2002) .
The main interest of our study are sea level changes occurring on weekly to monthly timescales, thus being evident in the mean sea level variation. So we used the method proposed by Pasanen et al. (2013) to smooth the sea level time series and filter out high frequency fluctuations. Pasanen et al. (2013) proposed a method for extracting time series features in different scales. It produces a multi-resolution analysis of the time series as the sum of scale-dependent components. These components were obtained from differences of smooth. The smoothing levels were determined using derivatives of smooths of the original time series. Details of the multi-resolution method for extracting time series features may be found in Pasanen et al. (2013) .
From the smoothed curve local minima and maxima of the sea level have been determined. Furthermore, from the difference between minima and maxima we detected larger inflows resulting in large volume changes. A LVC is defined by the sea level difference of at least 29 cm corresponding to about 100 km 3 of volume change. Figure 2 shows the original and smoothed time-series of sea surface elevation (SSE) for the period 1948-1954 which includes the strongest MBI so far in December 1951. This inflow resulted in a total volume change of about 240 km 3 (Fig. 3) . For the threshold of 29 cm we determined all LVCs from the smoothed times series of sea level/volume changes at Landsort occurring over the period from 1948-2010 (Fig. 3) . All in all 74 LVCs have been detected. Nearly all MBIs coincide with LVCs, differences are due to the applied smoothing of the sea level time-series. This gives confidence that the applied method is suitable to detect LVCs.
On average LVCs were associated with about 40 cm of sea level difference, 141 km 3 of volume change (inflow) over a period of about 53 days. It should be noted that these events are very different from the point of view of inflow duration or time between maximum and minimum SSE values, ranging from 31 to 116 days. The main season of LVCs is from October to December (OND, 42 %), followed by January-March (JFM, 22 %), April-June (AMJ, 20 %) and July to September (JAS, 15 %).
Atmospheric circulation classification
We classified air pressure patterns in order to describe the variability of atmospheric circulation in the Baltic Sea region. The classification of circulation weather types developed by Jenkinson and Collison (1977) as an automatic version of Lamb's classification (Lamb, 1972) was selected because of the interpretation simplicity. The latter offers easy comparison of circulation types frequencies over different domains. It is widely used elsewhere in Europe (e.g. Trigo and DaCamara, 2000; Post et al., 2002; Linderson, 2001; Jones et al., 2013) .
MSLP values from 16 points in and around the study area (Fig. 4 ) are used to calculate 6 different flow indices, which quantify the geostrophic airflow and vorticity (see Post et al., 2002 for details). Jenkinson Collison' circulation types (JCT) and classes (JCC) are defined by comparing the numeric values of the indices. There are altogether 26 circulation types that could be merged to 10 classes. If a straight airflow dominates over the vorticity then, depending on the direction of the flow, 8 directional types are specified (W, NW, N, NE, E, SE, S, SW). If the vorticity Z is at least two times larger than the geostrophic flow F , then the cyclonic (C) or anticyclonic (AC) types are assigned. There are also 16 so-called hybrid types: 8 cyclonic and 8 anticyclonic ones where the geostrophic flow and positive or negative vorticity play a nearly equal role in atmospheric regional circulation. In case of circulation classes the hybrid types are added to the directional ones, resulting in 10 main circulation classes.
Mean sea level pressure fields for 10 JCCs centered at the Danish Straits (55 • N, 10 • E) are represented in Fig. 4 . The center over the Danish Straits was selected in relation to previous studies (Matthäus and Schinke, 1994; Lass and Matthäus, 1996) .
JCTs and JCCs were calculated for all days during the period of 1948-2013 using gridded MSLP data of NCEP/NCAR reanalysis (Kalnay et al., 1996) at 12:00 UTC. The software package cost733class (Philipp et al., 2014) was used as it offers a flexible way to calculate several circulation classifications with variable number of types over arbitrarily selected areas. 
Results
Atmospheric circulation patterns prevailing during LVC periods
Mean annual and seasonal frequencies of circulation classes were calculated to compare the special circulation during the 74 LVC periods with the mean atmospheric circulation in this domain. For each LVC, periods of 121-days were under closer inspection. Based on Landsort SSE data it is reasonable to center the periods either on the day of the minimum or the maximum sea level, or the day in the middle between them. We call this reference time 0-day. At first we tested the sensitivity of JCC sequences with respect to the 0-day selection. Sequences of circulation classes for 74 large volume changes of the Baltic Sea in the period 1948-2013 with 0-days at (a) minimum and (b) maximum Landsort SSE are presented in Fig. 5 . The images appear to be somewhat noisy because of the high variability of the circulation classes during the LVC periods. There is obviously not just one sequence of patterns that results in large volume changes. The first structure, that could be noticed is a greenish yellow stripe before the 0-day (Fig. 5a ), that demonstrates dominating easterly and southeasterly atmospheric flow (class) before the minimum of SSE at Landsort. A similar noisy pattern can also be found in Fig. 5b associated with dominating westerly and north-westerly atmospheric flow (class) before the maximum of SSE at Landsort. The patterns in Fig. 5a are shifted to the left with respect to the chosen reference but the structure of the patterns are very similar. The high variability in the length of LVC periods makes the synthesizing of the atmospheric circulation difficult. Thus, we have calculated frequency histograms for 30-day sub-periods, for which the circulation patterns are more homogeneous. These are presented in Fig. 6 for three 30-day sub-periods taking the 0-day at SSE maximum. The first sub-period corresponds to the pre-inflow period (60 to 31 days before the 0-day), the second sub-period corresponds to the inflow period (30-days until the 0-day), and the third sub-period, after the inflow, is chosen as a control period (1-30 days after the 0-day). The relative frequencies of JCCs in dependency of varying LVC thresholds are also displayed in Fig. 6 . The threshold has been varied in the range of 24 to 44 cm. The significance of the difference in frequency distributions between the 1948-2013 average JCCs (bright green columns in Fig. 6 ) and the corresponding sub-period is checked by the KolmogorovSmirnov test. The JCCs histogram for the third sub-period never differed from the long-term mean. For the whole 121-day period and for the second sub-period the histogram differed significantly from the long period mean in case of all used thresholds. The first sub-period was significantly different from the mean for 24-38 cm LVC thresholds, but failed the test in case of higher SSE values. In case of larger LVCs, the duration of the inflow is generally longer (more than 30 days) and in case of higher SSEs the separation of the pre- inflow period and the main inflow period is not always possible (therefore, the percentage of W, NW and SW grows at higher thresholds, Fig. 6a) . For the chosen 100 km 3 (29 cm) threshold, during the precursory period (30-days before the minimum in Landsort SSE) the largest increase compared to long-term mean frequency show SE and E types of JCCs. During the inflow period (30-days before the maximum in Landsort SSE) the dominant JCCs are W and NW. From Fig. 6 , it could be deduced that the frequency of these specific circulation classes grows if the threshold is increased.
To check if it is possible to associate the temporal changes in the number of LVCs and MBIs with the changes in atmospheric circulation, annual and seasonal occurrences of separate and combined JCCs were calculated for every year. As season, we defined the main period when most of the MBIs occurred (October to March, ONDJFM). The Mann-Kendal nonparametric test (Kendall, 1975) was applied to check the significance (p = 0.05) of the trends in JCCs frequencies. For two classes (W, SW) positive trends and also for two classes negative trends (NE, E) during the 66 seasons were found. Trends determined for time series of seasonal occurrences of NE+E+SE and SW+W+NW were also significant (see Fig. 3 ). The occurrence of these easterly types has decreased since 1970s about 20 days, while for the westerly types the frequency has grown about twice. Slopes of trends were calculated by the method of Sen (1968) .
Conclusions and discussion
A new term "Large Volume Changes (LVCs)" has been introduced to indicate changes in the Baltic Sea volume independent of the salinity content of the inflowing water mass. The idea is based on the assumption that the atmospheric forcing that causes the inflows to the Baltic Sea does not depend on salinity. Large volume changes have been calculated for the period 1948-2013 filtering Landsort sea surface elevation anomalies daily time series. The cases with local minimum and maximum difference of at least 29 cm which correspond to 100 km 3 of Baltic Sea volume change have been chosen for a closer study to reveal atmospheric circulation patterns that force large changes in volume. The total number of such cases is 74.
For the first time, atmospheric circulation classification has been used to characterize the atmospheric forcing before, during and after the LVC events. From earlier studies, it could be deduced that these events are driven by synoptic scale atmospheric forcing, which could easily be represented and interpreted by Lamb automated weather types (Jenkinson and Collison, 1977) . During different phases of the inflow, the abundance of certain Jenkinson Collison' classes grow or decrease compared to the average frequency of classes. The frequency distributions of Jenkinson Collison' classes 60-30 days before the maximum SSE is significantly different from the average and the same is valid for the period of 30-0 days before the maximum, but not for the 30 days period after the maximum. The first period is characterized by a higher number of E and SE classes, which confirms the idea of Matthäus and Schinke (1994) about the pre-inflow period for which easterly winds prevail which increase the Baltic Sea water outflow, lower the mean sea level and hinder the inflow of North Sea water through the Danish Straits. The associated anticyclonic circulation is related to dry periods with less precipitation and increased saline stratification in the Belt Sea area. An immediate period (next 30 days) of strong to very strong westerly winds trigger the inflow and force effective LVCs/MBIs.
If the threshold for a LVC is raised, the amount of certain aforementioned types increases during both 30 days periods. It is difficult to attribute the lack of MBIs to the increase or decrease of certain JCCs, but the trends in time series of NE+E+SE and SW+W+NW show that the reason can be the negative trend in eastern types after 1980s, as in the western types for which a significant increase occurred. Thus, one possible reason might be the increased atmospheric zonal circulation linked with intensified precipitation in the Baltic region and increased river runoff to the Baltic Sea (Schinke and Matthäus, 1998; Lehmann et al., 2002 Lehmann et al., , 2011 ). An alternative explanation has been recently proposed by Soomere et al. (2015) . They found a significant abrupt change in the meridional component of the airflow direction over the southern Baltic Sea around 1987. This change was established by a substantial increase in northwestern wind events at the expense of other wind directions (e.g. western winds that are critical for MBIs to occur).
We showed that easily interpretable circulation types in synoptic scale offer a complex tool to study the atmospheric forcing of large volume changes to the Baltic Sea. But such a simple circulation classification as JCC with only 10 classes does not reveal very special circulation cases, that could be connected to MBIs. An inverted approach could be used, at first classifying only pressure fields occurring during such events, and then in a second step determining their individual frequency. The main idea is that events like these depend on the sequence or accumulation of forcing which is not easy to follow by an Euler type approach. Therefore the next steps will be the tracking of cyclone pathways and classifying of pressure field sequences which will help to overcome this kind of problems.
