Abstract. The aim of this work is to prove by a perturbation method the existence of solutions of the coupled Einstein-Dirac equations for a static, spherically symmetric system of two fermions in a singlet spinor state. We relate the solutions of our equations to those of the nonlinear Choquard equation and we show that the nondegenerate solution of Choquard's equation generates solutions for Einstein-Dirac equations.
Introduction
In this paper, we study the coupled Einstein-Dirac equations for a static, spherically symmetric system of two fermions in a singlet spinor state. Using numerical methods, F. Finster, J. Smoller and ST. Yau found, in [1] , particlelike solutions; our goal is to give a rigorous proof of their existence by a perturbation method where D denotes the Dirac operator, ψ is the wave function of a fermion of mass m, R i j is the Ricci curvature tensor, R indicates the scalar curvature and, finally, T i j is the energy-momentum tensor of the Dirac particle. In [1] , Finster, Smoller and Yau work with the Dirac operator into a static, spherically symmetric space-time where the metric, in polar coordinates (t, r, ϑ, ϕ), is given by (1.3) g ij = diag 1
with A = A(r), T = T (r) positive functions; so, the Dirac operator can be written as
Date: October 2, 2009. 1 After completing this work, we learned from professor Joel Smoller that Erik J. Bird had proved the existence of small solutions of the Einstein-Dirac equations in his doctoral thesis in 2005 [2] . His method is quite different from ours: he uses Schauder's fixed point theorem. γ ϑ = 1 r −γ 1 sin ϑ +γ 2 cos ϑ cos ϕ +γ 3 cos ϑ sin ϕ (1.8) γ ϕ = 1 r sin ϑ −γ 2 sin ϕ +γ 3 cos ϕ (1.9) whereγ i are the Dirac matrices in Minkowski space (see [1] ). Moreover, Finster, Smoller and Yau are looking for solutions taking the form
where σ r = σ 1 cos ϑ +σ 2 sin ϑ cos ϕ +σ 3 sin ϑ sin ϕ is a linear combination of the Pauli matricesσ i and Φ 1 (r), Φ 2 (r) are radial real functions. We remind also that the energy-momentum tensor is obtained as the variation of the classical Dirac action
and takes the form
(see [1] for more details). In this case, the coupled Einstein-Dirac equations can be written as
(1.14)
with the normalization condition
In order that the metric be asymptotically Minkowskian, Finster, Smoller and Yau assume that lim r→∞ T (r) = 1.
Finally, they also require that the solutions have finite (ADM) mass; namely lim r→∞ r 2 (1 − A(r)) < ∞.
In this paper, we will prove the existence of solutions of (1.1-1.2) in the form (1.10) by a perturbation method. In particular, we follow the idea described by Ounaies in [6] (see also [9] for a rigorous existence proof of nonlinear Dirac solitons based on Ounaies' approach). Ounaies, by a perturbation parameter, relates the solutions of a nonlinear Dirac equation to those of nonlinear Schrödinger equation. Imitating the idea of Ounaies, we relate the solutions of ours equations to those of nonlinear Choquard's equation (see [4] , [5] for more details on Choquard's equation) and we obtain the following result. Theorem 1.1. Given 0 < ω < m such that m − ω is sufficiently small, there exists a non trivial solution of (1.11-1.14).
In Section 2, we solve the Einstein-Dirac equations by means of the perturbation method suggested by Ounaies; in particular in the first subsection we describe a useful rescaling and some properties of the operators involved, whereas in the second subsection we prove the existence of solutions generated by the solution of the Choquard equation.
Perturbation method for Einstein-Dirac equations
First of all, we observe that writing T (r) = 1 + t(r) and using equation (1.13), the coupled Einstein-Dirac equations become
Furthermore, because we want A(r) > 0, we have that the following condition must be satisfied
for all r ∈ (0, ∞). Now, to find a solution of the equations (2.1-2.3), we exploit the idea used by Ounaies in [6] . In particular, we proceed as follow: in a first step we use a rescaling argument to transform (2.1-2.3) in a perturbed system of the form (2.6)
where ϕ, χ, τ : (0, ∞) → R. Second, we relate the solutions of (2.6) to those of the nonlinear system (2.7)
We remark that ϕ is a solution of (2.7) if and only if u(x) = ϕ(|x|) |x| solves the nonlinear Choquard equation
To prove this fact it's enough to remind that for a radial function ρ,
max(r, s) ds
We observe also that if we write
i ∂ i . It's well known that Choquard's equation (2.8) has a unique radial, positive solution u 0 with |u 0 | 2 = N for some N > 0 given. Furthermore, u 0 is infinitely differentiable and goes to zero at infinity; more precisely there exist some positive constants
is a radial nondegenerate solution; by this we mean that the linearization of (2.8) around u 0 has a trivial nullspace in L 2 r (R 3 ). In particular, the linear operator L given by [4] , [5] , [3] for more details). The main idea is that the solutions of (2.6) are the zeros of a C 1 operator D :
, by (ϕ 0 , χ 0 , τ 0 ) the ground state solution of (2.7) and we observe that D ϕ,χ,τ (ε, ϕ 0 , χ 0 , τ 0 ) is an isomorphism, the application of the implicit function theorem (see [7] ) yields the following result, which is equivalent to theorem 1.1.
Theorem 2.1. Let (ϕ 0 , χ 0 , τ 0 ) be the ground state solution of (2.7), then there exists δ > 0 and a function η ∈ C((0, δ), X ϕ ×X χ ×X τ ) such that η(0) = (ϕ 0 , χ 0 , τ 0 ) and (ε, η(ε)) is a solution of (2.6), for 0 ≤ ε < δ.
2.1.
Rescaling. In this subsection we are going to introduce the new variable (ϕ, χ, τ ) such that Φ 1 (r) = αϕ(λr), Φ 2 (r) = βχ(λr) and t(r) = γτ (λr), where Φ 1 , Φ 2 , t satisfy (2.1-2.3) and α, β, γ, λ > 0 are constants to be chosen later.
Using the explicit expressions of A, given in (2.4), we have
By adding the conditions 
where
that is equivalent to (2.18) Now, to obtain a solution of (2.12) from (ϕ 0 , χ 0 , τ 0 ), we define the operators L 1 :
Furthermore we define the following norms:
It's well known that
Moreover, using Hardy's inequality
we get the following properties:
∀ρ ∈ X ϕ , ∀ρ ∈ X χ . Since the operator A(ε, ϕ, χ, τ ) must be strictly positive, we consider B ϕ , B χ , B τ , defined as the balls of the spaces X ϕ , X χ , X τ , and ε 1 , ε 2 , depending on m and on the radius of B ϕ , B χ , B τ , such that
The existence of ε 1 , ε 2 is assured by the fact that ϕ, χ, τ are bounded; in particular, if ε ≥ 0,
then there exists ε 2 > 0 such that A(ε, ϕ, χ, τ ) > 0 for all ε ∈ [0, ε 2 ). In the same way, if ε < 0,
then there exists ε 1 > 0 such that A(ε, ϕ, χ, τ ) > 0 for all ε ∈ (−ε 1 , 0).
Before starting the proof of the lemma we observe that for a radial function ρ such that
We remind that H
Proof. We begin with L 3 ; first, we have to prove that it is well defined in Y τ = L 1 ((0, ∞), dr). We remark that
where C 1 , C 2 , C 3 , C 4 , C 5 are positive constants and, by definition, we have that
using Hölder's inequality, then
In the same way, we can conclude that
We begin with
First of all, we remark that if ϕ, h 1 ∈ B ϕ , χ, h 2 ∈ B χ and τ, h 3 ∈ B τ , then
with C i positive constants. With exactly the same arguments used above, we conclude that
∂χ and ∂L3 ∂τ are continuous; thus the proof for L 3 . We consider now L 1 ; first, we have to prove that it is well defined in Y ϕ . We observe that
By a straightforward computation, we find out
and, using the positivity of A, 
Finally, we observe that D ϕ,χ,τ (0, φ 0 )(h, k, l) can be written as
Theorem 2.5. Let φ 0 be the ground state solution of (2.7), then there exists δ > 0 and a function η ∈ C((0, δ), X ϕ × X χ × X τ ) such that η(0) = φ 0 and D(ε, η(ε)) = 0 for 0 ≤ ε < δ.
Proof. Since D(0, φ 0 ) = 0 and D is continuously differentiable in a neighborhood of (0, φ 0 ), to apply the implicit function theorem we have to prove that It's well known that the unique solution of the first equation of (2.26) in H 1 r (R 3 ) is ξ ≡ 0 (see [3] for more details) and that implies ζ ≡ l ≡ 0. So the unique solution of (2.24) is h ≡ k ≡ l ≡ 0 and D ϕ,χ,τ (0, φ 0 ) is one to one in X ϕ × X χ × X τ .
Next, if we show that S(h) is a compact operator, we have that D ϕ,χ,τ (0, φ 0 ) is a one to one operator that can be written as a sum of an isomorphism and a compact operator and then it's an isomorphism. First, we can easily see that T (h) = 1 r 2 r 0 ϕ 0 h ds is a compact operator from X ϕ on Y τ ; in particular, we use the fact that H 1 r R 3 is compactly embedded in L q R 3 , for 2 < q < 6, to prove that for any bounded sequence {h n } ⊂ X ϕ , the sequence {T (h n )} ⊂ Y τ contains a Cauchy subsequence. Second, we have to show that the operator In conclusion, we can apply the implicit function theorem to find that there exists δ > 0 and a function η ∈ C((0, δ), X ϕ × X χ × X τ ) such that η(0) = φ 0 and D(ε, η(ε)) = 0 for 0 ≤ ε < δ.
