Abstract. We study the moduli space of four dimensional ordinary Lie algebras, and their versal deformations. Their classification is well known; our focus in this paper is on the deformations, which yield a picture of how the moduli space is assembled. Surprisingly, we get a nice geometric description of this moduli space essentially as an orbifold, with just a few exceptional points.
Introduction
Lie algebras of small dimension are still a central area of research, although their classification is basically known up to order 7 (for instance, see [12, 14, 15, 10, 13] ). The reason for this is that they play a crucial role in physical applications (especially in dimension 4). Despite the classification of these algebras, the moduli space of Lie algebras in a given dimension is not well understood. We should mention [9] , on the variety of n dimensional Lie algebra structures. Moreover, in the existing classifications there are often overlaps of families determined by parameters and the manner in which unique objects are singled out is somewhat artificial. Our solution of this problem is to consider the cohomology of the Lie algebras as well as their versal deformations, and use this information as a guide to their division into families. This is the additional information which provides us with a natural division of the moduli space of Lie algebras into families, as well giving us a geometric picture of the structure of the moduli space. We did a similar study for 3 dimensional Lie algebras in [7] .
The goal of the present paper is to get an accurate picture of the moduli space of complex 4-dimensional Lie algebras. The key ingredient in our description will be the versal deformations of the elements in the moduli space; therefore cohomology will be a primary computational tool.
In this paper we will show that the moduli space of Lie algebras on C 4 is essentially an orbifold given by the natural action of the symmetric group Σ 3 on the complex projective space P 2 (C). In addition, there are two exceptional complex projective lines, one of which has an action of the symmetric group Σ 2 . Finally, there are 6 exceptional points. The moduli space is glued together by the miniversal deformations, which determine the elements that one may deform to locally, so deformation theory determines the geometry of the space. The exceptional points play a role in refining the picture of how this space is glued together. By orbifold, we mean essentially a topological space quotiented out by the action of a group. In the case of P n , there is a natural action of Σ n+1 induced by the natural action of Σ n+1 on C
n+1 . An orbifold point is a point which is fixed by some element in the group. In the case of Σ n+1 acting on P n , points which have two or more coordinates with the same value are orbifold points, but there are some other ones, such as the point (1 : −1) = (−1 : 1).
In the classical theory of deformations, a deformation is called a jump deformation if there is a 1-parameter family of deformations of a Lie algebra structure such that every nonzero value of the parameter determines the same deformed Lie algebra, which is not the original one (see [8] ). There are also deformations which move along a family, meaning that the Lie algebra structure is different for each value of the parameter. There can be multiple parameter families as well.
In the picture we will assemble, both of these phenomena arise. Some of the structures belong to families and their deformations simply move along the family to which they belong. If there is a jump deformation from an element to a member of a family, then there will always be deformations from that element along the family as well, although they will typically not be jump deformations. In addition, there are sometimes jump deformations either to or from the exceptional points, so these exceptional points play an interesting role in the picture of the moduli space.
The structure of this paper is as follows. After some preliminary definitions and explanation of notation, we will explain our classification of four dimensional Lie algebras, giving a comparison between our description of the isomorphism classes of Lie algebras and the ones in [2] and [1] . Our division of the algebras into families is based primarily on cohomological considerations; elements with the same cohomological description are placed into the same family in our decomposition. The correlation between our decomposition and the one in [1] is very close.
The main differences arise out of our intention to divide up our families as projective spaces, a point of view which only partially occurs in [1] .
After giving a description of the elements of the moduli space, we then study in detail miniversal deformations of each element, and determine how the local deformations behave. The main tool used in this paper is a constructive approach to the computation of miniversal deformations, which was first given in [5, 6] . We do not provide complete details about the method of construction, but try to provide enough information that the reader might be able to reconstruct miniversal deformations from the data we provide. Our goal here is to use the constructions to give a picture of the moduli space, rather than to demonstrate the constructions themselves.
Finally, we will assemble all the information we have collected to give a pictorial representation of the moduli space.
Preliminaries
In classical Lie algebra theory, the cohomology of a Lie algebra is studied by considering a differential on the dual space of the exterior algebra of the underlying vector space, considered as a cochain complex. If V is the underlying vector space on which the Lie algebra is defined, then its exterior algebra V has a natural Z 2 -graded coalgebra structure as well. In this language, a Lie algebra is is simply a quadratic odd codifferential on the exterior coalgebra of a vector space. An odd codifferential is simply an odd coderivation whose square is zero. The space L of coderivations has a natural Z-grading L = L n , where L n is the subspace of coderivations determined by linear maps φ : n V → V . A Lie algebra is a codifferential in L 2 , in other words, a quadratic codifferential. (L ∞ algebras are just arbitrary odd codifferentials.)
The space of coderivations has a natural structure of a Z 2 -graded Lie algebra. The condition that a coderivation d is a codifferential can be expressed in the form [ 
Recall that for an arbitrary vector space V of dimension n, the dimension of k V is just n k
. If {e 1 , . . . , e n } is a basis of V , and I = (i 1 , . . . , i k ) is a multi-index with i 1 < · · · < i k , and we denote e I = e i 1 · · · e i k , then the e I -s give a basis of k V . Define ϕ I j ∈ L k by φ I j (e J ) = δ I J e j , where δ I J is the Kronecker delta. The elements of L k are all even if k is odd, and odd if k is even; to stress this difference, we will denote even elements as φ I j , but odd ones as ψ I j . Because we will be working with a four dimensional space, only L 0 , L 1 , L 2 , L 3 and L 4 are nonzero, so 1 and 3 cochains are even, while 1, 2 and 4 cochains are odd. In general, the dimension of L k is just n n k , so for our case,
The Lie algebra structures are codifferentials in L 2 . In order to represent a codifferential d as a matrix, we choose the following order for the increasing pairs I = (i 1 , i 2 ) of indices: (2, 3) , (1, 4) , (2, 4) , (3, 4)}, and denote the ith element of this ordered set by S(i). Using this order and the Einstein summation convention, we can express Since AB is a 4 × 4 matrix, we obtain 16 quadratic relations among the coefficients that must be satisfied. In principle, it should be possible to use a computer algebra system to determine the solutions, but in our experience, this method has some drawbacks, unless one reduces the problem to some special cases, which we will do below.
In order to classify the solutions, we note that the dimension of the derived algebra is just the rank of A. We will show that the rank of A is never larger than 3. From this it follows that there is an ideal I of dimension 3 in the Lie algebra L, which gives an exact sequence of Lie algebras 0 → I → L → K → 0, where K is the abelian Lie algebra of dimension 1. But then, the structure of L is completely determined by the structure of I as a Lie algebra, and an outer derivation δ of I. In [7] , the moduli space of three dimensional Lie algebras was studied, and we will use the classification given there, because we will use in our classification the structure of the cohomology of these Lie algebras, which is given in detail in that paper.
Dimension of the Derived Algebra
We separate the types of Lie algebras into two distinct cases.
(1) Every independent pair of vectors spans a two dimensional subalgebra. (2) There are independent vectors x, y and z so that d(xy) = z. The first case is interesting, in that, up to isomorphism, over any field K, there is exactly one nonabelian Lie algebra in each dimension greater than one satisfying this property, and it is given as an extension of a one dimensional Lie algebra by an abelian ideal. To see this, suppose that L has dimension at least two, is nonabelian, and satisfies the property that every independent pair of vectors spans a two dimensional subalgebra.
Let x ′ 1 and y ′ be two independent elements whose bracket [x
′ does not vanish. We may assume that a = 0. If
2 ) + qy, for some p and q, so a = 1. Let 2 , which implies that a = 0. Similarly,
The process can be repeated indefinitely, so we finally obtain a basis {x 1 , . . . , x n , y} satisfying [
Finally, let us show that the bracket of any two elements is linearly dependent on them. Let u = a i x i + by and v = c
Clearly, the x i -s span an abelian ideal in the algebra, so L is an extension of the one dimensional Lie algebra spanned by y by this ideal. It follows that there is an abelian ideal of dimension n; moreover, this ideal coincides with the derived algebra, so the rank of the matrix A is precisely n, one less than the dimension of the vector space. In fact, the matrix A has precisely the form A = [ 0 I 0 0 ], where I is the n × n identity matrix. This completes the description of the first case.
For the second case, suppose that there are linearly independent vectors such that d(e 1 e 2 ) = e 3 , so the matrix A of d satisfies a and e 3 span a subalgebra, or we can assume that d(e 1 e 2 ) = e 4 . Since it is well known that the derived subalgebra of any 4 dimensional Lie algebra has dimension at most 3, we will not give a detailed analysis of this issue, and simply point out that the division into subcases can be carried out relatively easily. However, we note that even without breaking up the second case into subcases, we can solve the Jacobi identity using Maple, yielding around 40 solutions all of which have matrices of rank less than or equal to three. We note that the solutions are well defined over any field, so the fact that the derived algebra has dimension 3 is independent of the field K as well. 
, where g(e j ) = g i j e i , theng is represented by the 6 × 6 matrix Q, in other words,g(e S(j) ) = Q i j e S(i) , then the coefficients of Q are given by the formula
where S(i) = (k, l) and S(j) = (m, n). It follows that d is equivalent to d ′ precisely when there is an invertible matrix G and a corresponding matrix Q such that A ′ = G −1 AQ. It is usually easier to check by computer whether there is a matrix G and corresponding Q so that GA ′ = AQ, but then one must be careful to check that det(G) = 0.
4.1. The simple Lie algebra d 3 = sl 2 (C). Since sl 2 (C) is simple, all derivations are inner. As a consequence, any extension of C by sl 2 (C) is just a direct sum sl 2 (C) ⊕ C. This 4 dimensional algebra is given by the codifferential 
If we extend our codifferential by the derivation δ = (ϕ which represents the Lie algebra r 3,µ/λ (C) ⊕ C (unless λ = µ, in which case it represents the Lie algebra r 3 (C) ⊕ C). When µ = 0 and x = 0, then if y = 0, the extended codifferential is equivalent to d 3 (1 : 0 : 0), which represents the Lie algebra g 2 (0, 0), but when y = 0, the unextended codifferential is equivalent to the codifferential is just the trace of the matrix V , which is invariant under similarity transformations. Therefore, looking at the submatrix V alone, we have the following cases
This family of codifferentials should be thought of as a projective family, parameterizing P 1 (C). There is an action of Σ 2 on this space which identifies d 1 (λ : µ) with d 1 (µ : λ). There are two orbifold points under this action: d 1 (1 : 1) and d 1 (1, −1) . We can reasonably expect something unusual to happen at these orbifold points. In fact, d 1 (1 : −1) represents the Lie algebra g 7 on the BS list while for all other values, i.e., when λ + µ = 0, d 1 (λ : µ) represents the Lie algebra g 8 λµ (λ+µ) 2 . The diagonal matrix V = diag (1, 1) . This is the only nonzero diagonalizable matrix which does not show up in the case above. Its associated codifferential is given by the formula • V = 0. This is the original, unextended codifferential, which is equivalent to the codifferential , then any matrix V ′ which is similar to V up to multiplication by a nonzero constant determines an equivalent codifferential. Since matrices which are constant multiples of each other determine the same codifferential, we can think of the nonequivalent codifferentials as being parameterized projectively. The decomposition of these matrices into distinct equivalence classes is as follows.
• The codifferential
, where the action of Σ 3 is given by permutation of the coordinates. These points determine an orbifold with orbifold points occurring along certain lines (P 1 (C)) where some of the parameters coincide. It might seem more natural to use diagonal matrices to represent this two parameter family; the choice here is based on cohomological considerations.
The codifferential
Here there is no action of the symmetric group.
• • The Heisenberg algebra d 1 = ψ 24 1 . The only eigenvalue of the matrix is zero, and it has two Jordan blocks. We will see that every point in d 3 (λ, µ) is infinitesimally close to this point.
• The solvable algebra d * 2 . The matrix has one Jordan block, with eigenvalue zero.
• The identity matrix determines the codifferential
2 , which represents the Lie algebra g 1 (1).
• The zero algebra d = 0. Every point is infinitesimally close to this zero point. We summarize these results and give the Lie bracket operations in standard terminology in the table below. 
Comparison with the Burde-Steinhoff and Agaoka Lists
The comparison between the Burde-Steinhoff (BS) list and ours is slightly complicated. On the other hand, our decomposition is essentially the same as Agaoka's list, so we will just note the corresponding element, which is of the form L i (α) (see [1] ).
(2) When λ + µ = 0, then we have the codifferential d 1 (1 : −1) and
(1) When the trace λ + µ + ν of the matrix V is nonzero and none of the parameters are equal to zero, then
(2) When exactly one of the parameters vanishes and the other two are not equal, then
(3) When one of the parameters vanishes and the other two are equal we have the special point
(4) When two of the parameters vanish, then we have the special point d 3 (1 : 0 : 0) = g 2 (0, 0). (5) When the trace of V is zero, none of the parameters is equal to zero, and the parameters are not the three distinct roots of unity, then we have
(6) When λ, µ and ν are the three distinct cube roots of unity, then 
(4) When λ = µ then we have the special point
5.4. The special cases.
Deformations of the Lie Algebras
For the basic notion of deformations, we refer to [8, 11, 3, 4, 5] . In some previous papers, we considered deformations of L ∞ algebras [6, 7] . In this paper, we will only consider Lie algebra deformations of our Lie algebras, which are determined by cocycles coming from H 2 . We will not explore L ∞ deformations of the Lie algebras we study in this paper, but it would not be difficult to construct them from the cohomology computations we provide here.
In Table 3 , we give a classification of the codifferentials according to their cohomology. Note that for the most part, elements from the same family have the same cohomology. In fact, the decomposition of the codifferentials into families was strongly influenced by the desire to associate elements with the same pattern of cohomology in the same family. This is why our family d 3 (λ : µ : ν) was not chosen to be the diagonal matrices. Similar considerations influenced our selection of the family d 3 (λ : µ).
It is an easy calculation to show that
Since H 2 vanishes, this algebra is rigid in terms of deformations in the Lie algebra sense. 
Since the cohomology vanishes entirely, this algebra has no interesting deformations or extensions. This algebra is the only four dimensional Lie algebra which is truly rigid in the L ∞ algebra sense, although d 3 is also rigid in the Lie algebra sense.
6.3. The codifferential d 1 (λ : µ). In the generic case we have
and all higher cohomology vanishes. Thus, generically, the infinitesimal deformation is given by .
Consider the universal infinitesimal deformation
Then we have
, which is a nontrivial cocycle. It follows that the infinitesimal deformation is miniversal, and the base of the miniversal deformation is ) is called an obstruction to the extension of the infinitesimal deformation to higher order. In order to obtain an actual deformation out of the miniversal deformation, we need to restrict ourselves to the lines t 1 = 0 or t 2 = 0, along which the obstruction term vanishes. The cohomology H 2 , which gives the tangent space to the moduli space, has dimension 2, but the deformations actually lie on two curves. Thus the dimension of the tangent space does not reveal the complete situation in terms of the deformations; one needs to construct the versal deformation to get the true picture.
A deformation along the line t 2 = 0 gives d 1 (1+t 1 , : −1+t 1 ), the same pattern as we observed generically. On the other hand, a deformation along the line t 1 = 0 yields a coderivation which is equivalent to the codifferential d 3 . This is an example of a jump deformation, because Both orbifold points in the family d 1 (λ : µ) have some unusual features. The point d 1 (1 : −1), because it has a jump deformation out of the family to d 3 , and the point d 1 (1 : 1) because, as we will see shortly, there is a jump deformation to it from the element d ♯ 1 , which lies outside of the family. What is surprising is that the point d 1 (1 : 0), which is not an orbifold point, is also special. 
The universal infinitesimal deformation
inf ] = 0, so the base of the miniversal deformation is just
]. Now let us consider which codifferential d ∞ = d inf is equivalent to. Even though the deformation is defined for all values of the parameters, which element we deform to depends in a complicated manner on the parameters.
Except on the plane
On the plane
. In fact, along the entire surface given by (t
, so there is a two parameter family of jump deformations to d 1 (1 : 1).
Thus d ♯ 1 has a jump deformation to d 1 (1 : 1) and deforms along the family d 1 (α : β) as if it were the element d 1 (1 : 1) in this family. This is a pattern which will always emerge: If a codifferential has a jump deformation to another codifferential, then it will deform also to every codifferential to which the element it jumps to deforms.
We give the classical form of the Lie brackets for and d 1 (λ : µ). The picture is very similar to that of the moduli space of three dimensional Lie algebras. The family d 1 (λ : µ) consists of a P 1 with an action of the symmetric group Σ 2 , with orbifold points at (1 : 1) and (1 : −1). The point d 1 (1 : −1) has a jump deformation to d 3 , the four dimensional simple Lie algebra, while there is a jump deformation from the point d : 0) is not an orbifold point, but is still special, with a jump deformation to the point d ♯ 2 . We did not see this phenomenon in the 3 dimensional picture, but there was something special about the point d 2 (1 : 0) in the family of codifferentials d 2 (λ : µ) (see Table 1 ), because dim(H 1 (d 2 (1 : 0))) = 2, instead of the generic value. Since H 1 influences the extensions of C by a Lie algebra, it is perhaps natural to expect that the 4 dimensional counterpart to d 2 (1 : 0) should not behave generically.
6.7. The codifferential d 3 (λ : µ : ν). Before examining the cohomology in the generic case, we want to make some general remarks about the family d 3 (λ : µ : ν), which we will call the big family, relating to the fact that the points correspond to P 2 /Σ 3 , in contrast to d 3 (λ : µ), which we will refer to as the small family. Let us refer to elements in the orbit of a point under the action of the symmetric group as conjugates. Most points in P 2 have precisely 6 conjugates, and the stabilizer of the point is the trivial subgroup. The few exceptional cases are as follows.
(1) The points (λ : λ : µ), where λ = µ and their conjugates are stabilized by a subgroup of order 2, so they each have only 3 conjugates. (2) The point (1 : −1 : 0) and its 3 conjugates are also stabilized by a subgroup of order 2. (3) The point (1 : r : r 2 ), where r is a primitive cube root of unity, and its 2 conjugates, are stabilized by the alternating group A 3 . (4) The point (1 : 1 : 1) is stabilized by the entire group Σ 3 . Next, consider the lines (P 1 ) in P 2 and the induced action of Σ 3 on the set of lines. For most lines, the stabilizer of the line is just the trivial subgroup, but again, there are a few exceptions.
(1) The line (λ : λ : µ) and its 3 conjugates are stabilized by subgroups of order 2. To determine the cohomology of a codifferential of type d 3 (λ : µ : ν), read Table 3 in descending order, and whichever is the first pattern it matches, that gives its cohomology. However, we will present the description of the cohomology in ascending order, because it is more natural to begin with the generic pattern, and then proceed to the more exotic cases.
The codifferential
. For most generic values of (λ : µ : ν) a natural basis to choose for
, so there is no difficulty in seeing what the deformations are equivalent to. However, for certain generic values of the parameters, the two cocycles above are not a basis of H 2 , so we need to work with a more complex solution, which yields a basis of H 2 for all generic values. Let us take
It is a bit more difficult to identify what the miniversal deformation d ∞ = d inf is equivalent to when we take this more complicated basis of H 2 . In fact, if we let x be a root of the polynomial
and y be a root of the polynomial
then if g is given by the matrix G = , we have
Thus for generic values of (λ : µ : ν), all deformations of d 3 (λ : µ : ν) simply move along this same big family. 
It is still true that the brackets of these cocycles vanish, and the deformations lie along the big family, although the expression of the member of the family corresponding to the element d ∞ is more complicated in this case, and will be omitted.
Thus the family d 3 (λ : µ : −λ − µ) is not special in deformation theory. This is a bit surprising, since H 3 does not vanish for elements of this subfamily, so it would not have been unreasonable to expect that there would be some obstructions to the extension of an infinitesimal deformation.
6.10. The codifferential d 3 (λ : µ : 0) = r 3,µ/λ (C) ⊕ C. . The dimensions of H 1 and H 2 increase to 3, and H 3 is 1-dimensional as well. The two cocycles ψ 1 and ψ 2 chosen as basis elements for H 2 in the generic case remain nontrivial and one can find an independent nontrivial cocycle ψ 13 1 + ψ 23 2 . However, this choice of a basis turns out to be inconvenient, and a slight modification of the basis will make the presentation simpler. We have
where ζ 1 = ψ 12 2 + ψ 13 3 . Note that in the case t 3 = 0, since ψ 1 and ψ 2 span the same subspace as the ones we used in the generic case, a deformation with t 3 = 0 is equivalent to one in the family. Thus there is a two parameter family of deformations of d 3 (λ : µ : 0) along the big family d 3 (α : β : η).
On the other hand, when t 3 does not vanish, we will have to consider how d inf extends to a higher order deformation. It turns out that when λ = µ, the codifferential ϕ is a coboundary, but otherwise, it can be taken as a basis of H 3 , and so is an obstruction to the extension of d inf to a higher order deformation. We will first consider this obstructed case.
6.10.1. µ = λ. In this case we have
We extend d inf to the second order deformation
Since the case t 3 = 0 has already been examined, we consider the case t 2 = 0. In this case, the matrix A of the deformation
, then
. Since λ = µ, note that this deformation is not a jump deformation of d 3 (λ : µ : 0) but occurs some "distance" away from the original codifferential.
When
. This is a jump deformation, since it is independent of the value of t 1 , as long as it is small. Thus we obtain that the deformations of d 3 (λ : µ : 0), for λ = µ, live along two planes in the (t 1 , t 2 , t 3 ) space. One is the plane t 3 = 0 determining deformations along the family d 3 (λ : µ : ν), while those which lie in the plane t 2 = 0 are equivalent to d ♯ 2 , except along the line
, which is not important to us, because this line does not include the origin. We say that a family of deformations is not local if the origin in the t-parameter space is not part of the family. Thus the deformations along the line
are not local, in this sense. Only local deformations play a role in determining how the moduli space is glued together. 2 . So the second order deformation is given by
is a nontrivial 3-cocycle, we can take
where ζ 3 = ψ 23 4 . We did not obtain any second order relations, but because of the term involving ϕ in the bracket above, there is a third order relation t 2 t 3 (t 1 + t 2 ). The last term in the bracket is of higher order, so can be ignored in computing the third order deformation. We can take
One computes that
But this term is equal to zero, using the third order relation. Thus the base of a versal deformation is
, and the formal deformation corresponds to an actual deformation along the three planes t 3 = 0, t 2 = 0 and t 2 = −t 1 . The plane t 3 = 0 corresponds to the generic case, which gives a 2 parameter space of deformations along the family d 3 (λ : µ : ν). Now consider the plane spanned by t 2 = 0. If neither t 1 nor t 3 vanish, we then have
, so there is a jump deformation from d 3 (1 : 1 : 0) to d ♯ 2 , just as for the other points on the line d 3 (λ : µ : 0). When t 2 = t 3 = 0, we are on the plane t 3 = 0, which we discussed already. When t 2 = t 1 = 0, then we get a jump deformation to the point d 1 (1 : 0). This is not like the generic case.
Finally, let us consider the case when t 2 = −t 1 and t 3 = 0. Let us express t 1 = αβ (α+β) 2 , and let . Note that (α : β) is independent of t 3 as long as t 3 is nonzero. On the plane t 2 = −t 1 , we see that for t 1 = 0, the deformation jumps to d 1 (1 : 0), but when t 1 = 0, we deform along the family d 1 (α : β). It is as if d 3 (1 : 1 : 0) sits just above the point d 1 (1 : 0) and deforms as if it were that element. This is the usual pattern we have already discussed when there is a jump deformation to a point. 6 .11. The codifferential d 3 (λ : µ : λ + µ). We exclude the codifferential d 3 (1 : 0 : 1) from our consideration here, because it coincides with the codifferential d 3 (1 : 1 : 0), which we treated previously. H 1 is the same as the generic case, and we have
. The brackets of ψ 1 with itself and ψ 3 are coboundaries, its bracket with ψ 2 is a nontrivial cocycle, and the rest of the brackets vanish. From this, one sees immediately that the second order relation is t 1 t 2 = 0, but it is not so obvious what higher order terms might be necessary to add in order to obtain the relation on the base of the miniversal deformation. Since the space of 3-cocycles is 12 dimensional, we know that a miniversal deformation can be expressed in the form
where ζ 1 , . . . , ζ 11 is a pre-basis of the space of 3-coboundaries. In fact, we can give this pre-basis as , and we can complete the linearly independent set given by the D(ζ i ) and φ to a basis {D(ζ 1 ), . . . , D(ζ 1 1), φ, τ 1 , . . . τ 4 } of L 3 . Then we must have
for some coefficients s 1 , . . . s 16 , where these coefficients are expressed as polynomials in the variables t i and x i . Now all of these coefficients must be equal to zero, once you take into account the relation on the base of the miniversal deformation, which is the coefficient s 12 . The expression one obtains for s 12 by direct computation from the form of d ∞ will have the variables x i in it, but it should depend only on the variables t i . The trick is to solve the first 11 equations for x i as functions of the variables t i , and then substitute these into the formula for s 12 to obtain the relation on the base.
The relation on the base of the miniversal deformation is simply t 1 t 2 = 0, which is exactly the second order relation. If you solve for the coefficients of s 13 , . . . , s 16 , then they turn out to be multiples of s 12 , so they are equal to zero using the relation on the base.
Let us study the deformations of d(λ : µ : λ + µ). Since the relation on the base of the miniversal deformation is t 1 t 2 = 0, in any true deformation, we must have either t 1 = 0 or t 2 = 0. When 
The interesting case is when t 2 = 0. The matrix of d ∞ is quite complicated, so we won't reproduce it here, but it should be noted that some terms have t 3 − λµ in the denominator, so that t 3 = λµ may not correspond to an actual deformation. When t 1 = 0, then
In particular, if we set t 3 = 0, we see that there is a jump deformation to d 1 (λ : µ), and that we also deform along the family d 1 (λ : µ) when t 3 = 0.
6.12. The codifferential d 3 (1 : −1 : 0). For this codifferential, from the fact that H 2 and H 3 both have dimension 5, we expect to see some interesting phenomena, both because the tangent space to the space of deformations has dimension 5, and since H 3 has high dimension, the dimension of the variety of deformations would likely be lower than 5. We can give bases for the cohomology as follows: 
where the x i are expressible as power series in the variables t i . Since not all of the brackets of the ψ i vanish, we do not expect that the coefficients x i are all equal to zero, in general. We can express
where D(ζ i ), φ i and τ i form a basis of L 3 . Solving s 1 = · · · = s 9 = 0 for x 1 , . . . , x 9 in terms of t 1 , . . . , t 9 , and substituting these values of the x i into the formulas for s 10 , . . . , s 14 , we obtain 5 relations on the base of the versal deformation, the simplest of which is
Some of these relations have t 1 − 1 or t 1 − 2 as a factor of the denominator, which means that there may not be a solution when t 1 takes on these values. There should be an actual, rather than just a formal power series solution for all values of t i which make all 5 of the relations vanish. When we solved for the zeros of the relations, we obtained the following 5 solutions:
Note that each of these solutions is only a 2-dimensional subvariety of the 5-dimensional tangent space. For the first solution, the matrix of the corresponding d ∞ is
This fits with our prior observation that there is a jump deformation from 
which is a jump deformation. The fourth solution has t 1 = −1, which means it is not local, so does not contribute to our picture of the moduli space. Although the solution is interesting, we will omit it here.
For the last solution, which is the most complicated of them all, the first three columns of the matrix of
Note that t 1 appears in the denominator, so cannot vanish for this solution. If t 4 = 0, t 1 = −1 or t 1 = 2, then the fifth solution coincides with one of the previous four, so we will not consider these cases here. The matrix of A is so complicated that in order to determine which standard form the codifferential is equivalent to three, we first had to transform A into a matrix of an equivalent codifferential which had a simpler matrix. We found that d ∞ ∼ d 1 (α : β) where
Note that if we were to set t 1 = 0 in the above, we would obtain the codifferential d 1 (1 : −1), to which we already obtained a jump deformation in the first solution above.
The picture of the local deformations of d 3 (1 : −1 : 0) is as follows. First, we can deform along the big family. Secondly, we can deform to d ♯ 2 , like any other member of the family d 3 (λ : µ : 0). Thirdly, like any other member of the family d 3 (λ : µ : λ + µ), we have a jump deformation to an element in the family d 1 (λ : µ). Because the element we deform to is d 1 (1 : −1) , which has an extra deformation to the element d 3 , we can also deform to this element, as well as deforming along the family d 1 (λ : µ). cocycles for generic values of λ and µ except in the special case λ = µ, which we will treat separately. Of course, for those values of λ and µ for which dim H 2 > 4, they do not span H 2 . Generically, we have 
. Otherwise, one of the conditions t 4 = 0, t 1 = λ − µ, or t 1 − t 4 = λ − µ holds. Of these conditions, only the first one is local, so we will not consider the other two. Consider the plane t 3 = t 4 = 0. Unless t 2 = 0 or
. Again, the second condition is not local, so we will ignore it. On the line t 2 = 0, we have
, so we get a deformation along the d 3 (λ : µ) family. To summarize the generic deformation behavior of an element of the family d 3 (λ : µ), we have the following picture. First, we can always deform along the family to which an element belongs, so there is a deformation along the family d 3 (λ : µ). Secondly, there is a jump deformation to the element d 3 (λ : λ : µ) in the big family. Whenever there is a jump deformation, then we can deform in any manner in which the element we jump to deforms, and thus there is a deformation along the big family as well. Note that the line (λ : λ : µ), which is one of the lines in P 2 with nontrivial stabilizer, is the target of our jump deformations, so the elements d 3 (λ : λ : µ) are special not in the sense that they have more deformations, but that there are extra deformations to them.
6.14. The codifferential d 3 (1 : 1) . Even though the the dimension of H 2 for this element is the same as the generic case of d 3 (λ : µ), we have to use a different basis for H 2 than in the generic case.
. As in the generic case, the brackets of these cocycles all vanish, so the universal infinitesimal deformation is the miniversal deformation To understand the solution a bit better, when we solve for a matrix transforming A into one representing a codifferential of the form d 3 (α : β : η), we obtain a solution which satisfies
where p is a polynomial which is homogeneous, quadratic and symmetric in α, β and η and quadratic in t 2 . Consequently, when t 2 = −3, for any values of t 2 , t 4 and t 3 , we obtain exactly one solution up to the action of the symmetric group, and thus one member of the family d 3 (α : β : η) is determined. This follows since the line α + β + η = 0 intersects the quadric surface determined by the equation for t 4 above in exactly the orbifold points (1 :
) and (1 :
), which do not lie on the cubic surface determined by the equation for t 3 .
When t 1 = 0 and t
, so there is a jump deformation to this element, as we expect from the generic case.
When t 1 = 0, then the eigenvalues of the submatrix B = 1+t 2 t 3 0 0 1 1 t 1 t 4 1 are 1 + t 2 and 1 ± √ t 4 , so they are distinct unless t 4 = 0 or t 4 = (t 2 ) 2 . Thus, except in these two cases we have
2 except on the curve t 3 = 0 we have
. Finally, on the curve t 3 = 0 on this surface we have
, so we obtain a deformation along the family d 3 (λ : µ) on this curve.
Thus, just like any other generic value, there is one curve along which there is a jump deformation to the corresponding point d 3 (1 : 1 : 1) on the large family, another curve along which we deform along the d 3 (λ : µ) family, and otherwise, all deformations are along the big family. In a way, it is surprising that the one point in P 2 which is fixed by every permutation does not have any special properties in terms of deformation theory, but as we have seen, there just isn't anything particularly special about the deformations of this codifferential.
6.15. The codifferential d 3 (1 : −2). We have 
, where q is a nonzero free parameter. These equations are symmetric in α, β and η. If t 3 = 0, then α + β + η = 0, and we can solve the first equation for q and get
We can express these equations in the form
, where p and q are homogeneous, quadratic and symmetric in α, β and η. The surfaces represented by these two equations are both cubic, so there are 9 points of intersection. Since every cubic which is given by a symmetric, homogeneous polynomial either contains the line α + β + η = 0 or intersects this line in precisely the points (1 : −1 : 0),
(1 : 0 : −1) and (0 : 1 : −1), there are six points in the intersection of these two cubics not on this line, which uniquely determine the codifferential d 3 (α : β : η) to which d ∞ is equivalent. The matrix representing the transformation can be chosen with nonzero determinant, as long as t 3 = 3. The condition t 3 = 0 can also be overcome, because if we substitute t 3 = 0 in the above, then the problem still has a solution.Thus, whenever t 1 = 0 and t 3 = 3, the deformation is equivalent to a member of the family d 3 (α : β : η).
When t 1 = 0, then as long as t 2 = 0 and
where α =
and β =
. When t 1 = 0 and t 3 = 1, then we also have a deformation along the big family. The upshot of all this analysis is that d 3 (1 : −2) is really not special in terms of deformation theory. It deforms along its own family, jumps to d 3 (1 : 1 : −2), and deforms along that family. .
This time, we do have some nonzero brackets, but only those brackets of ψ 1 with ψ 2 , ψ 4 and ψ 5 , with the first one being a nontrivial cocycle, so that the second order relation is t 1 t 2 = 0. After some work, one obtains that there is one relation on the base of the versal deformation,
so that there are three distinct solutions for a true deformation, given by the three factors of the miniversal deformation. Notice that the third factor does not give rise to a local deformation. Let us study the first solution, when t 1 = 0. This case is simplest.
The matrix corresponding to d ∞ is A = = 0, then as long as t 3 = 0 and t 4 = 0, the deformation is in the big family. If t 4 = 0, then t 3 = 0 or t 2 = −1, and in both cases we deform along the family d 3 (α : β). Thus, the first solution to the relations on the base does not have any surprises.
The second solution to the relations on the base is t 2 = 0. We may as well assume that t 1 = 0 and that −1 − t 4 + t 
The submatrix consisting of the first three columns of A has rank 1, so we can transform this matrix into a simpler matrix.
Recall that we assume that t 1 = 0. When itself has a jump deformation to d 1 (1 : 1), we get a jump deformation to this element as well, and deformations along the family d 1 (λ : µ). Thus we pick up far more deformations than we would expect considering that the dimension of H 2 is only one more than in the generic case. Again, the explanation for this "impossibility" has to do with the fact that the three dimensional tangent space to this element of the moduli space does not accurately reflect the nature of the deformations, which are all tangent to one of three planes in this space. The true picture is captured by the versal deformation. .
Not all of the brackets of the nontrivial 2-cocycles vanish, so we obtain some relations on the base of the versal deformation. The second order relations are t 1 t 2 + t 3 t 6 = 0 and t 1 t 4 + t 5 t 6 = 0. The relations on the base are obtained by adding higher order terms to these second order relations. We will omit them for brevity, but instead will describe the solutions which may give actual deformations. There are 8 solutions, 4 of which not local. The local solutions are
The first solution corresponds to the matrix A = cases that need to be considered, when t 2 = 0, in which case, the restriction t 3 = 0 does not apply, and the case when t 5 = 0. (The case t 5 = 1 − t 2 is not local.) In these cases, the restriction t 2 = 1 does not apply. Let us first address these special cases.
When ).
Note that since t 1 is any nonzero number, this means that there is a jump deformation from d 3 (1 : 0) to d 1 (1 : 0).
In the third solution, all deformations are either along the big family or the family d 3 (α : β). If t 4 = t 6 = t 7 = 0 and t 5 = 0, then the deformation is equivalent to d 3 (1 : 1 : 0), so there is a jump deformation from d 3 (1 : 0) to this element.
In the fourth solution, we get d 1 (1 + t 6 : −t 6 ), so that if t 6 = 0, we see that there is a jump deformation to d 1 (1 : 0).
In the fifth solution, when t 6 = 0 then if t 3 = 0, we get d 3 (1 : 1 : 0); otherwise we obtain d 1 (1 : 0). If t 3 = 0 and t 6 = 0, then we get d 3 (1 + t 6 (t 6 + 1) : 1 − t 6 (t 6 + 1)) (assuming t 6 = −1 With such a large H 3 , it would be too much to imagine that the brackets of the cocycles vanish; in fact, there are 5 relations on the base of the miniversal deformation. Since they are fairly simple, we will give them:
Note that the fourth relation has no second order term, and the fact that the relations have no denominators means that the miniversal deformation is constructed in a finite number of steps; in fact, since the highest degree term in a relation is of degree 4, the fourth order deformation is miniversal. The solution to the relations can be decomposed into 3 four dimensional subspaces and one more complex four dimensional piece as follows.
For the first solution, the matrix of d ∞ is A = 0 t 2 0 0 1 0 t 2 t 3 0 t 2 0 t 1 1 0 t 2 t 3 0 0 t 3 0 0 0 0 0 0 0 . When
. Assume t 2 = 0.
Then, when t 3 = 0, if
, and when 
where q is an arbitrary nonzero parameter. As a consequence, there is a jump deformation from d * 2 to every member of the family d 3 (α : β : η). For the third solution, the matrix is given by A = 
Description of the Moduli Space
In Figure (1) , we give a pictorial representation of the moduli space. The big family d 3 (λ : µ : ν) is represented as a plane, although in reality it is P 2 /Σ 3 . The families d 1 (λ : µ), d 3 (λ : µ) and the three subfamilies d 3 (λ : µ : 0), d 3 (λ : λ : µ) and d 3 (λ : µ : λ + µ) are represented by circles, mainly to reflect that the three subfamilies of the big family intersect in more than one point, because they each represent not a single P 1 , but several copies of P 1 which are identified under the action of the symmetric group.
In the picture, jump deformations from special points are represented by curly arrows. The jump deformations from the small family 
Classifying a Particular Lie Algebra
In [1] , it was shown that a four dimensional Lie algebra can be classified by computing certain invariants of the Lie algebra. Instead, our approach to classifying a Lie algebra, which we will outline here, used linear algebra.
Suppose that a codifferential d representing a Lie algebra structure has matrix A. Since the rank of the matrix is at most 3, it is easy to compute a new basis for which the matrix has the form A = [ A ′ δ 0 0 ], where A ′ is a 3 × 3 matrix representing a 3 dimensional Lie algebra, and δ is a 3 × 3 matrix representing a derivation of this Lie algebra.
Next, consider the submatrix A ′ . If it has rank 3, then the codifferential is equivalent to d 3 . Otherwise, we find a new basis in which the submatrix A ′ has been reduced to one with exactly as many rows as its rank. In fact, by using the classification methods for three dimensional Lie algebras, one can reduce the matrix A ′ to one of the standard forms.
At this point, the matrix δ representing the derivation on the three dimensional Lie algebra may not represent an outer derivation. However, by replacing the vector e 4 with a vector of the form e ′ 4 = ae 1 + be 2 + ce 3 + e 4 , one can replace the δ with one representing an outer derivation.
Once this has been accomplished, the classification scheme presented in this paper for determining the point in the moduli space corresponding to an extension of a three dimensional Lie algebra by an outer derivation can be applied. The precise identification scheme depends on which point in the moduli space of three dimensional Lie algebras occurs.
When computing versal deformations of the four dimensional Lie algebras, in most cases, we could identify the appropriate element by following a more simple scheme of solving for a matrix G such that the matrix GA ′ = AQ, where Q is the matrix representing the linear transformation g corresponding to G extended to 2 V → 2 V and A ′ is a matrix representing one of the nine types of elements in the moduli space.
However, because our matrices involved many parameters, it was sometimes too difficult for the computer to solve for the values of the parameters for which the A ′ and A matrices are equivalent. In those cases, we followed the more complicated scheme outlined above. In practice, we found that it was only necessary to follow the steps partially, because after transforming the matrix to eliminate some of the rows, we then were able to apply the simple scheme, and obtain a solution.
Conclusions
The computation of the equivalence classes of non-isomorphic Lie algebra structures in a vector space V determines the elements of the moduli space of Lie algebra structures on V , but is only the first step in the classification of these structures. When classifying the algebras, there are different ways of dividing up the structures according to families; therefore, it is desirable to have a rationale for the division. In this paper, we have shown that there is a natural way to divide up the moduli space into families, using cohomology as a guide to the division, and versal deformations as a tool to refine the analysis.
The four dimensional Lie algebras can be decomposed into families, each of which is naturally an orbifold. If one takes into account the information about jump deformations, the division we have given is uniquely determined. The elements of the family which contain a Lie algebra structure d are precisely those Lie algebras which can be obtained as smooth deformations of d, but which are not smooth deformations of any Lie algebra structure d ′ which is a jump deformation of d. This rule allows us to distinguish between the algebra d * 3 and d 3 (1 : 1), for example. Even though d * 3 has smooth deformations to the family d 3 (λ : µ), it also has a jump deformation to d 3 (1 : 1), which has smooth deformations to the same family. Thus d 3 (1 : 1), which has no jump deformations to any element which has smooth deformations to the family, is the element which belongs to the family.
According to this system, there is one two-parameter family, two one-parameter families, and six singleton elements, giving rise to a two-dimensional orbifold, two one-dimensional orbifolds, and six onedimensional orbifolds. The jump deformations provide maps between the families which either are smooth maps of orbifolds (or suborbifolds as in the case of the map d 3 (λ : µ : λ + µ) → d 1 (λ : µ)), or, in the case of some of the singletons, identify the element with a whole family.
The cohomology of a Lie algebra determines the tangent space to the Lie algebra, but the tangent space does not contain enough information to give a good local description of the moduli space. The relations on the base of the versal deformation determine the manner in which the moduli space contacts the tangent space. In one example here, the tangent space was two dimensional, but deformations were only along two curves. In another case, the tangent space was three dimensional, but the deformations were confined to three planes. It is clear that the cohomology is not sufficient to get an accurate picture of the moduli space. Versal deformations provide important detail that characterizes the moduli space completely.
