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Abstract. We consider a real-analytic compact surface diffeomorphism f , for which the
tangent space over the nonwandering set Ω admits a dominated splitting. We study the dy-
namical determinant df (z) = exp−
∑
n≥1
zn
n
∑
x∈Fix ∗fn |Det (Df
n(x)− Id )|−1, where
Fix ∗fn denotes the set of fixed points of fn with no zero Lyapunov exponents. By com-
bining previous work of Pujals and Sambarino [PS1, PS2] on C2 surface diffeomorphisms
with, on the one hand, results of Rugh [Ru1] on hyperbolic analytic maps, and on the
other, our two-dimensional version of the same author’s [Ru3] analysis of one-dimensional
analytic dynamics with neutral fixed points, we prove that df (z) is either an entire function
or a holomorphic function in a (possibly multiply) slit plane.
1. Introduction
Let f be a real-analytic diffeomorphism of a compact two-dimensional analytic rie-
mannian manifold M . Our dynamical assumption is that the tangent space over the
nonwandering set Ω of f admits a dominated splitting, i.e., TΩM = E ⊕ F , and there
are C > 0 and 0 < λ < 1 so that
‖Dfn|E(x)‖ · ‖Df
−n|F (fn(x))‖ ≤ Cλ
n , ∀x ∈ Ω , n ≥ 0 . (1.1)
We study the dynamical determinant
df (z) = exp−
∞∑
n=1
zn
n
∑
x∈Fix ∗fn
1
|Det (Dfn(x)− Id )|
, (1.2)
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where Fix ∗fn denotes the (finite) set of hyperbolic fixed points of fn, i.e., those with
no zero Lyapunov exponents. (Note that the dominated splitting assumption implies
that each fixed point of fn has at most one zero Lyapunov exponent.)
In order to state our theorem, we define the Ω \ P -isolated periodic points: they are
the elements p of the set Per of periodic points of f which are not in (Ω \ Per ), i.e.,
which admit a neighbourhood Up with Up∩Ω ⊂ Per . (Besides isolated hyperbolic sinks,
sources, and saddles, this set only contains periodic points which do not contribute to
the chaotic dynamics.) In Section 4, we shall recall the decomposition of Ω into periodic,
quasi-periodic, and almost hyperbolic components from [PS2]. This will be our starting
point in the analysis of f . We just mention here the fact that the set N of nonhyperbolic
periodic points of f which are not Ω \ P -isolated periodic points is (empty or) finite. If
p ∈ Per , we write P = P (p) ≥ 1 for its minimal period and λE = λE(p), λF = λF (p) for
its multipliers, i.e., eigenvalues of DfP (p) with |λE | < |λF | (both multipliers are real
because of the dominated splitting). We associate to each p ∈ N the following subset
of C:
Σ(p) =

{z | zP ∈ [−1, 1]} , if λF = −1 and |λE | < 1,
{z | zP ∈ [min(0, λE), 1]} , if λF = +1 and |λE | < 1,
{z | zP ∈ |λF |−1 · [−1, 1]} , if λE = −1 and |λF | > 1,
{z | zP ∈ |λF |−1 · [min(0, λ
−1
F ), 1]} , if λE = +1 and |λF | > 1.
(1.3)
Our main result can now be summarized as follows (see Section 4 for more):
Theorem A. Let f :M →M be a real-analytic diffeomorphism of a compact analytic
riemannian surface. Assume that f admits a dominated splitting (1.1) over its nonwan-
dering set Ω. Let N be the empty or finite set of nonhyperbolic periodic points which
are not Ω \P -isolated periodic points. Then df (z) is is holomorphic and nonzero in the
open unit disc and admits a holomorphic extension to the plane, slit plane, or multiply
slit plane defined by
{z ∈ C | 1/z /∈ ∪p∈NΣ(p)} . (1.4)
We conjecture that the endpoints of the slits are nonpolar singularities. It is an open
question whether d(z) may be analytically continued across the open slits (to different
sheets of a Riemann surface). See below for more involved conjectures and questions.
Theorem A immediately implies:
(1) If N is empty, i.e., if all nonhyperbolic points are Ω \ P isolated, then df (z) is
an entire function with no zeroes in the open unit disc.
(2) If there exist points in N with |λF | = 1, then df (z) is analytic and nonzero in
the disc of radius 1, with a possibly nonpolar singularity at z = 1 or −1, and it
admits an analytic extension to a (possibly multiply) slit plane.
(3) If there exist points in N with |λE | = 1, but no points in N with |λF | = 1,
letting |λF |1/P be the smallest modulus of P -th roots of F -multipliers in N ,
then df (z) is analytic and nonzero in the unit disc, and it may be analytically
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extended to the disc of radius |λF |
1/P > 1, with (finitely many) possibly non po-
lar singularities on its boundary, and a further analytic extension to a (possibly
multiply) slit plane.
We next say a few words about the proof of Theorem A, sketching the contents of
the paper. If N is empty, we shall see in Section 4 that f is uniformly hyperbolic on
a compact invariant subset Λ of its wandering set which contains all the nonisolated
hyperbolic periodic points. The results of Rugh [Ru1, Ru2] on the dynamical determi-
nants of hyperbolic analytic maps immediately imply that df (z) is an entire function.
The key point in Rugh’s analysis, inspired by Ruelle’s [Rue1] seminal study (Ruelle only
considered the case when the dynamical foliations are analytic), was to express df (z) as
a quotient of the Grothendieck-Fredholm determinants of two nuclear operators, prov-
ing also that zeros in the denominator are always cancelled by the numerator. The
nonanalyticity of the dynamical foliations can be disregarded by working with two con-
tracting and analytic half-inverses of f , in appropriate coordinates. In practice, Rugh
[Ru2] constructs a symbolic model for a real-analytic hyperbolic map, starting from a
Markov partition.
If N is not empty we must modify Rugh’s model to investigate df (z). The descrip-
tion of the corresponding almost hyperbolic real-analytic symbolic model fˆ is carried
out in Sections 2 and 3, while Section 4 discusses how to reduce from our surface dif-
feomorphism f to fˆ . In a nutshell, we discuss in Section 4 Markov partitions for f ,
describing how they contain both “good” (i.e., of hyperbolic type) and “bad” rect-
angles (those which contain an element of N ). The dynamical determinant df (z) is
morally the (regularised) determinant of a transfer operator L̂ analysed in Sections 2–3.
The building blocks of L̂ are either “good,” and of the type studied in [Ru1, Ru2], or
“bad” and approximate direct products of a one-dimensional hyperbolic operator with
a one-dimensional parabolic operator, studied in another work of Rugh [Ru3]. For the
parabolic operator, we use a normal form [H] to adapt the analysis of one-dimensional
analytic dynamics with neutral fixed points in [Ru3], to our setting. (In [Ru3], the
nondiscrete spectrum of the operator was the compact interval [0, 1].)
More precisely, we describe in Section 2 the almost hyperbolic model and introduce
the building blocks L̂kj of the symbolic transfer operators as well as the Banach spaces
Bk they act on. In Section 3.A, we analyse the spectrum of the “bad” L̂kk. The crucial
tool to do this is an approximate Fatou coordinate for parabolic points. Section 3.B
contains a complete description of the spectrum and of the regularised determinant of
the symbolic model. We combine Sections 2–3 wih Section 4 in Section 5.A, using a
sequence of Markov partitions with diameter going to zero, to show that, for every
neighbourhood of the “slit plane” (1.4) in Theorem A, df (z) is analytic outside of this
neighbourhood.
To keep the paper reasonably short, we do not reproduce the arguments of Rugh
when they can be used without nontrivial modifications. Note also that for the sake of
simplicity, in Sections 2–4, we (mostly) restrict to the case where all elements of N are
parabolic fixed points in a strict sense (i.e., the order of f − Id is equal to two) with
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a nonhyperbolic multiplier equal to +1 (and not −1). The reduction from the general
case to this setting is explained in Section 5.B.
The appendix is devoted to the construction of adapted metrics in our setting.
Finally, in order to state a conjecture motivated by our result, we recall some def-
initions. A u-Gibbs state is an ergodic invariant probability measure, whose induced
measures along the Pesin unstable manifolds are absolutely continuous with respect to
Lebesgue (see [PeS]). An invariant probability measure µ is called a physical measure
if there is a set of positive Lebesgue measure of points x so that 1n
∑n−1
k=0 δfk(x) weak-∗
converges to µ as n → ∞. We say that a compact invariant set Λ is an attracting set
if there is an open neigbourhood Λ̂ such that Λ = ∩n≥0fn(Λ̂). Let Λj be a basic set in
the decomposition of Ω from [PS1, PS2] detailed in Section 4, and assume that Λj is an
attracting set which does not contain any periodic point with |λF | = 1. Using the infor-
mation in the appendix below — in particular Lemma A.5 for F -hyperbolic points which
gives the “mostly contracting” condition; density of the strong unstable leaves follows
from the fact that each mixing basic subset is a homoclinic class W s(p)∩|Wu(p) — the
results of Bonatti-Viana [BoVi] may be adapted to f |Λj, proving that it enjoys a single
u-Gibbs state which is also a physical measure. Let us call SRB measure a u-Gibbs
state which is also a physical measure. (In particular, the Dirac mass at a hyperbolic
sink is an SRB measure.)
By “exponential rate of mixing” for an f -invariant probability measure µ, we mean
that there is τ < 1 so that the correlation function satisfies
|ρϕ,ψ(k)| = |
∫
ϕ ◦ fkψ dµ−
∫
ϕdµ
∫
ψ dµ| ≤ Cϕψτ
|k| , (1.5)
for all k ∈ Z and all Lipschitz ϕ, ψ, with Cϕψ depending on the Lipschitz norms of ϕ
and ψ. Let Λij be a (topologically mixing for an iterate f
ni) basic subset (from the
decomposition of Ω recalled in Section 4), which is attracting and does not contain any
periodic point with |λF | = 1. The results of Castro [Cas] (see also Dolgopyat [Do])
indicate that the unique SRB measure µ for fni on Λij furnished by Bonatti-Viana
[BoVi] has exponential rates of mixing (for Lipschitz observables). Define the analytic
correlation spectrum of such an attracting basic subset Λij and its SRB measure µ to
be the union over all pairs of analytic observables ϕ, ψ (extending holomorphically on a
fixed complex neighbourhood of M) of the singular set of the Fourier transform of the
correlation function:
ρˆϕψ(ω) =
∑
k∈Z
eiωkρϕψ(nik) .
Exponential decay of the correlation function implies that ρˆ is analytic in the strip
|ℑω| < log 1/τ .
If N = ∅, the order D ≥ 0 of 1 as a zero of df (z) coincides with the number
of SRB measures of f . (As observed above, we are in a hyperbolic situation. The
statement for the multiplicity of the pole at 1 of the dynamical zeta function ζf (z) =
exp
∑
n≥1
zn
n
∑
x∈Fix fn λF (x)
−n/P (x), weighted with λ
−1/P
F , follows e.g. from [Rue2].
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Then use that df (z)ζf (z) is holomorphic and nonvanishing in a disc of radius larger
than 1.)
Conjecture B. Assume that minN |λF | > 1. We conjecture that the the order D ≥ 0 of
1 as a zero of df (z) coincides with the number of (ergodic) SRB measures of f (which
coincides with the number of attracting basic sets added to the number of hyperbolic
sinks). Furthermore, under the same assumption, let µ be the SRB measure of an
attracting basic set Λj in Λ. We conjecture that ω 6= 0 is in the analytic correlation
spectrum only if: either df |Λj (z) is not holomorphic at z = exp(iω) or it vanishes there.
We ask whether the other implication holds. In particular, we conjecture that the SRB
measure µ has exponential rates of mixing (if and only if Λj is mixing), if and only if
z = 1 is the only zero of modulus one of df |Λj (z).
Conjecture B states in particular that the presence of a “gap” in the dynamical
determinant (of a transitive component) reflects exponential mixing of the SRB measure
in the setting of (analytic) surface diffeomorphisms enjoying dominated splitting. The
only setting where we know a (proved) analogue of this statement is S-unimodal interval
maps [Ke].
Acknowledgements: V.B. is grateful to Artur Avila, Se´bastien Goue¨zel, and Hans
Henrik Rugh for useful comments.
2. The symbolic maps and their transfer operators
2.A Almost hyperbolic analytic maps. The key is to reduce (using suitable coor-
dinate charts on Markov covers close to small enough Markov partitions) the problem
to a variant of the symbolic model introduced in [Ru1]: (real)-analytic hyperbolic maps.
We shall call “almost hyperbolic analytic maps” our variant, where some of the building
blocks are associated to periodic points with a neutral multiplier. It is convenient to
use the following open “petals” in C, associated to real numbers r0 > 0, θ0 ∈ (0, π) by
U(θ0, r0) = {re
iθ ∈ C | 0 < r < r0 , −θ0 < θ < θ0} . (2.1)
Remark 2.1 (Fixed points or periodic points). The symbolic model of this section is
adapted to the situation where all nonhyperbolic periodic points are fixed points with
an eigenvalue +1 (but no eigenvalue −1). It is not difficult, although cumbersome, to
lift this restriction, we shall do this Section 5.B.
Definition 2.2 (The model: almost hyperbolic analytic surface map). An
almost hyperbolic analytic surface map fˆ consists in a finite set S = S0 ∪ S1, with S0,
S1 nonempty and disjoint, and data
[(D1i ×D
2
i ⊂ C× C) , (tij ∈ {0, 1}) , (fˆij : D
1
i ×D
2
i → D
1
j × C , ∀ tij = 1) | i, j ∈ S] ,
satisfying the following assumptions: The S × S matrix (tij)i,j∈I is irreducible with no
wandering states, and tij = 1 with (i, j) ∈ S0 ×S0 if and only if i = j. Each fˆij admits
a real-analytic extension (fˆ1ij, fˆ
2
ij) to a neighbourhood of D
1
i ×D
2
i and
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(H) For all i ∈ S1, D
1
i and D
2
i are connected compact subsets of the complex plane
with C1 boundaries. If i or j ∈ S1 then:
(H.1) fˆij is contracting in the first coordinate, i.e., fˆ
1
ij(D
1
i ×D
2
i ) ⊂ Int(D
1
j ).
(H.2) fˆij is expanding in the second coordinate, i.e., there is a real-analytic function
φij,s (the “partial inverse”) defined on a neighbourhood of D1i ×D
2
j , such that for each
(w1, z2) ∈ D1i × D
2
j the image w2 = φij,s(w1, z2) lies in the interior of D
2
i and is the
unique solution of
fˆ2ij(w1, w2) = z2 . (2.2)
(P) If i = j ∈ S0 there are an integer νi ≥ 1, and real numbers π/(2νi) < θi < θ˜i <
π/νi and r˜i > ri > 0 so that fˆii is described in one of the two “partially hyperbolic”
forms:
(P.a) D1i is a closed disc centered at the origin. The boundary of the compact connected
simply connected set D2i is C
1 except at one point which is assumed to be the origin.
D2i contains U(θi, ri) and is contained in the closure of U(θ˜i, r˜i). The map fˆii fixes
the origin and is contracting in the first coordinate in the sense of (H.1). There is a
real-analytic function φii,s(w1, z2) defined on a neighbourhood of D1i ×D
2
i , which is the
unique solution of fˆ2ii(w1, ·) = z2 there, and which has the normal form:
φii,s(w1, z2) = z2 − z
1+νi
2 + z
2+νi
2 φ˜ii,s(w1, z2) . (2.3)
(P.b) D2i is a closed disc centered at the origin. The boundary of the compact connected
simply connected set D1i is C
1 except at one point which is assumed to be the origin. D1i
contains U(θi, ri) and is contained in the closure of U(θ˜i, r˜i). The map fˆii fixes the origin
and is expanding in the second coordinate in the sense of (H.2). The (real-analytic) map
φii,u(w1, z2) = fˆ
1
ii(w1, φii,s(w1, z2)) enjoys the normal form
φii,u(w1, z2) = w1 − w
1+νi
1 + w
2+νi
1 φ˜ii,u(w1, z2) . (2.4)
Remark 2.3.
(1) (Admissible sequences – Iij) A symbol sequence ~ı = (i1, . . . , in) ∈ S
n is
called admissible if tik,ik+1 = 1 for every k = 1, . . . , n − 1. Write I
j
i = R ∩ D
j
i
for j = 1, 2, i ∈ S.
(2) (Attracting and repelling petals) In case (P.a), up to shrinking the domains,
the normal form implies that for each w1 ∈ D1i the map φii,s(w1, ·) sends the
“attracting petal” D2i injectively into intD
2
i ∪{0}. In case (P.b), for each z2 ∈ D
2
i
the map φii,u(·, z2) sends the “repelling petal” D1i injectively into intD
1
i ∪ {0}.
(3) (Invertibility) If | detDfˆij | does not vanish on I1i ×φij,s(I
1
i ×I
2
j ) we say that
fˆ is invertible. To fix ideas, and since this will be the case in our application to
surface diffeomorphisms, we assume from now on that fˆ is invertible.
Pinning coordinates (half-inverses)
To define the transfer operator, Rugh introduces “pinning coordinates:”
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Definition 2.4 (Pinning coordinates/half inverses). Let fˆ be almost hyperbolic
analytic. For each pair (i, j) with tij = 1, the pinning coordinates are the two real-
analytic maps φij,s, φij,u defined on a neighbourhood of D1i ×D
2
j by{
φij,s(w1, z2) ∈ D
2
i ,
φij,u(w1, z2) = fˆ
1
ij(w1, φij,s(w1, z2)) ∈ D
1
j .
(2.5)
In the hyperbolic case (H), the pinning coordinate maps D2j for each w1 ∈ D
1
i , respec-
tively D1i for each z2 ∈ D
2
j , injectively into the interior of D
2
i , respectively D
1
j . In
the parabolic case (P.a) φii,u(·, z2) maps D1i injectively into the interior of D
1
i , while
φii,s(w1, ·) maps D2i injectively into intD
2
i ∪ {0}. Case (P.b) has the natural symmetric
characteristics.
It is easy to check that Definition 2.4 implies
fˆij(w1, φij,s(w1, z2)) = (φij,u(w1, z2), z2) , ∀(w1, z2) ∈ D
1
i ×D
2
j . (2.6)
Proposition 2.6 will show that pinning coordinates allow to “pin down” the whole orbit
up to time n by knowing only the first coordinate of the initial position and the second
coordinate of the final position. They are in some sense “half-inverses” for the map.
They have Fried’s [Fr] “cross maps” as an avatar. See also the “implicit (or macroscopic)
coordinates” used by Palis-Yoccoz [PY].
A word about terminology: By definition of an almost hyperbolic analytic map, each
φij,s(w1, ·) is a diffeomorphism onto its image for fixed w1, so that φij,s deserves to be
called a “coordinate.” If fˆ is invertible, then each φij,u(·, z2) is a diffeomorphism onto
its image for fixed z2 and both pinning maps deserve to be called “coordinates.” Finally,
the notation φij,u for the (weakly) contracting direction of fˆij and φij,s for its (weakly)
expanding direction is used, not only for the sake of compatibility with published liter-
ature, but because the transfer operator is (at least morally, see Remark 3.6) associated
to the inverse dynamics, which exchanges stable and unstable directions. This remark
also applies to the “attracting” vs. “repelling petal” terminology (the adjectives refer
to the inverse map) in Remark 2.3 and the following definition:
Definition 2.5 (Complements to Definition 2.2).
(1) (Convenient extensions) The reader is invited to check (Schwarz lemma)
that Definition 2.2 implies (up to slightly changing the domains D1,2i ) that there
are compact connected D˜1,2i with D
1
i ⊂ int D˜
1
i and D
2
i ⊂ int D˜
2
i so that, if
(i, j) 6∈ S0 × S0 then
(1.a) fˆij may be extended analytically to D˜1i ×D˜
2
i , with fˆ
1
ij(D˜
1
i ×D˜
2
i ) ⊂ int (D
1
j )
in (H.1);
(1.b) φij,s is defined on D˜1i × D˜
2
j , and for each (w1, z2) there, w2 = φij,s(w1, z2)
lies in the interior of D2i in (H.2);
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(1.c) if i = j ∈ S0, the hyperbolic conditions of (P.a), (P.b) hold for the extended
domain, and we may assume that φii,s(D
1
i ×D
2
i ) ⊂ int D˜
2
i in case (P.a) and
φii,u(D1i ×D
2
i ) ⊂ int D˜
1
i in case (P.b).
(2) (Case (P.b) – Attracting petals) In case (P.b), it follows from the assump-
tions (up to slightly changing D1,2i , D˜
1,2
i ) that for each z2 ∈ D
2
i , the map
φii,u(·, z2) sends an “attracting petal” D
1,−
i := e
iπ/νiD1i injectively on a do-
main containing D1,−i , and the inverse transformation φ
−1
ii,u(·, z2) maps D
1,−
i into
D1,−i ∪{0}. Up to taking a smaller attracting petal, we can assume additionally
that φij,u(D1i ,D
2
j ) ∩ D
1,−
j = ∅ for all j ∈ S1 with tji 6= 0.
From now on we assume that νi = 1 if i ∈ S0, i.e., that all nonhyperbolic transitions
are parabolic in the strict sense. We write −D1i for the attracting petal D
1,−
i . (We shall
explain in Section 5.B how to reduce to this situation from the general case.)
The following result is the key to iterating the “half-inverses.” It hinges heavily on
the analytic structure.
Proposition 2.6 (Iterating pinning coordinates in Sn+1 \ Sn+10 ). For each n ≥ 1
and any admissible symbol sequence ~ı ∈ Sn+1 \Sn+10 , there are uniquely defined iterated
pinning maps, real-analytic in a neighbourhood of D1i1 ×D
2
in+1
φ
(n)
~ı,s : D
1
i1
×D2in+1 → D
2
i1
, φ
(n)
~ı,u : D
1
i1
×D2in+1 → D
1
in+1
, (2.7)
mapping D1i1 ×D
2
in+1
into the interior of D2i1 , respectively D
1
in+1
, in such a way that
fˆ
(n)
~ı (w1, φ
(n)
~ı,s (w1, z2)) := fˆinin+1 ◦ · · · ◦ fˆi1i2(w1, φ
(n)
~ı,s (w1, z2))
= (φ
(n)
~ı,u (w1, z2), z2) ∀(w1, w2) ∈ D
1
i1 ×D
2
in+1 .
(2.8)
Proof of Proposition 2.6. If there are no consecutive symbols in S0 in ~ı, case (P) never
occurs, and we are in the setting of [Ru1]. Let us recall his proof for completeness: set
φ
(1)
i1i2,u
= φi1i2,u and φ
(1)
i1i2,s
= φi1i2,s. For n ≥ 2, assume by induction that the maps{
φ
(1)
inin+1,s
: D1in ×D
2
in+1
→ D2in ,
φ
(n−1)
i1...in,u
: D1i1 ×D
2
in
→ D1in ,
have been defined and satisfy the required properties. Then, for each fixed (w1, z2) in
D1i1 ×D
2
in+1
, one easily checks that the (real-analytic) map
Φw1,z2(ξ1, ξ2) = (φ
(n−1)
i1...in,u
(w1, ξ2), φ
(1)
inin+1,s
(ξ1, z2)) (2.9)
is contracting in the sense that Φw1,z2(D
1
in
×D2in) ⊂ Int(D
1
in
×D2in). One deduces from
this (Lemma 1 in [Ru1], see also [Rue1]) that Φw1,z2 possesses a unique fixed point
8
(ξ∗1 , ξ
∗
2) ∈ Int(D
1
in
× D2in), which depends analytically on w1 and z2. Finally, since
φ
(n−1)
i1...in,s
and φ
(1)
inin+1,u
also exist by induction, define the pinning maps by{
φ
(n)
~ı,u (w1, z2) = φ
(1)
inin+1,u
(ξ∗1(w1, z2), z2) ,
φ
(n)
~ı,s (w1, z2) = φ
(n−1)
i1...in,s
(w1, ξ
∗
2(w1, z2)) .
(2.10)
Indeed, the induction assumption together with the fixed point property imply that
fˆinin+1 fˆ
(n−1)
i1...in
(w1, φ
(n−1)
i1...in,s
(w1, ξ
∗
2)) = fˆinin+1(φ
(n−1)
i1...in,u
(w1, ξ
∗
2), ξ
∗
2) ,
= fˆinin+1(ξ
∗
1 , φ
(1)
inin+1,s
(ξ∗1 , z2))
= (φ
(1)
inin+1,u
(ξ∗1 , z2), z2) .
Uniqueness follows by induction and uniqueness of ξ∗1 , ξ
∗
2 .
In fact, the above argument shows that the iterated pinning coordinates map D˜1i1 ×
D˜2in+1 into the interior of D
2
i1
, respectively D1in+1 .
Next, assume for the moment that there is a single occurrence of iT = iT+1 in S0,
at time T ∈ {1, . . . , n}. The structure of the induction means we only need to consider
T = 1 or n: There are thus four possibilities and we consider first the case T = n and
type (P.a). Our starting point is then the pair
φ
(1)
inin+1,s
: D1in ×D
2
in+1 → D˜
2
in , φ
(n−1)
i1...in,u
: D1i1 ×D
2
in → D
1
in .
For each (w1, z2) in D1i1 ×D
2
in+1
, the map (2.9) is contracting in the sense that
Φw1,z2(D
1
in
× D˜2in) ⊂ Int(D
1
in
× D˜2in) .
Therefore, Φw1,z2 possesses a unique fixed point (ξ
∗
1 , ξ
∗
2) ∈ D
1
in
× D˜2in , depending ana-
lytically on w1 and z2. Using the inductive assumption (see also the remark at the end
of the hyperbolic argument) we may again define the pinning maps by (2.10). The case
where T = 1 = n− 1 and (P.b) hold is similar.
If T = n and (P.b), or T = 1 = n−1 and (P.a), hold then we need to use the inclusion
from (H.1), respectively (H.2), at in−1in.
If there are never more than two consecutive symbols in S0 but possibly several such
pairs (separated by symbols in S1), the argument just described also applies.
Finally, the case where there are (possibly more than one group of) three or more
consecutive occurrences of symbols in S0 may be dealt with by an easy induction on
the number of such occurrences (using again the property at the end of the first part
of the proof). The idea is to first consider an S0S0S1 (or S1S0S0) event (as explained
above), and then add one by one the preceding (or following) symbols in S0. 
Remark 2.7 (Pinning coordinates as coordinates). For each n ≥ 1 and each admissible
~ı ∈ Sn+1\Sn+10 , Proposition 2.6 produces a parametrisation of the subset D~ı of D
1
i1
×D2i1
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consisting of those points (w1, w2) such that fˆinin+1 ◦ · · · ◦ fˆi1i2(w1, w2) is well-defined
and belongs to D1in+1×D
2
in+1
. More precisely, D~ı is the isomorphic image of D
1
i1
×D2in+1
under the transformation (w1, z2) 7→ (w1, φ
(n)
~ı,s (w1, z2)). (Real-analyticity implies that
this transformation maps I1i1 × I
2
in+1
into I1i1 × I
2
i1
⊂ R× R.)
An important consequence of Proposition 2.6 is the following statement (see also [Ru1]):
Corollary 2.8 (Iterating hyperbolic analytic maps). For each n ≥ 1 and every
admissible symbol sequence ~ı ∈ Sn+1 \ Sn+10 , there exists an almost hyperbolic analytic
map fˆ
(n)
~ı : Di1...in+1 → D
1
in+1
×D2in+1 such that
fˆ
(n)
~ı |Di1...in+1 = fˆin−1in ◦ · · · ◦ fˆi1i2 |Di1...in .
The map fˆ
(n)
~ı has a fixed point in Di1...in if and only if in+1 = i1, the fixed point
is then unique. It follows that the “hyperbolic points of period n for fˆ ,” i.e., those
(w1, w2) ∈ D~ı, for some ~ı ∈ S
n+1 \ Sn+10 such that f
(n)
~ı (w1, w2) = (w1, w2), are in
bijection with the hyperbolic symbolic “cycles” of length n, i.e., admissible sequences
~ ∈ Sn \ Sn0 such that tjnj1 = 1.
2.B Banach spaces and elementary transfer operators.
The Banach spaces Bk, B′k
We now associate Banach spaces of complex functions to each k ∈ S0 ∪S1. First, for
each k ∈ S1 we set B′k = Bk to be the Banach space of holomorphic functions on the
interior of (C \D1k)×D
2
k, vanishing at {∞}×D
2
k, and which extend continuously to the
boundary, with the supremum norm.
For k ∈ S0, we distinguish between cases (P.a) and (P.b). In case (P.a), we shall
define below an open simply connected subset U2k of D
2
k, containing the compact set
K2k := ∪j∈S1φkj,s(D
1
k,D
2
j ) , (2.11)
and such that φkk,s(w1, U
2
k ) ⊂ U
2
k for all w1 ∈ ∂D
1
k. The space Bk will be a subset of
the space of analytic functions in (C¯ \D1k)×U
2
k , vanishing at {∞}×U
2
k , and extending
continuously to ∂D1k × U
2
k , endowed with a norm to be introduced below, using Fatou
coordinates. We shall use in the proof of Lemma 3.8 that the Banach space B′k of holo-
morphic functions in (C¯\D1k)×U
2
k , which vanish at {∞}×U
2
k and extend continuously
to the boundary, is continuously embedded in Bk.
In case (P.b), we shall introduce below an open simply connected subset U1k of the
attracting petal −D1k which does not intersect the compact set
G1k := ∪j∈S1(φjk,u(D
1
j ,D
2
k)) , (2.12)
and such that φ−1kk,u(U
1
k , z2) ⊂ U
1
k for all z2 ∈ D
2
k (recall Definition 2.5). The Banach
space Bk will be a subset of the analytic functions in the interior of U1k ×D
2
k, extending
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continuously to U1k × ∂D
2
k, endowed with a norm to be defined below. We shall use in
Lemma 3.8 that the Banach space B′k of holomorphic functions in U
1
k × intD
2
k which
extend continuously to the boundary is continuously embedded in Bk. Note that case
(P.b) did not occur in the one-dimensional situation studied by Rugh [Ru3].
The elementary transfer operators L̂kj
Next, to each j, k with tkj = 1, we associate an elementary transfer operator. If
(k, j) ∈ S1 × (S1 ∪ S0), we set for ψ ∈ Bk:
L̂kjψ (z1, z2) =
∮
∂D1
k
∮
∂D2
k
dw1
2iπ
dw2
2iπ
sφ′
kj,s
∂2φkj,s(w1, z2)
w2 − φkj,s(w1, z2)
ψ(w1, w2)
z1 − φkj,u(w1, z2)
.
(2.13)
In (2.13), and from now on, sφ′
kj,s
is the (well-defined) sign of of ∂2φkj,s on I1k × I
2
j .
See Remark 3.6 below for a heuristic justification of this choice, and pages 1248–1250
in [Ru1] for a more analytic explanation.
If (k, j) ∈ S0×S1, we use (2.13), replacing ∂D
2
k by a simple curve Γ
2
k inside U
2
k which
does not intersect K2k in case (P.a) (this ensures that ψ is well defined on (∂D
1
k, ∂Γ
2
k)
and the integral is holomorphic). If k is of type (P.b), we replace ∂D1k by a curve Γ
1
k
inside U1k such that (see Definition 2.5)
∪j∈S1(φkj,u(Γ
1
j ,D
2
k)) ∩ −D
1
j = ∅ .
If k ∈ S0 is of type (P.a), we define L̂kkψ (z1, z2) for (z1, z2) ∈ (C¯ \ D1k)× U
2
k by
L̂kkψ (z1, z2) =
∮
∂D1
k
dw1
2iπ
sφ′
kk,s
∂2φkk,s(w1, z2)
ψ(w1, φkk,s(w1, z2))
z1 − φkk,u(w1, z2)
. (2.14)
In case (P.b), for (z1, z2) ∈ U1k ×D
2
k, we use
L̂kkψ (z1, z2) = sφ′
kk,s
·
∂2φkk,s(φ
−1
kk,u(z1, z2), z2)
∂1φkk,u(φ
−1
kk,u(z1, z2), z2)
ψ(φ−1kk,u(z1, z2), φkk,s(φ
−1
kk,u(z1, z2), z2)) .
(2.15)
Note that
L̂kkψ (z1, z2) =
∮
∂D2
k
dw2
2iπ
sφ′
kk,s
∂2φkk,s(φ
−1
kk,u(z1, z2), z2)
∂1φkk,u(φ
−1
kk,u(z1, z2), z2)
ψ(φ−1kk,u(z1, z2), w2)
w2 − φkk,s(φ
−1
kk,u(z1, z2), z2)
.
(2.16)
(The two signs cancels in the residue computation because z1 is outside of D1k.)
Remark 2.9.
(1) If j ∈ S1, then L̂kj is bounded from Bk to Bj = B′j .
(2) If k ∈ S1 and j ∈ S0 then L̂kj is bounded from Bk to B′j , and B
′
j ⊂ Bj ,
continuously by our conditions on U1j , U
2
j in cases (P.a), respectively (P.b), so
that L̂kj is bounded from Bk to Bj .
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Approximate Fatou coordinates, more about Banach spaces
Our next step is to give a precise definition of the Banach spaces Bk associated to
k ∈ S0 and to study the corresponding elementary transfer operators.
Let fˆkk be of type (P.a). It is well-known that the injective map F(z) = 1/z is an
approximate Fatou coordinate, i.e.,
F(φkk,s(w1, z2)) = F(z2) + 1 + z2 · Ek,2(w1, z2) ,
Ek,2 : D˜
1
k ×D
2
k → C , holomorphic and bounded.
(2.17)
The set Ω2k = F(intD
2
k) ⊂ C is open and simply connected. It is easy to check that
Ω2k + 1 is contained in Ω
2
k and that for some (large) Rk the domain Ω
2
k contains the
closed “right” half plane HRk where
HR = {z ∈ C | ℜz > R} .
Note that the one-dimensional Fatou coordinates Fw1 associated to each φkk,s(w1, ·)
(see e.g [Mi] or [Ru3, Lemma 2.1]) solves
Fw1(φkk,s(w1, z2)) = Fw1(z2) + 1 , (2.18)
while we would “like” F˜w1(φkk,s(w1, z2)) = F˜φkk,u(w1,z2)(z2) + 1, which is not imme-
diately available in the attracting petal. Our argument will be perturbative — in
Lemma 3.2 we shall compare our elementary operator L̂kk to a direct product — it
hence is possible to work with the approximate Fatou coordinate F , which also has the
important feature of being holomorphic on C∗.
In case (P.b), recall from Definition 2.5 that the map φ−1kk,u(·, z2) is the inverse of
w1 7→ φkk,u(w1, z2) for fixed z2 ∈ D˜2k and w1 ∈ −D
1
k. We have
F(φ−1kk,u(z1, z2)) = F(z1)− 1 + z1 · Ek,1(z1, z2) ,
Ek,1 : −D
1
k × D˜
2
k → C , holomorphic and bounded .
(2.19)
Here Ω1−k = F(int (−D
1
k)) is open, simply connected, and there is Rk < 0 so that Ω
1−
k
contains the closed left half plane −H−Rk .
Definition of the Banach space X(HR). For R > 0, let X(HR) be the isometric
image of L1(R+,Lebesgue) under the shifted Laplace transform
ψ˜(w˜) =
∫ ∞
0
ψL(t)e
−(w˜−R)t dt , w˜ ∈ HR , (2.20)
inside the space of holomorphic functions in HR, with induced norm.
(We refer to Doetsch [Doe] for the basics of the Laplace transform.) Functions in
X(HR) are in fact bounded in HR by the L
1 norm of ψ. One can easily check (see
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e.g. Lemma 2.5 in [Ru3] for similar ideas) that for any closed right-half plane HR′
with R′ > R there is a constant CR′−R so that for each ψ˜ ∈ X(HR) the derivative ψ˜′
is bounded in HR′ by C ·
∫
|ψL(t)| dt, where ψL is an L1 representant of the inverse
Laplace transform of ψ˜ in HR (use that e
−δtt is bounded on [0,∞]). It is not difficult
[Ru3, Lemmas 2.2 and 2.3] to prove that the spectrum of the translation operator
S : X(HR)→ X(HR) defined by Sψ˜(w) = ψ˜(w + 1) is the unit interval [0, 1].
Laplace coordinates and Bk norm in case (P.a)
We next exploit the Fatou coordinates, adapting some definitions from [Ru3]. Let
us consider first the case (P.a). Although Ω2k contains the closed right half-plane HRk ,
we shall need to work with a slightly larger domain. The set K2k from (2.11) is a
compact subset of intD2k. We may thus adapt Lemma 2.4 in [Ru3], together with the
arguments presented just after it, finding Rk > mk > 0 and an open connected and
simply connected subset N2k of Ω
2
k so that
HRk ⊂ N
2
k ⊂ HRk −mk , K
2
k ⊂ F
−1(N2k ) ,
N2k + 1±
sup |Ek,2|
|z|
⊂ N2k , ∀z ∈ HRk−mk .
Definition (X(N2k )). For R˜k > Rk, we let X(N
2
k ) be the subset of X(HR˜k) consisting
in those functions which admit an analytic continuation to N2k with a continuous ex-
tension to the boundary. We take as norm the sum of the supremum norm on N2k with
the X(HR˜k) norm of the restriction to HR˜k .
Strictly speaking, we should replace our translation operator S onX(HR˜k) by a trans-
lation operator T which “lives” in X(N2k ). Since this does not influence the spectrum
(details are to be found in [Ru3, (2.27–2.30)]) we shall instead abuse notation.
Definition of U2k and Bk, B˜k. Define an open subset of D
2
k by U
2
k = intF
−1
2 (N
2
k ),
it has the required properties. We use the notation A(C¯ \ D1k) for the Banach space
of holomorphic functions in C¯ \ D1k vanishing at infinity and extending continuously to
the boundary. Let Bk be the set of analytic functions in (C¯ \ D
1
k) × U
2
k given by the
isometric image of the Banach space tensor product B˜k = A(C¯ \ D1k) ⊗ X(N
2
k ) under
J−1 defined by
ψ = (J−1ψ˜) , ψ(z1, z2) = −ψ˜(z1,F(z2)) · F
′(z2) = ψ˜(z1,F(z2))z
−2
2 , (2.21)
with induced norm. In particular, if ψ˜ ∈ B˜k then ψ˜(w1, ·) ∈ X(N2k ) for every w1 ∈ C¯\D
1
k.
Writing E ′k,2 = ∂2Ek,2, the elementary transfer operator L̂kk (2.14) in the Fatou
coordinates (i.e., acting on B˜k via (2.21)) can be written as
L˜kkψ˜(z1, z˜2) = sφ′
kk,s
∮
∂D1
k
dw1
2iπ
(
1−
Ek,2(w1, 1/z˜2) + z˜
−1
2 E
′
k,2(w1, 1/z˜2)
z˜22
)
·
ψ˜(w1, z˜2 + 1 + z˜
−1
2 Ek,2(w1, 1/z˜2))
z1 − φkk,u(w1,F−1(z˜2))
.
(2.22)
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Indeed, differentiating both sides of (2.17) with respect to z2 yields
F ′(φkk,s(w1, z2))∂2φkk,s(w1, z2) = F
′(z2)
(
1 +
Ek,2(w1, z2) + z2E ′k,2(w1, z2)
F ′(z2)
)
,
so that L̂kk(J−1ψ˜) coincides with J−1(L˜kkψ˜), using (2.17) again.
Laplace coordinates and Bk norm in case (P.b)
Let us now discuss case (P.b). We shall use left half-planes −H−R for R < 0 and
spaces X(−H−R) of “left” Laplace transforms
ψ˜(z˜) =
∫ ∞
0
ψL(t)e
(z˜−R)t dt , ℜz˜ < R , ψL ∈ L
1(R+, Lebesgue ) . (2.23)
Since the closed attracting petal −D1k does not intersect G
1
k from (2.12), the open
left half plane N1k = −H−Rk satisfies F
−1(N1k ) ∩G
1
k = ∅ and
N1k − 1±
sup |Ek,1|
|z|
⊂ N1k , ∀z ∈ −H−Rk .
Definition of X(N1k ), U
1
k , Bk, B˜k. Fix R˜k < Rk < 0. Let X(N
1
k ) be the subset
of X(−H−R˜k) consisting in those functions which extend analytically to N
1
k and con-
tinuously to its boundary, with norm the sum of the L1 norm of the inverse Laplace
transform with the supremum in N1k . Set B˜k = X(N
1
k )⊗A(D
2
k) (withA(D
2
k) the Banach
space of holomorphic functions in intD2k extending continuously to the boundary).
Defining the following analogue of (2.21)
ψ = (J−1ψ˜) , ψ(z1, z2) = −ψ˜(F(z1), z2)F
′(z1) , (2.24)
we finally let Bk be the isometric image of B˜k under J−1.
Thus, elements of Bk are analytic functions in the interior of U1k × D
2
k for the open
connected set U1k = F
−1(N1k ).
Differentiating (2.19) with respect to z1 (writing E ′k,1 = ∂1Ek,1) yields
F ′(φ−1kk,u(z1, z2))∂1φ
−1
kk,u(z1, z2) = F
′(z1)
(
1 +
Ek,1(z1, z2) + z1E
′
k,1(z1, z2)
F ′(z1)
)
.
Set υ1 = F−1(z˜1 − 1 + z˜
−1
1 Ek,1(z˜
−1
1 , z2)) and note that
υ1 = φ
−1
kk,u(F
−1z˜1, z2) . (2.25)
The transfer operator (2.15) in the Fatou coordinates can be written for (z˜1, z2) ∈
F(U1k )×D
2
k as
L˜kkψ˜(z˜1, z2) = sφ′
kk,s
(
1−
Ek,1(1/z˜1, z2) + z˜
−1
1 E
′
k,1(1/z˜1, z2)
z˜21
)
∮
∂D2
k
dw2
2iπ
∂2φkk,s(υ1, z2)
w2 − φkk,s(υ1, z2)
ψ˜(Fυ1, w2) .
(2.26)
(Use (∂1φkk,u(φ
−1
kk,u(z1, z2), z2))
−1 = ∂1φ
−1
kk,u(z1, z2).)
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3. Spectrum and determinants of the symbolic transfer operator
3.A Direct product transfer operators for (P.a)–(P.b).
For k ∈ S0 of type (P.a), we introduce a direct tensor product operator, written using
the Laplace transforms (2.20) of ψ˜(w1, w˜2) for each fixed w1 as
L˜⊗kkψ˜(z1, z˜2) = sφ′kk,s
∮
∂D1
k
dw1
2iπ
1
(z1 − λk,uw1)
∫ ∞
0
e−(z˜2−R˜k+1)t ψL(w1, t) dt , (3.1)
where λk,u = ∂1φkk,u(0, 0).
If k is of type (P.b), setting λk,s = ∂2φkk,s(0, 0), the corresponding direct tensor
product approximation can be written as
L˜⊗kkψ˜(z˜1, z2) = sφ′kk,sλk,s
∫ ∞
0
e(z˜1−R˜k−1)tψL(t, λk,sz2) dt . (3.2)
We define a direct sum of direct tensor products L˜⊗0 acting on B˜0 = ⊕k∈S0 B˜k by set-
ting L˜⊗0 = ⊕k∈S0L˜
⊗
kk. We use similar notations B0, L
⊗
0 , corresponding to the conjugated
operators L⊗kk on Bk.
Lemma 3.1 (Spectrum and resolvent of the direct products L˜⊗0 , L
⊗
0 ).
(1) Let {λk,u}, in case (P.a), and {λk,s} in case (P.b), be defined above. The
operator L˜⊗0 is bounded on B˜0 and its spectrum is is the following set:
{[0, 1] , k type (P.a) , λk,u > 0} ∪ {[λk,u, 1] , k type (P.a) , λk,u < 0}
∪ {[0, λk,s] , k type (P.b) , λk,s > 0} ∪ {[−λ
2
k,s,−λk,s] , k type (P.b) , λk,s < 0} .
(2) Let B˜0(ǫ) be the Banach space obtained by replacing discs D
1,2
k of radius r by
discs of radius ǫr, and, in case (P.a) R˜k by R˜k + 1/ǫ, N
2
k by N
2
k + 1/ǫ, in case
(P.b) R˜k by R˜k − 1/ǫ, N1k by N
1
k − 1/ǫ. Then, for every 1/z /∈ sp L˜
⊗
0 (on B˜0)
there is C(z) so that
‖(1− zL˜⊗0 )
−1‖B˜0(ǫ) ≤ C(z)‖(1− zL˜
⊗
0 )
−1‖B˜0 , ∀ǫ > 0 .
(1–2) hold for L⊗0 acting on B0 and B0(ǫ).
Note that in the definition of B0(ǫ) we disregard the condition K2k ⊂ F
−1(N2k ), but
we do use, in case (P.a) e.g., that condition (H.2) also holds for the disc ǫ · D1k and the
restricted domain D2k ∩ F
−1(N2k + 1/ǫ). See also Remark 4.7.
Proof of Lemma 3.1. Since L˜⊗0 is a direct sum, it suffices to consider each term L˜
⊗
kk
acting on B˜k. So, let us fix k ∈ S0, assuming first that we are in case (P.a). Then, since
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we assumed that the neutral eigenvalue is +1, we have sφ′
kk,s
= 1. The operator L˜⊗kk
(3.1) is thus the direct tensor product L˜⊗kk =Mk,u ⊗ T
+, with
Mk,uψ1(z1) =
∮
∂D1
k
dw1
2iπ
1
(z1 − λk,uw1)
ψ1(w1) ,
T +ψ˜2(z˜2) =
∫ ∞
0
e−(z˜2−R˜k+1)tψL(t) dt .
The results of Ichiniose [Ic] give that its spectrum is just {σ1 · σ2 , σ1 ∈ sp(Mk,u) , σ2 ∈
sp(T +)}. The remarks above and the ideas in [Ru3] easily yield that the spectrum
of T + on X(N2k ) is the unit interval [0, 1]. One also obtains that Mk,u is nuclear on
the Banach space A(C¯ \ D1k) of functions holomorphic in C¯ \ D
1
k, vanishing at ∞, and
extending continuously to ∂D1k, and that its spectrum consist of the eigenvalues λ
ℓ
k,u
for ℓ ∈ Z+. (Indeed, the trace of Mℓk,u can be shown, following the methods in [Ru1,
Ru2, Ru3] to be 1/(1− λℓk,u).)
If we are in case (P.b), we proceed similarly, starting from (3.2) and using
T −ψ˜(z˜1) =
∫ ∞
0
e(z˜1−R˜k−1)tψL(t) dt ,
Mk,sψ2(z2) =
∮
∂D2
k
dw2
2iπ
sφ′
kk,s
· λk,s
(w2 − λk,sz2)
ψ2(w2) = |λk,s| · ψ2(λk,sz2) .
For this, just check that the trace of Mℓk,s is |λ
ℓ
k,s|/(1 − λ
ℓ
k,s). Its spectrum is thus
(sgnλk,s) · (λk,s)
ℓ for ℓ ∈ Z∗+.
For the second claim, observe first that modifying R˜k and N
i
k does not affect the
spectrum or the norm of the resolvent, by definition of the Laplace norm and because
F ′(w1)/F ′(w1 ± 1/ǫ) is uniformly bounded. It thus suffices to consider L˜
⊗
0 on B˜0(ǫ),
where only the hyperbolic radii of D1,2k have been rescaled.
Then, denoting by Hǫ : B˜0(ǫ) → B˜0 the following isometry on B˜k for k ∈ S0:
Hǫ,kϕ(w1, w˜2) = ϕ(ǫw1, w˜2), and similarly in case (P.b), we see that H
−1
ǫ L˜
⊗
0 Hǫ = L˜
⊗
0
(this follows from the facts that the “weight” inMk,(u,s) is constant while the “dynam-
ics” is linear) and thus
H−1ǫ (1− zL˜
⊗
0 )
−1Hǫ = (1− zL˜
⊗
0 )
−1 .
Since ‖H±1ǫ ‖ = 1 for all ǫ, we have proved the bounds on B˜0(ǫ). 
Lemma 3.2 (Perturbation theory for L̂0). L̂0 is bounded on B0 and on B0(ǫ), and
there is a positive function G with G(ǫ)→ 0 as ǫ→ 0 such that
sp(L̂0|B0(ǫ)) ⊂ {z ∈ C | ∃z˜ ∈ sp L˜
⊗
0 , |z − z˜| = G(ǫ)} .
We summarize in two sublemmas elementary properties of the Laplace norm which
will be used in the proof of Lemma 3.2:
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Sublemma 3.3. Let ψ˜1 ∈ X(HR) for R > 0. Then:
(1) For each integer s ≥ 1, the function ψ˜1(z˜)/z˜s belongs to X(HR) and
‖ψ˜1(z˜)/z˜
s‖X(HR) ≤ ‖ψ˜1‖X(HR)/R
s .
(2) For every w such that ℜw > 0, the functions ψ˜1(z˜+w) and ψ˜′1(z˜+w) belong to
X(HR) and
max
(
‖ψ˜1(z˜ + w)‖X(HR), ‖ψ˜
′
1(z˜ + w)‖X(HR)
)
≤ ‖ψ˜1‖X(HR)/(e · ℜw) .
(3) Assume that ψ˜1 admits a bounded holomorphic extension to HR−2η for η > 0
and R − η > 0. Let Φ : HR−2η → HR−2η be holomorphic. For each integer
s ≥ 2, the function ψ˜1(Φ(z˜))/z˜s belongs to X(HR) and∥∥∥∥ ψ˜1(Φ(z˜))z˜s
∥∥∥∥
X(HR)
≤ sup
HR−2η
|ψ˜1|
4
η · (R− η)s−1
.
(4) If E(z) is holomorphic and bounded in a neighbourhood D of zero such that F(D)
contains a closed half-plane HR′ , 0 < R
′ < R, then E(1/z˜)ψ˜1(z˜) ∈ X(HR) and
‖E(1/z˜)ψ˜1(z˜)‖X(HR) ≤
2π
1−R′/R
sup
D
|E| · ‖ψ˜1‖X(HR) .
(There are obvious analogues for ψ˜2 ∈ X(−H
−
R ) with R < 0.)
Sublemma 3.4. Assume that ψ˜1 ∈ X(HR) for R > 0, and that ψ˜1 admits a bounded
holomorphic extension to HR−2η for some η > 0. If E(z1, z2) is analytic and bounded
in D1 × D2 such that F(D1) contains a closed half-plane HR′ with 0 < R′ < R, and
D2 is a neighbourhood of zero, then for each ρ < 1 the product E(1/z˜1, z2) · ψ˜1(z˜1) is an
element of X(HR)⊗A(ρD2) and
‖E(1/z˜1, z2) · ψ˜1(z˜1)‖ ≤ sup
D1×D2
|E|
‖ψ˜1‖X(HR)
(1− ρ)(1−R′/R)
.
Proof of Sublemma 3.3. (1) By induction, it is enough to consider s = 1. We first note
that z˜−1 =
∫∞
0
e−(z˜−R)te−Rt dt belongs to X(HR). Since e
−Rt is also in L∞, we may
obtain an (L1) inverse Laplace transform of ψ˜1(z˜)/z˜ by performing the convolution
e−Rt ⋆ ψ1,L(t) =
∫ t
0
e−Rτψ1,L(t− τ)dτ .
Now,
∫∞
0
|e−Rt ⋆ ψ1,L(t)|dt ≤
∫∞
0
dτe−Rτ
∫∞
τ
dt|ψ1,L(t − τ)| ≤ ‖ψ˜1‖
∫∞
0
e−Rτdτ which
is equal to ‖ψ˜1‖X(HR)/R.
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(2) By definition ψ˜′1(z˜+w) = −
∫∞
0
te−(z˜+w−R)tψL(t) dt. Estimating the L
1 norm of
−te−wtψ1,L(t), we obtain the claim for ψ˜′1(z˜ + w) the bound for ψ˜1(z˜ + w) is easier.
(3) We can express the inverse Laplace transform of ψ˜1(Φ(z˜))/z˜
s as
ψ1,L,s(t) =
∫
∂HR−η
du
2iπ
et(u−R)
ψ˜1(Φ(u))
us
= e−tη
∫
∂HR
dv
2iπ
et(v−R)
ψ˜1(Φ(v − η))
(v − η)s
.
It follows that
|ψ1,L,s(t)| ≤ e
−ηt sup
HR−η
|ψ˜1|
∫ ∞
−∞
dx
2π
1
((R− η)2 + x2)s/2
,
which gives the claimed bound.
(4) Let E(z) =
∑∞
m=0 amz
m be a Taylor series for E at the origin. By the Cauchy
formula we have |am| ≤ 2π supD |E|(R
′)m for m ≥ 0. Then
E(1/z˜)ψ˜1(z˜) =
∞∑
m=0
am
ψ˜1(z˜)
z˜m
.
Then, bound (1) shows that the sum is ≤
∑
m≥0 |am|‖ψ˜1‖R
−m. 
Proof of Sublemma 3.4. As in the proof of Sublemma 3.3 (4), we use a Taylor series
E(z1, z2) =
∞∑
m=0
am(z1)z
m
2 ,
where each am(z1) is holomorphic in D1 and, if δ > 0 is the radius of D2,
sup
D1
|am| ≤
2π supD1×D2 |E|
δm
.
By Sublemma 3.3 (4), we know that each am(1/z˜1)ψ˜1(z˜1) belongs to X(HR) with
‖am(1/z˜1)ψ˜1(z˜1)‖X(HR) ≤ 2π‖ψ˜1‖X(HR) supD1 |am|/(1−R
′/R). Finally, we may write
E(1/z˜1, ρz2)ψ˜1(z˜1) =
∞∑
m=0
ρmzm2 am(1/z˜1)ψ˜1(z˜1) . 
Proof of Lemma 3.2. For k ∈ S0, recall that λk,u = ∂1φkk,u(0, 0), λk,s = ∂2φkk,s(0, 0)
and set
∆k =

supw1∈∂D1k,z2∈D2k |λk,u − φkk,u(w1, z2)/w1| , in case (P.a),
supw1∈−D1k,z2∈D2k max(|λk,s − φkk,s(w1, z2)/z2|,
|λk,s − ∂2φkk,s(w1, z2)|) , in case (P.b).
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We can also introduce ∆k(ǫ) replacing the D
i
k by the modified domains as when defining
B0(ǫ). We shall prove that there is C > 0 such that (setting mk = 0 in case (P.b))
‖L̂0−L
⊗
0 ‖B0 ≤ Cmax
k∈S0
{
sup(|Ek,i|+ |E
′
k,i|) · (|R˜k−mk|
−1+∆k)(1−|λk,u/s|)
−1 .
}
(3.4)
This will immediately imply that L̂0 is bounded on B0.
The proof of (3.4) also gives the upper bound Cmaxk∈S0{(|R˜k−mk|+1/ǫ)
−1+∆k(ǫ)}
for ‖L̂0 −L
⊗
0 ‖ on B0(ǫ).
For the spectral claim, we use the fact that supk∈S0 ∆k(ǫ) tends to zero as ǫ goes
to zero. We cannot apply ordinary perturbation theory, since the Banach spaces vary.
However, we can invoke Lemma 3.1 (2) together with
(1− zL0)
−1 =
∞∑
j=0
(
z(1− zL⊗0 )
−1 ◦ (L0 − L
⊗
0 )
)j
· (1− zL⊗0 )
−1 , on B0(ǫ) .
Let us prove (3.4), considering first case (P.a). We concentrate on the Laplace com-
ponent of the norm, the supremum component is easier to handle. Since we may rewrite
the direct product (3.1) using ψ˜(w1, z˜2 + 1) in lieu of the Laplace transform, we have
from (2.22)
sφ′
kk,s
(L˜kk − L˜
⊗
kk)(ψ˜)(z1, z˜2) = EA +EB +EC
=
∮
∂D1
k
dw1
2iπ
(
1−
Ek,2(w1, 1/z˜2) + z˜
−1
2 E
′
k,2(w1, 1/z˜2)
z˜22
)
·
ψ˜(w1, z˜2 + 1 + z˜
−1
2 Ek,2(w1, 1/z˜2))− ψ˜(w1, z˜2 + 1)
z1 − φkk,u(w1,F−1(z˜2))
−
∮
∂D1
k
dw1
2iπ
Ek,2(w1, 1/z˜2) + z˜
−1
2 E
′
k,2(w1, 1/z˜2)
z˜22
(
ψ˜(w1, z˜2 + 1)
z1 − φkk,u(w1,F−1(z˜2))
)
+
∮
∂D1
k
dw1
2iπ
ψ˜(w1, z˜2 + 1)
z1 − φkk,u(w1,F−1(z˜2))
(
1−
1− φkk,u(w1,F−1(z˜2))/z1
1− λk,uw1/z1
)
.
Let us bound the three terms EA, EB , EC , taking (as we may, by linearity and the
tensor product topology) ψ˜(w1, w˜2) = ψ˜1(w1)ψ˜2(w˜2) with ‖ψ˜1‖ = ‖ψ˜2‖ = 1.
To prove ‖EC‖ ≤ ∆k/(1−|λk,u|), use on the one hand that |1−λk,uw1/z1| > 1−|λk,u|
(since |z1| > |w1|) and(
1−
1− φkk,u(w1,F−1(z˜2))/z1
1− λk,uw1/z1
)
=
(
φkk,u(w1,F−1(z˜2))/z1 − λk,uw1/z1
1− λk,uw1/z1
)
.
On the other hand
ψ1 7→
∮
∂D1
k
dw1
2iπ
(
ψ1(w1)
z1 − φkk,u(w1,F−1(z˜2))
)
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is bounded on A(C \ D1k), uniformly as ǫ → 0, i.e., R˜k → ∞ and the diameter of D
1
k
tends to zero. To show this, note that for small ǫ we may perform the path integral over
∂D1k and use φ
−1
kk,u (despite the caveat in Remark 3.6 below). Combining the above two
facts with Sublemma 3.4 gives the bound on EC .
Now, to estimate EB, we use Sublemma 3.4 again, with ρ ∼ |λk,u|, and Sub-
lemma 3.3 (1) to see that
ψ2(z˜2 + 1) ·
Ek,2(w1, 1/z˜2) + z˜
−1
2 E
′
k,2(w1, 1/z˜2)
z˜22
· ψ1(φ
−1
kk,u(z1))
has norm bounded by C sup(|Ek,2|+ |E ′k,2|)R˜
−2
k .
To see that ‖EA‖ ≤ R˜
−1
k , write
ψ˜2(z˜2+1+Ow1(|z˜2|
−1))−ψ˜2(z˜2+1) = ψ˜
′
2(z˜2+1)·Ow1(|z˜2|
−1)+ψ˜′′2 (Φw1(z˜2))·Ow1(|z˜2|
−2) .
(3.4)
Since z˜2 + 1, z˜2 + 1 + Ow1(|z˜2|
−1), and thus Φw1(z˜2), belong to a smaller half-plane
(uniformly in w1 and z˜2) we may apply Sublemma 3.3 (2), and, for the term involving
the second derivative, Sublemma 3.3 (3).
Case (P.b) is also handled by taking ψ˜ = ψ˜1ψ˜2. For (z˜1, z2) ∈ −H−R˜k × D
2
k ⊂
F(U1k )×D
2
k, it is convenient to avoid as much as possible the simultaneous occurrence
of both variables z˜1 and z2 in the test functions, and we keep the integration over w2:
sφ′
kk,s
(L˜kk − L˜
⊗
kk)(ψ˜)(z˜1, z2) = E
′
A +E
′
B +E
′
C
=
(
1−
Ek,1(1/z˜1, z2) + z˜
−1
1 E
′
k,1(1/z˜1, z2)
z˜21
)
·
∮
∂D2
k
dw2
2iπ
∂2φkk,s(1/φ
−1
kk,u(1/z˜1, z2), z2)
w2 − φkk,s(φ
−1
kk,u(1/z˜1, z2), z2)
·
(
ψ˜1(φ
−1
kk,u(1/z˜1, z2))− ψ˜1(z˜1 − 1)
)
ψ˜2(w2)
−
(
Ek,1(1/z˜1, z2) + z˜
−1
1 E
′
k,1(1/z˜1, z2)
z˜21
)
·
∮
∂D2
k
dw2
2iπ
∂2φkk,s(1/φ
−1
kk,u(1/z˜1, z2), z2)
w2 − φkk,s(φ
−1
kk,u(1/z˜1, z2), z2)
· ψ˜1(z˜1 − 1)ψ˜2(w2)
+
∮
∂D2
k
dw2
2iπ
(
∂2φkk,s(1/φ
−1
kk,u(1/z˜1, z2), z2)
w2 − φkk,s(φ
−1
kk,u(1/z˜1, z2), z2)
−
λk,s
w2 − λk,sz2
)
ψ˜1(z˜1 − 1)ψ˜2(w2) ,
recalling (3.2) and (2.25–2.26). The norm of E′C may be bounded by a constant times
∆k, as in case (P.a). For E
′
B, we also adapt the argument above to find a bound C/|R˜
2
k|.
Finally, it is not difficult to see with the help of Sublemma 3.3 (1, 4) and Sublemma 3.4
that the norm of E′A is of the order of C/|R˜k|. 
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3.B The full symbolic transfer operator.
Definition 3.5 (Full symbolic operator). The full symbolic transfer operator L̂ is
defined on the direct sum B =
⊕
k∈S0∪S1
Bk as L̂0 ⊕ L̂1 where

(
L̂1(⊕kψk)
)
j
= ⊕k,j /∈S0×S0tkj · L̂kjψk , j ∈ S0 ∪ S1 ,(
L̂0(⊕kψk)
)
j
= tjj · L̂jjψj , j ∈ S0 ,
(3.5)
for operators L̂kj given by (2.13, 2.14, 2.15), respectively.
Remark 3.6 (Reformulating the transfer operator). The jacobian detDfˆkj(w1, w2) may
be expressed in terms of the pinning coordinates as ∂1φkj,u(w1, z2)/∂2φkj,s(w1, z2) where
fˆkj(w1, w2) = (z1, z2). Performing two successive Cauchy residue computations (for-
mally), we get (note that ∂1φkj,u(w1, z2) indeed appears with a + sign, just like in
(2.16), because the w1-pole is outside of the integration curve):
(
L̂(⊕ℓψℓ)
)
j
(z1, z2) =
∑
k∈S
tkj
sφ′
kj,s
detDfˆkj(fˆ
−1
kj (z1, z2))
ψk(fˆ
−1
kj (z1, z2)) . (3.6)
The reader must beware that formula (3.6) does not make sense in general. Indeed,
in the hyperbolic case, if (z1, z2) ∈ (C \ D1j ) × D
2
j then fˆ
−1
kj (z1, z2) may not belong to
(C \ D1k) × D
2
k. This is connected to the fact that the pinning coordinates are defined
for (w1, z2) ∈ D1k ×D
2
j and do not necessarily extend to w1 ∈ C \D
1
k. However, we may
always perform the dw2 path integral as in (2.14) and in particular use (2.16) in case
(P.b) .
The sign of detDfˆkj is the product of sφ′
kj,s
and the sign sφ′
kj,u
of ∂1φkj,u. Note
however that the real observables ψR(x, y) live on I1 × I2 and that the “real” transfer
operator LR is connected to L̂ via the change of coordinate (see [Ru1, p. 1250] and
[Ru4, p. 302])
ψ(w1, w2) =
∫
I1
k
dx
ψR(x, w2)
w1 − x
.
The “missing” sign of ∂1φkj,u appears (morally) when replacing z1 by its inverse image
and we get the expected 1/| detDfˆkj | factor.
Although Remark 3.6 means that there is no simple way to express (3.5) as a weighted
composition operator in general, we can in some sense pretend it is possible: the kernel
expression for the iterates of L̂ guessed from (3.6) by applying the usual composition
and multiplication scheme actually holds:
21
Lemma 3.7 (Naturality of the transfer operator). For n ≥ 1, the difference
L̂n − L̂n0 acts on B according to
(
(L̂n − L̂n0 )⊕ℓ ψℓ
)
j
= ⊕~k∈Sn\Sn0
n−1∏
m=1
tkm−1km · tknj · (L̂
n
~kj
ψk1) , (3.7)
where, for any admissible ~kj ∈ Sn+1 \ Sn+10 ,
L̂n~kjψ(z1, z2) =
∮
∂D1
k1
∮
∂D2
k1
dw1
2iπ
dw2
2iπ
s(φn)′
~kj
∂2φ
(n)
~kj,s
(w1, z2)
w2 − φn~kj,s(w1, z2)
ψ(w1, w2)
z1 − φ
(n)
~kj,u
(w1, z2)
, (3.8)
if k1 /∈ S0 and we replace (3.8) by
∮
∂Γ1
k1
∮
∂D2
k1
or
∮
∂D1
k1
∮
∂Γ2
k1
if k1 ∈ S0. Here, s(φn)′
~kj
is the sign of ∂2(φ
(n)
~kj,s
) on I1k1 × I
2
j .
Proof of Lemma 3.7. To obtain the formula for the kernel, we shall use Cauchy’s theorem
again. If ~k ∈ Sn1 , we can follow exactly Rugh’s argument [Ru1], that we repeat for the
convenience of the reader (and because it will be adapted to ~k /∈ Sn1 ). Denote
G
(n)
~kj
(w, z) =
s(φn)′
~kj
∂2φ
(n)
~kj,s
(w1, z2)
w2 − φ
(n)
~kj,s
(w1, z2)
1
z1 − φ
(n)
~kj,u
(w1, z2)
.
By definition, G(1)kj (w, z) is the kernel of L̂kj . Lemma 3.7 is clearly true for n = 1 and it
suffices to prove inductively that for all n ≥ 1
G
(n+1)
~kj
(w, z) =
∮
∂D1
k
∮
∂D2
k
dξ1
2iπ
dξ2
2iπ
G
(n)
~kkn
(w, ξ)G
(1)
knj
(ξ, z) . (3.9)
To prove the above equality, recall the fixed point ξ∗ = (ξ∗1 , ξ
∗
2) constructed in the
hyperbolic part of the proof of Proposition 2.6. The right-hand side of (3.9) has a single
simple pole in each coordinate at ξ∗ = (ξ∗1 , ξ
∗
2). Thus, writing Rξ∗ for the residue at ξ
∗
∮
∂D1
k
∮
∂D2
k
dξ1
2iπ
dξ2
2iπ
G(n)~kkn
(w, ξ)G(1)knj(ξ, z) =
s(φ)′
knj
s(φn)′
~kkn
Rξ∗
[
((ξ2 − φknj,s(ξ1, z2))(ξ1 − φ
(n)
~kkn,u
(w1, ξ2)))
−1
]
·
∂2φknj,s(ξ
∗
1 , z2)
z1 − φknj,u(ξ
∗
1 , z2)
∂2φ
(n)
~kkn,s
(w1, ξ
∗
2)
w2 − φ
(n)
~kkn,s
(w1, ξ∗2)
.
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Now, the two-variable residue is (1− ∂1φknj,s∂2φ
(n)
~kkn,u
)−1 , and the fixed point property
implies ξ∗2 = φknj,s(φ
(n)
~kkn,u
(w1, ξ
∗
2), z2), so that
∂ξ∗2
∂z2
= ∂1φknj,s∂2φ
(n)
~kkn,u
dξ∗2
dz2
+ ∂2φknj,s .
Finally, the definition of φ
(n+1)
~kj,s
gives
∂2φ
(n+1)
~kj,s
= ∂2φ
(n)
~kkn,s
dξ∗2
dz2
= ∂2φ
(n)
~kkn,s
(1− ∂1φknj,s∂2φ
(n)
~kkn,u
)−1∂2φknj,s .
To finish the proof in the hyperbolic case, use the multiplicative properties of s′(φn+1)s .
If ~k /∈ Sn1 but there are no consecutive symbols in S0, the above argument applies,
up to replacing ∂D1,2k by Γ
1,2
k .
So let us assume that there are at least two consecutive S0s. We proceed inductively
on the number of consecutive S0 factors, considering the first time when kT , kT+1 ∈ S0
and kT−1 or kT+2 ∈ S1. There are four cases to consider, depending on whether (H)
is followed or preceded by (P), and on whether we are in case (P.a) or (P.b). In case
(P.a), we use formula (2.14) for L̂kk, and Rugh’s proof for the hyperbolic case recalled
above gives the claim, using the nonhyperbolic case of Proposition 2.6. In case (P.b),
we use (2.15) and the above proof may be adapted again, using Proposition 2.6. 
The following lemma says that if z−1 /∈ sp(L̂0) then the “regularised ” transfer
operator zL̂1(1 − zL̂0)−1 is nuclear on B in the sense of Grothendieck, and that its
Fredholm determinant dˆ(z) is dynamically defined. This will allow us to describe a
nontrivial part of the spectrum of L̂ = L̂0 + L̂1 via this regularised determinant dˆ(z),
and prove our main theorem. Although we shall mainly refer to Grothendieck’s works
[Gr1, Gr2], we mention two useful basic references: The recent book [GGK] provides a
good introduction to the theory of nuclear operator on Banach spaces, and the survey
[Ma] contains useful results for Banach spaces of holomorphic functions.
Lemma 3.8 (Nuclearity of the hyperbolic analytic transfer operator). If z−1 /∈
sp(L̂0), the operator zL̂1(1−zL̂0)
−1 acting on B is nuclear of order zero. The Fredholm
determinant det(1− zL̂1(1− zL̂0)
−1) is holomorphic in {z−1 /∈ sp(L̂0)} and
dˆ(z) = det(1− zL̂1(1− zL̂0)
−1) = exp−
∞∑
m=1
zm
m
∑
x∈Fix hfˆ
(m)
1
| det(Dfˆ (m)~ıx (x)− Id )|
.
(3.10)
(Recall the bijection between hyperbolic fixed points x~ı of fˆ
n and periodic cycles
~ıx ∈ Sn \ Sn0 from Corollary 2.8.)
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Since fˆ is invertible the matrix equality det(1+A) det(1+B) = det((1+A)(1+B))
gives
dˆ(z) = exp−
∞∑
m=1
zm
m
∑
x∈Fix hfˆ
(m)
1
| detDfˆ (m)~ıx (x)|
1
| det(Id −Dfˆ (−m)~ıx (x))|
. (3.11)
Proof of Lemma 3.8. We adapt the argument in [Ru3, Lemma 2.7].
Using [Gr1], one shows that for any compact sets K, K ′ of the complex plane such
that K is contained in the interior of K ′, the restriction map from the Banach space
A(K ′) of analytic functions on intK ′ extending continuously to K ′, to the space A(K)
of analytic functions on intK extending continuously to K, is nuclear of order zero.
(See e.g. the beginning of the proof of Lemma 2.7 in [Ru3], which was adapted from
Ruelle’s paper [Rue1].) This argument may be extended to show that if K1, K2, (K1)′
and (K2)′ are compact subsets of C such that
K2 ⊂ int (K2)′ , (K1)′ ⊂ intK1 , (3.12)
then the restriction map rK from the Banach space A(C \ (K1)′, (K2)′) of functions
holomorphic in the interior of (C \ (K1)′)× (K2)′, vanishing at infinity, and extending
continuously to the boundary, to the Banach space A(C \K1, K2), is nuclear of order
zero. (The key step is to observe that the topological vector space of analytic functions
on ((C \K1)× int K2) is a nuclear space.)
On B1 = ⊕k∈S1Bk, the resolvent (1− zL̂0)
−1 acts as the identity, while (1− zL̂0)
−1
is bounded on B0 by our assumption on z. Thus, (1− zL̂0)
−1 is bounded on B.
Recall the definitions of U2k and U
1
k for k ∈ S0 from Section 2. Let (K
1
k)
′, (K2k)
′ be
compact sets such that (K2k)
′ ⊂ intD2k, if k ∈ S1 or we are in case (P.b), and (K
2
k)
′ ⊂ U2k
in case (P.a), while D1k ⊂ int (K
1
k)
′ if k ∈ S1 or we are in case (P.a), and (K1k)
′ ⊂ U1k in
case (P.b). Denote
B(K ′) :=
[
⊕k/∈(P.b))A(C¯ \ (K
1
k)
′, (K2k)
′)
]
⊕
[
⊕k∈(P.b)A((K
1
k)
′, (K2k)
′)
]
.
The restriction map rK′ : B → B(K ′) is continuous (see [Ru3, Lemma 2.6] for case
(P.a)). Therefore rK′ ◦ (1− zL̂0)−1 is continuous from B to B(K ′).
Recall the definition of the compact set K2k for k ∈ S0. Extend it to k ∈ S1 as follows:
K2k = ∪ℓ∈Sφkℓ,s(D
1
k,D
2
ℓ ) .
For k in case (P.b) we take a compact subset K1k of int (K
1
k)
′ ⊂ U1k . In cases (H) or
(P.a) we take a compact subset K1k of D˜
1
k, containing D
1
k in its interior and so that
φkj,u(K
1
k ,D
2
j ) ⊂ intD
1
j for each j. Now, up to slightly changing the (K
1,2
k )
′ intro-
duced above, we may ensure that K2k ⊂ int (K
2
k)
′ and (K1k)
′ ⊂ intK1k in cases (H) or
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(P.a), K2k ⊂ int (K
2
k)
′ and K1k ⊂ int (K
1
k)
′ in case (P.b), while maintaining the other
requirements. By the above choices, the restriction rK is nuclear from B(K ′) to B(K).
Then (use in particular the definition of Γ1;2k if k ∈ S0) L̂1 is bounded from
B(K) =
[
⊕k/∈(P.b)A(C¯ \K
1
k , K
2
k)
]
⊕
[
⊕k∈(P.b)A(K
1
k, K
2
k)
]
to B′ := ⊕k∈SB
′
k. Since the inclusion j : B
′ ⊂ B is continuous (for k ∈ S0 see [Ru3,
Lemma 2.5] for a similar result, noting that the constant β there is equal to +1 in our
case), the composition j ◦ L̂1, is bounded from B(K) to B.
As a consequence of the above considerations, the composition
L̂1(1− zL̂0)
−1 =
(
j ◦ L̂1
)
◦ rK
(
◦rK′ ◦ (1− zL̂0)
−1
)
: B → B
is nuclear of order zero (just use that a nuclear operator composed with bounded
operators is nuclear). By [Gr1, II, pp. 16 and 18] it has a Fredholm determinant
det(1− zL̂1(1− zL̂0)−1) which is an entire function of 1/z /∈ sp(L̂0).
It remains to establish the stated “dynamical” formula for the traces. For this, we
combine arguments from [Ru3] and [Ru2]. First, just like on p. 17 of [Ru3], we find that
for small enough z
tr log(1− zL̂1(1− zL̂0)
−1) =
∞∑
m=1
zm
m
tr((L̂0 + L̂1)
m − L̂m0 ) .
Defining dm = tr(L̂m − L̂m0 ), the Fredholm determinant
det(1− zL̂1(1− zL̂0)
−1) = exp−
∞∑
m=1
zm
m
dm
extends analytically to C− sp(L̂0). Using the uniform contraction, we get for the trace
dm =
∑
~∈Sm+1\Sm+10 ,j1=jm+1
m∏
k=1
tjkjk+1 · tr(L̂
m
~ ) ,
where the iterated operator L̂m~ may be expressed in kernel form by (3.8). Finally, the
trace may be computed by performing a Cauchy integration:
tr(L̂m~ ) =
∮
∂D1j1
∮
∂D2j1
dw1
2iπ
dw2
2iπ
s(φm)′
~
∂2φ
(m)
~,s (w1, w2)
w2 − φm~,s(w1, w2)
1
w1 − φ
(m)
~,u (w1, w2)
=
1
| det(Dfˆm(x~)− Id )|
,
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where x~ is the unique (necessarily hyperbolic, and real) fixed point of fˆ
m associated
to the admissible periodic sequence ~ ∈ Sm+1 \ Sm+10 (see pp. 1246–1247 of [Ru1] for
details). 
To relate the zeroes of the (regularised) Fredholm determinant dˆ(z) (to part of) the
spectrum of L̂ we need the following lemma of Rugh, that we state for convenience of
the reader:
Lemma [Ru3, Lemma 2.8]. Let M0 : B → B be a bounded linear operator on a
Banach space B and let M1 : B → B be nuclear of order zero. Assume that C \ sp(M0)
is connected. Then the part of the spectrum of M0 +M1 which does not intersect
sp(M0) consists of isolated eigenvalues of finite multiplicity, which can not accumulate
in C \ sp(M0). The Fredholm determinant
d(u) = det(1−M1(u−M0)
−1)
is analytic in u ∈ C \ sp(M0). In this domain, the zero-set of d(u) counted with order
is the same as the eigenvalues of M0 +M1 counted with (algebraic) multiplicity.
We do not know a priori that the complement of the spectrum of L̂0 is connected.
However, the spectra of the direct product operators (3.1) and (3.2) have this property
by Lemma 3.1. We saw in Lemma 3.2 how to compare L̂0 to L̂
⊗
0 , which is a direct sum
of such operators. In our application (see Section 4) we will find a closed set containing
the spectrum of L̂0, arbitrarily close to the spectrum L̂
⊗
0 , with connected complement
in C, and apply the above lemma to this complement.
4. Reducing to (symbolic) analytic almost hyperbolic maps
Let us consider now a real-analytic diffeomorphism f :M →M for which there exists
a dominated splitting TΩ = E ⊕ F over the nonwandering set. Our starting point will
be a decomposition of Ω from [PS2]. The decomposition in [PS2] is stated for the limit
set of f . However, if M is a surface and Ω is hyperbolic then Ω coincides with the limit
set of f (see [NP]), and this equality also holds when Ω has a dominated splitting.
We recall some notation and results from [PS2]. We say that a compact invariant set
Λ ⊂ Ω admits a spectral decomposition if it is a finite disjoint union of transitive compact
invariant sets Λi (called basic sets) which may further be decomposed in a finite union of
ni ≥ 1 basic subsets Λij with f(Λij ) = Λi(j+1 mod ni) , and f
ni |Λij topologically mixing.
We shall assume that the Λj are not trivial, i.e., not reduced to a single periodic orbit.
It follows from the results in [PS1] and the classical Hirsch-Pugh-Shub [HPS] theory
that for each small enough ǫ, there is δ, so that for each x ∈ Ω, there exist local center
stable and unstable manifolds W csǫ (x) and W
cu
ǫ (x) so that
TxW
cs
ǫ (x) = E , TxW
cu
ǫ (x) = F ,
f(W csδ (x)) ⊂W
cs
ǫ (f(x)) , f
−1(W cuδ (x)) ⊂W
cu
ǫ (f
−1(x)) .
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The decomposition proved by Pujals and Sambarino [PS1] (who do not require ana-
lyticity, C2 suffices) says that Ω = Λ∪R∪I. Here, the “quasi-periodic” set R is a finite
union of normally hyperbolic C2 simple closed curves Ci on which f ri is conjugated to
an irrational rotation for ri ≥ 1. The “periodic” set I is the union of a finite set of
isolated periodic orbits with a set contained in a finite union ∪jIj of normally hyper-
bolic C2 arcs or simple closed curves with fmj (Ij) ⊂ Ij for mj ≥ 1. The set I contains
all Ω \ P isolated periodic orbits. Next, f is expansive on the “almost hyperbolic”
compact invariant set Λ, which admits a spectral decomposition Λ = ∪jΛj , together
with local product structure. (Lemma 4.5.1 in [PS2]: there are γ and η > 0 so that
for any x, y ∈ Λj with d(x, y) < η then W
cs
γ (x) ∩W
cu
γ (y) ∈ Λj .) Finally, the set N of
nonhyperbolic periodic orbits in Λ is empty or finite. In fact (see e.g. Proposition A.2
below), every basic set Λj which does not contain any nonhyperbolic periodic point is
uniformly hyperbolic.
It is easy to construct examples where ∪Ij is not empty: just take a real-analytic flow
on the sphere with both poles as sources and the equator as limit set. Our analyticity
assumption implies that the arcs and curves Ij in I are isolated: Indeed, if they were
not isolated, there would be a normally hyperbolic arc Ij and a basic set Λk such
that their intersection is a nonhyperbolic periodic point q which is accumulated by
periodic points contained in Ii with the same period than that of q; and this would
contradict analyticity. It follows that I is not only open but also compact in Ω. Note
also that the set H of (isolated) hyperbolic periodic points in I is finite. (Indeed, if there
were infinitely many hyperbolic periodic points in ∪jIj , their periods being bounded by
maxmj , a subset of constant period would accumulate on a periodic point, contradicting
the analyticity assumption.)
Note that R does not contain any periodic orbits. Consider first the finite set H ⊂ I
of isolated hyperbolic periodic orbits. Writing P ≥ 1 for the period and λE , λF for the
multipliers (eigenvalues of DfP (p)), of a periodic orbit p, each p ∈ H contributes to
df (z) a factor of the following type:
df |sink(z) =
∞∏
j=0
∞∏
k=0
(1− zPλjEλ
k
F ) , |λE | < |λF | < 1 ,
df |saddle(z) =
∞∏
j=0
∞∏
k=1
(1− zPλjEλ
−k
F ) , |λE | < 1 , |λF | > 1 ,
df |source(z) =
∞∏
j=1
∞∏
k=1
(1− zPλ−jE λ
−k
F ) , 1 < |λE | < |λF | .
(4.1)
The infinite products above all converge, and define entire functions with an obvious
zero-set. In particular, each df |sink(z) is zero-free in the open unit disk and admits P
simple zeros on the closed disk, at the P th roots of 1, while each df |source(z) admits a
first zero at zP = λEλF , which is outside the open disk, and each df |saddle(z) admits a
first zero at zP = λF , which is outside the open disk.
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We may therefore concentrate on the dynamical determinant
∏
j df |Λj (z), where the
Λj are the basic sets of Λ. Recall the set Σ(p) associated to p ∈ N by (1.3). To prove
Theorem A, we need to see that df |Λj (z) is holomorphic in the (possibly) slit plane, or
multiply slit plane defined by {z ∈ C | 1/z /∈ ∪p∈N∩ΛjΣ(p)}.
In order to do this, we shall associate an almost hyperbolic analytic map fˆ to f |Λj
in such a way as to ensure that dfˆ (z) is almost df |Λj(z) (dealing with the usual over-
counting of periodic orbits on the boundaries of the Markov rectangles is postponed
until Section 5.A).
Markov partitions.
The starting point in our construction of the symbolic map fˆ is the existence of
Markov partitions for f . We recall a possible definition in dimension two:
Definition 4.1 (Markov partition). Let Λ ⊂ Ω be a basic set. A Markov partition
R of Λ is a finite collection {R1, . . . , Rℓ} of “rectangles,” with disjoint interiors, which
are diffeomorphic to the square Q = [−1, 1]2, through Ri = ψ˜i(Q), whose union contains
Λ, and such that
f(∂sRi) ⊂ ∪j∂sRj , f
−1(∂uRi) ⊂ ∪j∂uRj ,
where ∂sRi = ∂ERi = ψ˜i({(x, y) | |y| = 1}) and ∂uRi = ∂FRi = ψ˜i({(x, y) | |x| = 1}).
To a Markov partition with ℓ rectangles we may associate an ℓ×ℓ transition matrix by
setting tij = 1 if the interior of f(Ri) intersects Rj and tij = 0 otherwise. Transitivity
of Λ implies that this matrix is irreducible with no wandering states.
Since we are in dimension two, we can adapt the construction of Markov partitions in
[PT, Appendix 2] (see [PS2, Lemma 4.5.2], first reduce to a mixing basic subset). The
construction shows that a basic set Λ of Ω admits Markov partitions of arbitrarily small
diameter (the diameter being the maximum of the diameters of the rectangles Ri). Since
we have only a finite number of nonhyperbolic periodic points in Λ, we may assume that
each rectangle contains at most one nonhyperbolic periodic point. We may furthermore
ensure that if q ∈ Ri is E-nonhyperbolic (i.e., λE = ±1) then q ∈ ∂uRi = ∂FRi but
q /∈ ∂sRi, while if q is F -nonhyperbolic then q ∈ ∂sRi but q /∈ ∂uRi.
Note that if q is fixed, nonhyperbolic, and the order of f − Id at q is even (i.e., we
have a saddle node situation), then Ω lies entirely on the weakly attracting side of q if
λE = 1, while it is on the weakly expanding side of q if λF = 1. If the nonhyperbolic
multiplier is +1 but the order of f − Id at a nonhyperbolic fixed point is odd (i.e., we
have a saddle), then Ω intersects both sides, so that q will belong to the boundary of
two rectangles. If the nonhyperbolic multiplier is −1 then Ω also meets both sides and
we need two rectangles, whether the order is even or odd. For periodic points of period
larger than one, the above remarks may be applied along the orbit.
We set i ∈ S0 if Ri ∩ N 6= ∅ (i.e., it is a “bad” rectangle) and i ∈ S1 otherwise.
Takens (C∞) local coordinates for nonhyperbolic fixed points.
In the arguments below it will be convenient to use normal forms. We discuss first
the C∞ normal form due to Takens
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Let q ∈ N ∩ Λj be an F -nonhyperbolic fixed point. In particular, q is not contained
in a periodic curve. We assume also that λF = +1. (The other cases in N ∩ Λj , E-
nonhyperbolic, period ≥ 2, multiplier −1, are similar, see also §5.B.) By [T], we may
express the diffeomorphism f in C∞ local coordinates at 0 7→ q as
fT (s, t) = (λ(t)s , b(t)) , (4.2)
for C∞ functions λ and b satisfying 0 < |λ(0)| < 1, b(0) = 0, and b′(0) = 1. (Notice
that {(s, t) : t = 0} is the strong stable (E) manifold and {(s, t) : s = 0} is the central
unstable (F ) manifold.)
The neutral Takens coordinate b(t) cannot be infinitely flat in our setting:
Lemma 4.2 (Nonflatness of C∞ normal form). If f is analytic and q is not con-
tained in a curve of fixed points, setting ν + 1 ≥ 2 to be the multiplicity of f − Id at q,
then b(ν+1)(0) 6= 0, and b(j)(0) = 0 for 2 ≤ j ≤ ν.
Proof of Lemma 4.2. Since q is not contained in a curve of fixed points, by [H, Propo-
sition 2.3, see also p. 481], we may express the diffeomorphism f in real-analytic local
coordinates at 0 as
fH(x, y) = (g(x) + yh(x, y) , y+ y
ν+1 + Ay2ν+1 + a(x)y2ν+2 + · · · ) , (4.3)
for ν + 1 ≥ 2 the multiplicity of f − Id at 0, with A a complex constant and g, a,
and h real-analytic in a neighbourhood of 0 in C (resp. C2) and g(0) = 0, h(0, 0) = 0
and 0 < |g′(0)| < 1. (Hakim deals with holomorphic situation, but real-analytic data
gives real A and real-analytic functions g, h, and a.) Notice that in these coordinates
{(x, y) : y = 0} is the still strong stable manifold. The central manifold, however,
does not have an obvious description any more (indeed, it is usually not real-analytic),
but it is tangent to {(x, y) : x = 0} and can be described as the graph of a C∞ map
y 7→ xF (y) with xF (0) = 0. Additionally, it is the image of {(s, t) : s = 0} by the
conjugacy restricted to this line, which may be encoded in the C∞ one-dimensional
diffeomorphism t 7→ yt with inverse y 7→ τ(y) and y0 = 0, y
′
0 6= 0. Now, b(t) can be
decomposed as
t 7→ fH(xF (yt), yt) 7→ b(t) = τ(yt + y
ν+1
t + Ay
2ν+1
t + a(xF (yt))y
2ν+2
t + · · · ) .
Hence, using the mean value theorem, and setting
e(t) = yν+1t + Ay
2ν+1
t + a(xF (yt))y
2ν+2
t + · · · ,
we have b(t) = t + τ ′(ξ(t))e(t). Since e(ℓ)(0) = 0 for 0 ≤ ℓ < ν + 1, it follows that
b(ℓ)(0 = 0 for ℓ < ν + 1 and b(ν+1)(0) = τ ′(0)e(ν+1)(0) = τ ′(0)(ν + 1)! (y′0)
ν+1 6= 0. 
Constructing a symbolic model
From now on, we work with a real-analytic atlas of M , ψk : Ak → M , where each
Ak ⊂ R2 is a viewed as a real subset of the complexification TCxM ⊂ C
2 of the tangent
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space for some chosen x ∈ Intψk(Ak) (we refer to pp. 808–809 in [Ru2] for details). We
assume that the atlas is compatible with the normal form fH from (4.3). We let Âk
be a complex neighbourhood of Ak. Note that the decomposition E ⊕ F extends to
TCΛM = E
C
Λ + F
C
Λ . For x ∈ Ak with ψk(x) ∈ Λ we denote E
s
k,x = E
C
k,x, E
u
k,x = F
C
x , let
Pu,Ck,z : T
C
z M → E
u,C
k,z , P
s,C
k,z : T
C
z M → E
s,C
k,z denote the complexified projections to the
unstable and stable bundles (we sometimes drop the k index). By construction, for j, k
with tj,k 6= 0, the map fˆ induced by f in the charts extends to a real-analytic map.
We are now almost ready to state Proposition 4.5, which says that a (sequence of)
almost hyperbolic symbolic models for f can be constructed with the help of a sequence
of Markov partitions of diameters ending to zero. (All Markov partitions involved will
be real and compatible with the real-analytic atlas chosen above, in the sense that each
rectangle is included in some ψj(Aj).) We must introduce further notation:
Definition 4.3 (Admissible complex extension). A subset Λ˜ of a complex neigh-
bourhood of Λ (in the charts) is an admissible complex extension of Λ if there is a
complex neighbourhood Vj of each nonhyperbolic fixed point qj ∈ N such that (in the
charts) Λ˜ \ ∪jVj is a complex neighbourhood of Λ \ ∪jV Rj , and each Λ˜ ∩ Vj in analytic
charts (zE , zF ) (compatible with (4.3)) contains the intersection of a neighbourhood of
qj = 0 and a domain {ℜ(z
νj
E ) ≥ 0}, if qj is E-nonhyperbolic, and {ℜ(z
νj
F ) ≥ 0} otherwise
(as usual, νj + 1 ≥ 2 is the multiplicity).
Let | · |z denote the norm on TCz M induced by Riemann metric. Adapting the Mather
trick and ideas from Crovisier, we show in the Appendix:
Lemma 4.3 (Adapted metrics). Assume all q ∈ N are fixed points with nonhyper-
bolic multiplier +1. There are two semi-norms ‖ · ‖E,z = ‖ · ‖sz, ‖ · ‖F,z = ‖ · ‖
u
z on the
complex tangent bundle TΛCM over a complex neighbourhood Λ
C of Λ, and an admissible
complex extension Λ˜ of Λ, such that:
(1) For all w
‖Df−1w‖F,f−1z ≤ ‖w‖F,z , ‖Dfw‖E,fz ≤ ‖w‖E,z , ∀z ∈ Λ˜ . (4.4)
For w 6= 0, equality holds in the first bound if and only if z is F -nonhyperbolic,
in the second one if and only if z is E-nonhyperbolic. In addition, there are
C > 0 and Cν > ν so that for each F -nonhyperbolic fixed point qj ∈ Λ of index
ν + 1, letting Vj be the neighbourhood from Definition 4.3:
‖Df−1w‖F,z ≤ (1− C|zE |)(1− Cν |ℜ(z
ν
F )|)‖w‖F,f(z) , ∀z = (zE , zF ) ∈ Λ˜ ∩ Vj , (4.5)
and similarly for the E-nonhyperbolic case.
(2) There is C <∞ so that
| · |z
C
≤ max(‖ · ‖E,z, ‖ · ‖F,z) ≤ C| · |z , ∀z ∈ Λ
C . (4.6)
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(3) For any z in ΛC, and any z0 close enough to z so that (z−z0) can be interpreted
as a vector and (f(z)− f(z0)−Dfz0(z − z0)) is in the chart at f(z0), we have
‖f(z)− f(z0)−Dfz0(z − z0)‖E/F,f(z0) ≤ ǫ
E/F
1 (|z − z0|z0)|z − z0|z0 ,
where the two functions ǫ
E/F
1 : R
+ → R+ are C∞ with ǫ
E/F
1 (0) = 0. Further-
more, there is C so that for any δ, if z and z0 are in a complex δ-neighbourhood
of an E/F -nonhyperbolic fixed point q ∈ Λ of index ν + 1, then
ǫ
E/F
1 (|z − z0|z0) ≤ C · δ
ν |z − z0|z0 . (4.7)
(4) Let γ > 0 be the Hoelder smoothness of the stable and unstable foliations. Then:
|‖ · ‖E/F,z − ‖ · ‖E/F,z′ | ≤ ǫ2(d(z, z
′))| · |z , ∀z, z
′ ∈ ΛC , (4.8)
for a γ-Hoelder continuous function ǫ2 on R
+, vanishing at 0. If z and z′ are
on the same WE/F local stable manifold, we can assume that γ = 1.
We set ‖ · ‖z = max(‖ · ‖uz , ‖ · ‖
s
z) We shall work with two types of complex extensions
of the rectangles of a Markov partition of Λ (compatible with charts). If Rk ∩ N = ∅,
for ξk ∈ Rk ⊂ ψj(Aj), and small δk > 0, we consider an ω-rectangle (just like in [Ru2])
Rωk (ξk, δk) = {z ∈ Âj ⊂ C
2 | ‖z − ψ−1j (ξk)‖ψ−1j (ξk)
≤ δk} .
By definition, Rωk factorises as D
1
k×D
2
k, with D
i
k a compact connected subset of C with
smooth boundary (in fact, a disc), and intersecting the real axis on an interval Iik.
If Rk ∩ N = {q}, we shall assume that q = ψj(0) in charts z = (zE , zF ) compatible
with the Hakim normal form (4.3), and, if q is F -nonhyperbolic of index νk + 1, for
δk > 0 and π/(2νk) < θk < π/νk we consider an ω-petal
Rωk (νk, θk, δk) = {z ∈ Âj | zF ∈ U(θk, δk) and ‖z‖
E
q ≤ δk} ,
Again, Rωk factorises as D
1
k×D
2
k, with D
i
k a compact connected subset of C with smooth
boundary (except at 0 ∈ D2k), and intersecting the real axis on an interval I
i
k. If q is
E-nonhyperbolic, we proceed in an analogous way. We denote by R˜ωk the real projection
R˜ωk = ψj(R
ω
k ∩ R
2) of an ω-rectangle or an ω-petal.
We may finally state the main result of this section:
Proposition 4.5 (From dominated splitting to almost hyperbolic). Let f be
a real analytic diffeomorphism on a compact real-analytic surface M , with dominated
splitting on its nonwandering set Ω. Let Λ be a basic set of f . Assume that all orbits
in N are fixed points with neutral multiplier +1 and multiplicity ν + 1 = 2. Then there
31
exists a sequence of Markov partitions Rn = {Rk,n}k∈Sn of Λ, with diameters tending
to zero and such that, for each fixed n, denoting by tij = tij,n the transition matrix:
(1) For each k so that Rk ∩ N = ∅, letting j be such that Rk ⊂ ψj(Aj), there
are ξk ∈ Rk and δk > 0 so that the projection of the corresponding ω-rectangle
satisfies Rk ⊂ R˜ωk (ξk, δk) ⊂ ψj(Aj).
(2) For each k so that Rk ∩ N = {q}, of index νk + 1 = 2, letting j be such that
Rk ⊂ ψj(Aj), there are δk > 0 and π/(2νk) < θk < π/νk, so that the projection
of the corresponding ω-petal satisfies Rk ⊂ R˜ωk (νk, θk, δk) ⊂ ψj(Aj).
(3) The following defines an almost hyperbolic analytic map fˆ :
S0 = {k | Rk ∩N 6= ∅} , S1 = {k | Rk ∩ N = ∅} , R
ω
k = D
1
k ×D
2
k ⊂ Âk ,
for tkℓ 6= 0 : ψi ◦ fˆkℓ|(I1
k
×I2
k
)∩fˆ−1
kℓ
(I1
ℓ
×I2
ℓ
) = f ◦ ψj |ψ−1j (R˜ωk∩f−1(R˜ωℓ )) .
(4.9)
Proof of Proposition 4.5. Taking small enough δk and θk, the nonhyperbolic re-
quirement of (P.a) or (P.b) is obviously satisfied for the self-transition on an ω-petal by
the Hakim normal form (4.3). We therefore concentrate on the hyperbolic condition for
the system (4.9). Just like in [Ru2], the key is to reduce to a Schwarz inclusion:
Lemma 4.6 (Schwarz lemma contraction). Proposition 4.5 holds, replacing con-
dition (H) for (k, ℓ) ∈ S2 \ S20 by
P s
ψ−1j (ξk)
(fˆkℓ(R
ω
k )) ⊂ int (D
1
ℓ ) , P
u
ψ−1i (ξℓ)
(fˆ−1kℓ (R
ω
ℓ )) ⊂ int (D
2
k) , (4.10)
and the hyperbolic condition for (k, k) ∈ S20 by the P
u-inclusion above in case (P.a) and
the P s-inclusion in case (P.b).
The apparently weaker condition in Lemma 4.6 implies (H): Indeed, the existence of
a partial inverse φkℓ,s : D1k × D
2
ℓ → int (D
2
k), which is real-analytic in a neighbourhood
of D1k × D
2
ℓ , and is the unique solution of P
u
ψ−1j (ξk)
fˆkℓ(w1, φkℓ(w1, z2)) = z2, can be
obtained as in pp. 812-813 of [Ru2]. 
The hard work consists now in proving Lemma 4.6, the technical but crucial dynam-
ical lemma of this paper:
Proof of Lemma 4.6. We first consider the case of a single F -nonhyperbolic fixed point
q of f (which is (0, 0) in the charts), of multiplicity ν + 1 = 2.
Let ǫ0 be small enough so that V , the ǫ0-neighbourhood of the fixed point q = 0,
is contained in a chart of the atlas and in a domain of definition of both Takens and
Hakim normal forms fH(x, y) and fT (s, t) from (4.2–4.3). In particular, we skip the
chart index and do no distinguish between ξ and ψ−1j (ξ) in the notation for this proof.
We shall use the fact that for all t ≥ 0 we have ℜy(s, t) ≥ (1−O(ǫ0))t (the local strong
stable manifold is the same for both coordinates (s, t) and (x, y)). We also take ǫ0 small
enough so that f±mV ∩ V 6= ∅, for m 6= 0, is only possible for very large |m| ≥ m(ǫ0).
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Pick a Markov partition Q like described just after Definition 4.1, ensuring that the
rectangle containing q is a subset of V . For each n ≫ 1/ǫ0, we consider Qn the nth
refinement ofQ under f . We may replace V by the union of rectangles inQn intersecting
V , up to slightly changing ǫ0. We set Qq to be the rectangle containing q = 0 in its
(horizontal) boundary and let QW s(q) be the set of rectangles of Qn along the stable
manifold of q, in particular Qq ∈ QW s(q). (Of course, if n≫ m(ǫ0) then QW s(q) winds
back into V and we get an infinite sequence of homoclinic intersections.) We define
QW s
loc
(q) to be the union of those rectangles in QW s(q) which are inside V .
Let us examine the rectangles Q ofQn in V . Note that in the Takens normal form, the
stable boundaries ∂sQ are horizontal segments, while the weak-unstable boundaries ∂uQ
are curves which are close to vertical segments. We claim that the maximal diameter of
Q ∈ Qn with Q ⊂ V is O(1/n), which is realised only for the vertical length of rectangles
of V in QW s(q) (rectangles not along the global stable manifold have diameter O(1/n
2)).
This can be seen via the fT coordinate, since if b
n(t0) = ǫ0 then t0 = O(1/n), using
the nonflatness Lemma 4.2 and ν + 1 = 2. In fact O(1/n) is the diameter of Qn (also
outside V ). Since m(ǫ0) is large and we have 1 − O(ǫ0) contraction outside of V , the
rectangles of Qn ∈ QW s(q) in V which are not along the local stable manifold have
(vertically realized) diameter at most ǫ(ǫ0)/n with ǫ→ 0 as ǫ0 → 0.
Recall that γ ≤ 1 is the Hoelder smoothness of ǫ2. If γ ≥ 1/2 we may replace it by
0 < γ′ < 1/2, keeping the notation γ. Let U be the union of elements of Qn which
are in an n−γ neighbourhood of q = 0. We next construct Rn by modifying Qn in U .
Our aim is to ensure that we may choose a point ξj in every rectangle Rj in Rn, with
Rj ⊂ U , and q /∈ Rj in such a way as to guarantee that if Rk is another such rectangle,
not along the local stable manifold of q, and tjk = 1, then f(ξj) = ξk.
Let Qn,0 be the set of rectangles Q ∈ Qn in U such that f−1(Q)∩U = ∅. For each Qi
in Qn,0 \QW s
loc
(q), consider all forward iterates which intersect U : {f
j(Qi)∩U}. For Qi
in Qn,0 along the local stable manifold, we perform the same construction, except that
we set R′ = f(Qi)∩QW s
loc
(q) and R = f(Qi) \QW s
loc
(q), and we continue iterating R, R
′
until we leave U , decomposing each iterate which meets QW s
loc
(q) into R and R
′. The
newly created sets Rm are all Markov rectangles, and whenever Rm ∩Qi 6= ∅ for some
Qi of the partition Qn, the complement R̂ = Rm \ (Rm∩Qi) is also a Markov rectangle.
Letting Qn,1 be the set of newly created complements R̂ such that f−1(R̂)∩U = ∅, we
proceed as above, considering forward iterates in U and taking appropriate intersections.
We repeat this procedure until Qn,N is empty. Finally, we add to our collection {Rm}
of rectangles R̂q = Qq \ ∪Rm, as well as Rq = f(R̂q) \ R̂q, and all its iterates f j(Rq)
intersecting U .
The rectangles Rm are two by two disjoint and their union is U . We define Rn to be
the union of the Rms and the rectangles of Qn outside of U . It is a Markov partition,
which tends to be thinner horizontally and (slightly) fatter vertically than Qn in U .
Note also (this is the announced feature) that we may choose a point ξm = (sξ, tξ)
in each rectangle Rm of Qn,i, and a point ξq in Rq, and consider the corresponding
iterated points ξℓ in elements Rℓ of the partition Rn; when there is an R, R′ bifurcation
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we “follow” the orbit in R, and take a new point in ξ′ ∈ R′, making sure that f(ξ) ∈ R
and ξ′ are in the same Wu leaf. If Rk is not adjacent toW
s
loc(q) then tξk ≥ t0 = O(1/n)
while if Rm 6= R̂q is adjacent to the local stable manifold of q, we take η on the top ∂s
boundary so that tξm ≥ t0 = O(1/n) even in this case.
Note that inside U we have |ℜx(s, t)| > (1−O(n−γ))|s| −O(n−γ)|t|, so that on the
boundary of U either t = Cn−γ and thus ℜy ≥ cn−γ or t < Cn−γ and |ℜx| ≥ C|s|
with |s| ≥ cn−γ . Hence, by (4.5), the contraction factor outside of U (and also when
entering U from outside of U , or just when leaving U) is 1− cn−γ (note that the points
involved belong to the rectangles and are thus real points). Replacing U by V , the same
argument gives a contraction factor 1− Cǫ0.
If tjk = 1 and both rectangles Rk and Rj are outside of V we can apply the construc-
tion in the lemma of [Ru2, p. 811]. Let us recall here the key estimate involved: Fixing
ξ ∈ Rj and η ∈ Rk we first observe (see [Ru2, p. 813]) that |f−1(η) − ξ|ξ ≤ O(1/n).
Thus, using (4.4) and (4.6, 4.8) (in particular ǫF1 (a) = O(a)),
‖f−1(v)− ξ‖uξ ≤ ‖f
−1(η)− ξ‖uξ + ǫ2(d(ξ, f
−1(η)) · |f−1(v)− f−1(η)|f−1(η)
+ ‖f−1(v)− f−1(η)−Df−1η (v − η)‖
u
f−1(η) + ‖Df
−1
η (v − η)‖
u
f−1(η)
≤ C|f−1(η)− ξ|ξ + C|f
−1(η)− ξ|γf−1(η)|f
−1(v)− f−1(η)|f−1(η)
+ ǫF1 (|v − η|η)|v − η|η + (1− Cνǫ0)‖v − η‖
u
η
≤
C
n
+
C
nγ
|v − η|η + C˜|v − η|
2
η + (1− Cνǫ0)‖v − η‖
u
η .
Taking the size δk = δj of the ω-rectangles R
ω
j,k to be Cǫ(ǫ0)n
−γ (this choice will turn
out to be useful later), we get ‖v − η‖η ≤ δk =⇒ ‖f−1(v)− ξ‖uξ < δj . The P
s-inclusion
is similar (in fact easier), we shall concentrate on the Pu-inclusion.
If tjk = 1 and both rectangles Rk and Rj are in V , but outside of U ∪QW s
loc
(q), the
‖ · ‖u- contraction of f−1|Rk∩f(Rj) is at least 1− Cνn
−γ . We can essentially apply the
above estimate, using also that |f−1(η)− ξ|ξ ≤ ǫ/n in this case:
‖f−1(v)− ξ‖uξ ≤ C|f
−1(η)− ξ|ξ + C|f
−1(η)− ξ|γ
f−1(η)
|f−1(v)− f−1(η)|f−1(η)
+ CǫF1 (|v − η|η)|v − η|η + (1− Cνn
−γ)‖v − η‖uη
≤
Cǫ
n
+
(
Cǫ
n
)γ
|v − η|η + C˜|v − η|
2
η + (1−
Cν
nγ
)‖v − η‖uη ,
(4.11)
(note that η and f−1(η) are in Λ ⊂ Λ˜). Taking the size δk = δj = δ to be δ =
Cǫ(ǫ0)n
−γ = ǫˆn−γ , we get ‖v − η‖η ≤ δk =⇒ ‖f−1(v)− ξ‖uξ < δj .
In order to obtain the Pu-inclusion for Rj or Rk in U , note first that any Rm in
U \QW s
loc
(q) lies entirely between two horizontal lines t ≡ b
ℓ(t0) and t ≡ b
ℓ+1(t0) for an
integer ℓ = ℓ(Rm) between 0 and n − 1 (recall the definition of t0 = O(1/n)). Using
Lemma 4.2, it is not very difficult to see that the vertical diameter of such a rectangle
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Rm is not larger than B(n)(b
ℓ(Rm)(t0))
2, for some constant B(n) ≥ 1 tending to 1 when
n → ∞ (for fixed ǫ0). Indeed, recall n ≫ 1/ǫ0 and notice that if bℓ(t0) ≤ n−γ then
ℓ ≤ ℓmax ≤ n−Anγ for some A > 0. For such ℓ we have
0 < b(ℓ+1)(t0)− b
(ℓ)(t0) = B(n)(b
(ℓ)(t0))
2 ≤
(
1 +O
(
1
nγ
))
(b(ℓ)(t0))
2 . (4.12)
Along the local stable manifold of 0, the diameter is of course t0 = O(1/n).
Discuss first rectangles Rj , Rk in U with tjk = 1, such that Rj is not adjacent to
the local stable manifold of q. Take as reference points for the (complex) ω-rectangles
the chosen points ξ = ξj and η = ξk. Note that ℓ(Rj) = ℓ(Rk) − 1 ≥ 0 and set
ℓk/j = ℓ(Rk/j). Then, since f
−1(η) = ξ, we only have two nonzero terms out of four in
(4.11), and if ‖v − η‖η ≤ δk,
‖f−1(v)− ξ‖uξ = ‖f
−1(v)− f−1(η)‖uf−1(η)
≤ ‖f−1(v)− f−1(η)−Df−1η (v − η)‖
u
f−1(η) + ‖Df
−1
η (v − η)‖
u
f−1(η)
≤ C˜|v − η|2η + (1− Cνb
ℓj (t0))‖v − η‖
u
η
≤ (C˜′δk + 1− Cνb
ℓj (t0))δk .
(4.13)
Since C′ does not depend on ǫ0 or n, and Cν > ν ≥ 1 while B(n)→ 1 when n→∞,
for each ǫ0, up to taking smaller ǫ0, we may assume that C˜
′ǫˆ(ǫ0)(1+B(n))−Cν < −B(n).
We take
δm = ǫˆb
ℓm(t0) , m = k , j .
Also, for ℓk = 0, . . . , ℓmax we may assume δk ≤ ǫˆn−γ . Then, on the one hand the
real projection of Rωk/j contains Rk/j , and on the other, if ‖v− η‖η ≤ δk, then by (4.13)
‖f−1(v)− ξ‖uξ ≤
(
1 + (C˜′ǫˆ(1 +B(n)bℓj )− Cν)b
ℓj (t0)
)
· ǫˆbℓk(t0)
≤
(
1−B(n)bℓj (t0)
)
·
(
1 +B(n)bℓj (t0)
)
· ǫˆbℓj (t0) < δj ,
so that we have the required Schwarz lemma inclusion property. If Rj , Rk in U with
tjk = 1, are such that Rk is not adjacent to the local stable manifold of q, while Rj 6= R̂q
is adjacent to it, we have ℓk = 0, so that we already set δk = ǫˆt0. We take δj = Cj/n,
where Cj is a constant (independent of n) to be made more precise later on. So, if
‖v − η‖η ≤ δk,
‖f−1(v)− ξ‖uξ ≤
(
1 + (C′ǫˆ− Cν)t0
)
· ǫˆt0 ≤ Cj/n .
If Rj = R̂q, we have ℓk = 0 and δk = ǫˆt0 and we need to show that ‖v−η‖η ≤ δk implies
that f−1(v) belongs to an ω-petal at q. Taking the size of this ω-petal to be Cq/n for
Cq ≥ 1 but not very large, this follows from the fact that the t- (and thus the real part
of the y-) coordinate of f−1(v) is positive, but not much bigger than t0.
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For the transitions tjk from Rk, outside of U , to Rj, inside of U , we have as mentioned
above a contraction factor 1−O(n−γ), and we may use the “ordinary” four-term estimate
(4.11) since δj = ǫˆb
ℓjmax (t0) while δk = ǫˆn
−γ . For the transitions from U (not along
the local stable manifold) to outside of U , we apply (4.5) as in (4.11), using δk ≤ ǫˆn−γ ,
and the contraction factor 1− Cνn−γ .
We finally discuss transitions in V along the local stable manifold of q. Let Rj be a
rectangle with f(Rj) ⊂ R̂q. If ‖v−q‖q ≤ 2δq = 2Cq/n (this is in fact a weaker condition
than the petal condition) we have from the usual four-term estimate, but without any
contraction factor,
‖f−1(v)− ξ‖uξ ≤ O(1/n) +O(1/n
γ)|v − q|q + C|v − q|
2
q + ‖v − q‖
u
q ≤ C
′
q/n . (4.14)
We take δuj = C
′
q/n, which defines the constant Cj for this rectangle. When we iterate,
progressing to the left or to the right along of W sloc(q), we get (recall that ξ and f
−1η
are on the same unstable leaf, and also that tξ = t0 while b(tf−1(η)) = tξ)
‖f−1(v)−ξ‖uξ ≤ O(1/n
2)+O(1/n)|v−η|η+C|v−η|
2
η+(1−c/n)‖v−η‖
u
η ≤ (1+O(1/n))δk ,
(4.15)
and the diameter δj = (1 + O(1/n))δk grows. However, the number n0 of iterations
of f−1 to escape from V to the left, starting from a component of f−1(R̂q) \ Rq is at
most n. So the cumulated factor is smaller than ζn = (1 + C/n)
n, which is uniformly
bounded as n → ∞, by ζ ≫ 1, say. We may choose all the Cℓ ≤ ζC′q. Finally, since
ζO(1/n) ≤ ǫˆn−γ , we get the required inclusion when we leave U , and, a fortiori, V .
If there are several F -nonhyperbolic fixed points (of the same multiplicity ν+1 = 2),
the construction above works too. The E-nonhyperbolic case is analogous. Dealing
with coexistence of E and F -nonhyperbolic points (of the same multiplicity) does not
cause any problems, since we never used the exponential smallness in the strong direc-
tion in our estimates: O(1/n) was enough outside of V and on QWloc(q) and O(ǫ/n)
elsewhere. 
Remark 4.7. When n → ∞, the cardinality of S1 goes to infinity but the cardinality
of S0 is fixed. Also, each map fˆkk,n associated to a nonhyperbolic fixed point (i.e.,
k ∈ S0) for n ≥ 1 is just the restriction of fˆkk,1 to smaller domains D1k, D
2
k, which can
be constructed in a way compatible with the definition of B0(ǫ) in Lemma 3.1(2).
5. Spectral harvest
5.A Proof of Theorem A in the parabolic case.
In this section, we put together the results of Sections 2–3 and Section 4 to prove
Theorem A, under the additional assumptions that the nonhyperbolic periodic points
which are not Ω\P isolated are fixed, never have an eigenvalue equal to −1, and always
have multiplicity ν + 1 = 2.
As explained in Section 4, we may restrict to a single basic set Λj . Let N be the set
of nonhyperbolic non Ω\P isolated periodic orbits and recall the definition (1.3) of Σ(p)
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for p ∈ N . We fix an arbitrary open neighbourhood W of ∪p∈N∩Λj{1/z | z ∈ Σ(p)},
and we shall show that df |Λj (z) is holomorphic in C \W.
Putting together Proposition 4.5 and Lemmas 3.8 and 3.1–3.2, with Remark 4.7, and
using Manning’s counting trick [M] (see also [Ru2, p. 817]), we obtain that for each
Markov partition Rn of small enough diameter, the determinant may be written as a
ratio of two functions which are analytic in C \W:
df |Λj (z) =
d1(z)
d2(z)
.
Indeed, d1 is the regularised Fredholm determinant of the transfer operator of the hy-
perbolic analytic map fˆ associated by Proposition 4.5 to a Markov partition Rn, while
d2 is the determinant of a second symbolic map fˆ2, associated to the auxiliary subshift
corresponding to the pairs of adjacent rectangles in Rn. (Note that the nonhyperbolic
periodic orbits are not counted at all and therefore not overcounted, while the hyperbolic
periodic orbits on boundaries of rectangles of the partitions coinciding with boundaries
of our basic set are only counted once.)
It thus only remains to check that all zeroes of d2(z) are cancelled by zeroes of d1(z),
for each n. The argument for this uses our assumption that M is two-dimensional:
Sublemma 5.1 (Disjoint boundary periodic orbits). Let Λ be a basic set of a C2
diffeomorphism f on a compact surface having dominated splitting over its nonwander-
ing set. Then for each ǫ > 0 there are two finite Markov partitions of diameter smaller
than ǫ, and such that the sets B1, B2 of periodic orbits of f lying on their respective
boundaries may only intersect on the boundary of Λ.
See the Proposition on p. 817 of [Ru2], to which we refer for a proof of Sublemma 5.1,
valid in the Anosov case (there, B1 and B2 can be taken disjoint), and which may be
extended to Axiom A and dominated splitting.
End of the proof of Theorem A (parabolic case). Sublemma 5.1 finishes the proof. Indeed
we may take two sequences R1,n, R2,n of Markov partitions so that, on the one hand,
G(ǫ) in Lemma 3.2 goes to zero, and on the other, the sets Bn1 and B
n
2 satisfy the
properties in Sublemma 5.1. The argument on p. 818 of [Ru2] applies for each n. 
5.B The general case.
We discuss briefly the changes needed to handle the general case. First note that the
arguments in the appendix apply to neutral eigenvalues −1, working on both sides of
the central manifold, and to periods larger than one, by considering the corresponding
iterate of f . Let us now explain the changes in Sections 2–3 and 4.
Regarding λE,F = −1, we may easily generalise (P.a), (P.b) by allowing normal
forms −z2 − z
1+ν
2 + h.o.t. instead of (2.3) and −w1 −w
1+ν
1 + h.o.t. instead of (2.4). We
then use two petals, one on each side of 0. The square of the local (P) dynamics has
neutral eigenvalue +1 and the same multiplicity ν+1. We may thus adapt the proof of
Lemma 3.1, using the fact that the spectrum of (T ±)2 is [0, 1] so that the spectrum of
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T ± is contained in [−1, 1]. We get the sets announced in (1.3) for P = 1. In Section 4,
we have to take into account the fact that the dynamics oscillates between both sides
of the strong local manifold, but this does not require any serious changes.
Regarding fixed points of multiplicities ν + 1 ≥ 3, using the conformal change of
variables (x, y) 7→ (x, yν) as in [Ru3, §2.6], we may adapt the contents of Sections 2
and 3. (Note that for even ν we need to consider two real petals for each j ∈ S0, while
for odd ν we have just one petal.) We must also adapt the proof of Lemma 4.6. The
main changes are the weaker contraction 1 − Cνtν (note however that ǫν1 has stronger
decay, see (4.7)), and the larger diameter of the refined partition: O(1/n1/ν) in general,
and O(ǫ(ǫ0)/n
1/ν) (except along the local strong manifold) in an O(ǫ) neighbourhood
V of the nonhyperbolic periodic point p = 0. To deal with this, we replace γ by
γ′ < 1/(ν(ν+1)) if γ ≥ 1/(ν(ν+1)). Then, νγ+ γ < 1/ν. We take U to be an O(n−γ)
neighbourhood of 0 (for the new, possibly smaller γ) and choose δm = Cǫ/n
γ outside
of U . Then, (4.11) becomes
‖f−1(v)− ξ‖uξ ≤
Cǫ
n1/ν
+
(
Cǫ
n1/ν
)γ
|v − η|η +
C˜
n(ν−1)γ
|v − η|2η + (1−
Cν
nνγ
)‖v − η‖uη ,
(5.1)
so that ‖v − η‖η ≤ δk implies ‖f−1(v)− ξ‖uξ ≤ δj . Then, (4.12) becomes
0 < b(ℓ+1)(t0)− b
(ℓ)(t0) ≤ B(n)(b
(ℓ)(t0))
ν+1 ≤
(
1 +O(n−γ)
)
(b(ℓ)(t0))
ν+1 . (5.2)
For the the two-term transitions from Rk to Rj within U , we set δm = ǫˆb
ℓm(t0), and
invoke (4.7) inside the b(ℓk+1)(t0) neighbourhood. Then we may assume that ǫˆC˜
′(1 +
B(n))2ν−1 − Cν < −B(n) and (4.13) becomes
‖f−1(v)− ξ‖uξ ≤ C˜(b
ℓk+1(t0))
ν−1|v − η|2η + (1− Cν(b
ℓj (t0))
ν)‖v − η‖uη
≤ (1 + (C˜′(bℓk+1(t0))
ν−1δk − Cν(b
ℓj (t0))
ν)δk
≤ [1 + (ǫˆC˜′(1 +B(n))2ν−1 − Cν)(b
ℓj (t0))
ν ](1 +B(n)(bℓj (t0))
ν)δj < δj .
(5.3)
Along the local strong manifold, we take δm = Cm/n
1/ν , and the diameter grows
‖f−1(v)− ξ‖uξ
≤ O(1/n1+1/ν) +O(1/n1/ν)|v − η|η + C|v − η|
2
η/n
1−1/ν + (1− Cν/n)‖v − η‖
u
η
≤ (1 +O(1/n1/ν))δk ,
(5.4)
but (up to considering as a single Markov rectangle at p all the rectangles to the left
and to the right in a horizontal neighbourhood of horizontal size ǫ/nν , which does not
interfere with the other computations) we may assume that the number of iterations n0
within U is smaller than C logn≪ nγ/ν . Since ζ/n1/ν ≪ 1/nγ, we are done.
Finally, if there are nonhyperbolic fixed points of different indices, we set ν = max νj
and use the same γ′ ≤ γ with γ′ < 1/(ν(ν + 1)) for all neighbourhoods Vj and Uj .
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If we have periodic points of periods P ≥ 2 in N , they will be associated to a periodic
cycle in the symbolic set S0 (work first with fP ). The corresponding symbolic transfer
operator L̂0 will have associated periodic blocks of periods Pi. Its spectrum is thus
contained in the union over i of the Pith roots of the spectrum of the block L̂
Pi
0,i. This
gives the P -th roots announced in (1.3) and thus the slits in Theorem A. 
Appendix: Constructing an adapted metric
Let f be a real-analytic diffeomorphism of a compact surface having a dominated
splitting TΩM = E ⊕ F . Let Λ be a basic set from the decomposition [PS2] of the
nonwandering set Ω. We consider an analytic atlas for f , as in Section 4 and denote
by | · |z the riemannian norm induced on complex charts. (We systematically drop the
chart index in this appendix.) Let N be the finite set of nonhyperbolic periodic points
of f in Λ. For each qj ∈ N , we denote by νj +1 ≥ 2 its index, i.e., the order of the zero
f − Id at qj in the charts (in other words, the multiplicity of f − Id , recall from Section
4 that this multiplicity is finite). In this appendix, we allow all νj ≥ 1, however, for
simplicity, we assume that all points in N are fixed points and that their nonhyperbolic
multiplier is equal to +1 (not −1). See Section 5.B for the general case.
Our aim in this appendix is to prove Lemma 4.3, i.e., to construct two adapted semi-
norms (see [Ru2 pp. 809–810] for a brief account of the hyperbolic case) ‖ · ‖E,z = ‖ · ‖sz,
‖ · ‖F,z = ‖ · ‖uz on the complex tangent bundle TΛCM over a complex neighbourhood
ΛC of Λ, and an admissible complex extension Λ˜ of Λ, such that (4.4–4.8) hold.
We shall recycle some ideas of Crovisier [Cr, §5.3] (introducing simplifications arising
from [PS1, PS2]), but we must modify his construction which uses smooth (not analytic)
coordinates (see [Cr, §4.2]), since we need to control the complex extensions. Another
difference is that Crovisier constructs an adapted metric in the sense that ‖Df−1/F (z)‖
C
z <
1 and ‖Df/E(z)‖
C
z < 1 if z /∈ N , while we need the quantitative estimate (4.5).
Adapted metrics close to N — The first global norm ‖ · ‖′z
Our first step is to construct local semi-norms ‖ · ‖′F/E,z in a neighbourhood of each
nonhyperbolic fixed point of f |Λ.
Recall (see e.g. [PS1, Lemma 3.2.1]) that for suitable α < 1 the (complex) cone
CFα,z = {w ∈ T
C
z Λ | w = u+ v , u ∈ E(z) , v ∈ F (z) , |u| ≤ α|v|} (A.1)
is invariant under Df , for z in a complex neighbourhood of Λ.
Lemma A.1 (Local semi-norm). Let f be a real-analytic surface diffeomorphism
with dominated splitting over Ω, and Λ a basic set. Let q ∈ Λ be an F -nonhyperbolic
fixed point of index ν + 1 ≥ 2. Then there exist a semi-norm ‖ · ‖′F,z over a complex
neighbourhood BC of a (real) neighbourhood B of q = 0, and an admissible complex
extension B˜ of B, so that (4.5) holds for all w ∈ CFα,z, i.e., for some Cν > ν
‖Df−1w‖′F,z ≤ (1− C|zE |)(1− Cν |ℜ(z
ν
F )|))‖w‖
′
F,f(z) , ∀z ∈ B˜ , ∀w ∈ C
F
α,z . (A.2)
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Furthermore z 7→ ‖ · ‖′F,z is C
∞, (4.7) holds on BC if (z − z0) ∈ Cα,z0 , and (4.8) holds.
We have analogous statements if q is E-nonhyperbolic.
Proof of Lemma A.1. As mentioned in the proof of Lemma 4.2, by [H], we may express
f in real-analytic coordinates in a neighbourhood of 0 as
fH(x, y) = (g(x) + yh(x, y) , y+ y
ν+1 + Ay2ν+1 +
∞∑
j=2ν+2
aj(x)y
j) ,
where A is a constant, and g, aj , and h, respectively, are real-analytic in a neighbourhood
of 0 in C, respectively C2, with g(0) = 0, h(0, 0) = 0, and 0 < |g′(0)| < 1. Writing
hx = ∂xh, hy = ∂yh, we get
DfH,(x,y)(u, v) = ((g
′(x) + yhx(x, y))u+ (h(x, y) + yhy(x, y))v,
∞∑
j=2ν+2
(a′j(x)y
j)u+ (1 + (ν + 1)yν + · · · )v) .
(A.3)
Note that if ℜ(yν) ≥ 0
|(1 + (ν + 1)yν +O(y2ν))v| ≥ (1 + Cν |ℜ(y
ν)|)|v| . (A.4)
We may view 0 as a partially hyperbolic fixed point of a C∞ map on a neighbourhood
of 0 in R4 and use the Takens [T] standard coordinates (~s,~t) = (s1, s2, t1, t2). Here,
fT (~s,~t) = (G~t(~s), H(~t)) where G~t is a contraction, i.e., both its eigenvalues have absolute
values < 1, uniformly in t, while the two eigenvalues of H have moduli 1. In particular
(up to taking a smaller neighbourhood) there is γ < 1 so that sup~t |G~t(~s)| ≤ γ|~s|. For
small β > 0, define a semi-norm for a complex vector (u, v) over z = (x, y) by
‖(u, v)‖′F,(x,y) = (1− β|~s(x, y)|)|v| . (A.5)
Take c < β(1 − γ). By definition, and by (A.3–A.4), we have for ℜyν ≥ 0 and
(u, v) ∈ CFα
‖DfH,(x,y)(u, v)‖
′
F,f(x,y)
= (1− β|~s(fH(x, y))|) · |
∑
j≥2ν+2
(a′j(x)y
j)u+ (1 + (ν + 1)yν + · · · )v|
≥ (1− γβ|~s(x, y)|)(1 + Cν |ℜ(y
ν)|)|v|
≥ (1 + c|~s(x, y)|)(1 + Cν |ℜ(y
ν)|)‖(u, v)‖′F,(x,y)
≥ (1 + c˜|x|)(1 + Cν |ℜ(y
ν)|)‖(u, v)‖′F,(x,y) . 
(A.6)
Define a local norm in a neighbourhood of an F -nonhyperbolic fixed point q ∈ Λ:
‖(u, v)‖′z :=
{
‖(u, v)‖′F,z if (u, v) ∈ C
F
α ,
|u| =: ‖(u, v)‖′E,z otherwise .
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It is not difficult to check, using Lemma A.1 and the cone property, that the new
norm is adapted in B˜ in the sense that{
‖Df/E(z)‖
′
z < 1 , ∀z ∈ B
C ,
‖Df−1/F (z)‖
′
z ≤ 1 , ∀z ∈ B˜ , with equality if and only if z = q .
(A.7)
We may extend the norm ‖ · ‖′z continuously to Λ˜ by glueing it with the riemannian
norm | · |z. We replace the riemannian norm by this new equivalent norm ‖ · ‖′z. Of
course, we still have a dominated splitting.
Controlling hyperbolicity away from N — The second global norm ‖ · ‖′′z
We will use the following results proved in [PS1] and [PS2]:
Proposition A.2 [PS1, Theorem B]. Let f be a C2-diffeomorphism on a compact
surface, and Λ a compact f -invariant set having a dominated splitting. Assume that
all the periodic points in Λ are hyperbolic of saddle-type and that Λ does not contain
normally invariant curves. Then, Λ is hyperbolic.
Lemma A.3 [PS2, see Proposition 3.1]. Let f be a C2-diffeomorphism on a compact
surface, and Λ a compact f -invariant set having a dominated splitting. Let q be a
periodic point of Λ and let z0 ∈ Λ be a point in the local unstable manifold of q. Then,
there are a neighbourhood V of z0 and an integer k0 such that if z ∈ V ∩ Λ and k > k0
then ‖Df−k/F (z)‖
′ < 12 .
We will also use the following two lemmas (and their versions exchanging E and F ):
Lemma A.4. Let f and Λ be as in Lemma A.3 and assume that q ∈ Λ is an F -
nonhyperbolic fixed point, and is the only nonhyperbolic periodic point of f in Λ. Then,
there is m0 ≥ 1 such that for any z ∈ Λ \ {q} there is 1 ≤ n(z) ≤ m0 such that
‖Df−n(z)/F (z) ‖
′ < 1. We shall take n(z) minimal with this property.
Proof of Lemma A.4. If z is in some (real) neighbourhood B of q, we may take n(z) = 1
by the construction after Lemma A.1.
Assume for a contradiction that the conclusion of the lemma does not hold (outside
of B). Then there exists a sequence zn /∈ B such that ‖Df
−j
/F (zn)
‖′ ≥ 1, for all 1 ≤ j ≤ n.
Taking z to be an accumulation point of the zn, we have z /∈ B and ‖Df
−j
/F (z)‖
′ ≥ 1
for all j ≥ 1. Now, if q /∈ α(z) then α(z) is a compact set with all periodic points
hyperbolic, and from Proposition A.2 this set must be hyperbolic, a contradiction.
Consider now the case q ∈ α(z). We analyse two situations: {q} = α(z) or {q}  
α(z). In the first case, z ∈ Wu(q) and thus there is k0 such that f
−k0(z) ∈ Wuloc(q).
Therefore ‖Df−j
/F (f−k0(z))
‖′ → 0, and so also ‖Df−j/F (z)‖
′ → 0. Then by continuity, taking
zn close enough to z, we also get a contradiction. Finally, if {q}  α(z), we may take a
neighbourhood V in the local unstable manifold of q and a subsequence f−jn(zn) ∈ V
with jn uniformly bounded. From Lemma A.3, we also get a contradiction. 
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Lemma A.5. Let f , Λ be as in Lemma A.4. For each neighbourhood B1 of q and every
0 < λ1 < 1 there exists m1 and a complex neighbourhood W1 of Λ \ B1 such that for
each z ∈ W1 then ‖Df
−m1
/F (z)‖
′ < λ1.
Proof of Lemma A.5. For arbitrary z ∈ Λ \ {q} let n(z) ≤ m0 be given by Lemma A.4.
It is not difficult to see that supz∈Λ\B1 ‖Df
−n(z)
/F (z) ‖
′ < µ < 1 (for the real norm). Let
C = supz∈Λ{‖Df
−j
/F (z)‖
′ 1 ≤ j ≤ m0}. Take k > m0 such that µkC < λ2 < λ1.
Also notice that there exists r > m0 such that if z ∈ Λ \ B1 and f
−j(z) ∈ B1 for all
n(z) ≤ j ≤ n with n ≥ r then ‖Dfn/F (z)‖
′ < λ2/C.
We will show the lemma for m1 = (k + 1)r: For z ∈ Λ \ B1, set n0 = 0, n1 = n(z),
n2 = n(f
n1(z)), . . . . It follows that for some i ≥ 2 we have m1 = n1 + n2 + ...+ ni + s
with 0 ≤ s ≤ m0. If s = 0 there is nothing to do. Consider j0 = 0, j1, j2, ..., jℓ such that
fn0+n1+...+njs (z) /∈ B1. If ℓ > k the result follows. If ℓ ≤ k then there is js such that
njs+1 −njs > r, and we also conclude. Since we proved the real claim for λ2 < λ1, there
is a small complex neighbourhood W1 so that the lemma holds for W1 and λ1. 
Assume that Λ contains only one, say F -nonhyperbolic fixed point q. (The general
case follows in a very similar way, in particular Lemmas A.4–5 can be adapted to the
situation where N contains more than one point.) Usingm1 from Lemma A.5, we define
a second global norm by:
‖w‖′′z =
m1−1∑
j=0
‖Df−jw‖′f−jz , z ∈ Λ
C . (A.8)
More generally, we shall use auxiliary norms ‖w‖′′i,z =
∑i−1
j=0 ‖Df
−jw‖′f−jz for 1 ≤ i ≤
m1. (In particular ‖w‖′′1,z = ‖w‖
′
z.) If z ∈W1 then by Lemma A.5, ‖Df
−1
/F (z)‖
′′
z < 1.
The global adapted norm and the global adapted semi-norms
We have two global complex norms ‖ · ‖′ and ‖ · ‖′′: one which is adapted in an
admissible neighbourhood B˜ of q; the other one adapted outside a neighbourhood B1 of
q, and we may assume that B1 is much smaller than B. We must glue these two norms
in order to get a global adapted complex norm ‖ · ‖z over Λ˜ ⊂ ΛC.
This can be done as in [Cr, pp. 1112–1114], using the auxiliary norms ‖w‖′−i,z,
and ‖w‖
′,ℓ
−i,z defined there, because we have the equivalent of (19) and (17)& (20) in
Crovisier’s paper:
‖w‖′z < ‖Dfw‖
′
f(z) = ‖Dfw‖
′′
1,f(z) < ‖Df
2w‖′′2,f2(z) < · · · < ‖Df
m1w‖′′fm1z ,
∀z ∈ B˜ , 0 6= w ∈ F (z) ;
(A.9)
if 0 6= w ∈ F (z), and n− 1 ≥ m1, we get from Lemma A.5 and (A.7):
‖Dfnw‖′z > 4‖w‖
′
z , ∀z with f
n−1z /∈ B1 ; (A.10)
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finally, using Lemma A.5 again, there is m2 ≫ m1 so that if 0 6= w ∈ F (z)
‖Dfm2w‖′z > Cm1‖w‖
′
z ≥ 4‖w‖
′′
z , ∀z with f
m2−1z /∈ B1 . (A.11)
(Note that Lemma A.5 gives us better control than what is available in [Cr] so that his
construction can in fact be simplified.)
Finally, the two adapted semi-norms are just
‖w‖E,z = ‖P
E
z w‖z , ‖w‖F,z = ‖P
F
z w‖z , z ∈ Λ
C . (A.12)
The smoothness property (4.8) follows from the fact that z 7→ ‖ · ‖z is C∞, combined
with the Hoelder smoothness of the foliations and C∞ property of leaves. 
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