There are few studies, directly addressing exchange rate and inflation volatilities, and lack of consensus among them. However, this kind of study is necessary, especially under an inflation-targeting system where the monetary authority must know well price behavior. This article analyses the relation between exchange rate and inflation volatilities using a bivariate GARCH model, and therefore modeling conditional volatilities, fact largely unexplored by the literature. We find a semi-concave relation between those series, and this nonlinearity may explain their apparently disconnection under a floating exchange rate system. The article also shows that traditional tests, with non-conditional volatilities, are not robust.
INTRODUCTION
The study of exchange rate volatility's effects should be important for monetary policy decisions, since higher volatility means higher uncertainty, which may affect inflation expectations, a crucial variable in monetary policy decisions. Although the literature about the impact of exchange rate volatility on inflation is not as extensive as the one available for its pass-through to prices, some authors highlight such relation. Whether the impacts are significant or not remains controversial: some authors defend the absence of connection between exchange rate and macroeconomic variables volatilities while others state the opposite. 1 According to the first group, exchange rate volatility is not important to macroeconomic variables, since empirical evidence shows a substantial increase in the former during floating exchange rate regimes, while the latter did not present a similar rise in their volatilities. 2 The second group finds evidence of such relation, being either positive or negative, in studies conducted under different aims and approaches.
This paper seeks to check for the existence of a relation between exchange rate and inflation volatilities for the Brazilian case, and our conclusions in this paper could be classified in the second group, related especially with the findings of Dixit (1989) and Seabra (1996) . By developing an optimization model for the firm, the first author shows that trade flows and prices would depend on investment made on a future basis and, consequently, on both expectations and higher moments of the distributions involved. In consequence, the macroeconomic environment affects the pattern of price changes. Hence, not only the level of the devaluation but also the volatility of the exchange rate would affect its pass-through to prices. Seabra (1996) , on its turn, uses a model of intertemporal optimization with asymmetric adjustment costs and shows that the critical value that leads a firm to invest is a function of uncertainty. If uncertainty is high, the optimal decision will be to wait before making a movement (wait-and-see strategy), even with the exchange rate at a level that makes investment profitable. This attitude impacts on aggregate supply and, therefore, on inflation.
Other interesting works are those of Hausmann et al. (2001) , who find a negative and significant correlation in their tests between pass-through and measures of volatility, and Smith (1999) , where a reduction in inflation volatility as a result of an increase in exchange rate volatility was found in approximately 31% of the cases. The welfare approach recalled by Ghosh et al. (1997) and by Sutherland (2005) are also worth mentioning. The former show that inflation volatility is lower under floating and intermediate exchange rate regimes for countries with low inflation, while the latter show that the sign of relation between exchange rate and inflation volatilities will depend on the model's parameters.
In this paper, we adopt a more sophisticated econometric methodology than those applied so far in literature: instead of constructing exogenous volatility series (by computing the volatility of subsamples or rolling windows) we apply a bivariate GARCH model, working with conditional volatility series. The purpose of this procedure is to adopt a measure not sensitive to individual selection criteria. Apart from that, by modeling the conditional heteroskedasticity of exchange rates, it is also a more suitable econometric technique. One of the contributions proposed by this paper is to verify whether exchange rate volatility has impacts strong enough on inflation so that the monetary authority should monitor it, an approach still scarce, especially in placecountry-regionBrazil. The other one is to show that traditional tests are not robust for this type of study and that Garch-type models are more suitable for such analysis.
The paper is divided into six sections, including this introduction. Section 2 introduces the theoretical model that led to the econometric tests, while data is presented in section 3. The results obtained by the use of traditional methods (i.e.: unconditional variance series) are presented in section 4. Section 5 shows the results of the bivariate GARCH model, and section 6 concludes.
THE THEORETICAL MODEL
We derive an equation relating inflation and exchange rate volatilities to test for the existence of a significant relation between them. The approach to achieve such equation is based on Bleaney and Fielding (2002) , with slight modifications. The government has a utility function Z, of the Barro and Gordon (1983) type, to be maximized. Z is given by equation 1, which represents the case where the government of a country faces a trade-off between price stabilization and output growth above its equilibrium level.
Where π is inflation, y is the output level and y * is potential output. The term b > 0 is incorporated by the authors, meaning the relative weight given to output, and k > 0 represents the inflationary bias of the government. The presence of b and k comes from the assumption that a government could eventually attribute a higher weight to output growth to the detriment of price stability.
The restriction imposed by the authors upon function Z consists of an expectations-augmented Phillips Curve, including the exchange rate. Here, we have the first difference to the model of Bleaney and Fielding (2002) since we will focus not on the real but on the nominal exchange rate. Our restriction will be a Phillips Curve for an open economy, including both the forward-looking and the backwardlooking term, as described in equation 2 below.
where p ext t is the foreign price level, s t , the nominal exchange rate and π e t the inflation expectation between period t and period t + 1.
We also assume the exchange rate following a random walk, as in many partial equilibrium studies. Thus, we have
applying (2) and (3) to (1), and obtaining the first-order condition for the maximization of Z with respect to π, we have π = βa 0 π e t + βa
where β = b a 2 2 +b and K = −βa 2 k. Some assumption also must be made concerning the behavior of π e t . We, then, consider that inflation expectations are of the form:
Thus, substituting (5) in (4) we get that
The terms t , η t and ν t are independents, therefore, inflation variance given by
But, from (2), we have that E( t ) 2 is the inflation variance. Hence,
Inflation variance is, therefore, a function of ν t (the variance of the shock expected in t in relation to t − 1 inflation) and of η t (variance of the exchange rate process).
With (8), we may test for a relation between volatilities and we aim to do that by using a multivariate GARCH model. However, due to the small sample available -from the beginning of the floating exchange rate system in placecountry-regionBrazil, i.e., January, 1999 to September, 2004 -the large number of terms to be estimated does not allow us to estimate a multivariate GARCH model with three variables. Aside from that, the inflation expectations research published by the Central Bank of placecountry-regionBrazil started only on April, 2000, reducing our sample even further. Therefore, we will assume that the variance measured by ν t is constant and, hence, equation 8 becomes:
Although the assumption that ν t is constant is strong, we may consider it. Table 1 shows the result of a regression of π e t against π t−1 and a constant. If our hypothesis that the shock expected to t + 1 in comparison with t − 1 is, on average, constant, then the residuals of this equation should be homoskedastic. As we may see, we accept the null hypothesis of homoskedasticity, which supports our assumption that ν t is constant. 3 Besides, if we compute v t = π e t − π t−1 one can notice that almost the entire series is within the interval of one standard deviation from the mean, as shown in Graph 1, with the longest period in which it was outside that band being from December 2002 to April 2003.
The data for π e t refer to the average market expectations for IPCA 4 inflation in month t + 1 as in the last business day of month t − 1, and they are published by the Investor Relations Group (Gerin) from the Central Bank of Brazil. 5 (d) GAP: output gap. It was computed by subtracting the industrial production series published by IBGE (used as a proxy for monthly GDP) from the trend obtained by the Hodrick-Prescott filter.
All series were seasonally adjusted by the X-12 method and, afterwards, taken in logarithms (ln). Next, unit root tests were performed. All series, except for gap have unit roots, as shown in Table 9 in the appendix A, and, therefore, they were taken in first differences. The series in first difference of Price Index, Exchange Rate and External Prices are henceforth referred to as IP CA, E and P P I, respectively.
TESTS WITH UNCONDITIONAL VOLATILITY
As a first step, we followed the main procedures found in literature and made tests using unconditional volatilities. In such cases, volatility is more often computed by the standard deviation from the mean in small samples, or by the variance within them. These samples are given either by splitting the series into small subsamples or by adopting rolling windows. 8 In this paper, we opted for three different methods to calculate the unconditional volatility series. The first one is constructed by computing the standard deviation from the mean in rolling windows with 4, 6, 8 and 12 observations in each window (series are computed as the first difference of the natural logarithm of the variable on a monthly basis). The second one considers the variances, instead of the standard deviation. Finally, we tested a VAR between the price index (IPCA) and the exchange rate (E) and analyzed the resulting variance decomposition.
Rolling Windows with standard deviations
The volatilities computed by the standard deviations are presented in Graphs 2 and 3, where E_i and IP CA_i are the volatilities of E and IPCA, respectively, within a window of size i. It is possible to note that the series are sensitive to the size of the window. As Table 10 shows, the unit root test for IP CA_i is also affected by window size: IP CA_4 is stationary and so is IP CA_6, although we reject the presence of unit roots in the former at a level of significance of 10%. However, IP CA_8 and IP CA_12 have unit roots. Since E_i is always stationary, we computed the first differences of IP CA_8 and IP CA_12, named d_IP CA_8 and d_IP CA_12, respectively. The estimation results also are very sensitive to window size, as it can be seen in tables 11 to 14 in appendix A. 9 In the four-month window, the lagged terms of a variable in its respective equation and the effect of inflation variance on exchange rate variance are considered to be statistically significant. With regard to the six-month window, there are significant cross-terms. However, the Wald test shows 8 Carrera and Bastourre (2004) attribute the few macroeconomic studies about volatility to the lack of a pattern to define or to measure volatility. According to them, the use of rolling windows, instead of subsamples, has the advantage of reducing information loss (resultant from the reduced sample size). However, this procedure is also limited due to the difficulty in determining the ideal number of observations in a window. In addition, it may imply a high correlation between the computed series, which may affect the quality of estimators, and alter the true relation between the volatilities. For instance, once the exchange rate regime varies over time, a certain window may contain two different regimes. 9 The number of lags in each VAR was chosen by taking into consideration the information criteria, absence of residual autocorrelation (LM test), absence of correlation between variables, and parsimony. In all models the dummy variable d2002_M 11 -which assumes the unity value for November 2002 -was included, since in all series there is a peak in that month, probably associated with the political crisis. Its inclusion allowed us to correct problems of residual autocorrelation or correlation between the variables found in the model. For similar reasons, the dummy variables d1999 in the four-month window and d2003_M 10 in the 12-month window were included. The latter assumes the unity value for April and May 1999 (peak in E_4) while the former equals the unity value for October 2003 (peak in IP CA_12).
that the sum of the lagged coefficients of E_6 in the IP CA_6 equation is not statistically different from zero, and the same happens to the lagged coefficients of IP CA_6 in the E_6 equation. Only the dummy and first lag of a variable are significant in the equation. In the eight-month window, only E_8(−1) in the equation for E_8 is significant, while only the dummy is significant in the D_IP CA_8 equation. However, in this VAR, the correlation between IP CA_8 and E_8 equals −0.43, which may jeopardize the OLS estimation. Finally, the VAR between d_IP CA_12 and E_12 reports the coefficient of E_12(−1) as the only significant one in the E_12 equation. E_12(−1), E_12(−6) and E_12(−7) are significant in the d_IPCA_12 equation and, according to the Wald test, their sum is statistically different from zero at a 10% level.
In sum, the relation between those two endogenous variables is sensitive to window size. Depending on the size selected, we may accept or reject that the exchange rate variance affects inflation variance and the other way round, as well as accept or reject that lagged values of inflation variance will affect it.
Rolling Windows with variances
Once again, we have series that are very sensitive to window size, as shown in Graphs 4 and 5 (pi and ei are the volatility series for IPCA and E, respectively, computed as the variance of the sample inside the window). Concerning stationarity, the only difference from the standard deviation case is that the variance of IPCA in the six-month window is not stationary (table 15 in the appendix A). Hence, we took the first difference of p6, p8 and p12, and named them as dp6, dp8 and dp12, respectively.
Tables 16 to 19 in the appendix A show the results of the four estimated VARs. 10 For the fourmonth window VAR, only the lagged terms of each variable are significant and, differently from the previous case, the volatility of IPCA would not affect the exchange rate volatility. As for the six-month window, contrary to what was observed in the standard deviation case, the only significant terms are the dummy and the first lag of the exchange rate volatility in its own equation. In the eight-month window, we do not find the correlation problem we found before but, again, the only term that is significant is e6(−1) in the equation for the exchange rate variance. Finally, the VAR between dp12 and e12 indicates e12(−1) as the only significant variable in the equation for e12. In the equation for inflation variance, the coefficients for e12(−1) and e12(−2) are significant and the Wald test shows that their sum is statistically different from zero at a 10% level.
In sum, we notice that the results differ from the ones obtained in the case with standard deviations concerning unit root tests, the number of lags in the VAR and the significance of some variances. None of the models showed that inflation volatility is affected by its lagged term, differently from what happens to exchange rate volatility. When it comes to cross-terms, we find that exchange rate volatility is significant in explaining inflation volatility in the 12-month windows. Hence, one can realize that results are sensitive not only to window size but also to the method chosen to compute volatility. In addition, since there are lagged effects in the case of exchange rate variance, we reinforce the adequacy of investigating a GARCH-type model.
Variance decomposition in a VAR model
The last exercise performed in this section was to test a VAR between the price index and the exchange rate and to analyze variance decomposition. Since both series have unit roots, as shown in Table 1 , we first tested for the presence of cointegration vectors. As shown in Table 20 in the appendix A, the Trace and Eigenvalue tests do not accept the null hypothesis of presence of a cointegration vector. 11 10 .D2002_M11 was included for the six-month window case 11 The conclusion is the same if we consider only one lag. For this reason, we will test a VAR between the first differences of price index (IPCA) and exchange rates (E).
In the variance decomposition factorization by Cholesky method, we chose E preceding IPCA, since we consider the former to be more exogenous than the latter. The Granger test may be used to give further support in the ordering decision (table 21 in the appendix A. However, since the correlation between the residuals is low (−0.17 < |0.20|) 12 the order does not have significant effects over the results. Table 22 shows the VAR results, while Table 23 presents the variance decomposition.
By analyzing the variance decomposition in table 23, we find that about 3% of the movements in IPCA in t + 1 may be explained by shocks in E in period t. There are increasing accumulated effects over time, and shocks in E explain around 42% of the movements in IPCA after 12 months. A shock in IPCA, in its turn, does not have an immediate effect on the sequence of E, however it has lagged effects, although on a smaller scale.
Graphs 6 to 9 show these decompositions over time, as well as the interval of ±2 standard errors. We notice that shocks to the variables have positive effects on their sequences, and apart from the impact of IPCA on E, they are different from zero. Therefore, we cannot rule out the hypothesis that shocks to the exchange rate -represented by η t in equation 3 -might affect inflation. Based on the results presented in this section, we may infer that the traditional measures used to verify whether there is a relation between the volatilities of exchange rate and macroeconomic variables (standard deviations or variances in subsamples) yield results that are sensitive to the subsample size, leading us to accept or reject the significance of the relation according to the window size we are working with.
The variance decomposition, in its turn, indicates that shocks to the exchange rate affect inflation variance. Since volatility is also a measure of uncertainty, this result sounds more intuitive than some of those presented before: if the exchange rate affects inflation and has delayed effects (incomplete exchange rate pass-through in the short run), shocks to that variable will affect the uncertainty about future inflation. Besides, an adequate exchange rate model must consider the presence of conditional heteroskedasticity, as illustrated in Table 24 in the appendix. In this case, it is necessary to generate volatility series for both variables in the same way -hence, to consider conditional variance for bothand not simply compare the variance series obtained from a GARCH (p, q) model for the exchange rates with an exogenous measure of inflation volatility. Furthermore, we show that variance decomposition reports that shocks to the IPCA affect its variance, just as well as some of the results obtained in the rolling window procedure show us that IPCA volatility is affected by its past values, reinforcing the application of the test for a bivariate GARCH model with E and IPCA.
TESTS WITH CONDITIONAL VARIANCE -BIVARIATE GARCH
Testing a GARCH model requires, first, some assumption about the mean equations. We considered, therefore, three different cases. The first one is consisted of only lagged terms of each variable; the second, of a Phillips Curve for the IPCA equation (according to equation 2 in Section 2) and the lagged values for the exchange rate; the third, of the Phillips Curve for the IPCA and a random walk with drift for the exchange rate (equation 3 in Section 2). According to unit root tests previously performed, both variables were considered in first differences of their logarithms. Considering both the crosscorrelograms and OLS models, we chose the number of lags in the equations for IPCA and exchange rate. 13 With regard to variance specifications, we tested five different options: diagonal-Vec (Bollerslev et al., 1988) , constant correlation (CCORR, from Bollerslev 1990) , full parameterization (Vec), the BEKK restriction (Engle and Kroner, 1993) and the dynamic conditional correlation (DCC, from Engle 2002) . Only under the BEKK restriction convergence was achieved, and we consider some reasons for that further ahead in this section.
The general form of mean, variance and covariance equations under the BEKK model are: 13 When they pointed to different number of lags, we tested the highest one.
Mean equations
Variance and Covariance equations 14 h 11 = c 11 + a 2 11 2 1,t−1 + 2a 11 a 21 1,t−1 2,t−1 + a 2 21 2 2,t−1 + g 2 11 h 11,t−1 + 2g 11 g 21 h 12,t−1 + g 2 21 h 22,t−1 h 22 = c 22 + a 2 12 2 1,t−1 + 2a 12 a 22 1,t−1 2,t−1 + a 2 22 2 2,t−1 + g 2 12 h 11,t−1 + 2g 12 g 22 h 12,t−1 + g 2 22 h 22,t−1 h 12 = c 21 + a 11 a 12 2 1,t−1 + (a 12 a 22 + a 21 a 12 ) 1,t−1 2,t−1 + a 21 a 22 2 2,t−1 + g 12 g 11 h 11,t−1 + (g 11 g 22 + g 12 g 21 )h 12,t−1 + g 21 g 22 h 22,t−1
In order to make the analysis clearer, we renamed the coefficients above as: c 11 = α 0 ; a 2 11 = α 1 ; 2a 11 a 21 = α 2 ; a 2 21 = α 3 ; g 2 11 = α 4 ; 2g 11 g 21 = α 5 ; g 2 21 = α 6 c 22 = β 0 ; a 2 12 = β 1 ; 2a 12 a 22 = β 2 ; a 2 22 = β 3 ; g 2 12 = β 4 ; 2g 12 g 22 = β 5 ; g 2 22 = β 6 c 21 = µ 0 ; a 11 a 12 = µ 1 ; a 12 a 22 + a 21 a 12 = µ 2 ; a 21 a 22 = µ 3 ; g 12 g 11 = µ 4 ; g 11 g 22 + g 12 g 21 = µ 5 ; g 21 g 22 = µ 6
Hence, the variance and covariance equations can be rewritten as:
h 11 = α 0 + α 1 2 1,t−1 + α 2 1,t−1 2,t−1 + α 3 2 2,t−1 + α 4 h 11,t−1 + α 5 h 12,t−1 + α 6 h 22,t−1 h 22 = β 0 + β 1 2 1,t−1 + β 2 1,t−1 2,t−1 + β 3 2 2,t−1 + β 4 h 11,t−1 + β 5 h 12,t−1 + β 6 h 22,t−1 h 12 = µ 0 + µ 1 2 1,t−1 + µ 2 1,t−1 2,t−1 + µ 3 2 2,t−1 + µ 4 h 11,t−1 + µ 5 h 12,t−1 + µ 6 h 22,t−1 For each case, different simulations were made changing the convergence criteria and the number of iterations. Therefore, it is possible that, for each case, we ended up with more than one result achieving convergence. When this occurred, the choice was made based on the following criteria: LM and the ARCH-LM tests (i.e. absence of residual serial correlation and of arch-type residuals), calculation of the eigenvalues to assure that the condition of covariance stationarity was respected (see Engle and Kroner (1993) for further details on conditions and tests), and, when all the previous were respected, we chose the result that maximized, for the case considered, the likelihood function. The final results are presented in table 2.
By analyzing Table 2 , we notice that the results for the mean equations are quite similar, as well as the values in the variance equation for cases (1) and (2). Case (3) differs from the other two but, since that model has ARCH residuals for the equation of E and serial correlation of residuals for both mean equations, 15 it cannot be considered as a good model.
Comparing the variance equations in cases (1) and (2), we see that the differences lie in the signs of g 12 and g 22 , in the values of a 11 , a 22 and a 12 and in the significance of coefficients µ 1 , β 1 and β 2 , that is, the impact of 2 1,t−1 on the conditional variance of E (first difference of the exchange rate) and in the covariance and impact of 2 1,t−1 2 2,t−1 on the conditional covariance of E. 
Notes: (a) case presents residual autocorrelation in both mean equations (LM test); residuals of ARCH-type in the exchange rate equation; standard deviations in parentheses; * and ** denote significance at 5% and 10%, respectively.
However, it can be seen from Table 3 that the significance of µ 1 , β 1 and β 2 is the only significant difference between both cases. The difference in the signs of g 12 and g 22 does not affect the final result because these coefficients are considered under three situations: (i) squared values; (ii) multiplied by each other, (iii) multiplied by coefficients that are statistically equal to zero. The differences in a 11 , a 22 and a 12 , in their turn, fall within standard deviation boundaries, thus, they may not be considered to be significant. It is important to notice that for the inflation equation all cases provided the same signals and the same significance (i.e. if statistically equal to or different from zero). Therefore, our results for the response of IPCA to shocks in E are robust. -155.221.793 -168.386.503 -198.208 The Wald Test was performed to decide between the cases considered. The unrestricted case -that is, case (2) -was preferred to the detriment of cases (1) and (3), as shown in Table 4 . Hence, we will consider case (2) as our results from now on.
Tables 5 to 8 show the results of the Ljung-Box and LM tests for auto-correlation of residuals, the Arch-LM test for Arch-type residuals, the multivariate Portmanteau test for cross-correlation and the eigenvalue vector 16 for case 2. As it can be seen from these tables, the model estimated in case 2 respects the conditions of no serial autocorrelation or cross-correlation of residuals, no Arch-type residuals and is covariance stationary. Therefore, we can say that the dependence between exchange rate and inflation volatilities was completely captured by the bivariate-Garch model.
By analyzing the results of case 2, shown in the second column of Table 2 , one can notice that the conditional variance of IPCA is affected (statistically significant) by shocks to the IPCA, E and shocks 16 For a brief explanation of the eingevalue calculation, see Appendix B. common to both. However, since α1 and α3 are square coefficients, we cannot determine whether the effects of IPCA and E shocks have a positive or negative sign, but we can affirm that they are statistically significant. Lagged variances and covariances, however, do not play a significant role in explaining IPCA variance. As for the conditional variance of E, it is affected by its lagged values and by lagged values of the conditional variance of IPCA -the latter goes undetected by almost all tests with unconditional variances -although we also cannot make assertions about the sign. Shocks common to both variables ( 1,t−1 2,t−1 ) and in the covariance have a positive and significant sign. Graph 10 shows the estimated conditional variances over time.
Finally, results show us that shocks in the exchange rate (E) and shocks common to exchange rate and IPCA have negative and significant effects over the covariance between the two variables. This is an important result in our model. It means that shocks that affect the exchange rate or the exchange rate and IPCA simultaneously will cause a "disconnection" of these two variables. After all, everything else the same, a reduction in the covariance means a reduction in the correlation coefficient between the variables.
At first, we considered that the lack of convergence for specifications other than the BEKK model would result from the small size of our sample (January, 1999 to September, 2004 . However, this may be questioned since the BEKK specification has more parameters than some of the other specifications tested. The negative sign of shocks in E over the conditional covariance (µ 1 < 0) and the dispersion graphs presented below (graphs 11 to 14) suggest that the sign of shocks in E over the conditional variance of IPCA may not be the same all the time. If this is true, then we may have a reason for the non-convergence of specifications that, instead of working with squared terms (imposing the positivity of the matrix), try to find a sign for the relation. In these specifications, if the signs of a coefficient in the equations of exchange rate's and inflation's variances change from positive to negative, they will not converge to a final value, since the model will have to establish whether the coefficient is positive or negative. In the BEKK specification, however, this problem does not exist once it works with square coefficients. However, further tests are necessary before we can make such assertion. Graphs 11 to 14 are dispersion graphs with the conditional variances of E on the horizontal axis and of IPCA on the vertical axis. Graph 11 plots the entire sample and one can clearly see four outliers in that graph, which correspond to the period between February and May 1999 (i.e. the first months after the change in the exchange rate regime, caused by the 1999 crisis, and before the adoption of the inflationtargeting regime in June of that year). Hence, we excluded these observations and built Graph 12 . Again, five outliers were removed to construct Graph 13 (June 1999 , November 2000 , December 2001 , December 2002 and January 2003 . Graph 14, in its turn, was built using only the region with the highest concentration of observations (57% of the sample). 17 Graph 12 and, mainly, graph 13 suggest a semiconcave (if not concave) relation between the two variables at stake (i.e. the conditional variances of exchange rate and of IPCA). To illustrate the relation, a trend was included in those graphs and in graph 14, and the adjusted R 2 of each trend equation was reported (see graphs 15 to 17 in the appendix A). The semiconcave relation would imply that, although the response of inflation volatility to exchange rate volatility is positive, the proportion in its variation decreases as exchange rate volatility rises.
If we consider graph 14, which plots the region with the highest concentration of observations, we find a clear concave relation. This would mean that, after a certain point, the positive relation between volatilities becomes negative, as opposed to the convex form observed in financial variables (the socalled smile of volatility). Also, it is possible that it is reflecting the existence of a regime switching in the volatilities, since we are removing the extreme values of the sample. We need a longer sample to test if this behavior would be reproduced over time. However, we can only use graph 14 to speculate about these possibilities happening. Nonetheless, it is a question to be answered in future research, since some works of other authors find, as we pointed out in the introduction, the sign may change according to the model's parameters. 
CONCLUSIONS
The analysis presented in sections IV and V show that the use of unconditional variances leads us to results that are sensitive to the chosen measure of volatility, which is based on subjective criteria. The multivariate GARCH model, dealing directly with the effects of conditional volatilities, finds a semiconcave relation (differently from the case for financial series, where this relation has a convex form), statistically significant, between exchange rate and inflation variances.
The results seem to be in line with the intuition obtained from other studies, especially Dixit (1989) and Seabra (1996) . When exchange rate volatility is very high, increasing uncertainty, inflation response may be reduced, leading to smaller effects. This may explain why some studies to placecountry-regionBrazil found a decrease in the short-run pass-through from exchange rates to consumer prices after the floating regime.
The analysis based on the role played by uncertainty could also make a bridge between the two different points of view concerning the existence of a relation between the volatilities of exchange rate and inflation. The relation would exist but, under certain conditions, the disconnection between the variables would be too strong to be noticed. In periods of high volatility, agents will not respond with the same intensity as they do in periods of stability due to the lack of knowledge concerning the duration of the movements in the exchange rate (whether temporary or permanent). Therefore, inflation volatility has smaller amplitude. On the other hand, when exchange rate volatility is lower, inflation would answer more promptly. 18 This disconnection becomes clearer in the negative sign found in the answer of the conditional covariance to shocks in the exchange rate and would be reinforced if the sign reversion found in graph 14 is verified in future studies.
The caveats of this paper basically lie in the small sample available for placecountry-regionBrazil, since the floating regime for exchange rates having started only in 1999. Because of that, we cannot establish with certainty whether the problems faced with convergence were due to the sign instability or to the small period involved. Nonetheless, we tend not to rely too much in the small sample explanation, since three out of the other four restrictions tested -diagonal VEC, CCORR and DCC -have less parameters to be estimated. Nonetheless, a large sample is essential to corroborate the results.
However, this article innovates by (i) applying a multivariate GARCH model, thus, considering conditional variances to analyze the relation between volatilities, (ii) trying to establish a relation between exchange rate and inflation volatilities and its possible implications for monetary policy and (iii) showing that traditional tests performed with exogenously constructed volatility series are sensitive to the criteria chosen to construct such series and do not reveal relevant features of that relation. 
A. TABLES & GRAPHS

B. DIAGNOSTIC TESTS FOR THE BI-GARCH MODEL
This appendix brings a brief explanation about the test of covariance stationarity in the multivariate Garch model under the BEKK restriction. For details, see Engle and Kroner (1993) .
In a bivariate GARCH (1,1), the conditional variance has the form: To assure the process is covariance stationary, the eigenvalues of
A ik ) must be minor than the unity, in absolute values. In other words, we have to calculate the eigenvalue of matrix X below: X = (a11 * a11) + (g11 * g11) (a11 * a12) + (g11 * g12) (a12 * a11) + (g12 * g11) (a12 * a12) + (g12 * g12) (a21 * a11) + (g21 * g11) (a11 * a22) + (g11 * g12) (a12 * a21) + (g12 * g21) (g12 * g22) + (g12 * g21) (a21 * a11) + (g21 * g11) (a21 * a12) + (g21 * g12) (a22 * a11) + (g22 * g11) (a22 * a12) + (g2 * g12) (a21 * a21) + (g21 * g21) (a21 * a22) + (g21 * g22) (a21 * a22) + (g21 * g22) (a22 * a22) + (g22 * g22)
Calculating the eigenvalues of X using the coefficients for case 2 presented in table 3 along the text, we find the following vector y of eigenvalues: As we may see, all absolute values are minor than one. Hence, the case chosen respect the condition of covariance stationarity.
