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Abstract. The present study regards the zeroth order mean field approximation
of a dipole-type interaction model, which is analytically solved in the canonical and
microcanonical ensembles. After writing the canonical partition function, the free
and internal energies, magnetization and the specific heat are derived and graphically
represented. A crucial derivation is the calculation of the free energy, which is
variationally evaluated, and it is shown that the exact result coincides with the
approximate trend when N tends to infinity. In the microcanonical ensemble, the
entropy as other thermodynamic properties are calculated. We notice that both
schemes coincide in equilibrium.
1. Introduction
In statistical mechanics, systems with analytical solutions are not very common; even
more, if we take into account systems with long-range interactions, solutions become
most difficult to obtain. However, the hard sphere, Van der Waals, Weiss, Bragg-
Williams, Bethe, Landau, Ising, HMF are well established models and their analytical
solutions are known [1, 2, 3]. In the field of applications, the Ising model represents
the most relevant tool for studying magnetic properties and the statistical behavior of
many-body systems in the most wide context[4, 5, 6, 7, 8].
In this paper, we make an effort to discuss another possible variation of the Ising
model that includes long-range interactions, which seems to be interesting from the
atomic scale to the astronomical scale. A typical consequence, of including long-range
interacting particles in systems, is the loss of standard thermodynamic properties such as
loss of additivity and/or loss of extensivity, etc. The loss of additivity occurs when they
cannot be trivially separated into independent subsystems, which is efigxplained by the
existence of underlying interactions or correlation effects whose characteristic lengths
are comparable or larger than the system linear size[9, 10, 11]. The loss of additivity
is frequently accompanied by the loss of extensivity. A thermodynamic variable, such
the energy or the entropy, is extensive providing that the variable is proportional to the
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number of elements and the intensive variables are kept constant. To illustrate these
concepts, let us define a type of variation of Ising model with vanishing magnetization,
M =
∑
i si = 0 that involves long-range interactions given by
H = λ
N−1∑
i=1
N∑
j=i+1
sisj
|i− j|α (1)
where λ is a constant, si = ±1, ∀i and |i − j| represents the distance between two
sites. Now, let us divide the system into two subsystems, I and II, each is composed
of N/2 sites, where all spins in subsystem I are up; while those in subsystem II are
down. Total energy of the system is E = 0. Nevertheless, the energies of the two
subsystems, EI = λ
∑N/2−1
i=1
∑N/2
j=i+1 sisj/|i− j|α and EII = λ
∑N−1
i=N/2
∑N
j=i+1 sisj/|i− j|α,
satisfy EI = EII 6= 0. Since the sum of the two energies EI + EII is not equal to the
total energy E, therefore the system is clearly nonadditive. In general, E < EI + EII .
Despite the persistence of the loss of additivity, with the aid of a Kac-like scaling[12] is
possible to recover extensivity[1, 11, 12, 13]. This kind of scaling presents a standard
thermodynamic structure because it preserves the Euler and Gibbs-Duhem relations
recovering[8, 11], for instance the linearity of the thermodynamic properties of a system
with long-range interactions by a scaling Hamiltonian[7, 11, 12, 13]. In addition, several
particular properties related to nonequilibrium behavior of systems with interacting
particles, as the relaxation to thermal equiibrium in N -particle Hamiltonian, have been
recently the subject of an intense debate[9]. The relaxation time has been shown to be
long and to increase with the number of particles. The system evolves very slowly, on
time scales diverging with N , towards Boltzmann-Gibbs equilibrium. States that evolve
on time scales that diverge with N are called “quasi-stationary”. Some of them were
previously identified and characterized [13] for the dipole-type Hamiltonian mean field
(d-HMF) model. Such a discussion is pertinent due to several physical applications[9].
Nevertheless, in the present paper we are not interesting in the discussion of
nonequilibrium, the main aim is to discuss the behavior and properties of the system that
can be derived from the statistical ensembles in equilibrium. It is generally accepted
that two phases appear in the phase diagram, which depend on the energy and the
temperature. At low energy, a phase identified by the presence of a single cluster of
particles arises by floating in a diluted homogeneous background. At high energy a
homogeneous phase is recovered; the cluster disappears and the particles move (almost)
freely. For a pertinent transition region below a critical value, the system is characterized
by the microcanonical ensemble with negative specific heat and the resulting instability
is extremely relevant[10] because of its strong implications on both experimental and
theoretical features.
We organize the paper as follows. In section 2, we introduce the zeroth order
approximation from the potential energy for classical electric dipoles, and we build
the d-HMF model proposed previously[13]. In section 3, we calculate the canonical
partition function of the system using approximate and variational methods to derive
explicitly thermodynamics quantities, as the free energy, magnetization, internal energy
A solvable problem in statistical mechanics 3
and specific heat. In section 4, we use the microcanonical ensemble to compute the
entropy and show that the derivation of the thermodynamics coincides with the one
derived in the previous section. Finally, in section 5, we make a summary of the results
and draw some conclusions.
2. The Model
If we consider a system of two interacting dipoles i and j with momenta µi and µj
respectively, the potential energy is given by
U = − 1
4pi0
3(~µi · rˆ)(~µj · rˆ)− ~µi · ~µj
|~ri − ~rj|3 , (2)
where rˆ is a unit vector and the vector of an arbitrary direction and ~ri (~rj) corresponds
to the position of the particle i (j). Besides, we define the moment of the electric dipole
i as ~µi = q~a, where q is the modulus of each charge of the dipole and the modulus of
vector ~a represents the separation of charges of the dipole; and the vector character of
~a emphasizes its orientation. Therefore, ~µi · rˆ = µ cos θi and ~µi · ~µj = µ2 cos(θi − θj). In
addition, we remark that µ = |~µi|, the vectors ~ri and ~µi are parallel between them for
all i. We illustrate the model in Figure 1 for two dipoles in a ring. The system is formed
by N dipoles that can be distributed in a ring to have a perspective of the total system.
On one hand, the distance between dipoles in a ring, with radius R, can be written as
r = |~ri − ~rj| (3)
= |R cos θiiˆ+R sin θijˆ −R cos θj iˆ−R sin θj jˆ| (4)
≈
√
2R(1− cos θi cos θj − sin θi sin θj + δ)1/2. (5)
The parameter δ corresponds to a softening parameter that is usually introduced[5] to
avoid the divergence of the potential at short distances. In addition, we consider the
identity
cos(θi − θj) = cos θi cos θj + sin θi sin θj, (6)
which leads us
r−3 ≈ (2R2)−3/2(1− cos(θi − θj) + δ)−3/2
 
 
 
 
R 
θ1 
θ2 
     𝑡 ≠ 0 
     θi ≠ 0 
 
R 
θ1 
θ2 
     𝑡 = 0 
     θi ≈ 0 
 
(a) (b) 
?⃗?1 
?⃗?2 
?⃗?1 
?⃗?2 
𝑟 𝑟 
Figure 1. The figure shows the initial conditions and a possible evolution for a couple
of dipoles in a ring. (a) Initial orientations for t = 0 for the configuration of two
dipoles. (b) Possible configuration for t 6= 0.
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≈ (2R2δ)−3/2
(
1− cos(θi − θj)
δ
+
1
δ
)−3/2
. (7)
By mean a binomial expansion in 1
δ
, the interaction potential energy between dipoles
can be written as
U≈ −µ
2
4pi0(2Rδ)3/2
(
3 cosθicosθj−cos(θi−θj)
)(
1−3
2
cos(θi−θj)
δ
+O(δ−2)
)
. (8)
Taking the large δ limit, in the zeroth order approximation, the potential energy of N
dipoles becomes
U≈ λ
2N
N∑
i 6=j
(
cos(θi−θj)−3 cos θicos θj
)
, (9)
where λ is the coupling constant, whose sign depends on the initial orientation of the
dipoles. If the coupling, λ, is positive, then the system is ferromagnetic; however, if it is
negative, the system is anti-ferromagnetic. The constant N in the denominator stands
for a scaling to guarantee properly the extensivity of the system [1, 8, 11, 12, 13].
For theoretical modeling of systems with long range interactions, we take a system
of N identical coupled particles, dipole type, with a mass equal to 1, whose dynamics
evolves in a periodic cell described by a 1D d-HMF model given by[13]
H=
N∑
i=1
p2i
2
+
λ
2N
N∑
i 6=j
(
cos(θi−θj)−3 cos θi cos θj−∆i,j
)
, (10)
where the variable pi represents the momentum of the particle i and θi represents
its corresponding angle of orientation. With the integer i ∈ [1, N ], N is the size of
the system. The parameters λ and ∆i,j denote the coupling and initial conditions,
respectively. The parameter ∆i,j suitably establishes the zero of the potential energy as
∆i,j = cos(θ0i−θ0j)−3 cos θ0i cos θ0j, (11)
where the set of angles {θ0k} denotes the initial orientations of the particles. Due to the
nature of the model, it has not been taken into account any dependence on the distance,
just the dependence on the orientation is considered in the dipole description.
3. Canonical ensemble
3.1. Equations of Motion
The interacting part of the model is commonly expressed in terms of the spin vector
related to each particle and it is given by −→mi = (cos θi, sin θi). Therefore, we can
introduce the total spin vector
−→
M =
1
N
N∑
i=1
−→mi (12)
= (Mx,My) (13)
= m exp(iφ), (14)
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where (Mx,My) and m are the components and the modulus of the vector
−→
M ,
respectively, and φ denotes the phase of the order parameter. The equation of motion
is
p˙i = −λ (2Mx sin θi +My cos θi) (15)
and the potential energy can be written as
U = −N λ
2
(
2M2x −M2y + ∆
)
, (16)
where ∆ =
∑
i,j ∆i,j/N
2. As aforementioned, this definition is crucial for defining the
energy of the system. In consequence, at t = 0 potential energy is zero and the kinetic
energy is maximum and coincides with the value of the total energy, in particular the
value ∆ = −2 is suitable when initially the dipoles are all parallel, namely θ0i = 0.
3.2. The partition function
In the canonical ensemble, the partition function is
Z(β,N)=
∫
dNpi
∫
dNθie
−βH (17)
= ZK(β,N)ZU(β,N), (18)
where ZK(β,N) is the kinetic part of the integral and the ZU(β,N) is the interacting
part. On one hand, the kinetic part is well known and corresponds to
ZK(β,N) =
∫
dNpi exp
(
−β
2
∑
i
p2i
)
(19)
=
(
2pi
β
)N/2
. (20)
On the other hand, the interacting part is
ZU(β,N) =
∫
dNθiexp
(
βN
λ
2
(2M2x −M2y + ∆)
)
, (21)
which we rephrase to remark two Gaussian in the argument of the integral
ZU(β,N) = e
βN λ
2
∆
∫
dNθie
βNλM2xe−βN
λ
2
M2y . (22)
To solve the above integral, let us change the Gaussian terms to equivalent expressions
using the integral of the 6. If we substitute Eqs.(69) and (70) in Eq.(22), we have
ZU(β,N)=e
∆
2
βλN
√
1
2pi2
∫ ∞
−∞
dye−
y2
2βλN
∫ ∞
−∞
dxe−βλNx
2
∫
dNθie
2βλx
∑
i
cos θi. (23)
Therefore, we write
ZU(β,N)=
√
βλN
pi
e
∆
2
βλN
∫ ∞
−∞
dx e−βλNx
2
(2piI0(2βλx))
N , (24)
where Ik(y) is the modified Bessel function of the kth-order. Then the partition function
can be finally written as
Z=
√
βλN
pi
e
∆
2
βλN
(
2pi
β
)N
2
FN(βλ), (25)
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where FN(βλ) stands for the integral
FN(βλ) =
∫ ∞
−∞
dx e−N(βλx
2−ln(2piI0(2βλx))). (26)
3.3. Evaluating the partition function
If we take the function f(x) = N(βλx2 − ln(2piI0(2βλx))), we can define an extremum
of the function in x0 = Mx = m =
I1(2βλx0)
I0(2βλx0)
that corresponds to the magnetization. The
derivative of the second order of the function f(x) evaluated in x0 is given by
f ′′(x0) = 4Nβλ
(
1 + βλ(m2 − 1)
)
) (27)
Therefore, the function f(x) ' f(x0) + 12(x− x0)2f ′′(x0) + ... is explicitly written as
f(x)'Nβλx20−N ln(2piI0(2βλx0))+
1
2
(x−x0)24Nβλ
(
1+βλ(m2−1)
)
, (28)
which can be compute by the next approximation∫ ∞
−∞
dx e−f(x) ≈
∫ ∞
−∞
dx e−f(x0)−
1
2
(x−x0)2f ′′(x0) (29)
≈ e−f(x0)
√
2pi
f ′′(x0)
= F(N, βλ), (30)
where F(N, βλ) corresponds to the approximation of the function FN(βλ), which is
obtained from the evaluation of the integral (26) using the approach given by Eq.(28).
Therefore, FN(βλ) coincides with F(N, βλ) whenever N → ∞, the limiting case. In
Figure 2(a), we depict FN(βλ) compared to F(N, βλ) as a function of βλ to illustrate
how good the approximation is. We see that both values, exact and approximate, are
closer as N increases. The same effect, related to the size of the system, is shown in
Figure 2(b) for the defined functions as:
XN(βλ) =
1
N
ln (FN(βλ)) (31)
X(N, βλ) =
1
N
ln (F(N, βλ)) . (32)
As before, XN(βλ) and X(N, βλ) coincide whenever N →∞.
Therefore, the partition function can be explicitly written as follows
Z=
(
2pi
β
)N/2
e
∆
2
βλN e−Nβλx
2
0+N ln(2piI0(2βλx0))
1√
2 (1 + βλ(m20 − 1))
, (33)
where x0 is the extremum of the function f(x).
3.4. Thermodynamics
Calculating lnZ, we get
lnZ =
N
2
ln
(
2pi
β
)
+
1
2
ln
(
βλN
pi
)
+
∆βλN
2
−Nβλx20
+N ln(2piI0(2βλx0))+
1
2
ln
(
pi
2Nβλ (1+βλ(m2−1))
)
. (34)
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Figure 2. The figure depicts as functions, exact (FN (βλ)) and approximate as
explained, equivalent to the saddle point Method (SPM) are closer as N increases.
In (a) FN (βλ) is compared to F(N, βλ) for several values of N . In (b), dX(N, βλ)/dβ
for differents values of N is compared to dXN→∞(βλ)/dβ (Exact), which coincide with
the square of magnetization as function of inverse temperature M2(βλ).
The limiting case of this quantity per particle is given by
lim
N−→∞
lnZ
N
= −1
2
ln
(
2pi
β
)
− ∆βλ
2
+ βλx20 − ln(2piI0(2βλx0)). (35)
This last expression was evaluated in the thermodynamic limit, N →∞[14], at a point
of local value given by x = x0. The free energy per particle ϕ = − lim
N−→∞
lnZ/N is
commonly expressed as the extremal problem
ϕ(β,N)= −1
2
ln
β
2pi
−∆
2
λβ − inf
x≥0
[−βλx2+ln(2piI0(2βλx))]. (36)
As mentioned before, the solution of the extremal is obtained by
x =
I1(2βλx)
I0(2βλx)
. (37)
The critical inverse temperature is βc = 1.
If λ < 0, then the equation has a trivial solution, x = 0. In contrast, if λ > 0,
then the equation has a set of values for x and β, which defines the solution of the
problem. Finally, the internal energy per particle is obtained as a function of the inverse
temperature and magnetization
ε =
∂ϕ(β,N)
∂β
=
1
2β
− λ
(
m2 +
∆
2
)
, (38)
where m is the solution of the extremal problem and corresponds to the solution that
we derive from the canonical ensemble. From this time forth, we set λ = 1. In Figure
2 we depict the equilibrium magnetization m as a function of the internal energy ε.
The analytical solution is obtained from the canonical ensemble given by Eq.(38). The
critical point is located at εc = 3/2, which is twice the value obtained for the HMF
model.
Moreover, in Figure 3 we show (a) the internal energy  as a function of β and (b)
the specific heat Cv as a function of 1/β. Once again, it is notorious that the critical
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Figure 3. We depict (a) the internal energy ε as a function of β. The critical point
is in εc = 3/2, βc = 1 for ∆ = −2 and λ = 1. Additionally, we depict (b) the specific
heat Cv as a function of 1/β. It is notorious that in both cases the critical point is
located in βc = 1
values emphasized in the Figure 3 are: βc = 1 and εc = 3/2. We notice that the behavior
of thermodynamical functions as ε and Cv define two different regions. In particular,
Figure 3(b) shows, in the one hand, the specific heat that grows as the temperature
(inverse of β) increases. In other hand, the specific heat keeps constant in Cv = 1/2,
which corresponds to an ideal gas in one dimension.
4. Microcanonical entropy
In the microcanonical ensemble, from the Hamiltonian of the Eq.(10), it is possible to
iterate the number of microstates by means of
Ω(E,N) =
∫ N∏
i=1
dpidθlδ(E −HN(θi, pi)) (39)
and by introducing the Dirac delta identity on K, we have:
Ω(E,N) =
∫
dK
N∏
i=1
dpidθiδ
K − N∑
j=1
p2j
2m
 δ(E −K − U{θi}). (40)
This expression can be separated in the kinetic and configuration parts; therefore, taking
E = K + U , we have
Ωkin(K) =
∫ N∏
i=l
dpiδ
K − N∑
j=1
p2j
2m
 , (41)
Ωconf(E −K) =
∫ N∏
i=1
dθiδ(E −K − U{θi}) (42)
where Ω(E,N) =
∫
dKΩkin(E,N)Ωconf(E −K). The kinetic integral is well known and
given by
Ωkin(K) =
pi(2piK)N/2−1
Γ(N/2)
. (43)
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Figure 4. We depict g(m), as a function of m for values of (a) ε =0.9 and (b) ε =1.1,
1.5, 1.8; ∆ = −2 and λ = 1. The value ε = 1 changes the trend of the function g(m)
in the interval 0 ≤ m < 1.
Then, using the property ln Γ(N) =
(
N − 1
2
)
lnN − N + 1
2
ln(2pi), and after some
manipulation, for large N , we obtain
ln Ωkin(K) ' N
2
(
1 + ln(2pi) + ln
2K
N
)
. (44)
Defining u = 2K/N , Ωkin(K) can be expressed as
Ωkin(K) ' exp
(
N
2
(1 + ln(2pi) + lnu)
)
. (45)
The configurational part is given by
Ωconf(E −K) ' exp (ln Ωconf). (46)
Then, the entropy is s = 1
N
ln Ω, therefore, Ω(E,N) can be expressed as
Ω(E,N) =
N
2
∫
du exp
[
N
(
1
2
+
1
2
ln(2pi) +
1
2
lnu+ sconf(Nu˜)
)]
, (47)
where u˜ = U/N is the potential energy per particle, then Ωconf(E − K) = Ωconf(Nu˜).
As before, this integral in a maximal problem is given by
s=
1
N
ln Ω(E,N) (48)
=
1
N
ln
(
N
2
∫
du exp
(
N
(
1
2
+
1
2
ln(2pi) +
1
2
lnu+ sconf(Nu˜)
)))
(49)
Solving the integral (49) in the same way as made in section 3.3,
s =
1
N
ln
(
N
2
exp
(
N
2
+
N
2
ln(2pi)
))
sup
u
(
N
2
lnu+Nsconf(Nu˜(u))
)
(50)
=
1
N
ln
N
2
+
1
2
+
1
2
ln 2pi + sup
u
(
1
2
lnu+ sconf(Nu˜(u))
)
(51)
Further, the potential energy per particle can be expressed from Eq.(16), for Mx ≈ m
and My ≈ 0 as
u˜ = U/N = −λ
(
m2 +
∆
2
)
, (52)
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and from U = E −K, u˜ = ε− u/2, ε = E/N and u = 2(ε− u˜) = 2(ε+ λ(m2 + ∆/2));
then, in the thermodynamic limit, the entropy can be expressed
s =
1
2
+
1
2
ln 2pi+
1
2
ln 2+sup
m
[
1
2
ln(ε+ λ(m2 + ∆/2)) + sconf(Nu˜(u))
]
.(53)
Now, we compute the configurational entropy sconf . As shown before, the term My is
negligible compared to Mx, this information can be introduced in sconf , as follows
Ωconf =
∫ N∏
l=1
dθlδ
∑
j
cos θj −Nm
 δ
∑
j
sin θj
 , (54)
it is Mx ' m, and My ' 0. Then we can compute expressing in the Fourier
representation
Ωconf =
(
1
2pi
)2∫
dq1
∫
dq2
∫ N∏
l=1
dθlexp
iq1∑
j
cosθj−Nm
exp
iq2∑
j
sinθj
, (55)
which corresponds to the first kind Bessel function J0(z).
Ωconf =
(
1
2pi
)2 ∫
dq1
∫
dq2 exp (N (−iq1m+ ln(2piJ0(z)))) , (56)
where modulus of z is (q21 + q
2
2)
1/2 Then, by solving the last integral in the same way as
made in section 3.3, the next equations are satisfied
−im− J1(z)
J0(z)
q1
z
= 0, (57)
−J1(z)
J0(z)
q2
z
= 0, (58)
where the solutions are q2 = 0, and q1 = −iγ, and γ is the solution of equation
I1(γ)
I0(γ)
= m. (59)
Denoting by Binv(m) the inverse of the Eq.(59), we get in the thermodynamic limit
sconf = lim
N→∞
1
N
ln Ωconf = −mBinv(m) + ln I0(Binv(m)). (60)
Using u = 2(ε+ λ(m2 + ∆/2)), then
s=
1
2
+
1
2
ln 2pi+
1
2
ln 2
+ sup
m
[
1
2
ln(ε+ λ(m2 + ∆/2))−mBinv(m)+lnI0(Binv(m))
]
. (61)
The maximal problem is given by the solution of equation
λ m
ε+ λ(m2 + ∆/2)
−Binv(m) = 0 (62)
where we define g(m) = m
ε+λ(m2+∆/2)
, which is shown in the Figure 4 as the solution of
the Eq.(62). The solution for ε < 1 is shown in the panel (a). The panel (b) show the
function g(m) for ε > 1, where the magnetization is always m = 0. The one solution for
m 6= 0 occurs when ε < 1. Therefore, the Figure 4 shows the function g(m) for different
A solvable problem in statistical mechanics 11
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Figure 5. We depict in (a) the free energy as a function of β, in (b) the entropy s as a
function of the internal energy ε. The critical point is located in βc = 1 and εc = 3/2
for ∆ = −2 and λ = 1.
values of ε.
Calling m = m(β) to the solution of extremal problem for m, finally the entropy
can be expressed by
s=
1
2
+
1
2
ln 2pi+
1
2
ln 2+
1
2
ln(ε+λ(m2(ε)+∆/2))−xBinv(x)+ln I0(Binv(m)).(63)
The Figure 5 show the microcanonical entropy for the problem, and if we take the
derivative respect ε, we recover the canonical solution for the caloric curve, i.e.,
β =
ds
dε
=
1
2(ε+ λ(m2 + ∆/2))
, (64)
which coincides with canonical solution from Eq.(38).
5. Summary and Concluding Remarks
In physics, we find several interesting systems with analytical solutions. Some of them
are related to charges, spins, rotors and dipoles as discussed in standard books of physics.
Some extra examples are introduced in recent literature [15, 16, 17] .
In summary, in the canonical ensemble the problem is analytically solved using
Gaussian integrals as mentioned in Appendix 1, to obtain the magnetization and the
inverse temperature at equilibrium as seen in Eqs.(37) and (38). In addition, in the
microcanical ensemble, we evaluate the number of microstates to get the entropy. It is
noticed that the caloric curve is reobtained from this procedure according to Eq.(64). At
this stage, it is relevant to emphasize that the solution of this system becomes analytical.
However, solvable problems in statistical physics, considering long-range interactions,
are not abundant. Therefore, it is pertinent to highlight that the system of N interacting
dipoles in the mean field approximation is one of them. A perspective of the model is
graphically shown in Figure 1 as dipoles orientated in a ring where the evolution is
defined by evolving orientation in the ring.
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The phases that appear in the phase diagram are illustrated in Figure 2(b) and
Figure 3, whose variables m2 and ε depend on β and Cv depends on 1/β. At low energy,
a phase appears of a single cluster of particles and; at high energy, a homogeneous phase
is recovered. According to Eq.(16) and considering ∆ = −2 and λ = 1, we analytically
obtain the parameters that define the critical point, as critical inverse temperature
βc = 1, critical internal energy εc = 3/2, critical magnetization Mc = 0 as depicted in
Figure 2 and Figure 3. The specific heat grows diverging with the temperature 1/β → 1−
and keeps a constant value Cv = 1/2 whether 1/β > 1, which corresponds to an ideal gas
in one dimension. The partition function is evaluated by the extremum of the Gaussian
integral that is formally called the saddle point method[18, 19, 20]. Additionally, from
the microcanonical entropy for the problem, the thermodynamic quantities are reached
for recovering the canonical solution for the caloric curve.
We show that the slopes dϕ/dβ (Figure 5(a)) and dS/dε (Figure 5(b)), both
are always positive, whenever temperature is also positive. Further, the slope in the
latter figure becomes smaller as energy increases, meaning that temperature becomes
bigger. Therefore, this works out then that temperature is directly related to the energy.
However, in systems with long range interactions, the slope can increase with increasing
energy, before the system reach the equilibrium. This fact can be relevant in dynamical
studies that we will implement in the future. As shown previously[13], the d-HMF model
can give us a good perspective for studying systems with long-range interactions.
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6. Appendix
Using the next identities[21, 22]:√
pi
b
=
∫ ∞
−∞
dx exp
(
−b(x−Mx)2
)
(65)
exp
(
bM2x
)
=
√
b
pi
∫ ∞
−∞
dx exp
(
−bx2 + 2bMxx
)
(66)
and
√
2pib =
∫ ∞
−∞
dy exp
(
−1
2
(
y√
b
+ i
√
bMy)
2
)
(67)
exp
(
−bM
2
y
2
)
=
√
1
2pib
∫ ∞
−∞
dy exp
(
−y
2
2b
− iMyy
)
(68)
Applying to the current problem b = βλN . In equilibrium, it is expected a symmetric
distribution of orientations ρ(θ); therefore, My =
∑
i
sin θi
N
≈ ∫ 2pi0 dθ sin θρ(θ) vanishes
when N is large, then we have:
exp
(
βλNM2x
)
=
√
βλN
pi
∫ ∞
−∞
dx exp (−βλNx2 + 2βλx∑
i
cos θi) (69)
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and
exp
(
−βN λ
2
M2y
)
=
1√
2piβλN
∫ ∞
−∞
dy exp (− y
2
2βλN
) = 1 (70)
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