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ABSTRACT 
 
Pleiotropy refers to the shared effects of a gene or genes on multiple phenotypes, a major 
reason for genetic correlation between phenotypes. For example, for osteoporosis, bone 
mineral densities at different skeletal sites may share common genetic factors; thus, 
examining the shared effects of genes may enable more effective fracture treatments. To 
date, methods are not available for estimating and testing the pleiotropic effects of single 
nucleotide polymorphisms (SNPs) in genetic association studies. In this dissertation, we 
explore two types of methods to evaluate the SNP-specific pleiotropic effect based on 
multivariate techniques. First, we propose two approaches based on variance components 
(VC) analysis for family-based studies, which quantify and test the pleiotropic effect by 
examining the contribution of specific genetic marker(s) to polygenic correlation or 
covariance of traits. Second, we propose a multivariate linear regression approach for 
population-based studies with samples of families or unrelated subjects. This method 
partitions the specific effect of the marker(s) from phenotypic covariance. We evaluate 
the performance of our proposed methods in simulation studies, compare them to existing 
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multivariate analysis methods and illustrate their application using real data to assess 
candidate SNPs for osteoporosis-related phenotypes in the Framingham Osteoporosis 
Study. In contrast to existing methods, our newly proposed approaches allow the 
quantification of pleiotropic effects. The bootstrap resampling percentile method is used 
to construct confidence intervals for statistical hypothesis testing. Simulation results 
suggest that the VC-based approaches are affected by the polygenic correlation level. The 
covariance analysis approach outperforms the VC-based approaches, with unbiased 
estimates and better power, which remain consistent regardless of the polygenic 
correlation. In addition, the covariance analysis approach is simple to implement and can 
be applied to both family data and genetically unrelated data. Using simulation, we also 
show that existing methods, such as MANOVA, can have high rejection rates when a 
SNP has a large effect on a single trait, which prevent us from using them for pleiotropic 
effect analysis. In summary, this dissertation introduces promising new approaches in 
multiple phenotypic models for SNP-specific pleiotropic effect. 
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Chapter 1: Introduction 
1.1 Motivation and Background 
Pleiotropy, the shared effects of a gene or genes on multiple phenotypic traits, is a 
common focus of genetic studies. For example, osteoporosis is a common disease 
characterized by low bone mass and loss of bone tissue that may lead to increased 
susceptibility to fracture, particularly in the hip, spine and wrist (Kanis 2002). According 
to the 2004 Surgeon General’s Report, osteoporosis has become the most important 
public health threat in the United States. Ten million Americans over 50 years of age are 
estimated to have osteoporosis and another 34 million are estimated to have reduced bone 
mass which puts them at increased risk of fractures (Blake and Fogelman 2007). Previous 
studies use bone mineral density (BMD) as a proxy for osteoporosis because a low BMD 
is known to contribute to increased risk of bone fragility (Kanis et al. 2006). The position 
statement of the International Society for Clinical Densitometry (ISCD) suggests that a 
combination of BMD assessments in more than one region of the body could improve 
risk assessment in clinic practice (Lewiecki et al. 2004).  
In humans, BMD is a highly heritable phenotype (Eisman 1999; Ralston 2002). 
For example, the heritability of BMD at the spine and hip is estimated to range from 70% 
to 85% (Ralston 2002). Several studies examine the relationship between genetic factors 
and osteoporosis related phenotypes (Deng et al. 1999; Livshits et al. 1999; Deng et al. 
2002; Ralston 2002; Karasik et al. 2002; Karasik et al. 2010). Some of these studies have 
found that BMD at different skeletal sites may share common genetic factors (Deng et al. 
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1999; Livshits et al. 1999; Deng et al. 2002; Karasil et al. 2002). Examining the shared 
effects of genes between osteoporosis-related traits will result in a better understanding of 
the mechanism of risk and may make a great contribution to more effective fracture 
treatments. 
Pleiotropic effects are the main causes for the existence of a genetic correlation 
between traits (Falconer and Mackay 1996). We are concerned with what factors and to 
what extent result in sets of correlated traits. Thus, “Does a quantitative trait locus (QTL) 
have shared effects on multiple traits?” is an interesting question and is particularly 
important in genetics research, where QTL refers to a region of a chromosome within 
which one or more genes contributes to the variation observed at a quantitative trait 
(Gardner and Latta 2007). A comprehensive understanding of pleiotropy may contribute 
to disease treatment and medicine development. Davignon (2004) pointed out that 
pleiotropic effects may relate to the primary mechanism of a drug whose action could be 
undesirable, neutral or beneficial. For example, “pleiotropic effects of statins include 
improvement of endothelial dysfunction, increased nitric oxide bioavailability, 
antioxidant properties, inhibition of inflammatory responses, and stabilization of 
atherosclerotic plaques. These and several other emergent properties could act in concert 
with the potent low-density lipoprotein cholesterol-lowering effects of statins to exert 
early as well as lasting cardiovascular protective effects. Understanding the pleiotropic 
effects of statins is important to optimize their use in treatment and prevention of 
cardiovascular disease” (Davignon 2004). 
3 
 
  
 
 A QTL with pleiotropic effects may be detected by using multivariate statistical 
analysis, which deals with multiple dependent variables and exploits some inherent 
interdependent information from genetic and phenotypic correlations between traits 
(Korol et al. 1995; Knott and Haley 2000; Gilbert and Le Roy 2003). Multivariate 
analysis provides potentially more insight into the nature of the genetic correlations 
between different traits. Jiang and Zeng (1995) suggest that analyzing multiple traits 
simultaneously by fitting a pleiotropic QTL in multivariate approaches would increase 
power if the true model examines pleiotropy. 
 
1.2 Purpose of the Study 
Earlier studies have put a great deal of effort into multivariate methods for 
quantitative variables, such as Multivariate Analysis of Variance (MANOVA) and 
Generalized Estimating Equations (GEE); however, their utilities of applying to 
pleiotropic effect analysis is not always clear. For example, in statistical hypothesis 
testing of a single pleiotropic QTL effect on two correlated traits (   and   ), one can 
apply bivariate linear models 
              ;                                             (1.1) 
               , 
where    is the mean if trait i;    is the effect of the QTL on the ith trait;     is a residual 
error for trait i,  (  )   ,    (     )      ,        . The hypothesis is to determine if 
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a QTL has shared effects on multiple traits. Symbolically, the hypotheses can be 
expressed as  
                                       
 The null hypothesis is compound, including three cases: 
             ; 
             ; 
             . 
We reject the null hypothesis if QTL has shared effects on all traits. However, the 
hypotheses of some existing methods are 
                                       
With these methods, it is impossible to judge if the rejection comes from the real 
pleiotropic effect or a strong effect on a single trait only. If any association between 
trait(s) and gene(s) is very strong, these methods cannot conclude that there is pleiotropy 
because the possibility that the gene may only affect one of the traits. 
Therefore, the purpose of this dissertation is to develop effective statistical 
approaches to evaluate pleiotropic effects based on multivariate techniques, as presented 
in the following chapters:  
 
Chapter 2 provides in-depth descriptions of five current methods of multivariate 
analysis. We discuss their pros and cons and probe their underlying problems in 
pleiotropic effect analysis.  
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Chapter 3 investigates variance components analysis of shared genetic and 
environmental correlations in bivariate polygenic models. We provide insight into marker 
specific pleiotropic effects by partitioning the specific effect of the marker(s) from the 
polygenic genetic variance components. We then propose polygenic genetic correlation 
and genetic covariance analyses approaches for family-based studies by examining the 
contribution of specific genetic marker(s) to polygenic correlation and covariance of 
traits. We test and quantify the pleiotropic effect of a marker by comparing polygenic 
correlations or covariances from polygenic models with and without adjustment for the 
marker. We evaluate the performance of these approaches by using simulation studies 
with respect to bias, power and type I error with family data. 
 
Chapter 4 investigates multivariate linear regression models and explores marker(s) 
specific pleiotropic effects by partitioning the contribution of specific genetic marker(s) 
from the phenotypic covariance. We develop a covariance analysis (CovA) which can be 
used for population-based studies with samples of families or unrelated subjects. We test 
and quantify the pleiotropic effects of specific marker(s) by using the regression 
coefficients from multivariate analysis and the covariance between marker(s). We assess 
bias, type I error and power of CovA by using simulation studies with unrelated subjects. 
 
Chapter 5 compares our newly proposed approaches with other multivariate statistical 
analysis methods for pleiotropic effects analysis, focusing on bias, power and Type I 
error for family data and unrelated data. 
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Chapter 6 applies our proposed methods to assess candidate SNPs that are likely to 
contribute shared effects in relation to osteoporosis-related phenotypes as a real data 
example. In order to evaluate the pleiotropic effect of 38 SNPs which are associated at 
       with both FN and LS BMD (Karasik et al. 2010), we apply (1) CovA to a 
sample of genetically unrelated subjects and (2) CovA, genetic correlation and covariance 
approaches to a sample of family related subjects.  
 
Chapter 7 discusses the overall research results, limitations and future work.  
 
1.3 Definitions of Symbols 
 
Symbols employed in this study are defined below: 
  ---- A phenotypic correlation between traits, which shows how strongly traits are 
related (Searle 1961). It can be partitioned into genetic components and 
environmental components (Mahaney et al. 1995). 
  ---- A polygenic genetic correlation between traits, which represents the extent 
of any genetic influences on the traits (Neale and Maes 1996). 
   ---- A residual polygenic correlation between traits, which represents the extent 
of shared residual additive genetic influences on the traits which excludes 
the genetic effects contributed by the major gene. 
  ---- An environmental correlation between traits, which represents the extent of 
shared environmental influences on the traits. 
7 
 
  
 
    ---- The additive genetic correlation between the traits due to the effects of the 
QTL, which is a measure of shared major gene effects near the region. 
       ---- A difference of the polygenic correlation in the model without adjustment 
for the SNP effect to the residual polygenic correlation in the model with 
adjustment for the SNP effect. 
   
 ---- Heritability for trait i, which is the proportion of phenotypic variance due to 
genetic factors for trait i. 
    
 ---- Residual heritability for trait i, which is the fraction of phenotypic variance 
due to genetic factors after the QTL effect has been accounted for. 
   
 ---- QTL heritability for trait i, which is the proportion of variance attributable to 
the QTL effect. 
    ---- Phenotypic covariance between traits. 
    ---- A polygenic genetic covariance between traits, which represents the extent 
of any genetic influences on the traits. 
     ---- A residual polygenic covariance between traits, which represents the extent 
of shared residual additive genetic influences on the traits which excludes 
the genetic effects contributed by the major gene. 
    ---- Environmental covariance between traits, which represents the extent of 
shared environmental influences on the traits. 
      ---- The genetic covariance between the traits due to the effects of the QTL, 
which is a measure of shared major gene effects near the region. 
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         ---- A difference of the polygenic covariance in the model without adjustment 
for the SNP effect to the residual polygenic covariance in the model with 
adjustment for the SNP effect. 
  ---- Pleiotropic effect(s). A single gene or genes having effects on more than one 
trait. 
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Chapter 2: Literature Review  
Multivariate analysis is a statistical approach for dealing with more than one 
response variable. These variables might correlate with each other; hence, we need to 
take into account their statistical dependence. In contrast to univariate analysis which has 
only one dependent variable, multivariate analysis has more response variables, resulting 
in a structure of several regression equations. Multivariate analysis has a number of 
advantages. First, since more information is analyzed simultaneously, a multivariate 
model may provide more significant results (Stearns et al. 2005), indicating greater power 
of the test (Schork et al. 1994; Korol et al. 2001). Second, it can increase precision of the 
parameter estimation (Jiang and Zeng 1995; Korol et al. 1995; Gilbert and Le Roy 2004; 
Stearns et al. 2005). Third and most important to genetic research, multivariate analysis 
can improve the detection of potential QTLs whose effects are too small to be found in 
single-trait analyses, and it can allow testing hypotheses involving multiple traits. These 
facilitate the investigation of genetic mechanisms such as pleiotropy and multiple linked 
QTLs (Jiang and Zeng 1995; Mangin et al. 1998; Williams et al. 1999; Gerbens et al. 
2001; Grindflek et al. 2001; Ovilo et al. 2002; Stearns et al. 2005).  
Existing literature and research have developed a number of multivariate methods 
to simultaneously analyze the traits of interest. In this chapter, we present brief reviews of 
the literature for five commonly used statistical methods: generalized estimating 
equations (GEE); multivariate analysis of variance (MANOVA); principal components 
(PC) analysis; structural equation modeling (SEM) and conditional analysis.  
10 
 
  
 
2.1 Generalized Estimating Equations  
 
Liang and Zeger proposed the method of Generalized Estimating Equations 
(GEEs) in 1986 (Liang and Zeger, 1986). This approach is typically used in longitudinal 
(Zorn 2001; Ballinger 2004) and clustered (Stoner 2002) studies that primarily focus on a 
single trait with multiple observations, such as a single outcome measured repeatedly on 
the same subject. GEE uses quasi-likelihood for modeling correlated responses which 
could be either continuous or discrete. The GEE approach offers many advantages to 
researchers who are interested in modeling correlated data (Zorn 2001). First, the 
outcome variable could take a wide range of forms in data collection. Second, the GEE 
models allows for substantial flexibility in specifying the working correlation structures 
to account for the within-subject correlations and offer the potential for valuable 
substantive insight into the nature of that correlation. In addition, even if a correlation 
structure is misspecified, the estimation of population-averaged regression coefficients is 
still consistent under certain regularity conditions. Moreover, GEE models are available 
in many current software packages and the result is easy to interpret, similar to the 
commonly used models for uncorrelated data.  
Take osteoporosis as an example, the multiple measurements from the vertebral 
levels of the same patient tend to be correlated. Let    be the vertebral measurement of 
BMD at the jth level (       ). In addition to being influenced by environmental 
effects, the measurements are governed by some genetic factors. If the genotypes of a 
major genetic marker are observable, we incorporate this marker into the GEE model and 
test if the observed genetic marker is associated with the observed traits. A special data 
11 
 
  
 
structure is needed for multiple measurements. First, we put values for trait variables for 
each subject into one column and name it as  . Second, we create a dummy variable 
TRAIT. An unstructured correlation matrix is specified for each subject. GEE regression 
model can be expressed as 
                       (          )                  ,  
                              (2.2) 
where     (single nucleotide polymorphism, a most common type of sequence 
variation) denotes the genetic marker with observed genotypes which has a fixed effect 
on   ;          are non-genetic k predictor variables or covariates;           are 
regression coefficients;    is a random error,  (  )   ,    (     )      ,          . 
The hypothesis of model (2.2) in GEE is to test the main effect and interaction 
effect, assessing the association between multiple BMD values and the SNP. 
                           . 
It is a chi-square test with 2 degrees of freedom. 
In multiple observations of the same trait, pleiotropy is defined as the shared 
effects of a gene or genes on multiple measurements. GEE leaves open the possibility of 
rejection the null hypothesis when the association between the SNP and any BMD 
measurement(s) is very strong. Therefore, rejecting of    does not necessarily imply 
pleiotropy. 
 
12 
 
  
 
2.2 Multivariate Analysis of Variance 
Multivariate Analysis of Variance (MANOVA) is another traditional method of a 
population-based multivariate approach. It is a generalized form of analysis of variance 
(ANOVA), considering situations where multiple outcomes are measured one or more 
times on the same subject. Each outcome represents the measurement of a different 
characteristic or repeated measures on the same trait.  
In osteoporosis study, BMD and cross sectional area (CSA) are two correlated 
osteoporosis-related phenotypes. Let    denote the value of jth trait (j=1,2). If we can 
observe the genotypes of a major genetic marker, the multivariate regression models 
incorporate it as a fixed effect.  
                                ,                       (2.3) 
                                , 
where     denotes the genetic marker with observed genotypes;          are non-
genetic k predictor variables or covariates;               are regression coefficients;    is 
a random error,  (  )   ,    (     )      ,        . The hypotheses in MANOVA 
are:  
                                       . 
We reject the null hypothesis if     or     , or both     and    , does not equal to 
zero. In MANOVA, we use a multivariate F value (Wilks’  ) rather than a univariate F 
value (French et al. 2006),  and the Hotelling’s    test in MANOVA is analogous to the 
univariate t test in ANOVA (Carey 1998). 
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It is noteworthy that Chidambaram concluded there are two advantages of 
MANOVA compared to multiple ANOVAs. It accounts for multiple testing and thus 
does not inflate the type I error rate, and it also accounts for the relationship between 
dependent variables.  
However, the results of a MANOVA simply measure the degree of relationship 
between a set of traits and a single SNP. It does not tell that how many traits and which 
traits are influenced by this SNP. In addition, similar to GEE, a significant MANOVA 
result does not necessarily imply pleiotropy. 
 
2.3 Principal Components Analysis 
Principal components (PCs) analysis describes the variation in a set of 
multivariate data in terms of a group of uncorrelated variables (Pearson 1901; Hotelling 
1933). Its basic idea is to explain variation within and covariation between a large 
numbers of observed variables with a smaller numbers of principal components. PCs 
analysis reduces dimensionality by rejecting low variance features and then performs a 
univariate analysis of a synthetic linear combination of the outcomes in which most of the 
information from the data is summarized (Gilbert and Roy 2003). Weller et al. (1996) 
recommended applying PCs analysis on multi-trait detection of QTLs. First, conduct PCs 
analysis on multiple quantitative traits. PCs are calculated from the correlation matrix of 
the traits where data all individuals are assumed to be independent. Suppose     is the tth 
synthetic combination of the traits, named the tth PC. One can apply a linear regression 
14 
 
  
 
model to estimate and test for the association between an observed major genetic marker 
and the PCs of phenotypes rather than the individual phenotypes. 
                                  ,                  (2.4) 
where     denotes the genetic marker with observed genotypes;          are non-
genetic k predictor variables or covariates;              are regression coefficients for 
the tth PC;    is a random error which is assumed to be distributed as  (     
 ). The 
statistical testing is to assess the association between each combined trait represented by 
    and the SNP. The hypotheses of the tth PC can be expressed as 
                             
Wu (2009) proposed two extensions to the variable reduction approach: canonical 
correlation analysis (CCA) using sample splitting and principal component of QTL 
heritability (PCQH) using sample splitting, which are similar in spirit to principal 
components of phenotypes. The samples are split into two subsets without “crossing”, 
one for obtaining the weight vector and the other one for association testing. 
Stearns et al. (2005) pointed out there is a clear gain of power with the variable 
reduction techniques over univariate models to detect loci on the original traits since 
fewer tests need to be performed. The disadvantage of using variable reduction in QTL 
analysis is that in terms of traits, the interpretation of the estimated effects might be not 
easy (Stearns et al. 2005; Koshkoih 2006). Because the combined variables are composed 
of a specific partition of the phenotypic covariance, they may not reflect the associated 
QTL covariance (Gilbert and Le Roy 2003; Stearns et al. 2005). Even if there is an 
15 
 
  
 
association between the QTL and a combined variable, it is ambiguous how many traits 
or which traits share the pleiotropic effects.  
 
2.4 Conditional Analysis 
Because of the pleiotropic effects of genes, there exists some degree of correlation 
among multiple quantitative traits. QTL changes on one trait might result in simultaneous 
responses on other related traits (Li et al. 2006). Conditional analysis uses one trait (  ) 
as a covariate in the analysis of another trait (  ), and then the contribution of    can be 
excluded from the variation of    (Zhu 1995; Liu et al. 2008). The remaining variation of 
  , defined as conditional variation, indicates the extra effect of genes that are 
independent of    (Atchley and Zhu 1997; Liu et al. 2008).  
 The multiple linear regression model used in conditional analysis is 
                                 ,                 (2.5) 
where    denotes the trait as dependent variable and    denotes a second trait as a 
covariate.     denotes the genetic marker with observed genotypes and          are 
non-genetic k predictor variables or covariates.    is the effect of the    of interest, 
adjusted for    and other covariates;    is the effect of    on the response   , adjusted for 
the     effect and non-genetic covariates;           are regression coefficients of 
non-genetic covariates;   is a random error which is assumed to be distributed as 
 (    
 ). 
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 Li et al. (2006) reminded that one has to determine which trait to appropriately 
use as a covariate. For instance, it is inappropriate to use a trait with smaller SNP effect 
as the dependent variable. This decision can be informed from the known relationships 
among the traits from previous studies or can be carried out systematically from a set of 
unconditional univariate analyses: 
                                ,                      (2.6) 
                                .                      (2.7) 
A substantial change in the regression estimates of a marker between the 
uncondtitional model (2.6) and the conditional model (2.5) reveals a presence of 
pleiotropic effect (Li et al. 2006). However, this approach does not focus on the 
contribution of marker(s) to the phenotypic covariance. Therefore, it does not quantify 
and test pleiotropic effect. 
 
2.5 Structural Equation Modeling 
Structural Equation Modeling (SEM) includes a type of analysis referred to , also 
known as path analysis, a straightforward extension of multiple regressions. SEM can 
include both manifest (observed) variables as well as latent (unobserved) variables 
whereas path analysis in the usual sense only models manifest variables.  The purpose of 
SEM and path models is to account for variation or covariation of the measured variables 
and to distinguish direct from indirect effects in mediation models. According to Wright 
(1934) and Li et al. (2006), one important feature of SEM is that it is flexible to 
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distinguish direct and indirect effects of a QTL on a trait, and then it is feasible to 
calculate and compare the relative strengths of effects along different paths. Regression 
coefficients between the exogenous (or independent) and the endogenous (or dependent) 
variables present the effect of a direct path from a QTL to a trait (Shipley 2000; Li et al. 
2006).  
Li et al. (2006) proposed a methodology of using SEM for the analysis of 
multilocus and multitrait genetic data in the following steps: 
1. Identify SNPs for each individual phenotype based on a linear model   
                                ,                      (2.8) 
                                .                      (2.9) 
where    and    denote traits;     denotes the genetic marker with observed genotypes; 
        are non-genetic k predictor variables or covariates;              are regression 
coefficients;    is a residual error which is assumed to be distributed as  (     
 ),    
   .  
2. Perform conditional analysis using one trait as a covariate in the analysis of 
another trait. 
                                 ,                 (2.10) 
where    denotes the trait as dependent variable;    denotes the trait as a covariate;    is 
the effect of the    of interest, adjusted for    and non-genetic covariates;    is the 
effect of    on the response   , adjusted for the     effect and non-genetic covariates. 
The trait to use as covariates should be chosen carefully. The SNP effect on the 
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dependent variable should not be smaller than that on the covariate.The comparison of 
results from unconditional and conditional models can give a first insight into the causal 
relationship among the phenotypes.  
3. Construct initial SEM by including SNPs identified in step 1 and 2. The 
conditioning trait to the response is also added. Figure 2.1 shows the path diagram of a 
mediation model. 
 
 
 
 
 
 
 
Figure 2. 1 Example of path diagram and structural equation modeling. 
This path diagram corresponds to the structural equation models (2.11) 
                                  ,                (2.11) 
                                                             .   
with    (     )   . Note that the model parameters are typically estimated using the 
observed covariance matrix; so there is no intercept term in the model (Lattin et al. 2003). 
Next, assess the model in terms of goodness of fit by comparing the predicted and 
observed covariance matrices and by significance tests for individual path coefficients. 
Finally, refine the model by proposing and assessing alternative models. Either the 
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likelihood ratio test or other model selection criteria, such as the AIC, can be used to 
compare models. Model refinement and assessment are often carried iteratively (Li et al. 
2006; Rosa et al. 2011). 
SEM provides an intuitive and precise characterization of the genetic architecture 
underlying complex traits. For those SNPs that are associated with multiple traits, SEM 
establishes the relative contributions of the direct and indirect effects (Li et al. 2006). If a 
SNP(s) has effects on multiple traits, SEMs may help identify the existence of pleiotropy. 
However, similar to the conditional analysis, it cannot quantify and test pleiotropic 
effects. 
 
2.6 O’Brien Method 
O’Brien (O’Brien 1984) and Wei and Johnson (Wei and Johnson 1985) 
recommended an approach of combining univariate test statistics of multiple phenotypes 
which can contain a mixture of quantitative and qualitative measures (Yang et al. 2010).  
Suppose    is the value of jth trait (j=1,2), one can apply a linear regression model 
to approximate the relationship between trait    and an observed major genetic marker.  
                                ,                      (2.12) 
                                .                      (2.13) 
        are non-genetic k predictor variables or covariates;              are regression 
coefficients;    is a residual error which is assumed to be distributed as  (     
 ),    
   . Let   (     )
  be a vector of test statistics representing the association of each 
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individual trait and the genetic marker, which is assumed to follow a multivariate normal 
distribution with mean   (       )
  and covariance matrix  . The hypotheses are: 
                                       . 
O’Brien proposed the linear combination of       with weight   (   )
 , 
         ,                                                      (2.14) 
which is most powerful among a set of test statistics that are linear combinations of       
if          . Under the null hypothesis,   is normally distributed with variance 
       (Wu 2009; Yang et al. 2010). 
The power of the O’Brien method may be eroded if parameters being estimated 
are very different from each other. Therefore, Wu (2009) proposed two extended 
strategies, sample splitting method and cross-validation using re-simulations, improving 
the O’Brien approach to deal with heterogeneous  ’s. 
These approaches can be used to integrate univariate GWAS results of 
multivariate phenotypes, but does not qualify them as a screening tool for pleiotropic 
effects. For each SNP, combining univariate test statistics approaches focus on detecting 
the SNP effect on at least one of the phenotypes, rather than the shared SNP effect on all 
of the phenotypes. Therefore, these approaches may be less optimal for the pleiotropic 
effect analysis when a SNP has no effect on any of phenotypes. 
2.7 Summary 
Unlike univariate analysis, multivariate analysis goes beyond the simple 
descriptive purposes and focuses more on the relationship between multiple variables. 
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Thus, multivariate analysis is used to investigate the contribution of a gene or genes to 
multiple phenotypic traits in a genetic study.  
In this chapter, we have reviewed six multivariate analysis methods. GEE and 
MANOVA conduct an overall test of SNP effects on multiple traits based on a regression 
model. A similar limitation in pleiotropic effect analysis has been discussed in GEE and 
MANOVA. If a genetic marker is strongly associated with any trait, GEE and MANOVA 
possibly make a wrong conclusion of a marker specific pleiotropic effect on traits. In 
terms of dimension reduction approach, such as PCs analysis, it would be difficult to 
interpret the result of the estimated effects from the combined variables and discriminate 
how many trait and which traits share the genetic effects. Both SEM and conditional 
analysis help identify the presence of pleiotropic effects, but neither of them provides 
insight into the genetic influence of variation in multiple traits. Thus, they do not quantify 
and test pleiotropic effects of a major gene locus. As to approaches of combining 
univariate test statistics of multiple phenotypes, such as O’Brien method, they 
concentrate on assessing the genetic marker affecting at least one of the phenotypes. In 
sum, no previously developed methods can be directly applied for pleiotropic effect 
analysis.  
 
Therefore, new methods are needed to evaluate marker specific pleiotropic effects 
where a strong association between a SNP and a trait should not significantly influence 
the overall effect. The new methods will explore the underlying principle behind 
pleiotropic effect by examining the contribution of specific genetic marker to genetic 
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correlation or genetic covariance of traits. Family data should be appropriately considered 
in these methods.  
Several researchers have recommended a variance components analysis that 
partitions the observed phenotypic variance into components attributable to genetic and 
environmental causes (Schork 1993; Amos 1994; Blangero 1995; Lynch and Walsh, 
1998). This method can localize pleiotropic QTL in a certain region with family data in a 
bivariate linkage analysis (Stein et al. 2004; Zhao et al. 2008). However, the new 
methods in this dissertation investigate the associations between a genetic marker and 
traits. In the next chapter, we propose a method of marker specific pleiotropic effect 
based on VC analysis in association studies.  
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Chapter 3: Variance Components Analysis-Based Approaches on 
Pleiotropic Effects 
In this chapter, we propose two approaches based on VC analysis for family-
based studies. First, we introduce some background about VC analysis. Second, we 
develop genetic correlation and covariance approaches and examine their performance on 
estimates across different residual polygenic correlations using simulation studies. Third, 
we compare these two approaches under different residual polygenic correlations on bias, 
type I error and power using the bootstrapping resampling method. Finally, we explore 
the impact of environmental correlation and minor allele frequency on both approaches. 
 
3.1 Introduction 
Variance Components (VC) Analysis is one of the most popular approaches of 
genetic multivariate analysis for family data. This concept was introduced by R. A. Fisher 
in 1918. Lange and Boehnke (1983) and Boehnke et al. (1986) established the theoretical 
foundation of polygenic variance components analysis for multivariate traits. Almasy et 
al. (1997), and Almasy and Blangero (1998) later extended VC approach to multipoint 
linkage analysis. In addition, they built up the multivariate VC analysis method by 
decomposing pleiotropic effects of a major locus and the genetic effects of residual 
polygenes.  
Today, VC analysis is widely applied to family data involving genetically related 
individuals (Almasy et al. 1997; Williams et al. 1999). Allison et al. (1999) pointed out 
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that the model can fit phenotypes with any general complex pedigree structure, but this 
model is sensitive to the normality assumption. Violation of multivariate normality 
assumption may lead to inflated type I error. Therefore, it is unwise to blindly apply the 
variance components analysis in QTL mapping without regard to the phenotypic 
distribution. When family sizes are large, the estimates of QTL location and effects are 
accurate (Grignola et al., 1996). 
 Genetic researchers often use variance components analysis in the context of 
linkage studies. Genetic Linkage is a term that describes the tendency of genes and other 
genetic markers to be inherited together because their locations are near one another on 
the same chromosome (Davies and Soundy 2009). Linkage analysis has been applied to 
estimate the genetic distance between genetic markers or between genetic markers and a 
trait locus in family subjects (Feingold 2001). The primary goal of linkage analysis is to 
localize genes influencing a specific trait on the human genome, which typically serves as 
the first procedure in genetic studies. Specifically, multivariate linkage analysis can 
localize pleiotropic QTL in a certain region for multiple correlated phenotypic traits 
(Stein et al. 2004; Zhao et al. 2008). 
Historically, genetic association analysis usually follows linkage analysis, 
establishing associations between genetic polymorphisms of a particular candidate gene 
and phenotype(s) in a population-based study with samples of families or unrelated 
subjects, where the genetic marker is observable (Haines and Pericak-Vance 1998; 
Feingold 2001; Ralston and De Crombrugghe 2006; Lunetta 2008). Association studies 
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are comparatively more powerful than linkage analysis to detect small effects (Cordell 
and Clayton 2005; Ralston and De Crombrugghe 2006; Wu 2009).  
In this research, we apply the ideas and principles of bivariate polygenic VC 
analysis to human genetic association studies.  
 
3.2 Background 
           Variance components analysis decomposes the observed phenotypic variance into 
components attributable to genetic and environmental causes under a general linear 
model (Schork 1993; Amos 1994; Blangero 1995; Lynch and Walsh 1998). The basic 
genetic model  is 
      ∑       
 
   ,                                    (3.1) 
where   is the vector of trait value;   is the overall mean;   is a random polygenic effect; 
   is the effect size of    (       );    is the kth environmental predictor variable; 
and   is a residual variability uncorrelated with the genetic factors and covariates (North 
et al. 2003; Bauman et al. 2005). 
The phenotypic variance usually consists of the genetic and environmental 
components 
  
    
    
    
 ,                                                (3.2) 
where    is a variance with subscripts P, A, D and e representing phenotypic, polygenic 
additive, polygenic dominant and environmental variance. This equation can be 
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simplified in a narrow sense of heritability by removing the dominant term (  
 ). An 
update can be obtained as 
  
    
    
 ,                                                    (3.3) 
where   
  represents the additive genetic effects (Lange et al. 1976; Falconer 1981; Hanis 
et al. 1983; Cheverud 1988; Amos 1994; Allison et al. 1998; Williams et al. 1999). Here 
heritability (  
 ) is defined as the proportion of phenotypic variance unexplained by 
covariates that can be attributed to additive genetic effects 
  
    
    
 .                                                      (3.4) 
 
3.2.1 QTL Model for a Univariate Trait 
 
After further decomposing the genetic component into two parts, the genetic 
component due to the QTL effect and the residual genetic component, the polygenic 
model with a major gene is given by  
         ∑       
 
   ,                                  (3.5) 
where   is a random variable indicating an unobserved major locus component in linkage 
analysis;
 
   is a random polygenic effect.   isolates the contribution of the major gene 
from the polygenic background (Bauman et al. 2005). The previous genetic variance is 
also partitioned into two parts  
  
     
    
    
 ,                                               (3.6) 
where   
   represents the QTL variance and    
  represents the residual polygenic genetic 
variance.  
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The QTL heritability is defined as the percentage of variation explained by the 
QTL 
  
    
    
 .                                                   (3.7) 
3.2.2 QTL Model for Multivariate Traits 
 
These ideas extend readily to multivariate situations. Without losing generality, 
we restrict our discussion to two traits in which both traits are simultaneously considered. 
Compared with the univariate polygenic model, the bivariate polygenic model 
additionally estimates the genetic and environmental correlations between both traits. 
Let    and    be the corresponding random traits. The bivariate traits can be 
expressed as   (  
    
 )   with the mean  
 ( )    ,                                                  (3.8) 
where   (
  
  
)  is a block diagonal design matrix specifying the covariates,   
represents the regression coefficient matrix (Bauman et al. 2005). 
Lange and Boehnke (1983) and Lange (2002) derived the decomposition of the 
covariance matrix  
  [
   
         
           
 ]     [
   
         
           
 ]    
 [
   
         
           
 ]   ,                                                               (3.9) 
where  is the Kronecker product operator. The three Kronecker products appearing in 
this equation correspond to the residual polygenic contribution, the major gene 
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contribution, and the random environmental contribution, respectively;    is the shared 
residual additive genetic influence on the traits;    is the shared major gene effects; and 
   is the shared environmental influence on the traits.   is the kinship matrix whose 
elements are defined as the probability that a gene selected randomly from person i and a 
gene selected randomly from the same autosomal locus of person j are identical by 
descent (IBD) (Bauman 2005).   is a matrix whose elements are the estimated proportion 
of genes shared identical by descent at the QTL, by individuals i and j (Williams 1999).  
If we replace the 2 2 covariance matrices on the left of each Kronecker product 
by     covariance matrices, this formula will be generalized to r multivariate traits.  
 
3.3 Analysis of Pleiotropic Effect Using Genetic Correlation  
Mahaney et al (1995) introduced a decomposition of the phenotypic correlation, 
which consists of the genetic components and environmental components.  
     √   
    
    √(     
 )(     
 )                           (3.10) 
where   is a correlation with subscripts P,  , and e representing phenotypic, polygenic 
additive and environmental correlations, respectively, for trait1 and trait2;    
  and    
  
are the heritabilities (  
    
    
 ) for trait1 and trait2; (     
 ) and (     
 ) are the 
proportions of phenotypic variance due to environmental factors ((    
 )    
    
 ) for 
trait1 and trait2 (Falconer 1981; Mahaney et al. 1995).  
The polygenic correlation (  ) relative to the phenotypic correlation (  ) can be 
simply evaluated in terms of model (3.10). The significance of    can be assessed by 
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means of likelihood ratio tests. The likelihood of model where the correlation is estimated 
is compared with the likelihood of model where the correlation is constrained to zero 
(rejection of      indicates pleiotropy) or to 1 (failure to reject        indicates 
complete pleiotropy) (Vinson et al. 2008). 
If the null hypothesis of      is rejected indicating that traits share the same 
genetic effects, a QTL that influences phenotypic variation in both traits may be detected 
(Vinson et al. 2008). Linkage study or association study can be employed to investigate a 
specific region or a specific marker, aiming to evaluate the major genetic correlation. The 
genetic components can be further partitioned into a major gene components and residual 
polygenic components  
      √    
     
    √   
    
    √(      
     
 )(      
     
 ). 
(3.11) 
An additional parameter estimated in this bivariate model is   , the additive genetic 
correlation between the traits due to the effect of the QTL (Vinson et al., 2008). QTL 
correlation (  ) 
and QTL heritabilities (   
  and    
 ) are ascribed to QTL components. 
The residual genetic correlation (   ) and the residual heritabilities (    
  and     
 ) are 
ascribed to the polygenic components. √    
     
  is the maximum contribution to    
from the polygenic components, which is weighted by     assigning a proportion of 
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√    
     
  to   . √   
    
  is the maximum contribution of the QTL to   , which is 
weighted by    controlling the proportion of the maximum amount of √   
    
 .  
A family-based bivariate linkage analysis allows the inference of pleiotropy 
between the traits from significance of the QTL correlation (Hasstedt and Thomas 2011). 
However, in a population-based association study with samples of families or genetically 
unrelated subjects, existing methods are not applicable to estimate and test the shared 
QTL specific correlation. Therefore, our goal in this chapter is to examine the shared 
genetic and environmental correlations of VC analysis in bivariate polygenic models, and 
assess its utility for analysis of marker specific or SNP specific pleiotropic effects by 
comparing genetic correlations or covariances from bivariate polygenic models with and 
without adjustment for the SNP.  
 
3.3.1 Proposed Method 
 
We propose a method of estimating    from the difference of genetic correlations 
between two bivariate polygenic models:  
Model1(Reduced Model)  
           
 ,                                                (3.12) 
           
 . 
Model2(Full Model)               
     
    
          ,                                       (3.13) 
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          ;
 
   and    are two correlated traits;    and   
  are the mean traits of all individuals;     is a 
random polygenic effect and   
  is a random residual polygenic effect; SNP is 0,1 and 2 if 
the genotype of the individual at the SNP is AA, Aa and aa, respectively;    is the size of 
genetic effect of the SNP of interest on the ith trait;    and   
  are the non-genetic 
(residual) effects,  (  )   ,    (     )      ,  (  
 )   ,    (  
    
 )      
 ,     
   .  
The reduced model (3.12) is a bivariate model containing an intercepts and 
random variables capturing the polygenic effect and a combination of random 
environment and measurement errors, respectively (Lange 2002; Bauman et al. 2005). 
The full model (3.13) additionally contains a SNP variable whose genotypes are fixed 
and observable. We implement an analysis of marker specific pleiotropic effect by 
comparing the polygenic correlation (  ) in the reduced model to the residual polygenic 
correlation (   ) in the full model.  
The hypothesis can be expressed as  
                                   
where                is a difference of the polygenic correlation in the reduced 
model to the residual polygenic correlation in the full model. The estimate could be either 
positive or negative based on the SNP effects on traits that are in the same direction or 
opposite direction. 
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There are no formulas to estimate the variability of the difference of genetic 
correlations. Fortunately, bootstrap resampling allows us to estimate standard errors and 
construct confidence intervals for a wide variety of statistics and provides sufficient 
information to perform statistical hypothesis testing (Hesterberg et al. 2005).  
In bootstrapping, we resample with replacement by family from the original 
sample to create a bootstrap sample of the same family sizes as the original family 
sample. Then we generate an empirical sampling distribution for         with a large 
number of such bootstrapped samples to construct confidence intervals (CIs) and test for 
significance. If a SNP has a pleiotropic effect between traits, we expect to see a 
significant difference in the genetic correlations, with zero is not included in the CI of 
       , suggesting rejection of the null hypothesis.  
 
3.3.2 Evaluation of the Proposed Method Using Simulation Studies  
 
We conducted simulation studies to investigate the performance of VC-based 
genetic correlation approach. One thousand data sets were simulated using the ‘simqtl’ 
command in the statistical software package ---- Sequential Oligogenic Linkage Analysis 
Routines (SOLAR) (http://www.vipbg.vcu.edu/software_docs/solar/doc/index.html) that 
generated the marker and the phenotypic data. Two normally distributed quantitative 
traits and a di-allelic SNP with 10% or 50% minor allele frequency (MAF) were 
generated using 1,000 uncorrelated trios (2 parents and a child). The simulation designs 
were based on: residual polygenic correlation (   ) of 0.1, 0.6 and 0.9; environmental 
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correlation (  ) of 0.0, 0.6 and 0.9; and residual heritability (   
 ) of 0.4. Seven SNP 
heritabilities were considered (  
  0%, 0.5%, 1%, 2%, 3%, 10% and 30% giving the 
size of effect for each SNP as 0, 0.1, 0.1414, 0.2000, 0.2450, 0.4472 and 0.7746 units, 
and the standard deviation for each SNP as 1, 0.998, 0.995, 0.990, 0.985, 0.949 and 
0.837, respectively). Twenty pairs were set for the bivariate traits with different SNP 
heritability combinations (Table 3.1). We used SOLAR’s polygenic analysis function for 
multivariate models to conduct our VC-based analyses. 
The term, t0_t0 denotes a SNP that has no effect on either trait and t0_t   
  
denotes a SNP that has 0% of effect on trait1 but    
 % of effect on trait2, a circumstance 
with no pleiotropy. t   
 _t   
  denotes a SNP with    
 % effect on trait1 and    
 % effect 
on trait2, indicating the existence of a SNP-specific pleiotropic effect. 
 
Table 3. 1 Pairs of SNP effects on bivariate traits in simulations of VC analysis 
No pleiotropy (No effects on T1 and T2) t0_t0 
No pleiotropy (No effect on T1) t0_t05, t0_t1, t0_t2, t0_t3, t0_t10, t0_t30  
Pleiotropic effect on both T1 and T2 
t05_t05, t05_t1, t05_t2, t05_t3, t1_t1, t1_t2, 
t1_t3, t2_t2, t2_t3, t3_t3, t10_t10, t10_30, 
t30_t30  
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. 
 
34 
 
  
 
Simulated data from each sample were analyzed using VC analysis by the 
“polygenic” command in SOLAR to obtain the genetic correlation. The difference of 
genetic correlations from models excluding the SNP effect (3.12) and including the SNP 
effect (3.13) was computed as the contribution of SNP to the polygenic pleiotropic effect.  
The percent bias (%) was calculated as 
             ( )  
        
    
     , 
which was used to indicate the performance of the methods being assessed, provided the 
true value does not equal to zero (Burton et al. 2006). Estimates with percent bias <10% 
are considered as acceptable.  
The whole procedure of simulation can be summarized as follows:  
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Simulation Steps: 
Step1: Generate 1,000 uncorrelated trios (2 parents and a child); 
Step2: Simulate a dataset with two normally distributed quantitative traits and a di-allelic 
SNP using the pedigree structure in Step1. The simulation designs include 20 
SNP heritability scenarios, 3 residual polygenic correlation conditions and 3 
environmental correlation conditions; 
Step3: Conduct bivariate VC analysis for a polygenic model excluding the SNP effect as 
a predictor variable. Estimate the polygenic correlation ( ̂  ); 
Step4: Conduct bivariate VC analysis for a polygenic model including the SNP effect as a 
predictor variable whose genotypes were fixed and observable. Estimate the 
residual polygenic correlation ( ̂   ); 
Step5: Calculate the contribution of the SNP to the polygenic pleiotropic effect by 
:  ̂         ̂    ̂   ; 
Step6: Repeat Steps 2-5 1,000 times for 1,000 replicates;  
Step7: Compute the mean of  ̂           ̂           as  ̂      . 
 
Next, 500 resamples were randomly drawn with replacement from each replicate 
by sampling from 1,000 uncorrelated trios with the same bootstrap sample size. VC-
based analyses were performed for these bootstrap resamples. The intervals between the 
2.5% and 97.5% percentiles of the bootstrap distribution of the difference of genetic 
correlations were used for statistical inference by examining if zero was included in these 
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CIs. We evaluated type I error and power by determining the proportion of CIs 
containing zero in these 1,000 replicates. If the CI does not contain zero then we would 
reject a null hypothesis of zero at the 5% significance level, allowing we to evaluate type 
I error. We used Bradley’s criterion for determining inflated versus conservative type I 
error rates (Bradley 1978). The fraction of rejections above 0.055 is termed as “inflated”, 
whereas an empirical value below 0.045 is termed as “conservative” for a nominal 
      .  
The genetic correlation approach using bootstrapping in simulation method can be 
implemented according to the following steps: 
Bootstrap Steps: 
Step1: Use the same 1,000 simulated data from the simulation procedure; 
Step2: Draw 1,000 trios   
         
  from replicate 1 with replacement; 
Step3: Compute  ̂      (   )
  using   
         
 ; 
Step4: Repeat Steps 2-3 B=500 times. With a large number of new samples, generate an 
empirical sampling distribution for         : { ̂      (   )
     ̂      (     )
 }; 
Step5: Compute the mean of  ̂      (   )
     ̂      (     )
  as  ̂       
 ; 
Step6: Construct the 95% confidence interval from the empirical sampling distribution of   
  ̂      (   )
     ̂      (     )
   as  (   ) ;  
Step7: Repeat Steps 2-6 1,000 times for 1,000 replicates, resulting in 1,000 confidence 
intervals  (   )    (   )      ; 
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Step8: Determine if these confidence intervals cover 0 or not, and calculate the 
proportion of times the 95% confidence interval excludes 0; 
Step9: Compute the mean of  ̂       
     ̂          
  as  ̂      
 . 
 
The polygenic VC analysis using SOLAR is costly and time consuming. The 
average time for accessing the storage and computing the analysis requires 2 minutes for 
one process on an Advanced Micro Devices (AMD) based compute cluster which 
includes one head node (two quad-core 2.7 GHz 64-bit Opteron processors and 16 GB of 
RAM), 32 servers (two 1.8 GHz 64-bit Opteron processors and 2 GB RAM each) and 56 
blades (two dual-core 2.6 GHz 64-bit Opteron processors and 12 GB RAM each (one 
compute node has 32 GB of RAM)). In order to calculate  ̂      , we need 2 processes 
for the full model and reduced model. The total time required to perform VC analysis for 
bootstrapping depends on the simulation size and bootstrapping size. We performed 
1,000 simulations and 500 bootstrapping in each simulation. We can run 20 processes 
simultaneously on many compute nodes. A formula that give an approximate estimate of 
the time is: 
              
 
 (       )      (           )     (              )   (      )
  (       )    (     )    (     )
 
It takes 69 days for each SNP heritability scenario. Thus, it is an incentive to 
conduct the bootstrapping only for selected scenarios. We limit our discussion to nine 
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scenarios with zero, low, medium, or high SNP effect on one or two traits, respectively 
(t0_t0, t0_t3, t0_t10, t0_t30, t1_t1, t3_t3, t10_t10, t10_t30 and t30_t30).  
 
3.3.3 Simulation Results  
 
The difference of polygenic genetic correlations (       ) between the full model 
and reduced model across SNP heritability pairs were explicitly compared by three 
residual polygenic correlation generating values (       , 0.6 and 0.9) under 50% 
MAF and moderate environmental correlation (      ) (Figure 3.1). Each figure 
provides the true         and the mean of the estimated         from VC analysis. 
If a SNP has no effect on at least one trait, we would expect the estimates to be 
zero, indicating non-existence of pleiotropy. When the residual polygenic correlation is 
low, the genetic correlation approach has very little negative bias in the effect estimates, 
if at all (Figure 3.1(A)). The bias increases with the residual polygenic correlation level 
(Figure 3.1 (B)-(C)). 
On the other hand, if a SNP has effects on both traits, we would expect that the 
resulting difference of genetic correlations is greater than zero and increases with large 
variant effects. A significant difference in genetic correlations should provide an 
evidence for the presence of SNP-specific pleiotropic effect. We found very little bias in 
the pleiotropic effect estimate, which decreases as the residual polygenic correlation 
increased. 
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Figure 3. 1 True and estimated values of the difference between polygenic 
correlations from bivariate polygenic models with and without adjustment for a 
SNP 
Three polygenic correlation generating values (   ): 0.1 (A), 0.6 (B) and 0.9 (C).  
MAF=0.5,       ,     
      
      
* t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. 
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Figure 3.1 (Continued) True and estimated values of the difference between 
polygenic correlations from bivariate polygenic models with and without 
adjustment for a SNP 
Three polygenic correlation generating values (   ): 0.1 (A), 0.6 (B) and 0.9 (C).  
MAF=0.5,       ,     
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Figure 3.1 (Continued) True and estimated values of the difference between 
polygenic correlations from bivariate polygenic models with and without 
adjustment for a SNP 
Three polygenic correlation generating values (   ): 0.1 (A), 0.6 (B) and 0.9 (C).  
MAF=0.5,       ,     
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The VC-based genetic correlation approach is affected by the residual polygenic 
correlation level. It is effective only when the polygenic genetic correlation is low.  
Next, we explore the utility of genetic covariances instead of correlations from 
bivariate polygenic models in equation (3.12) and (3.13) to study SNP-specific 
pleiotropic effect.  
 
3.4 Analysis of Pleiotropic Effect Using Genetic Covariance  
3.4.1 Proposed Method 
In (3.10), the phenotypic correlation is the sum of the genetic and environmental 
components. After multiplying by phenotypic variances on both sides, the phenotypic 
covariance can be represented as the sum of the genetic covariance and environmental 
covariance. 
Correlation 
     √   
    
  +   √   
    
 .                                    (3.14) 
Covariance 
  √   
    
     √   
    
 √   
    
         √   
    
 √   
    
             (3.15) 
Thus 
                         √   
    
            √   
    
                         √   
    
  ,               (3.16) 
43 
 
  
 
where    
  and    
  denote the phenotypic variances for trait1 and trait2;    
  and    
  
denote the polygenic variances for trait1 and trait2;    
  and    
  denote the environmental 
variances for trait1 and trait2. 
The covariance model (3.16) can then be written as: 
                                               ,                                            (3.17) 
where     is a covariance with subscripts  ,  , and   representing phenotypic, polygenic 
and environmental covariances, respectively for trait 1 and 2. The polygenic covariance 
from the bivariate polygenic model (3.12) can be expressed as 
       √   
    
 √   
    
 .                                     (3.18) 
Similar to the correlation equation (3.11), the polygenic covariance can be 
decomposed into a major gene covariance and residual polygenic covariance 
                         ,                                 (3.19) 
where        denotes the QTL covariance and        denotes the residual polygenic 
covariance. The residual polygenic covariance from bivariate polygenic model (3.13) can 
be expressed as 
         √    
     
 √   
    
 .                                (3.20) 
To detect pleiotropy, we propose estimating        from the difference of the 
genetic covariances between bivariate polygenic models excluding and including the SNP 
effect (3.12-3.13).  
The hypotheses can be expressed as 
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where                      is a difference of the polygenic covariance in the 
reduced model to the residual polygenic covariance in the full model. The estimate could 
be either positive or negative based on the SNP effects on traits that are in the same 
direction or opposite direction. 
As with the genetic correlation approach, bootstrap resampling is also used for the 
genetic covariance approach to calculated standard errors, construct confidence intervals, 
perform statistical hypothesis testing and compute type I error and power. 
We expect that a significant difference in genetic covariances provide evidence 
for marker specific pleiotropic effects. 
 
3.4.2 Evaluation of the Proposed Method Using Simulation 
The same sets of simulation design and simulation data in section 3.3.2 were used 
here and were analyzed using VC analysis by ‘polygenic’ command in SOLAR to obtain 
the genetic correlation and heritabilities. The difference of genetic covariances from 
models excluding the SNP effect (3.12) and including the SNP effect (3.13) is computed 
as the contribution of SNP to the polygenic pleiotropic effect. The simulation procedure 
is summarized as follows:  
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Simulation Steps: 
Step1: Use the same simulation design and simulation data in section 3.3.2; 
Step2: Estimate the trait variances ( ̂  
  and  ̂  
 ); 
Step3: Conduct bivariate VC analysis for a polygenic model excluding the SNP effect as 
a predictor variable. Estimate the polygenic correlation ( ̂ ) and the heritabilities 
(  ̂  
  and  ̂  
 ), and calculate the estimated polygenic covariance by:     ̂  
 ̂ √ ̂  
  ̂  
 √ ̂  
  ̂  
 ;   
Step4: Conduct bivariate VC analysis for a polygenic model including the SNP effect as a 
predictor variable whose genotypes are fixed and observable. Estimate the 
residual polygenic correlation ( ̂  ) and the residual heritabilities ( ̂   
  and  ̂   
 ), 
and calculate the estimated residual polygenic covariance by:    ̂   
 ̂  √ ̂   
  ̂   
 √ ̂  
  ̂  
   
Step5: Compute the SNP-specific pleiotropic effect by:    ̂          ̂     ̂  :  
Step6: Repeated Steps 2-5 1,000 times for 1,000 replicates.  
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The procedure of the genetic covariance approach using bootstrapping in 
simulations is summarized as follows: 
Bootstrap Steps: 
Step1: Use the same bootstrap resampling data from the genetic correlation approach in 
section 3.3.2; 
Step2: Compute {   ̂      (   )
       ̂      (     )
  } for 500 bootstrap samples in 
simulation1 and generated an empirical sampling distribution; 
Step3: Compute the mean of    ̂      (   )
       ̂      (     )
  as    ̂       
 ; 
Step4: Construct the 95% confidence interval from the empirical sampling distribution of   
{   ̂      (   )
       ̂      (     )
  } as  (   ) ;  
Step5: Repeat Steps 2-4 1,000 times for 1,000 replicates, resulting in 1,000 confidence 
intervals  (   )    (   )      ; 
Step6: Determine if these confidence intervals cover 0 or not, and calculate the 
percentage of time the 95% confidence interval includes 0; 
Step7: Compute the mean of    ̂       
      ̂          
  as    ̂      
 . 
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3.4.3 Simulation Results  
 
The difference of polygenic genetic covariances between the full model and 
reduced model across SNP heritability pairs were explicitly compared by three residual 
polygenic covariance generating values (       0.04, 0.24 and 0.36 corresponding 
to        , 0.6 and 0.9, respectively) under 50% MAF and moderate environmental 
correlation (      ) (Figure 3.2).  Each figure displays the true           and the mean 
of the estimate from VC analysis. 
Similar to the genetic correlation approach, if a SNP has no effect on at least one 
trait, the estimates are expected to be zero, indicating no pleiotropy. When the residual 
polygenic covariance is low, the genetic covariance approach is approximately unbiased 
(Figure 3.1(A)). However, larger residual polygenic covariance typically yields greater 
bias (Figure 3.1 (B)-(C)). 
If a SNP has effects on both traits, we expect the resulting difference of genetic 
correlations to be greater than zero and increase with large SNP effects. A substantial 
difference indicates a SNP-specific pleiotropic effect. Under low residual polygenic 
covariance level, the genetic covariance approach provides almost unbiased estimate. 
However, larger residual polygenic correlation generates greater bias. 
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Figure 3. 2 True and estimated values of the difference between polygenic 
covariances from bivariate polygenic models with and without adjustment for a 
SNP.  
Three polygenic covariance generating values (     ): 0.04 (A), 0.24 (B) and 0.36 (C) 
which correspond to the polygenic correlation generating values (   ): 0.1, 0.6 and 0.9. 
MAF = 0.5,       ,     
      
      
* t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. 
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Figure 3.2 (Continued) True and estimated values of the difference between 
polygenic covariances from bivariate polygenic models with and without adjustment 
for a SNP.  
Three polygenic covariance generating values (     ): 0.04 (A), 0.24 (B) and 0.36 (C) 
which correspond to the polygenic correlation generating values (   ): 0.1, 0.6 and 0.9. 
MAF = 0.5,       ,     
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Figure 3.2 True and estimated values of the difference between polygenic 
covariances from bivariate polygenic models with and without adjustment for a 
SNP.  
Three polygenic covariance generating values (     ): 0.04 (A), 0.24 (B) and 0.36 (C) 
which correspond to the polygenic correlation generating values (   ): 0.1, 0.6 and 0.9. 
MAF = 0.5,       ,     
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In summary, polygenic covariance level also influences the genetic covariance 
approach. It produces greater bias under higher polygenic covariance level. Therefore, the 
VC-based genetic covariance approach is more efficient when the polygenic covariance 
is low.  
 
3.5 Comparison between Polygenic Genetic Correlation and Genetic Covariance 
Approaches 
Comparison of Genetic Correlation and Covariance Approaches in Bootstrap 
Empirical Distribution  
In order to examine the performance of the genetic correlation and genetic 
covariance approaches on SNP-specific pleiotropic effect, we compared their bootstrap 
empirical type I error and power under low and moderate residual polygenic 
correlation/covariance levels (   =0.1, 0.6 and      =0.04,     ) (Table 3.2). We did not 
do these for high level (   =0.9 and      =0.36) because it has the similar pattern in 
estimate to the moderate level, but worse. So it is unnecessary to consider this condition 
if both approaches is demonstrated to be ineffective in moderate level. As mentioned 
before, because of the computation time, both approaches are applied only to selected 
SNP heritabilities (t0_t0, t0_t3, t0_t10, t0_t30, t1_t1, t3_t3, t10_t10, t10_t30 and 
t30_t30). The minor allele frequency was fixed at 50% and the environmental correlation 
was fixed at 0.6 whose impact of different values would be discussed later in the chapter. 
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The table also displays the bootstrap empirical distributions of         and           on 
the descriptive statistics of mean, standard deviation and percent bias. 
Under a low residual polygenic genetic correlation level, for almost all scenarios, 
the genetic covariance approach has smaller estimate bias than the genetic correlation 
approach. When a SNP has no effect on either trait, both the genetic correlation and 
genetic covariance approaches almost never reject the null hypothesis at a nominal 
      . When a SNP has effect on only one trait, both approaches have somewhat 
inflated type I error rates, which is smaller in the genetic covariance approach. When a 
SNP has effect on both traits, both approaches produce similar power.  
Under a moderate polygenic correlation level, when a SNP has effect on one trait, 
we found that type I error rates of both approaches are very large. More specifically, the 
genetic correlation approach performs worse than the genetic covariance approach. When 
a SNP has effects on both traits, the absolute values of percent biases from the genetic 
covariance approach become larger than those from the genetic correlation approach.  
  
  
 
5
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Table 3. 2 Empirical bootstrap distribution comparing the genetic correlation and covariance approaches  
MAF=0.5, polygenic        ,           ,       ,      
      
      
Simulation = 1000, bootstrapping in each simulation = 500 
Scenario 
Genetic Correlation Approach (       ) Genetic Covariance Approach (         ) 
True Est SD Bias(%) 
Type I Error 
/Power 
True Est SD Bias(%) 
Type I Error 
/Power 
t0_t0 0.000 0.000 0.006 ---a 0.00 0.000 0.000 0.002 ---a 0.00 
t0_t3 0.000 -0.002 0.014 ---a 0.08 0.000 0.000 0.005 ---a 0.07 
t0_t10 0.000 -0.009 0.025 ---a 0.10 0.000 -0.001 0.010 ---a 0.07 
t0_t30 0.000 -0.024 0.043 ---a 0.12 0.000 -0.006 0.017 ---a 0.09 
t1_t1 0.022 0.023 0.013 6.7 0.55 0.010 0.010 0.005 -1.8 0.52 
t3_t3 0.063 0.065 0.022 3.6 0.98 0.030 0.029 0.009 -3.4 0.98 
t10_t10 0.180 0.206 0.042 14.3 0.99 0.100 0.098 0.017 -1.9 0.99 
t10_t30 0.272 0.308 0.053 13.2 1.00 0.173 0.166 0.022 -4.2 1.00 
t30_t30 0.386 0.477 0.061 23.7 1.00 0.300 0.289 0.027 -3.7 1.00 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. 
a --- indicates that the percent bias is not computed. 
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Table 3.2 (Continued) Empirical bootstrap distribution comparing the genetic correlation and covariance approaches  
MAF=0.5, polygenic        ,           ,       ,     
      
      
Simulation = 1000, bootstrapping in each simulation = 500 
Scenario 
Genetic Correlation Approach (       ) Genetic Covariance Approach (         ) 
True Est SD Bias(%) 
Type I Error 
/Power 
True Est SD Bias(%) 
Type I Error 
/Power 
t0_t0 0.000 0.000 0.003 ---a 0.00 0.000 0.000 0.002 ---a 0.00 
t0_t3 0.000 -0.021 0.012 ---a 0.50 0.000 -0.003 0.005 ---a 0.13 
t0_t10 0.000 -0.069 0.021 ---a 0.94 0.000 -0.012 0.010 ---a 0.27 
t0_t30 0.000 -0.185 0.035 ---a 1.00 0.000 -0.040 0.017 ---a 0.64 
t1_t1 0.010 0.010 0.010 5.5 0.50 0.010 0.008 0.008 -22.9 0.45 
t3_t3 0.028 0.029 0.015 2.2 0.85 0.030 0.022 0.011 -25.0 0.75 
t10_t10 0.080 0.086 0.025 7.5 0.88 0.100 0.074 0.019 -26.3 0.84 
t10_t30 0.121 0.104 0.031 -14.2 1.00 0.173 0.121 0.021 -29.9 1.00 
t30_t30 0.171 0.210 0.035 22.8 1.00 0.300 0.226 0.026 -24.6 1.00 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates. 
 
 
a --- indicates that the percent bias is not computed. 
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Comparison of Bootstrap Empirical Distribution and Simulation Distribution 
for the Genetic Correlation and Genetic Covariance Approaches 
Next, we compared the bootstrap empirical distribution to the simulation 
distribution for the genetic correlation and genetic covariance approaches under low and 
moderate residual polygenic correlation/covariance (   =0.1, 0.6 and      =0.04, 0.24) 
and selected SNP heritabilities (t0_t0, t0_t3, t0_t10, t0_t30, t1_t1, t3_t3, t10_t10, t10_t30 
and t30_t30). Table 3.3 and Appendix Table S1 display the descriptive statistics of mean, 
standard deviation, 95% confidence interval (2.5 percentile and 97.5 percentile) and 
percent bias of the estimated         and           from the simulation distribution and 
bootstrap empirical distribution, respectively, as well as type I error and power from 
bootstrap empirical distribution. 
The bootstrap resampling procedure produces very similar results to the original 
simulations on the mean values for both approaches. Because the bootstrap resampling 
process introduces some additional variations, it has a little larger standard deviations and 
wider confidence intervals.  
Due to the computational time and costs, we considered to compare the genetic 
correlation and covariance approaches under different residual polygenic correlation and 
environmental correlation levels by using the CIs of the simulation distribution instead of 
the bootstrap empirical distribution. It is appealing and worthy since directly using the 
distribution of simulations significantly reduces the time needed for computation from 69 
days to 3 hours in each scenario. 
   
 
5
6
 
Table 3. 3 Simulation distribution and empirical bootstrap distribution comparison for the genetic correlation and 
covariance approaches  
MAF=0.5, polygenic        ,           ,       ,      
      
      
Simulation = 1000, bootstrapping in each simulation = 500 
Scenario 
 Genetic Correlation Approach (       )  at       
True 
Value 
 Simulation Distribution  Bootstrap Distribution 
Est SD 2.5th 97.5th Bias(%) Est SD 2.5th 97.5th Bias(%) 
Type I Error 
/Power 
t0_t0 0.000 0.000 0.002 -0.003 0.005 ---a 0.000 0.006 -0.012 0.014 ---a 0.00 
t0_t3 0.000 -0.003 0.014 -0.029 0.025 ---a -0.002 0.014 -0.028 0.027 ---a 0.08 
t0_t10 0.000 -0.010 0.025 -0.056 0.040 ---a -0.009 0.025 -0.056 0.042 ---a 0.10 
t0_t30 0.000 -0.028 0.043 -0.106 0.058 ---a -0.024 0.043 -0.103 0.067 ---a 0.12 
t1_t1 0.022 0.022 0.012 0.003 0.051 2.4 0.023 0.013 0.002 0.052 6.7 0.55 
t3_t3 0.063 0.066 0.021 0.029 0.112 4.7 0.065 0.022 0.029 0.117 3.6 0.98 
t10_t10 0.180 0.198 0.038 0.133 0.284 10.2 0.206 0.042 0.133 0.299 14.3 0.99 
t10_t30 0.272 0.299 0.051 0.210 0.408 10.1 0.308 0.053 0.217 0.423 13.2 1.00 
t30_t30 0.386 0.469 0.058 0.372 0.590 21.5 0.477 0.061 0.371 0.613 23.7 1.00 
a --- indicates that the percent bias is not computed. 
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Table 3.3 (Continued) Simulation distribution and empirical bootstrap distribution comparison for the genetic 
correlation and covariance approaches  
MAF=0.5, polygenic        ,           ,       ,      
      
      
Simulation = 1000, bootstrapping in each simulation = 500 
Scenario 
 Genetic Covariance Approach(         )  at       
True 
Value 
 Simulation Distribution  Bootstrap Distribution 
Est SD 2.5th 97.5th Bias(%) Est SD 2.5th 97.5th Bias(%) 
Type I Error 
/Power 
t0_t0 0.000 0.000 0.001 -0.001 0.002 ---a 0.000 0.002 -0.005 0.006 ---a 0.00 
t0_t3 0.000 0.000 0.005 -0.011 0.011 ---a 0.000 0.005 -0.010 0.011 ---a 0.07 
t0_t10 0.000 -0.002 0.010 -0.021 0.018 ---a -0.001 0.010 -0.021 0.018 ---a 0.07 
t0_t30 0.000 -0.006 0.018 -0.040 0.029 ---a -0.006 0.017 -0.040 0.028 ---a 0.09 
t1_t1 0.010 0.010 0.005 0.001 0.021 -4.2 0.010 0.005 0.001 0.021 -1.8 0.52 
t3_t3 0.030 0.029 0.009 0.013 0.047 -3.7 0.029 0.009 0.013 0.047 -3.4 0.98 
t10_t10 0.100 0.096 0.016 0.065 0.127 -3.9 0.098 0.017 0.066 0.134 -1.9 0.99 
t10_t30 0.173 0.165 0.022 0.125 0.208 -4.7 0.166 0.022 0.124 0.210 -4.2 1.00 
t30_t30 0.300 0.288 0.026 0.236 0.340 -4.0 0.289 0.027 0.238 0.342 -3.7 1.00 
a --- indicates that the percent bias is not computed. 
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Comparison of Genetic Correlation and Covariance Approaches under 
Different Polygenic Correlation Values 
We compared the distribution of 1,000 simulations of         and           on 
the descriptive statistics of mean, standard deviation, 95% confidence interval (2.5 
percentile and 97.5 percentile) and percent bias with all SNP heritabilities and under three 
different residual polygenic correlation conditions (                 and       
              , respectively) at MAF of 0.5 and environmental correlation of 0.6 (Table 
3.4). 
When the residual polygenic genetic correlation is low, the pleiotropic SNP effect 
is underestimated in the genetic covariance approach and somewhat overestimated in the 
genetic correlation approach if a SNP has effects on both traits. On average, the absolute 
values of percent biases are smaller for the genetic covariance approach.  
When the residual polygenic genetic correlation is moderate or high, the absolute 
values of biases are unacceptably large in the genetic covariance approach and increase 
as the residual polygenic correlation increases. In the genetic correlation approach, on 
average, the absolute values of biases of the genetic correlation approach also increase 
with the residual genetic correlation, some of which are very unstable and abnormally 
large under high residual genetic correlation level. Larger residual polygenic correlation 
produces more tendency to exclude 0 in the confidence intervals if a SNP has effect on 
only one trait and to include 0 in the confidence intervals if a SNP has effects on both 
traits, which can lead to higher type I error and lower power.   
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Table 3. 4 Simulation distribution comparing the genetic correlation and covariance approaches under different 
polygenic correlation levels  
MAF=0.5, polygenic    =0.1 and           ,       ,     
      
     , simulation =1000 
scenario 
                  
True Est SD 2.5th 97.5th Bias(%) True Est SD 2.5th 97.5th Bias(%) 
t0_t0 0.000 0.000 0.002 -0.003 0.005 ---a 0.000 0.000 0.001 -0.001 0.002 ---a 
t0_t05 0.000 0.000 0.006 -0.012 0.012 ---a 0.000 0.000 0.002 -0.004 0.005 ---a 
t0_t1 0.000 -0.001 0.008 -0.015 0.017 ---a 0.000 0.000 0.003 -0.006 0.007 ---a 
t0_t2 0.000 -0.002 0.011 -0.023 0.021 ---a 0.000 0.000 0.004 -0.008 0.009 ---a 
t0_t3 0.000 -0.003 0.014 -0.029 0.025 ---a 0.000 0.000 0.005 -0.011 0.011 ---a 
t0_t10 0.000 -0.010 0.025 -0.056 0.040 ---a 0.000 -0.002 0.010 -0.021 0.018 ---a 
t0_t30 0.000 -0.028 0.043 -0.106 0.058 ---a 0.000 -0.006 0.018 -0.040 0.029 ---a 
t05_t05 0.011 0.011 0.009 -0.002 0.033 2.8 0.005 0.005 0.004 -0.001 0.013 -2.2 
t05_t1 0.016 0.016 0.010 -0.001 0.038 1.4 0.007 0.007 0.004 0.000 0.016 -3.7 
t05_t2 0.022 0.022 0.013 -0.001 0.051 -1.0 0.010 0.010 0.006 0.000 0.021 -4.5 
t05_t3 0.027 0.026 0.015 -0.001 0.058 -3.1 0.012 0.012 0.006 0.000 0.025 -5.5 
t1_t1 0.022 0.022 0.012 0.003 0.051 2.4 0.010 0.010 0.005 0.001 0.021 -4.2 
t1_t2 0.031 0.031 0.014 0.005 0.063 1.7 0.014 0.014 0.006 0.002 0.026 -4.5 
t1_t3 0.037 0.038 0.017 0.010 0.076 0.8 0.017 0.016 0.007 0.004 0.031 -5.1 
t2_t2 0.043 0.045 0.017 0.017 0.081 4.3 0.020 0.019 0.007 0.007 0.034 -3.1 
t2_t3 0.052 0.054 0.018 0.021 0.094 4.5 0.024 0.024 0.008 0.009 0.040 -3.2 
t3_t3 0.063 0.066 0.021 0.029 0.112 4.7 0.030 0.029 0.009 0.013 0.047 -3.7 
t10_t10 0.180 0.198 0.038 0.133 0.284 10.2 0.100 0.096 0.016 0.065 0.127 -3.9 
t10_t30 0.272 0.299 0.051 0.210 0.408 10.1 0.173 0.165 0.022 0.125 0.208 -4.7 
t30_t30 0.386 0.469 0.058 0.372 0.590 21.5 0.300 0.288 0.026 0.236 0.340 -4.0 
* Italic bold values are the CIs excluding 0. 
a --- indicates that the percent bias is not computed.  
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Table 3.4 (Continued) Simulation distribution comparing the genetic correlation and covariance approaches under 
different polygenic correlation levels 
MAF=0.5, polygenic    =0.6 and           ,       ,     
      
     , simulation =1000 
scenario 
                    
True Mean Std 2.5th 97.5th Bias(%) True Mean Std 2.5th 97.5th Bias(%) 
t0_t0 0.000 0.000 0.001 -0.003 0.003 ---a 0.000 0.000 0.001 -0.001 0.002 ---a 
t0_t05 0.000 -0.004 0.005 -0.014 0.005 ---a 0.000 -0.001 0.002 -0.004 0.005 ---a 
t0_t1 0.000 -0.008 0.007 -0.020 0.005 ---a 0.000 -0.001 0.003 -0.006 0.006 ---a 
t0_t2 0.000 -0.015 0.009 -0.032 0.002 ---a 0.000 -0.002 0.004 -0.010 0.007 ---a 
t0_t3 0.000 -0.022 0.011 -0.045 -0.001 ---a 0.000 -0.004 0.005 -0.013 0.007 ---a 
t0_t10 0.000 -0.069 0.020 -0.107 -0.029 ---a 0.000 -0.012 0.010 -0.030 0.008 ---a 
t0_t30 0.000 -0.182 0.034 -0.248 -0.113 ---a 0.000 -0.039 0.017 -0.070 -0.005 ---a 
t05_t05 0.005 0.005 0.004 -0.002 0.015 2.7 0.005 0.004 0.004 -0.002 0.013 -21.1 
t05_t1 0.007 0.007 0.006 -0.003 0.019 -4.7 0.007 0.006 0.004 -0.002 0.016 -21.9 
t05_t2 0.010 0.006 0.007 -0.008 0.022 -34.8 0.010 0.007 0.005 -0.003 0.019 -28.1 
t05_t3 0.012 0.005 0.009 -0.013 0.024 -60.7 0.012 0.008 0.006 -0.003 0.022 -32.9 
t1_t1 0.010 0.010 0.006 0.001 0.024 3.8 0.010 0.008 0.005 -0.001 0.019 -21.4 
t1_t2 0.014 0.013 0.008 0.000 0.030 -6.5 0.014 0.011 0.006 0.000 0.023 -24.3 
t1_t3 0.017 0.013 0.009 -0.004 0.032 -19.9 0.017 0.013 0.007 0.000 0.028 -26.7 
t2_t2 0.019 0.019 0.008 0.006 0.039 2.1 0.020 0.015 0.007 0.003 0.030 -23.7 
t2_t3 0.023 0.023 0.009 0.007 0.045 -0.5 0.024 0.019 0.008 0.005 0.034 -24.4 
t3_t3 0.028 0.029 0.010 0.011 0.052 2.8 0.030 0.023 0.009 0.008 0.041 -24.5 
t10_t10 0.080 0.088 0.020 0.055 0.136 10.0 0.100 0.077 0.015 0.049 0.107 -23.3 
t10_t30 0.121 0.106 0.030 0.053 0.173 -12.3 0.173 0.125 0.020 0.088 0.166 -27.9 
t30_t30 0.171 0.210 0.034 0.154 0.283 22.2 0.300 0.229 0.026 0.179 0.282 -23.5 
* Italic bold values are the CIs excluding 0. 
a --- indicates that the percent bias is not computed.  
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Table 3.4 (Continued) Simulation distribution comparing the genetic correlation and covariance approaches under 
different polygenic correlation levels 
MAF=0.5, polygenic    =0.9 and           ,       ,     
      
     , simulation =1000 
scenario 
                    
True Mean Std 2.5th 97.5th Bias(%) True Mean Std 2.5th 97.5th Bias(%) 
t0_t0 0.000 0.000 0.001 -0.002 0.001 ---a 0.000 0.000 0.002 -0.001 0.002 ---a 
t0_t05 0.000 -0.006 0.004 -0.015 0.001 ---a 0.000 -0.001 0.003 -0.004 0.005 ---a 
t0_t1 0.000 -0.012 0.006 -0.024 -0.001 ---a 0.000 -0.002 0.003 -0.007 0.005 ---a 
t0_t2 0.000 -0.023 0.008 -0.039 -0.008 ---a 0.000 -0.004 0.004 -0.010 0.006 ---a 
t0_t3 0.000 -0.033 0.010 -0.057 -0.015 ---a 0.000 -0.005 0.005 -0.014 0.005 ---a 
t0_t10 0.000 -0.104 0.019 -0.144 -0.068 ---a 0.000 -0.018 0.009 -0.036 0.001 ---a 
t0_t30 0.000 -0.275 0.034 -0.345 -0.210 ---a 0.000 -0.059 0.016 -0.090 -0.025 ---a 
t05_t05 0.001 0.001 0.001 -0.001 0.004 -16.1 0.005 0.003 0.004 -0.003 0.012 -35.3 
t05_t1 0.002 0.001 0.002 -0.004 0.005 -67.6 0.007 0.004 0.004 -0.003 0.014 -36.5 
t05_t2 0.002 -0.003 0.005 -0.013 0.005 -233.3 0.010 0.006 0.005 -0.004 0.017 -44.0 
t05_t3 0.003 -0.009 0.006 -0.022 0.003 -387.2 0.012 0.006 0.006 -0.005 0.020 -51.1 
t1_t1 0.002 0.002 0.002 -0.001 0.006 -6.0 0.010 0.007 0.005 -0.002 0.017 -33.8 
t1_t2 0.003 0.001 0.003 -0.005 0.008 -59.1 0.014 0.009 0.006 -0.001 0.021 -37.6 
t1_t3 0.004 -0.002 0.005 -0.012 0.007 -140.7 0.017 0.010 0.007 -0.001 0.025 -41.0 
t2_t2 0.005 0.005 0.003 0.001 0.011 -4.2 0.020 0.013 0.007 0.001 0.027 -36.2 
t2_t3 0.006 0.005 0.004 -0.002 0.012 -20.2 0.024 0.015 0.008 0.002 0.031 -36.8 
t3_t3 0.007 0.007 0.003 0.002 0.014 -1.6 0.030 0.019 0.008 0.004 0.037 -36.4 
t10_t10 0.020 0.021 0.008 0.007 0.041 6.6 0.100 0.065 0.015 0.038 0.094 -35.2 
t10_t30 0.030 -0.012 0.017 -0.045 0.026 -138.5 0.173 0.100 0.020 0.064 0.140 -42.1 
t30_t30 0.043 0.052 0.017 0.021 0.088 21.1 0.300 0.194 0.025 0.147 0.244 -35.5 
* Italic bold values are the CIs excluding 0. 
a --- indicates that the percent bias is not computed.  
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Comparison of Genetic Correlation and Covariance Approaches under 
Different Environmental Correlation Values 
To explore the effects of different environmental correlation levels on the 
performances of the genetic correlation and covariance approaches, we also compared the 
distribution of 1,000 simulations of         and           on the descriptive statistics of 
mean, standard deviation, 95% confidence interval (2.5 percentile and 97.5 percentile) 
and percent bias under three environmental correlation conditions               ) at 
MAF of 0.5 and polygenic correlation of 0.1  (Appendix Table S2). 
Consistent across the environmental correlation levels is that both approaches are 
effective under low polygenic correlation condition. 
Environmental correlation slightly affects both approaches. The absolute values of 
estimated bias of the genetic covariance approach are in general larger under lower 
environmental correlation level, and the confidence intervals are more likely to exclude 0 
when a SNP truly has a pleiotropic effect. In contrast, the estimated biases of the genetic 
correlation approach are smaller under lower environmental correlation level.  
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Comparison of Genetic Correlation and Covariance Approaches under 
Different Minor Allele Frequencies 
We also explored 0.1 for minor allele frequency at the polygenic correlation of 
0.1, and environmental correlation of 0.6 (Appendix Table S3), and compared it with 
minor allele frequency of 0.5 (Table 3.4). 
The simulation distributions of both approaches generate very similar results at 
different magnitude of MAF.         
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3.6 Summary 
We have examined two VC-based approaches of decomposing the share 
polygenic effects for the analysis of SNP-specific pleiotropic effects in bivariate models. 
One approach compares genetic correlations and the other approach compares genetic 
covariances from bivariate polygenic models with and without adjustment for a SNP. We 
compared these two approaches in the simulation study.  
There was evidence that both approaches are affected by the residual polygenic 
genetic correlation level. Both approaches are recommended for low residual polygenic 
correlation condition. High polygenic correlation typically produce large bias, inflated 
type I error if a SNP has effect on one trait, and low power. Under low polygenic 
correlation condition, the genetic covariance approach has smaller estimate bias and type 
I error than the genetic correlation approach, especially when the SNP effects on traits are 
large. Both approaches produce similar powers.  
We also explored other possible values for environmental correlation and minor 
allele frequency which do not alter the results materially.  
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Chapter 4: Covariance Analysis on Pleiotropic Effect 
In this chapter, we propose a multivariate regression-based approach for 
population-based studies. First, the newly proposed approach is applied to single SNP 
pleiotropic effect analysis. Its performance is evaluated using simulation studies on bias, 
type I error and power. We also examine the influence of polygenic correlation, 
environmental correlation and minor allele frequency on this approach. Then we extend 
this approach to multiple SNPs pleiotropic effects. 
 
4.1 Introduction 
We have seen increasing application of linear modeling or path analysis to genetic 
problems in the literature. Studies of phenotypic covariance between quantitative traits 
have long suggested the presence of pleiotropy (Wright, 1977; Falconer and Mackay 
1996; Flint and Mackay, 2009). Carey (1986) proposed a general multivariate approach 
to linear modeling in genetics:  
      ∑ ∑            
  
   
 
                                      (4.1) 
where  
                      ,                             (4.2) 
                                                                       ,                                     
are the multivariate linear models.    and    are the trait values;      is the regression 
coefficient from the dependent variable    to the independent variable   ;     is the 
regression coefficient from the dependent variable    to the independent variable   ; 
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      is the covariance between    and   ;       is the covariance between    and   , 
       ,        .  
Based on this idea, we developed a multivariate regression-based approach for 
pleiotropic effects analysis by computing genetic covariance from the effects of 
underlying loci, which we named, covariance analysis (CovA). 
 
4.2 Single SNP Analysis  
The CovA approach can link multiple markers together for two traits in 
population-based studies with samples of families or unrelated subjects. Here we focus 
our discussion on a single SNP. Similar to (4.2), we have bivariate linear models with 
two independent variables: SNP coded as 0, 1 and 2 for the number of minor alleles, and 
V representing a covariate. We assume    (     )   . 
                    ;                                            (4.4) 
                    , 
where    is the mean trait of all individuals for the ith trait;    is a non-genetic (residual) 
effect,   (  )   ,    (     )      ,        .  
   
4.2.1 Proposed Method 
 
By using Carey’s formula, we obtain the phenotypic covariance 
       ̂     (       ) ̂    ̂     (      ) ̂    ̂     (      ) ̂   
  ̂     (   ) ̂      (     ).                                                            (4.5) 
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Since we are only concerned with the covariance between traits attributable to the SNP 
effect, the pleiotropic effect is defined as 
    ̂     (       ) ̂    ̂     (   ) ̂  ,                (4.6) 
where  ̂   and  ̂   represent the estimated size of genetic effects of the SNP of interest on 
trait1 and trait2, respectively.    (   ) is the variance of the SNP. 
The variance of this pleiotropic effect can be written as 
   (  )     [ ̂     (   ) ̂  ]     
 (   )   ( ̂   ̂  ).        (4.7) 
Goodman (1960) proposed a formula to compute the approximate variance of the 
product of two random variables where these variables are dependent  
   (  )  [ ( )]    ( )  [ ( )]    ( )    ( ) ( )   (   ),    (4.8) 
where  ( ) and  ( )denote the expected value of   and  , and    ( ) and    ( ) 
denote the variance of   and  , respectively.    (   ) denotes the covariance between 
  and  . Thus the variance of the product of regression coefficients is 
   ( ̂   ̂  )  [ ( ̂  )]
 
   ( ̂  )  [ ( ̂  )]
 
   ( ̂  ) 
   ( ̂  ) ( ̂  )   ( ̂    ̂  ).                                  (4.9) 
Under the null hypothesis of no pleiotropy, there should be no covariance 
attributable to the SNP. The alternative is that the SNP takes up some of the covariation 
between traits. Thus, these traits are affected by the SNP. Symbolically, these hypotheses 
can be expressed as 
        (               ); 
        (                ). 
68 
 
  
 
If the distribution of test statistic under the null hypothesis approximately follows 
a standard normal distribution, we can use a test for the statistical testing 
      
 ̂ 
√   ( ̂ )
 
 
 ̂     (   ) ̂  
√    (   )[[ ( ̂  )]
 
   ( ̂  )  [ ( ̂  )]
 
   ( ̂  )    ( ̂  ) ( ̂  )   ( ̂    ̂  )]
 
(4.10) 
 
4.2.2 Evaluation of the Proposed Method Using Simulation Studies  
 
CovA is a more general approach, which can be used for population-based studies 
with samples of families or unrelated subjects. We start our investigation from unrelated 
data. Family relationship is discussed later in this chapter. We conducted simulation 
studies using independent observations and a single SNP to evaluate the performance of 
the CovA approach.  
A dataset of one thousand family trios were generated Then two normally 
distributed quantitative traits and a single di-allelic SNP with MAF of 10% or 50% were 
simulated using the “simqtl” command in SOLAR. The simulation designs set up twelve 
conditions in respect to residual polygenic correlation (  ) of 0.0, 0.1 0.6 and 0.9, 
environmental correlation (  ) of 0.0, 0.6 and 0.9; and residual heritability (   
  and    
 ) 
of 1% for    = 0.0 and 40% for others. Six SNP heritabilities were considered 
(    
  0%, 1%, 2%, 3%, 10% and 30% giving the size of effect for each SNP as 0, 
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0.1414, 0.2000, 0.2450, 0.4472 and 0.7746 units, and the standard deviation for each SNP 
as 1, 0.995, 0.990, 0.985, 0.949 and 0.837, respectively). Twenty-one scenarios were 
evaluated according to SNP heritability pairs (Table 4.1). We performed 1,000 replicates 
for each scenario to increase the accuracy of the estimates. 
Table 4. 1 Pairs of SNP effects on bivariate traits in simulations of CovA. 
No pleiotropy (No effects on T1 and T2) t0_t0 
No pleiotropy(No effect on T1) t0_t1, t0_t2, t0_t3, t0_t10, t0_t30 
Pleiotropic effect on both T1 and T2 
t1_t1, t1_t2, t1_t3, t1_t10, t1_t30, t2_t2, 
t2_t3, t2_t10, t2_t30, t3_t3, t3_t10, t3_t30, 
t10_t10, t10_30, t30_t30  
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. 
 
We randomly selected one subject from each family, and then had 1,000 unrelated 
subjects in each sample. Using the subset data, we conducted multivariate regression 
modeling (4.11) to obtain the regression coefficients. 
              ,                                           (4.11) 
               . 
The MODEL procedure (Statistical Analysis System (SAS) Institute Inc., Cary, 
NC, USA) is a tool to analyze the structure of simultaneous equations. It can specify and 
estimate the covariance and correlation structure of the parameter estimates which is an 
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essential element in computation of variance (4.3). We used the Full Information 
Maximum Likelihood (FIML) option for parameter estimation which assumes that the 
equation errors have a multivariate normal distribution. The pleiotropic effect is 
computed as the product of regression coefficients and variance of the SNP of interest by 
using the CovA approach. The simulation procedure is summarized as follows: 
 
Simulation Steps: 
Step1: Generate 1,000 uncorrelated trios (2 parents and a child); 
Step2: Simulate a dataset with two normally distributed quantitative traits and a di-allelic 
SNP using the pedigree structure in Step1. The simulation designs include 21 
SNP heritability scenarios, 4 residual polygenic correlation and 3 environmental 
correlation conditions; 
Step3: Randomly select 1,000 independent subjects as a subset of the total (1 subject 
from each family); 
Step4: Conduct the multivariate regression analysis; 
Step5: Compute the covariance attributable to a SNP effect:  ̂   and its variance 
    ( ̂  ). Calculated the test statistic            ̂    √    ( ̂  )   
Step6: Repeat Steps 2-5 1,000 times for 1,000 replicates; 
Step7: Compute the mean of  ̂      ̂      as  ̂ , the mean of 
    ( ̂  )       ( ̂     ) as     ( ̂ ), and the variance of  ̂      ̂      as 
   ( ̂ ).  
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4.2.3 Simulation Results 
 
First, we present the simulation results of moderate residual polygenic and 
environmental correlation levels (  =0.6 and   =0.6) at 50% MAF as an example to 
explicate the process to implement CovA approach. Next, we explore the impact of 
different residual polygenic and environmental correlation levels on the performance of 
the CovA approach. Twelve conditions are established for residual polygenic (   ) of 0.0, 
0.1, 0.6 and 0.9 and environmental correlation (  ) of 0.1, 0.6 and 0.9 at MAF  of 50%. 
Finally, we examine the effect of different MAFs on CovA by comparing the simulation 
results of MAF of 10% and 50%. 
 
Bias of the Estimator 
Figure 4.1 displays the estimated pleiotropic effect across SNP heritability pairs 
using CovA. In order to explicitly reflect the relationship between the SNP-specific 
pleiotropic effect and its individual effects on traits, we also presented the estimated SNP 
   on trait1 and trait2, respectively. The estimated pleiotropic SNP effect and individual 
effects are unbiased. When a SNP has no effect on at least one trait, the estimated 
pleiotropic effect is always zero. When a SNP has effect on both traits, the value of 
pleiotropic effect lies between the individual SNP effects. For example, the estimated 
pleiotropic effect was 1.824% when a SNP had 1% effect on trait1 and 3% effect on 
trait2. The estimated SNP-specific pleiotropic effect strongly depends on the joint effect 
of the proportion of phenotypic variances attributable to the SNP. 
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Figure 4. 1 Pleiotropic SNP effect and individual SNP effects on traits using CovA  
MAF=0.5, polygenic        ,       ,     
      
     . 
 *     
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. R2_t1 and R2_t2 denote the estimated SNP 
regression   s on trait1 and trait2, respectively. CP is the pleiotropic SNP effect using CovA. 
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Distribution of Test Statistic 
Casella and Berger (2001) assert that we have to determine the sampling 
distribution of a test statistic under the null hypothesis in statistical hypothesis testing, 
allowing us to calculate a p-value. Based on the central limit theorem, if a test statistic 
approximately follows a normal distribution for large samples, Z-test will be a good 
choice for the hypothesis testing. Thus, we used histograms and Q-Q plots to examine the 
sampling distribution of the test statistic under the six null condition scenarios from our 
simulations (0%_0%, 0%_1%, 0%_2%, 0%_3%, 0%_10% and 0%_30%.). 
The histogram and density curve display the variation of       in the simulation 
samples (Figure 4.2). When a SNP has no effect on either trait, the distribution possesses 
a stronger peak, more rapid decay, and lighter tails than the normal density (Figure 4.2 
(A)). In contrast, when a SNP has effect on only one trait, the samples are approximately 
normally distributed (Figure 4.2 (B)-(F)). In addition, as the SNP effect on trait2 becomes 
larger, the sampling distributions become closer to a standard normal distribution.  
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Figure 4. 2 Histogram examining the distribution of test statistic in CovA using 1000 
simulation samples  
Plots are shown for six null condition scenarios: (A) 0%_0%, (B) 0%_1%, (C) 0%_2%, 
(D) 0%_3%, (E) 0%_10% and (F) 0%_30%, where MAF=0.5, polygenic         , 
      ,     
      
     . The line indicates the empirical probability density 
function of the test statistic. Shadow area indicates the theoretical cumulative distribution 
function of the test statistic under sampling from a fitted standard normal distribution.  
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Q-Q plots are an informative approach to examine deviation, comparing our 
simulated data to a theoretical distribution by plotting their quantiles against each other 
(Wilk and Gnanadesikan 1986). We employed a Q-Q plot of p-values from       by 
matching each observed p-value with an expected p-value, then the observed and 
expected p-values were transformed into –log10(p-value) because we were most 
interested in the smallest p-value. If the empirical distribution of       is similar to the 
standard normal distribution, the points in the Q-Q plot should approximately lie on the 
line,    . The non-linearity of the points in a plot indicates a departure from normality.  
When a SNP has no effect on either trait, points are below the line, indicating 
short tails at both ends of the data distribution (Figure 4.3 (A)). Thus, simulated data 
centralizes in a small range with small variation. It is very clear that       does not follow 
a standard normal distribution and would generate a very conservative type I error rate by 
using a normal approximation method. When a SNP has effect on one trait, majority of 
points reassuringly fit the line,    , indicating an approximately standard normal 
distribution (Figure 4.3 (B)-(F)). When a SNP has 0% effect on trait1 and 1% effect on 
trait2, the rest of points are below the line showing evidence of a little conservative type I 
error (Figure 4.3 (B)). When the SNP effect is greater than 1% on trait2, the rest of points 
are above the line, resulting in an inflated type I error (Figure 4.3 (C)-(F)). 
  
76 
 
  
 
 
Figure 4. 3 Q-Q plot comparing the distribution of test statistic in CovA using 1000 
simulation samples to a standard normal distribution  
Plots are shown for six null condition scenarios: (A) 0%_0%, (B) 0%_1%, (C) 0%_2%, 
(D) 0%_3%, (E) 0%_10% and (F) 0%_30% where MAF=0.5, polygenic        , 
      ,     
      
     . Line indicates the expected –log10(p-values) of a 
standard normal distribution. Points indicate the actual –log10(p-values) of an empirical 
distribution of      .  
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In sum, when a SNP has no effect on either trait, the asymptotic distribution 
violates the normality assumption. It can be dangerous to use a Z-test in such analysis, 
where in this situation it would result in a very conservative type I error rate. When a 
SNP has effect on one trait, the sampling distributions generally obey the normality 
assumption. Depending on how much the SNP effect on the other trait is presented, there 
are two cases. When a SNP has 0% effect on trait1 and 1% effect on trait2, a normality-
based method generates a conservative type I error; while when a SNP has >1% effect on 
trait2, a normality-based method generates an inflated type I error. Above all, the 
distributions of test statistic under the null hypothesis are inconsistent, that is, there are 
different error rates under different scenarios. In reality, we cannot know the distribution 
in advance. Therefore, in this situation, methods based on normality are inappropriate and 
invalid.  
 
Violation of Normality Assumption and Bootstrap Resampling Method  
We proposed to implement a resampling method that can be safely applied when 
the sampling distributions are different from normal distribution under the null. 
Resampling methods are popular used statistical tools in analysis. These methods involve 
either sampling or scrambling (randomization test) the original data numerous times. The 
bootstrap resampling method was used in this study.  
During the resampling procedure, we assume that the sub-samples come from the 
same distribution of population, but each sample drawn independently from other 
samples. It means two assumptions must be satisfied in bootstrapping method. First, the 
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bootstrap sample mimics the general distribution of the original population.  Second, each 
sub-sample should be independently and identically distributed (i.i.d.) (Hesterberg et al. 
2005). 
The advantage of bootstrap method is its great simplicity and convenience. 
Usually it is difficult to derive estimates of standard errors and confidence intervals for 
complex parameters of the distribution, such as proportions, odds ratio, and correlation 
coefficients, but it is not a problem for the bootstrap. However, it is time-consuming. It is 
feasible in practice only with software that automates the heavy computation (Hesterberg 
et al. 2005). 
 
The implementation of CovA using bootstrap resampling method proceeded 
according to the following steps:  
Bootstrap Steps: 
Step1: Use the same 1,000 simulated data from simulation procedure; 
Step2: Draw sample   
         
  from replicate 1 with replacement;  
Step3: Conduct the multivariate regression analysis;  
Step4: Compute the covariance attributable to the SNP effect  ̂ (   )
  by formula (4.6) and 
its variance     ( ̂ (   )
 ) by formula (4.7) using   
         
 ; 
Step5: Repeat Steps 2-4 B=1,000 times. With a large number of new samples, generate 
an empirical sampling distribution for    :   ̂ (   )
     ̂ (      )
  ;  
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Step6: Compute the mean of  ̂ (   )
     ̂ (      )
  as  ̂  
 , the mean of 
    ( ̂ (   )
 )       ( ̂ (      )
 )   as     ( ̂  
 )  and the variance of 
 ̂ (   )
     ̂ (      )
  as     ( ̂  
 )  Calculate the test statistic          
 ̂   √    ( ̂  
 )   
Step7: Construct the 95% confidence interval from the empirical sampling distribution of  
  ̂ (   )
     ̂ (      )
   as (   ) ;  
Step8: Repeat Steps 2-7 1,000 times for 1,000 replicates, resulting in 1,000 confidence 
intervals  (   )    (   )    } and 1,000 test statistics                       ; 
Step9: Determine if these confidence intervals cover 0 or not, and calculate the 
proportion of time the 95% confidence intervals excludes 0; 
Step10: Compute the mean of  ̂  
    ̂     
  as  ̂ 
 , the mean of 
    ( ̂  
 )       ( ̂     
 )  as     ( ̂ 
 ) , the mean of 
    ( ̂  
 )       ( ̂     
 )  as     ( ̂ 
 )  and the variance of  ̂  
    ̂     
  as 
   ( ̂ 
 ). 
 
The bootstrap resampling distribution of        (                       )  is 
portrayed by Q-Q plot (Figure 4.4) using the –log10(p-value) of         where the 
estimated variance used in test statistic is computed from bootstrapping, rather than our 
derived formula. 
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Hesterberg et al. (2005) explained that a statistic would vary from sample to 
sample, so this random variation needs to be considered in inference about population. 
The variation in a statistic due to randomly sample selections is displayed by the 
sampling distribution of the statistic. For example, the margin of error in a confidence 
interval expresses the uncertainty due to sampling variation. The empirical distribution of 
bootstrapping in the simulation acts as a substitute for the initial simulation distribution. 
This introduces two sources of random variation: choosing simulation samples at random 
from the population, and choosing bootstrap resamples at random from the simulation 
samples.  
Comparing Figure 4.4 to Figure 4.3, the empirical bootstrapping resampling 
distributions are very similar in shape, center and spread to the original simulation 
sampling distributions. The shape and spread of a bootstrap distribution does not rely too 
much on the original sample if the sample is moderately large from the population, and 
the bootstrap distribution is a good mimic on the shape and spread of the sampling 
distribution. Therefore, a bootstrap distribution can inform us about the shape, bias, and 
spread of the sampling distribution (Hesterberg et al., 2005).  
There are still some discrepancies between the simulation distribution and the 
empirical distribution of bootstrapping in each sample of simulation. Random variation of 
each simulation is accounted for by bootstrapping. Therefore, the statistical testing using 
bootstrapping in the simulation is more conservative, and tends to have smaller type I 
error. For example, in the scenario of t0_t1, more points were below the normality line, 
thus the conservative type I error became smaller in the bootstrap resampling approach 
81 
 
  
 
(Figure 4.4 (B)). In the scenario of t0_t2 and t0_t3, some points moved from above the 
line to below the line, therefore, the inflated type I error rates correspondingly changed 
into conservative ones (Figure 4.4 (C)- (D)). In the scenario of t0_t10 and t0_t30, points 
were closer to the line which leaded to less inflated type I errors (Figure 4.4 (E)-(F)). 
It is worthy to note that the bootstrap resampling distribution in the scenario t0_t0  
was still far from normal, with a large number of values centralized in a small range 
(Figure 4.4(A)).   
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Figure 4. 4 Q-Q plot comparing the distribution of test statistic in CovA using 1000 
bootstrap re-samplings method in 1000 simulation samples to a standard normal 
distribution  
Plots are shown for six null condition scenarios: (A) 0%_0%, (B) 0%_1%, (C) 0%_2%, 
(D) 0%_3%, (E) 0%_10% and (F) 0%_30% where MAF=0.5, polygenic        , 
      ,     
      
     . Line indicates the expected –log10(p-values) of a 
standard normal distribution. Points indicate the actual –log10(p-values) of an empirical 
distribution of         where the estimated variance used in         is computed from 
bootstrapping .  
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With bootstrapping there were 1,000 estimates of     in ith simulation, 
( ̂ (   )
     ̂ (      )
 ), plus the value calculated from the original sample,  ̂  , where 
         . These 1,000 bootstrapping estimates characterize properties of the true 
unknown estimator  ̂  , allowing  us to evaluate bias, calculate standard error, construct 
confidence interval directly from the empirical distribution, and compute type I error or 
power based on the confidence intervals of 1000 simulations. 
 
In order to further evaluate the performance of bootstrapping in the simulation, 
we compared the estimate and variance of pleiotropic effect using the empirical 
bootstrapping distribution to the original simulation samples (Table 4.2). The variance of 
pleiotropic effect is computed in two ways: the estimated variance from bootstrapping 
and the calculated variance from our derived formula (4.7). 
The estimated pleiotropic effect using bootstrapping in the simulation sample ( ̂ 
 ) 
approximates to that using simulation sampling directly ( ̂ ). In bootstrapping approach, 
the estimated variance of pleiotropic effect (    ( ̂ 
 ) ) is similar to the calculated 
variance by using our derived formula (    ( ̂ 
 )). The calculated variances from the 
simulation samples (    ( ̂ )) are a little smaller than those from bootstrap resampling 
in each simulation sample. The bootstrap resampling procedure introduces only a little 
additional variation. This fact is consistent with the notion that almost all of the variation 
among bootstrap distributions for a statistic comes from the selection of the original 
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random sample from the population (Hesterberg et al. 2005). Bootstrapping accounts for 
the random errors of each simulation. 
 
Table 4. 2 Simulation distribution and empirical bootstrap distribution comparison 
for estimate and variance of pleiotropic effect in CovA  
MAF=0.5, polygenic         and           ,       ,     
      
      
Simulation = 1000, bootstrapping in each simulation = 1000 
scenario 
True  Bootstrapping in the Simulation Simulation 
    ̂ 
      ( ̂ 
 )     ( ̂ 
 )    ( ̂ 
 )  ̂      ( ̂ )    ( ̂ ) 
t0_t0 0.00 0.001 0.000004 0.000006 0.000001 0.001 0.000003 0.000001 
t0_t1 0.00 0.001 0.000014 0.000016 0.000011 0.001 0.000013 0.000011 
t0_t2 0.00 0.001 0.000024 0.000026 0.000022 0.001 0.000023 0.000022 
t0_t3 0.00 0.001 0.000034 0.000036 0.000031 0.001 0.000033 0.000032 
t0_t10 0.00 0.001 0.000104 0.000105 0.000105 0.001 0.000103 0.000100 
t0_t30 0.00 0.001 0.000308 0.000309 0.000310 0.001 0.000306 0.000297 
t1_t1 0.01 0.011 0.000037 0.000038 0.000034 0.011 0.000035 0.000034 
t1_t2 0.01 0.015 0.000051 0.000053 0.000051 0.015 0.000050 0.000051 
t1_t3 0.02 0.019 0.000064 0.000067 0.000066 0.018 0.000064 0.000066 
t1_t10 0.03 0.033 0.000149 0.000151 0.000153 0.032 0.000148 0.000152 
t1_t30 0.05 0.056 0.000367 0.000369 0.000378 0.055 0.000366 0.000380 
t2_t2 0.02 0.021 0.000067 0.000069 0.000069 0.021 0.000066 0.000069 
t2_t3 0.02 0.026 0.000082 0.000084 0.000082 0.025 0.000081 0.000082 
t2_t10 0.04 0.046 0.000171 0.000173 0.000175 0.045 0.000170 0.000175 
t2_t30 0.08 0.078 0.000394 0.000394 0.000408 0.078 0.000391 0.000408 
t3_t3 0.03 0.031 0.000099 0.000100 0.000097 0.031 0.000097 0.000097 
t3_t10 0.05 0.056 0.000191 0.000192 0.000187 0.055 0.000189 0.000187 
t3_t30 0.09 0.096 0.000419 0.000415 0.000416 0.096 0.000412 0.000417 
Note: 
a)  ̂ 
 
= average of (1000 simulations of the average of (1000 bootstraps for pleiotropic effect))  
b)     ( ̂ 
 )= average of (1000 simulations of the variance of (1000 bootstraps for pleiotropic 
effect))  
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c)     ( ̂ 
 )= average of (1000 simulations of the average of (1000 bootstraps for calculated 
variance of pleiotropic effect))  
d)    ( ̂ 
 )= variance of (1000 simulations of the average of (1000 bootstraps for pleiotropic 
effect))  
e)  ̂ = average of (1000 simulations of  pleiotropic effect)  
f)     ( ̂ )= average of (1000 simulations of  calculated variance of pleiotropic effect)  
g)    ( ̂ )= variance of (1000 simulations of pleiotropic effect) 
 
Type I Error and Power  
To assess the empirical type I error rate and power of the evidence of pleiotropy, 
we adopt %BOOTCI macro from the “JACKBOOT” program. “JACKBOOT” is a 
collection of SAS macros developed by SAS INSTITUTE INC for data resampling 
analysis. The %JACK macro does jackknife analyses for simple random samples, and the 
%BOOT macro does elementary nonparametric bootstrap analyses for simple random 
samples, both methods compute approximate standard errors, bias-corrected estimates, 
and confidence intervals assuming a normal sampling distribution. Besides, the 
%BOOTCI macro computes several varieties of confidence intervals that are suitable for 
sampling distribution that are not normal. (http://support.sas.com/kb/24/982.html) 
In this study, the %BOOTCI macro was used because our empirical distribution 
was non-normal. Additionally, considering the bias and skewness of the statistic, we 
selected three major methods of bootstrapping confidence intervals. For a statistic that is 
unbiased and has a symmetric sampling distribution, the percentile (PCTL) method is a 
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good choice which simply uses the  /2 and 1-  /2 percentiles of the bootstrap 
distribution to define the interval. The interval between the 2.5% and 97.5% percentiles 
of the bootstrap distribution is a 95% bootstrap confidence interval. If the statistic is 
biased, PCTL will amplify the bias (Efron, 1982).  In this case, the Bias Corrected (BC) 
method is more appropriate, as it adjusts the PCTL interval for bias where the bias is not 
mean bias, but median bias. Further, the Bias Corrected accelerated (BCa) method adjusts 
the PCTL interval for both bias and skewness. However, BCa is time consuming because 
of extra computation on an estimate of the acceleration, which needs to be estimated by 
jackknifing resampling analysis. For comparison, we also computed the normal 
confidence intervals with and without bias correction for both bootstrapping and 
jackknifing approaches, which rely on the use of normal distributions for data.  
We evaluated the effectiveness of different bootstrapping confidence interval 
methods and assessed the consequence of assuming normality in the simulated data. If the 
confidence interval excludes zero, the result would be concluded as significantly rejecting 
the null hypothesis. In the simulations using the bootstrap resampling method, type I 
error and power were calculated as the proportion of times the 95% confidence intervals 
exclude zero. In the original simulation samples, type I error and power were computed 
as the percentage of p-values less than 0.05 assuming a theoretical normal distribution for 
Z-test.  
 
Table 4.3 illustrates the estimated type I error rate and power for different 
approaches. The normal approximation method using simulation samples almost never 
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rejects the null hypothesis when a SNP has no effect on either trait. In addition, power is 
poor when a SNP has small effects on both traits. 
Bootstrapping PCTL method improves the power and type I error. In the scenario 
of no SNP effect on either trait, the estimated type I error rate of bootstrapping PCTL was 
0.013, compared to 0.000 of normal approximation method at nominal       . In 
comparison with other methods assuming normal approximate distribution, the PCTL 
method also results in greater statistical power.  Even at the scenario of both traits having 
only 1% of SNP effects, it achieved 81.4% of power at       , much better than 
25.0%-32.4% of power from simulation samples and other normal-based bootstrapping 
approaches. 
Bootstrapping BC and BCa methods have similar powers to the PCTL method, 
but somewhat inflated type I error rates. 
Of all of these approaches, only PCTL well controls type I error and maintains 
good power consistently across different scenarios. The deviations from nominal   are in 
our acceptable range except for low effects. Therefore, the bootstrapping PCTL method is 
suggested for the statistical testing of SNP-specific pleiotropic effect in CovA.  
   
 
8
8
 
Table 4. 3 Empirical type I error and power of single SNP pleiotropic effect comparing normal approximation 
approach and bootstrapping confidence interval approaches  
MAF=0.5, polygenic    =0.6 and           ,       ,     
      
      
Simulation = 1000, bootstrapping in each simulation = 1000 
 
scenario 
Statistic Value Type I Error or Power at  =0.05 
    ̂  
Simulation Bootstrap(Normal)  Jackknife Bootstrap  
Normal NBC NBUC NBC NBUC PCTL BC BCa 
t0_t0 0.000 0.001 0.000 0.001 0.000 0.082 0.001 0.013 0.016 0.016 
t0_t1 0.000 0.001 0.037 0.035 0.014 0.074 0.036 0.033 0.079 0.079 
t0_t2 0.000 0.001 0.053 0.052 0.039 0.064 0.051 0.043 0.074 0.075 
t0_t3 0.000 0.001 0.050 0.054 0.042 0.062 0.053 0.047 0.067 0.068 
t0_t10 0.000 0.001 0.043 0.043 0.041 0.049 0.040 0.047 0.049 0.049 
t0_t30 0.000 0.001 0.044 0.044 0.043 0.043 0.044 0.047 0.048 0.048 
t1_t1 0.010 0.011 0.315 0.250 0.312 0.277 0.324 0.814 0.839 0.839 
t1_t2 0.014 0.015 0.563 0.495 0.561 0.504 0.584 0.883 0.894 0.894 
t1_t3 0.017 0.018 0.676 0.618 0.673 0.622 0.682 0.884 0.890 0.892 
t1_t10 0.032 0.032 0.811 0.803 0.817 0.782 0.818 0.884 0.888 0.888 
t1_t30 0.055 0.055 0.852 0.845 0.857 0.842 0.857 0.884 0.886 0.886 
t2_t2 0.020 0.021 0.851 0.795 0.839 0.786 0.850 0.986 0.990 0.990 
t2_t3 0.024 0.025 0.933 0.911 0.932 0.898 0.934 0.993 0.995 0.995 
t2_t10 0.045 0.045 0.983 0.978 0.985 0.977 0.984 0.993 0.997 0.997 
t2_t30 0.077 0.078 0.989 0.988 0.991 0.990 0.989 0.993 0.997 0.997 
t3_t3 0.030 0.031 0.985 0.978 0.984 0.975 0.985 1.000 1.000 1.000 
t3_t10 0.055 0.055 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
t3_t30 0.095 0.096 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
   
 
8
9
 
*Shaded areas signify null hypothesis conditions. Unshaded areas reflect non-null hypothesis conditions. Unbold number reflects the error rate fells 
within Bradley’s criterion. Bold numbers signify either inflated or conservative type I errors. NBC: normal approximation method, bias corrected; 
NBUC: normal approximation method, bias uncorrected; PCTL: percentile method; BC: bias corrected method; BCa: bias corrected accelerated method. 
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Bootstrapping Size  
In order to explore the impact of changing resample numbers on the performance 
of bootstrapping PCTL method in CovA, we increased the number of bootstrap samples 
from 1,000 to 10,000 in seven scenarios (Table 4.4). Empirical type I error rate and 
power are similar at a nominal    0.05 using different numbers of bootstrap resamples. 
One thousand resamples instead of ten thousand are sufficient for the bootstrap 
resampling procedure, introducing very little additional variation from the original 
sample and excellently mimicking the shape, bias and spread of the sampling distribution. 
 
Table 4. 4 Empirical type I error and power results comparing different numbers of 
bootstrapping samples in CovA  
MAF=0.5, polygenic         and           ,       ,     
      
      
Scenario N=1000 N=10000 
t0_t0 0.013 0.010 
t0_t1 0.033 0.032 
t0_t2 0.043 0.041 
t0_t3 0.047 0.046 
t0_t10 0.047 0.052 
t0_t30 0.047 0.052 
t1_t1 0.814 0.820 
 
Coverage Probability 
The performance of bootstrapping PCTL method in CovA is also evaluated in 
terms of empirical coverage probability of the confidence intervals, referring to the 
proportion of times that the interval contains the true value of interest (Dodge 2006; 
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Kysely, 2010). The coverage probability of the 95% confidence interval is lower (93.6%) 
than the nominal value of 95% for the Jackknife method with bias-correction under the 
t0_t0 scenario, indicating that the confidence interval constructed using that method is 
narrow and undervalued the uncertainty involved in the estimates. The 95% confidence 
intervals of all other methods and the Jackknife method with bias-correction under other 
scenarios cover 100% of cases, indicating that the confidence intervals using these 
methods are wider compared to the real uncertainty. 
 
Comparison of Different Polygenic Correlation and Environmental 
Correlation Values 
In order to provide a more comprehensive investigation of the influence of 
polygenic and environmental factor effects on CovA, we compared twelve sets of 
polygenic correlations (  ) of 0.0 (none), 0.1 (low), 0.6 (moderate) and 0.9 (high), and 
environmental correlations (  ) of 0.1 (low), 0.6 (moderate) and 0.9 (high) at 50% MAF. 
Appendix Table S4 provides the true value of pleiotropic effect, the mean of the 
estimated pleiotropic effect, percent bias (%), and type I error or power in columns for 
each scenarios.  
The results showed that CovA is consistent across different polygenic genetic 
correlations, environmental correlations and MAFs with unbiased estimate, well 
controlled type I errors except for some cases when a SNP has no effect on either trait or 
small effect on one trait, and good power. 
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Changes in polygenic correlation do not lend a significant influence in the 
accuracy of pleiotropic effect estimation. With a fixed environmental correlation, the 
estimate biases are close to each other across all polygenic correlation levels. When a 
SNP has no effect on either trait, increased polygenic correlation contributes to a little 
improved type I error except    0.0. When a SNP has effect on only one trait, all of the 
conditions show a slight decrease in type I error with increasing polygenic correlation. 
When a SNP has effect on both traits, larger polygenic correlation leads some 
improvement on power.  
The accuracy of an estimator is generally affected by environmental correlation. 
With a fixed polygenic correlation, a larger environmental correlation results in an 
overestimated SNP-specific pleiotropic effect. When a SNP has no effect on either trait, 
increasing the environmental correlation from 0.0, 0.6 to 0.9 provides a substantive 
improvement to the conservative type I error rate. When a SNP has effect on only one 
trait, increasing the environmental correlation decreases the type I error rate. When a 
SNP has effect on both traits, there is a corresponding increase in power, as 
environmental correlation increased.  
 
Comparison of Different Minor Allele Frequencies  
We performed some additional simulations to look at the estimate, type I error 
and power under different minor allele frequencies (MAF=0.1 and 0.5) at polygenic 
correlation of 0.6 and environmental correlation of 0.6 (Appendix Table S5).  
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CovA does not vary much under different MAF. The estimated biases from both 
MAF are positive and less than 10%, indicating the accuracy is acceptable. Smaller MAF 
yields slightly larger bias, type I error and power, but the extent of influence is small. 
 
4.3 Multiple SNPs Analysis  
4.3.1 Proposed Method  
To extend the model for multiple SNPs, we consider 
    (                )  where      is 0, 1 and 2 if the genotype of the 
individual at the jth SNP is AA, Aa and aa, respectively.  
For illustration, we focus our discussion on bivariate linear models with only two 
SNPs and assume that there is no linkage disequilibrium (LD) between the SNPs.  
                             ,                         (4.12) 
                             .     
Similar to the single SNP pleiotropy, the effect estimate of the joint pleiotropic effects 
from two SNPs can be written as 
    ̂     (    ) ̂    ̂     (         ) ̂    ̂     (         ) ̂   
  ̂     (    ) ̂  ,                                                                                      (4.13) 
where  ̂  ,  ̂  ,  ̂   and  ̂   represent the effect size of SNP1 and SNP2 on trait1 and 
trait2, respectively;    (    ) and    (    ) are their variances.    (         ) 
is the covariance. 
The derived variance of the joint pleiotropic effects is 
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   (  )     [ ̂     (    ) ̂    ̂     (         ) ̂  
  ̂     (         ) ̂    ̂     (    ) ̂  ]
     (    )   ( ̂   ̂  )     
 (    )   ( ̂   ̂  )
     (    )   (    )   ( ̂   ̂    ̂   ̂  )
     (          )[   ( ̂   ̂  )     ( ̂   ̂  )
     ( ̂   ̂    ̂   ̂  )]
     (    )   (         )[   ( ̂   ̂    ̂   ̂  )
    ( ̂   ̂    ̂   ̂  )]
     (    )   (         )[   ( ̂   ̂    ̂   ̂  )
    ( ̂   ̂    ̂   ̂  )] 
(4.14) 
Since these two SNPs are independent,    
    (          )
   (    )   (    )
  , indicating 
   (         )   . Then the variance reduces to 
   (  )     [ ̂     (    ) ̂    ̂     (         ) ̂  
  ̂     (         ) ̂    ̂     (    ) ̂  ] 
                          (    )   ( ̂   ̂  )     
 (    )   ( ̂   ̂  ) 
                              (    )   (    )   ( ̂   ̂    ̂   ̂  )                               (4.15) 
Based on the variance of the product of two dependent variables (Goodman, 1960), the 
variance and covariance of regression coefficients are approximated 
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   ( ̂   ̂  )  [ ( ̂  )]
 
   ( ̂  )  [ ( ̂  )]
 
   ( ̂  ) 
   ( ̂  ) ( ̂  )   ( ̂    ̂  )                                                         (4.16) 
   ( ̂   ̂  )  [ ( ̂  )]
 
   ( ̂  )  [ ( ̂  )]
 
   ( ̂  ) 
   ( ̂  ) ( ̂  )   ( ̂    ̂  )                                                        (4.17) 
   ( ̂   ̂    ̂   ̂  )  [ ( ̂  )][ ( ̂  )]   ( ̂    ̂  ) 
                                        [ ( ̂  )][ ( ̂  )]   ( ̂    ̂  ) 
                             ( ̂  ) ( ̂  )   ( ̂    ̂  ) 
  ( ̂  ) ( ̂  )   ( ̂    ̂  )                                              (4.18) 
The hypotheses can be expressed as 
        ; 
        . 
The statistical testing of the two SNPs pleiotropic effects is identical to the single 
SNP situation. 
 
4.3.2 Evaluation of the Proposed Method Using Simulation Studies  
We performed simulations to further explore some properties of the joint 
pleiotropic effects. Two SNPs in linkage equilibrium (LE) that had two alleles of equal 
frequency were generated for 1,000 uncorrelated trios in the first step. Then two 
correlated quantitative traits were simulated based on various SNP effects, along with a 
polygenic background. These two traits were normally distributed with residual 
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polygenic genetic correlation of 0.6, environmental correlation of 0.6 and residual 
heritability of 0.4. Four SNP heritabilities were considered ( 0%, 1%, 2%, 3% giving the 
size of effect for each SNP as 0, 0.1414, 0.2000 and 0.2450 units, and the standard 
deviation for each SNP as 1, 0.995 and 0.990, respectively). This study design 
incorporated twenty-two scenarios for different combination of SNP heritabilities 
(Table4.5). Simulation was performed on 1000 replicates.  
 
Table 4.  5 Pairs of two SNPs effects on bivariate traits in simulations of CovA 
 
a
(    
 %,     
 %) denotes SNP1 with     
 % effect on trait1 and SNP2 with     
 % effect on trait1. 
b
(    
 %,     
 %) denotes SNP1 with     
 % effect on trait2 and SNP2 with     
 % effect on trait2. 
 
 Trait1
a
 Trait2
b
 
No pleiotropy (No effects on T1 and T2) t0_t0 t0_t0 
No pleiotropy(No effect on T1) t0_t0 
t1_t0,  t1_t1 
t2_t0,  t2_t1,  t2_t2 
t3_t0,  t3_t1,  t3_t2,  t3_t3 
Pleiotropic  effect on both T1 and T2 
t1_t1 t1_t0,  t1_t1,  t1_t2,  t1_t3 
t2_t2 t2_t0,  t2_t1,  t2_t2,  t2_t3 
t3_t3 t3_t0,  t3_t1,  t3_t2,  t3_t3 
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Data were generated using the ‘simqtl’ command in SOLAR. Then we selected 
1,000 unrelated subjects from each sample and used multivariate regression modeling 
(4.19) to obtain the regression coefficients. 
                        ,                                (4.19) 
                        . 
The procedures for evaluating pleiotropy for two SNPs were similar to single SNP 
analysis. 
 
4.3.3 Simulation Results  
Bias of the Estimator 
Figure 4.6 displays the estimated two SNPs joint pleiotropic effect across SNPs 
heritabilities using CovA. In order to explicitly reflect the relationship between the single 
SNP pleiotropic effect and the joint SNPs pleiotropic effects, we also presented the 
pleiotropic effects from SNP1 and SNP2 individually and jointly. 
The estimated joint SNP pleiotropic effects are close to their true values. If neither 
SNP has individual pleiotropic effect, the joint pleiotropic effects are also zero. If only 
one SNP has individual pleiotropic effect, the joint pleiotropic effects are identical to that 
individual pleiotropic effect. If both SNPs have substantial pleiotropic effects, the joint 
pleiotropic effects are approximately the sum of the individual pleiotropic effects. 
   
 
9
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Figure 4. 5 Two SNPs joint pleiotropic effects and individual pleiotropic effects using CovA.  
MAF=0.5, polygenic        ,       ,     
      
     .  
*t    
     
  _t    
     
  denoted SNP1 with     
 % effect on trait1 and     
 % effect on trait2, and SNP2 with     
 % effect 
on trait1 and     
 % effect on trait2. 
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Type I Error and Power 
Because of the non-normal distribution of test statistic we used the bootstrap 
resampling method (B=1000) in statistical testing for two SNPs pleiotropic effects 
analysis. The empirical type I error and power of seven bootstrapping confidence interval 
methods were compared with the normal approximation method using simulation 
samples (Table 4.6). The results showed that any method based on normal approximation 
almost never rejects the null hypothesis when all SNPs effects are zero, and generates 
low power when all SNPs effects are small. This situation is greatly improved by using 
bootstrapping PCTL method. PCTL produces some conservative rates and some 
moderately liberal rates in type I error. In addition, PCTL provides the best performance 
in power. 
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Table 4.  6 Empirical type I error and power of two SNPs pleiotropic effects comparing normal approximation 
approach and bootstrapping confidence interval approaches 
MAF=0.5, polygenic   =0.6 and          ,       ,    
     
      
Simulation = 1000, bootstrapping in each simulation = 1000 
scenario 
Statistic Value Type I Error or Power at   =0.05 
True 
Value  ̂  
Simulation Bootstrap(Normal) Jackknife Bootstrap  
Normal NBC NBUC NBC NBUC PCTL BC BCa 
t00_t00 0.000 0.001 0.001 0.000 0.001 0.056 0.002 0.026 0.016 0.016 
t00_t10 0.000 0.001 0.013 0.018 0.009 0.065 0.017 0.040 0.055 0.055 
t00_t11 0.000 0.001 0.034 0.040 0.023 0.062 0.036 0.041 0.063 0.063 
t00_t20 0.000 0.001 0.040 0.038 0.019 0.065 0.037 0.036 0.056 0.056 
t00_t21 0.000 0.001 0.035 0.046 0.035 0.056 0.040 0.043 0.063 0.063 
t00_t22 0.000 0.001 0.042 0.041 0.034 0.056 0.038 0.046 0.053 0.055 
t00_t30 0.000 0.001 0.039 0.040 0.031 0.057 0.046 0.040 0.063 0.063 
t00_t31 0.000 0.001 0.044 0.044 0.036 0.055 0.043 0.043 0.056 0.056 
t00_t32 0.000 0.001 0.044 0.047 0.039 0.059 0.043 0.047 0.053 0.053 
t00_t33 0.000 0.001 0.043 0.046 0.039 0.056 0.043 0.041 0.052 0.053 
*Shaded areas signify null hypothesis conditions. Unshaded areas reflect non-null hypothesis conditions. Unbold number reflects the error rate fells 
within Bradley’s criterion. Bold numbers signify either inflated or conservative type I errors. NBC: normal approximation method, bias corrected; 
NBUC: normal approximation method, bias uncorrected; PCTL: percentile method; BC: bias corrected method; BCa: bias corrected accelerated method. 
t    
     
  _t    
     
  denoted SNP1 with     
 % effect on trait1 and     
 % effect on trait2, and SNP2 with     
 % effect on trait1 and     
 % effect on 
trait2.
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Table 4.5  (Continued) Empirical type I error and power of two SNPs pleiotropic effects comparing normal 
approximation approach and bootstrapping confidence interval approaches 
MAF=0.5, polygenic   =0.6 and          ,       ,    
     
      
Simulation = 1000, bootstrapping in each simulation = 1000 
scenario 
Statistic Value Type I Error or Power at   =0.05 
True 
Value  ̂  
Simulation Bootstrap(Normal) Jackknife Bootstrap  
Normal NBC NBUC NBC NBUC PCTL BC BCa 
t11_t10 0.010 0.011 0.280 0.173 0.254 0.188 0.276 0.566 0.515 0.517 
t11_t11 0.020 0.022 0.642 0.761 0.852 0.785 0.877 0.996 0.992 0.993 
t11_t12 0.024 0.026 0.872 0.870 0.921 0.881 0.937 0.995 0.993 0.993 
t11_t13 0.027 0.029 0.872 0.908 0.945 0.917 0.951 0.994 0.992 0.993 
t22_t20 0.020 0.021 0.962 0.559 0.626 0.566 0.645 0.830 0.795 0.795 
t22_t21 0.034 0.036 0.960 0.979 0.990 0.977 0.992 0.999 0.999 0.999 
t22_t22 0.040 0.042 0.992 0.998 0.999 0.997 1.000 1.000 1.000 1.000 
t22_t23 0.044 0.046 1.000 0.999 1.000 0.999 1.000 1.000 1.000 1.000 
t33_t30 0.030 0.031 1.000 0.832 0.866 0.831 0.867 0.941 0.927 0.928 
t33_t31 0.047 0.049 0.999 0.998 1.000 0.999 1.000 1.000 1.000 1.000 
t33_t32 0.054 0.056 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
t33_t33 0.060 0.062 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
*Shaded areas signify null hypothesis conditions. Unshaded areas reflect non-null hypothesis conditions. Unbold number reflects the error rate fells 
within Bradley’s criterion. Bold numbers signify either inflated or conservative type I errors. NBC: normal approximation method, bias corrected; 
NBUC: normal approximation method, bias uncorrected; PCTL: percentile method; BC: bias corrected method; BCa: bias corrected accelerated method. 
t    
     
  _t    
     
  denoted SNP1 with     
 % effect on trait1 and     
 % effect on trait2, and SNP2 with     
 % effect on trait1 and     
 % effect on 
trait2.
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It is important to mention that in the two SNPs pleiotropic effects, including a null 
effect SNP in models erode power for all eight methods of bootstrapping confidence 
intervals. Table 4.7 displays the simulation results of bootstrapping PCTL method for one 
SNP-specific pleiotropic effect and two SNPs-specific pleiotropic effect analysis. The 
power of a joint pleiotropic effect with a nuisance SNP in model is smaller than power of 
an individual pleiotropic effect. Therefore, researchers determined to evaluate multiple 
SNPs pleiotropic effect are advised to examine SNP effects first and avoid nuisance 
SNPs in models.  
Table 4.  7 Power comparing single SNP pleiotropic effect and two SNPs pleiotropic 
effects using bootstrapping PCTL method.  
MAF=0.5, polygenic   =0.6 and          ,       ,    
     
      
Simulation = 1000, bootstrapping in each simulation = 1000 
Power at   =0.05 Power at   =0.10 
2 SNPs Test 1 SNP Test 2 SNPs Test 1 SNP Test 
t11_t10 0.566 t1_t1 0.814 t11_t10 0.694 t1_t1 0.886 
t22_t20 0.830 t2_t2 0.986 t22_t20 0.889 t2_t2 0.995 
t33_t30 0.941 t3_t3 1.000 t33_t30 0.970 t3_t3 1.000 
 
*t    
     
 _t    
     
  denoted SNP1 with     
 % effect on trait1 and     
 % effect on trait2, and SNP2 
with     
 % effect on trait1 and     
 % effect on trait2.    
 _t   
  denotes SNP with    
 % effect on trait1 
and    
 % effect on trait2. 
 
4.4 Summary 
We have proposed a method based on multivariate regression model by 
examining the contribution of specific genetic marker(s) to phenotypic covariance. This 
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approach can be applied for population-based studies with samples of families or 
unrelated subjects. Covariance analysis allows estimate and test of pleiotropic SNP 
effect. Because a normality assumption of the test statistic is not always warranted, a test 
based on a normal distribution is not valid in all cases. We compared several 
bootstrapping confidence interval methods to the normal approximation method in CovA. 
The normal approximation method almost never rejects the null hypothesis if a SNP has 
no effect on either trait. In addition, it yields poor power if a SNP has very small effects 
on both traits. Of all these approaches, only PCTL improves type I error rate and 
maintains good power consistently across different SNP heritabilities. Thus, we 
suggested the bootstrap PCTL method for the subsequence analyses. The operation is 
simple and it is easy to use. 
Based on the simulations, CovA is very consistent across different residual 
polygenic genetic correlations, environmental correlations and MAFs with unbiased 
estimate, well controlled type I error except for some cases when a SNP has no effect on 
either trait or small effect on one trait, and good power. This robustness to polygenic 
correlation makes CovA appealing. In addition, environmental correlation and MAF do 
not essentially change the facts. Environmental correlation has a little influence on this 
approach. Increasing environmental correlation results in bigger bias, increased type I 
error if a SNP has no effect on either trait, decreased type I error if a SNP has effect on 
one trait, and increased power if a SNP has effects on both traits. We also found that 
CovA is slightly affected by different MAFs. Larger MAF produces larger bias, type I 
error and power.  
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Chapter 5: Compare Methods in the Context of Pleiotropic 
Effects 
5.1 Comparison of Covariance Analysis, Multivariate Analysis Of Variance and 
Conditional Analysis Approaches Using Unrelated Data 
CovA and MANOVA share the common bivariate regression models:  
                ,                                         (4.20) 
                 , 
where    denotes the value of the jth trait (j=1,2);     denotes a SNP with observed 
genotypes coded as 0, 1 and 2 for the number of minor alleles;                     
denote regression coefficients;    is a random error,  (  )   ,    (     )      , 
       . 
However, their hypotheses have essential distinctions: 
MANOVA 
                                      
CovA 
                                             
In MANOVA, if a SNP has an effect on only one trait, the null hypothesis would be 
rejected. Undoubtedly, rejecting the null hypothesis does not agree with the hypothesis of 
pleiotropic SNP effect. In contrast, the null hypothesis of CovA is that a SNP has no 
effect on any of the traits. If a SNP has an effect on only one trait, we fail to reject the 
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null hypothesis and confirm non-pleiotropy. Distinguishing these two cases has important 
implications in pleiotropic effect analysis. 
 
As for conditional analysis, we investigate a SNP effect on two traits by 
conducting a set of regression models. Let    and    denote the values of two correlated 
traits. 
Model1:                                                                         (4.22) 
Model2:                                                                         (4.23) 
Model3:                                                                                 (4.24) 
Model4:                                                                                 (4.25) 
We alternate one trait as a covariate in the analysis of another trait and estimate 
the SNP effects conditional and unconditional on the covariate. Model1 (4.22) is a 
conditional analysis where a SNP effect on the dependent variable is smaller than the 
covariate. Model2 (4.23) is a conditional analysis where the SNP effect on the dependent 
variable is bigger than the covariate. Model3 (4.24) and model4 (4.25) are corresponding 
unconditional analysis.  
The hypothesis testing is to examine the change of SNP effects conditioning and 
not conditioning one trait to the other. 
Conditional Analysis 
                                   , 
or 
                                  . 
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A substantive change in the effect sizes of a SNP from unconditional analysis to 
conditional analysis provides an evidence of a shared SNP effect between traits. Similar 
to CovA, the bootstrapping PCTL method is used in the conditional analyses for 
statistical testing. If the confidence interval of the difference between the SNP effect sizes 
excludes zero, the null hypothesis is rejected. Type I error and power are calculated as the 
proportion of times the 95% CIs exclude zero. 
 
We compared MANOVA and conditional analysis with CovA under different 
residual polygenic genetic correlations and environmental correlations. 
The simulation design was based on 1,000 independent subjects and 12 levels of 
residual polygenic and environmental correlations: residual polygenic correlation (  ) of 
0.0, 0.1 0.6 and 0.9; environmental correlation (  ) of 0.0, 0.6 and 0.9; and residual 
heritability (   
  and    
 ) of 1% for    = 0.0 and 40% for others. SNP heritability varied 
from 0% to 3%. Simulated data from each sample was analyzed using each of four tests.  
 
Table 5.1 and Appendix Table S6 display the mean of the estimated pleiotropic 
effect (or estimated size of the SNP effect), type I error and power of CovA, MANOVA, 
and conditional analysis approaches for a single SNP-specific pleiotropic effect on two 
traits. We also compared simulation results across the polygenic and environmental 
correlations from low to high. 
In comparison to MANOVA and conditional analysis, only CovA can quantify 
pleiotropic effect. The effect estimate is unbiased and unaffected by the polygenic 
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correlation but slightly affected by the environmental correlation. Smaller environmental 
correlation contributes more accurate estimate. When a SNP has no effect on either trait, 
CovA demonstrates conservative type I errors across all polygenic and environmental 
correlation conditions. Increasing polygenic correlation or environmental correlation 
generally yields an improvement to type I error. When a SNP has effect on one trait, type 
I errors in CovA are well controlled except for some cases when SNP effect on that trait 
is small for all polygenic and environmental correlation conditions. Additionally, type I 
error rate decreases as the polygenic correlation or environmental correlation increases. 
When a SNP has effect on both traits, CovA presents good powers in all conditions, 
which are higher under larger polygenic correlation or environmental correlation level.  
MANOVA does not estimate the shared SNP effect on two traits, but the SNP 
effects on two traits individually. When a SNP has no effect on either trait, MANOVA 
tended to exhibit inflated type I errors across all polygenic or environmental correlation 
conditions (5.5% to 6.4%). When a SNP has effect on only one trait, MANOVA does not 
focus on pleiotropy, whose rejection rates ranged from 81.7% to 100.0% across all 
conditions. When a SNP has effect on both traits, MANOVA exhibited good power (81.7% 
to 100.0%) which decreases with environmental correlation.  
In conditional analysis method, we compare the simulation results between two 
conditional models: model1 using the trait with a larger SNP effect (trait2) as a covariate 
and model2 using the trait with a smaller SNP effect (trait1) as a covariate.  
Model1 produces large type I errors when a SNP has effect on only one trait in all 
polygenic and environmental correlation conditions except both correlations are zeros. 
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Therefore, a model using the trait with a smaller SNP effect as dependent variable and the 
trait with a larger SNP effect as covariate is manifested to be inappropriate in conditional 
analysis. Researchers are advised to examine SNP effects first and determine which trait 
to be used as covariates appropriately (Li et al., 2006). 
Model2 estimates the SNP effect on trait2 conditional on trait1. If polygenic 
correlation and environmental correlation are moderate to high, conditional analysis 
method exhibits an appearance of a great degree of effectiveness to test for pleiotropy. 
When a SNP has no effect on at least one trait, type I error rates are well controlled 
across all conditions. When a SNP has effect on both traits, conditional analysis retains 
good power if neither polygenic correlation nor environmental correlation is very small. 
Unfortunately, if both polygenic correlation and environmental correlation are zero or 
very small, the conditional analysis generates low power. The possible explanation can be 
that conditional analysis is essentially assessing any genetic or environmental effects 
between traits, rather than the SNP-specific pleiotropic effect.  
In sum, the simulation results demonstrated that only CovA effectively and 
accurately quantifies and tests pleiotropic SNP effect and is consistent across all 
polygenic and environmental correlations.  
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Table 5. 1 Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and conditional 
analysis using unrelated data  
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
      
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.000 0.002 0.002 -0.002 0.063 0.000 0.003 0.000 0.002 
t0_t1 0.000 0.000 0.041 0.002 0.141 0.817 0.000 0.002 0.000 0.034 
t0_t2 0.000 0.000 0.047 0.002 0.202 0.989 0.000 0.002 0.000 0.049 
t0_t3 0.000 0.000 0.047 0.002 0.246 0.997 0.000 0.001 0.000 0.046 
t1_t1 0.010 0.010 0.780 0.140 0.141 0.984 0.000 0.047 0.000 0.048 
t1_t2 0.014 0.014 0.871 0.140 0.202 1.000 0.000 0.038 0.000 0.051 
t1_t3 0.017 0.017 0.876 0.140 0.246 1.000 0.000 0.027 0.000 0.040 
t2_t2 0.020 0.020 0.982 0.200 0.202 1.000 0.000 0.044 0.000 0.044 
t2_t3 0.024 0.025 0.986 0.200 0.246 1.000 0.000 0.048 0.000 0.049 
t3_t3 0.030 0.030 1.000 0.245 0.246 1.000 0.000 0.047 0.000 0.047 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table 5.1 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
      
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.001 0.011 0.002 0.000 0.063 0.001 0.045 0.000 0.063 
t0_t1 0.000 0.001 0.037 0.002 0.142 0.948 0.001 0.046 0.085 0.880 
t0_t2 0.000 0.001 0.046 0.002 0.202 0.999 0.001 0.046 0.121 0.993 
t0_t3 0.000 0.001 0.047 0.002 0.246 1.000 0.001 0.046 0.148 0.998 
t1_t1 0.010 0.011 0.795 0.141 0.142 0.888 0.084 0.868 0.084 0.880 
t1_t2 0.014 0.015 0.874 0.141 0.202 0.987 0.083 0.868 0.121 0.993 
t1_t3 0.017 0.018 0.877 0.141 0.246 0.997 0.083 0.868 0.148 0.998 
t2_t2 0.020 0.021 0.986 0.201 0.202 0.995 0.119 0.992 0.120 0.993 
t2_t3 0.024 0.025 0.990 0.201 0.246 0.998 0.119 0.992 0.147 0.998 
t3_t3 0.030 0.031 0.998 0.246 0.246 0.999 0.146 1.000 0.146 0.998 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table 5.1 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
     
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.000 0.002 0.001 -0.002 0.057 0.000 0.044 0.000 0.053 
t0_t1 0.000 0.000 0.037 0.001 0.141 0.848 0.000 0.044 0.034 0.897 
t0_t2 0.000 0.000 0.045 0.001 0.202 0.992 0.000 0.044 0.049 0.995 
t0_t3 0.000 0.000 0.047 0.001 0.246 0.999 0.000 0.044 0.060 1.000 
t1_t1 0.010 0.010 0.787 0.140 0.141 0.960 0.034 0.874 0.034 0.897 
t1_t2 0.014 0.014 0.873 0.140 0.202 0.998 0.034 0.874 0.049 0.995 
t1_t3 0.017 0.017 0.876 0.140 0.246 0.999 0.033 0.874 0.060 1.000 
t2_t2 0.020 0.020 0.986 0.199 0.202 1.000 0.048 0.994 0.048 0.995 
t2_t3 0.024 0.025 0.993 0.199 0.246 1.000 0.047 0.994 0.059 1.000 
t3_t3 0.030 0.030 1.000 0.245 0.246 1.000 0.059 1.000 0.059 1.000 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table 5.1 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,    
      
      
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.001 0.013 0.001 -0.001 0.062 0.001 0.049 0.000 0.063 
t0_t1 0.000 0.001 0.033 0.001 0.141 0.956 0.001 0.049 0.085 0.899 
t0_t2 0.000 0.001 0.043 0.001 0.202 1.000 0.001 0.049 0.122 0.994 
t0_t3 0.000 0.001 0.047 0.001 0.246 1.000 0.001 0.049 0.150 1.000 
t1_t1 0.010 0.011 0.814 0.141 0.141 0.894 0.085 0.883 0.085 0.899 
t1_t2 0.014 0.015 0.883 0.141 0.202 0.991 0.084 0.883 0.122 0.994 
t1_t3 0.017 0.018 0.884 0.141 0.246 0.999 0.084 0.883 0.149 1.000 
t2_t2 0.020 0.021 0.986 0.200 0.202 0.996 0.120 0.991 0.121 0.994 
t2_t3 0.024 0.025 0.993 0.200 0.246 0.999 0.119 0.991 0.148 1.000 
t3_t3 0.030 0.031 1.000 0.245 0.246 1.000 0.147 1.000 0.148 1.000 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
 
 
 
 
113 
 
  
 
5.2 Comparison of Covariance Analysis, Variance Components Analysis-Based 
Approaches and Multivariate Analysis Of Variance using Family Data 
We compared the performance of CovA, VC-based analysis and MANOVA in 
family data. 
Likelihood ratio test (LRT) is used for the family related one-factor MANOVA 
analysis (Warton and Hudson, 2004). The likelihood of the polygenic model with a SNP 
adjustment (3.13), which is an alternative model, was compared with the likelihood of the 
polygenic model without a SNP adjustment (3.12), which is a null model. The test 
statistic of log-likelihood ratio test is 
        (
                        
                               
)                                    (    )
     (                        )
     (                                ) 
It has a chi-square distribution with 2 degrees of freedom. We compared the log-
likelihood ratio to a critical value to decide whether to reject the null model in favor of 
the alternative model. The logarithms of the likelihoods of the polygenic models were 
obtained from the SOLAR analysis results.  
Table 5.2 displays the mean of the estimated pleiotropic effect (or the estimated 
size of the SNP effect in MANOVA), type I error and power of CovA, the genetic 
correlation and covariance approaches, and MANOVA for a single SNP-specific 
pleiotropic effect on two traits.  
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Under low residual polygenic correlation, CovA produces the smallest bias. The 
second smallest bias is from the genetic covariance approach. The genetic correlation 
approach generates the largest bias. If a SNP has no effect on either trait, type I error 
rates are conservative in the CovA, genetic correlation and covariance approaches, but 
inflated in MANOVA. If a SNP has effect on one trait, all methods have inflated type I 
error rates, which is largest for MANOVA, smallest from CovA, and second smallest 
from the genetic covariance approach. MANOVA had 100% rejection rate, indicating 
that MANOVA is ineffective for use under this scenarios.  If there is a substantial 
association between a SNP and both traits, CovA and MANOVA are among the most 
powerful methods. The genetic correlation or covariance approaches have similar power.  
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Table 5. 2 Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, genetic correlation and 
covariance approaches and MANOVA using unrelated data  
MAF=0.5, polygenic    =0.1 and           ,       ,     
      
      
Simulation = 1000, bootstrapping in each simulation = 500 
Scenario 
CovA Analysis VC Analysis MANOVA(LRT) 
    ̂  
Bias 
(%) 
                   ̂       
Bias 
(%) 
               ̂       
Bias 
(%) 
       ̂   ̂        
t0_t0 0.000 0.000 ---a 0.03 0.000 0.000 ---a 0.00 0.000 0.000 ---a 0.00 0.000 0.002 0.06 
t0_t3 0.000 0.000 ---a 0.07 0.000 0.000 ---a 0.07 0.000 -0.003 ---a 0.08 0.000 0.245 1.00 
t0_t10 0.000 0.000 ---a 0.06 0.000 -0.002 ---a 0.07 0.000 -0.010 ---a 0.10 0.000 0.447 1.00 
t0_t30 0.000 -0.001 ---a 0.06 0.000 -0.006 ---a 0.09 0.000 -0.028 ---a 0.12 0.000 0.774 1.00 
t1_t1 0.010 0.010 3.6 1.00 0.010 0.010 -4.2 0.52 0.022 0.022 2.4 0.55 0.142 0.143 1.00 
t3_t3 0.030 0.030 -0.6 1.00 0.030 0.029 -3.7 0.98 0.063 0.066 4.7 0.98 0.244 0.245 1.00 
t10_t10 0.100 0.100 0.4 1.00 0.100 0.096 -3.9 0.99 0.180 0.198 10.2 0.99 0.448 0.445 1.00 
t10_t30 0.173 0.173 0.0 1.00 0.173 0.165 -4.7 1.00 0.272 0.299 10.1 1.00 0.448 0.775 1.00 
t30_t30 0.300 0.300 0.0 1.00 0.300 0.288 -4.0 1.00 0.386 0.469 21.5 1.00 0.774 0.775 1.00 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates. 
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We also explored the performance of CovA and VC-based analyses on the joint 
pleiotropic effects in the same and opposite directions. Simulations were conducted for 
four conditions: (1) SNP1 has 10% effects on trait1 and trait2 in the same direction and 
SNP2 has 30% effects on trait1 and trait2 in the same direction; (2) SNP1 has 10% 
effects on trait1 and trait2 in the same direction, and SNP2 has 30% effects on trait1 and 
trait2 in the opposite direction; (3) SNP1 has 30% effects on trait1 and trait2 in the same 
direction and SNP2 has 30% effects on trait1 and trait2 in the same direction; (4) SNP1 
has 30% effects on trait1 and trait2 in the same direction and SNP2 has 30% effects on 
trait1 and trait2 in the opposite direction. We set a polygneic correlation (  ) of 0.1, 
environmental correlation (  ) of 0.6, and residual heritabilities (   
  and    
 ) of 0.4. 
Table1 5.3 displays the distribution of 1,000 simulations of CovA, the genetic 
correlation approach and the genetic covariance approach on the mean of the estimate, 
percent bias, standard deviation, and 95% confidence interval (2.5 percentile and 97.5 
percentile). 
 CovA maintains robustness across all conditions. The estimates are unbiased. 
The next smallest estimate biases are from the genetic covariance approach. The genetic 
correlation approach generates the largest estimate biases. In addition, its estimate biases 
are larger if SNP1 and SNP2 have the same directions of effects compared to if they have 
the opposite directions of effects, because the genetic correlation approach performs poor 
if the SNP(s) effects on traits are too big. 
   
 
1
1
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Table 5. 3 Simulation distribution comparing CovA, and genetic correlation and covariance approaches for two SNPs 
pleiotropic effects with the same or opposite direction 
MAF=0.5, polygenic    =0.1 and           ,       ,     
      
     , Simulation=1000 
scenario 
 CovA (  ) 
True Mean Bias(%) Std 2.5th 97.5th 
t10_10_t30_30a 0.400 0.400 0.109 0.020 0.363 0.440 
t10_10_t30_R30b -0.200 -0.200 -0.191 0.014 -0.228 -0.171 
t30_30_t30_30a 0.600 0.601 0.103 0.026 0.547 0.651 
t30_30_t30_R30b 0.000 0.000 ---a 0.018 -0.036 0.036 
*t    
      
 _t    
      
  denoted SNP1 with     
 % effect on trait1 and     
 % effect on trait2, and SNP2 with     
 % effect on trait1 and     
 % effect 
on trait2.  
a
SNP1 and SNP2 have the same direction. 
b
SNP1 and SNP2 have the opposite direction. 
a --- indicates that the percent bias is not computed.  
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Table 5.3 (Continued) Simulation distribution comparing CovA, and genetic correlation and covariance approaches for 
two SNPs pleiotropic effects with the same or opposite direction 
MAF=0.5, polygenic   =0.1 and          ,       ,    
     ,    
      
scenario 
 VC Analysis (       ) 
True Mean Bias(%) Std 2.5th 97.5th 
t10_10_t30_30a 0.200 0.535 167.308 0.065 0.431 0.681 
t10_10_t30_R30b -0.400 -0.349 -12.743 0.052 -0.444 -0.240 
t30_30_t30_30a 0.240 0.621 158.872 0.070 0.503 0.769 
t30_30_t30_R30b 0.000 -0.064 ---a 0.067 -0.190 0.074 
*t    
      
 _t    
      
  denoted SNP1 with     
 % effect on trait1 and     
 % effect on trait2, and SNP2 with     
 % effect on trait1 and     
 % effect 
on trait2.  
a
SNP1 and SNP2 have the same direction. 
b
SNP1 and SNP2 have the opposite direction. 
a --- indicates that the percent bias is not computed.  
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Table 5.3 (Continued) Simulation distribution comparing CovA, and genetic correlation and covariance approaches for 
two SNPs pleiotropic effects with the same or opposite direction.  
MAF=0.5, polygenic   =0.1 and          ,       ,    
     ,    
      
scenario 
 VC Analysis (         ) 
True Mean Bias(%) Std 2.5th 97.5th 
t10_10_t30_30a 0.400 0.385 -3.827 0.034 0.323 0.453 
t10_10_t30_R30b -0.200 -0.215 7.432 0.027 -0.268 -0.163 
t30_30_t30_30a 0.600 0.578 -3.623 0.045 0.492 0.668 
t30_30_t30_R30b 0.000 -0.023 ---a 0.038 -0.097 0.054 
*t    
      
 _t    
      
  denoted SNP1 with     
 % effect on trait1 and     
 % effect on trait2, and SNP2 with     
 % effect on trait1 and     
 % effect 
on trait2.  
a
SNP1 and SNP2 have the same direction. 
b
SNP1 and SNP2 have the opposite direction. 
a --- indicates that the percent bias is not computed. 
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5.3 Summary 
We performed simulation studies to compare CovA, MANOVA, and conditional 
analysis approaches across different residual polygenic and environmental correlations 
using unrelated subjects. The simulation results show that MANOVA does not focus on 
pleiotropy, which generates large type I error rates if evaluated under the hypothesis that 
a SNP has effect only on one trait, which actually falls into its intended alternative 
hypothesis. Conditional analysis presents conservative type I error and good power if 
neither residual polygenic correlation nor environmental correlation is very small. 
Unfortunately, small values of both residual polygenic correlation and environmental 
correlation lead to conservative type I error rate and low power.  
We compared CovA, the genetic correlation and covariance approaches to 
MANOVA under low residual polygenic correlation and moderate environmental 
correlation using related subjects. CovA is most efficient, in terms of bias, type I error 
and power. If a SNP has an effect on one trait, MANOVA has 100% rejection rate, 
demonstrating that MANOVA is ineffective for use under this scenarios. The genetic 
correlation and covariance approaches have similar power, but the genetic covariance 
approach has comparably smaller bias and type I error than the genetic correlation 
approach. 
We also compared CovA and the genetic correlation and covariance approaches 
for the joint pleiotropic effects of the same and opposite directions under low residual 
polygenic correlation and moderate environmental correlation. We found that CovA 
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maintains robustness and it estimates are unbiased. The next smallest estimate biases are 
from the genetic covariance approach. The genetic correlation approach generates the 
largest estimate biases. The percent biases are larger if SNP1 and SNP2 have the same 
directions of effects compared to if they have the opposite directions of effects, because 
the genetic correlation approach performs poor if the SNP(s) effects on traits are too 
large. 
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Chapter 6: Application to Real Data 
6.1 Introduction 
It has long been recognized that genetic factors play an important role in the 
pathogenesis of osteoporosis (Ralston and Crombrugghe 2006). Over the decades, a large 
scale longitudinal study, the Framingham Osteoporosis Study (FOS) has been conducted 
to identify new candidate genes that are involved in the regulation of osteoporosis-related 
phenotypes (Karasik et al. 2004; Demissie et al. 2007; Kiel et al. 2007; Karasik et al. 
2008; Karasik and Ferrari 2008;  Karasik et al. 2010; Gupta et al. 2010, Hsu et al. 2010). 
Several studies have discovered shared effects of genes between multiple bone health 
related phenotypes. One of these studies suggested principal components analysis to 
linkage studies using the linear combination of several correlated bone phenotypes which 
facilitated detection of possible pleiotropy of chromosomal loci at different skeletal sites 
(Karasik et al. 2004). Some other studies performed GWAS of multiple phenotypes 
associated with bone fractures and found that the similarity of association between 
quantitative bone phenotypes may be attributed to pleiotropic effects of genes (Karasik et 
al. 2010; Gupta et al. 2010). Karasik et al (2010) conducted the first phenomic scan and 
found that BMD at the lumbar spine and femoral neck are indeed genetically alike. They 
listed thirty-eight potential candidate pleiotropic genetic variants associated at        
with both FN and LS BMD (some SNPs in linkage disequilibrium with       ). 
Further empirical research is needed to evaluate the pleiotropic effect of these putative 
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SNPs and validate Karasik’s approach on selection of presumably pleiotropic candidate 
genes.  
 
6.2 The Framingham Osteoporosis Study (FOS) 
The FOS is an ancillary study of the Framingham Heart Study (FHS). The FHS is 
a population-based, multigenerational cohort study established in 1948 to examine risk 
factors for cardiovascular disease in a group of subjects from Framingham, MA (Dawber 
and Moore 1951; Dawber et al. 1963). In the original cohort, 5,209 participants (2,336 
men and 2,873 women) were enrolled at the first examination and were examined every 2 
years. The offspring cohort was initiated in 1971 to evaluate the role of genetic factors in 
the etiology of coronary artery disease, consisting of 5,124 participants (2,483 men and 
5,641 women) who were the adult offspring and their spouses of the original cohort study 
and were followed every four years (Feinleib et al. 1975; Tucker et al. 2006; Demissie et 
al. 2002; Karasik et al. 2004; Cusano et al. 2012). The sample of FOS was drawn from 
two cohorts of the FHS. BMD measurement, a diagnostic test used to measure the 
amount of mineral in bone, were collected from 1992 to 1996 during the 22
nd
 and 24
th
 
examination for the original cohort and from 1996 to 2001 during the 6
th
 and 7
th
 
examination for the offspring (Tucker et al. 2006, Demissie et al. 2007; Kiel et al. 2007; 
Gupta et al. 2011). For this study, there were 3480 participants who had BMD 
measurements at the spine and hip, 720 from the original cohort (270 men and 450 
women) and 2760 from the offspring cohort (1220 men and 1540 women). Because the 
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contribution of genetic factors to BMD has been show to differ by gender and bone 
fracture are more common in women, Karasik evaluated SNPs in women (Karasik et al. 
2010). Therefore, our research also focuses on women. We use cohort-specific residual 
phenotypes adjusted for covariates for analysis, which have been previously described 
(Karasik et al. 2010). 
The FOS uses the genotype data from the FHS SNP Health Association Resource 
(SHARe) project initiated in 2007. The SHARe genotyping was conducted using the 
Affymetrix 500K mapping array plus Affymetrix 50K supplemental array in over 9,300 
Framingham Study participants with DNA available. The details of genotype cleaning 
including quality control and population substructure have been published elsewhere 
(Karasik et al. 2010).  
In order to determine the nature of the shared SNPs, we apply (1) CovA to a 
sample of genetically unrelated subjects and (2) CovA, genetic correlation and genetic 
covariance approaches to a sample of family related subjects.  
 
6.3 Pleiotropic Effect Using Unrelated Data 
A sub-set of 879 unrelated women (237 original cohort and 642 offspring cohort) 
who had phenotypic measurements and 38 SNPs available for analysis was randomly 
selected from a sample of 8481 family related subjects. The correlation between FNBMD 
and LSBMD was 0.54 (p<0.0001) in this sample. Multivariate analysis was carried out 
using the PROC MODEL procedure in the SAS software package to estimate the 
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regression coefficients of FNBMD and LSBMD simultaneously. Then we implemented 
CovA to compute the SNP-specific pleiotropic effect. The bootstrap resampling PCTL 
method (1,000 repetitions) was implemented to construct 95% confidence intervals for 
the statistical hypothesis testing.  
Figure 6.1 displays the estimated SNP-specific pleiotropic effect across SNPs 
using CovA in unrelated subjects. It also reports the SNP   s on FNBMD and LSBMD 
to illuminate the relationship between the shared SNP effect and individual SNP effects 
on traits. All of the estimated pleiotropic SNP effects are greater than 0 and lay between 
the individual SNP    effects.  
 The estimated beta coefficients,   s, pleiotropic effects and 95% confidence 
intervals are displayed in Table 6.1. Note that the estimated beta coefficients of our study 
using unrelated subjects are different from that of Karasik’s study using family subjects. 
We found that none of these candidate SNPs present significant pleiotropic effects at a 
significance level of 0.05 if we treat each participants as independent of others.  
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Figure 6. 1 Estimated SNP-specific pleiotropic effect, and SNP individual effects on FNBMD and LSBMD using CovA 
for unrelated subjects in Framingham Osteoporosis-BMDs study.   
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Table 6. 1 Single SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA for unrelated subjects in 
Framingham Osteoporosis-BMDs study. 
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂  2.5
th 97.5th 
rs6733708 2 37814216 0.36 -0.110 -0.087 0.006 0.004 0.004 -0.0012 0.0252 
rs698798* 2 44544018 0.08 -0.196 -0.145 0.006 0.003 0.004 -0.0014 0.0226 
rs698819* 2 44566433 0.08 -0.304 -0.269 0.013 0.010 0.011 -2E-05 0.0342 
rs3769292 2 173434505 0.10 -0.153 -0.189 0.004 0.007 0.005 -0.0019 0.0236 
rs1569159 2 181189870 0.09 0.155 0.189 0.004 0.006 0.005 -0.0009 0.0226 
rs16864755 2 223982866 0.10 0.236 0.192 0.010 0.007 0.008 -0.0005 0.0372 
rs457414 3 10177884 0.32 -0.049 -0.095 0.001 0.004 0.002 -0.0022 0.0167 
rs9846680 3 179603561 0.08 -0.192 -0.231 0.005 0.007 0.006 -0.0009 0.0210 
rs1545026 3 196061661 0.13 0.171 0.159 0.007 0.006 0.006 -0.0008 0.0265 
rs13148678* 4 74077760 0.17 0.138 0.247 0.005 0.018 0.009 -0.0015 0.0340 
rs7664273* 4 74226102 0.17 0.148 0.251 0.006 0.018 0.010 -0.0013 0.0345 
rs13119179* 4 74262694 0.17 0.135 0.249 0.005 0.018 0.009 -0.0019 0.0323 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;   ̂  is the estimated pleiotropic effect; 2.5
th
 and 97.5
th
 display the 
95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD.  
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table 6.1 (Continued) Single SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA for unrelated 
subjects in Framingham Osteoporosis-BMDs study. 
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂  2.5
th 97.5th 
rs283062 6 118728149 0.43 0.117 0.106 0.007 0.006 0.006 -0.0012 0.0248 
rs665506 7 132023073 0.35 0.164 0.165 0.012 0.013 0.012 0.0000 0.0375 
rs1905045 8 75062568 0.21 0.131 0.132 0.006 0.006 0.006 -0.0010 0.0270 
rs2317356* 8 137106399 0.32 0.103 0.119 0.005 0.006 0.005 -0.0012 0.0243 
rs2317355* 8 137106698 0.32 0.103 0.119 0.005 0.006 0.005 -0.0012 0.0243 
rs1031282* 8 137123839 0.32 0.108 0.123 0.005 0.007 0.005 -0.0011 0.0236 
rs1332199* 9 9493477 0.17 0.191 0.238 0.010 0.016 0.012 -0.0002 0.0387 
rs639168* 9 9529574 0.12 0.227 0.275 0.011 0.017 0.013 -0.0003 0.0414 
rs668026* 9 9571692 0.31 0.127 0.150 0.007 0.010 0.008 -0.0006 0.0328 
rs681437* 9 9572128 0.31 0.133 0.153 0.008 0.011 0.009 -0.0005 0.0345 
rs598768* 9 9579682 0.35 0.133 0.127 0.008 0.008 0.008 -0.0007 0.0319 
rs657849* 9 9583722 0.36 0.157 0.134 0.012 0.009 0.010 -0.0005 0.0360 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;   ̂  is the estimated pleiotropic effect; 2.5
th
 and 97.5
th
 display the 
95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD.  
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table 6.1 (Continued) Single SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA for unrelated 
subjects in Framingham Osteoporosis-BMDs study. 
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂  2.5
th 97.5th 
rs1889524* 10 7657473 0.46 -0.076 -0.087 0.003 0.004 0.003 -0.0017 0.0218 
rs1537631* 10 7657765 0.45 -0.065 -0.073 0.002 0.003 0.002 -0.0021 0.0187 
rs2275069* 10 7658692 0.46 -0.075 -0.093 0.003 0.004 0.003 -0.0018 0.0229 
rs384626 10 60806221 0.49 -0.091 -0.069 0.004 0.003 0.003 -0.0018 0.0202 
rs7911563 10 60878297 0.41 -0.069 -0.065 0.002 0.002 0.002 -0.0017 0.0180 
rs453061 11 8227452 0.01 0.764 0.598 0.015 0.009 0.011 -0.0009 0.0376 
rs10766761 11 20972609 0.28 -0.089 -0.087 0.003 0.003 0.003 -0.0015 0.0211 
rs1968699 15 97529279 0.06 -0.209 -0.334 0.005 0.013 0.008 -0.0021 0.0278 
rs2216263 16 47911005 0.39 0.107 0.082 0.006 0.003 0.004 -0.0013 0.0234 
rs1389529 16 53286410 0.07 0.211 0.223 0.005 0.006 0.006 -0.0011 0.0266 
rs1699607 17 70130820 0.49 -0.068 -0.052 0.002 0.001 0.002 -0.0020 0.0165 
rs892583 18 43170372 0.27 0.161 0.094 0.010 0.003 0.006 -0.0025 0.0288 
rs740586 19 48888371 0.22 0.102 0.121 0.004 0.006 0.005 -0.0012 0.0223 
rs346062 19 48890417 0.43 -0.099 -0.138 0.005 0.010 0.007 -0.0013 0.0296 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;   ̂  is the estimated pleiotropic effect; 2.5
th
 and 97.5
th
 display the 
95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD.  
*Neighboring SNPs in linkage disequilibrium (      ).  
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6.4 Pleiotropic Effect Using Family Data 
Among 8481 family related subject, 1544 related women (334 original cohort and 
1210 offspring cohort) in 770 families had phenotypic measurements and 38 SNPs 
available for analysis. The association between FNBMD and LSBMD was 0.56 
(p<0.0001). SOLAR’S polygenic analysis function for multivariate models was used for 
our VC-based analysis approaches and its estimated regression coefficients was used in 
CovA. The bootstrap resampling PCTL method (1,000 repetitions) was applied to 
construct confidence intervals for statistical hypothesis testing. 
Figure 6.2 displays the estimated SNP-specific pleiotropic effects of CovA, 
genetic covariance and genetic correlation approaches across SNPs in family related 
subjects. In order to examine the relationship between shared SNP effect and individual 
SNP effects on traits, we also reported the SNP   s that show to be similar for both 
BMD traits. The estimated pleiotropic SNP effects of CovA are all greater than 0 and lie 
between the SNP   s. In addition, the neighboring SNPs in linkage disequilibrium 
(      ) provides similar estimated pleiotropic effect values. However, the genetic 
covariance and correlation approaches yield both positive and negative estimated values. 
Furthermore, the shared genetic effects of the neighboring SNPs show big differences in 
genes PTPRD on chromosome 9. 
Table 6.2 compares the estimated pleiotropic effects among these three 
approaches. More detailed estimated beta coefficients,   s, pleiotropic effects and 95% 
confidence intervals are presented in Table S7. The estimated beta coefficients of our 
study based on family member are similar to that of Karasik’s study where beta 
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coefficients were consistent in their sign and similar for both BMD traits, thus Karasik 
concluded that these SNPs may be pleiotropic (Karasik et al. 2010). In CovA, we found 
that all 38 SNPs are identified as having significant pleiotropic effect. The number of 
significant SNPs is 15 in the genetic covariance approach and 9 in the genetic correlation 
approach. Furthermore, the genetic covariance and correlation approaches yield some 
negative pleiotropic effects that contradict their sign of beta coefficients. The simulation 
results from chapter 3 have demonstrated that the genetic covariance and correlation 
approaches may not be warranted when the SNP effects on phenotypes are very small, 
which keep us from drawing firm conclusions about these methods.  
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Figure 6. 2 Estimated SNP-specific pleiotropic effect, and SNP individual effects on FNBMD and LSBMD using CovA, 
genetic covariance and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs 
study.   
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Table 6. 2 SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance and genetic 
correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
SNP Chr. 
   
(FNBMD) 
   
(LSBMD) 
 ̂       2.5
th
 97.5th    ̂       2.5
th 97.5th  ̂  2.5
th 97.5th 
rs6733708 2 0.008 0.003 0.004 -0.006 0.017 0.006 -0.005 0.020 0.005 0.001 0.011 
rs698798* 2 0.006 0.004 0.017 0.004 0.038 0.020 0.007 0.036 0.005 0.001 0.009 
rs698819* 2 0.006 0.007 0.010 -0.006 0.032 0.017 0.002 0.036 0.006 0.002 0.013 
rs3769292 2 0.005 0.004 -0.001 -0.014 0.009 0.000 -0.010 0.010 0.004 0.001 0.009 
rs1569159 2 0.004 0.007 -0.004 -0.015 0.005 -0.009 -0.021 0.005 0.005 0.001 0.011 
rs16864755 2 0.013 0.009 0.009 -0.005 0.029 0.013 -0.002 0.032 0.010 0.004 0.018 
rs457414 3 0.005 0.008 0.006 -0.003 0.021 0.005 -0.007 0.018 0.006 0.002 0.011 
rs9846680 3 0.009 0.010 0.010 -0.002 0.032 0.013 -0.003 0.033 0.009 0.004 0.016 
rs1545026 3 0.007 0.004 -0.004 -0.015 0.006 -0.003 -0.014 0.011 0.005 0.001 0.011 
rs13148678* 4 0.008 0.010 0.004 -0.012 0.018 0.001 -0.014 0.019 0.009 0.003 0.015 
rs7664273* 4 0.008 0.009 0.003 -0.009 0.017 0.002 -0.013 0.019 0.008 0.003 0.016 
rs13119179* 4 0.008 0.009 0.003 -0.009 0.017 0.001 -0.013 0.017 0.008 0.003 0.015 
 
Note:    is the coefficient of determination;  ̂       is the estimated pleiotropic effect in the genetic correlation approach;    ̂       is the estimated 
pleiotropic effect in the genetic covariance approach;  ̂  is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 display the 95% confidence 
interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD.  
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table 6.2 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
SNP Chr. 
   
(FNBMD) 
   
(LSBMD) 
 ̂       2.5
th 97.5th    ̂       2.5
th 97.5th  ̂  2.5
th 97.5th 
rs283062 6 0.009 0.009 -0.004 -0.016 0.008 -0.009 -0.023 0.006 0.009 0.004 0.015 
rs665506 7 0.010 0.009 0.012 5E-04 0.031 0.016 0.001 0.035 0.009 0.003 0.017 
rs1905045 8 0.007 0.010 -0.007 -0.020 0.003 -0.015 -0.031 0.003 0.008 0.003 0.014 
rs2317356* 8 0.006 0.005 0.011 1E-04 0.027 0.015 0.003 0.031 0.005 0.001 0.012 
rs2317355* 8 0.006 0.005 0.011 4E-04 0.027 0.016 0.003 0.032 0.005 0.001 0.012 
rs1031282* 8 0.006 0.005 0.014 0.003 0.033 0.019 0.005 0.037 0.005 0.001 0.012 
rs1332199* 9 0.008 0.007 0.019 0.005 0.042 0.026 0.009 0.045 0.007 0.002 0.013 
rs639168* 9 0.007 0.008 0.012 -0.004 0.029 0.017 0.002 0.035 0.007 0.002 0.014 
rs668026* 9 0.008 0.011 0.003 -0.008 0.016 0.001 -0.014 0.017 0.009 0.004 0.016 
rs681437* 9 0.008 0.011 0.004 -0.007 0.016 0.002 -0.013 0.017 0.009 0.004 0.016 
rs598768* 9 0.009 0.010 0.006 -0.006 0.019 0.006 -0.010 0.020 0.009 0.004 0.017 
rs657849* 9 0.011 0.010 0.005 -0.009 0.018 0.004 -0.013 0.019 0.010 0.005 0.018 
 
Note:    is the coefficient of determination;  ̂       is the estimated pleiotropic effect in the genetic correlation approach;    ̂       is the estimated 
pleiotropic effect in the genetic covariance approach;  ̂  is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 display the 95% confidence 
interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD.  
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table 6.2 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
SNP Chr. 
   
(FNBMD) 
   
(LSBMD) 
 ̂       2.5
th 97.5th    ̂       2.5
th 97.5th  ̂  2.5
th 97.5th 
rs1889524* 10 0.008 0.009 0.009 -0.003 0.029 0.011 -0.004 0.029 0.008 0.003 0.016 
rs1537631* 10 0.008 0.008 0.007 -0.004 0.023 0.008 -0.005 0.025 0.008 0.003 0.015 
rs2275069* 10 0.009 0.010 0.010 -0.002 0.032 0.012 -0.003 0.032 0.009 0.003 0.017 
rs384626 10 0.004 0.004 0.010 -0.003 0.023 0.013 0.002 0.025 0.004 0.001 0.009 
rs7911563 10 0.005 0.005 0.011 -3E-04 0.029 0.016 0.001 0.032 0.005 0.001 0.010 
rs453061 11 0.009 0.004 0.008 0.002 0.019 0.010 0.002 0.019 0.006 0.001 0.012 
rs10766761 11 0.010 0.007 -0.008 -0.022 0.003 -0.016 -0.031 -3E-04 0.008 0.003 0.015 
rs1968699 15 0.004 0.008 0.012 0.001 0.027 0.012 -0.001 0.027 0.006 0.002 0.012 
rs2216263 16 0.005 0.005 0.001 -0.008 0.010 0.000 -0.012 0.013 0.005 0.001 0.011 
rs1389529 16 0.006 0.006 0.004 -0.007 0.022 0.005 -0.013 0.022 0.006 0.001 0.012 
rs1699607 17 0.008 0.005 0.002 -0.008 0.018 0.003 -0.009 0.020 0.006 0.001 0.012 
rs892583 18 0.007 0.004 -0.008 -0.019 0.002 -0.015 -0.028 -0.004 0.005 0.001 0.011 
rs740586 19 0.004 0.005 0.008 -0.004 0.019 0.011 4E-04 0.023 0.004 0.001 0.010 
rs346062 19 0.007 0.007 0.019 0.003 0.047 0.027 0.010 0.049 0.007 0.002 0.014 
 
Note:    is the coefficient of determination;  ̂       is the estimated pleiotropic effect in the genetic correlation approach;    ̂       is the estimated 
pleiotropic effect in the genetic covariance approach;  ̂  is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 display the 95% confidence 
interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD.  
*Neighboring SNPs in linkage disequilibrium (      ).  
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6.5 Summary 
We evaluated the pleiotropic effect of 38 candidate SNPs identified by Karasik 
(Karasik et al. 2010) in data from the Framingham Osteoporosis Study.  
With family subjects, all 38 SNPs had significantly positive pleiotropic effects on 
both BMD traits in CovA. In addition, the neighboring SNPs in linkage disequilibrium 
(      ) provided similar estimated pleiotropic effect values. Fifteen SNPs in the 
genetic covariance approach and nine SNPs in the genetic correlation approach were 
statistically significant at       .  However, some estimated pleiotropic effects using 
the genetic covariance and correlation approaches were negative that contradicted their 
sign of beta coefficients. Because when SNP effects on phenotypes are very small, the 
genetic covariance and correlation approaches may not be warranted, it prevents us from 
drawing firm conclusions about these methods.  
With unrelated subjects, these candidate SNPs present positive pleiotropic effects 
on both BMD traits in CovA, but none of them was statistically significant.  
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Chapter 7: Discussion and Conclusions 
7.1 Discussion 
Many genetic studies contain multiple phenotypes. These phenotypes are often 
genetically correlated by the influence of a same gene or genes. Earlier studies have put a 
great deal of effort into the methods of multivariate analysis of quantitative variables 
However, to date, no previously developed method can be directly applied to evaluate the 
pleiotropic effects. The purpose of this dissertation is to provide insight into the SNP-
specific pleiotropic effect and develop several effective statistical approaches based on 
multivariate techniques. 
 
7.1.1 The Genetic Correlation and Genetic Covariance Approaches 
 
In Chapter 3, we have investigated variance components analysis of shared 
genetic and environmental correlations in bivariate polygenic models. Then we have 
proposed two VC-based methods of examining the contribution of specific genetic 
marker(s) to polygenic correlation or covariance of traits for analysis of SNP specific 
pleiotropic effect by comparing genetic correlations or covariances from bivariate 
polygenic models with and without adjustment for the SNP. The genetic correlation and 
genetic covariance approaches can be applied for family-based association studies 
including multiple markers.  
Based on the simulation results, we found that the genetic correlation and 
covariance approaches are affected by the residual polygenic correlation level. Both 
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approaches are effective only under low residual polygenic correlation condition. They 
may generate greater bias, higher type I error if a SNP has effect on one trait, and lower 
power under larger residual polygenic genetic correlation condition. Under low polygenic 
correlation condition, the genetic covariance approach has smaller estimate bias and type 
I error than the genetic correlation approach, especially when the SNP effects on traits are 
large. Both approaches produce a similar power. Changing the magnitude of MAF or 
environmental correlation does not alter the results materially. 
 
7.1.2 Covariance Analysis 
 
In Chapter 4, we have developed a novel method referred to as covariance 
analysis (CovA) for SNP-specific pleiotropic effect which can incorporate multiple 
markers in population-based studies with samples of families or unrelated subjects. CovA 
allows estimating and testing pleiotropic effect of a marker(s) by examining the 
contribution of specific genetic marker(s) to covariance of phenotypes using multivariate 
linear regression models. This approach is especially desirable in that pleiotropic effect 
measures are easy to calculate and interpret.  
 Because of violation of normality, regular test based on a normal distribution is 
not valid. We recommended bootstrap resampling method for generating an empirical 
sampling distribution for the parameter of interest to construct confidence intervals and 
test for significance. The operation is simple and easy to use. Several approaches of 
bootstrapping confidence intervals were computed and compared in CovA. It showed 
through the simulation study that normal approximation method almost never rejects the 
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null hypothesis if a SNP has no effect on either trait, and generates poor power if a SNP 
has very small effect on both traits. The bootstrapping PCTL method improves type I 
error rate and maintains good power consistently across different SNP heritabilities. 
It is worthy to note that CovA remains consistent regardless of the residual 
polygenic genetic correlation, environmental correlations and MAFs. All simulation 
results showed unbiased estimate, well controlled type I error and good power. We also 
found that CovA may be slightly influenced by environmental correlation. Larger 
environmental correlation yields bigger bias, increased type I error if a SNP has no effect 
on either trait, decreased type I error if a SNP has effect on one trait, and increased power 
if a SNP has effects on both traits. Additionally, CovA is also affected very little by 
different MAFs. Bias, type I error and power may have a corresponding increase as the 
MAF decrease. Based on the results from these simulations, we recommend CovA as a 
general method for bivariate SNP-specific pleiotropic effect analysis. 
 
7.1.3 Comparison of Approaches 
 
In comparison to MANOVA and Conditional analysis approaches for the 
pleiotropic SNP effect of bivariate trait using unrelated subjects, only CovA can be used 
to directly quantify pleiotropic effect. Instead of testing the pleiotropic effect, MANOVA 
is actually examining a SNP effect on at least one trait rather than both traits. We found 
that the rejections rate of MANOVA can be very large when evaluated under the 
hypothesis that a SNP has effect on one trait. Therefore, MANOVA does not focus on 
pleiotropy. We evaluated the performance of conditional analysis through different 
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residual polygenic and environmental correlation simulations. It presents conservative 
type I error and good power if neither polygenic correlation nor environmental 
correlation is very small. Small values of both residual polygenic correlation and 
environmental correlation lead to very conservative type I error rate and very low power.  
We compared CovA and VC-based approaches to MANOVA for the SNP-
specific pleiotropic effect using family related subjects under low polygenic correlation 
level. CovA is the most efficient approach, in terms of bias, type I error and power. If a 
SNP has an effect on one trait, MANOVA had 100% rejection rate, indicating that 
MANOVA cannot be used under this scenario. The genetic correlation or covariance 
approaches have similar power, but the genetic covariance approach has comparably 
smaller bias and type I error than the genetic correlation approach. 
 We also compared the performance of CovA and VC-based analyses on the joint 
pleiotropic effects in the same and opposite directions under low residual polygenic 
correlation level. CovA maintains robustness across all scenarios with unbiased 
estimates. The next smallest estimate biases are from the genetic covariance approach. 
The genetic correlation approach generates the largest estimate biases. Compared to the 
opposite directions, the genetic correlation approach yields larger bias if the SNPs effects 
are in the same directions, which relates well with the fact that the genetic correlation 
approach performs poor if the SNP(s) effects on traits are too large. 
 
7.1.4 Application to Real Data 
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We have applied our newly proposed approaches to 38 candidate SNPs identified 
by Karasik (Karasik et al. 2010) for the pleiotropic effect analysis in FOS. 
We found that all 38 SNPs have significantly positive pleiotropic effects on FN 
and LS BMDs using CovA with family data. Additionally, there are similar pleiotropic 
effects in the neighboring SNPs with LD. Only 15 SNPs in the genetic covariance 
approach and 9 SNPs in the genetic correlation approach are identified as significant.  
Because, the genetic covariance and correlation approaches may not be warranted when 
SNP effects on phenotypes are very small, it prevents us from drawing firm conclusions 
about these two approaches.  
 
 
7.2 Limitation and Future Work 
CovA is a multivariate regression-based approach, and the genetic correlation and 
covariance methods are variance components analysis-based approaches, so they all 
require a multivariate normal distributional assumption. 
The genetic correlation and covariance approaches are limited for only family-
based data whereas CovA can be applied for either family-based or population-based 
studies of families or genetically unrelated subjects. 
Bootstrapping percentile confidence interval method is required for the statistical 
hypothesis testing, so the computational time is a concern for these approaches, 
especially in family data. 
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In this dissertation, we focus on two phenotypes modeling in pleiotropic effect 
analysis. Therefore, as future work, it would be interesting to extend CovA to more than 
two phenotypes data. 
Another area of future research will be to explore how to estimate a pleiotropic 
SNP effect when the phenotypes are dichotomous, as is very common in genetic 
association study. For example, in osteoporosis study, we may also be interested in 
investigating the share effect of a gene or genes on the fractures of multiple skeletal sites.  
 
7.3 Conclusions 
In conclusion, in this dissertation we have proposed three approaches for SNP-
specific pleiotropic effect of bivariate quantitative phenotypes: the genetic correlation and 
genetic covariance approaches (variance components analysis-based approach) and CovA 
(multivariate regression model-based approach). CovA outperforms the genetic 
correlation and covariance approaches. It has unbiased estimation, lowest type I error and 
highest power, which remains consistent regardless of the polygenic correlation.  
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APPENDIX 
Table S 1 Simulation distribution and empirical bootstrap distribution comparison for the genetic correlation and 
covariance approaches 
MAF=0.5, polygenic        ,           ,       ,      
      
      
Simulation = 1000, bootstrapping in each simulation = 500 
Scenario 
 Genetic Correlation Approach (       )  at       
True 
Value 
 Simulation Distribution  Bootstrap Distribution 
Est SD 2.5th 97.5th Bias(%) Est SD 2.5th 97.5th Bias(%) 
Type I Error 
/Power 
t0_t0 0.000 0.000 0.001 -0.003 0.003 ---a 0.000 0.003 -0.004 0.005 ---a 0.000 
t0_t3 0.000 -0.022 0.011 -0.045 -0.001 ---a -0.021 0.012 -0.047 -0.001 ---a 0.500 
t0_t10 0.000 -0.069 0.020 -0.107 -0.029 ---a -0.069 0.021 -0.112 -0.027 ---a 0.940 
t0_t30 0.000 -0.182 0.034 -0.248 -0.113 ---a -0.185 0.035 -0.255 -0.117 ---a 1.000 
t1_t1 0.010 0.010 0.006 0.001 0.024 3.8 0.010 0.010 -0.001 0.035 5.5 0.50 
t3_t3 0.028 0.029 0.010 0.011 0.052 2.8 0.029 0.015 0.002 0.060 2.2 0.850 
t10_t10 0.080 0.088 0.020 0.055 0.136 10.0 0.086 0.025 0.042 0.142 7.5 0.880 
t10_t30 0.121 0.106 0.030 0.053 0.173 -12.3 0.104 0.031 0.048 0.171 -14.2 1.000 
t30_t30 0.171 0.210 0.034 0.154 0.283 22.2 0.210 0.035 0.150 0.288 22.8 1.000 
a --- indicates that the percent bias is not computed. 
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Table S 1 (Continued) Simulation distribution and empirical bootstrap distribution comparison for the genetic 
correlation and covariance approaches  
MAF=0.5, polygenic        ,           ,       ,      
      
      
Simulation = 1000, bootstrapping in each simulation = 500 
Scenario 
 Genetic Covariance Approach(         )  at       
True 
Value 
 Simulation Distribution  Bootstrap Distribution 
Est SD 2.5th 97.5th Bias(%) Est SD 2.5th 97.5th Bias(%) 
Type I Error 
/Power 
t0_t0 0.000 0.000 0.001 -0.001 0.002 ---a 0.000 0.002 -0.002 0.004 ---a 0.001 
t0_t3 0.000 -0.004 0.005 -0.013 0.007 ---a -0.003 0.005 -0.013 0.008 ---a 0.130 
t0_t10 0.000 -0.012 0.010 -0.030 0.008 ---a -0.012 0.010 -0.032 0.009 ---a 0.270 
t0_t30 0.000 -0.039 0.017 -0.070 -0.005 ---a -0.040 0.017 -0.072 -0.006 ---a 0.640 
t1_t1 0.010 0.008 0.005 -0.001 0.019 -21.4 0.008 0.008 -0.003 0.027 -22.9 0.45 
t3_t3 0.030 0.023 0.009 0.008 0.041 -24.5 0.022 0.011 0.001 0.045 -25.0 0.750 
t10_t10 0.100 0.077 0.015 0.049 0.107 -23.3 0.074 0.019 0.037 0.113 -26.3 0.840 
t10_t30 0.173 0.125 0.020 0.088 0.166 -27.8 0.121 0.021 0.080 0.164 -29.9 1.000 
t30_t30 0.300 0.229 0.026 0.179 0.282 -23.5 0.226 0.026 0.176 0.279 -24.6 1.000 
a --- indicates that the percent bias is not computed. 
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Table S 2 Simulation distribution comparing the genetic correlation and covariance approaches under different 
environmental correlation levels  
MAF=0.5, polygenic    =0.1 and           ,       ,     
      
     , simulation =1000 
scenario 
                  
True Est SD 2.5th 97.5th Bias(%) True Est SD 2.5th 97.5th Bias(%) 
t0_t0 0.000 0.000 0.002 -0.005 0.004 ---a 0.000 0.000 0.001 -0.002 0.002 ---a 
t0_t05 0.000 -0.001 0.006 -0.014 0.011 ---a 0.000 0.000 0.002 -0.005 0.004 ---a 
t0_t1 0.000 -0.001 0.008 -0.019 0.016 ---a 0.000 0.000 0.003 -0.007 0.007 ---a 
t0_t2 0.000 -0.003 0.012 -0.028 0.020 ---a 0.000 -0.001 0.005 -0.010 0.009 ---a 
t0_t3 0.000 -0.004 0.014 -0.036 0.023 ---a 0.000 -0.001 0.006 -0.013 0.010 ---a 
t0_t10 0.000 -0.012 0.026 -0.068 0.040 ---a 0.000 -0.002 0.010 -0.024 0.018 ---a 
t0_t30 0.000 -0.032 0.043 -0.116 0.048 ---a 0.000 -0.007 0.018 -0.042 0.026 ---a 
t05_t05 0.005 0.011 0.007 -0.002 0.027 -2.3 0.005 0.005 0.003 -0.001 0.012 -6.2 
t05_t1 0.007 0.015 0.009 -0.002 0.035 -2.8 0.007 0.007 0.004 -0.001 0.014 -7.0 
t05_t2 0.010 0.021 0.012 -0.001 0.048 -3.8 0.010 0.009 0.005 0.000 0.020 -6.7 
t05_t3 0.012 0.025 0.014 -0.001 0.053 -6.4 0.012 0.011 0.006 0.000 0.024 -8.4 
t1_t1 0.010 0.021 0.010 0.003 0.045 -4.0 0.010 0.009 0.004 0.001 0.019 -8.9 
t1_t2 0.014 0.030 0.012 0.007 0.053 -2.6 0.014 0.013 0.005 0.003 0.023 -7.5 
t1_t3 0.017 0.036 0.014 0.010 0.065 -4.9 0.017 0.016 0.006 0.004 0.027 -9.1 
t2_t2 0.019 0.044 0.014 0.020 0.076 3.3 0.020 0.019 0.006 0.008 0.032 -3.0 
t2_t3 0.023 0.053 0.016 0.024 0.087 2.5 0.024 0.024 0.007 0.011 0.038 -3.8 
t3_t3 0.028 0.064 0.017 0.035 0.102 1.5 0.030 0.028 0.007 0.015 0.044 -6.1 
t10_t10 0.080 0.197 0.030 0.140 0.260 9.3 0.100 0.097 0.014 0.070 0.126 -3.5 
t10_t30 0.121 0.296 0.039 0.221 0.378 8.9 0.173 0.165 0.018 0.127 0.203 -4.8 
t30_t30 0.171 0.466 0.046 0.382 0.560 20.9 0.300 0.288 0.023 0.243 0.332 -4.1 
* Italic bold values are the CIs excluding 0. 
a --- indicates that the percent bias is not computed. 
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Table S 2 (Continued) Simulation distribution comparing the genetic correlation and covariance approaches under 
different environmental correlation levels  
MAF=0.5, polygenic   =0.1 and           ,       ,     
      
     , Simulation=1000 
scenario 
                  
True Est SD 2.5th 97.5th Bias(%) True Est SD 2.5th 97.5th Bias(%) 
t0_t0 0.000 0.000 0.002 -0.003 0.005 ---a 0.000 0.000 0.001 -0.001 0.002 ---a 
t0_t05 0.000 0.000 0.006 -0.012 0.012 ---a 0.000 0.000 0.002 -0.005 0.005 ---a 
t0_t1 0.000 -0.001 0.008 -0.015 0.017 ---a 0.000 0.000 0.003 -0.006 0.007 ---a 
t0_t2 0.000 -0.002 0.011 -0.023 0.021 ---a 0.000 0.000 0.005 -0.010 0.009 ---a 
t0_t3 0.000 -0.003 0.014 -0.029 0.025 ---a 0.000 -0.001 0.006 -0.011 0.011 ---a 
t0_t10 0.000 -0.010 0.025 -0.056 0.040 ---a 0.000 -0.002 0.010 -0.021 0.018 ---a 
t0_t30 0.000 -0.028 0.043 -0.106 0.058 ---a 0.000 -0.007 0.017 -0.039 0.028 ---a 
t05_t05 0.011 0.011 0.009 -0.002 0.033 2.8 0.005 0.005 0.004 -0.001 0.013 -2.2 
t05_t1 0.016 0.016 0.010 -0.001 0.038 1.4 0.007 0.007 0.004 0.000 0.016 -3.7 
t05_t2 0.022 0.022 0.013 -0.001 0.051 -1.0 0.010 0.010 0.006 0.000 0.021 -4.5 
t05_t3 0.027 0.026 0.015 -0.001 0.058 -3.1 0.012 0.012 0.006 0.000 0.025 -5.5 
t1_t1 0.022 0.022 0.012 0.003 0.051 2.4 0.010 0.010 0.005 0.001 0.021 -4.2 
t1_t2 0.031 0.031 0.014 0.005 0.063 1.7 0.014 0.014 0.006 0.002 0.026 -4.5 
t1_t3 0.037 0.038 0.017 0.010 0.076 0.8 0.017 0.016 0.007 0.004 0.031 -5.1 
t2_t2 0.043 0.045 0.017 0.017 0.081 4.3 0.020 0.019 0.007 0.007 0.034 -3.1 
t2_t3 0.052 0.054 0.018 0.021 0.094 4.5 0.024 0.024 0.008 0.009 0.040 -3.2 
t3_t3 0.063 0.066 0.021 0.029 0.112 4.7 0.030 0.029 0.009 0.013 0.047 -3.7 
t10_t10 0.180 0.198 0.038 0.133 0.284 10.2 0.100 0.096 0.016 0.065 0.127 -3.9 
t10_t30 0.272 0.299 0.051 0.210 0.408 10.1 0.173 0.165 0.022 0.125 0.208 -4.7 
t30_t30 0.386 0.469 0.058 0.372 0.590 21.5 0.300 0.288 0.026 0.236 0.340 -4.0 
* Italic bold values are the CIs excluding 0. 
a --- indicates that the percent bias is not computed. 
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Table S 2 (Continued) Simulation distribution comparing the genetic correlation and covariance approaches under 
different environmental correlation levels  
MAF=0.5, polygenic    =0.1 and           ,       ,     
      
     , simulation=1000 
scenario 
                    
True Mean Std 2.5th 97.5th Bias(%) True Mean Std 2.5th 97.5th Bias(%) 
t0_t0 0.000 0.000 0.002 -0.003 0.006 ---a 0.000 0.000 0.001 -0.001 0.002 ---a 
t0_t05 0.000 0.000 0.008 -0.012 0.013 ---a 0.000 0.000 0.003 -0.005 0.005 ---a 
t0_t1 0.000 -0.001 0.008 -0.016 0.019 ---a 0.000 0.000 0.003 -0.006 0.008 ---a 
t0_t2 0.000 -0.002 0.012 -0.024 0.025 ---a 0.000 0.000 0.005 -0.009 0.010 ---a 
t0_t3 0.000 -0.003 0.014 -0.031 0.027 ---a 0.000 -0.001 0.006 -0.011 0.011 ---a 
t0_t10 0.000 -0.010 0.026 -0.058 0.050 ---a 0.000 -0.002 0.010 -0.022 0.020 ---a 
t0_t30 0.000 -0.026 0.045 -0.104 0.072 ---a 0.000 -0.006 0.019 -0.041 0.032 ---a 
t05_t05 0.001 0.012 0.010 -0.004 0.034 4.5 0.005 0.005 0.004 -0.002 0.014 -2.5 
t05_t1 0.002 0.016 0.011 -0.002 0.041 2.2 0.007 0.007 0.005 -0.001 0.017 -4.8 
t05_t2 0.002 0.022 0.014 -0.003 0.054 1.2 0.010 0.010 0.006 -0.001 0.023 -3.9 
t05_t3 0.003 0.027 0.017 -0.002 0.063 0.7 0.012 0.012 0.007 -0.001 0.027 -4.0 
t1_t1 0.002 0.022 0.013 0.001 0.051 1.0 0.010 0.009 0.005 0.000 0.021 -6.7 
t1_t2 0.003 0.031 0.016 0.005 0.067 2.2 0.014 0.013 0.006 0.002 0.027 -4.8 
t1_t3 0.004 0.038 0.019 0.006 0.084 0.7 0.017 0.016 0.008 0.002 0.033 -6.5 
t2_t2 0.005 0.046 0.019 0.015 0.085 6.5 0.020 0.020 0.008 0.006 0.036 -2.4 
t2_t3 0.006 0.055 0.022 0.017 0.101 6.1 0.024 0.024 0.009 0.007 0.042 -3.5 
t3_t3 0.007 0.066 0.024 0.025 0.123 5.0 0.030 0.029 0.010 0.010 0.049 -4.0 
t10_t10 0.020 0.201 0.044 0.131 0.310 11.9 0.100 0.097 0.017 0.065 0.131 -3.5 
t10_t30 0.030 0.304 0.059 0.209 0.423 11.8 0.173 0.165 0.024 0.121 0.210 -4.7 
t30_t30 0.043 0.473 0.066 0.356 0.618 22.7 0.300 0.288 0.028 0.235 0.343 -4.1 
* Italic bold values are the CIs excluding 0. 
a --- indicates that the percent bias is not computed.
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Table S 3 Simulation distribution comparing the genetic correlation and covariance approaches under different MAFs  
MAF=0.1, polygenic    =0.1 and           ,       ,     
      
     , simulation =1000 
scenario 
                  
True Est SD 2.5th 97.5th Bias(%) True Est SD 2.5th 97.5th Bias(%) 
t0_t0 0.000 0.000 0.002 -0.003 0.005 ---a 0.000 0.000 0.001 -0.001 0.002 ---a 
t0_t05 0.000 0.000 0.006 -0.010 0.013 ---a 0.000 0.000 0.002 -0.004 0.005 ---a 
t0_t1 0.000 -0.001 0.008 -0.015 0.017 ---a 0.000 0.000 0.003 -0.006 0.007 ---a 
t0_t2 0.000 -0.002 0.011 -0.022 0.021 ---a 0.000 0.000 0.004 -0.008 0.009 ---a 
t0_t3 0.000 -0.003 0.013 -0.027 0.025 ---a 0.000 0.000 0.005 -0.010 0.011 ---a 
t0_t10 0.000 -0.010 0.025 -0.055 0.041 ---a 0.000 -0.002 0.010 -0.020 0.019 ---a 
t0_t30 0.000 -0.028 0.043 -0.104 0.062 ---a 0.000 -0.006 0.018 -0.041 0.029 ---a 
t05_t05 0.005 0.012 0.009 -0.003 0.033 4.8 0.005 0.005 0.004 -0.001 0.013 -0.3 
t05_t1 0.007 0.016 0.011 -0.001 0.041 1.7 0.007 0.007 0.005 -0.001 0.017 -2.9 
t05_t2 0.010 0.022 0.013 -0.001 0.052 -0.1 0.010 0.010 0.006 0.000 0.022 -3.7 
t05_t3 0.012 0.026 0.016 -0.001 0.062 -1.6 0.012 0.012 0.007 0.000 0.026 -4.1 
t1_t1 0.010 0.023 0.013 0.002 0.050 3.0 0.010 0.010 0.005 0.001 0.021 -3.4 
t1_t2 0.014 0.032 0.015 0.005 0.066 2.9 0.014 0.014 0.006 0.002 0.027 -3.3 
t1_t3 0.017 0.038 0.018 0.007 0.079 2.1 0.017 0.017 0.007 0.003 0.033 -3.7 
t2_t2 0.019 0.044 0.017 0.016 0.080 3.7 0.020 0.019 0.007 0.006 0.034 -3.6 
t2_t3 0.023 0.054 0.019 0.022 0.094 4.0 0.024 0.024 0.008 0.009 0.040 -3.6 
t3_t3 0.028 0.066 0.021 0.030 0.116 4.8 0.030 0.029 0.009 0.013 0.047 -3.5 
t10_t10 0.080 0.199 0.039 0.132 0.283 10.3 0.100 0.096 0.017 0.065 0.131 -3.7 
t10_t30 0.121 0.300 0.054 0.204 0.418 10.3 0.173 0.165 0.024 0.119 0.213 -4.5 
t30_t30 0.171 0.468 0.059 0.367 0.588 21.4 0.300 0.288 0.032 0.230 0.350 -3.9 
* Italic bold values are the CIs excluding 0. 
a --- indicates that the percent bias is not computed. 
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Table S 4 Estimate, percent bias, empirical type I error and power comparing different polygenic and environmental 
correlations for a SNP Pleiotropic Effect in CovA  
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
  
   
        ,       ,  
    
      
       
        ,       , 
     
      
       
       ,       , 
     
      
      
       ,       , 
     
      
      
Scenario  ̂  Bias(%)   =.05  ̂  Bias(%)   =.05  ̂  Bias(%)   =.05  ̂  Bias(%)   =.05 
t0_t0 0.000 0.000 ---
a
 0.002 0.000 ---
a
 0.001 0.000 ---
a
 0.002 0.000 ---
a
 0.006 
t0_t1 0.000 0.000 ---
a
 0.041 0.000 ---
a
 0.037 0.000 ---
a
 0.037 0.000 ---
a
 0.037 
t0_t2 0.000 0.000 ---
a
 0.047 0.000 ---
a
 0.045 0.000 ---
a
 0.045 0.000 ---
a
 0.045 
t0_t3 0.000 0.000 ---
a
 0.047 0.000 ---
a
 0.047 0.000 ---
a
 0.047 0.001 ---
a
 0.047 
t0_t10 0.000 0.000 ---
a
 0.047 0.000 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 
t0_t30 0.000 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 
t1_t1 0.010 0.010 -0.8 0.780 0.010 -0.1 0.782 0.010 1.0 0.787 0.010 1.7 0.790 
t1_t2 0.014 0.014 -0.2 0.871 0.014 1.0 0.872 0.014 1.6 0.873 0.014 1.9 0.874 
t1_t3 0.017 0.017 -0.3 0.876 0.017 0.8 0.876 0.017 0.8 0.876 0.017 0.8 0.876 
t1_t10 0.032 0.031 -1.4 0.877 0.031 -0.8 0.878 0.031 -0.6 0.878 0.031 -0.5 0.878 
t1_t30 0.055 0.055 -0.2 0.877 0.055 -0.2 0.878 0.055 -0.3 0.878 0.055 -0.5 0.878 
t2_t2 0.020 0.020 1.2 0.982 0.020 1.2 0.985 0.020 1.8 0.986 0.020 2.2 0.986 
t2_t3 0.024 0.025 0.3 0.986 0.025 0.4 0.990 0.025 0.9 0.993 0.025 1.1 0.996 
t2_t10 0.045 0.045 -0.1 0.986 0.045 -0.5 0.991 0.045 -0.1 0.993 0.045 0.1 0.996 
t2_t30 0.077 0.077 -1.1 0.986 0.077 0.0 0.991 0.078 0.1 0.993 0.078 0.2 0.996 
t3_t3 0.030 0.030 0.2 1.000 0.030 0.8 0.999 0.030 1.0 1.000 0.030 0.9 1.000 
t3_t10 0.055 0.055 -0.3 1.000 0.055 -0.1 1.000 0.055 0.0 1.000 0.055 0.1 1.000 
t3_t30 0.095 0.095 0.1 1.000 0.095 0.4 1.000 0.095 0.3 1.000 0.095 0.2 1.000 
 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. 
a --- indicates that the percent bias is not computed. 
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Table S 4 (Continued) Estimate, percent bias, empirical type I error and power comparing different polygenic and 
environmental correlations for a SNP Pleiotropic Effect in CovA 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
  
 
        ,       , 
    
      
       
        ,       , 
     
      
      
       ,       , 
    
      
      
       ,       , 
    
      
      
Scenario     ̂  Bias(%)   =.05  ̂  Bias(%)   =.05  ̂  Bias(%)   =.05  ̂  Bias(%)   =.05 
t0_t0 0.000 0.001 ---
a
 0.011 0.000 ---
a
 0.005 0.001 ---
a
 0.013 0.001 ---
a
 0.016 
t0_t1 0.000 0.001 ---
a
 0.037 0.000 ---
a
 0.036 0.001 ---
a
 0.033 0.001 ---
a
 0.032 
t0_t2 0.000 0.001 ---
a
 0.046 0.001 ---
a
 0.045 0.001 ---
a
 0.043 0.001 ---
a
 0.042 
t0_t3 0.000 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 
t0_t10 0.000 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 
t0_t30 0.000 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 
t1_t1 0.010 0.011 6.6 0.795 0.011 5.6 0.796 0.011 5.8 0.814 0.011 6.5 0.817 
t1_t2 0.014 0.015 5.3 0.874 0.015 4.4 0.878 0.015 5.1 0.883 0.015 5.3 0.885 
t1_t3 0.017 0.018 4.3 0.877 0.018 3.8 0.879 0.018 4.1 0.884 0.018 4.1 0.886 
t1_t10 0.032 0.032 1.7 0.878 0.032 1.3 0.879 0.032 1.5 0.884 0.032 1.6 0.887 
t1_t30 0.055 0.055 0.9 0.878 0.055 1.1 0.879 0.055 1.0 0.884 0.055 0.8 0.887 
t2_t2 0.020 0.021 4.4 0.986 0.021 3.2 0.986 0.021 3.8 0.986 0.021 4.1 0.989 
t2_t3 0.024 0.025 3.3 0.990 0.025 2.4 0.992 0.025 2.9 0.993 0.025 3.0 0.996 
t2_t10 0.045 0.045 1.6 0.990 0.045 0.7 0.992 0.045 1.0 0.993 0.045 1.3 0.996 
t2_t30 0.077 0.078 1.1 0.990 0.078 0.6 0.992 0.078 0.7 0.993 0.078 0.8 0.996 
t3_t3 0.030 0.031 2.8 0.998 0.031 2.6 1.000 0.031 2.7 1.000 0.031 2.6 1.000 
t3_t10 0.055 0.055 1.3 1.000 0.055 0.9 1.000 0.055 1.1 1.000 0.055 1.1 1.000 
t3_t30 0.095 0.096 1.0 1.000 0.096 1.0 1.000 0.096 0.9 1.000 0.096 0.8 1.000 
 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. 
a --- indicates that the percent bias is not computed.  
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Table S 4 (Continued) Estimate, percent bias, empirical type I error and power comparing different polygenic and 
environmental correlations for a SNP Pleiotropic Effect in CovA  
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000  
  
 
        ,       , 
    
      
       
        ,       , 
     
      
      
       ,       , 
    
      
      
       ,       , 
    
      
      
Scenario     ̂  Bias(%)   =.05  ̂  Bias(%)   =.05  ̂  Bias(%)   =.05  ̂  Bias(%)   =.05 
t0_t0 0.000 0.001 ---
a
 0.037 0.001 ---
a
 0.011 0.001 ---
a
 0.020 0.001 ---
a
 0.038 
t0_t1 0.000 0.001 ---
a
 0.036 0.001 ---
a
 0.036 0.001 ---
a
 0.029 0.001 ---
a
 0.029 
t0_t2 0.000 0.001 ---
a
 0.042 0.001 ---
a
 0.042 0.001 ---
a
 0.040 0.001 ---
a
 0.038 
t0_t3 0.000 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.046 
t0_t10 0.000 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 
t0_t30 0.000 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 0.001 ---
a
 0.047 
t1_t1 0.010 0.011 9.9 0.818 0.011 7.6 0.821 0.011 9.0 0.826 0.011 9.7 0.830 
t1_t2 0.014 0.015 8.5 0.886 0.015 6.6 0.891 0.015 7.3 0.893 0.015 7.5 0.895 
t1_t3 0.017 0.018 1.3 0.887 0.018 5.7 0.893 0.018 6.1 0.893 0.018 6.1 0.895 
t1_t10 0.032 0.033 3.8 0.889 0.033 2.9 0.893 0.033 3.1 0.895 0.033 3.2 0.897 
t1_t30 0.055 0.056 2.5 0.889 0.056 2.2 0.893 0.056 2.1 0.895 0.056 1.9 0.897 
t2_t2 0.020 0.021 6.5 0.986 0.021 4.6 0.986 0.021 5.2 0.990 0.021 5.5 0.994 
t2_t3 0.024 0.025 1.2 0.990 0.025 3.8 0.992 0.026 4.3 0.993 0.026 4.4 0.997 
t2_t10 0.045 0.045 0.7 0.990 0.045 1.7 0.992 0.046 2.0 0.993 0.046 2.2 0.997 
t2_t30 0.077 0.078 0.7 0.990 0.078 1.3 0.992 0.079 1.3 0.993 0.079 1.4 0.997 
t3_t3 0.030 0.031 4.5 1.000 0.031 3.8 1.000 0.031 3.9 1.000 0.031 3.8 1.000 
t3_t10 0.055 0.056 2.5 1.000 0.056 1.8 1.000 0.056 1.9 1.000 0.056 2.0 1.000 
t3_t30 0.095 0.096 1.7 1.000 0.096 1.5 1.000 0.096 1.4 1.000 0.096 1.3 1.000 
 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. 
a --- indicates that the percent bias is not computed.
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Table S 5 Estimates, percent biased, empirical type I error and power comparing different MAF for a SNP Pleiotropic 
Effect in CovA  
Polygenic    =0.6 and           ,   = 0.6,     
      
       
Simulation = 1000, bootstrapping in each simulation = 1000 
  
   
MAF=0.1  MAF=0.5 
Scenario  ̂  Bias(%)   =.05  ̂  Bias(%)   =.05 
t0_t0 0.000 0.001 ---
a
 0.014 0.001 ---
a
 0.013 
t0_t1 0.000 0.001 ---
a
 0.035 0.001 ---
a
 0.033 
t0_t2 0.000 0.001 ---
a
 0.047 0.001 ---
a
 0.043 
t0_t3 0.000 0.001 ---
a
 0.048 0.001 ---
a
 0.047 
t0_t10 0.000 0.001 ---
a
 0.048 0.001 ---
a
 0.047 
t0_t30 0.000 0.001 ---
a
 0.048 0.001 ---
a
 0.047 
t1_t1 0.010 0.011 8.2 0.830 0.011 5.8 0.814 
t1_t2 0.014 0.015 7.5 0.900 0.015 5.1 0.883 
t1_t3 0.017 0.018 5.1 0.905 0.018 4.1 0.884 
t1_t10 0.032 0.033 3.2 0.907 0.032 1.5 0.884 
t1_t30 0.055 0.056 2.6 0.907 0.055 1.0 0.884 
t2_t2 0.020 0.021 6.4 0.992 0.021 3.8 0.986 
t2_t3 0.024 0.026 4.2 0.993 0.025 2.9 0.993 
t2_t10 0.045 0.046 2.7 0.993 0.045 1.0 0.993 
t2_t30 0.077 0.079 2.3 0.993 0.078 0.7 0.993 
t3_t3 0.030 0.031 3.5 1.000 0.031 2.7 1.000 
t3_t10 0.055 0.056 2.3 1.000 0.055 1.1 1.000 
t3_t30 0.095 0.097 2.0 1.000 0.096 0.9 1.000 
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Table S 6 Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and conditional 
analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
      
       
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.001 0.037 0.002 0.001 0.061 0.002 0.044 0.001 0.059 
t0_t1 0.000 0.001 0.036 0.002 0.143 1.000 0.002 0.044 0.128 0.883 
t0_t2 0.000 0.001 0.042 0.002 0.202 1.000 0.002 0.044 0.182 0.997 
t0_t3 0.000 0.001 0.047 0.002 0.247 1.000 0.002 0.044 0.223 0.999 
t1_t1 0.010 0.011 0.818 0.143 0.143 0.850 0.127 0.887 0.127 0.883 
t1_t2 0.014 0.015 0.886 0.143 0.202 0.998 0.126 0.887 0.181 0.997 
t1_t3 0.017 0.018 0.887 0.143 0.247 1.000 0.126 0.887 0.222 0.999 
t2_t2 0.020 0.021 0.986 0.202 0.202 0.991 0.180 0.994 0.180 0.997 
t2_t3 0.024 0.025 0.990 0.202 0.247 1.000 0.179 0.994 0.221 0.999 
t3_t3 0.030 0.031 1.000 0.247 0.247 0.999 0.220 0.999 0.220 0.999 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table S 6 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
     
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.000 0.001 0.001 -0.002 0.064 0.000 0.010 0.000 0.008 
t0_t1 0.000 0.000 0.037 0.001 0.141 0.819 0.000 0.008 0.006 0.200 
t0_t2 0.000 0.000 0.045 0.001 0.202 0.985 0.000 0.005 0.008 0.224 
t0_t3 0.000 0.000 0.047 0.001 0.247 0.997 0.000 0.006 0.010 0.261 
t1_t1 0.010 0.010 0.782 0.141 0.141 0.982 0.006 0.205 0.006 0.205 
t1_t2 0.014 0.014 0.872 0.141 0.202 1.000 0.006 0.215 0.008 0.253 
t1_t3 0.017 0.017 0.876 0.141 0.247 0.999 0.006 0.197 0.010 0.247 
t2_t2 0.020 0.020 0.985 0.199 0.202 1.000 0.008 0.251 0.008 0.249 
t2_t3 0.024 0.025 0.990 0.199 0.247 1.000 0.008 0.243 0.010 0.248 
t3_t3 0.030 0.030 0.999 0.245 0.247 1.000 0.010 0.250 0.010 0.248 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table S 6 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
     
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.000 0.005 0.001 -0.001 0.064 0.001 0.047 0.000 0.060 
t0_t1 0.000 0.000 0.036 0.001 0.142 0.880 0.001 0.046 0.057 0.883 
t0_t2 0.000 0.001 0.045 0.001 0.202 0.997 0.001 0.046 0.082 0.998 
t0_t3 0.000 0.001 0.047 0.001 0.247 0.998 0.001 0.047 0.100 0.998 
t1_t1 0.010 0.011 0.796 0.142 0.142 0.936 0.057 0.888 0.057 0.883 
t1_t2 0.014 0.015 0.878 0.142 0.202 0.992 0.056 0.888 0.082 0.998 
t1_t3 0.017 0.018 0.879 0.142 0.247 0.997 0.056 0.888 0.100 0.998 
t2_t2 0.020 0.021 0.986 0.200 0.202 0.999 0.080 0.989 0.081 0.998 
t2_t3 0.024 0.025 0.992 0.200 0.247 1.000 0.079 0.989 0.099 0.998 
t3_t3 0.030 0.031 1.000 0.246 0.247 1.000 0.098 1.000 0.099 0.998 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table S 6 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
     
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.001 0.011 0.001 0.001 0.058 -0.001 0.047 0.000 0.068 
t0_t1 0.000 0.001 0.036 0.001 0.142 0.944 0.000 0.047 0.083 0.887 
t0_t2 0.000 0.001 0.042 0.001 0.203 1.000 -0.001 0.047 0.119 0.992 
t0_t3 0.000 0.001 0.047 0.001 0.248 1.000 0.000 0.047 0.146 1.000 
t1_t1 0.010 0.011 0.821 0.143 0.142 0.904 0.083 0.896 0.083 0.887 
t1_t2 0.014 0.015 0.891 0.143 0.203 0.988 0.083 0.896 0.118 0.992 
t1_t3 0.017 0.018 0.893 0.143 0.248 0.998 0.082 0.896 0.145 1.000 
t2_t2 0.020 0.021 0.986 0.200 0.203 0.996 0.116 0.991 0.118 0.992 
t2_t3 0.024 0.025 0.992 0.200 0.248 0.999 0.115 0.991 0.144 1.000 
t3_t3 0.030 0.031 1.000 0.246 0.248 1.000 0.143 1.000 0.144 1.000 
**t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table S 6 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,    
      
      
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.001 0.020 0.001 0.000 0.055 0.001 0.050 0.000 0.054 
t0_t1 0.000 0.001 0.029 0.001 0.142 1.000 0.001 0.050 0.112 0.887 
t0_t2 0.000 0.001 0.040 0.001 0.202 1.000 0.001 0.050 0.159 0.995 
t0_t3 0.000 0.001 0.047 0.001 0.247 1.000 0.001 0.050 0.196 1.000 
t1_t1 0.010 0.011 0.826 0.142 0.142 0.858 0.111 0.895 0.111 0.887 
t1_t2 0.014 0.015 0.893 0.142 0.202 0.987 0.110 0.895 0.158 0.995 
t1_t3 0.017 0.018 0.893 0.142 0.247 0.999 0.110 0.895 0.195 1.000 
t2_t2 0.020 0.021 0.990 0.200 0.202 0.992 0.156 0.993 0.158 0.995 
t2_t3 0.024 0.026 0.993 0.200 0.247 0.999 0.155 0.993 0.194 1.000 
t3_t3 0.030 0.031 1.000 0.246 0.247 1.000 0.192 1.000 0.193 1.000 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table S 6 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
     
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.000 0.006 0.001 -0.002 0.057 0.001 0.045 -0.001 0.065 
t0_t1 0.000 0.000 0.037 0.001 0.141 0.876 0.001 0.045 0.051 0.909 
t0_t2 0.000 0.000 0.045 0.001 0.201 0.996 0.001 0.045 0.073 0.991 
t0_t3 0.000 0.001 0.047 0.001 0.245 1.000 0.000 0.045 0.090 1.000 
t1_t1 0.010 0.010 0.790 0.140 0.141 0.942 0.050 0.870 0.051 0.909 
t1_t2 0.014 0.014 0.874 0.140 0.201 0.992 0.050 0.870 0.073 0.991 
t1_t3 0.017 0.017 0.876 0.140 0.245 0.999 0.050 0.870 0.089 1.000 
t2_t2 0.020 0.020 0.986 0.199 0.201 1.000 0.072 0.994 0.072 0.991 
t2_t3 0.024 0.025 0.996 0.199 0.245 1.000 0.071 0.994 0.089 1.000 
t3_t3 0.030 0.030 1.000 0.245 0.245 1.000 0.088 1.000 0.088 1.000 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table S 6 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
     
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.001 0.016 0.001 -0.001 0.059 0.001 0.045 0.000 0.059 
t0_t1 0.000 0.001 0.032 0.001 0.141 0.991 0.001 0.045 0.102 0.893 
t0_t2 0.000 0.001 0.042 0.001 0.201 1.000 0.001 0.045 0.146 0.994 
t0_t3 0.000 0.001 0.047 0.001 0.246 1.000 0.001 0.045 0.180 1.000 
t1_t1 0.010 0.011 0.817 0.141 0.141 0.878 0.101 0.879 0.102 0.893 
t1_t2 0.014 0.015 0.885 0.141 0.201 0.987 0.101 0.879 0.146 0.994 
t1_t3 0.017 0.018 0.886 0.141 0.246 0.999 0.100 0.879 0.179 1.000 
t2_t2 0.020 0.021 0.989 0.200 0.201 0.995 0.144 0.994 0.145 0.994 
t2_t3 0.024 0.025 0.996 0.200 0.246 0.999 0.143 0.994 0.178 1.000 
t3_t3 0.030 0.031 1.000 0.245 0.246 1.000 0.177 1.000 0.177 1.000 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
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Table S 6 (Continued) Estimate, type I error and power of a pleiotropic SNP Effect comparing CovA, MANOVA, and 
conditional analysis using unrelated data  
 
MAF=0.5, simulation = 1000, bootstrapping in each simulation = 1000 
        ,       ,     
 
     
 
     
Scenario    
CovA MANOVA Conditional Analysis 
 ̂         ̂   ̂         ̂    ̂          ̂    ̂         
t0_t0 0.000 0.001 0.038 0.001 0.000 0.062 0.001 0.047 0.000 0.051 
t0_t1 0.000 0.001 0.029 0.001 0.142 1.000 0.002 0.047 0.129 0.899 
t0_t2 0.000 0.001 0.038 0.001 0.202 1.000 0.001 0.047 0.183 0.996 
t0_t3 0.000 0.001 0.046 0.001 0.246 1.000 0.001 0.047 0.225 0.999 
t1_t1 0.010 0.011 0.830 0.142 0.142 0.849 0.128 0.888 0.128 0.899 
t1_t2 0.014 0.015 0.895 0.142 0.202 0.984 0.127 0.888 0.182 0.996 
t1_t3 0.017 0.018 0.895 0.142 0.246 0.999 0.127 0.888 0.224 0.999 
t2_t2 0.020 0.021 0.994 0.201 0.202 0.992 0.181 0.996 0.181 0.996 
t2_t3 0.024 0.026 0.997 0.201 0.246 0.999 0.180 0.996 0.223 0.999 
t3_t3 0.030 0.031 1.000 0.246 0.246 1.000 0.221 1.000 0.222 0.999 
*t   
 _t   
  denotes SNP with    
 % effect on trait1 and    
 % effect on trait2. Italic bold values indicate abnormal type I error rates or 
 
powers. 
 
 
 
 
 
 
 
   
 
1
6
1 
Table S 7 SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance and genetic 
correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
   
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂  2.5
th 97.5th 
rs6733708 2 37814216 0.36 -0.129 -0.086 0.008 0.003 0.005 0.001 0.011 
rs698798* 2 44544018 0.08 -0.198 -0.154 0.006 0.004 0.005 0.001 0.009 
rs698819* 2 44566433 0.08 -0.202 -0.223 0.006 0.007 0.006 0.002 0.013 
rs3769292 2 173434505 0.10 -0.171 -0.145 0.005 0.004 0.004 0.001 0.009 
rs1569159 2 181189870 0.09 0.151 0.195 0.004 0.007 0.005 0.001 0.011 
rs16864755 2 223982866 0.10 0.258 0.210 0.013 0.009 0.010 0.004 0.018 
rs457414 3 10177884 0.32 -0.103 -0.128 0.005 0.008 0.006 0.002 0.011 
rs9846680 3 179603561 0.08 -0.244 -0.254 0.009 0.010 0.009 0.004 0.016 
rs1545026 3 196061661 0.13 0.180 0.125 0.007 0.004 0.005 0.001 0.011 
rs13148678* 4 74077760 0.17 0.170 0.186 0.008 0.010 0.009 0.003 0.015 
rs7664273* 4 74226102 0.17 0.172 0.181 0.008 0.009 0.008 0.003 0.016 
rs13119179* 4 74262694 0.17 0.168 0.181 0.008 0.009 0.008 0.003 0.015 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;  ̂  is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 
display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table S 7 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
   
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂  2.5
th 97.5th 
rs283062 6 118728149 0.43 0.134 0.128 0.009 0.009 0.009 0.004 0.015 
rs665506 7 132023073 0.35 0.146 0.137 0.010 0.009 0.009 0.003 0.017 
rs1905045 8 75062568 0.21 0.138 0.162 0.007 0.010 0.008 0.003 0.014 
rs2317356* 8 137106399 0.32 0.116 0.110 0.006 0.005 0.005 0.001 0.012 
rs2317355* 8 137106698 0.32 0.117 0.110 0.006 0.005 0.005 0.001 0.012 
rs1031282* 8 137123839 0.32 0.119 0.113 0.006 0.005 0.005 0.001 0.012 
rs1332199* 9 9493477 0.17 0.170 0.148 0.008 0.007 0.007 0.002 0.013 
rs639168* 9 9529574 0.12 0.177 0.187 0.007 0.008 0.007 0.002 0.014 
rs668026* 9 9571692 0.31 0.129 0.150 0.008 0.011 0.009 0.004 0.016 
rs681437* 9 9572128 0.31 0.133 0.153 0.008 0.011 0.009 0.004 0.016 
rs598768* 9 9579682 0.35 0.137 0.142 0.009 0.010 0.009 0.004 0.017 
rs657849* 9 9583722 0.36 0.153 0.143 0.011 0.010 0.010 0.005 0.018 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;  ̂  is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 
display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table S 7 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
   
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂  2.5
th 97.5th 
rs1889524* 10 7657473 0.46 -0.133 -0.134 0.008 0.009 0.008 0.003 0.016 
rs1537631* 10 7657765 0.45 -0.128 -0.125 0.008 0.008 0.008 0.003 0.015 
rs2275069* 10 7658692 0.46 -0.134 -0.140 0.009 0.010 0.009 0.003 0.017 
rs384626 10 60806221 0.49 -0.091 -0.089 0.004 0.004 0.004 0.001 0.009 
rs7911563 10 60878297 0.41 -0.098 -0.101 0.005 0.005 0.005 0.001 0.010 
rs453061 11 8227452 0.01 0.592 0.415 0.009 0.004 0.006 0.001 0.012 
rs10766761 11 20972609 0.28 -0.154 -0.131 0.010 0.007 0.008 0.003 0.015 
rs1968699 15 97529279 0.06 -0.195 -0.260 0.004 0.008 0.006 0.002 0.012 
rs2216263 16 47911005 0.39 0.105 0.104 0.005 0.005 0.005 0.001 0.011 
rs1389529 16 53286410 0.07 0.213 0.207 0.006 0.006 0.005 0.001 0.012 
rs1699607 17 70130820 0.49 -0.121 -0.100 0.008 0.005 0.006 0.001 0.012 
rs892583 18 43170372 0.27 0.139 0.101 0.007 0.004 0.005 0.001 0.011 
rs740586 19 48888371 0.22 0.104 0.119 0.004 0.005 0.004 0.001 0.010 
rs346062 19 48890417 0.43 -0.116 -0.111 0.007 0.007 0.007 0.002 0.014 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;  ̂  is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 
display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table S 7 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
          
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
   ̂       2.5
th 97.5th 
rs6733708 2 37814216 0.36 -0.129 -0.086 0.008 0.003 0.006 -0.005 0.020 
rs698798* 2 44544018 0.08 -0.198 -0.154 0.006 0.004 0.020 0.007 0.036 
rs698819* 2 44566433 0.08 -0.202 -0.223 0.006 0.007 0.017 0.002 0.036 
rs3769292 2 173434505 0.10 -0.171 -0.145 0.005 0.004 0.000 -0.010 0.010 
rs1569159 2 181189870 0.09 0.151 0.195 0.004 0.007 -0.009 -0.021 0.005 
rs16864755 2 223982866 0.10 0.258 0.210 0.013 0.009 0.013 -0.002 0.032 
rs457414 3 10177884 0.32 -0.103 -0.128 0.005 0.008 0.005 -0.007 0.018 
rs9846680 3 179603561 0.08 -0.244 -0.254 0.009 0.010 0.013 -0.003 0.033 
rs1545026 3 196061661 0.13 0.180 0.125 0.007 0.004 -0.003 -0.014 0.011 
rs13148678* 4 74077760 0.17 0.170 0.186 0.008 0.010 0.001 -0.014 0.019 
rs7664273* 4 74226102 0.17 0.172 0.181 0.008 0.009 0.002 -0.013 0.019 
rs13119179* 4 74262694 0.17 0.168 0.181 0.008 0.009 0.001 -0.013 0.017 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;    ̂       is the estimated pleiotropic effect in CovA; 2.5
th
 and 
97.5
th
 display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table S 7 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
          
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
   ̂       2.5
th 97.5th 
rs283062 6 118728149 0.43 0.134 0.128 0.009 0.009 -0.009 -0.023 0.006 
rs665506 7 132023073 0.35 0.146 0.137 0.010 0.009 0.016 0.001 0.035 
rs1905045 8 75062568 0.21 0.138 0.162 0.007 0.010 -0.015 -0.031 0.003 
rs2317356* 8 137106399 0.32 0.116 0.110 0.006 0.005 0.015 0.003 0.031 
rs2317355* 8 137106698 0.32 0.117 0.110 0.006 0.005 0.016 0.003 0.032 
rs1031282* 8 137123839 0.32 0.119 0.113 0.006 0.005 0.019 0.005 0.037 
rs1332199* 9 9493477 0.17 0.170 0.148 0.008 0.007 0.026 0.009 0.045 
rs639168* 9 9529574 0.12 0.177 0.187 0.007 0.008 0.017 0.002 0.035 
rs668026* 9 9571692 0.31 0.129 0.150 0.008 0.011 0.001 -0.014 0.017 
rs681437* 9 9572128 0.31 0.133 0.153 0.008 0.011 0.002 -0.013 0.017 
rs598768* 9 9579682 0.35 0.137 0.142 0.009 0.010 0.006 -0.010 0.020 
rs657849* 9 9583722 0.36 0.153 0.143 0.011 0.010 0.004 -0.013 0.019 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;    ̂       is the estimated pleiotropic effect in CovA; 2.5
th
 and 
97.5
th
 display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table S 7 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
          
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
   ̂       2.5
th 97.5th 
rs1889524* 10 7657473 0.46 -0.133 -0.134 0.008 0.009 0.011 -0.004 0.029 
rs1537631* 10 7657765 0.45 -0.128 -0.125 0.008 0.008 0.008 -0.005 0.025 
rs2275069* 10 7658692 0.46 -0.134 -0.140 0.009 0.010 0.012 -0.003 0.032 
rs384626 10 60806221 0.49 -0.091 -0.089 0.004 0.004 0.013 0.002 0.025 
rs7911563 10 60878297 0.41 -0.098 -0.101 0.005 0.005 0.016 0.001 0.032 
rs453061 11 8227452 0.01 0.592 0.415 0.009 0.004 0.010 0.002 0.019 
rs10766761 11 20972609 0.28 -0.154 -0.131 0.010 0.007 -0.016 -0.031 -3E-04 
rs1968699 15 97529279 0.06 -0.195 -0.260 0.004 0.008 0.012 -0.001 0.027 
rs2216263 16 47911005 0.39 0.105 0.104 0.005 0.005 0.000 -0.012 0.013 
rs1389529 16 53286410 0.07 0.213 0.207 0.006 0.006 0.005 -0.013 0.022 
rs1699607 17 70130820 0.49 -0.121 -0.100 0.008 0.005 0.003 -0.009 0.020 
rs892583 18 43170372 0.27 0.139 0.101 0.007 0.004 -0.015 -0.028 -0.004 
rs740586 19 48888371 0.22 0.104 0.119 0.004 0.005 0.011 4E-04 0.023 
rs346062 19 48890417 0.43 -0.116 -0.111 0.007 0.007 0.027 0.010 0.049 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;    ̂       is the estimated pleiotropic effect in CovA; 2.5
th
 and 
97.5
th
 display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table S 7 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
        
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂       2.5
th 97.5th 
rs6733708 2 37814216 0.36 -0.129 -0.086 0.008 0.003 0.004 -0.006 0.017 
rs698798* 2 44544018 0.08 -0.198 -0.154 0.006 0.004 0.017 0.004 0.038 
rs698819* 2 44566433 0.08 -0.202 -0.223 0.006 0.007 0.010 -0.006 0.032 
rs3769292 2 173434505 0.10 -0.171 -0.145 0.005 0.004 -0.001 -0.014 0.009 
rs1569159 2 181189870 0.09 0.151 0.195 0.004 0.007 -0.004 -0.015 0.005 
rs16864755 2 223982866 0.10 0.258 0.210 0.013 0.009 0.009 -0.005 0.029 
rs457414 3 10177884 0.32 -0.103 -0.128 0.005 0.008 0.006 -0.003 0.021 
rs9846680 3 179603561 0.08 -0.244 -0.254 0.009 0.010 0.010 -0.002 0.032 
rs1545026 3 196061661 0.13 0.180 0.125 0.007 0.004 -0.004 -0.015 0.006 
rs13148678* 4 74077760 0.17 0.170 0.186 0.008 0.010 0.004 -0.012 0.018 
rs7664273* 4 74226102 0.17 0.172 0.181 0.008 0.009 0.003 -0.009 0.017 
rs13119179* 4 74262694 0.17 0.168 0.181 0.008 0.009 0.003 -0.009 0.017 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;  ̂       is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 
display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table S 7 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
        
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂       2.5
th 97.5th 
rs283062 6 118728149 0.43 0.134 0.128 0.009 0.009 -0.004 -0.016 0.008 
rs665506 7 132023073 0.35 0.146 0.137 0.010 0.009 0.012 5E-04 0.031 
rs1905045 8 75062568 0.21 0.138 0.162 0.007 0.010 -0.007 -0.020 0.003 
rs2317356* 8 137106399 0.32 0.116 0.110 0.006 0.005 0.011 1E-04 0.027 
rs2317355* 8 137106698 0.32 0.117 0.110 0.006 0.005 0.011 4E-04 0.027 
rs1031282* 8 137123839 0.32 0.119 0.113 0.006 0.005 0.014 0.003 0.033 
rs1332199* 9 9493477 0.17 0.170 0.148 0.008 0.007 0.019 0.005 0.042 
rs639168* 9 9529574 0.12 0.177 0.187 0.007 0.008 0.012 -0.004 0.029 
rs668026* 9 9571692 0.31 0.129 0.150 0.008 0.011 0.003 -0.008 0.016 
rs681437* 9 9572128 0.31 0.133 0.153 0.008 0.011 0.004 -0.007 0.016 
rs598768* 9 9579682 0.35 0.137 0.142 0.009 0.010 0.006 -0.006 0.019 
rs657849* 9 9583722 0.36 0.153 0.143 0.011 0.010 0.005 -0.009 0.018 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;  ̂       is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 
display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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Table S 7 (Continued) SNP-specific pleiotropic effect analysis on FNBMD and LSBMD using CovA, genetic covariance 
and genetic correlation approaches for family related subjects in Framingham Osteoporosis-BMDs study 
        
SNP Chr. Position MAF 
 ̂ 
(FNBMD) 
 ̂ 
(LSBMD) 
   
(FNBMD) 
   
(LSBMD) 
 ̂       2.5
th 97.5th 
rs1889524* 10 7657473 0.46 -0.133 -0.134 0.008 0.009 0.009 -0.003 0.029 
rs1537631* 10 7657765 0.45 -0.128 -0.125 0.008 0.008 0.007 -0.004 0.023 
rs2275069* 10 7658692 0.46 -0.134 -0.140 0.009 0.010 0.010 -0.002 0.032 
rs384626 10 60806221 0.49 -0.091 -0.089 0.004 0.004 0.010 -0.003 0.023 
rs7911563 10 60878297 0.41 -0.098 -0.101 0.005 0.005 0.011 -3E-04 0.029 
rs453061 11 8227452 0.01 0.592 0.415 0.009 0.004 0.008 0.002 0.019 
rs10766761 11 20972609 0.28 -0.154 -0.131 0.010 0.007 -0.008 -0.022 0.003 
rs1968699 15 97529279 0.06 -0.195 -0.260 0.004 0.008 0.012 0.001 0.027 
rs2216263 16 47911005 0.39 0.105 0.104 0.005 0.005 0.001 -0.008 0.010 
rs1389529 16 53286410 0.07 0.213 0.207 0.006 0.006 0.004 -0.007 0.022 
rs1699607 17 70130820 0.49 -0.121 -0.100 0.008 0.005 0.002 -0.008 0.018 
rs892583 18 43170372 0.27 0.139 0.101 0.007 0.004 -0.008 -0.019 0.002 
rs740586 19 48888371 0.22 0.104 0.119 0.004 0.005 0.008 -0.004 0.019 
rs346062 19 48890417 0.43 -0.116 -0.111 0.007 0.007 0.019 0.003 0.047 
 
Note:  ̂ is the estimated regression coefficient;    is the coefficient of determination;  ̂       is the estimated pleiotropic effect in CovA; 2.5
th
 and 97.5
th
 
display the 95% confidence interval. Italic bold values are the CIs excluding 0.        on both FN and LS BMD. 
*Neighboring SNPs in linkage disequilibrium (      ).  
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