Abstract. We propose a generalization of the classical theta function to higher cohomology of the polarization line bundle on a family of complex tori with positive index. The constructed cocycles vary horizontally with respect to the (projective) flat connection on this family coming from a heat operator. They also possess modular properties similar to the classical ones.
Introduction
The classical theta function is a beautiful entire function of n complex variables
where Ω ∈ M n (C) is a symmetric matrix with positive definite Im Ω. Considered as a section of the polarization line bundle L on an abelian variety, it behaves very nicely in families. Namely, it provides the horizontal section with respect to the flat connection on the push-forward bundle for such a family. However, if the polarization L of the torus X = C n /(ΩZ n ⊕ Z n ) is not positive, which means that Im Ω is not positive definite, then the theta-series diverges. The most common way around this is to change the complex structure of the torus such that the line bundle L is positive for this new complex structure. But the choice of this new complex structure is not canonical. Rather, for each complex torus one gets a family of abelian varieties parameterized by some Grassmannian (see, e.g., [3] for more details). An analytic point of view (which is morally very similar to the first one) taken in [9] is to represent H k (X, L) by harmonic forms with values in L. Another approach used in number theory for studying certain modular properties of the (n, 1)-definite theta series (cf. [6] , [12] , [11] ) is take the sum over the positive cone only.
We propose to identify the space of theta forms H k (X, L) with the group cohomology H k (Λ, F ), where Λ ∼ = Z 2n is the fundamental group of X with the appropriate action on F := H 0 (C n , O C n ), the space of holomorphic functions on C n . This approach has the advantage that one never leaves the analytic category. The constructed representatives manifestly satisfy the heat equation of the connection.
The motivation to study this problem came from the holomorphic anomaly equation for N = 2 supersymmetric σ-model in 2 dimensions with target a Calabi-Yau 3-fold [2] . After twisting, such a theory defines a topological QFT. Integrating over the moduli of Riemann surfaces gives rise to a holomorphic anomaly for the partition functions F g in the associated string theory.
The holomorphic anomaly for the generating function for all genera
has the form of a heat equation. In the B-model Witten [13] identifies this heat equation with the natural projective connection on the family of intermediate Jacobians over the moduli of Calabi-Yau's. Intermediate Jacobian is not an abelian variety but rather a complex torus with a principal polarization of type (1, h 2,1 ) (the polarization comes from the pairing on the middle cohomology). Thus, the question of finding a horizontal solution arises quite naturally.
In this paper we restrict our calculation mostly to the case of principal polarization of index k (i.e. Im Ω has k negative eigenvalues). In this simple case dim H k (X, L) = 1, and other degree cohomology vanish. In the degenerate case there are also higher cohomology
, where Y is the "degenerate" part of X, and no natural connection is guaranteed to exist. The generalization to non-principal polarizations is straight forward by introducing theta forms with characteristics.
The structure of the paper is as follows. In section 2 we review the general theory of the projective flat connections. We describe the connection in details in the particular case of a family of polarized complex tori. In section 3 we identify the space of theta forms for principal polarizations with the H k (Λ, H 0 (C n , O C n )) and show that it is 1 dimensional. Using Koszul resolution of Z 2n we write down explicitly a cocycle in the above cohomology. In section 4 we study the action of the modular group on the space of theta forms. Namely, the modular group action affects differentials in the Koszul resolution by acting on the basis of Z [Λ] . Establishing the isomorphism between cohomology H k (Λ, F ) computed from different resolutions reveals modular properties of particular representatives. Finally, we conclude with an observation that the chosen representatives solve the heat equation already on the level of cocycles, and generalize the construction to non-principal polarizations.
It may be worth pointing out that the main calculations done in the paper have a lot in common with the classical case. Computation of H k (Λ, H 0 (C n , O C n )) and finding explicit representatives are very much in the spirit of finding the invariants of Λ-action on holomorphic functions in C n . The proofs of all auxiliary lemmas for the modular group action are essentially the same as those for the classical theta functions, and thus are not given in full details. The only major new ingredient is to use Fourier transform for non-Schwartz functions for finding coboundaries between modular related cocycles.
Notations.
t A denotes the transpose of a matrix A. In the exponent πi means π √ −1. Z[G] stands for the group ring of G. k V 1 , . . . , V s , k = Z, R or C, denotes the k-linear span of V i , where V i can be free k-modules or abstract elements.
Flat projective connections
In this section we recall the general facts about the flat projective connections coming from heat operators. Most of the material here is based on the notes [1] and [4] .
2.1. Differential operators and projective connections. Let V → S be a holomorphic vector bundle over a complex manifold S. Denote by D S (V ) the sheaf of holomorphic differential operators on V . D S (V ) is naturally filtered by order
with the associated quotients given by the principal symbol sequences
Recall that the Atiyah class is the extension class
A projective connection on V is a holomorphic splitting ∇ of the sequence
It lifts to an ordinary connection if this splitting lifts to a splitting of the Atiyah class sequence (2) . Now let π : X → S be a smooth family of compact complex manifolds. That means that π is a surjective, proper holomorphic map between complex manifolds, which is flat and whose fibers X s are connected complex manifolds. Let L be a holomorphic line bundle on X .
Denote by D π (L) the sheaf of all differential operators on L acting along the fibers of π (the centralizer of π
Again, the quotients are given by the symbol sequences
Connections from heat operators. In some situations a heat operator on L yields a projective flat connection on the bundles R i π * L → S (see [8] , [1] ). A projective connection on V = R i π * L → S is a splitting of the exact sequence (3). Equivalently, we need a homomorphism ∇ :
where the symbol map σ 1 is well defined on the quotient, as O S ⊂ Ker(σ 1 ). The differential operators D X (L) act on the local sections of L. Hence, they act on the local sections of R i π * L for all i. In particular, we get a map π * D X (L) → D S (V ) which respects the filtration by order along S, and then induces a map
A projective connection ∇ which comes from a heat operator is the composition
Of course, the existence of such a connection on R i π * L depends on the global geometry of the family (X , L). Recall that the Kodaira-Spencer map for this family α :
is the connecting map in the long exact sequence associated with the pushforward of the sequence
Then one has the following
Then for any i ≥ 0, the bundle R i π * L → S possesses a unique projective flat connection given by a heat operator.
The connection is constructed as follows. Pushing forward the symbol sequence (4) for k = 1, and using the projection formula one gets the long exact sequence of derived images
Using π * D π (L) = O S and the fact that the connecting map β :
can be identified with the composition from (b), one gets an isomorphism
The projective heat operator is the inverse of this isomorphism. Very often (in fact, in all known cases) the composition in (b) vanishes already in D 2 π (L). That is, the composition
π (L) is already 0. Equivalently, the Kadaira-Spencer map α factors as
, where δ is the connecting map in the push-forward of the symbol sequence
It will also be so in the case we are interested in.
2.3. Projective connection on a family of complex tori. We are going to apply the general theory described above to the special case of polarized complex tori. Let (X , L) be a family of complex tori with non-degenerate polarization. This means that L restricted to any fiber X s gives a line bundle
is a non-degenerate 2-form. To show that this family satisfy the conditions of the Lemma 2.1, it is enough to do it for each fiber.
Consider the filtration
There is a spectral sequence associated to this filtration which abuts to
The differential d 1 is the convolution with the class c 1 ( [1] ). Hence, every row is just the Koszul complex. So we have
To show (b) we consider the symbol sequence
shows that
Thus, we deduce from the second Koszul row in the above spectral sequence that
This shows (b). Namely, the Kodaira-Spencer map factors
. In coordinates, the most natural choice of trivialization of L is to pass to the universal covers of the tori. Let Z i be the coordinates on the fibers C n . The base space can be parameterized by symmetric complex matrices Ω = {ω ij } with non-degenerate imaginary part. Then for the theta line bundle the heat operator which gives the connection can be written as
For positive definite Im Ω this is the heat equation for the classical theta function.
Indefinite theta forms
Let X → S be a family of n-dimensional complex tori. We assume that the family is parameterized by H(k, n − k), the space of non-degenerate n × n complex symmetric matrices Ω with the quadratic form given by Im Ω of fixed signature (k, n − k). Here k, the number of negative directions, is called index of the tori. The complex torus over the point Ω is described as
We denote the universal cover map by p : C n → X Ω . Let us now define the sheaf of sections of the theta line bundle
The theta line bundles on X Ω , put together, form a holomorphic line bundle L on the family X . Lets us fix Ω, and drop the subscript from X Ω and L Ω . We want to consider the cohomology groups H i (X, L).
Homological algebra. The fundamental group of
According to Grothendieck [7] , we can view O C n as a Λ-sheaf on C n , where the group Λ = Z 2n acts on (C n , O C n ) by translations on C n and by (8) on sections. Then L can be identified with O Λ C n , the invariants of the Λ-sheaf p * O C n on X. Since the action is free, there is a spectral sequence ( [7] , Ch. V) which abuts to
where F is the space of all holomorphic functions on C n with the Λ-action given by (8) . In particular, H 0 (X, L) is the space of entire functions on C n invariant with respect to the Λ-action. Before proceeding further, let us make a few comments on notations. We will identify Λ = Λ 1 ⊕ Λ 2 with Z 2n = Z n ⊕ Z n by fixing the reference basis of Λ from the definition of X. Thus, we will often use the same symbol for an actual element in Λ, the 2n-column of its coordinates in the reference basis, or for the n-column of its coordinates in cases when this element happens to be in Λ 1 or Λ 2 . Also, we will not distinguish between a real symmetric (n × n) matrix and the quadratic form associated to it in the Λ 1 or Λ 2 part of the reference basis. When it may cause a confusion, we will comment on the specific meaning.
To construct a nice representative in H i (Λ, F ) we need to choose a rather special basis in Λ. Given a real non-degenerate symmetric n × n matrix Q we refer to a basis {N 1 , . . . , N n , M 1 , . . . , M n } of Λ = Λ 1 ⊕ Λ 2 as split with respect to Q, or simply as Q-split, if the quadratic forms associated to Q in Λ 1 ⊗R and to Q −1 in Λ 2 ⊗R are positive definite when restricted to Γ + = Z N k+1 , . . . , N n ⊂ Λ 1 and Z M k+1 , . . . , M n ⊂ Λ 2 respectively. We will denote by Γ − ⊂ Λ 1 the sublattice spanned by {N 1 , . . . , N k }.
Remark. It seems always possible to find a basis such that Q ≤ 0 on Γ − . Q < 0 is too strong to require with the counterexample given by the standard hyperbolic quadratic
From now on let us fix a split basis {N 1 , . . . , N n , M 1 , . . . , M n } with respect to Im Ω. We will denote by (NM) = ( N 0 0 M ) the 2n × 2n matrix whose columns are (N j , M i ). It will be convenient to assume also that
. This is possible without loss of generality because in some real basis Im Ω = Im Ω −1 = diag(−1, . . . , −1, 1, . . . , 1). The transformation matrix
acts on Im Ω and Im Ω −1 as on quadratic forms, and primitive integral sublattices form a dense subset in Gr R (n − k, n).
To calculate cohomology of the free abelian group Λ = Z 2n with a basis {x i } we will use the Koszul resolution
Here W is the 2n-dimensional vector space spanned by w 1 , . . . , w 2n . The differential is given by
It is also convenient to decompose 
Before calculating the cohomology of this 2n-complex we need the following elementary statement (the author thanks A. Borodin for the elegant proof).
Lemma 3.1. Let ∞ n=1 a n e −n 2 be an absolutely convergent series. Then we can make the following estimate:
which proves the statement. Now we are ready to do the final calculations, which gives another proof of the index theorem for complex tori.
Theorem 3.2. The cohomology of the total complex associated to the complex C is
Proof. First, let us note that each of the differentials d i is surjective. Moreover, d i is also surjective when restricted to the Ker(d j ) for any j = i. This is equivalent to saying that H q ((C * ) n , O) = 0, q > 0. So the cohomology of the complex C can be computed from the cohomology of the n-tuple complex with differentials δ j and terms given by the space of Z n -periodic holomorphic functions. Every such function has the Fourier expansion which is convenient to write in the form
The form of the Fourier coefficients is motivated by the following simple form of the differential
The next observation is that δ j , for k + 1 ≤ q ≤ n are surjective (and remain such on Ker(δ i ) for i = j). Explicitly, if f (Z) is given by (11), then
is also convergent by Lemma 3.1 and defines an entire function, and δ j F (Z) = f (Z).
Here r j is the coefficient of K written in the basis {N 1 , . . . , N n }, i.e., K = n i=1 r i N i . So the calculation now reduces to the k-complex with the differentials δ 1 , . . . , δ k and terms in the form f (Z) =
In this complex the differentials δ 1 , . . . , δ k are injective. This easily follows from the fact that vanishing of (a K−Nq − a K ) for 1 ≤ q ≤ k means that a K are constant into the N q direction. This forces summing over negative definite sublattice. Hence the Fourier series for f (Z) diverges.
Thus we see that the cohomology of C reduces to a cocycle concentrated in C 1,2,...,k;∅ , and given there by a function in the form
with finite number of a N − non zero. Finally, since
the cohomology H k (C) can be represented a multiple of the cocycle
in all other terms
Modular properties
As in the case of the classical theta functions, we define the modular group to be a subgroup of Sp(2n, Z):
We will see in this section that modular properties of the theta forms come most naturally from the fact that one can use different bases to construct the cocycle in H k (Λ, F ). Briefly put, the modular group acts on the set of bases of Λ. Changing the basis affects differentials in the Koszul resolution. Using explicit isomorphism for the two resolutions which differ by an element in Γ 1,2 from each other, we will show that the entire functions representing cocycles are modular transforms of each other with respect to that element of Γ 1,2 . The strategy is to define the modular group action on H k (Λ, F ) via its action on the bases and on functions representing the cocycles for the corresponding resolutions, and check the triviality of this action only for the generators of Γ 1,2 .
4.1. Identification of resolutions. Let {x i } = {N j , M l } and {x
Then there is an induced chain homomorphism s * between the two resolutions which is homotopy equivalent to the identity:
In particular it give rise to an isomorphism s * on the cohomology H i (Λ, F ). Writing down s * can be quite messy and non-canonical (it gives the canonical map only in cohomology). But we will try to be as explicit as possible in a few special cases. The calculations can be somewhat simplified by the fact that our cocycles are concentrated in C 1,2,...,k;∅ . This means that we are interested only in the 1 ⊗ w 1 . . . w k component of s * (1 ⊗ w p 1 . . . w p k ). With this in mind, we will see below that only the k top rows of S remain relevant.
The calculation involves finding the coefficients R ij in the expressions of the elements (x i − 1) = R ij (x ′ j − 1) in the group ring Z[Λ]. Given those, it is easy to see that the collection of Z[Λ]-homomorphisms s * given by (13) g
is a chain map. In the calculations of R ij below we will write (when possible) the group operation in Λ multiplicatively to distinguish it from the addition in the group ring. Of course, there are many ways to write the decompositions (
. So let us, first, show the preferred one by example. Let, say, n = 4, k = 2. Pick, for instance,
. Then we can write
. Thus, indeed, we see that in this procedure the coefficient at 1 ⊗ u 1 . . . u 2 of s * (1 ⊗ w p 1 ⊗ w p 2 ) depends only on the entries in the top 2 rows of S.
Type I: S = A 0 0 A T (−1) . It is clear that there is no interaction between N and M parts. Since we are interested only in 1 ⊗ u 1 . . . u k component, we can forget about the M part all together.
Type Ia: A = ( I 0 * * ), where I is the (k × k) identity matrix. In this case the only contribution to the coefficient of 1 ⊗ u 1 . . . u k comes from s * (1 ⊗ u 1 . . . u k ) and equals 1.
Type Ib: A = E k , where E k is the (n × n)-matrix with (E k ) ij = 1 if i = j or (i, j) = (k − 1, k), and 0 otherwise. Here
. Still, after taking the wedge product the only contribution to 1 ⊗ u 1 . . . u k comes from s * (1 ⊗ u 1 . . . u k ) and equals 1.
Type Ic: A = E k+1 . Similar to the above we have
And no other terms contribute to 1 ⊗ u 1 . . . u k .
Type II: S = ( I 0 B I ). Here 
and this is the only contribution.
To distinguish between the cohomologies computed from the two resolutions we will denote the corresponding 2n-complexes by (C, d) and (C ′ , d ′ ), respectively.
Modular group action.
The modular group acts both on the set of bases and on the set of holomorphic functions on H(k, n − k) × C n . The action on the bases given in the coordinates by
Thus, in the reference basis the transformation matrix is just g T (−1) . Writing the action in the basis {N j , M i } identifies the matrix S from the previous subsection with (NM) −1 t ( A B C D ) (NM). The next lemma defines the classical action of the modular group on the set of functions on H(k, n − k) × C n .
Lemma 4.1. The following defines a Γ 1,2 -action
where ζ(g) is an 8-th root of unity and we denoted Ω g = (
Proof. This is quite standard (see, for example, the Mumford's book [10] with some minor modifications). Let us, for instance, show that the exponential factor in the transformation of f (Z, Ω) behaves well with respect to the group multiplication. Let
The exponential factor in (f g ) h consists of two ingredients:
and πi
Combining these together and using the identity
in various forms, matching of the two exponential factors reduces to showing the following:
The last identity follows at once using
Next we define the modular transformed theta function. For g = ( A B C D ) and Θ K (Z, Ω) = e πi t KΩK e 2πi t KZ , K ∈ Z n , we define Θ g K (Z, Ω) according to the action of the above lemma. Explicitly,
Using direct computations in the spirit of Mumford's book [10] , we discover the following important property of the functions Θ
Rephrasing the above identity in the language of the Λ-action gives
Repeating the construction of the cocycle from the previous section, we arrive at the following important observation: Proposition 4.2. If {N 1 , . . . , N n , M 1 , . . . , M n } is split with respect to Im Ω g , then
in all other terms is a cocycle in C g .
Note that if {N 1 , . . . , N n , M 1 , . . . , M n } (allowing permutations) is not a split basis with respect to Im Ω g , then the cohomology H k (C g ) cannot be represented by a cocycle concentrated in just one place. To avoid dealing with such situations we will consider the cocycles in
can be thought of as the stabilizer of the fixed Lagrangian splitting Λ = Λ 1 ⊕ Λ 2 . Hence, the left cosets can be identified with the set of such splittings. Given a splitting Λ = Λ Recall that for g of the type (Ic) we have N 
Though each of the two sums are divergent, their difference is the convergent sum over the lattice points in between Γ + and Γ g + . On the picture below, which shows the N k , N k+1 slice of the lattice, those are represented by bold dots. The hollow dots represent terms taken with negative sign and Im Ω is negative in the shaded area.
The cochain represented by this function in C 1,2,...,k−1;∅ is a coboundary between c and g * (c g ). Indeed, all differential vanish when applied to f except for (N k − 1) and (N k+1 − 1):
From the calculation of (Ic) we recall that g * (c g ) has components only in C 1,2,...,k;∅ and C 1,2,...,k−1,k+1;∅ both given by K∈Γ + Θ Remark. The function f can be considered as a secondary object. In fact, it has a life of its own. Similar functions appeared, for instance, in the work of Göttsche and Zagier [6] in connection with the wall crossing phenomenon for Donaldson invariants. In general, the theta sum over the points in some simplicial k-cone can be thought of as an k-ary object. These "multi" theta functions appear in Fukaya's study of m k products among the affine Lagrangian submanifolds in a symplectic 2n-torus [5] . It seems interesting to explore this connection further.
The above Proposition and Lemma 4.1 allow us to define the action of the modular group on
where we canonically identify H k (C) and H k (C h ) with H k (Λ, F ). Finally, we are ready to prove the main result of this section. Proof. Since Γ 1,2 defines an action, we need to check the triviality for the set of generators only. I 0 . This seems to be the most interesting case. As for the classical theta functions the proof involves application of Fourier transform and Poisson summation formula. We will demonstrate the basic idea on the simple example of an 1-dimensional torus X = C/τ Z + Z, with Im τ < 0 (X is not an elliptic curve since the polarization is negative). According to the matching map on resolutions of type III we have to show that two cocycles of the double complex C 
and 
The minus sign appearing here reflects the choice of orientation on the line Re y = k. This ambiguity is suppressed by the choice of 8-th root of unity for the modular transform. With all that, we see that the difference of the above cocycles is the coboundary of the function f (z, τ ).
To deal with the higher dimensional case, first, we need to make some comments on the choice of the original split basis {N j , M i }. Namely, using the transformation of the Case 1 above, we may assume without loss of generality that the reference basis is Im Ω-split, that is {N j , M i } can be chosen to be the reference basis.
In such a basis the matrix S has the form S = t g = 0 I
−I 0 . So we can apply calculation of type III to conclude that g * (c g ) is represented by K∈Γ + Θ g K in C ∅;1,2,...,k . Next, we need to choose a totally real vector subspace in C n = C N 1 , . . . , N n such that the imaginary part of Ω restricted to V is positive definite. By induction we may also assume that V has a codimension one filtration
The convenient property of this filtration is that V i can be cut out by i equations { t N j Y = 0, j = 1, . . . , i}. Following the analogy with the example above we define the Fourier transform of the function e πi t Y ΩY by using the partial Vick rotation:
Then one can use the usual theory of Fourier transform for positive definite Im Ω. In particular, the operators of translation and multiplication by the corresponding character interchange. Also, using the real coordinates on V = A · R n one has
The same identity holds if the integration cycle V is shifted by any vector in C n . We define a cochain f in C k−1 by the functions f i ∈ C k−1 1,2,...,i−1;i+1,...,k , 1 ≤ i ≤ k:
We want to show that the total differential applied to this cochain gives the difference between g * (c g ) and c in C:
. . .
1,2,...,i−1;i+1,...,k , the differentials (M s − 1) · f i vanish trivially for s = i + 1, . . . , k. Also, f i (Z) is clearly periodic with respect to M s , s = k + 1, . . . , n. For the rest we have:
Thus the only non-trivial d-differential is given by
In particular for i = 1 we have:
Similarly, the differentials (N s − 1) · f i vanish for trivial reasons for s = 1, . . . , i − 1. On the other hand This completes the proof of the theorem.
The heat equation
The construction in the group cohomology H k (Λ, F ) can be easily replaced by the one inČech cohomology. Namely, one can use the covering of X by one open patch overlapping itself at the boundary of the fundamental domain. Then the condition of a k-cochain being a cocycle translates exactly into the vanishing of the differential in the group cohomology complex. One can also useétale cohomology for theétale cover C n → X. One way or another we can identify the connection on the bundle R k π * L with the heat operator (7):
acting on the elements of F , the entire functions on C n . A priori, the connection is defined only projectively. But for the families parameterized by H(k, n − k) there are no monodromy obstructions. Hence, the projective connection can be lifted to an ordinary one. The heat operator H defines this ordinary connection.
Clearly, H(Θ K ) = 0, hence the family of the classes [c(Ω)] ∈ H k (Λ, F Ω ) defines a horizontal section of R k π * L already on the level of cocycles. Moreover, a straight forward calculation shows that H(Θ g K ) = 0, for any g ∈ Γ 1,2 . So the classes [c g (Ω)] ∈ H k (Λ, F Ω ) also provide a covariantly constant section.
From the point of view of projective connection an one-dimensional vector bundle is not very interesting. So one would like to generalize the construction to non-principal polarizations. This can be done by introducing theta forms with characteristics. In fact, every step in the two previous sections goes through with just minor modifications.
Let X Ω = C n /ΩZ n ⊕ ∆Z n be a complex torus with polarization of type ∆ = diag(δ 1 , . . . , δ n ), with δ i positive integers such that δ 1 |δ 2 | . . . |δ n . The theta line bundle L Ω is defined as before by its sheaf of sections. Namely, a section of L Ω over an open subset U ⊂ X is a holomorphic function f (Z) on p −1 (U) such that f (Z + ∆M + ΩN) = e −2πi t N Z−πi t N ΩN f (Z), all M, N ∈ Z n .
