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A. Présenta tion du t r avail 
Parmi l os divers aspects des l angages a l gorithmi ques , nous nous pro-
posons d I étudi er l e suivant : que l s sont l es ~tres a u."'{que l s un langage don-
ne ou permet de ùonner un nom? 
Pour les langages naturels comme pour les langages al gorithmi ques , 
parl er de quelque chose implique que l'on définisse l a chose en questi on au 
noyen de mots et de phrases exis t a nt déjà dans le l angage et qu ' ensui te on 
lui donne un non . Il y a di fférentes façons de nof!l.Iner une chose ou un ob j et . 
On peut l' a~Delcr au moyen d ' une périphrase ou d ' une expresoion, ou aussi 
l a nommer par un mot . 
Exemple : "le petit ~ on de l a voisine" ou ''l'fichel" peuvent itre deux f a-
çons distinctes de d ésigner le même être . 
Dans un l angage a l gorithmi que , l ' a ction de nommer et d~ d éfinir un 
i tre soit f ait pm-tie de la définition même du l a ngage , soi t s ' effectue par 
une dé claration explicite ou implicite dans un quelconque programme écrit 
dans ce l angage . 
Exemple : ~ 11 3.14 11 es t dit dans la définition d 1Al gol 60 être le nom du nom-
bre rée l représenté par 3.14 dans le système déciual . 
~ "j}lt_eger x ; 11 est une déclaration dans un programme Algol 60 . 
Cette déclaration signifie : nous définissons un objet c omme 
é t ant une variable à valeurs entières e t nous 1 ' appe l ons "x". 
I l nous semble important de fai re deux remarques à ce niveau 
- Nous nous trouvons en présence de trois concepts reliés entre en,c · 
l e nom , l 'objet nommé et l a représentation de l ' objet. 
On peut soit nonuer un objet soit une représentation de cet obje t . Par exem-
pl e , on peut t rès bien nommer une fonction et l a représenter par une séquen-
ce d 1instru.ctions . liais on peut auss i nommer la séquence d 1instructionselle-
m~me . De même, le rapport de la circonférence au diamètre est un nombre réel 
que l'on peut appeler TI et représenter par 3.14 par exemple . Hais il est 
aussi possible de di re que 3. 14 est un"nombre réel", cœune on l e fait en 
Algol 60 . 
De plus , la représ entation peut aussi être un nom (dénotation) de l ' objet 
qu ' elle représente (Algol 68). 
- Les objets dont on parle , éventuellement par le biais de leur repré-
sentation, ont en général des propriétés. Aussi seront-ils très souvent 
CToupés suivant leurs propriétés et leur nature de manière à former des 
modes ou types . La différence fondamentale entre un mode et l ' ensemble de 
ses éléments est que l e mode précise certaines propriétés de ses éléments 
et permet ainsi de pouvoir s ' en servir . C' est pourquoi il e~riste des opéra-
teurs définis sur la plupart des modes. Sous l ' angle de la nomrnabili té, 
quatre possibilités sont envisageables: nommer un mode , des objets appar-
tenant à ce mode , nommer des variables et des opérateurs sur ce mode . 
Nous allons donc essayer de découvrir quels sont les objets et les modes 
dont les langages parlent . De plus, nous nous proposons de voir quels sont 
les ob jets et modes qu ' il est possible de définir et de nommer par extens~ o~ 
du langage et de quel l e f açon une telle extension peut se faire . 
Nous nous intéresserons à titre exclusif aux êtres (objets et modes) 
dont le nom est formé d ' un seul mot . 
Nous nous pencherons aussi sur les liens qui existent entr~ la nonJP..1.abilité 
et~dé.finissabili té d ' un objet . En effet , il est évident qu I on ne peut nom-
mer un ob j et qui n ' a pas été préalablement aéfini , que ce soi t l e langage 
ou le programr.wur qui le définisse et/ ou le nomme . 
Dans ce but , nous étudierons d ' abord la classification proposée par Ch . Stra-
chey, nous analyserons ensuite celle que suggère Algol 68, et après compa-
raison et analyse critique , nous essayerons de classifier les ~tres dont 
parlent les laneages algorithmiques sur base des résultats obtenus . 
B. Définitions 
Tout au long de ce travail, nous emploierons 1 es termes "nommé, m·; "nom-
ma ble", "défini" et "définissable" dans un sens différent de leur significa,~ 
tion habituel le dans la langue française. C' est pourquoi nous voulons atti-





se dit d ' un objet auquel le langage considér é a 
donné un nom. 
se dit d 1u n objet dont le langage auquel il appartie:.lt 
a donné une définition. 
se dit d 'un objet auquel le prograiîmeur peut affecter 
un nom dans le langage considéré . 
"définissable" : se dit d 'un objet que le programmeur peut définir 
dans le langage considéré. 
La seule et unique exception à ce principe a été faite dan$ le titre , où 
"norrnnable" y a le sens courant et donc signifie "nommé" et/ou "nommabl e '· P"' 
rapport aux définitions données ci-dessus. 
Il existe des relations entre ces quatre propriétés . C1est ainsi que 
tout objet nommé est défini, que tout objet noomable est défini et/ ou défi-
nissable (ou non exclusif) , Fais que l'inverse n ' est pas vrai . Le schéma ci-
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Chapitre Deux 
LA CLASSIFICATION DE STRACHEY 
A. Aperçus de la ~éorie de Strachey 
Dès 1966, on trouve dans la littérature scientifique des articles do 
Ch . Strachey, professeur à Oxford, sur un aspect particulier des langages 
de prograrrnnation ~ l'assignation. Il l'analyse, la décortiqu0 et cette ét~-
de a profond(fu1ent marqué la suite de ses recherches sur les l angages . C1 est 
ainsi qu ' en 1971 et 1972, il publie , seul ou en collaboration avec D. Scot t, 
des articles à propos de mathématisation de l a sémantique des langages al-
gorithmiques, e t entre autres la classification qui nous intéresse ici. 
1 . Mécanisme_de_l'assignation 
Les langages de programmation, suivant en cela 1 1 exemrle des l anga-
ges naturels e t de la mathématique, permettent à l ' utilisateur de désigne~ 
les objets par des noms . La relation entre l ' ob jet dési;;né et son nom est 
une fonction au sens mathématique du terme, que Strachey appelle enviTOJ\M• 
ment . Nous définirons maintenant quelques termes que Strachey utilise ~ -
nuel leme nt dans 1 a sui te . 
Il appelle Id l e domaine des noms ou identifica teurs. L 1 0nser,ible des obj ets 
qui peuvent ~tre nommés est D (D pour "denot ation", c 1 est-~i-clire "chose 
signifiée, dénotée ou désignée" par un mot, par opposition au sens que ce 
mot a en Algol 68) . 
"En mathématique, l ' objet désigné par un nom reste cqnstant pendan-~ 
t oute l'existence lexicographique du nom . Cett e propriété n 1 est vérifiée, 
en langage de programmation, que pour certains objets tels que des proc~ -
res . Par contre, pour des noms d'objets de type réel, entier, booléen·, il 
est possible de changer la val eur, c ' est-à- dire l'objet associé au nom, par 
une assignation . La valeur associée à des noms de ce genre ne peut donc 'ttlte 
obtenue que dynamiquement et en fonction de l'état courant de la mémoire" 
nous explique Strachey. 
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Il est à remarquer que cet avis porte à discussion~ En effet , on 
peut très bien considérer que ce qui est associé au nom n 1 est pas la valeur 
réelle, entière ou booléenne , mais un objet à valeurs dans IR, lH ou l t , f J, 
ce que l ' on appelle couramment une variable . Il y a donc une ambiguïté , que 
Strachey est amené à lever de l a façon suivante. 
Il considère que le nom désigne une 11location11 (*) qui reste fixe et que la 
valeur associ ée au nom est le contenu de ce t te location. Il parle alors de 
11l - valeur " du nom pour la location ~t de 115t,-valeur 11 du nom pour le conte-• 
nu de celle- ci. (l pour 11 left 11 et ,'t,pour 11right 11 ). Ces deux objets ne sont 
donc pas indépendants, bien que de nature différente . 
Une location représente une zone de mémoire quelle qu 1en soi t la 
taille. Ce qui nous i ntéresse à leur sujet sont les deux propriétés suivan-. 
tes: elles peuvent contenir des objets et sont nommables (addressables 
cor.lCl e on _ 1 exprime généralement) • 
La mémoire se part itionne en un nombre fini de l ocations . On appel-
lera état de la machine à un moment donné, ou plus exactement état de sa 
mémoire, le r apport entre l'ensemble des locations et leur contenu à ce 
moment. 
Soit s l ' ensembl e de ces états, S sera donc défini comme suit 
s = [ L - v] 
où L est 1 1 ensemble des locations, 
V l ' ensemble des valeurs que l ' on peut stocker dans la r,1éuoire . 
X ~y représente une fonction quelconque appliquant X dans Y, X et Y 
étant deux ensembles quelconques, 
et· [ xJ l ' ensemble des fonctions x . 
Ayant maintenant s , Let V à notre disposition, Qéfinissons .les fonctio~ 
qui nous permettrons d ' extraire et de modifier le contenu d 1une location . 
(3:) 11 location'' : ce mot est pris au sens anglais du terme . Etant donné que 
nous n'aurons jamais besoin du mot français location·; nous continue-
rons dans la suite à utiliser le terne anglais. 
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Soit <X, ri i. L, r3 CV et cr-' <>' € s = [L • V] 
C:es fonctions sont les suivantes 
Contents L ~ [S • Vj 
et Update: LxV -, [s • v] c~) 
Donc Contents (a) (Cj') = l5' (a:) 
et si c:r' = Update (ex,~) (cr) alors 
Contents (o:) (o- 1 ) = ~ 
et Contents (a1 )(~ 1 ) = Contents (a•)(o) si a f 0: 1 
ce qui correspond à première vue à notre idée intuitive de r,1ise à. jour. 
Avant de pouvoir examiner l'assignation, nous avons encore besoin de fonc-
tions qui fournissent la valeur des expressions. Puisque les expressions, 
clont les noms sont un cas particulier, ont à la fois des,,C - et~-valeurs, 
il nous faut deux fonctions, soit .,t et ~-
Remarquons que la valeur d'une expression ne dépend pas uniquement 
de 1 'état courent de la mémoire, soit ô, mais aussi de 1 1 environnement, 
soit e, qui précisera les objets désignés par les identificatours figurant 
dans l'expression. 
Nous aurons donc: 
.1, : Exp - (Env ---1- [s - LxSJJ 
~: Exp -- [Env -... [s .... VxsJJ 
où Exp est l'ensemble des expressions possibles dans le langage 
et Env= [Id_. D] l'ensemble des environnements. 
Le S intervenant dans le résultat est dû aux éventuels "effets de bord" 
lors de l'évaluation. 
(:Je) Pour des 1·aisons de concordance de not ations avec Str.achey, nous em-
ploierons les termes anglais partout où il n'y aura :pas anbiguïté, 
c 1est-à-dire principalement pour les noms de fonctions et de domaine~ 
Lors d 1un premier emploi, ils seront généralement entourés de guille-
mets. 
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et [ 1 appartiennent à Exp. Quel en est le ~écanisme? 
Remarque : la plupart des langages ne permettent d I avoir co;·.me express i ons 
en partie gauche que celles constituées d ' un seul identificateur . 
L ' opération s ' exécu t e en trois étapes : 
1 . Trouver la l, - valeur de é . 
0 
2 . Trouver la 01-valeur de ê 1 . 
3. Faire l a ni se à jour . 
(on a supposé une exécution de gauche à droite) . 
Si on part de l' état initial ô et que 1 1 on travaille dans 1 1 envi-
o 
ronnement p, cela donne : 
1. :t (éo) (e)(&o) = <a, 0'1 ) 
où a: est la ~ - valeur de t,
0 
et o-1 = 6"0 s
1il n ' y a pas eu cl'effets de 
bord . 
2 . 91 Ct\) (p)((5·i ) = < ~, 15'"2 ) 
où ~ est la %-valeur de l 1 . 
3. Update Ca, ~)(<:f"2) = <r3 . 
L' effet ùe l'assignation est donc de passer de 1 1état(J""
0 
à l ' état o3. 
2. Claosification 
Str achey différentie l es domaines, ou ensembles d 1objets; en domai-
nes de base et domaines dérivés , c1. e manière à pouvoir détailler D, V et 
Exp . Conme lui , nous prendrons l es exemples dans Algol 60 . 
2 . 1 . Domaines de Base 
---- - ---
I ntuitivement , les domaines de base sont ceux que le progTa11.11.11eu r 
n ' a pas la possibilité de définir l ui - m~me . 
Si l ' on veu·~ préc icer la définition intuitive donnée p 2...r Stracpey, on aITi-
ve à la définition suivante qui est nettement plus ricoureuse : 
La condition nécessaire et suffisante pour qu 1un domaine soit 
de base est que ses éléments s oient définis et non défi nissables . 
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Cette définition sera étendue aux modes au chapi tre cinq ot l o, démonstra-
tion sera faite à ce noment- là. 
Les domaines de base l es plus fréquemment rencontrés sont R (réels), 
1T ( entiers), T (booléens) , C ( caractères) et Q, (cha î nes de caractères) . 
Ce sont les "don...iées " les plus ir.iportantes, c I est- à-dire l eo ob j ets que 
l ' on t raite. Ces domaines sont fixés par le langage qui définit les noms 
standards de ses éléments et l e nom standard du mode correspondant si ce-
lui-ci existe. 
Exemple: real est le nom du mode réel 
- 1 .1510 est le nor.i d
1un réel particulier . 
A ceu::-lèt viennent s I ajouter les ''points de brancher.1ent 11 J (jump 
points), l es l ocations L (vu ce qui a été analysé au para3raphe précédent) 
et S . 
Si l ton exar.iine ces di fférents domaines sous l ' ancle de la no:mmabi-
li té et en considérant aussi bien les éléments du domai ne que le i;10de ou 
type correspondant s 'il existe, on aboutit au tableau T. II .A, l , 
Précisons que ce tabl eau s ' appl i que à Algol 60 et que le terne 11 spécifié 11 
s I entend "norn.1é par spécification au sens d I a lgol 6011 , ce qui veut dire que 
le nom standard du domaine n 1est utilisé que pour spéci fier au compilateur 
le type d'un paramètr e formel dans une procédure. 
Domaines 
de El éments Mode correspondant 
base 
exer:mles 
1/ ( / R nonL1és 
-1.1510 ) noeuné . real V<lh.. . 
--
N non1..rnés 12 3 noL1lllé : integer 
// t, 
T normés false Vllh., 3 normé : bool ean 
------
·-----------------------------Q. nonnés 1 ab wcd 1 i spécifié : string 
~---------------------------------
J nor.JIJ.abl es ~ spécifié . label . 
- -
L noE1IDables ., 




2 . 2 . DoHaines_com~osés 2,u_dir_ivés 
Nous allons maintenant voir quels sont les domaines que le program-
meur peut définir lui- même et de quelle façon il peut le faire. 
Les domaines dérivés sont '' construits" à partir d 1a"L}.t::..' es domé!,i~es 
déjà définis (clone soit de base , soit dérivés), au moyen dœ outils ' d~exten-
sion fournis par le langage lui- même . Puisque les domaines sont des ensem-
bles , les outils employés sont tout simplement des opérations ensemblistes 
dont voici les plus utilisées : soient X
0 
et x1 deux domaines que lconques·, 
on peut const ruire leur somme X
0 
+ x1 (union disjonctive) et leur produit 
cartésien X
0 
x x1 • Cela s ' appl ique bien sûr à plus de deux domaines. On 
posera , pour simplifier l es notations , : 
XxXx ..• xX n facteurs 
xo + x1 + x2 + • .• 
Exemples : 1T -:- R est le domaine des nombres entiers ou réels . 
R x R couples de réels, peut être une représentation des co:r.1ple-
xes . 
Une troisième méthode pour composer deux domai nes est d ' é t ablir des fonctions 
à arguments dans l ' un et valeurs dans l ' autre. 
Pour des raisons qui paraîtront évidentes dans le paragraphe suivant , S ne 
sera utilisé cor.mie "matériau" de base qu I au moyen de cette troisième méthode. 
Quels sont , selon Strachey, les domaines dérivés que l ' on peut cons-
truire en 11.lGol 60? 
A::?pelons D 1 1 ensembl e des objets nor.unables . On a : Q 
- les 9'&-valeurs pos sibles des expressions 
E = { valeurs des expr essions j f Rxpr = : { Rxpressions } • 
E = D + v . I 
E contient D puisque les noms sont des cas par~iculiers des expres-
sions , donc les valeurs associées à un nom sont toutes susceptibles d '~ tre 
associées à une expression . ~ 
- les procédures sans tyPe et avec type: 
P = (D!.: ~ [s .... sJJ + [ JH ~ [s -'> v x sJJ 
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( o l 2 ) D:it: représente une liste de longueur quelconque D3E = D + D + D + ••• 
d'arguments qui sont nommables puisque représentés par des parrunètres for-
mels . 
Le corps de la procédure est une 1'commande 11 , donc elle modifie 1 1 é-
tat de la machine . 
Si c 1est une procédure avec type (fonction) , l e résultat appartient à V 
puisqu 'i l faut l ' ass igner au nom de la procédure dans le corps de celle-ci, 
d ' où la présence de V x S dans le second membre . 
- l es tab l eaux : a* 
On peut assigner des valeurs aux éléments d ' un tableau , ce sont 
donc des locations . 
Les vecteurs : A1 
2 3 
= L + L + L + • •o 
=lil: 







matrices (n, 1) 
matrices (n,2) 
matrices (n , 3) 
n quelconque. 
= (lilE):it: 
Les tableaux li trois dinensions A
3 
= (A2 )31: = ( (Ia:) 31:):1: 
Donc l es tableaux à un nombre quelconque de dimensions 
A=~ + (Ia:)31: + ((LlE)31:)3E + ••• que nous conviendrons avec Strachey de 
noter a*. 
- l es 11 ca ls by name 11 , c ' est- à- dire les paramètres formels appelés par nom; () 
ce son/ en f ait , au point de vue sémantique , des procédures avec type et / 
sans pa amètres . Elles produisent une valeur qui n ' est pas restrei nte à V 
mais peut ~tre n ' importe où dans E + Q,, et peuvent avoir un" effet de bord" . 
w = [ s ~ (E + Q) x s] 
W pour 11vrig6ly values 11 , c ' es t - à- dire des objets dont la valeur est 
différente LL chaque fois qu ' on les regarde . 
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Nous pouvons maintenant construire· D, l' ensembl e des choses nommabl es . 
Dans D, on trouvera d ' abord les domaines de base dont les élér.1ents 
sont nommables·; clone J et L, puis les domaines dérivés , E non conpris . 
En effet , E est formé de l ' union de deux ensembles: celui des objets nom-
rnables D et celui des objets nomnés, V. (Bien que ce ne soit p['.S la défini-
tion premièr e de V, un simple coup d ' oeil au tableau T. II .A. 2 en montre la 
validité - Q ne joue quas i aucun rôle en Algol 60, on ne se forE1alisera 
donc pas do son absence dans V} . Pour Al gol 60, on a donc : 
D = L locati ons , donc variables réelles , entières , bool éeru1es et para-
mètres formels appelés par valeur 
+ J "jump points " 
+ ToE31: tableaux et paramètres formels de type away appelés par valeur 
+ W calls by name 
+ P procédures 
.+ w131: swi tches 
où P et W ont été définis plus haut et wr1 est donné par : 
Ed= }f');-val eurs possibles des expressions 
de désignation ~ = J + w1 
En fait , D est un domaine dérivé mais qui n ' est ni définissable ni 
nommable dans lo langage tout comme V. Ce s onit donc plut8t des donaines 
qu e l ' on pourra it , en accord avec Strachey , appeler caractéristiqu es d ' un 
langage . 
V=T+R+N (Al go l 60) 
L'intér~t de considérer D, V et E réside dans la distinction sui-
vante faite par Strachey: 
"Certains ob j ets peuvent apparaître dans des expressions , ttre assi-
gnés à une variable , ou encore apparaître coFune par amètres actuels dans un 
appel de procédure . (Il s ' agi t principalement des nombres ). Puisque , nous 
allons le voir de suite , ces objets sont privilégiés par rapport à d ' autres , 
nous les catalo{Plerons en une classe "première" . Une procédure , par contre , 
ne peut appara1tre que dans un appel de procédur e soit conne opér ateur soit ' 
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comme paramètre actuel. Il n'y a pas d'autres expressions mettant des pro-
cédures en jeu ou dont le résultat est une procédure . Donc , en quelque sor-
te , les procédm~es sont des citoyens de seconde classe en Algol 60 , c 1est-
à- dire des objets qui doivent toujours apparaître en personne et ne peuvent 
jamais être représentés par une variable ou une expression - sauf dans le 
cas de paramètres formels où l'objet de seconde classe , que ce soit une 
procédure , un "s tring" ou une étiquette, sera désigné par un nom . Si .ce l 
nom désigne en fait un quelconque objet du domaine (J , Pou 0,) , ce n ' est / 
pas une variable à pr oprement parler car on ne peut lui assigner de valeur ." 
IlŒstn remarquer que lorsque Strachey parle de domaine, c 1est la 
plupart du teups et de façon implicite, des éléments de ce domaine qu 1il 
s 1agit. En fait , Strachey se soucie apparemment peu de savoir si un domaine 
est nommable ou s ' il lui correspond un ~ode . 
Etendons maintenant le tableau T. II.A . l aux dor1 aines dérivés et 
ajoutons- y la classe de ces différents domaines; nous obtenons ains i le 
tableau T. II .A. 2. Dans ce tabl eau , nous avons utilisé les abréviations 
suivantes 
AS pour "éléments assignables " 
t lEV pour "membres possibles d'une expression" 
(en tant que constante ou variable). 
B pour "de Base" 
et Dér. pour "dérivé" . 
On peut y remarquer que Q n ' appartient ni à D ni à V. Cela découle du rôle 
quasi nul j oué par les strings en Algol 60 . En effet, ils ne servent que 
pour transnettre des paramètres à des procédures écrites clans un autre 
langage ou code . Il faut se rendre compte que ce qui est no1:1nnble en Algol 
60 n ' est pas un string mais un paramètre formel de type string; l e paramètre 
actuel correspondant ne pourra pas être appelé par valeur (Revised Report: 
4. 7.5.1 et 4.7.5.4) et il y aura donc remplacenent littéral du nom du para-
mètre formel par le string lui-même (c ' est- à- dire sa dénotation dans le 
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Base Classe l"Iode correspondant 
~, 
é..V Eléments AS. NEV . n° E D défini t i on nom .• exemple ) définition nom , 
erive 
! -·· --1 défini nomné: 
.EE& oui oui 1 B non oui définis nor.unés - 1.1510 
(1) 
B non oui définis nommés 12 3 défini nommé: in te_a,_er oui oui 1 
(J) 
B non oui défini s nommés true ) défini nommé:boolcan oui oui 1 
- - - ·- (1) 
- r -----
B !non 1~ défini s nonmés 1 a bx,.,d ' ~~ spécifié : string ~non non 2 " 
I 
non oui {j) B oui non défini s nomnables Â / spécifié: l abel 
li _. (j) / 
B oui non déf'ni s nommables 1 ,,,..,,- / !Jioui 1 
--
~ 
. (2) (2) 
·-
Dér . oui non définissables nommables 3 défini nommé ~ arra,r 
~o(~) 1 
Dér . oui non défini ssables nommables 3 défi ni nommé : J2FO ~ non non 2 
dure (4) C1) fj 
Dér . oui non défini ssabl es nommables 3 défini nommé:~ch non oui 
n?n 
(5) 
Dér . oui défi nissabl es nonmables 1 non non 2 ~ / ~ ~ / ~ 
- -
ALGOL 60 T.II .A. 2 . ( 1) à (5) voir commentairen . 
On s I é tonnera peut..:. 'être de trouver "défini" en colonne six pour lilE:1:.,-
pet w1* • Cos doBaines sont bien dérivés en ce sens que les' éléments en 
sont définissables . Si toutefois le mode correspondant est défini et nommé , 
cela est dft ~ la définition du langage et n'affecte en rien la déri vabi lité 
des éléments . C1est précisénent là que réside l ' outil d 1extensibilité d 1Al-
gol 60 qui définit le node et laisse à l ' utilisateur le s oin de définir les 
éléments qu ril a envie d 'utiliser . Le mode est défini de f a çon assez soupl e 
pour que l ' utilisateur ait encore quelque liberté dans son choix des élé-
ments . 
La dernière colonne (7) nécessit e un certain nombre de commentai res 





Strachey, en établissant sa distinction entre prenière et seconde 
classe d'objets, s 1est inspiré des propriétés de ces objets par rapport à 
l'assignation. Sont-ils oui ou non assignables, peuvent- ils faire partie 
d'une expression? Cependant, après avoir pris tant de s oin à définir les 
l - et ~-valeurs, il examine les êl-jets tantôt sous leur X - aspect, 
tantôt sous leur Sb-aspect pour l es classifier . Expliquons- nous : ~les 
chiffres ent re parenthèses se rapportent aux indices correspondants dans 
la colonne 7 du tableau T.II .A. 2.) . 
(1) R, Net T sont assignables, c ' est évi dent . Il s ' agit ici de Yb~valeurs , 
d ' objets appartenant à V. 
(2) Par contre , les locations en tant que telles , en Algol 60 , ne sont pas 
assignables . En effet , L r/, V! Mais la ~ - valeur qui lem· est a ssociée , 
c 1 est- à~dire leur contenu , l'est . 
Q,uand un norn figure en partie droite d'une assignation, on l ' évaluera 
en :il,-mode . On considère donc dans ce cas-ci que le non désie;ne non 
pas une l ocation mais un réel , un entier ou un booléen. IIais le nom 
en fait , nous dit Strachey, désigne une location et 1a 0f,-valeur conte-
nue dans celle-ci est associée au nom nais non pas désicnée directement 
par lui ~ donc les locations sont assignables par le biais de leur 
contenu . 
(3) Les table1:1,ux , on réalité , ne sont ni assignables, ni n embres possibles 
d ' une express ion, mais bien leurs éléraents qui sont des locations . 
Strachey admet cependant que l es tableaux sont de p~·en iè:;_•e cl asse . 
(4) Q,ue l es 11rocédures ne soient pas assignables, et qu I elles ne puissent 
faire partie d'une expression, voilà qui es t surprenant . Bien sür,- seu- ( 
les les applications de fonctions le sont (Revised Report : 3 .3.1), ~ 
et cel a ne suffit pas pour généraliser, mais n'aurait- on pas dû. distin-
guer les deux cas. Selon Stra chey, les procédures sont néa.~s de 
seconde classe parce qu ' elles ne sont ni assignables ni monbres d ' ex-
pression ot doivent toujours apparaître en personne . Il ne considère 
donc plus ici la S'b-valeur d ' une procédure, quand elle cxi ste, mais 
bien l a Drocédure ello- n~me . 
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(5) Si les labels et switches peuvent ~tre membres d 'une expression, i l 
s ' agit uniquement d ' expressions de désignation (Revised Report: 3.5.1) , 
expressions parti culières qui ne sont utilisées \ie dans les "goto sta-
tements11 . Strachey les considère malgré tout comme des objets de secon-
de classe. 
En réalité , le fait pour un objet d 1itre ou ne pas t tre assignable 
n 1est pas dÜ ,\ lui- m~e , à l ' existence ou l ' absence d 'une ~~valeur as&'!;.: 
ciée mais bien ù la volonté du ou des auteur(s) du langage ùe permettre ou ·, 
d 1 i nterdire une pareille possibilité . 
Il nous semble que la clarté de la classification nécess iterait une 
définition plu$ rigoureuse des conditions d ' appartenance aux deux clas ses 
ainsi que de l t aGsignabili té . La façon de procéder indiquée par Strachey 
lais se en effet trop de place à l'arbitraire et nous croyons que cel a mas-
que des aspects ; qui peuvent ~tre importants, des langages a insi analysés , 
On trouvera en annexe I la clas s ification complète d 1Al&ol 60 selon 
Strachey. 
B, Relations no~- ob j et- valeur 
1. Conséquences_du_mécanisme_de _l 'assignation 
Reprenons l es domaines qui jouent un rôle important dans le mécanisme 
de l'assignation décrit au paragraphe A.1. Nous avons Id, les noms , L;les 
loca tions et V,les ob j e t s stockables. Les fonct ions qui les relient ont 
déjà été décrites : 
S = [L -t VJ les états de l a mémoire , 
,;t;. : Exp -- [ Env --, [s -. L x s]] 
et Sl,: Exp _., [ Env ~ [s ~ V x sJ] . 
Vu que le cas le plus fréquent , et généralement le seul permis, est d ' avoir 
un identifica teur unique en partie gauche d 'une assignation·; nous poserons 
/ 
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>;ç. 1 Id x Env x S ---+ L x S 
et ~' Id x Env x S -4 V x S 
On se convaincra sans pe i ne de ce que, pour f ~ Env et of S fixés 
et Exp réduit i\ Id, ~, et !R,d sont équivalents àct' et .1r,respectivement . 




rJ:,,<' p '0-> 
obje t s stockables (V) 
~s 
(L) 
Cxl ~%: ex, e ,.,-) ~ Yb Cxl Ce )(<r) } 
(x) =J:. lx , e, cr) 
=;t (x)(p)(~) 
avec x é. Id. 
II.B.l. 
Cependant , ce qui nous intéresse principalement , ce n ' est pas telle-
ment Id, Lou V, mais bien D. 
Nous allons donc essayer de compléter le diagrarrnne. Quelles sont l es rela-
tions entre I d,- L, V et D ? 
I d est r elié à D par Env, l es environnements; L est une partie de D; mais 
pour V, il y a un problème : en effet, si l' on considère uniquement Algol 
60 et les descriptions de D et V faites par Strachey, on voit que ces deux 
domaines sont total ement disjoints. I1ais faut -il en conclure qu 'un objet 
nornmabl e n 1est pas stockable en mémoire? Non bien sür , s D1on où serait 
l 'utilité de nommer des ob jets 1 
Il faut remarquer que ce ne sont pas les objets eux- mêœ s qui sont s t ockés 
nais bien une représentation de l eur 01-valeur . Il faudra donc qu e les ob-
jets dérivés que 1 1 on no rmne soient définis en termes d ' objets ayant une 
)&-val eur. C1 est la raison principale qui nous a poussé à int roduire Rep 
un peu plus loin. De pl us , dans certains langages, on sera éU.~ené soit à 
défini r l a Jlt-valeur de certains objets comme étant une l ocation proprement 
dite , soit à convenir d ' une représentation des locations en termes de 
9b-valeur de manière à pouvoir l es stocker . CI est cette deuxiène solution 
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qui a été ad.optée en BCPL comme nous le verrons au par agraphe C. l ., tandis 
que la première es t surtout d ' appl ication en Algo l 68 (voi:::t chapi tre III) . 
De plus , nous allons envi sager maintenant les langages dans leur ensemble 
et non plus uniquement Algol 60. Or , parmi ceux- ci , il en est qui permettent 
de nomme r des objets qui sont déjà nommés dans la défini tion du langage , 
donc des objets peuvent appartenir à la fois à D et à V. 
Si , dans le diagramme II.B. l , nous remplaçons V par RV , le domaine 
des obje t s représent ables en mémoire, ce diagramme n ' est en rien modi fié 
quant à sa sic:,11ification pùi sque RV.::) V. En effet , des objets crn:ill1e l es 
"jump po i nts " ne sont pas stockabl es au sens strict du terme , c ' est- à- dire 
susceptibles cl 1~tro contenus dans une l ocation, mais on peut quand m'èmo l es 
représenter en némoire par un objet du genre "adresse". 
Nous allons maintenant définir un ensemble de fonctions 
Rep = { r : D ~ RV } • Ce sont des "représenta tians" . 
En fait , r associera à une chose nommable sa repr ésent ation en termes de 
choses défi nies et donc représentables en mémoire. I l va de soi que r varie 
avec le langage cons i déré , et c i est en raison de cela quo nous avons défini 
1 1 ensemble de ces fonctions . Si 1 1 on applique r à une location·; ce qui est 
possible puisque les locat i ons sont nommables, on obtiendra un objet repré-
sentable, "address-l ike", correspondant à la location . Cet objet ap1)artient 
en fait à RV, V. Par cont re, l'appli cation de <r- à une location on do1me le 
contenu, c ' est- l,- dire un objet stockable appartenant à V. Donc ë( L)nr(L) = ~-
On obtient ainsi le diagramme II . B. 2 . 
objets 
eE1/ 
noms ( Id) 
no!Ilii1abl es (D) 
inclusio~ r E Rep 
(fonction 
identique) 
~~s rcprésontatle s (RV) 
locations (1) 
I I.B. 2. 
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2. Anal yse crit i que du diagramme II . B.2 . 
------------------------------------
A 11 exception de Rep , nous n'avons fai t que reprendre l es défini tians 
et les fonctions données par Strachey pour construire ce diagrarnne . Or, nous 
savons que , en fonction des définitions de Env et des J::: - valeurs , à un nom 
correspond un seLù ob j et et une seule location. Nous nous proposons d 1exarni-
ner tout d'abord la partie gauche du diagramme , c'est- à- dire les "f l èches " 
partant de Id. 
2 . 1 . ~o~-9._bje _! 
Puisque i\ un nom correspond un et un seul objet , et réciproquement , 
f É Env est une f onction bijective et la relat i on entre un nom et 1 1objet 
qu 1il désigne est purement statique (pour un programme èl.onné) . 
Avant d ' aller p lus loin, on pourrai t se demander s ' il n 1es t ~as possible 
qu 1 à un m~me nom correspondent plusi eurs ob jets ni que plusieurs noms dési-
gnent le même objet? 
a) Une propriété importante des identificateurs va nous a ider à 
voir plus clair : il s 1agit du "range" ou encore "scope". Dans la plupart 
des langages , l es déc l ara tians des "identificateurs 11 , m~me implicites·, n ' ont 
qu ' une val i dité lin itée, génér alement au bloc dans lequel elle est définie 
pour l es l angages à structure de bloc . Il est donc fort possible et m'f3me 
fréquent qu ' un m~me identificateur désigne des objets distincts dans des 
blocs ou des ''ranges " distincts . 
Dans un m~me "range" , naintenant, il est fort poss ible qu 'un m~me 
nor..1 désigne plusieurs ob jets , le contexte seul précisant lequel es t à prendre 
en cons idération . 
Exemples : - " l" peut être un "label '' ou un nombre enti er (Pas ca l ·, Fortran, 
Algol 60, • .• ) 
- les mé canismes d ' adressage indirect (par pointeur) et de réfé-
rences succes sive s (Algol 68) peuvent, pour un m~me nom situé 
en partie droite d'une assignati on, donner w1 objet ou un autre 
müvant l e type de 1 1 objet dont le nom figure en parti e gauche 
(coercition) 
- "+" désigne un opér ateur arithmétique enti er ou ré'=:-1 suivant le 
contexte. 
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b) Inversément, dans certains langages , mais pas dans tous , il est 
permis de déclarer des 11 synonymes 11 et dans ce cas , à un même objet peuvent 
correspondre plusieurs noms . 
Exemple: q (C . P . L. ) 
- int a= 3; int b = a (Algol 68) 
En conclusion, nous pouvons dire que Env n ' est pas un ensemble de 
fonctions mais plutôt le graphe d 'une relation 11désigne 11 entre Id x Ra et 
D où Ra est l ' ensembl e des 11ranges 11 • Donc Env= (Id x_Ra) x D= l1((~,î~·,o)I 
x E Id, i e,. na , O €:.. D et x est un nom de O )_ (deux t riplets son distincts 
) 
s 1ils diffèrent pour une des t r ois compos:mtes au moins ) . 
f? sera donc un sous- ensemble de Env. 
En réalité , considérer Env comme un graphe ne résout à peu près le problème 
que si la seule ambiguïté possible quant à l'obj et désiGné pc..r un nom est 
ùue au range . Si, de plus, l e contexte doit intervenir pour décider quel est 
l ' objet ainsi désigné, Env = (Id x Ra) x D n ' est pas suffisant . On voit que , 
sauf pour l es cas simpl es d ' un langage à structure de bloc où des relations 
11.ln nom- plusieurs objets " dans un même r ange sont impossibles , i l est très 
difficile sinon ~uasi impossible de formaliser exactement Env. 
Nous venons de voir qu 1 en pratique à un même nom ne correspond pas 
toujours un mime ob j e t e t réciproquement. Pour des raisons semblables , à un 
m~me nom peuvent correspondre plusieurs l ocations et vice versa . 
a) Eu effet, puisq_u 1un nom est susceptible de dési0ne ::::- plusieurs 
objets , il 1 1 est aussi de désigner plusieurs locations, celles dont le conte-
nu sera l ' objet stockable correspondant. De plus, dans le cas de procédures 
récursives par e~cemple ? des objets tels que des variables locales seront dé-
s ignés par un m~me nom mai s il y correspondra des locat ions différentes . 
b) I nversément, si un objet peut être dénoté par un ensenble de 
synonymes, une location sera donc éventuellement la~ -valeur de plusieurs 
noms . La possibilité de définir des "equivalences" en Fortr.'.ln·; les clauses 
"redefines 11 en Cobol e t 11 share 11 en B.P.L . sont précisément d fautres rroyens 
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de déclarer ex-Jlicitement que l ' on veut faire correspondre une m~me location 
à plusieurs noms (et pl usieurs objets de nature éventuellement différente) . 
Donc~'serait plutôt le graphe Id x L qu 'une fonction appliquant Id sur L 
de façon bijective . 
Telles qu ' elles ont été définies au paragraphe A.l., les différentes 
loœtions sont indépendantes . C' est pour cette ra i son que la fonction 
"Update" a éto définie de l a sorte 
Si <; 1 =Update (o: 9 ~)(et") 
alors Contents ( a) (o-') = ~ 
et Contents (a 1)( 6') = Contents (a ' )(6) si <X1 ta 
Supposons maintenant que l'on déclare un tableau: 
real ~!a..Y A [l : n] 
dans ce cas, A es t le nom d'un objet I.ilE et A [i] d'un objet 1·, ce s~ront, 
d 1 après Strachey , des l ocation s différentes, indépendantes. Or si l ' on mo-
difie A [iJ par assignation, on aura donc Contents (o:)((1' 1 ) =:~si o; est l a 
id( - valeur de A Ci), mais il est faux de dire que C;ontents ( ai ) (cr-1 ) = C :mtents 
(a' ) (<f') V a:1 / a:, car si ex I est la :[, - valeur de A, il est évident que modi-
fier la (jt-va leur cl 1un él ément d 'un tableau change la ~-val eur du tableau 
l ui- même . 
Il en est de m'ême pour l es structures, les listes •• • , bref po1.1r tous les 
objets "composés ". En fait, ce qui se passe, c ' est qu'il y a part age i mpli-
cite d ' une m'ême zone de mémoire mais que , contrairement au cas exposé au 
par agraph e B. 2 . 2 . b , où les di fférents noms avaient des "ranges" différents 
et où nodifi er une cJi,-valeur associée ne modifiait pas nécessairement l es 
autres, i ci , le "range " est le même et le recouvfement effectif . Les loca-
tions ne sont donc pas indépendantes . 
Rappel ons que si 1 1 on se place au ni veau du langage proprement dit, 
l 'implémentation ne nous intéresse pas . Nous pouvons donc laisser de côté 
le bas du di a&,Tarnne . 
Nous obtenons ainsi l e diagramme II.B.3. 
n :..10 
choses nommables (D) 
II : Bi 3 
f' f. Env Rep 
/ ( Id) noms 
" y V €_ u 
~ 
choses représentables (RV) 
'-- --------------------- ·--------·-- --- -
où v associe i\ un nom la chose nommée, ou la représentation en ten1es de 
choses représentables de l a (ou des) chose(s) nommable(s) assoc i ée ( s) . 
Donc , r , V et e sont des graphes . 
E:-:emples 
v(-15.12) [ -15 .12j oi\ [ ] indique qu'il s 1ac.;it de l ' objet réel 
désigné par le contenu des crochets . 
Si 1 10 11 a déclaré int a= 3; int b = a i en Algol 68 
et procedure p • .• . •. en Algol 60, 
on a v(a) = v (b) = [3] 
v(p) ~ suite d 'instructions correspondant ù la procédure . 
2 . 4 . Dynami~ue du diagramme_II . B. 2. 
Vu les défini t i ons de l ' assignation et des différents éléments in-
terven~nt dans ce diagramme , le seul élément variable au cours c: 1un ~ ne 
prograr:ime en est ~. 
Or, en dehors de tout progrruune, I d ne conti ent que los noms ~tan-
dar ds déf inis por le l angage et rien d'aut re , et cela quel que soit \f ,lan-
cage . Pour un proe-ramme donné , Id croî t au fur et à mesure des déclarations 
'f 
et décroî t è:, ~-a fin des "ranges 11 des différents noms pou:,_• se r e trouver à 
l I état mi niml1J.1 en fin de prograrnne. Id est donc dynani que et il en es t par 
conséqu ent de nine )Our toutes les 11flèches" qui en pa:rteï1t et pour 
L = l ~-valeurs de Id } • 
Dès qu 1i:.n langage est un tant soit peu extensible; il est év!clent 
que D e t RV ile peuvent être fixes !!lais peuvent Gonfler suivant les désirs 
du programmeur , dans les l imites imposées par le langage . 
Puisque I d, n; L·, RV et S sont variables, il en est de même pour p, C:C. r / tet r;. . 
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Aux corrections éuises en 2. 1 et 2 . 2, il faut encore ajouterque;JÙ est un 
graphe lui aussi car , si à une location correspond une seule JÎ-valeur à 
un ins t ant do1u1é , à un nom peuvent correspondre plusieurs locat ions , donc 
plusieurs Sr,-valeurs et réciproquement . 
Nous pouvons donc conclure que le diagramme II . B. 2 . est dynamique , 
c ' est- à- dire variable dans le temps , et que les flèches y représentent des 
graphes , sauf C- qui est une fonction. 
C. Essai de c·énérn.li sa t i on 
Nous allons maintenant essayer d ' appliquer la muthode de classifica-
tion donnée par Strachey à deux langages différents d ' Algol 60 , Tout d ' abord , 
nous nous intéresserons à BCPL, un l angage construi t à partir des notions de 
~- et ~-valeurs et donc du nécanisme de 1 'assignation tel que 1 1a analysé 
Strachey. Ensuite , nous étudierons Pascal, un langage de type Alzc l, mai s 
permettant une grande variété de domaines dérivés. 
1 . B.C . P , L._( Basic_Combined_Progrrunmi ng_Language) 
B. C,P , L. ou Basic C. P. L. es t un langage simple , particulièrement 
adapté à traiter ùes problèmes non numériques assez complexes pour lesquel s 
il est important de travailler indépendamment de la machine . Son application 
première •::st la compilation. Il a été conçu par 11. Richards vers 1969 et 
remis à jour en 1971. Il se base sur un langage plus développé , C .P ,L,, dont 
Strachey est un des auteurs (196 3) . 
1.1 . Les _grandes li_gn~s du langagB 
La mémoi re est di visée de façon i déale en cellules successives , éti-
quetées par des ent i ers . Ces enti ers sont appe l és J:., - val eurs des cellule$ . 
Le seul mode de~, impl i cite , est celui des YL-val eurs (bit pattern), qui 
sont représen cées sous for me d 1ent iars dans le langage . Donc ,X: et ~~v!3,-
leurs ont m~mc représentat i on en B. P. C, L. L' assignation est de la for me : 
E1 : = E2 où E1 et E2 sont des expressions . 













l éval uation ~-mode 
~-valeur 
en 
cellul e de mémoire 
La0?.-valeur 






II .c . _1. 
Il existe deux opérateurs importants, lv et~, qui permettent 
d 1obtenir de façon expl icite l es cl-valeurs ' et ~-valeurs d 1une expression 
et de s'en servir indifféremment comme <Jl-valeur et ~ -v0leur . 
Les diagrammes II . C.2. et II.C.3. en donnent le schéma d 1évaluation .. On voit 
que l ' utilisation de ,!Y en parti e droite d ' une assi gnation permet d 1assigner 
à une vari able la ~-va l eur d ' une expression . 
lv E i évaluation en X-mode 






r v E ! évaluation en ~-mode 
:il - valeur 
------ "---::....:.:.___· ".Bit pattern" 
___ .. ----- identique 
.,,,t"- _ ... - --
\ 1b-va l eur J .,e - val eur 
II.C . 2. 
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Quant à~, son uti lisation en partie gauche donne la cell ule de mé-
moire dont la J,-valeur est identique à la Sb-valeur de l 1exprcssion, tandis 
que son utilisation en partie droite donne le contenu de cette cel lule . 
Donc, une instruotion ~ p : = 1 me t tra à 1 le contenu de la cellule dont 
1 1 adresse est l a ~-valeur de p . 
Cet opér ateur , outre son utilité en compilation , permet l a définition de 
"data structures" et de vecteurs . 
Si on définit .1/J i .EY. ( 1f + i), i entier , on voit que 1f .J, i don.ne la 
. ème 
1 cellule cl 1un vecteur dont la cellule numéro O est indiquée par la 
5?,-valeur de: 1;. 
Ilais on a : U-V i = rv (11" + i) 
rv (i + '\J) car + est conunutatif 
i + "lT 
Donc, tf!i et i i V- sont sémantiquement équivalents . 
Toutefo is, on considère V! i comme l a ième composante d tun vecteur et 
i } '\r comme un sélecteur appl i qué à une s tructure. 
V C_.:::..:r--- ~--....... 
i 
___ .....,. cellule référen-
ci ée par i ~ îJ' 
Les opérateurs +·,- -, :JE et / sur l es Jh-valeurs sont définis de manière à s e 
r.10cleler sur les opérateurs entiers . 
Les autres opérateurs sont=,/,~ (.; ) , fQ:_ (>), le(~),~(~), 11ot ,/\ ,v, 
.=., j.., lshift, .rshift , + et - monadiques et ~ qui donne le reste de la 
division de l' opérande de gauche var celui de droite . 
Les expressions conditionnelles s ' écrivent 
c ' est l'équ ivalent BCPL de l'expression AlGol 60 
if E1 then E2 , else E3
• 
Pour plus de dé t ai ls concernant l es instructions exi stantes, voir 
l a syntaxe de B.C. P .L. en Annexe II et "The B.C .P.L. Reference lianual " de 
II . Richards. 
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1.2 . Classification suivant_la techni~ue de_Strache~ 
- Domaines de Base 
Nous avons LV les locations ou ~ -valeurs , J les "junp points", S 
les états cle la mémoire et comme seul domaine de "données" proprement di-
tes : RV ou .9b-valeurs . 
Remarquons que@) contient les bo léens, true étant la %-valeur dont tous 
les bits sont ù 1 et false son complément, c ' est-à-dire tous les bits à O. 
Les car ctè. os, lettres et symbol es spéciaux ont un "code entier" (qui 
dépend de 1 1 impléi:ientation) et donc appartiennent à RV cle ce fait . 
- Donaines Dérivés : 
E = D + V valeurs possibles des expressions . 
Les vecteurs~t les tables sont définis et implémentés sous forme d 1une 
cellule contenant un pointeur vers une suite de cellul es de mémoire. 
On a donc 
Pt [LV x S ~ , (LV:JE) x S] 
Les cl~aînon do caractères : La Y&-valeur d 1un string est un pointeur vers 
un ensemble de cellules de mémoire consécutives contenant la longueur et 
les caractères de l a chaîne sous une quelconque forme compactée. 
Donc Q [LV x S ~ (LV:1ë) x S] 
Les routines et les fonctions : l'appel d ' une fonction ou routine est de 
la forme E
0
(E1 , ••• ,EN) où l es Ei désignent des expressions . 
Le diagramme II .C.4 nous indique le processus d'appel d'une fonction ou 
routine. On constate que les paramètres sont appelés par valeur . Il est 
toutefois possible de simuler l'appel par référence par l'emploi des opé-
rateurs lv et E!.. • 
Ce qui donne 
F = CE~ ~ [s -RV X S]J + [Fbe ~ [s ~ sj] 
fonctions routines 
- Domaines caractéristiques 
Les objets stockabl es : V RV + LV 
V contient LV à cause de l ' opérateur lv et de la concordance des représen,. 
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t ations en "bit pattern" d0s ct'-valeurs 0t ~-valeurs • 
II .C.4. 
E ( El ' E2 ' • • • • • • • ' E ) appel 0 j1. ~ 1. rl. 
Y1 - valeur <Jl, - val eur 91-valeur 
~-
,,2. 
1- -- ----1+7 
1 
i-valeur - - - - ---)4. )4. ) 4. ' 3. ', 
' y 1 
l et iT (Nl ' N2 •• • 0 • ' Nn )lbe C] ~éclaration 
= E 5 • (3:) 
1. Evaluer les arguments en ~1,-mode . 
2 . Placer les 11,-valeurs dans n nouvelles cellules cle raémoire 
consécutives. 
3. Trouver l a f onction ou la routine correspondant à l a }b--valeur 
clc E . 
0 
4. Associer les cellules de mémoire de la gauche vers la droite 
aux paramètres formels. 
5. Evaluer ou exécuter le corps de la fonction ou de l a routine 
dans l ' environnement de la définition, étendu par les nouvel-
l es variables . 
6a . Pour un appel de routine, revenir au point juste après l'appel. 
6b . Pour 1 1 appl ication d'une fonction , produire cor.1me résul tat la 
.%-valeur du corps de la fonction . 
(1: ) Lors de la déclaration, une variable est créée qui aura pour 
nor.1 H et sera initialisée à C ou E suivant l e O.J.S t où C désigne 
une commande et E une expression . 
J,~s objets nonm.J.bles : D 






constantes ( 11nanifest declarations") et "case l abels " 
va riables et paramètres (appelés par valeur !) 
"labels " 
fon cti ons et routines 
vecteurs et tabl es 
"strings " 
- Classification : 
Si 1 1 on rassemble ce qui précède , on obtient 
Domaines cle base 
Domaines Dérivés 





V = LV+ RV 
E = D + V 
D = RV + LV+ J + F + Pt + Q 
F [Tu: -t [s --+ RV X sJJ + [Tué ~ [s ~ sJJ 
Pt = [LV x S -- (LV3!:) x S] 
Q = [LV x S __. (LV:!E) x S] 
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La différence entre Q e t Pt p' apparaît pas très clairement ·;· à pre-
mière vue, et il nous sembl e qu' une façon de l es distinBuer dans une sché-
matisation de cette sorte serait de donner l es fonctions primiti ves ou 
opé rateurs qui peuvent agir sur ces domaines . En effet , si un .élément quel-
conque d 'un vecteur ou d ' une table peut être mis à jour, il n 1en est pas 
de même pour un "stri ng" où les parti es ne sont pas isolables puisque 
compactées en mémoire et où l a modification d ' une partie n ' a pas de sens 
dans un tel langage . (Ell e en aurait dans un l angage do nanipulation de 
strings ou dans un macro- généra teur). 
2. PASCAL 
Décrit par N. Wirth en 1970, l e langage de programEiation PASCAL a 
été développé sur base d 'Algol 60 . Comparé à Algol 60, son domaine d 1appli-
cations est considérabl ement plus étendu vu ses facilit és de définition de 
nodœvariés . Il a été conçu à l a fois pour 1 1 écritur e de prorr,rammes comple-
xes et comme base pour l' enseignement de l a programmation . 
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2 . 1 . fypes de Données et Expressions 
Il mciste en Pascal cinq types de données définis et clone standard . 
Il s I agit de integer N, real R, boolean T = { true , false} , char C dénotés 
par des caractères entourés de quotes et alfa A=~ séquences clo n caractè-
res , où n est un par amètr e dépendant de l'implémentation. 
On peut on outre définir un certain nombre de ri1odes quo 1 1 on peut 
nommer et sur lesquels on peut définir des variables . Ils sont do différents 
genres scalaire , sous - ensemble , t a bleau, structure , puissa~oc , fichier , 
cl asse, pointeur. 
- "Scal a r type " : formés par énumér ation des éléments , dans l ' ordre . Des 
fonctions standard ~ et pred permettent d 1 obtenir le .sucoesseur et le 
prédécesseur (respecti vement) d ' un élément en suivant 1 1 ordro d ' énumération . 
E.x:~nple: Color = (red, yellow, green, blue) 
- "Subrange t.J.:1?.2_" sous- ensemble d 'un type scalaire déj à défini ou standard. 
monda.y •. friday Exemple : weekday 
avec week (monda.y, tuesday, wednesday , thursday, friday , satur-
day, sunday) 
ou encore . 20 80 . 
En effet , si 1 1on déclare une variable cor,unc appartenant à un mode clont 
on donne la définition e t pas le nom, ce mode n'en exi ste pas moins. 
Définir un modo suffit à assurer son existence, le fait de pouvoil· le nom-
mer est une extension supplémentaire , Dans ce cas- ci , 20 •• 00 définit sans 
équivoque un mode du genre subrange. 
- "Array type" : en Pasca l, les tableaux sont , comme en Algol 60 , composés 
d ' un nombre fixe d ' él éments de m~r:te type . Hais , contrairement à Algol 60 , 
l es index ne sont pas nécessairement d 3 type entier, c' est pourquoi on 
précise l e typo des index dans la déclarati on . 
Exemples : - déclaration d 'un mode: 
ca.rd = a.r ra.y [ 1 •• 80] of char . 
le type de l'index est un su.brange de integer et le type des 
él éments est char. 
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déclaration d ' une variable dont le mode n ' a pas été nommé (ce qui 
n ' es t pas nécessaire , comme nous l'avons fait remarquer un peu 
plus p.au t) : 
p : array [ BooleanJ of Color 
Le type des éléments est Color et celui de l ' index est Boolean. 
Donc, si à un instant donné p est (red , green),alors 
p_ [ t rue J = red 
et p [false] = green 
"record type " : une s:;ructure se compose d 'un nombre fixe de cnnposants , 
appartenant à des types éventuellement (et généralement) différents . Dans 
l a définition d I un mode de genre "record", on déclare ou définit 1 e type 
de chaque composant ("field") . De plus , chaque composant est norruné; ce 
nom, dont le "range " est l a définition du mode, servira de "field selec-
tor" . Une pm-ticularité assez intéressante des records est l a possibilité 
d I avoir des ."fie l ds " variables. Un "field" variable sera am).oncé par un 
mot spécial : ~, on déclare ensuite un "tag field " qui n 1est autre 
qu ' un identificateur dont on précise le mode; ensuite vient l ' énumération 
d ' un certain nombre de "fields" ou groupes de "fieldsrr, chacun précédé 
d ' un identificateur ( "case label") qui est le nom d ' un objet particulier 
du type du "tag field" . 
Ainsi, suivant la valeur de la variable "tag field", on choisira le "field" 
étiqueté par cette valeur . 
Dans l ' exemple suivant , si s :"" male , on choisira le premier CToupe de 
"fields " , ninon ( s:= female) l e second. 
Exemple: soit la définiti on suivante 
Sex = (male, female) 
on a alors 
Persan= record name , firstname: alfa; 
age : integer; 
married: boolean; 
~ s : Sex of 
end 
male: ( enlisted, bold : booloan) ; · 
female: (pregnant: booloan) 
• 
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- "Powerset type" : ce type définit un domaine de valeurs comme l'ensemble 
des parties d ' un autre t ype scalaire ou standard, appelé type de base. 
Les opérateurs qui s ' y appliquent sont 
Yunion, A intersection, - différence d'ensemble et in appartenance, 
Exemple: h: powerset Color 
- ''file type ce type spécifie une séquence de composants, tous du m~me 
type. La longueur de cette séquence n'est pas fixée dans l a définition . 
A chaque fichier, ou variable du type file, est associé un pointeur qui 
dénote un él ément spécifique. Quand le fichier est en état input, output 
ou neutre (état initial), on peut modifier la position du pointeur par 
des procédures standard. 
Exemple : Charfile = file of char. 
"class type" : il s'agit, ici aussi, d'une s équence d 1 éléments de m'É3me 
type, dont le nombre est variable . Mais dans ce cas-ci, le nombre est nul 
lors de la déclaration de la variable. Les ccmposants sont créés, c 1est-
à-dire de la mémoire , leur est allouée, en cours d ' exécution par une pro-
cédure standard '.'alloc". La déclaration de type spécifie cependant le 
nombre maximum d ' éléments . 
Exemple : fanily: c l ass 100 of Person 
- "pointer type" : un mode "pointeur" est associé à toute variable de type 
"class". Les éléments en sont les pointeurs possibles vers les composants 
çle la variable de type "class" et le pointeur nil qui ne désigne aucun 
composant . Un ,type pointeur est dit "lié" à sa variable de type "class". 
Exemple : p1 : 1 f amily. 
Expressions : l a différence essentielle par rapport aux expressions d 1Al-
gol 60 est l a poss ibilité de construire des "sets", c 1est- à-dire des lis-
tes d ' expressions de même type. 
Exemple: [red, c, green] . 
Il est ainsi possible d ' assigner des valeurs à des variables de type 
"powerset" . 
De plus , il n ' existe pas d ' expressions de désignation . La syntaxe complète 
de Pascal se trouve • n Annexe III. 
2 . 2 . Cl assification de Pascal 
- Domaines de base 
) 
s états de la mémo i re 
L locations 
J 11 jump points" 
T bool éens 
N entiers 
R r éel s 
C caractèr es 
(n; paramètre de l ' implément a ti on) 
Id identi ficatems. 
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Ce dernier domaine , Id , es t de base car il sert de mat ériau de cons~ 
truction pour les types s calaires . 
- Domaines dérivés: 
Les varia bles de type Powerset: (ensemble des parties d 'un type 
scalai re , standard ou subrange). 
en effet, si Fw = [ s __. (~) x s] 
h: Powerset Color avec Color (red, green, blue) , alors on peut écri re 
h: = [ red, blue] par exempl e . 
h pourra avoir comme 91,-val eur une partie quelconque de Çf ( color) donc 
[ red , green, blue] , [red, blue], [ green, blue], [ red , gTeen], ( red] 
[green] , [ blue]. 
Le nombre de looa tions nommées par h varie donc suivant S • 
* Les tableaux: On ne peut plus ici se contenter de L* . En effet , les él é-
ments d ' un tableau doivent tous être de même type mais ce type peu t ttre 
"class " , 11file 11 , 11 pointer" , "powerset", '"record " auss i bien que "real", 
11 integer " , ••• Or , comme nous allons l e voir dans ce qui suit, les variabl es 
de oes différents types ne sont pas toujours des locations . Nous avons donc: 
A . = lJ1l: + CF1*. -:- Re,1; + Pb : + Iw3E + A3f 
c ' es t - à- dire : tabl eaux de locations (1 dimension, les suivantes sont don-
nées dans kt:) , de variabl es de type "class" et 11file " (CFL) ·, "record" (Re ) , 
11pointer" (Pt), 11power se t " (Pw) et 11 ar ray" (A) . 
l 
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Les .varia7?les de t;vpe "cl ass " et "file" : 
CFL = [ s ~ A x SJ l a longueur étant variabl e , elle est détermi-
née dynamiquement en fonction de S et puisque les éléments sont de type 
quelconque mais tous du m~me , nous avons besoi n de A pour désigner une telle 
liste d'él éments . 
class . 
Exemple 
Les variables de type "poi nter" : 
Pt = [ Lx S --.A x s] un pointeur pointe vers une variable de type 
fami~y: class 100 of Persan 
p : î family 
et p t family 
p pointe vers family 
pointe vers un él ément de cette classe . 
Les var:i,ables de type "record" 
Re = ( D 1 + W l )* où D 1 = L + A + Re + CFL + Pt + Pu 
c 1est- à- dire l'ensemble des variables quel que soi t leur type et 
w1 = [D' x S _,. [ (Sc \ R.) --+ D' x sJJ le domaine des "variant part " dans un 
"record". 
Sc= R + N + T + C + Cn + Id c ' est- à- dire l ' ensemble des constantes . 
En effet , ces parties vari ables se présentent sous la forme suivante : 
.9§_~ S : <type> of 




<Case label> ( ••. : . .. .. ) ; 
S est le 11tag field" qui est d ' un type quelconque , t onc é. D'. On regardera 
quelle est la valeur de S et on la comparer a aux différents "case l abel" 
pour obte nir 1~ 
On a donc : rD1 
-; 
"field" désiré . 
x s -, [(Sc \Rj -- D' x slJ t \ -
tag field case label field choi si 
(constante sans 
signe, R_ désigne 
l es r éels sans s i gne) 
Les "calls by name" : 
'If= [s --4 (D 1 + F) x s] l es paramètres soit ont un type , donc,C D1 , 
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soit sont des procédures ou des fonctions, donc E, F (voir ci- dessous) . 
Les procédures et fonctions : le résultat d ' une fonction ne peut 
~tre que de type standard, scalaire , subrange ou pointeur . 
On a donc 
F = [ (n r + F)* ~ [s ~ sJJ + [ (D ' + F)~ - [ s -- (Sc + Pt)x s]J 
pr océdures fonctions 
On obti ent ainsi la cl assification suivante pour les domaines dérivés 
- le domaine des 











choses nommables : 
I d constant es 
variables de type scalaire , standard et 
subrange 
tableau..ïc 
variables de type record 
variables de type class et file 
variables de type pointeur 
vari ables de type powerset 
jump points 
fonctions et procédures 
calls by name 
variant part dans les records . 
où A, Re, CFL, Pt , Pw, F, W et w1 ont été définis J_:' l us haut. 
- le domaine des choses stockables : 
Remarque 
V = Sc + Pt + E:ll: 
E31: : sets 
l e domaine des valeurs possibles des expressions 
E = D1 + V= D' +Sc+ E~ 
Nous n ' avons pas réussi à formal iser l ' existence d 1un poi nteur 
lié à un fichier ainsi que son état d ' entrée , de sortie ou neu-
tre . IT ' apparaissent pas dans cet t e classification non plus la 
présence d ' un mode pour les index des tableaux et les di fférentes 
poosibilités de nommer des modes . Nous avons simplement voulu 
nous conformer à la méthode dd Si:;rachey et donc nous intéresser 
aux domaines et à leurs éléments et pas aux modes . 
3. Conclusions 
Ces deux essais de classification nous ont suggéré les conclusions 
suivantes : nous ne voyons pas comment il serait possible de classifier des 
langages plus extensibl es qu 1 Algol 6o ou BCPL au moyen de 1 1outi l de sché-
matisation proposé par Strachey. Il nous sembl e difficile en outre d 1incor-
porer les opérateurs dans son modèle, tel qu 1il est défini . Il nous parai t 
cependant intéressant , dans le but que nous poursuivons , de les prendre en 
considération . 
Nous allons maintenant reprendre en détail ces deux conclusions 
dans les paragraphes qui suivent . 
3.1 • .Qpfrateurs et fonctions Erimitives 
La structure induite dans un langage par les opéra teurs nous semble 
justifier une é tuùe plus détaillée de ceux- ci . 
En effet, l es opérateurs sont des objets qui font partie du langage 
au m~me titre que ceux auxquels Strachey s 1est intéressé et que nous appel-
lerons "opérandesfl dans la sui te de ce paragraphe . Leur r1He est cependant 
un peu différent : ils sont les outils de manipulation des opérandes . Les 
opérateurs arithmétiques , logiques et relationnels relient les opérandes 
pour former l es expressions . Les déclarateurs (qui sont généralement les 
noms des modes ou des domaines) servent à définir de nouveaux identifica-
teurs , modes ou objets . 
Ce sont ensuite l es compléments indispensables aux éléri1ents .des 
domàines pour former des modes . En effet, un mode est un ensemble .d 1objets 
appartenant à un m~me domaine, ayant des propriétés communes et d 1opérateurs 
agissant sur les éléments de ce domaine. 
Strache:l s I intéresse plus , nous semble- t - il, aux domaines et à leurs 
éléments qu ' au~c nodes . Il est donc vraisemblable que ce soit une des raisons 
pour lesquelles il n'a pas fait figurer cet aspect des langages dans sa clas-
sification . Il est assez intéressant de remarquer que, tout comme pour les 
opérandes, on peut regrouper les opérateurs en différents domair.es de base 
et dérivés . Seuls l es langages extensibles , toutefois, permettent de définir 
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de nouveaux opérateurs . ?ra i s tous les langages possèdent un l ot d 1opér ateurs 
standard défini s et nommés, donc de base . 
Une s impl e réflexion suffit pour se persuader que les opér ateurs , 
qu ' ils soient de base ou dér ivés , ont uneCQ - et une J: - va le:u:r, respectiveme.nt 
la r outine d ' exécu tion et Sl'fn emplacement en machine. 
Certains l aneages permettent de donner un autre n•m à des opérateurs stan-
dard . On remarquera qu ' un même opér a teur peut donc évent-uellenent avoir plu-
sieurs noms et que , de plus, un m~e nom peut désigner différents opérateurs . 
Exemple: + en Algol 60 est à l a f ois l ' addition entière et r éelle , le con-
texte seul permet de déci der . 
Noua pensons qu ' il pourrait atre important de f a ire fi gurer l es opé-
r a teurs standar d , groupés pa r domaines , dans l' énumération des domai nes de 
base . Sinon, comment exprimer dans D que des opér ateurs peuvent ~tre nommés 
par l e programmeur , si te l est le cas ? De plus , il ser a i t doinnage de ne 
pouvoir di stincuer dans l eur cl assification deux langages qui offrir a i ent 
le s nièmes pocsi bi li t és du point de vue opér andes mais seraient totalement 
ou partiell ement différents quant aux opér a t eurs. 
Remarquons quo , dans l es langages extens ibles , où l ' on peut définir des opé-
rateurs , ceux- ci peuvP.nt devenir à leur tour des opér andes . lîous approfondi-
rons ce point au chapitre quatre. 
Parmi l es opér ateurs , i l y a peut- @tre lieu de di s tinguer l es fonc-
tions primi t ives qui sont de deux sortes . Tout d ' abord , l es fonc t ions stan-
dard , définies et nommées , donc expli cites . Exemple: s i n , cos , abs , ••• 
Ensui te , les fonctions impl i cites , définies mais non nomr,1ées et non nommables . 
Il s tagit génér alement , dans ce second cas , des convers i ons de type (coerci-
tions) , de l a sélection d ' un élément d 'un t ableau ~ d 1un "f ield" d ' une struc-
ture , . . • 
Revenons à BCPL , nous y trouvons Q. 
Pt 
[ LV x S - (LV*) x S] e t 
[LV x S -- (LV~) x S] • 
Nous avons déjà signal é ce pr oblème au paragraphe B.1. 2 . Il serai t .i mmédia-
tement résolu s i la fonction primitive de sél ection d ' un él ément d ' un vec-
teur , qui en ~CPL est l ' opérateur i , éiait s ien~lé da<ls la class ificati on 
du langage . C1cst pourquoi , vu l ' intérêt de ce problème clans le cadre de 
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notre étude, des ob j et s nommabl es , nous avons essayé de classifier BCPL dans 
son entièreté . Hous avons dû., pour ce faire , étendre la méthode de Strachey 
aux opérateurs (voir Annexe IV) . Nous n'avons malheureuseraent pas pu réali-
ser cet objectif pour Pascal. Il nous semble que Pascal est un peu trop 
complexe potu· pouvoir @tre classifié complètement de cette façon . Il serait 
possible que l a méthode proposée par Strachey ne soit pas parfaitement adap-
tée à l ' objectif que nous poursuivons et plus particulièrenent à la classi-
fication de lancages extensibles complexes. Ceci rejoint la seconde conclu-
sion que nous abordons maintenant . 
Les outi l s définis par Strachey permettent- i l s de générer tout do-
maine dont nous pourrions avoir besoin? Il s ' agit , rappelons - le, des opéra-
tions ensemblistes + , x , 3E et ---+ • l'Totre bu t est de pouvoir exprimer tout 
domaine dérivé en fonction des domaines de base , et principalement le do-
maine de tous les obj ets nornmabl es, et ce pour n ' impor te quel langage , y 
compris des l nngages extensibles comme PL/1 ou Algol 68 . 
Par "tous l es objets nommables", nous entendons les opérateurs; les "opé-
randes " et les modes . 
En a~pliquant la méthode de Strachey à Pascal, nous ne.sommes par-
venus qu ' à classifier les "opér andes " . Il semble que l ' emploi d 1opérateurs 
ensemblistes tels que u (union) , n (intersection) ,, (différence) , CfJ (en-
semble des par ties ) , L, ( complément) , (. (appartenance) et { ••• } ( construc-
tion d ' un ensemble par énumération) pour générer des domaines pourrai t don-
ner une plus crande souplesse à une schématisation de ce c;cnre . En effet , 
certains d ' entre eux sont utilisés en Pascal (fr e t t ... y pour ne citer 
que ceux-là) et plus l es langages seront extensibl es , plus on s 1en servi ra, 
Lle plus , ils ne semblent pas tous facileipent exprimables en termes de+, 
x , :li: et ~. lTous nous sommes, en fait , explicitement servis de , pour cl as-
sifier Pascal . 
Pour des langages encore plus extensibles , on arrive très vit~ à 
schématiser différents domaines un peu complexes sous la m@me fonï1e D'* • 
Il nous semble que ce n ' est plus assez préci s et à la limite permettrait 
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peut- itre m~m e de définir des domaines qui n ' existeraient pas vra iment ou 
seraient trop l ar ges dans le langage . 
Ains i que nous l' avons déjà soulevé à plusieurs reprises , en Pascal 
et dans plusieurs autres l angages il est possible de définir et m~mede non-
mer des modes . D1autre part , ainsi que le montrent les tabl e8~1.X T. II .A. l 
et T. II .A. 2, certa ins domaines de base possèdent un mode associé , défini et 
nommé . Ces moùes peuvent, dans quelques laLgages , ~tre renoLunés par le pro-
grammeur et sont donc aussi nommables , Nous souhaiterion~ pouvoir tenir 
compte de ces f a its dans notre classification . 
Une notation du genre ~ , où ~ serai t le mode enti er , pourrai t 
éventuel lement r ésoudre l e second problème . Ainsi en Pas cal, où 1 1on peut 
déclarer a= 3 mais aussi entier= integer, D devrait contenir à la 
fo i s Net 11\T ' u:, • 
Par contre , pour les modes créés par le langage l ui-m~me , la sol u-
tion n ' est pas auss i a i sée et i l nous a semblé fort diffi cile de schémati -
ser une telle poss ibilité . Nous avons essayé de l e f aire pour Pascal (voir 
Annexe V) et nous avons eu bes oin de notations supplémentaires . 
En conclusion, il nous semble que l a mé thode de cl assifi ca tion pro-
posée par Strachey, m~me affinée , est difficilement applicable à l'étude des 
propriétés de nommabilité dans un l angage . En effet , cette méthode étant 
basée uniquement sur l'étude du domaine de définition et du " ranG'e " de cer-
taines fonctions à Hexclusion de toute autre proprié té, toute caractéristi-
que du langaGe qui ne découl erait pas de ces propriétés ne pourrait y ~tre 
mi se en évidence . Nous croyons avoir montré que, dans le cadre cependant 
restreint de la nornmabilité , de telles carac téristiques exis tent e t sont 
m'ême d ' aut ant plus nombreuses que l e langage es t plus comp lexe. 
III- 1 
Chapi tre Trois 
LA CLASSIFICATION INDUITE PAR ALGOL 68 
Parmi les l angages extensibles , nous nous proposons d ' étudi er mai n-
tenant Al gol 68 . 
Prévu c rnm1e un successeur d 'Algol 60 dès 1963 , Algol X devint Algol 
68 quand , en d0cernbre 1968, les dernières mi ses au point y furent apportées . 
C1est un l angage génér al , qui regroupe la plupart des particularités ren-
contrées dans les autres langages et qui permet une assez grande souplesse 
et extensibilité . 
Dans ce chapitre, nous ferons surtou t référence au 1Report on the Alga-
ri thmic Language ALGOL 68 1' (R . ) et à l 1 1'Informal introduction to Algol 6911 
(r.r.) . 
A. Les grande~_l_ignes d 'Algol 68 
Dans l e rodre de notre étude des langages sous l'angle cle la nommabi-
lité , nous -porterons principalement notre attenti on sur les ob j ets nonnna-
bles et nommés d 1Algol 68 . 
1. Assignation 
Au point cle .vue sémantique , la notion d ' opération, en Algol 68 ,· est 
plus générale qu 1 Q l ' habitude : elle est analogue à celle de procédure à 
un ou deux paramètres . Une opération possède ou non un résu],tat (autrem~nt 
dit , el l e constitue soi t l e calcul d ' une expression , soit 1 1exécution d 1une 
instruction) ; dans l es deux cas , elle exécute certaines actions . On les 
a.ppelle "actions pri mitives " ou "proposi tians unitaires " (n . et II.). 
C1 es t ains i que l'ass ignation est une opér ati on de confrontation qui admet 
deux opér andes , la source , à droite du " : =11 ( 11 :.= 11 est le nom de l ' opér ation), 
et l a destination·, à gauche . Si la destinati on est de mode ~ p ( voir 2 ~2) 9 
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l ' éval ua tion ùe l a source doi t fournir une valeur de node Y• Pour ce f a ire , 
on utilisera évent-uel l enent des déréférentiations ou des coercitions (voir 
L 1 opér atiion se déroule en t r oi s étapes : (R . s . 3 . l.2 d. ) 
1) évaluer les opér andes en paral l èle, 
2) apr ès déréférentiation ou coercition éventuelle , affecter 
l a val eur de l a source à l a valeur de l a destination (qui 
es t un nom: voir B. 2 .1 . ), 
3) l ' assignation possède en el l e- m~me une valeu:r qui est 
celle de sa desti nation . 
On renarquera que 1 'assignat:Lon est une opération qui produit une 
val eur . Il est donc normal de considérer que , du point de vue sénantiq_ue , 
l 1assignation se coL1porte en tous points cornr.J.e un opér a t eur possède deux 
opérandes , les évalue , effectue une certaine action sur eux ot produit un 
r ésultat . 
Il s 1 agit donc ù 1un poi nt do vuo assez différent de celui expri Llé par 
Strachey (voir ch . IV) . 
2 . Cl assificat ion 
Pour plus de concision , nous all ons classifier di roctomont l es ob-
jets nommés et nw.mables en Algo l 68 , tout en détaillant certains points . 
Nous a llons cons i dér er doux groupes d ' objets : los ob j ets do base , opér andes 
et opér ateur s , et los objets dérivés . Pour ce faire , nous res t ons toujours 
fid èl e à la définition dos domaines de base , donnée au chapitre II (A . 2 . ) . 
2 . 1. Domain es do Baso 
Il s 1agit des ensembles primitifs de valeurs à partir desquels on 
pourra construi :i.·o d ' autres domaines . 
- Opérandes 
Comme dans beaucoup do langages, et en particulier en Algol 60 , parmi 
l es domaines de base , on t rouve l es réels , les enti er s et los boo l éel'§._ . De 
plus , l os ~ acjèros et , fait particulier à Al go l 68, l os fo rma t~ consti-
tuent eux aussi dos dor:iaines do base . Soulignons enfin qu t en Algol 68, tous 
cos don ünes connti tuent dos modes ot que leurs é l éments sont donc assigna-
bles . En particulier l es formats peuvent 'être assignés à dos variables , 
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donnés corame paramètres à des procédures et utilisés dans la composition de 
domaines dér~vés • . 
Si 1 1on s 1en tient rigoureusement à la définition, i l n ' y a pas 
d ' autres domaines de base constitués dtobjets du genre opérande~ prendre en 
considération. 
Certai:µs domaines déri. és sont cependant définis dans le langage·, ce 
sont les 11~ 1r, "}:>).'.:tes" , "strings 11 , "~" et "complex" . 
Les valeurs ou objets de ces domaines sont définissables en termes de struc-
tures , tableaux et références à des domaines de base . 
Bien que les objets de ces domai:rmes soient définissables·; ils sont 
aussi définis·, et bien rares seront les prograrr.neurs qui n ' utiliseront pas 
la définition clu langage pour ces domaines . Ctest pourquoi , et c ' est en fait 
une simple questi on de choix, nous l es avons "(}ssimilés" aux domaines de base. 
- Opérateurs 
Deux dœiaines distincts sont ici en présence . Il s 1agit tout d ' abord 
des actions prinitives qui ont conne principales propriétés qu ' elles ne sont 
pas nommables et qu til n ' existe pas de mode associé ni défini, ni définissa-
ble. Ensuite, noue avons l es routines . Celles- ci sont nornrnables E;t il existe 
des modes correspondants. Un mode formé de toutes les routines n 1exi ste ce-
pendant pas . En effet, tout mode formé de routines précisera toujours le 
nombre des paramètres, avec leurs modes respectifs et le mode du résultat 
s I il y en a un ( sinon il est de mode vide : "void"). 
On pourrait se demander pourquoi on a séparé les routines des autres 
domaines de base cités dans la partie "opérandes", alors que les routines ont 
un mode , et sont donc assignables, peuvent être ,paramètres de procédures et 
composantes de domaines dérivés . En fait, il n ' existe pas d 1opérateurs sur 
les routines et ce~les- ci ne peuvent donc pas être combinées entre elles 
pour en produire d 1autres, comme il est possible de le fai re pour les réels, 
entiers, etc ••• Il n ' es t donc pas possible en Algol 68 de considérer les rou-
tines ccmme des opérandes . 
Les opérateurs proprement dits sont donc des routines et . de ce fait 




lan~ge . Ils sont cependant aussi nornmables . Lorsque le prograr.uneur nomnera 
un autre opérateur en déclarant par exempl e : 
.9.E O = (int a ·, b) ~nt: if a ~ b then b else a fi 9 
il ne définit pas un nouvel opérateur, puisque la routine est déjù définie , 
mais il la norrune . L' extension du langage r éside donc non pa$ tant dans le 
fait que les routines sont nommables, mais bien plus dans 1 1 exis tence de mo•, . 
, ( , ~ des correspondant aux differents groupes de routines . Nous avons appele 
"groupe de routines " un sous - domaine des routi:i.es rassemblant c~lles qui 
concordent qUé'.nt au nombre ,et aux modes des pa~amètres ainsi qu 1au mode du 
résultat) . 
Nous allons maintenant détailler quelque peu les opérateurs nommés 
par le lan&J,ge . Rappelons que ce sont donc des objets appartenant à un mode 
"routine" . 
- opérateurs arithmétiques : sur les entiers , réels, booléens et complexes. 
- opérateurs loGiques : sur les booléens et les bits. 
opérateurs relationnels ou de comparai son: certains sur les entiers, 
réels , booléens , caractères , bytes et strings, d ' autres en plus sur 
les bits et quelques -uns sur les booléens et bits uniquement . Tous 
sont à réslùtat booléen . 
- opérateurs combinés avec assignation(+ : =, x:= , ••• ) 
- conversions explicites (bin, round, entier , repr , btb , 9t~, ••• ) 
opérateurs spéciaux associés à un seul moë e 
- sur les strings 
- sur les complexes (re, im, co75 , ... ) - sur les sémaphores "fu,, down , 
-
sur l e8 bits et bytes (elem) . 
Tous œs opér a teurs sont décrits dans le Rapport R. 10 . 2 . 2 à 10 •. 2 . J l 
et R. 10. 4 . 
On remarquera que quelques- uns de ces opérateurs sont des routines faisant 
appel, sous forme de commentaire, à des opérations définies ailleurs . Il 
s ' a.-git de "smaller than", "minus ", "tirnes" , 11 divided by" et aussi d ' équiva-
lences entre entiers et rée ls et entre carac tères et entiers positifs (R . 2 . 
2 . 3 . 1 . c , d et f) . Bien que ces routines ne soient pas dénotées explicitement 
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dans R, elles sont définies et nommées. 
( < en R 10 . 2 . 3. a , - en R. 10 . 2 . 3 . g etc • . ) 
- à ces opérateurs, il faut ajouter ce que 1 1 on appelle génoraleaent les 
fonctions standard . Ces fonctions sont des routines . La différence en-
tre celles- ci et les opérateurs est une question de notation : le nom 
de l ' opérateur se place entre l e s opérandes, lors de l ' appel ; et ceiui 
des fonc tions devant les opérandes. Ces f onctions sont celles que l ' on 
trouve -traditionnel l ement dans tous l es l angages à applications numé-
riques : cos , sin, tan, ln, exp , sqrt, . •• 
La remarque f aite pour "minus" •.• jus t e un peu plus haut est aussi 
valabl e pour les fonct ions standard (R. 10 . 3). 
Passons maintenant aux actions primi tives . 
Panni celles- ci, se trouvent les opérations de confrontation, les coerci-
tions et le test sur la valeur d ' une condition booléenne . 
- les opéra tions de confrontations , ce sont les seules actions primiti-
ves nornriées . 
Elles cor,1prennent l' assignation ": =" (R . 8 . 3 . 1) dont nous avons parlé 
en A, l es.relations de conformité " :: " et " : :=" (n . s . 3 . 2) et les re-
lations d 1 identité " := :" et 11 :/: 11 (R . e .3. 3) . 
les coerciti9ns et conversions i mplicites : les premières sont au nom-
bre de huit : "der eferencing" , "deproceduring", "proceduring", ''uni-
ting", "widening", "rowing", "hipping" et "voiding" (R .8.2) . 
Eta:it do1mé que la plupart d I entre el l es s I appliquent aux différents 
domaines dérivés, nous pr éférons expliquer, pour chaque domaine dérivé, 
les coercitions et conversions qui s ' y r apportent . Ce sera fait au 
paragraphe 2 . 2 . 
Restent "widening" , "voiding" et 1'hipping" : 
:t: "widening" qui "élargit" un mode en transfomant int en real 
long i nt en l o!!li real 
rea l en _compl 
etc • • • 
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* 11voi cli!~ft ' qui supprime le mode d'une e·xpression • . Le résultat de 
cette opérat ion est que la valeur produite par l ' expression ser a 
totalenent négl i gée . 
* "hi ppinr,- 11 qui donne un ~ode à une expression qui n ' en a pas . 
exemple : gotQ 1 devi ent de mode proc . 
(proc est le mode des routines sans paramètres ni résultat ) 
- quant au test sur l a valeur d ' une expression booléenne·; on le re-
trouve dans les conditionnelles (expressions et inst1~1ctions ). 
Deux remarques avant de terminer ce paragraphe : 
- Tout COï!Jrlle en Algol 60 et dans beaucoup d ' autres langages , en 
Algol 68 , un m~me nor.1 peut désigner plusieurs opérateurs , clone plusieurs 
routi nes , Le confexte , c ' est- à- dire généralement le mode ùes opérandes , per-
met de décider quel opérateur est à appliquer. Cela se traduit , en Algol 68, 
par le fai t que toute routi ne a un mode qui d i ffère suivant l es types et le 
nombre des opérandes et le type du résultat . 
- Le rapport déf init la priorité de tous les opérateurs nommés ~ Il 
s ' agit d ' un nombre entier compris entre un et neuf (R . 10 . 2O) . Il laisse .ce-
pendant au programneur l e soi~ de choisir la priori té des opéré),teurs qu 1il 
n01,unera ainsi que la possibilité de modifier , pour 1 1 étendue ù 1un bloc , la 
pr iorité d' un opérateur norrupé par le langage . 
2 . 2 . Doma i nes dérivés 
--------
Remarquons tout d I abord qu ' Algol 68 permet de définir cles 11 long va-
lues 11 pour doubler , tripler , , . • la longueur de la représenta tion mémoire 
d 1un objet , afin d ' augmenter la précision des calculs . liais , vu que c 1est 
principalement une questi on d 1implanentation, nous n ' en tiendrons pas compte 
dans notre classification. 
Al gol 68 fournit différents moyens de définir de nouveaux domai nes 
et modes : constitution de tableaux , produits cartés i ens d 1 ensembles (struc-
tures) , réf érences à des modes de base (opérandes et routi nes) et union de 
rnocl.es . 
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- Valeurs multiples : ces objets sont formés par regroupement de zéro , 
une ou plusieurs valeur s , toutes à e même type . Chacune de ces val eurs est un 
él ément de l a valeur multiple (nou s dirons auss i "multiple" pour "valeur Ililll-
t i ple") . 
Chaque élément est sél ectionné par un index (entier) . 
A chaque multiple est ass ocié un descripteur qui indique corunent les élément s 
en sont indexés et quels sont l es degrés de liberté que 1 1 on a pour l es bor-
nes . Ces bornes peuvent être fixes ou variables , ce qui sera indiqué par l ' ab-
sence ou la présence du symbole fl ex à l'endroit voulu dans l e descripteur . 
Exemple k flex , m: nJ real 
On construit ainsi des tableaux de dimension quelconque dont il est possible 
d 1extraire aussi bien les éléments que d es p3.r t ies ou "tranches ",• 
Voici les coerci tions et conversions agissant sur les multipl es : 
Construction par "r ow di spl ay". 
ExeBpl e :(E1 , ..• , En) 
Si l es Ei s ont de r;1ode y , alors (E1 , . . . , En) sera , par coercition, de 
mode f 3 JJ- • Donc l e mécanisme de "row display11 ajoute une diraension. 
Sélection par "rowing". Ce méca:rrrsme permet de sélectionner des parties 
ou "tranches" de valeurs multiples et de l es considérer comme é tant dcun 
autre macle clu genre valeurs multiples , nais avec éventuellement une ou 
plusieur s d~ ensions de moins, ou des bornes réduites . 
Exenple : t [ ,4] désigne la quatrième colonne de t . 
t [ 2 : , 1:3] désigne l a partie du tableau t formée des t [ i;jJ 
tels que 2 ~ i e t 1 ~ j 4 3. 
- Valeurs structurées ces obj ets sont formés par collection d ' un cer-
tain nombre de valGurs , de modes qui peuvent être différents , appelées "fields" 
de la structure, chacun d I entre eux pouvant être sélectionné par un sélecteur 
de "field" . 
Les structures (ou valeurs structurées ) recouvrent l es ob j ets 001~1us dans 
d ' autres langages sou s l es noms de 11 r ecords 11 , "lists ", 11 trecs 11 , ''queues" , 
"chains ", etc ••• 
Les coercitions et conversions sont les suivantes 
Construction par "structure display" . 
( E1 , •.. , E ) , E. de mode p . . n l l 
Exemple .ê._truct (int a, real b) c = (n+l0,3.14) 
Sél ection par "field sel ection" • 
.?truct (µl s l, P2s2, •.• , P-n sn) 
où pi sont des modes et si des identificateurs. 
Si of u. sera de mode u. par coercition . 
-Fi ,-1 
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- Va leurs référencées g "names" dans R. et II. (Un autre mot te l q_ue 
"référence" nous a semèl é meilleur). 
Si p dés i cne un mode, alors ref? désignera le mode des références re-
pérant des valeurs de rnode ,u. 
En fait , puisque _:,r_ef p sera lui - même un mode, les réfé:-ences seront donc aus -
si des valeurs et il est possible de définir d'autres objets qui rèp"èreront 
des références d 'un certain mode. 
On peut ainsi avoir ref ref real par exemple . 
En Algol Go , la déclarati on "real x" a un double rôle : réserver J,_ a pla-
ce mémoire (location) susceptible de contenir un réel e t représenter 1 1 i den-
tificateur x par l'adresse de cette location. 
Par contre , en Algol 68, les deux effets sont séparés . Une location est la 
représentati on hardware d 'une r éf érence . La valeur repérée pc,r l a référence 
est représentue par l e contenu de cette location . 
En q_uelq_ue sorte , l es i dentificateurs et l es références seraient respective-
ment les accèo externes et internes aux valeurs . 
Il faut bien voir que le premi er niveau de r éférence correspond à ce q_ui , 
dans les autres lmi.gages, est appelé ''variable " . Alors que les niveaux supé-
rieurs correspondent à la notion de "pointeur". 
Syntactiq_uement donc, en Algol 68, une "variable" est une référence à 
un mode . Sémantiq_uement , 1 1 ob j et q_ui, réellement, est variable ; 
leur repérée pc.r la référence . 
On a donc la correspondance sui vante 
est la va-
unmode <r---ti chose, objet ou valeur de mode unrnode 
ref unmode ~ référence à une valeur de mode unmode 
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ref ref unmode +--t> pointeur vers une valeur de mode unmode, c test- à- dire 
référence à une référence à une valeUJ'.' cle mode um,10de . 
Ces valeurs peuvent ~tre , entre autres , utilisées pour faire du chaînage 
et créer ainsi des listes de longueur variab_e . 
Exemple : mode box = struct (amode value , ref b ox ._ next) ; (II 1.4.3) 
Il est donc possible , en particul i er , de définir des ré.férGncés·à des 
routines . On obtient ainsi les procédures . Celles -ci ont donc un mode et 
sont assignables . 
Exemple : soit nocle aproc = proc (real, ref bool) int une déclaration de mod~, 
proc a= ((real x, ref bool b) i nt: if b t hen sin (x) ~lse 
cos (x) fi; une déclaration d 1une constante a , donc d tune 
routine et 
ES.!. aproc p 
procédure . 
loc aproc une décl aration de variable, donc d •une 
On pourra alors assigner a à p : 
p : = a e t p désignera donc une location contenant a . 
Les coercitio~1s s ' appliquant aux rfférences comprennent celles pour les 
procédur es: 
création par 11 gener ator 11 : loc pour une valeur locale et heap pour une 
valeur globale . 
Dans l e contexte d ' une assignation, transformation d 'un mode ,E_ef p en 
r.iode p pp,r 119-er eferencing11 • 
Exemple : rcf real x , y; y : = 3.14; 
x : = y 
ce n ' est pas l n. référ ence y mais le réel repéré par y qui sera assigné 
à x. 
11procedu;ril~ 1' 
Exemple : 12.E..O~ EPal p; 
p : = x := 3.14 ; 
x := 3°14 F0r a jvalué et deviendra une routine qui assigne 3.14 à x et 
produit 3. 14 cor,unc résulta t et c 1est cette routine qui sera assignée à p . 
"deprocep.~ing" 
Exemple : J?.E_~~ real p = 3.14 + x; 
pro2 real q p; 
real y= p 
à l a troisiGL1e occurrence de p , il f aut 11déprocédurer11 p . 
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- .Union : il est par fois intéressant de ne pas définir exactement l e 
mode d ' un obj e t avant de l' employer. Or le mode ou l e domaine qert entre au-
tres à spécifier au comp~l a teur l a représentation interne de 1 1ob j ot et l a 
f açon dont on peut l e manipuler (opér ateurs .• • ) . Auss i Algol 68 pçrmot de 
définir des domai nes comme é t ant l ' union de plus i eurs modes . I l s 1agi t d 1une 
union disjonct ive . Il est évident qu ' au moment de l ' exécut:i, on, un choi x sera 
f a it suivant un critèr e préc isé dans l e programme, afin q_u 1uno valeur, à un 
instant donné ; n 1appartienne bien qu ' à un seul mode . Il es t i mportant de 
noter qu 'une constante d 'un mode d 'union appartient e n f ait toujours au mode 
composant l ' union auquel il appartenait avant . L' appart enance d 1une valeur 
à un mode n ' es t pas perdu e dans l'union . 
La coorci tion, "uni ting" nous l e montre : 
Exemple : ~i..2,_g (real, bool) a : = true 
true sera converti du mode bool au mode union (real, bool) 
mais l e l angage ne perd pas de vue que truc est bool éen . 
2. 3. Tab l eau récaEitulatif 
Nous avons rassembl é t out cc qui précède dans un t ableau d ' ensenbl e 
(T . III.A .1.) . lTous nous sommes surtout at t achés à y montrer l os objets nom-
més et/ ou nommo.blos , puisque c ' es t l à notr e objectif princi pal . De Illus , 
nous y avons f ait entrer l a not ion de mode de base . 
[
Un mode est de base si e t seulement si]. 
il est défini e t non définissable . 
Cc sont donc bi en l es nodes que l e programmeur n' a pas l a poss i bil i té de dé-


















Un seul donaine a , jusqu 1ici , échappé à notre classification les 
"labels ". Nulle part, ni dans R. ni dans I. I. on ne précise quelle est la 
valeur nommée par un label . Nous ne pouvons donc que conjecturer . 
Un "label" peut ~tre considéré comme le nom d 1un "jump point" et , dans ce 
cas, on placerait , comm e en Algol 60, le domaine des "jumps points " parmi 
les domaines de base . I y a cependant là encore matière à discuter car les 
"jump points" ne seraient-ils pas d éfini ssables plutôt que définis ? 
Rappelons toutefois que _e -l angage ne précise absolument rien~ ce sujet . 
Nous employons les abréviations suivantes dans le tableau: 
di= défini(s), da= déf ~nis sable(s), né= nonnné(s), na= nommable(s), 
ex exemple, x = oui, - = non . 
T . III .A.l. 
Eléments Modes Opérate 
ex. (dénota tian) 
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X int (1) 
X real (1) 
--
X bool ( 1) 
--
X char (1) 
--
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Dans les cas où nous représentons les caractéristiques d 1une famille 
d ' objets par le diagramme suivant 1 ~i 1 ~a 1 :é f r:-1 nous entendons que 
les objets en question sont tous ·--~---'-------- définissables et nom-
mables , mais que seulement certains d ' entre eux sont définis et nommée. 
Il y & cependant deux exceptions à ce principe , les bits et les stri ngs qui 
possèdent tous les quatre propriétés. 
Dans tous les autre s cas, i1 s 'agi t toujours de tous l es objets du do-
maine analysé qui sont définis, nommés, définissables ou norn-'1ables . 
Le chiffre 1 entre parenthèses à côté des noms de mode signifie que , pour 
le domaine considéré , il n ' existe qu ' un seul mode. 
La dernière colonne indique s ' i l existe des opérateurs définis sur le do-
maine étudi é . On y trouvera "-" pour toute la colonne "da" car los opéra-
teurs appartiem1ent aux domaines de base. 
B. Relation nom-_?bjet- v~leur 
En Algol 68, les relations entre nom , objet et valeur s 1appuient sur le 
mécanisme des déclarations. C1es t pourquoi nous allons tout c1 1abord essayer 
de dégager la si(3ll.i fication de ce mécanisme en Algol 68 . 
1 . :Mé cani sme des déclara tions 
Le rôle d 1une décl a r ati on est de donner une définition: telle "dénomi-
nation" désiei1c tel objet . Par "dénominati on", on entendra généralement 
identificateur . Il existe trois sortes de déclarations en Algol 68: les 
déclarations c1e 11ocle , celles d ' objets appartenant à un mode et celles de 
priorités: • 
Exemples 
real e = 2 . 7182 signifie: "e" désigne le réel 2 . 7182 
node È.2.21.S = struct (string title, ref book next) 
signifie: 11,È_o_s>k " désigne l e mode défini par "s truct (string ti tle, ref 
book next) " (qui est un déclareur) 
priori ty + = 6 s ignifie :la priori té de + est désignée par 116 11 • 
(Le schéma est légèrement différent ici mais l e pri ncipe reste le m~me) . 
Une déclara tion permet donc de donner un nom à des objets . -rais quels 
sont les obj ets intervenant en Algol 68? 
"Vn programme Algol 68 peut ~tre analysé sous la forme d 1un arbre composé 
d ' "objets externes " ( tels que des identificateurs, des opérateurs , des dé-
notations, des indications , des phr ases .•. • ) . En tant que tel , i l définit 
par élaboration une séque nce d 1 "actions " dans un "calculateur" (que celui - ci 
soit un être humain ou un automate) . Ces actions sont exécutées sur des 
"objets internes" , quelque part dans l ' esprit humain ou dans la mémoire de 
l'automate . 
Chaque objet interne a les t rois propriétés suivantes : il appartient i:L un 
certain mode , il est une instance particulière d 1une valeur (ou objet) de 
ce mode et il a une certaine location. " (I.I. 1.1.1. ) 
On renarque qu ' en Algol 68 , la location est assoc i ée à 1 1 obje t et non 
plus à son nom . 
Les ob,jets ~ _te~ sont en fait des "phrases ", c ' est- à- dire "un morceau 
de texte qui spécifie une action". Il en existe de troi s sortes, l es ex-
p:cessions qui produisent une valeur , les décl arations et l es instructions . 
Parmi ces objets externes , les s euls qui produisent une va leur sont l es 
expressions . Elles ont donc un mode, celui de la valeur produite . Il découle 
de là que seuls l es cas s imples d ' expressions , c ' est- à- dire l es identifica-
teurs et les dénotations, sont susceptibles d ' être directement reli és à des 
objets internes . 
11Une dénotation est "une production tenninale d ' une n6tio:r,i.11 dont l a _va-
leur est indépendante de l ' élaboration du programme ." (R .5) C1est ce c1u 1on 
appelle généré).lemcnt "littéraux" ou "constantes ". Exemple : 3. 14 ou labc 1 • 
En fait , il s I agit de s noms standard des objets appartenant o.ux domaines 
de base . Ce sont donc l es noms de ce que nous avons appelé les objets nommés . 
Po..r opposition, les identifi cateurs sont les noms que l e programmeur définit 
lui- mime e t qui n ' exis t ent que pour un programme donné . Ce sont les noms 
éventuels des objets nommables. A une dénotation ne correspond jamais qu 1un 
seul e t uni que objet , et ce de façcn immuabl e . 
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2~ Relations ob jets externes ... objets internes 
---- ·--w~•--------- ·--------------------• 
Il exi s te deux rel a t ions entre objets , la première entre objets externes 
et objets internes , celle de 11 possess ion 11 e t la deuxième entre objets inter-
nes , celle de "repér a gE 11 , 
Un objet e:::terne nc,ssède un objet interne , celui dont il es t le nom. 
Cette relation de possess ion est établie soit par définition dans le langage 
si 1 i objet .e::::terne est u ne dénotation, soit par déclaration dans un program-
me, s ' il s 1agit cl 1un iëentificateur . Puisque l ' identifica teur n1a qu 1une 
existence linitoe ; il en est de même pour la reia t ion de pos:1eosion entre 
cet îdentificateur et ~n objet interne. 
Exemples 3 . 14 est une dénotation qui pos sède le r éel nonmé par 3,14 . 
proc p (i~~ i) real ; if i = o then i+l else i - 1 fi ; 
p est un i ùP.1-itif:i.Cll,t eur qui possède la routine à un paro.mètre entier et 
::.. ~{:.·'.:l t r:'t ~"fol ~ d8fini e par le membre de droite de 1 2, d éclaration (donc 
en fait ·, l a routi ne possédée par la dénotation figurant~~ clroite) . (R. 5.4) 
Pour qu 1un ob jet interne repère un autre objet interne , il fmü que le 
premier soit une r éférence à un mode ,u et le second un objet üe mode }l ou , 
ce qui revi ent au même~ qu e le premier soit un objet de mode }'Of p et lé 
second de mode P • Dans ce cas , la location du second objet oct i\ la dispo-
si tian du progra;.:uneur sous la forme d I une r éférence . 
Nous allons maintenant examiner ces r elations pour l es différents domai-
nes rencontrés en Alga:.. 68 . :Nous allons utiliser les conventions suivantes 
dans ce qui stti t : p. r eprésentera touj ours un mod e pour lequel il n t existe 
pas cle mode p. 1 tel que p. soit l o mode r e f _µ 1 ; 1 o mot 11val cur" cl..;s i gnera u 1 
objet interne J:l ,'Ycicul :.er appartenant à un node; l os nota tians -----( , 
--------1> et } -----t> sienifient respectivement "possèdc 11 , 11 repèrc 11 ot 
"appartient o.11 • 
2 . 1 . Domaincs_de È_ase et références 
On constatera , du :ait des relations de repér age , que l es loca tions ne 
sont pas inclépendan t es . Ce la ressortira encore plus claireucnt des di agram-
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Dans le diagTéJ,mme ci- dessus, y est soit real, int, bool ; _chnr , f~~, 
bits. ou strinr;, c 1 est-à- dire les modes de base ou assimilés pour l esquels 
il existe des dénotations , 
Pour les domaines assimilés au_,c domaines de base, mais n 1ayant pas de déno-
tations, un SGhéma semblable reste encore valable, en y supprimant les déno-
tations . Il o 1agit des bytes et des~ (avec q_uelques restrictions pour 
ce dernier car i~ode ~ = struct (ref int) !). 
- Opérateurs 
Il exi ste des dénotations de routines en Al _-~o l 68 (R . 5 . 4). Ces dénota-
tions, ob jets externes, possèd8 nt les routines (objets internes) correspon-
dantes . (R . 5 .4 . 2) . Le procédé est donc bien smilaire à celui des opérandes 
de base . Les lmtres objets externes qui correspondent à deo routines sont 
les identificateurs de procédureSet d ' opérateurs. 
Il existe cependant une différence fo ndamentale entre les opér a teurs et les 
procédures : les opér a teurs sont des constantes de mode procédure et ne peu-
vent jamais ttre des références . En effet, l a valeur possédée par un opéra-
teur , donc l a routine possédée , dépend très souvent du contexte·, ce qui rend 
l e mécanisme de référence impossibl e (R .4 . 3 . ) . Par contre , les procédures , 
quant à elles , sont toujours des références (II.4 . 2 . 1.) . 
En fait, un 1.wde " procédure " est un mode composé de routines 
à n paramètres, n éventuellement nul , et avec résulta t d 1un certai n mode·, 
ce lui-ci pouvo,nt ~tre vide . Les constant es d 1un tel mod o sont des routines, 
tandis que los variables sur ces modes s ont des procédures . 
On a donc le diagramme B.2. 2 . 
- ---------------- ---------· -------..... 
r cffér ence !procédure ' va leur 1---J>- r ef p identi-
ficateur 
opéra teur = 






(ex X = ('v 
.. .. ... .. 
~ y = rv 
' 
y . xxxxx) . 
B.2. 2. 
1----\> p. = proc 
(a:, ••• ,~)y 
x et y r epr és ent ent des identifica t eurs , rv des paramètres a ctuels et 
xxxxx le corps de la rou tine . 
Quo se paso e- t-il maintenant l ors d'un appel de procédure ou de l ' emploi 
d 1un opérateur ? 
Soit l es do oJ.arations suivantes 
mode pram = proc (umod e , vmode ) zmode 
r ef pram p = ( (umode u, vmod e v ) zmod e : xxxxx) 
où xxxxx r eprésen te l e corps de l a procédure . 
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Le diagramme B.2 .3. donne les relations entrant on jeu si 1 1 on a p(a,b). 




valeur ~ ref _pram vafeur Kref ~ umode valeur t---t> 
J t 
valeur 1-,> pram valeur 1---+ umode valeur 1-_.ç- vmode 
/'-(-u.n-1o_d_o_u_=_~-r--,-vm- ,-o-do--v-=-rv-+-,--~ 
\ zmod e xxxxx ) \__ _  _____,,\::-----_ 
où 11 ~· " (différent do "·--\> " ) 
indique l'action de copie, c' est- à-dire : l'objet à l'extrémité droite do 
--.:, est une nouvelle instance de l'objet à l'extrémité gauoha . 
2.2. Domaines dérivés..L références non comî}rises 















1-----1? ref p 





Il est inportant de noter que les sélecteurs de "fields" ne sont pas 
des identificateurs e t donc pas des références ! 
La valeur ou objet interne de mode~ se compose de différentes valeurs de 
modes et, ~, ••• y • Que se passe-t- il quand on norrnne un "field" (par coerci-
tion) ? 
Supposons qué l'on ait défini le mode zut 
mode -~ = s t ruct (real x, r e f int y) 
et que 1 1 on déclare ref zut a; 
Quelles sont les re l ations de possession e t de repérage qui entrent en jeu 
lors de l' emploi de y of a? C' est ce que nous montre le diagrmnme D. 2 .5. 
,-------- --------------------------
a --- ------<- valeur ref zut 
. J 
valeur i-------t> zut 
1 valeur ref int 
---~ 
valeur ~1 -----1~ int 
y of a 
B. 2 . 5. 
y of a désigne une référence, mai s y n ' est pas un identificateur. 
Multi ples 
constante 








-i- --- -··- -- -------- ---. --- --. __ i_ 





Nous y avons supprimé le niveau des références uniquement pour ne pas nous 
répéter , mais il est certain que cela n I emp'@che pas son exis tence . Le des-
cripteur (des b ornes) du multipl e fait partie de sa valeur . 
Supposons que 1 1 on a it l a déclaration suivante 
ref [ 3:4 , 1:3] real t 
t [3,2] est de mode ref real e t 
t [ ,1] de mode ref [ J real . 
On a alors le diagramme B.2.7. 
t ---------< valeuri------~î ref [ , J real 
l 
valeur [,] real 
<l 3 : 4 ' 1 3 
~ '----~ 
===-=---
val our t------f real va leur ~ real valeur t-
V 





valeur t [,lj 
----1) [ J real 
--~ ref [ j 




- Union dnna le diagramme B. 2 .8., ~ s i gnifi e qu 1il y a choix 
d 1une et une seule d es différent e s val eurs qui sont reliées [t ce symbole . 
constante valeur! 1-- ---f>' ?- u(a, ~ 9 . ... Y) 
I 
va leur 1---? ex va l eur 1--1> ~ va l eur t-----P Y 
,.________ -------- -------------- - - -




Nous nous proposons , dans ce chapitre , de reprendre différents su-
jets de réflexion que nous avons abordés dans les chapi tres précédents . 
Nous compar erons ainsi le s deux manières de considérer 1 1ass i gnation pro-
posées par Strachey et dans Algol 68 . Nou s analyserons ensuite le probl ème 
des relations entre noms, objets et valeurs . Nous terminerons enfin pa:r 
l' étude des ~i stinctions à établir entre opérandes e t opérateurs . 
Hous pourrons alors , sur base de cette anal yse, établir une class ificat i on 
des objets nommabl es , ce que nous f er ons dans un chapitre ulté~ieur. 
A. Les deux aSJ?_~cts de 1 1assignati on 
Si 1 t on essaie d e découvrir le sens exact de l ' assi_c;nation , on se 
trouve confronté o, deux optiques relativement différentes : celle de 
Ch . Strachey , qui a été appliquée à la conception de B. C.P. J,. et de C. P. L. 
et celle introdui t e par Algol 68 . 
Si 1 1 on écarte Algol 68 , les l angages algorithmiques où 1 1on rencontre 
l ' assignati on ont tous suivi 1 1 optique de Strachey, sans toutefois aller 
toujours jusque dans ses conséquences au point de vue;/,, - e t %-valeurs . 
Nous allons essayer de r.iontrer quels sont les fondements de ces 
deux points de vue . 
Du point de vue de l ' exécution, l e différend n 1 existe pas . En effet , 
1 1expression (général e• ent seul un identificateur ser a admis) de Gauche 
doit ~tre d tc1n r:Jode tel qu I elle pui s se dés i gner des valeurs appartenant au 
même mode que 1 1cxpression de droite . Si nécessaire, cette dernière subira 
une conversion de • ode généralement impli ci t e afin de perme·ctre l 1affecta-
tion . Il y aura donc évaluation séparée des deux membres suivie des conver-
sions s i nécessaire , puis affectation de la valeur de 1 1 expression de droi-
t e à celle do gauche . 
Algol 68 a joute o, ce l a que l ' assignation a un résultat qui ost l a valeur du 
membre de gauche après l ' exécution. 
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La différence entre l es deux optiques porte en f ait sur l a nature de 
1 1obj et nommé 1,ar 11 := 11 dans la plupart des langages . 
Algol 68 est le seul, à not r e connai ssance , à considérer 
d fune opér a tion avec opér a nd es et résultat . 
If o - 11 
.- c02:une le nom 
Par contre , on considèr e génér a l ement, et c 1 est l e cas de StracheY, que 
l'ass ignation j oue un rô l e parti culier parce que son exécution nodifie le 
contenu d e l n némoi re. Un opérateur, au sens habi tuel du torrne , effectq.e 
une certaine a ction sur des opér andes e t produit un r ésulta t mais il n ' y 
aura changement de l ' é t at de l a mémoire que l ors de 1 'a csignation do ce ré-
sultat . Donc 1 1assignation , dans cette façon d e voir, est une commande et 
non un opérat eur . 
Il est cependant intéressant de r emarquer que , pour f or nuler uno 
telle opinion ; il a f allu analyser l e r ôl e de l ' assignation clans un pro-
gra.mrne déjà compilé . En effet , s i l ' on se situe au niveau du l angage pro-
prement dit, donc avant toute compilation, il nous semble quo 1 1on no pourra 
pas conserver cette f açon de voir, et cela pour deux r a i sons qui nous pa-
r a issent essenti elles . 
- Situons-nous au niveau du l angage et donc avant l a compilation. 
Pami l es a c tions qui ne sont pas considérées en général carme dos opéra-
teurs ( sauf éventuellement en Algol 68), certainesprovoquont üne modifica-
tion de 1 1 état cle l a mémoire . Songeons aux déclarations do vn.ric'l.bl es, de 
constantes ot clo nod es principalement (modificat.ion d 'une table de symbo-
l es , etc •.• ) . Ceci enlève donc une grande part de l a p2rticulari t é habituel-
lement at t ribuée au rôl e de l 'ass i gnat i on . 
- De ~,lus , on peut a i sément se r endre conpte que l os opérateurs pr o-
pr ement dits noclifient l ' état de l a mémoire . I ls provoquent l a n i se à O ou 
1 de codes candi tians , l a r,10difica tion de certains registres ou cle posi-
tions privilé(f-Lées de l a mémoire . Or, au niveau du l angage , il es t impossi-
bl e de savoir s i l es regis tres de t ravai l et le ou l es accumul a t eur(s) se 
trouvent ou non en mémoire centrale puisque ce l a dépend des macbines . 
De plus , c 1est de peu d ' importance : ce sont de t oute fa9on cles "endr oits 11 
où des val eürs ser ont stockées et ils font donc parti e de l a mémoire prise 
en un sens cénér a l . 
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Les opér ateurs provoquent tous une modification de l'état.de l a mémoi1~ 
p~isque le r ésulta t de l ' opération doit bien être mis quelque part avant 
d ' ~tre assigné . 
Outre l e f ait qu ' analyser les propriétés d ' un l angage avant toute 
compilation revient à se situer réellement au niveau de celui- ci , il est 
essentiel de l e faire . En effet , l a dist i nction entre "compi l ation" et "exé-
cution" est parfois très nette (pratiquement toujours dans l es langages de 
programmation évol ués, sauf pour de rares excepti ons telles que LISP) , mais 
est généralement a rtificielle et parfois sans signification . 
De totrc ceci , i l r ésulte qu ' il nous semble plus nornal cle considérer 
1 1 assigna tion cor.une une opér a tion et non pas comme une c a:n:umde particu-
lière . 
Les décla r a tions , quant à ell es , sont donc aussi des opérations qui 
créent une relation entre un nom et un objet . C' es t à ce ~2int essentiel 
dans un l angage que l à où l es déclarations explicites ne sont pas obl i ga-
toires , l a définition du langage prévoit des déclarations i mplicites par 
une s érie de conventions . 
Exempl e : t out i dentificateur commençant par I, J, K, L, II ou N, en Fortran, 
sauf décla r a t i on explicite d ' appartenance à un autre nocle ·, dési-
gne une var i able de type entier. 
Les différentes opér a tions qui agi ssent suT l es r el a tions "possède" et "re-
père '' sont donc les sui vantes : 
1) les déclarations qui créent des r e l a tions "possède" ent re des nons et 
des objets internes 9 
2) l ' assign2.tion qui crée e t Bodifie des r el a tions "repère" entre des 
obj ets i nternes , 
3) par extensi on, les fins de blocs et de :programme qui su~-,prinent clos 
relationc "possède" entre noms e t objets ( et donc aussi les rela tions 
"repère " entre ces ob j ets internes et d ' autres) , 
4) les r outines qui conti ennent des décla r a tions, assign2.tions e t éven-
tuels effets de bord. 
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B. Relation non- notion- attribut 
Nous n ' avons pas cessé , dans l ' ensemble de ce trava il , de parler de 
"nommer des objets", de "relation entre un nom et sa valeur 11 ; cle "relation 
entre un noL1 c·~ l ' objet qu ' il désigne", . . • Il nous semble qu 1il serait 
maintenant nécessaire de préciser ce que ces expressions siGnifient réelle-
ment dans le c2.dre d ' un langage . 
Un l angage est utili sé pour parler d 'un certain univers . Pour les 
l angage s n2,turels , il s ' agit du monde matéri el qui nous entoure . Il f aut 
cependant rcnar qu er que l es l angages ne parlent pas dire cf onent des objets 
de cet uni vers, 1:11:üs seulement de la façon dont on les considère c, un mo-
nent donné , c I est-à- di re des notions que nous avons relati ve,:rn nt o, cet 
univers . 
Nous oor~.1es donc amenés à considérer trois ensembles les nhrases du 
langage, l ' univers dont l e langage permet de parler et les notions qui 
constituent l a f açon dont nous voyons l ' univers . La structure propre à 
l ' ensemble des phrases du l angage constitue la syntaxe de celui- ci et 1 1 en-
semble des re l a tions unissant l ' ensemble des phrases du l angaec à 1 1ensem-
ble des noti oEs constitue l a sémantique de ce langage . 
Si 1 1 or). se pose l a question de savoir ce qu I est une notion, nous nous 
apercevons qu ' elle est définie :par un ensemble d ' attributs . 1JxeI\1iJlc : s 1il 
s 1a,git i 1un ob jet, les a ttributs seront la forme, la couleur , 1 1usago , la 
consistance , etc .•• Le problème revient à donner une défi nition de l 'attri-
but . En accord avec C. Cherton, nous définirons l' a ttribut conune un couple 
ordonné: la nature d ' a ttribut et l a valeur d ' a ttribut . Exempl e : attribut de 
nature couleur e t de valeur bleu. 
Les n atures d 1attribut sont elles- mêmes des notions . Quo.,nt aux valeurs 
d 1attribut , el les peuvent ~tre elles aussi des notions mai s i,cuvoiÜ auss i 
~trc un obj e t ùc l ' univers . 
Limit ons- nous maintenant au problème de la nommabili té clans un 11:m-
c;nge , c I est- à:..dire aux phrases du langage qui sont des ü1cntificateurs et 
des dénotations. 
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En vertu cle ce qui précède, les "choses nommables 11 quo nous étudions 
sont en fait l es 11notions nommables 11 • Une décl a r ation crée clone une rela-
tion entr e un non et une notion . 
lîous allons voir que l es relations "nom- objet-va l eur" ne sont en fait qu 'un 
c as particulier de relations 11 nom- notion- attribut 11 • 11Valeur 11 est une notion 
qui joue un rôle particulier dans l es langages de progranmation, tout com-
me 11mode ", 11 real 11 , et c ... 
Prenons un eJcernple 
Une variable est une notion . Parmi les attributs de cette notion , il 
en est deux qui jouent un rôle intéressant pour nous : 1 1attribut cle nature 
11mode 11 dont ],a valeur pourra @tre real, bool ean, etc •. • (clone une autre 
notion) et l 1attribut de nature 11valeur 11 dont la valeur sera un :::-éel, boo-
léen, e tc . . • donc une notion qui a une "repr ésentation11 clans l 1uni vers dont 
le l angage pornet de parler . 
En Al (.;'o l GB, nous avions deux relations différ entes entre objets : 
11possède 11 en-~re objets externes (noms) e t objets internes et ''repère " entre 
objets internes. 
Dans 1 o cadre plus général des notions, l a première sera rem1üncée 
par la relation_"clési gne 11 qui exi ste entre un nom et l a notion qu 1il nomme 
et la seconde n ' est rien d ' autre que celle qui existe entre une notion et 
sa valeur d 1attribut pour l'attribut de nat ure 11r éférence 11 • 
Un dos résultats qui nous semble très important , è1, ce niveau , est 
que nous n 1avons plus aucun besoin de parler de location et clone de nous 
soucier à quelque degré que ce soit de 1 1 inplément~ t ion . Il nou$ seE1bl e e-n 
effet g~nant de devoir parler de l a location d' un objet comme d ' uDe de ces 
propr i étés essentiel les . Cela revient en effet à cons i dérer que l' on a be -
so in de l a na.chine pour co111prendre ce qu 1 est un objet traité par un l angage ! 
Afin de clarifi er ce qui précède, nous allons illustrer clans les dia-
granmes suivants l es relations entre notions du genre 11r 6férence", 11 structu-
re11 , "pro cédure 11 , "ta bl eau" , etc ... rencontrées en Algol __ 60 . Uno ro.pide 
comparai son enc:re l es diagrammes du paragr.s.phe III B et cou::c qui vont suivre 
montrera quo los relat i ons 11 nom- objet- valeur" sont bien u n oas partic1-ùier 
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"'°tio-. des relations 11 nom-~-attribut 11 • Nous utiliserons pour ce f a ire le sym-
bolisme proposé par Cherton dans "Essai de formalisation do l a sémantique" 
( voir Bi blioc-.ca~,hie) . Los notions seront r epr ésentées po..r dGs petits ronds 
(o), les relations entre une notion, une nature e t une valeur d ' attribut 
par des "flèches " disposées comme suit : 
notion ------------ va leur c1 1at-cribut 
na ture d' at t ribut 
Los ob j et s d 1univers qui interviendraient figureront dans un, cartouche à 
bouts pointus ( -(J ) e t l es noms du l angage dans des cartouches rectan-
gulaires ( r-7 ). Enf in, ces noms seront r eliés à l a notion qu ' i ls nommen t 
par une fl èche ~ (qui représente donc l a r el ati on "dés igne") . 
lîous avons riris conne n ode do base du genre opérande l o nocle roal. ToutG-
fois, l es m~mes diagrar:rrnGs ser a i ent va l abl es pour l es autres modes de base . 
- soit l a déclaration ref r eal X 
e t X := 3-141592 ; 
cela nous d onne lo diagramme B. l . 
-----·-- - --------
I 
\ 3.141592 > 
,___ _____ ------------- --- --------------·---
B.l. 
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11valeur 11 es:e une nature d I attribut, mais cette notion n I est pas nommée en 
Algol 68 , c 1ost pourquoi le mot 11v aleur" n ' est pa s souligné . 
Supposons maintenant que l'on ait 
rof ref ref r ef rea l Y 
On obtient l e diagramme B. 2 . qui est simpl ement l e diagro..r:rrac D. l. ave c 
quelques 11niveaux d e référence " supplémen t aires . 
1 ___ > 
--- --- -
B.2. 
- structures : mode flûte = struct (rcal re , int in, }'Cf _pool b·; 
zut x) 
où zut est un mode défini ailleurs dans l e prograr.1me . 
Soit alors f lftte A; 
r e of A: = - 2,4; 
Nous obtenons alors l e diagramme B. 3 . 
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Le schéma devi ent de suite plus compl exe . n y remarquera que l es 
sélectëur s sont en fait des natures d ' attribut. C' est ains i quo roof A 
désigne la notion qui es t valeur de l' attribut de l a notion A dont la na-
ture est r c ._ 
Si 1 1 on o I intéresse au r.10de de cette notion, on au.l'~ la valeur do 
l' attribu t cl.e nc,ture mod e real , e t si l ' on s ' intéresse i\ rm vo.leur , on 
obtient l ' objet - 2 .4, valeur de l' attribut de na ture "valeur" . 
-----..--------~-------------- ----==='-"-''-"'-'"'-"'-"-===-=-=-=---=--e 
j r~~~ I G Yaleur i--,o--i 
____ ,! __ -+----1--+-----~-·- _2 •_4)-V 
b~ I/ 
V~ j refj 
"--7(~---------------• t"(- ------ -0 
'--------~~~----------- ---------------·----- ---
nous n' avons ·cmm cor.1ptc do l' attribut de nature "valeur" que pour l e pre-
mi er 11fi e ld 11 , il est évident qu ' on peut procéder de marne pour chacu n des 
"fields". 
- uni on : mode E = union (int , real ) ; 
ref E B; B := 3,14 
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La notion repérée par Ba un attribut "mode " dont la valeur est soit real 
soit int, mais j amais les deux! 
- routine : .2.E • = ((real x , int y) bool xxxx) 
------- ------------------- ---- - . - ·· ---- -~----








Il est très inportant de noter que les attributs qui dufiniscent une 
notion dépendent de l a façon dont on s ' intéresse à cette notion . C1est ain-
si que, sous 1 1 or:itique Algol 68, nous avons pu construire l es diagrarn::ies 
B 1 à 5. 
Si nous reprenons I'.laintenant notre optique à propos des lnn~'!;'es __ e_J'.l o-énéral , 
(voir chapitre un) , nous voyons qu ' il exis te des notions qui ont un attri-
but "représenta tion" dont la valeur sera toujours un obj e t de 1 1univers 
considéré pnr le langage étudié . Le diagramme B. 1 pourrait·, dé:ms notre fa-
çon d ' interpréter les choses , donner ceci : 
,--------- -- ------------------- ------




ref re_a_~ x ; x : = 3. 14 ; 
En effe t , en accord avec l e concept habituel de variabl e , il nous 
ser.1bl e normo.l de cons i dérer qu 1une variable a un attribut de nature "valeur" 
et que l a valeur de ce t attribut a un attribut "représenta tion". Dans cette 
façon de voir , l es diagrammes B.3 et B.5 ser a ient modifi és po.r le rempl ace-
nent de l' attribut "va l eur" par l' attribut "représentation" . /":uant aux 
diagrammes D. 2 et B. 4 , ils nous donneraient respectiveJT1ent D. 7 et B.O. 
l 
--~1---T~. ---------il--
- ~ · : voleur j ~ c-----t-,/ 
rv..:11 
1 real 1~ i 
,l - -6 O<--j r ep;,Osent a t ion j 
-----====:___ 
B.7 
ref ref r ef ref real y 
.!!!2È:..~ ~=uni on (real __ , 
B. 8 
int) B . -
")t--lJ.?--/~a l eu~ 
-!; 
0 
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C. Différenp_ep __ e_t similitudes entre Opérandes et Opérate_l~ 
En Algol 60 comme en Algol 68, la distinction entre opérateurs et 
opér andes est nette et expli cite . 
lTous nous proposons d.1 analyser dans ce paragraphe les raisons d 1une telle 
distinction et de voir si les similitudes existant malgré tou t entre ces 
deux groupes d I obje t s ne perr,1ettent pas de prévoir que , dmrn un l angage 
Dlus extensible que ceux dont nous disposons à ce jour , les opérateurs et 
opér andes ne former ont plus qu ' un seul groupe . 
En Algol 60 , les opérateurs n ' ont pas de mode , car les routines n 1y 
sont pas des valeurs. Il est donc impossible de l es utiliser pour un but 
autre que celui défini par le langage . Ce ne sont que des outils servant à 
nanipuler l es opc'irandes et rien d ' autre. I l en est de même dans un gTand 
nombre de langaces . 
En Alt;ol 6G , par contre, l es opéra t eur s ont un mode et les routines 
forment un domaine de base , ce sont des valeurs . On peut définir des varia-
bles auxquelles il es t pos sible d ' assigner des routines . Un preni er pas a 
donc é té franchi vers l a fusion des deux groupes . 
Cepenc1ant, a pri ori, tout comme Stra chey distinguait des obj ets de 
prenière ou seconde cl asse en fonction de l eur comportenent par rapport à 
l ' assignati on, - comportement voulu par les auteurs du l angage -, en Algol 
68 , on peut di stinguer l es opér andes des opérateurs car un ob jet donné ne 
peut en aucun cas être à l a fois l ' un et l' au tre. Ceci es t dÙ. ü l ' absence 
d ' opérateurs ayant pour opérandes des ob jets de mode r outine . Cette absence 
est , elle aussi , voulue par l es auteurs du l angage . La raison p1~incipale 
de cette décision des au teurs d 'Algol 68 est qu 'ils désirent que l a compi-
l ation des proc-raomes soit possible et que l es prograrrm1eurs soient protégés 
cont re des erreurs dangereuses pour l ' exécution du progrru.nme. 
IIais si 1 1 on considèr e la notion d ' opéra teur en son sens le plus 
t;énér al , l es opér a tions dont nous avons parl é en A, les coercitions et 
autres fonc tions primitives sont donc des opérateurs . 
A ce moment, pour autant que l ' on se place avant la compilat ion, nous 
IV- 13 
avons déjà à r).otre disposition un certain n:)mbre d I objets qui jouent tan-
tôt le rôle d l opérande , tantôt celui d ' opér:3.teur: les "déclarateurs" . 
En effet , dans la décl aration 
mode zu1 = struct (real a, int b) par exemple , 
zut joue le rôle d ' opérande, mais si maintenant nous déclarons 
zut a ~ _zut joue cette fois- ci le r3le d I opérateur ( dont le rôl e 
est d ' établir une rel ation "désigne" entre l e nom a et une notion définie 
par un attribut de nature mode et de valeur zut. 
La distinction provient donc du fai t que l ' effet des opérateurs 
ayant pour argrnnents des objets pouvant être à leur tour des opérateurs 
peut être défini a priori (lors de la compilation) et de façon statique . 
On peut concevoi r , à notre avis, qu ' un langage extensible réponde 
aux conditions suivantes : 
tous les objets de base ont un mode, y compris les r outines, 
- il existe c1es opérateurs définis sur tous les nodes , y cor.rpris sur 
les r outines~ 
il est pos sible de définir de nouveaux objets et modes à partir de ceux 
de base . 
Dans lm tel langage , les opérateurs pourraient donc ~tre traités 
tantôt comme op ér a teurs, tantôt comme opéra:1.des . Cela pernettrai t par exem-
~le de définir l e produit de composition de fonctions, etc •.• 
Il ne nous semble donc plus nécessaire, dans un langage de ce genre , 
d ' établir une distinction réelle entre opéra teurs et opérandes , puisque 
tous deux fi nissent pa.r jouer le même rôle . 
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Chapi t-re Cinq 
CLASSIFICATION ET CONCLUSIONS 
No t r e objectif principal , dans ce dernier chapitre , est d ' établir 
une cl assifiœtion des notions nommées et/ ou nommables dans l es langages. 
a lgorithmiques en général. 
A. Classification des notions 
Tout corEJ.e dans l es classifications étudi ées aux cha1ütr85 deux et 
t r oi s , ici encore nous allons regrouper l es notions en dor,w,incs de base et 
dérivés . 
1. DoBaines de base 
Si, 1,our un langage donné, on essai e de découvrir quelles en sont 
l es notions de base , en se basant sur l ' idée intuitive qu ' une no tion de 
b2.Se est une notion que le progr ammeur ne peut pas définir l u i - n~me, on se 
trouve confronté à un probl ème de choix . En effet, supposons que le l angage 
en question clofinisse l es enti ers et l es réels et permette de définir des 
structur es pc,r exer.1ple . Il es t alors poss i bl e de concevoir qn 1un program-
raeur définisse l es r éels sous forme de structures à deux élén ents entiers , 
mantisse et exposant . 
Par une tel l e définition , l e programmeur obtient en fait non pns les 
réels eux- m'èmes mai s une représentation de réels en t ermes d ' entiers . 
Dans cc cas , les r ée l s sont- ils de base ? 
S I il eo t po c: s i ble d I en définir une représentation, avoir l es r éels 
coruîle domaine de base peut @tre r edondant . 
Le pr oblème revient donc à savoir comment on dés i re utiliser l es r éels et 
en fonct i on cle cela , décider s i on l es consi dère comme f aisant pa:rtie des 
domaines de base ou pas . 
Cette question clu choi x nous a amené à poser la définition suiva nte 
Un domaine es t de base si et seul ement si les notions 
qu i l e composent sont défini es e t non définissables . 
V- 2 
Dans le cas particuli er où le domaine est composé d 1une et une seule 
notion, on dira que celle- ci est de base . On a donc : 
Lo, condition nécessaire et suffi sante pour qu ' un 
mode soit de base est qu 1 il soit dé.:ini et non défi-
nisoabl e . 
En effet, si un node est défini et non défini ssable , il est i1ï1i,o::;sible à 
un programmeur de le définir et il est donc de base . I nversément , s 1il est 
de base , il est défini et non défi nissable car s ' il était défini ssable , il 
ne pourrait ttre de base et s ' il n ' était pas défini , il faudrait le définir 
pour qu ' il existe et i l ne serait donc pas de base non plus . 
Quels sont les domaines de base? Il est bien évident.que ces domai-
nes ne sont pe,s toujours les m~mes pour chaque langage et qu 1il ne serait 
donc pas utile de les énumérer . Nous préférons en donner quelques caracté-
ristiques . 
Consi cl<§rons tout d I abord l es notions qui ne sont pD,s des modes . 
Toutes les notions appartenant 8. un domaine de base par rapport à un lan-
gage (modes non compri s) ont un at t ribut de nature 11repr6oentation 11 dont 
l a valeur eo t un ob jet de l 1univers considéré pe.r ce l angage ( voir chapi tre 
IV , paragraphe B ) • 
On peut ensuite séparer les domaines de base en deux c;roupes distincts , 
ceux pour l esquels il exi ste un attribut de nature mode , et ceux pour l es-
quels il n 1 en exi ste p as . 
Il est assez intéressant de voir que, en général, les nodes corres-
pondant aux domaines de base sont des modes de base . 
Un autre critère permet de regrouper ces domaines la nommabili té . 
Nous avons o.insi quatre groupes , par ordre croissant d ' extensibilité 
- les notions qui ne sont ni nommées ni nomrnables ; 
l es notions nommées; 
- les notions nomméeo et nommablesi 
- l es noti ons nommabl es . 
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La façon habituelle de classer les domaines de bane en fonction du 
"genre " de leurs éléments est encore valabl e ici. 
On obtient les t rois groupes suivants 
- do1mécs exemples : réels, entiers, 
- opérations exemples 
- auxiliaires exemples 
opérateurs 1 fonctions prin itives , routines 
formats , l abels . 
Il est {vident que l ' on peut grouper les domaines cle bane suivant 
tous les critères mentionnés ci- dessus . 
2. Dm.mines Dérivés 
Tout conrne pour l es domaines de base , on peut séparer l es domaines 
dérivés en fonction de l ' existence ou de l'absence de l ' attribut mode pour 
l os notions qui les composent. 
Nous allons regrouper les domaines dérivés en différentes classes 
suivant l es "propri étés " des notions qui les composent . Pnr "propriété" 
d 1une notion, nous entendons la structure ~ ' a ttribut y afférente • 
Une prenière classe est celle des notions qui possède:;1t un attribut 
"représento,tion" dont la val eur est un objet de 1 ' univers dont parl e le 
langage considéré . Il s ' agit principalement de domaines assinilés (n.u sens 
donné au cha11i tro t rois) au,"'C domaines de - ase et à des domaines COLùïlG 
"scalar" ou "subrange " (Pas cal). 
Une deuxième classe regroupe les notions qui possèdent .un attribut 
"va leur " dont la valeur est une notion et dont la valeur cle 1 1 attribut 
"mode " possède un attribut "référence " (pointeurs et vari ables ) . 
(voir diagrarnï1es IV B. 6 et 7) 
Une troisième classe est formée du domaine "union" ( voi ::- lagol 68). 
Les notions de ce domaine ont un attribut "valeur", mais la valeur de . cet 
attribut est 1+ne notion dont le mode (la valeur de l 'attribut mode) n ' est 
défini qu 1 ~ 1 1exécution, à un instant don~é . (diagramme IV . D. 8) 
Quatre autres classes seront encore définies , en fonction de l a 
composi tion des notions y appartenant. 
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- nombre fixe d I éléments de même mode ( tableaux à bornes fixes): 
- nor-1bre variabl e d I éléments de même mode ( tabl eaux [1. bornes varie,-, 
bles, f iles, "class' ' (Pascal), "powerset" (Pas cal) ••• ) ; 
- nombre fixe d ' é l éments de modes différents ( structures , listes , 
"trees 11 , • •• ) ; 
- nombre vari abl e d ' élénents de modes différents ("queues ", cha'.tnes . • ) 
Une dernière cl asse reprendrait les l abels au cas oü ceux- ci ser aien·ë 
dérivés et non repris dans une classe déjà citée . 
Un derni e r critère de classification, et le plus important dans le 
cadre de ce tr2.vai l, es t celui de la nommabil i té . 
Troi s cas, e t non plus quatre comme pour les domaines de baae, sont possi-
bles : 
- nolllr1 és 
- nommables 
- nommés ot nommables. 
A 1 1 intérieur d 'un langage il n I existe pas de notions définissab~ e\ 
qui ne soient ni nommées ni nornr.1ables . 
3. Clnss i f ication des notions nol!lillées et nommables 
~----------------------------------------------
Si 1 1on désire classifier les notions sous l ' anele de la nor:miabil.l.t -3, 
on obtient ·crois grands groupes : les notions nommées , los notions nommabl12::-
e t les notions nommées et nommables . 
Chacun de cos croupes se subdivise en sous- groupes : les sous - [;Toupes des 
notions définies et non définissables (appartiennent à des domaines de l)ase 
ou sont des nodes de base) , des notions définissables et clcs notions défi-
nies et définissables (ces deux derniers groupes sont dérivés ) . 
Le premi er de ces t rois sous - groupes se déconpose en "données" , "opérntions 1• 
et "auxiliaires", tandis que les deux derniers se déco1:1poaent e::1. l es huit 
c l asses citées au par agraphe 2 . 
Une nouvelle subdivision nous donne les notions qui sont des modes 
et celles qui n 1en sont pas. 
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Pour un langage particulier, il est évident que certains sous~[,Toupes n 1 e:iri~- · 
t ent pas . L1onseL1ble de ces différentes possibilités f or ne un nrbre non 
binaire . Pour Algol 68, cet arbre est représenté au dingramne A.l. 
Nous y avons pris les conventions suivantes : 
A s i gnifie nommées, B nommabl es , C nommées et nomuabl es , a définie ::-
b définissables, c définies et défi nissables, x données , y opér ations·; z 
auxilia ires ; 1 à 8 les huit classes dans 1 1 ordre ci té au paragra1,he 2, m no• 
des e t n non-nodes . 
noti ons 
A---------------Br--------------c 
b b C a. 
/ ~ 
-6 A ffi /\ 8 y 3 4 5 1 6 X y z y 1 
'\ /\ /\ /\ /\ 1 1 /\ 1 /\ 1 /\ / n n m n n n n :m n L1 n n 1!l n n n D n· fil H E 













l abels (supposés définissabl es ) 
nodes routines 
modes r éf érences 
notions r éfér ences 
modes unions 
notions unions 
modes \ . , 
t . , nul t i pl es a bornes f i xes no ions J 
nodt~s 1"\. nultipl es à bor nes va r i a bl es no i ons 
nodes ·) 
t . structures no ions 










modes ~, conpl, bytes ; file 
notions domaines de base 11données 11 
modes de base 
noti ons routines 
mode format 
noti ons f ormats 
node r outine proc 
modes bits , string 
notions bits, string 
D. Concl us i ono 
Nous avions pour but pri ncipal de classifier les i tres que les lan-
{scl,ges a l gori thmi ques nomment ou per mettent de nommer par un mot . 
l'Tous désiri ons aussi examiner quell es étai ent les extens i ons poss i bl es et 
tenir compte des not i ons de mode et de représentation . 
Les différentes approches que nous avons suivies nous ont- elles permi s 
d ' atteindr e ce but, tel l e est l a ques t ion qui se pose maintenant . 
La clacaificat i on de Strachey est limitée aux objets qui ne sont pas 
des opér ateurs , et il n ' y est pas fait mention explici te clea uodes , pas 
plus que des représen tations . El l e nous a r:ermis , entre autres , cle faire 
une nette distinction entre objets nommés et ob j ets n01,rr.1ab1Gs . 
Il nous semble que cet te approche est surtout adaptée à des 12..ngages sim-
ples , bien 11 cloi:::ionnés " , c ' est- à- dire où les di fférents clona.ines sont bien 
distincts . En effet , en Pas ca l, par exemple , D contient L, Icl et v, (P.31: ) 
e t les domaines n ' y sont donc plus distincts . Un di agrru;une du genre II . D. 2 
se réduit presque à D tout seul, ce qui n ' est plus très siG11ifi cati f . 
Pour des l angages extensibles et non "cl oisonnés ", la méthocle de Strachey 
nous paraî t diffici l ement applicabl e. Ainsi que nous l' avono déjà soulevé 
au chapi t r e deux (c .3) , les outils d ' extension utilisés dans cette approche 
nous semblent nettement insuffi sants et laissent , à notre avis 9 trop de 
place à l ' arbitraire . En particulier, la notation "X->- Y" s i g;üfie en 
prati que tout aur;si bien n ' importe quelle fonction de X clans Y que certai -
nes fonctions ou une fonction bi en précise . 
nos essais d 1adapta.tien de cette méthode aux opérateurs et rn.uc 1:10cles n ' ont 
pas abouti !, cleD r ésultats satisfai sants à notr e point cle vue . 
En fait , cette approche est e ssentiellement non constructiv e et 
c ' est la r aiaon pour laquell e plus le langage auquel on t entera de l ' appli-
quer sera extensibl e et donc complexe et général , moins los "cloisons " y 
seront apparentes ou même présentes, e t donc mci ns la schématisnt ion ser a 
s i gnificative . Il '3S t toujours difficile, en effet, d 1api1liquer une méthode 
Je formalisa.tion non constructive à un sujet complexe sans perdre la pl us 
grande part ie de sa signification première . 
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Algo l 68 , par contre se prête bien à une cl assification complète et 
précise, à 1 1cxception toutefois des labels à propos desquels l e langage 
indique très :,eu cle choses du point de 1rue de leur sémantique . Les rnodes 
et l es opér ateurs y sont pris en considération . 
Pour établir cette classification, nous nous sommes ins: .. ür é clu IlaJ'.)port . 
En effet , 11our Al c;o l 68, canme pour PL/1, une méthode de description for ma-
li sée du l angage a été définie . Ce sont des méthodes con-~ructi ves , cepen-
dant l e forno.li:Jme u t ilisé est relativenent l ourd et très lonrr à déchiffrer . 
Il nous ser:1b l e qu 1une mé thode de formalisa tian de ce genre doit non 
seulement @tre co ns tructive mais contenir en elle- même l es moyens de la 
faire évoluer . En effet , si 1 1on emploie une méthode constructive pour dé-
crire un langage de façon formelle , il ne faut pas que l a conpl exité du 
langage entra1ne une trop gr ande complexité des "outils" de construction . 
Il faut cepenclo.nt remarquer que, s i l e formalisme employé par A. Van' rij n-
gaarden dans l a définition d'Algol 68 répond à ce critère, il res te malgré 
tout assez aride . 
Parmi l es mé thodes constructives auto-évolutives , nouo avons abordé 
au chapitre quatre celle des trois-graphes (notion , na ture d 1o.ttribut , va-
leur d' attri but) développée par C. Cher-con . C' est cette nC t hocle , conbinée 
avec Algol Gs, qui 8, servi de base à l a classification proposée au début 
de ce chapi tre . 
Une m,ltre piste sembl e pouvoir être i ntéressante 1 1 approche de 
P.h . J orrand C voir Bibliographie) . Cette appr oche 1 qui utilioe o..us ni une 
schématisation à partir de graphes , propose de définir un lanc;a::;e sans 
aucun type de base mai s fournissant des mécanismes pour en définir . Les 
mécanismes cl I extension permettrai ent aussi de définir des J,'cla tians entre 
ces types ( cxei:ipl e : (. , U , ri , C , x) , des convers i ons cP un type ~1, 1 1 au-
t re ave c l euro ni veaux et des procédures . Cett e optique s t attac;1e spécia-
l ement à me t tre en valeur l a notion de représentation. 
Annexe I -1 
CLA.SSIFICATION D 1ALGOL 60 PAR STRACHEY 







J jrunp points 
s é t ats de la mémoire 
2. Domaines Dérivés 
·-----
E = D +V valeurs des expressions 
V T + R + N objets stockables 
D = L + L:t:1f: + J + Q + P + w + w~ objets nommables 
avec P = [Tut: ~ [s • sJJ + [D~ --;. [s ~ V x S'J] fonctions et procédures 
et w = [s -- Ex s_ l es calls by n.ame 
W~ désigne les switches . 
Nous avons ci- dessus reproduit fidèlement la classificatton donnée 
par Strachey. Dans le texte cependant , nous nous sommes permis d ry apporter 
quelques modifications , en ce qui concerne Q et les switches . Voir chapitre 
rr, paragraphe A. 2 . 2 . 
---------------
Annexe II-1 
SYNTAXE DE B C PL 
1 . Express i ons E 
E : : = <name > 1 tstringconst :> 1 <charconst> 1 <number .> 1 
<E list > 
true I false 1 ( E ) 1 val of C 1 1 v E 1 rv E 
~
E( (E list> ) 1 E() 1 
E,1:E IE /EI E~EI 
E+E fE-El+EI-EI 
E = E I E =/ E I E ls E I E 1if. E j E le E I E œ E 1 
E lshift E IE rshift El 
not El 
E /\ E 
E \/ E 
E = E EiEI 
E • E, E ~ table <constant :,, f ' <constant > ) l. 
•• - E f 
•. • - l ' E 1 
(constant > : : = E 
2 . Commandes C 
C : : = < E 1 i s t > : = < E 1 i s t > j E ( < E lis t :> ) 1 E () i go t o E 1 
(na.me> : C j if E do C I whi l e E do C j ~~~ E 9.2. C 1 
until E do C I C repeat I C repeatuntil E 1 
C repeatwhile E I test E then C QE_ C I breals I retuE.!lj 
fini sh I resul tis E I for <name > = E to E do C 1 
fo.E_ < name > = E to E ~ < constant.> do C 1 
switchon E into C l ~ < Constant > : C I endcase 1 
def aul t : C 1 < block > 1 < compound cornmand :> 1 < empty > 
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3. Décla ratio~ 
D : : = < name ;:,, ( < FPL .> ) = E 1 < name > ( <FPL } ) ~ C 1 
, name lis t > = <E list> 1 ~ name :> = vec <const ant > 
<FPL > : : = <name list > 1 ( empty > 
<name l i st > .. . . < name > { , < name > } 
<black > : : = $ < declara tian> { < declara tian) } { 
< compound command :> : : = $( C [ ; C 1 $) 
<.declaration > : : = let D { and D 1 1 static < decl body>' 
manifest <decl body.>- 1 global <deol body> 
<::decl body > : : = $( < C def > { ; < C def :,, } $) 
<C def > 
< prog.ram > 
: : = 
.. 
. . 
< name > < constant > 1 < name .> = < const ant > 
< declara tian> { < declara tian> ! { ; C ·) 1 
C ( ; C Î 
4. On suppose prédéfinies les catégories sui vantes 
.t. numbe11 > : : < digit > [ <digit > J : 
<digit > : : = 1 1 2 1 3 l 4 1 5 1 6 1 7 1 8 / 9 l 0 
< 1 et ter .> : : = a I b I c I d I e I f I g I h I i I j I k 1 1 1 m I n I o I p I CJ. 1 r 1 
s 1t 1u 1v 1w l x j y lz IA I BI CID! :C I F I G IH l rtJI 
K ILI M IN IOIP! Q IR 1s ITlulvlw!xlYlz 
<specinl symbol > : : = 3E 1 " I ' 1 = 1 / 1 < 1 > i 
<string const > : : = " f < string character > 1 ':" 
<Charconst > : : = ' < string character > 1 
<str inG character> : : = <letter> ! < digit > 1 <special symbol > 
( empty > 
l 1000 <name ,> : = < letter > , string character > J 
<empty > représente le symbole "blanc" . 
Hote : f l indique 1 a répéti tian. 
Cette synt axe comporte des ambiguïtés qui sont r ésolues dans le manuel 
BCPL (voir bibliogra_hi e) de l"I. Richards . 
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SYNTAXE DE PASCAL 
1 . Notation,· teB}linologi e et vocabulaire 
<letter > : : = A 1 B l C I D i E / F I G I H I I I J I K I L I r1 I lT 1 0 1 P I Q, 1 R 1 
S I TI U IV IW IX I Y I Z I a I b I c I d I e i f I g ! h I i I j 1 
k llj m l n l o lplqlrl s l tlulv l w l x l y l z 
ol1!2l3!4 l 5161 7 lel9 <digit> : : = 
< specio.l sym bol> : : = + 1 - 1 3E 1 / 1 V 1 1, 1 7 1 = 1 f 1 < . 1 > l ~ 1 ~ 1 ( 1) 1 
2 . I dentifi cateurs et nombres 
[ 1 J 1 { -1 J 1 : = 110 1 • 1 ' 1 ; 1 : 1 1 1 t I ii V l 
mod I nil l in l if I then r el se I CQS0 jof ,~Pajl 
until j while [ do I for j to j downto I begin i end 1 
wi th I goto 1 ~ 1 ~ 1 array / ~ord / .I?,2:"rerset 1 
file / classl function I procedure j _oonst 
<identifier '> : : = < l ett er > <.let t er or digi t > 31: 
-< letter or_ digit > : : = <letter > 1 < digit > 
<number ) :_: = -cinteger ::> t-.::·real number > 
d nteGer > : : = < digit >® 
<real number ). : : = < digit > G) . < d i git > Œ>t 
<d i git > (t) • < d i git > (±)lO < scal e factc:r > i < integer > 10 
< s cal e factor> 
<sca l e factor> : : = -:-digit >@ 'I < s i gn > <: digit > © 
<Sign > : : = + ! -
3. Définitions de constantes 
< unsigned constant> :: 
'-identifier> 1 nil 
< nwnber > 1 1 < character > (El 1 1 
<:constant > : : = <. unsigned constant > 1 <. s i gn > < nwnber > 
<constan t de fini tian > : : = < ident i f ier ;, = < constant > 
Note [ •• •J indique l a r épéti tian, 6) 1 0,u plusieurs fo i s e t 
3E o ou plusieurs fo i s . 
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4. Déf initions de ty-pes de données 
<type > i : = < scalar type > < subrange type > < array type > 1 
< record type > < powerset type > <. file type > 1 
< class type > 1 <pointer type > 1 < t ype identi fier > 
<type i dentifier > : : = (identifier> 
< type def_i_nition > : : = < identifier > ( type> 
a) < s ca l ar type > : : = ( < identifier> [, < identifier >} *) 






(false , true) 
(string de longueur n) 
<subraJ1G'e type > : : = < constant > . • < constant,> 
b) < array type :> : : = array [ < index type -, [ , < index type >} * J 
of -< component type > 
< componcn t type > : : = < type ;:, 
<" index t ype > : : = < scalar type > 1 < subrange type -;- 1 < type iden-
tifier > 
< record type > . : : = record , field list > end 
(field list > : : = < fixed part > 1 <fixed par t > ; z. variant part > 
<variant part > 
<fixed part> : : ( r e cord section) { ; < record section >} * 
,:::: record section) : : = <: field identifier > {, < field i dent i fier >J" 3E 
: < type > 
.(Varin.nt part> 




: : = ~ < tag field ) : ( type identifier> 
( variant ) { ; < variant ) J * 
[ < case label> \1*( < field list > ) j 
[< case label > } 
< case label '> : : = < uns i gned constant > 
.,( tag field :;, : : = c::-identifier >-
< field i dentifier::,- : : = < identifier > 
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c) < powe:rset type > = powerset < type identifier). 1 ~ ·rerset < sub-
range type '> 
d) < fi l e type ;:. : : = file of <type > 
e) < class type > : : = class < max num > of <. type:> 
< max rrum > < integer > 
f) < pointer type> : : = 1 <class variabl e> 
< class vari able > : : = < variable > 
5. Déclar ations et dénotations de variables 
6. 
<:. variable declara tion > : : = < identifier > f, < identifier ::;,} 31":.: typ~ 
< var iable> : : = < entire variabl e>- 1 < component vari able> 
-:-entiro variable > : : = c::: variable idern:;ifier;;, 
<:vari2.ble identifier > . : : = <.identifi er > 
<. component var i able > : : = < i nd.exed variable> 1 < field de s i gna tor > I 
< current fi l e component > ! < referenced conponent > 
a ) < indexed variable > : : = < array variable -;;- [ < expression ) 
[, <expression>}* J 
<array variable > : : = < variable> 
b) < field designator > : : = < record variable > • ( field. iclenti fi.er > 
< record variable ;;> : : = < variable > 
c) < curront file component > : : = ~ file variable >'1' 
<:" file variable> : : = < variable> 
d) ~referenced component > : : = .c pointer variable? '\' 
<' pointer variab l e > : : = <'variable> 
Express i ons_ 
< factor > .. . . < variable > 1 < unsigned constant ,. 1 <function 
designator > j < set> f ( ~ exprension )' )17 < factor) 
<. set :> [ < expression 7 [, < expression >} * J j [ J 
< term '7 : : = <factor -,. 1 < term > < mul tiplyi ng operator '7 < factor '> 
Annexe III-4 
~ simple expression ::> : : = ·< term ~ 1 
< s imple expr ession > < adding opera tor > < term > j 
.c: adding opera tor > < term :;:, 
<expression ::, : : = < simple expression ;; 1 
< simple expression > < rela tional opera tor :;,-
< simple expression > 
< mul tiplying opera tor -;:, : : = 3E j / 1 div I mod j A 
< a:dding opera tor > .. -. . - + 1 - 1 v 
<rela tionnl oper a tor:, . . . . = 1 / 1 < 1 ~ 1 ~ 1 > 1 i n 
<function clesignator > : : < func tion identifier:, 
( < a ctual parameter :> G < actual parameter :> J :lt:) 
<function identifier:;:- : : = <identifi er > 
7. Instrnctions 
< statement > : : = <: simple statement .> j < structurecl statement > 
a) <simple s t atement > : : = < ass i gnment statement > 1 < procedure 
s t atement > 1 < goto s ta tement )' 
, assignment statement > : : = < variabl e 7 : = < expreosion 7 
< function identifier:::-. := < expression> 
<procedure statement "::> : : = < procedure identifier-,. j < procedure 
identifier> ( < actual pBrameter -;, {, < actual para. ··. _ 
meter -,.} *) 
< procedure identifier > : : = <.. ident ifier > 
<: actual parameter > : : = < expression > 1 < variable 7 < procedure 
identifier> J < function identifier > 
<goto stn_tement > : : = goto <label-:, 
-< label > : : = < integer :> 
b) < Struotured statement > : : = .(. compound statement '-7 1 <oonditional 
s tatement;;,, 1 crepetitive statement"? <.with statement') 
<compound statement ;:, : : = begin 
< compone:nt statement :,, [ï <. component statement >} * end 
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< component statement > : : ,:;: sta tement;, .,:: la bel de finition > 
.( sta,tement.,. 
< label defini tion > : : < label> 
< conditional statement> :: = <if statement > 1 < case statemant > 
< if sta tement > : : = i f < expression > then < sta tement > 1 
if ~ expression> the1! <: statement > else < statement > 
(expressions booléennes) 
< case s tatement> : : = ~ < express i on;:,- of <. case list el ement > 
r ~ * i; ,ç case list element > J- ~ 
<case list element-;,. : : == 1_ < case label""? i\-''f) C:.. statemo,lt -,. I 
[< case label ~ :} ® _) 
< repetitive statement ;;, : : == < while statement -:>I 
~ repeat statement 7 1 < f or state:nent ">-
while <:: expression > do < s t a toment-> 
(expression bool éenne) 
< repent statement > : : == r epeat <. statement > 
<:: while s tatement > .. -.. -
[; < sta tement ;:;, } * until <expression ;,, 
(expression booléenne) 
<'.'._ for sto. ter:1ent > : : for < control variable ;, : == < for list > do 
< s ta tement> 
<: for list ::> : : < ini tial value ') to < final value ? [ (. initial 
value -;, downto < final value> 
< control variabl e > . . -. . - <identifier > 
< initial value )' : : == < expression 7 
<final value ) : : = < expression > 
( with s t aternent > : : == with < record variable> ,2& ( s t atement> 
8 . Déclaratio}l~ .. de procédure 
< procedu±e declaration > : : == -t.. procedure h 3ading > 
< constant defini tion part > < type defini tion part > 
.(._ variable declaration part '7 < procedure and function declaration 
part > < s ta temen t part '> 
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a) < procedure head.ing 7 : : = procedure <'. identifi er > ; 1 
proce~ <identi f i er > ( < f ormal parameter section > 
{; <. formal parameter secti on > j *); 
< formal parameter section > : : = 
,c.. parameter group > 1 
.9..2.E-S~ < parameter group > {;-< parameter group >} :îé 1 
~ -<. para.me ter group > [ ; <:. parameter group >} * 1 
functi~ < parameter group ;> 1 
proceclure < identifier > f, <· ident i fie r ;;,, } * 
. l f 
i. para.me ter f,rroup > : : = <identi fier > L' <identifier 
<. type i dentif i er > 
b) < cons tant de finiti on par t > : : = < empty > 1 
_so_J:J-~ < constant defini tion > f < constant defini tion >} 3E J 
c) < type clefini tion part > : : = < empty > \ 
gj)_~ < type defini tion > { ; ..c. type defini tion :;,-} 3\ 
d) < variable cleclara tion part > : : = < empty :>. 1 
V!::F_ < variable declara tion ;,, { ; <. variable deolara tion >} 3E i 
e) < proceclure and function declar ation part > : : = {~.prooedure or 
decl ar ation part 7 Q-* 
.c pr ocedure or dec l aration part > • • = < procedure declaration') 1 
< f unction dec l ara t i on '7 
f) -<:. statement part;:;, : : = < compound statement > 
9. Déclar ations de fonctions 
.C:::: function dec l aration > : : = < function headi ng ) 
< constant defini tion par t ) < type defini tion part -, 
< vari able declaration par t > < procedure and function clecl a r ation 
part > < statement part ) 
< f uncti on heading > : : = functi on < i dentifier?' 
( <( f ormal para.me ter section --, D <. formal parameter -secti on --, } 3E) : 
( rem.ü t type > 
< resul t type > . . -• 0 - <. type ident i f i er ;> 
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10 , Programme 
<- program 7 : : = < cons tant de finition part> < type clefini ti on part > 
< variabl e declaration part> < procedure and function part > 
< statement part > • 
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CLASSIFICATION DE BCPL ETENDUE .AUX OPERATEURS 
-----------------------
Domaines de Base 
LV locations 
"opérandes" 
RV binary- bit- patterns 
(~1,-valeurs) 
S états de la mémoire 
J jump points 
AD opérateurs arithmétiques dyadiques 
Al1 opérateurs a.ri thmétiques monadiques 
R opérat eurs relationnels 
SH opérateurs de shift 
opér a teurs 1D opérateurs logiques dyadi ques 
LM opérateurs logiques monadiques 
Te opérateurs de test 
opérateur 
opéra teur l: Sél opérateur lv rv de sélection 
Rappelons que, sont de base les opérat eurs définis 0t non définissa-
bles . Cel a n 10mp€lche pas que 1 1 on puisse les exprimer en t0rr.1es de fonc-
tions entre c10:ciain0s d "'opérandes", bien que ce ne soit pas nécessaire . 
On a ainsi , en supposant défini T = { true, false f == 11. .. 1, o •.• o} 





[ N x H -- H] = { +, - , *, / , ~} 
= [ N -- l;] = { + , - ) 
[Rv x RV - TJ = i =, /, ls, !SE, le, Fl!.} 
= [RV x N+ ---. RV] = ] lshift, rshift ~ 
N+ est l'ensemble des entiers positifs . 
LD = [T X T- T] = !/\, v ' .=., l -i. ) 
LM [T 
- T] = \ not 1 
Te = T X s -.E (E voir doma ines dérivés) 
lv E x S --. [ LV -+ RV] 
rv E X s -- [ RV - RV X sJ 
Sel= Pt x S x 1T - LV X s 
+ 
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On remarquera que la notation X ..- Y laisse supposer "une q_ue lc onq_ue fonc-
tion" définie sur X et à valeurs dans Y. En fait, ici il s l.a0it bien de 




D LV variabl es , paramètres formels (appel és par valeur) 
+ RV conntantes , case labels 
+ F foncti ons , r outines 
+ J jump points 
+ Pt vecteuiss, tables 
+ Q. strincs 
V = LV (opérateurs l v e t !Y) 
+ RV constantes 
E = D+V valeurs des expressions 
F [I!lîë - [s -RV X SJ] 
... 
+ [ Tu: __. [s ~ sJ] 
Pt = [ LV x S -. (LV:!'t ) x s] 
Q. = [LV x S •- • (1V:JE) x S] 
fonctions 
r outines. 
---- -- -- - ==-- -- -- -
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CLASSIFICATION DE PASCAL ETENDUE AUX MODES 
Domaines de Base 
S états de la mémoire 
L l ocations 




C carac tères 
en 11alfa" (n es t un paramètre de 1 1 implément a tion) 
I d identificateurs 
Domaines Dérivés 
V= Sc+ Pt+ E3E constantes, pointeurs et 11 sets 11 
E D1 + V = D 1 + Sc+ E3ë valeurs des expressions 
on a Sc= T + N + R + C +On+ Id 
et D1 = L +A+ Re + CFL +Pt+ Fi✓ 




+ [ (D 1 + P ):!: -- [s -+ (Sc + Pt) x sJ] fonctions 
variabl es 
W = [s ~ (Dt + F) x s] paramètres formels appelés pax nom 
w1 = [n 1 x S - [ (Sc \ R_) -- D1 x sJ] 11variant part." dana l es records . 
Domaine cles choses nommables D 
D = T + 1T + R + C +en+ Id constantes 
1:- L variables de type scal a ire , standard, sùbrange 
+ A variabl es de type array 
Dt + Re variabl es de type record 
variables t CFL vari abl es de type class et file 
-:- Pt variables de type pointer 
.+ Pw variables de type powerset 
(suite page suivante) 
• 
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+ F procédures et fonctions 
+ W ca lls by name 
+ Wl var iant part dans l es re cords 
+ J jump points 
+ (N + T+ IR + ~ + t n modes standard 
+ IdJI: modes scalaires 
-:- :Jb modes subranges 
D" + Ar modes arrays 
modes 




Dét a illons l es doma i nes qui 
Re = (D' + \•\ )3e 
Pt [L x S _. A X Sj 
Pw = [s - • (L3E) X SJ 
A = L~ + C~ + Pt:ll': + 
MP t = [ s - A x S] 
MR.e = (Sc + D 11 + w2 )3E 
avec u2 = [ (Sc + D11 ) x 
Définissons maintenant 
modes class e t files 
modes pointers 
modes powersets 
sont encor e imprécis . . 
Re3l: + P\a + il 
(donc simil a i re à CFL) 
s -t 1(Sc\ R) - (Sc+ D 11 ) x s]l 
~ j 
pour l es parties v ariabl es. 
j}J= { T, ïT , R , C, Cn , Id:Jt:, L, A, CFL, Pt , Pw, Re, Sb , Ar , IJR.e , IICFL; 
îIPt , MPw ~ ) 
(ici T, N, ..• sont considérés comme des éléments , donc un 
domaine es t cons idéré comme un tout!) 
et "'j c = t T, lT , R , C, Cn, Itùft j 
on a alors 
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Ar = + (fi:lE) 
X é~ 
MCFL = + [s -(~) X s] 
X !_.~ 
MPw = + [J"(Y) 
Y i... 'ofc 
Sb= + Yx 
Y E.. -;J e 
( {P ensemble des parties) 
(il manque la notion d ' ordre) 
La crn:ml exi té de ces derniers domaines nous a amené a introduire 
de nouvelles notations . 
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