I. Introduction
Digital image basically consists of an array of digital count values with each value representing the brightness, or gray level of a pixel in the image. Image processing improves the efficacy of the image data. Digital image enhancement is basically process that transforms the input image to the better image by improving the interpretability of information in images .It accentuates or sharpens image features such as edges ,boundaries or contrast to make a graphic display more meaningful for analysis.
This enhanced image can be provided as the input for the other automated image processing technique and applications. Inherent information content of the image doesn't get increased by enhancement method rather the dynamic range of the chosen features is increased. In image enhancement here many techniques are available for the enhancement of an image. Those techniques are histogram equalization (HE), genetic algorithm (GE), particle swarm optimization (PSO) [1] , [4] honey bee (HB).
Fig1. Enhancement Model
Swarm intelligence has become a research interest to many research scientists of related fields in recent years. Bonabeau has defined the swarm intelligence as "any attempt to design algorithms or distributed problemsolving devices inspired by the collective behavior of social insect colonies and other animal societies" [1] .
Boabeau et al. focused their viewpoint on social insects alone such as termites, bees, wasp as well as other different ant species.
However, the term swarm is used in a general manner to refer to any restrained collection of interacting agents or individuals. The classical example of a swarm is bees swarming around their hive; nevertheless the metaphor can easily be extended to other systems with a similar architecture. An ant colony can be thought of as swarm of birds. An immune system [2] is a swarm of cells and molecules as well as a crowd is swarm of people [3] . Particle Swarm Optimization (PSO) Algorithm models the social behavior of bird flocking or fish schooling [4] .Many authors exposed the use of PSO to solve variety of problems in computer science and engineering [4, 5] . In this paper, author used HB based enhancement method on medical image for tumor detection. Further results obtained after applying HB method and earlier reported results using PSO were compared.
II. Proposed Enhancement Model
There are key steps when applying HB to optimization problems: • Place the hive of bees at the centre of any place.
• Here 1000 bees are initialized; all these bees spread from the hive for find the food.
• When any bee is employed (knowledge of food), that employed bee came back to the hive by making the path from food place to hive with making white edges. • If "yes" then after coming back to the hive, the employed bees spread randomly and follow a new path which is unemployed.
• If predefined value is less than the numbers of bees are returns to next then OK.
• If "yes" then proc3ess is complete.
• But if "NO" process is not done then this process is again start on the step 3.
The flow chart brief the steps followed during the algorithm implementation.
The proposed work optimizes edge intensity pixels using Hybrid honey bee .In the algorithm random paths are chosen for the bees with their initial position at the center of the hive. Here in this algorithm PSO based search phenomenon is used to find edges i-e neighborhood search phenomenon is used. Fitness function or value is basically the number of edges found. If any bee is having edge information that will return back to hive making edge with white material. A honey -bee colony consists of queen(s) (best solution), drones(incumbent solutions), worker(s) (heuristic), and broods(trial solutions).The HBMO algorithm simulates the natural mating behavior of queen bee when she leaves the hive to mate with the drones .After each successful mating, the drone's sperm is added to the queens spermatheca .Before the mating flight the queen is initialized with some energy and only ends her mating flight when her energy level drops below a threshold( which is close to zero) .Table1 illustrates the analogy between the natural honey bee colony and the artificial honey bee algorithm. The queen mate probabilistically, using equation (Abbass2001a_) p (Queen,Drone i )=e[-Δf/energy(t)] (2.1) Where p (Queen,Drone) represents the probability of accepting the i th for mating. Δ(f) represents the absolute fitness difference between the drone and queen i-e Δ(f)= │f(queen)-f(drone)│,energy(t) refers to the queen's energy at the time t of mating. The queen moves between different states (i-e solutions) in the allocated space according to its energy mates with the drones using equation above. Once a drone has mated with queen its sperm is added to queen's sperm theca. The queen ends her mating flight when her energy level drops below threshold (which is close to zero) or the queen's maximum sperm theca size is reached. At the end of mating flight, the queen returns to the nest. In our research work we had eliminated the speed parameter since it didn't affect the selection of drone to mate with the queen. If the mating is successful (according to the probabilistic decision rule), the drone sperm is added into the queen's spermatheca.
III. Parameters defined
We initialize three user defined parameters • Number of queens.(bees=1000)
• The queen's spermatheca size, which represents the maximum number of mating each queen, performs in single mating flight, thus also the number of broods that will be born after each mating flight. And
• The number of workers. We only use one worker (heuristic search)i-e descent algorithm.
IV. Results and Discussion
The optimization problem considered in this paper is to solve the enhancement problem using HBMO. Our objective is to maximize the number of pixels in the edges, increase the overall intensity of the edges and to determine PSNR between new developed algorithm and earlier reported method. In order to evaluate the Honey bee algorithm based enhancement method, we have compared the proposed method with PSO-based enhancement method.
For each Honey bee algorithm or PSO run we report three values:
• The performance of the algorithms by comparing the objective evaluation functions in terms of PSNR values.
• The computational time per run of each algorithm.
• The efficiency in terms of the number of edges with gives as indication of the performance of proposed algorithm.
• The fitness value using honey bee (HB) is more when compared with the fitness value using PSO for the same number of generations.
• The computational time for PSO based enhancement was found 94.786 seconds whereas the time taken for HB based enhancement was found 10.785 seconds.
• The computational time is less in case of HB when compared with that of PSO.
• The image that contains the highest number of edges pixels can be rated as having high detail content as shown in Table 2 and Table 3 .
• One parameter here used peak signal and noise ratio (PSNR), here after calculate the PSNR. From figure 2, it is observed that the Honey bee algorithm method yields better quality of solution. In this figure the brightness and contrast of enhanced image using PSO and HB appear visible. Also, it is clearly visible that brightness of enhanced image using HB is better than brightness of the enhanced image using PSO. 
V. Conclusions
In this paper, a new optimization algorithm based on intelligent behavior of honey bee swarm has been described. The new swarm algorithm is very simple and very flexible when compared to the existing swarm based algorithms. The objective of the algorithm was to maximize the total number of pixels in the edges thus being able to visualize more details in the images. The algorithm is tested on medical images for tumor detection. The results obtained are tabulated and compared with the results earlier reported using PSO. It is clear from the obtained results that the proposed HB based image enhancement is better than the PSO based image enhancement in terms of quality solution and computational efficiency. The proposed HB based image enhancement method may be extended in several ways, such as: fine turning of the HB parameters in order to reduce the maximum number of iterations.
