In this paper we study some basic statistics in quantile regression. In particular, we investigate the residual, goodness-of-fit statistic and the effect of one or few observations on estimates of regression coefficients. In addition, we compare the proposed goodness-of-fit statistic with the statistic considered by Koenker and Machado (1999). An illustrative example based on real data sets is given to see the numerical performance of the proposed basic statistics.
Introduction
Classical regression methods are mainly concerned about estimating conditional mean function when covariates are given; however, quantile regression methods, first introduced by Koenker and Bassett (1978) focused on the estimation of conditional quantile functions. A special case of quantile regression is the least absolute deviation(LAD) estimator by fitting medians to covariates; in addition, it is well known that LAD is more robust to outliers than the classical least squares estimators(LSE). Since then, quantile regression has emerged as a comprehensive tool in statistical regression modelling that has been widely used in many fields. Among them, Cole and Green (1992) , and Heagerty and Pepe (1999) applied to reference charts in medicine and Hendricks and Koenker (1992) , and Koenker and Hallock (2001) applied to economic modelling. One novel feature of quantile regression is its applicability to the censored regression that was initiated by Powell (1984 Powell ( , 1986 and further developed by Portnoy (2003) . Subsequent works in censored regression include Peng and Huang (2008) In this paper, we study some basic statistics in quantile regression. In particular, we investigate residual, the goodness-of-fit statistic, and the effect of one or few observations on estimates of Korea. E-mail: crkim@pusan.ac.kr regression coefficients. Goodness-of-fit statistic in quantile regression was first considered by Koenker and Machado (1999) . They derived a version of the coefficient of determination as a goodness-offit statistic in quantile regression. We consider another version of the goodness-of-fit statistic, and compare with the statistic suggested by Koenker and Machado (1999) through numerical studies. In addition, we suggest a quantile version of residual in quantile regression, and argue that the proposed residual can serve as a basic building block. Further, we investigate the effect of observations on the estimate of regression coefficients, and we note that it is significantly different from the case of least squares estimator. The rest of this paper is organized as follows.
In Chapter 2, review on the quantile regression features is given. In Chapter 3, we suggest a version of residual and the goodness-of-fit statistic in quantile regression; in addition, and investigation on the perturbation of observations is given. Numerical studies assessing two goodness-of-fit statistics are given in Chapter 4.
Quantile Regression
Consider a multiple linear model
where yi is a response variable, xi is a p-vector of covariate with 1 in the first component, β is a p-vector of unknown coefficients, and ϵi is a identically and independently distributed error with mean 0 and variance σ 2 . The least squares estimation(LSE) of β is obtained by minimizing the quadratic loss function r(u) = u 2 /2, i.e., given {xi, yi} n i=1 , the LSE is obtained by minimizing
over β. Therefore, the LSE is concerned with the estimation of the conditional expectation
However, median quantile regression estimates the conditional median of Y given X = x, and the corresponding loss function is |u|/2. The resulting estimator is called the least absolute deviation(LAD) estimator, because it minimizes 
