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Resumo
Planejamento de sistemas hidroele´tricos possui um alto grau de complexidade e
dificuldade, uma vez que involve caracterı´sticas de produc¸a˜o na˜o lineares e depende de
muitas varia´veis. Um das varia´veis chave e´ a vaza˜o natural. Os valores de vazo˜es devem
ser previstos com acura´cia, uma vez que esses valores influenciam significativamente
na produc¸a˜o de energia. Atualmente, no setor de gerac¸a˜o hidroele´trica, a previsa˜o de
vazo˜es e´ baseada na metodologia de Box & Jenkins. Este trabalho propo˜e um modelo
de previsa˜o baseado em agrupamento nebuloso como alternativa para a previsa˜o de
vazo˜es naturais me´dias mensais. O modelo utiliza o algoritmo de agrupamento fuzzy
c-means para explorar a estrutura dos dados histo´ricos, e procedimentos de mediana e
reconhecimento de padro˜es para capturar similaridades na tendeˆncia das se´ries.
Ainda, este trabalho sugere um modelo que combina previso˜es geradas por um
conjunto de me´todos individuais de previsa˜o, de uma maneira simples, mas efetiva.
Utiliza-se, como combinador, uma rede neural treinada com o algoritmo do gradiente. O
objetivo e´ combinar as previso˜es geradas por diferentes modelos na tentativa de capturar
as contribuic¸o˜es das caracterı´sticas de previsa˜o mais importantes de cada previsor indi-
vidual. Esse me´todo tambe´m e´ aplicado a` previsa˜o de se´ries de vazo˜es naturais me´dias
mensais escolhendo-se, como modelos individuais, aqueles que obtiveram melhor de-
sempenho para uma dada se´rie.
Resultados experimentais com dados reais de vaza˜o sugerem que o modelo predi-
tivo baseado em agrupamento nebuloso obte´m um desempenho superior, quando com-
parado com a metodologia atual de previsa˜o de vazo˜es adotada pelo setor hidroele´trico,
e, ainda, com uma rede neural nebulosa, um modelo na˜o linear. Ale´m disso, o modelo de
combinac¸a˜o alcanc¸a um desempenho superior que os modelos de previsa˜o individuais,
pois apresentam erros de previsa˜o menores.
ii
Abstract
Planning of hydroelectric systems is a complex and difficult task once it involves
non-linear production characteristics and depends on numerous variables. A key vari-
able is the natural streamflow. Streamflow values covering the entire planning period
must be accurately forecasted because they strongly influence energy production. Cur-
rently, streamflow prediction using Box & Jenkins methodology prevails in the electric
power industry. This work proposes a fuzzy prediction model based on fuzzy clustering
as an alternative for natural average monthly streamflow forecast. The model uses fuzzy
c-means clustering to explore past data structure, and a median and pattern recogni-
tion procedures to capture similarities between streamflow history and data used for
prediction.
In addition, this work suggests a linear approach to combine forecasts generated
by a set of individual forecasting models in a simple and effective way. We use, as a
combiner, a neural network trained with the gradient descent algorithm. The aim is to
combine the forecasts generated by the different forecasting models as an attempt to
capture the contributions of the most important prediction features of each individual
model at each prediction step. The approach is also used for streamflow time series
prediction choosing, as individual forecasting models, the most promising predictive
methods.
Experimental results with actual data suggest that the predictive clustering ap-
proach performs globally better than the current streamflow forecasting methodology
adopted by many hydroelectric systems worldwide, and a fuzzy neural network, a non-
linear prediction model. The combination approach, with lower prediction errors, per-
forms better than each of the individual forecasting models.
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Capı´tulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o e Relevaˆncia
Ha´, atualmente, uma vasta literatura que descreve a previsa˜o de se´ries temporais
em diversas a´reas, com exemplos que abrangem desde aplicac¸o˜es em medicina, medindo
as irregularidade das batidas do corac¸a˜o; passam pelas pesquisas em hidrologia, preven-
do varia´veis de recursos hı´dricos; e chegam ate´ as aplicac¸o˜es em economia, observando
o comportamento da volatilidade do mercado financeiro.
Muitos modelos sa˜o baseados na metodologia Box & Jenkins, a qual assume
relac¸o˜es lineares entre as varia´veis do sistema (Box et al., 1994). Entretanto, se´ries
temporais, que descrevem uma sequ¨eˆncia real de valores, geralmente possuem um com-
portamento na˜o linear e, nesse caso, as redes neurais artificiais (RNAs) e variantes
teˆm sido largamente adotadas para prever valores futuros com base em valores pas-
sados (Gershenfeld e Weigend, 1994). Ale´m disso, sistemas nebulosos veˆm sendo com-
binados a`s RNAs com o objetivo de explorar a capacidade de representac¸a˜o e o poder de
aprendizagem dessas abordagens, respectivamente (Pedrycz e Gomide, 1998).
Por outro lado, o agrupamento de dados, reconhecido como um dos paradigmas
mais importantes para o reconhecimento e classificac¸a˜o de padro˜es, e´ empregado em
problemas de previsa˜o, com o objetivo de explorar a estrutura de dados histo´ricos da
se´rie temporal. Este trabalho propo˜e um modelo de previsa˜o baseado em agrupamento
nebuloso de dados que, ao contra´rio dos me´todos ja´ desenvolvidos na literatura (Geva,
1999), (Shalizi et al., 2004), utiliza procedimentos de reconhecimento de padro˜es para
1
2 Introduc¸a˜o
capturar similaridades entre o histo´rico de vazo˜es e os dados utilizados para a previsa˜o.
A contribuic¸a˜o do modelo sugerido tambe´m inclui menor complexidade e menor tempo
de execuc¸a˜o do que os me´todos baseados em redes neurais e redes neurais nebulosas.
Complementarmente, baseando-se na ide´ia de combinar previsores, para apri-
morar o desempenho dos sistemas de previsa˜o individuais, propo˜e-se um modelo linear
simples, pore´m efetivo e pouco custoso para explorar as principais caracterı´sticas de
modelos promissores.
Os modelos propostos foram aplicados a` previsa˜o um passo a` frente de se´ries
temporais de vazo˜es naturais me´dias mensais, um problema de grande importaˆncia no
contexto do planejamento energe´tico brasileiro.
1.2 Descric¸a˜o do Problema de Previsa˜o de Vazo˜es
O planejamento da operac¸a˜o de sistemas de produc¸a˜o de energia ele´trica visa
determinar uma polı´tica de operac¸a˜o para usinas hidroele´tricas e termoele´tricas e para
os intercaˆmbios, inclusive internacionais, do sistema que atenda a` demanda de energia
ele´trica de forma econoˆmica e confia´vel (Ballini, 2000).
Atividades de planejamento e operac¸a˜o de sistemas de energia e recursos hı´dricos
requerem a utilizac¸a˜o de muitas varia´veis de entrada. No caso do planejamento de
sistemas de energia brasileiro, predominantemente hidroele´trico, as previso˜es de vazo˜es
de curto e longo prazos sa˜o necessa´rias para propo´sitos de simulac¸a˜o, otimizac¸a˜o e
tomada de deciso˜es.
Particularmente no Brasil, muitos sistemas hidroele´tricos envolvem regio˜es dis-
tintas, com caracterı´sticas geogra´ficas bastante diferentes, com uma coleta de dados hi-
drome´tricos que abrange redes de aquisic¸a˜o de dados distintas e largamente espac¸adas.
Isso resulta numa incerteza considera´vel da informac¸a˜o hidrolo´gica disponı´vel. Ale´m
disso, a relac¸a˜o na˜o-linear entre o fluxo de entrada e a saı´da desafia os modelos de
previsa˜o de vazo˜es consideravelmente. Outra dificuldade dessa aplicac¸a˜o e´ a natureza
na˜o-estaciona´ria e sazonal da se´rie devido aos perı´odos intercalados de seca e humidade
ao longo do ano (Maier e Dandy, 2000).
Atualmente, o planejamento energe´tico brasileiro adota modelos baseados na
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metodologia Box & Jenkins (Box et al., 1994) para a previsa˜o de vazo˜es, o que pode
comprometer a qualidade dos resultados, implicando cena´rios menos confia´veis para
a operac¸a˜o do sistema hidroele´trico. Abordagens capazes de capturar as incertezas,
na˜o-lineariedades e padro˜es existentes ao longo da se´rie de vazo˜es, tais como modelos
baseados em agrupamento nebuloso de dados, aparecem como alternativas promisso-
ras.
1.3 Objetivos e Organizac¸a˜o do Trabalho
O objetivo deste trabalho se divide no desenvolvimento de duas abordagens de
previsa˜o. A primeira trata modelos de previsa˜o de se´ries temporais baseados em agrupa-
mento nebuloso de dados, que capacitam o sistema explorar a estrutura dos elementos
anteriores da se´rie, isto e´, a estrutura dos dados histo´ricos disponı´veis.
A segunda abordagem se refere a` combinac¸a˜o de modelos preditivos que apresen-
tem desempenho individual promissor em determinados pontos da se´rie. Dessa forma, o
combinador deve ser capaz de determinar quais modelos locais sa˜o relevantes para uma
dada previsa˜o. O combinador construı´do, nesta dissertac¸a˜o, e´ uma rede neural compos-
ta por apenas uma camada de processamento, constituı´da por um neuroˆnio linear, com
treinamento via gradiente descendente. Trata-se, portanto, de um combinador linear.
O trabalho e´ dividido em sete capı´tulos. Apo´s esta introduc¸a˜o, nos Capı´tulos 2
e 3, apresentam-se os principais modelos de previsa˜o atualmente utilizados para a pre-
visa˜o de vazo˜es, com os quais os modelos propostos sera˜o comparados posteriormente.
No Capı´tulo 2, apresenta-se conceitos ba´sicos de processos estoca´sticos, os modelos de
Box & Jenkins e a aplicac¸a˜o destes modelos a` previsa˜o de vazo˜es. Por outro lado, no
Capı´tulo 3, os modelos de redes neurais multicamadas (MultiLayer Perceptron - MLP)
com aprendizagem supervisionada via algoritmo de retropropagac¸a˜o (backpropagation) e
uma classe de redes neurais nebulosas com aprendizagem construtiva e competitiva sa˜o
abordados.
A seguir, nos Capı´tulos 4 e 5 os modelos propostos sa˜o apresentados. No Capı´tulo
4, os principais trabalhos relacionando agrupamento de dados e previsa˜o sa˜o discutidos
e os modelos baseados em agrupamento nebuloso sugeridos sa˜o descritos e aplicados
a` previsa˜o das se´ries de vazo˜es. Analogamente, no Capı´tulo 5, um breve histo´rico na
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a´rea de combinac¸a˜o de previsores e´ apresentado e o modelo de combinac¸a˜o neural de
previsores e´ detalhado com a respectiva aplicac¸a˜o a` se´rie de vazo˜es.
No Capı´tulo 6, as metodologias sa˜o comparadas atrave´s da ana´lise de erros de
previsa˜o para valores de vazo˜es naturais me´dias mensais coletadas de treˆs postos dis-
tintos, localizados em diferentes regio˜es do Brasil. Finalmente, no Capı´tulo 7 conclui-se
o trabalho resumindo as principais contribuic¸o˜es e pontos de partida para desenvolvi-
mentos futuros.
Capı´tulo 2
Modelos Cla´ssicos para Previsa˜o de Se´ries
Temporais
Os modelos cla´ssicos para ana´lise e previsa˜o de se´ries temporais sa˜o ferramentas
bastante conhecidas na literatura. Tais modelos podem ser divididos em dois grandes
grupos: me´todos parame´tricos e na˜o-parame´tricos. Em se tratando do contexto de mo-
delagem parame´trica, as metodologias propostas por Box & Jenkins (Box et al., 1994)
teˆm sido largamente utilizadas para previso˜es nas mais diversas a´reas, como por exem-
plo, economia, financ¸as, meteorologia e hidrologia.
As se´ries de vazo˜es apresentam caracterı´sticas estatı´sticas uma vez que na˜o po-
dem ser determinadas por uma equac¸a˜o matema´tica exata, sendo, portanto, processos
estoca´sticos. Assim, os modelos abordados neste capı´tulo apresentam caracterı´sticas
estoca´sticas e sa˜o baseados na metodologia de Box & Jenkins.
2.1 Introduc¸a˜o
De acordo com Box, Jenkins & Reinsel (Box et al., 1994):
Definic¸a˜o 1 Se´rie Temporal e´ um conjunto de observac¸o˜es fxt; t 2 T  <+g, T = ft j 1 
t  Ng geradas sequencialmente no tempo. Se o conjunto e´ contı´nuo, a se´rie e´ dita ser
contı´nua e se o conjunto e´ discreto, a se´rie e´ dita ser discreta.
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Se os valores futuros de uma se´rie temporal sa˜o exatamente determinados por
func¸o˜es matema´ticas, a se´rie e´ dita ser determinı´stica. Se os valores sa˜o descritos em
termos de uma distribuic¸a˜o de probabilidade, a se´rie temporal e´ na˜o-determinı´stica, ou,
simplesmente, uma se´rie temporal estoca´stica.
As se´ries temporais evoluem no tempo, sujeitas a`s variac¸o˜es que podem ser des-
critas por leis probabilı´sticas. Esse tipo de sistema e´ objeto da teoria de processos
estoca´sticos. Ou seja, o mecanismo gerador de uma se´rie temporal e´ um processo es-
toca´stico e a se´rie temporal observada, e´ uma de suas possı´veis realizac¸o˜es.
Neste trabalho, sera˜o consideradas se´ries de vazo˜es naturais afluentes me´dias
mensais cujos dados foram observados somente para valores inteiros de t, ou seja ,
t 2 Z+, onde Z+ denota o conjunto dos nu´meros inteiros positivos. Desta forma, as
se´ries sera˜o denotadas como fx1; x2; : : : ; xNg, sendo xt a observac¸a˜o da se´rie no instante
t = 1; 2; : : : ; N .
A seguir, sa˜o apresentados alguns conceitos de processos estoca´sticos que aju-
dara˜o a compreender a descric¸a˜o dos modelos utilizados para previsa˜o das se´ries de
vazo˜es.
2.2 Conceitos Ba´sicos de Processos Estoca´sticos
Definic¸a˜o 2 Seja Z+ o conjunto dos nu´meros inteiros positivos. Um processo estoca´stico
e´ uma famı´lia fxt; t 2 Z+g, tal que, para cada t 2 Z+, xt e´ uma varia´vel aleato´ria.
Logo, uma se´rie temporal a ser analisada e´ considerada como um resultado
particular, produzido por um mecanismo de probabilidade ı´ntrinseco de um proces-
so estoca´stico. Em outras palavras, uma observac¸a˜o e´ uma realizac¸a˜o de uma va-
ria´vel aleato´ria xt com func¸a˜o densidade de probabilidade p(xt). Da mesma forma,
uma varia´vel aleato´ria N-dimensional com func¸a˜o densidade de probabilidade conjunta
p(x1; x2; : : : ; xN ), t = 1; 2; : : : ; N , pode descrever uma se´rie temporal (Box et al., 1994).
Definic¸a˜o 3 Um processo estoca´stico e´ estritamente estaciona´rio se suas propriedades
na˜o sa˜o afetadas pela mudanc¸a na origem do tempo, isto e´, se a distribuic¸a˜o de probabili-
dade conjunta associada a`s k observac¸o˜es x1; x2; : : : ; xk; 1 < k < N , e´ a mesma associada
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a`s k observac¸o˜es x1+h; x2+h; : : : ; xk+h, para qualquer h. Em outras palavras, a escolha da
origem no eixo t na˜o afeta nenhum momento do processo.
Na pra´tica, e´ impossı´vel conhecer todas as distribuic¸o˜es conjuntas de x1; x2; : : : ; xk,
1 < k < N , e o processo fica restrito ao conceito de processo fracamente estaciona´rio (ou
estaciona´rio de segunda ordem), que e´ aquele que obedece as seguintes condic¸o˜es:
 A me´dia de xt e´ constante, isto e´, E[xt] = (t) = , para todo t;
 A variaˆncia de xt e´ constante, isto e´, V ar[xt] = 2(t) = 2, para todo t;
 Cov[xt; xt+k] = γ(k), ou seja, e´ uma func¸a˜o que so´ depende de k.
A maioria das se´ries temporais conteˆm componentes sazonais e/ou tendeˆncias,
ou seja, possuem caracterı´sticas na˜o-estaciona´rias. Para uma se´rie temporal sem esta-
cionariedade sazonal, como o caso da se´rie de vazo˜es, uma transformac¸a˜o estatı´stica e´
necessa´ria para torna´-la estaciona´ria. Essa transformac¸a˜o nos dados e´ feita definindo-
se uma nova varia´vel:
zt =
xt − 

(2.1)
onde,  e´ a me´dia dada por:
 = E[xt] =
Z +1
−1
xtp(xt)dxt (2.2)
e  =
p
2 e´ o desvio padra˜o. Este e´ a raiz quadrada da variaˆncia a qual e´ dada por:
2 = E[xt − ]2 =
Z +1
−1
(xt − )2p(xt)dxt (2.3)
Devido a` estacionariedade induzida por (2.1), p(zt) se reduz a p(z), uma vez que a
distribuic¸a˜o de probabilidade para esta nova varia´vel e´ a mesma para todo tempo t.
Considerando que o processo e´ discretizado no tempo, a forma da distribuic¸a˜o de
probabilidade, p(z), pode ser descrita de acordo com os dados observados z1; z2; : : : ; zN .
Assim, a me´dia e a variaˆncia estimadas por:
z = b = 1
N
NX
t=1
zt (2.4)
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Var[z] = c2 = 1
N − 1
NX
t=1
(zt − z)2 (2.5)
sa˜o denominadas me´dia e variaˆncia amostral, respectivamente.
A transformac¸a˜o (2.1) e´ aplicada para que a classe de modelos lineares estaci-
ona´rios possam ser empregados, uma vez que estes exigem esforc¸os estatı´sticos e ma-
tema´ticos menores dos que os apresentados pelos me´todos na˜o-estaciona´rios.
Os modelos lineares estaciona´rios estudados neste trabalho sa˜o desenvolvidos
em treˆs esta´gios (Box et al., 1994):
 Identificac¸a˜o – utilizar os dados para obter informac¸o˜es sobre a se´rie e, assim,
sugerir uma classe de modelos.
 Estimac¸a˜o – utilizar os dados para realizar infereˆncias sobre os paraˆmetros, ade-
quando-os ao modelo proposto.
 Verificac¸a˜o – aplicar o modelo ajustado aos dados e verificar seu grau de adequac¸a˜o,
buscando contı´nua melhora atrave´s do ajuste dos paraˆmetros.
Assim, dependendo do desempenho do modelo testado na fase de verificac¸a˜o, ou-
tros modelos da classe pre´-definida no primeiro esta´gio sera˜o escolhidos para a mesma
avaliac¸a˜o, de acordo com os treˆs esta´gios descritos acima.
2.3 Modelos Lineares Estaciona´rios
A classe de modelos lineares estaciona´rios e´ composta por aqueles que podem ser
conceitualmente detalhados e facilmente implementados (Gershenfeld e Weigend, 1994).
Isso porque o processo estoca´stico, gerador das se´ries temporais, pode ser gerado por
um filtro linear, cuja func¸a˜o de transfereˆncia e´ Ψ(B), como mostra a Figura 2.1. As
entradas at do sistema sa˜o valores aleato´rios independentes cuja func¸a˜o de distribuic¸a˜o
de probabilidade e´ normal com me´dia igual a 0, variaˆncia constante e sem covariaˆncia
entre valores referentes a dois instantes distintos, isto e´:
E[at] = 0; (2.6)
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V ar[at] = E[a22] = 
2
a (2.7)
γk = cov[at; at+k] = 0; k 6= 0 (2.8)
Esta sequ¨eˆncia de valores aleato´rios e´ chamada ruı´do branco (Box et al., 1994).
Assim, um possı´vel modelo para uma se´rie temporal e´ zt = Ψ(t)at, t = 1; : : : ; N , onde at e´
um ruı´do branco na˜o correlacionado com Ψ(t), que e´ uma determinada func¸a˜o do tempo.
Filtro 
Linearat zt
Ψ(B)
Figura 2.1: Se´rie temporal como saı´da de um filtro linear.
A partir dessa abordagem, segue a formalizac¸a˜o matema´tica:
zt = at +  1at−1 +  2at−2 + : : : = at +
1X
j=1
 jat−j = Ψ(B)at; (2.9)
onde B e´ o operador de atraso, definido como:
Bzt = zt−1; Bmzt = zt−m; (2.10)
e a func¸a˜o de transfereˆncia Ψ(B) e´ definida como:
Ψ(B) = 1 +  1B +  2B2 + : : : =
1X
j=0
 jB
j ;  0 = 1 (2.11)
A condic¸a˜o de estacionariedade do modelo linear (2.9) esta´ associada a` se´rie Ψ(B).
Em (Box et al., 1994), e´ demonstrado que para um processo linear, as condic¸o˜es de
estacionariedade dependem da convergeˆncia da se´rie Ψ(B), isto e´, para
P1
j=1 j j j  1, a
qual e´ verificada se j B j 1, isto e´, para valores dentro do cı´rculo unita´rio (Ballini, 2000).
O modelo definido pela equac¸a˜o (2.9), tambe´m pode ser descrito como uma apro-
ximac¸a˜o linear de valores anteriores zt−1; zt−2; : : : mais um ruı´do branco at, isto e´,
zt = 1zt−1 + 2zt−2 + : : :+ at
=
1X
j=1
jzt−j + at (2.12)
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Logo,
at = zt −
1X
j=1
jzt−j = (B)zt (2.13)
Combinando as equac¸o˜es (2.9) e (2.13)
at = (B)Ψ(B)at (2.14)
Simplificando,
(B) = Ψ(B)−1 (2.15)
Assim como os paraˆmetros  j esta˜o relacionados a` condic¸a˜o de estacionariedade,
os paraˆmetros j esta˜o relacionados a` condic¸a˜o de invertibilidade. Analogamente, o
modelo linear e´ inversı´vel se a se´rie (B) convergir, para jBj  1 (Box et al., 1994).
Entre os modelos lineares estaciona´rios, os mais usados sa˜o os processos me´dias
mo´veis (MA), autoregressivos (AR) e autoregressivos me´dias mo´veis (ARMA). A seguir,
esses modelos sa˜o sucintamente descritos.
2.3.1 Modelos Me´dias Mo´veis
Seguindo o modelo descrito em (2.9), dada uma entrada at e uma func¸a˜o de
transfereˆncia (B), deseja-se gerar outra se´rie fztg, do seguinte modo1:
zt = at − 1at−1 − 2at−2 − : : :− qat−q = at +
qX
k=1
kat−k = (B)at (2.16)
Assim, o valor atual de zt e´ influenciado pelos valores atual e passados de at.
Essa equac¸a˜o descreve um filtro de convoluc¸a˜o, isto e´, a nova se´rie zt e´ gerada
por um filtro de ordem q com os coeficientes i; i = 1; : : : ; q, da se´rie at. Essa relac¸a˜o
e´ denominada modelo me´dias mo´veis de ordem q ou MA(q). Ale´m desse nome, esse
modelo e´ tambe´m conhecido como um filtro de resposta ao impulso finito, ou FIR, uma vez
que esse filtro opera em lac¸o aberto sem realimentac¸a˜o de forma que, a transformac¸a˜o
realizada por ele e´ feita apenas com as entradas externas at−k; k = 1; : : : ; q que lhe sa˜o
fornecidas. Isso quer dizer que e´ garantido que a saı´da tenda a zero apo´s q passos, assim
que o sinal de entrada se anule (Gershenfeld e Weigend, 1994).
1A notac¸a˜o foi trocada de Ψ(B) para (B) para particularizar o modelo MA.
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2.3.2 Modelos Autoregressivos
Diferentemente dos modelos MA(q), os modelos autoregressivos sa˜o realimenta-
dos pelos dados zt−k; k = 1; : : : ; p, da se´rie. Em outras palavras, a saı´da zt pode ser
continuamente processada mesmo depois que a entrada at cessa, uma vez que o modelo
utiliza ale´m da entrada externa, a memo´ria interna do sistema. Formalmente,
zt = at + 1zt−1 + 2zt−2 + : : :+ pzt−p = at +
pX
k=1
kzt−k (2.17)
onde p e´ a ordem do modelo autoregressivo. Este modelo tambe´m e´ conhecido como
filtro de resposta ao impulso infinita (IIR), uma vez que as saı´das na˜o sa˜o apenas uma
transformac¸a˜o das entradas externas at mas tambe´m de uma dinaˆmica interna que
envolve os valores zt−k; k = 1; : : : ; p. A expressa˜o (2.17) define um modelo autoregressivo
de ordem p, ou AR(p).
2.3.3 Modelos Autoregressivos Me´dias Mo´veis
Apo´s um breve conhecimento dos conceitos envolvidos nos processos autoregres-
sivos (AR) e me´dias mo´veis (MA), a ide´ia dos modelos autoregessivos me´dias mo´veis
(ARMA) e´ facilmente compreendida, uma vez que este e´ uma combinac¸a˜o dos modelos
previamente descritos nas sec¸o˜es 2.3.1 e 2.3.2. Matematicamente, o modelo ARMA e´
descrito como:
zt = 1zt−1 + : : :+ pzt−p + at − 1at−1 − : : :− qat−q (2.18)
Em termos do operador de atraso B:
(1− 1B − 2B2 − : : :− pBp)zt = (1− 1B − 2B2 − : : :− qBq)at (2.19)
ou simplesmente,
(B)zt = (B)at (2.20)
onde, (B) e (B) sa˜o polinoˆmios de graus p e q, respectivamente.
Para a modelagem de se´ries temporais que apresentam variac¸a˜o sazonal em sua
estrutura, classes de processos perio´dicos, conhecidos como modelos perio´dicos, fo-
ram inicialmente propostas por (Jones e Brelsford, 1967) e posteriormente estudadas
12 Modelos Cla´ssicos para Previsa˜o de Se´ries Temporais
por (Vecchia, 1985) e (Anderson e Vecchia, 1993). Esses modelos podem ser combinados
aos processos AR(p) e ARMA(p; q), originando, respectivamente, os modelos perio´dicos
autoregressivos (PAR(pm)) e perio´dicos autoregressivos me´dias mo´veis (PARMA(pm; qm)).
A seguir, sera˜o descritas as caracterı´sticas principais desses modelos.
2.4 Modelos Perio´dicos Autoregressivos Me´dias Mo´veis
(PARMA)
Os modelos perio´dicos autoregressivos me´dias mo´veis sa˜o extenso˜es dos me´todos
ARMA(p; q), com p 6= 0; q = 0, (PAR(pm)) ou p 6= 0; q 6= 0, (PARMA(pm; qm)) e sa˜o destinados
a`s se´ries temporais que apresentam variac¸a˜o em sua estrutura (Vecchia, 1985).
Seja uma se´rie temporal sazonal fxtg; t = 1; : : : ; N; com perı´odo s e nu´mero total de
observac¸o˜es N . Em outras palavras, m = 1; 2; : : : ; s observac¸o˜es constituem um conjunto
de dados que determina um perı´odo e r = 1; : : : ; N; o ı´ndice de cada um desses conjuntos.
Logo, o ı´ndice de tempo t pode ser escrito como func¸a˜o de r e m, isto e´, t = t(r;m) =
(r − 1)s+m.
Neste trabalho, sa˜o consideradas se´ries de vazo˜es mensais com perı´odo de 12
meses, ou seja, s = 12, r = 1; 2; : : : ; n e´ o nu´mero de anos e m = 1; 2; : : : ; 12 representa os
meses. Assim, xt(r;m) e´ a observac¸a˜o da se´rie xt no ano r e meˆs m.
Nesse ponto, vale ressaltar que o conceito de estacionariedade e´ extensı´vel para
o caso perio´dico, conforme a definic¸a˜o 3. Dessa forma, o processo e´ periodicamen-
te estaciona´rio se a distribuic¸a˜o de probabilidade conjunta associada a`s k observac¸o˜es
x1(r;m); x2(r;m); : : : ; xk(r;m); 1 < k < N e´ a mesma associada a`s k observac¸o˜es x1+h(r;m); x2+h(r;m)
; : : : ;xk+h(r;m), para qualquer h. Para eliminar o componente sazonal da se´rie e torna´-la
periodicamente estaciona´ria, realiza-se a seguinte mudanc¸a de varia´vel para a padroni-
zac¸a˜o dos dados:
zt(r;m) =
xt(r;m) − m
m
(2.21)
onde m e´ a me´dia e m o desvio padra˜o do meˆs m.
Considerando a periodicidade da se´rie, a ide´ia e´ ajustar s modelos ARMA(pm; qm),
m = 1; : : : ; s, ou seja, um modelo ARMA(pm; qm) para cada meˆs m do ano. Matematica-
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mente, tais modelos sa˜o representados da seguinte forma:
zt(r;m) = at(r;m) +
pmX
i=1
i;mzt(r;m)−i −
qmX
j=1
j;mat(r;m)−j (2.22)
onde i;m e j;m sa˜o func¸o˜es perio´dicas de perı´odo s, at(r;m) e´ um ruı´do branco com
distribuic¸a˜o N(0; m−1), m−1 = 2m; m > 0 e zt(r;m) representa a se´rie padronizada.
O pro´ximo passo e´ estimar os paraˆmetros i;m, j;m e m de modo que seus valo-
res reflitam a relac¸a˜o existente entre os dados a serem previstos. Ha´ diversas metodo-
logias para essa estimac¸a˜o, tais como, o me´todo dos momentos proposto por (Pagano,
1978), o me´todo de infereˆncia bayesiana proposto por (Salas et al., 1980) e o me´todo
de ma´xima vero-similhanc¸a (Vecchia, 1985). Neste trabalho, utilizou-se o me´todo de
ma´xima verossimilhanc¸a.
O me´todo de ma´xima verossimilhanc¸a consiste em adotar, como estimativas dos
paraˆmetros, os valores que maximizam a probabilidade (no caso da varia´vel aleato´ria ser
discreta) ou a densidade de probabilidade (no caso de varia´vel contı´nua) da amostra ob-
servada ter sido obtida.Para obter estimadores de ma´xima verossimilhanc¸a, e´ necessa´rio
conhecer a distribuic¸a˜o da varia´vel em estudo (Hoffmann, 1998).
Considerando a func¸a˜o densidade como uma gaussiana, o objetivo e´ maximizar a
func¸a˜o de verossimilhanc¸a dada por:
Lm(m;m; m j Zm) = 
nm
2
m exp
n
−m
2
(Zm −Xmm + Ymm)t(Zm −Xmm + Ymm)
o
(2.23)
onde,
nm =
8<:n− 1; m = 1; : : : ; pmn; m = pm + s; s = 1; 2; : : : ; 12
Zm =
0BBBBB@
zt(1;m)
zt(2;m)
...
zt(n;m)
1CCCCCA
n1
; m
0BBBBB@
1;m
2;m
...
pm;m
1CCCCCA
pm1
; m
0BBBBB@
1;m
2;m
...
qm;m
1CCCCCA
qm1
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Xm =
0BBBBB@
zt(1;m)−1    zt(1;m)−pm
zt(2;m)−1    zt(2;m)−pm
...
. . .
...
zt(n;m)−1    zt(n;m)−pm
1CCCCCA
npm
;
Ym =
0BBBBB@
at(1;m)−1    at(1;m)−qm
at(2;m)−1    at(2;m)−qm
...
. . .
...
at(n;m)−1    at(n;m)−qm
1CCCCCA
nqm
Os paraˆmetros m, m e m podem ser estimados de forma que a equac¸a˜o (2.23)
seja maximizada. O procedimento segue tomando-se o logaritmo neperiano (ln) de ambos
os membros da equac¸a˜o (2.23):
lm(m;m; m j Zm) = nm2 ln(m)−
m
2
(Zm −Xmm − Ymm)t(Zm −Xmm + Ymm): (2.24)
Derivando parcialmente com relac¸a˜o aos paraˆmetros m, m e m e igualando a
zero, os estimadores de ma´xima verossimilhanc¸a sa˜o dados por:
bm = (XtmXm)−1(XtmZm)(XtmYm^m); (2.25)
bm = (Y tmYm)−1(Y tmZm)(XtmYm^m); (2.26)
b−1m = 1nm (Zm −Xm^m + Ym^m)t(Zm −Xm^m + Ym^m): (2.27)
A ordem do modelo pode ser selecionada atrave´s de diversos crite´rios propostos
na literatura, entre os quais o mais explorado e´ o Bayesian Information Criterium (BIC),
proposto por (Schwarz, 1978), dado pela equac¸a˜o:
BIC = N log b2m +M log N; (2.28)
onde M = pm + qm + 1. Esse crite´rio incorpora a escolha de parcimoˆnia sugerida por
Box & Jenkins, isto e´, utilizar um modelo com o menor nu´mero de paraˆmetros possı´vel,
penalizando caso ocorra o contra´rio (Francelin et al., 1997).
A partir de uma ordem inicial, calcula-se os estimadores de ma´xima verossimi-
lhanc¸a, repetindo esse procedimento para ordens superiores. Atrave´s da minimizac¸a˜o do
crite´rio de selec¸a˜o BIC, determina-se, enta˜o, o modelo PARMA(pm; qm) mais parcimonioso
a ser usado para cada meˆs.
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2.5 Ajuste de Modelos PARMA para Vazo˜es Naturais
Os dados utilizados consistem em uma se´rie histo´rica de vaza˜o natural afluente
me´dia mensal que abrange o perı´odo de janeiro de 1931 a dezembro de 1998 (Figura 2.2),
colhida em postos de medic¸a˜o de vaza˜o, onde existe aproveitamento hidroele´trico. Esse
conjunto de dados compo˜e um banco de vazo˜es histo´ricas mantido pelo ONS.
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Figura 2.2: Histo´rico de vazo˜es: Sobradinho no perı´odo de 1931 a` 1998.
Para avaliar o desempenho do modelo descrito neste capı´tulo foram selecionados
os u´ltimos 8 anos (96 meses) do histo´rico de vaza˜o, correspondente ao perı´odo de 1991 a
1998. Os paraˆmetros do modelo PARMA foram ajustados no perı´odo de janeiro de 1931
a dezembro de 1990.
A se´rie de vaza˜o natural me´dia mensal tem como caracterı´stica o comportamento
perio´dico, em que os dados oscilam entre um valor mı´nimo, que ocorre nos meses secos,
e um ma´ximo, que ocorre nos meses de cheia, com uma variac¸a˜o sazonal, apresentando
um perı´odo aproximado de 12 meses. Este comportamento pode ser observado na Fi-
gura 2.3 e na Tabela 2.1, em que sa˜o apresentados o desvio padra˜o e a me´dia da se´rie
de vaza˜o para o posto de Sobradinho, localizado na bacia do rio Sa˜o Francisco, regia˜o
nordeste do Brasil.
Para retirar o componente sazonal, a se´rie e´ padronizada conforme a equac¸a˜o (2.21),
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Figura 2.3: Se´rie estaciona´ria das vazo˜es de Sobradinho.
Tabela 2.1: Me´dias e desvios padra˜o mensais da se´rie de vazo˜es de Sobradinho.
Meses Me´dia (m) Desvio Padra˜o (m)
Janeiro 4822,6 1407,3
Fevereiro 5119,4 2067,1
Marc¸o 4948,0 2611,4
Abril 3911,6 1738,9
Maio 2430,6 1168,9
Junho 1673,5 535,6
Julho 1376,9 374,7
Agosto 1178,1 293,2
Setembro 1041,6 258,3
Outubro 1164,9 297,9
Novembro 1899,1 703,2
Dezembro 3438,3 1178,9
tornando-se estaciona´ria (Figura 2.3).
E´ importante ressaltar que, considerando o ajuste de um modelo PARMA(pm; qm)
para previsa˜o da se´rie, sa˜o ajustados 12 diferentes modelos ARMA(p; q), um para cada
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meˆs do ano, de acordo com a equac¸a˜o (2.22).
A infereˆncia dos paraˆmetros m = f1;m   pm;mg, m = f1;m    qm;mg e m e´
realizada considerando os estimadores de ma´xima verossimilhanc¸a (EMV) descritos na
sec¸a˜o (2.4). Para o caso das se´ries de vazo˜es, utilizou-se a distribuic¸a˜o normal devi-
do a` ana´lise do histograma representado na Figura 2.4. Pore´m deve-se notar que a
aproximac¸a˜o pode na˜o ser a mais adequada, ja´ que a distribuic¸a˜o apresenta uma certa
assimetria. Isso certamente acarretara´ em algumas dificuldades e perda das proprie-
dades assinto´ticas nas estimativas dos paraˆmetros para ajuste dos modelos de se´ries
temporais.
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Figura 2.4: Histograma da se´rie estaciona´ria para a se´rie de vazo˜es de Sobradinho.
As ordens pm e qm do modelo PARMA foram escolhidas de acordo com o crite´rio
BIC definido na equac¸a˜o (2.28), que leva em considerac¸a˜o os nu´meros de paraˆmetros
M e de dados N , ale´m da variaˆncia 2m = m
−1; m > 0, onde m e´ dado na Tabela 2.3.
Considerando as ordens ma´ximas pm = 5 e qm = 12, verificou-se que para m = 6 (ju-
nho), as ordens pm = 3 e qm = 0 tornam o modelo mais parciomonioso, segundo valores
observados na Tabela 2.2.
Ainda, vale notar, na Tabela 2.2 que, embora o crite´rio BIC e a variaˆncia (2)
tenham valores inferiores para as ordens pm = 4 e pm = 5, escolheu-se a ordem pm = 3.
2Na˜o ha´ grandes vantagens em aumentar a ordem qm, uma vez que o desempenho permanece constante
e o esforc¸o computacional e´ maior.
18 Modelos Cla´ssicos para Previsa˜o de Se´ries Temporais
Tabela 2.2: Valores do crite´rio BIC e da variaˆncia para o meˆs de junho para o posto de
Sobradinho.
pm 1 2 3 4 5
qm 
2 BIC 2 BIC 2 BIC 2 BIC 2 BIC
0 0,14 -134,87 0,10 -156,49 0,07 -174,47 0,06 -175,33 0,06 -176,43
1 0,10 -156,49 0,97 3,86 0,25 -82,73 0,09 -150,63 0,26 -72,32
Isso porque as diferenc¸as tanto do BIC quanto da variaˆncia sa˜o baixas entre a ordem 3
e as ordens 4 e 5. Dessa forma, e´ razoa´vel considerar uma ordem menor, neste caso, 3.
Utilizando a metodologia descrita acima, as estimativas foram obtidas e sa˜o mos-
tradas na Tabela (2.3).
Assim, a ordem dos modelos mensais AR varia entre 1 e 3, com as maiores ordens
ocorrendo nos meses mais secos. Ale´m disso, para o meˆs de julho e´ estabelecida ordem
1 para a modelagem MA.
Tabela 2.3: Estimativas dos paraˆmetros utilizando o me´todo EMV para a se´rie de vazo˜es
de Sobradinho.
Meses 1;m 2;m 3;m 1;m m (pm; qm)
Janeiro 0,6062 – – – 1,7240 (1,0)
Fevereiro 0,4372 – – – 1,4020 (1,0)
Marc¸o 0,7153 – – – 2,3556 (1,0)
Abril 0,6534 – – – 2,1941 (1,0)
Maio 0,8004 – – – 3,2048 (1,0)
Junho 0,6541 0,2045 0,2193 – 16,6742 (3,0)
Julho 1,3363 -0,3687 – -0,4307 19,4301 (2,1)
Agosto 0,9736 – – – 26,3190 (1,0)
Setembro 0,9399 – – – 10,3242 (1,0)
Outubro 0,8156 – – – 3,2251 (1,0)
Novembro 0,6167 – – – 1,8211 (1,0)
Dezembro 0,6165 – – – 1,8829 (1,0)
A seguir, a validac¸a˜o do modelo e´ feita atrave´s do conjunto de dados do perı´odo
de 1991-1998. A Figura (2.5) mostra a previsa˜o um passo a` frente, dada pelo modelo
PARMA ajustado. Nota-se que a performance da aproximac¸a˜o e´ pouco efetiva nos picos
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da curva de previsa˜o que correspondem ao perı´odo u´mido, em que, normalmente, ha´
grande ocorreˆncia de chuvas. Por outro lado, a modelagem nos “vales”, que represen-
tam os meses de seca, acompanha melhor a curva real, embora ainda seja um pouco
deficiente.
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Figura 2.5: Previsa˜o de vazo˜es do posto de Sobradinho utilizando o modelo PARMA para
o perı´odo de 1991 a 1998.
2.6 Resumo
Inicialmente, apresentou-se algumas definic¸o˜es ba´sicas de processos estoca´sticos
a fim de auxiliar o entendimento sobre os modelos de previsa˜o de se´ries temporais.
Baseando-se nesses conceitos, modelos lineares estaciona´rios foram descritos seguindo
a metodologia Box & Jenkins.
A estrutura dessa metodologia e´ composta por treˆs esta´gios principais: identifi-
cac¸a˜o, estimac¸a˜o e validac¸a˜o. Assim, o modelo de se´ries temporais PARMA foi identi-
ficado para a se´rie de vazo˜es mensais de Sobradinho, e atrave´s do me´todo de ma´xima
verossimilhanc¸a os paraˆmetros foram estimados.
20 Modelos Cla´ssicos para Previsa˜o de Se´ries Temporais
O crite´rio para verificar a ordem com que o modelo se mostra mais parcimoni-
oso foi o Bayesian Information Criterium (BIC), de acordo com o valor calculado pela
sua equac¸a˜o. Esse valor leva em considerac¸a˜o a variaˆncia do modelo, o nu´mero de
paraˆmetros envolvidos e o nu´mero de dados da se´rie. A ordem que possuir menor valor
BIC, corresponde ao modelo PARMA(pm; qm) que melhor ajusta os dados.
Capı´tulo 3
Redes Neurais Artificiais
Redes Neurais Artificiais (RNAs) sa˜o poderosas ferramentas para tratar uma gran-
de diversidade de problemas, tais como classificac¸a˜o e reconhecimento de padro˜es, pro-
cessamento de sinais, aproximac¸a˜o de func¸o˜es e previsa˜o de se´ries temporais.
Neste capı´tulo e´ discutida a aplicac¸a˜o de duas estruturas de RNAs para a previsa˜o
de vazo˜es naturais me´dias mensais, um passo a` frente. Inicialmente, a previsa˜o e´ feita
utilizando uma rede neural multicamadas, seguida de uma rede hı´brida que agrega a
representatividade dos sistemas nebulosos.
3.1 Introduc¸a˜o
As RNAs constituem sistemas de processamento distribuı´do paralelo que, por se-
rem baseados no funcionamento do sistema nervoso biolo´gico, possuem propensa˜o na-
tural de armazenar conhecimento experimental (Haykin, 1994). Assim como o ce´rebro
humano e´ capaz de transmitir e/ou armazenar informac¸o˜es atrave´s de impulsos ner-
vosos entre os neuroˆnios, as RNAs possuem conexo˜es inter-neurais, representadas por
pesos sina´pticos, com func¸a˜o de armazenar e processar o conhecimento.
Do ponto de vista estrutural, as RNAs podem ser classificadas como redes neu-
rais esta´ticas (na˜o recorrentes) ou como redes neurais recorrentes (dinaˆmicas) (Haykin,
1994). A principal diferenc¸a entre as duas estruturas e´ a presenc¸a ou na˜o de conexo˜es
que realimentem os neuroˆnios presentes na arquitetura da rede. Quando na˜o existe
dependeˆncia das saı´das atuais com seus valores passados, as redes sa˜o esta´ticas. Entre
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essas estruturas, se destacam as rede neurais multicamadas (Multi Layer Perceptron -
MLP) por serem amplamente utilizadas na literatura.
Por outro lado, as redes recorrentes sa˜o capazes de representar uma grande va-
riedade de comportamentos dinaˆmicos, uma vez que a presenc¸a de realimentac¸a˜o de
informac¸a˜o permite a criac¸a˜o de representac¸o˜es internas e dispositivos de memo´ria ca-
pazes de processar e armazenar informac¸o˜es temporais e sequ¨enciais (Von Zuben, 1996).
Ale´m disso, uma das tendeˆncias mais recentes e´ utilizar conjuntamente as poten-
cialidades das RNAs com as de outras teorias, resultando em modelos hı´bridos. Entre
outras, uma das fuso˜es mais bem sucedidas combina tanto o poder de aprendizagem
das redes neurais quanto a capacidade de representac¸a˜o dos sistemas nebulosos. Essa
combinac¸a˜o e´ denominada rede neural nebulosa, ou simplesmente rede neurofuzzy.
3.2 Um Breve Histo´rico da A´rea de RNAs e sua Aplicac¸a˜o em
Previsa˜o
O primeiro modelo matema´tico para um neuroˆnio biolo´gico foi proposto por Mc-
Culloch e Pitts em 1943 (McCulloch e Pitts, 1943) e considera a saı´da do neuroˆnio uma
resposta bina´ria a um estı´mulo fornecido. Apesar de apresentar grande poder computa-
cional, faltavam-lhe caracterı´sticas adaptativas e de aprendizagem, imprescindı´veis em
modelos de sistemas inteligentes (Ballini, 2000).
Apo´s a publicac¸a˜o do trabalho de McCulloch e Pitts, muitos foram os avanc¸os
na a´rea de redes neurais durante as de´cadas subsequ¨entes por pesquisadores de a´reas
como a neurofisiologia (Hebb, 1949) e a engenharia (Rosenblatt, 1958), introduzindo e
aperfeic¸oando paradigmas de aprendizagem. Em meados da de´cada de 60, (Hu, 1964)
sugere o primeiro modelo de RNA para previsa˜o de se´ries temporais, utilizado em dados
meteorolo´gicos.
Apesar do aparente sucesso dos modelos desenvolvidos, em 1969, Minsky e Pa-
pert (Minsky, 1969) mostraram as limitac¸o˜es da rede perceptron com uma u´nica camada
para problemas na˜o linearmente separa´veis, o que levou a um declı´nio nas investigac¸o˜es
de metodologias relacionadas a` a´rea de redes neurais.
Entretanto, alguns trabalhos importantes foram publicados durante essa de´cada,
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destacando-se os mapas auto-organiza´veis (Kohonen, 1982). No inı´cio da de´cada de 80,
o interesse na teoria das RNAs foi reativado apo´s a publicac¸a˜o dos estudos de John Hop-
field (Hopfield, 1982) baseados no princı´pio fı´sico de armazenamento de informac¸a˜o em
configurac¸o˜es dinamicamente esta´veis, sendo este um dos primeiros modelos a introdu-
zir dinaˆmica em RNAs (Von Zuben, 1996).
Em 1986, atrave´s da publicac¸a˜o do livro Parallel Distributed Processing (Rumelhart
e McClelland, 1986), o algoritmo de retropropagac¸a˜o (backpropagation), previamente
proposto por Werbos (Werbos, 1974), foi divulgado e, atualmente, e´ o algoritmo mais po-
pular para o treinamento de RNAs esta´ticas multicamadas. A partir disso, pesquisadores
de diversas a´reas aumentaram seu interesse em aplicac¸o˜es de RNAs, particularmente
no campo de previsa˜o de se´ries temporais, foco deste trabalho. Neste contexto, (Weigend
et al., 1990), (Weigend et al., 1992) conduziram um trabalho sobre estruturas neurais
para previsa˜o de se´rie temporais reais.
Ale´m de considerarem as na˜o linearidades presentes entre as entradas e as
saı´das, as RNAs possuem caracterı´sticas bastante atraentes (Zhang et al., 1998):
 Na˜o requerem a priori informac¸o˜es sobre o modelo pois aprendem a partir de
exemplos e, assim, capturam relac¸o˜es funcionais entre os dados mesmo se tais
relac¸o˜es sejam dificilmente descritı´veis. Para que uma RNA possa aprender e
garantir um bom desempenho no resultado, o conjunto de dados disponı´veis deve
ser suficientemente grande. Nesse sentido, estes modelos podem ser tratados
como um me´todo estatı´stico multivariado na˜o-parame´trico e na˜o-linear.
 Teˆm a capacidade de generalizar. Apo´s a fase de aprendizagem, quando ja´ possu-
em algum conhecimento sobre as caracterı´sticas do conjunto de dados, as RNAs
conseguem inferir na populac¸a˜o restante mesmo se os dados amostrais conteˆm
ruı´do nas informac¸o˜es.
 Sa˜o aproximadores universais, isto e´, podem aproximar uma func¸a˜o contı´nua,
definida sob um domı´nio compacto, com a precisa˜o desejada.
Diversos estudos comparando o desempenho dos modelos de RNAs e das cla´ssicas
abordagens propostas por Box e Jenkins (Box et al., 1994) para previsa˜o de se´ries tempo-
rais veˆm sendo realizados. Entre outros trabalhos, destacam-se (Tang et al., 1991), (Tang
e Fishwick, 1993) e (Gershenfeld e Weigend, 1994).
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A seguir, os paraˆmetros que compo˜em a estrutura de uma RNA e me´todos de
aprendizagem sa˜o descritos detalhadamente.
3.3 Componentes e Treinamento de uma RNA
O funcionamento e o desempenho de uma RNA dependem diretamente da escolha
dos componentes adotados em sua estrutura e dos me´todos adotados em seu processo
de aprendizagem.
3.3.1 O Neuroˆnio Artificial e as Func¸o˜es de Ativac¸a˜o
Inicialmente, e´ necessa´rio compreender a unidade ba´sica de processamento de
uma RNA, denominada neuroˆnio artificial. Essa unidade processa suas entradas atrave´s
da soma ponderada e de uma func¸a˜o de ativac¸a˜o. A func¸a˜o de ativac¸a˜o e´ o primeiro
componente a ser escolhido na estrutura de um neuroˆnio para uma dada aplicac¸a˜o.
A Figura 3.1 mostra o modelo gene´rico de um neuroˆnio artificial onde f() e´ a
func¸a˜o de ativac¸a˜o do neuroˆnio.
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P
yf(z)
z
Func¸a˜o Soma
Func¸a˜o de Ativac¸a˜o
Saı´da
Entradas
Figura 3.1: Modelo de neuroˆnio artificial.
Matematicamente, a saı´da do neuroˆnio e´ dada por:
y = f(
MX
i=1
xiwi) = f(z) (3.1)
sendo xi; i = 1; : : : ;M , as entradas e wi os pesos sina´pticos correspondentes.
Por exemplo, para modelo de neuroˆnio proposto por McCulloch e Pitts, a func¸a˜o
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de ativac¸a˜o f(z) e´ uma func¸a˜o degrau da seguinte forma:
f(z) =
(
1; se z > a;
0; se z  a:
(3.2)
A func¸a˜o de ativac¸a˜o pode ser definida principalmente por outros treˆs tipos de
func¸o˜es: linear, logı´stica ou tangente hiperbo´lica (Haykin, 1994). A primeira e´ descrita
da seguinte forma:
f(z) =
8>>><>>>:
0; se z  ;
z − 
 −  se  < z  ;
1; se z > :
(3.3)
com,  e  previamente definidos. Ja´ as func¸o˜es logı´stica e tangente hiperbo´lica sa˜o
representadas respectivamente como:
f(z) =
1
1 + exp−γz
(3.4)
f(z) =
expγz − exp−γz
expγz + exp−γz
(3.5)
sendo, γ o ponto de inflexa˜o de uma func¸a˜o sigmoidal. Note que, as func¸o˜es sigmoi-
dais (3.4) e (3.5) possuem suas imagens em intervalos diferentes, isto e´, para a func¸a˜o
logı´stica f(z) 2 [0; 1], enquanto que, para a tangente hiperbo´lica f(z) 2 [−1; 1].
A organizac¸a˜o dos neuroˆnios de uma RNA e´ feita em camadas, sendo a primeira,
denominada camada de entrada e a u´ltima, camada de saı´da. O nu´mero de camadas in-
termedia´rias e o nu´mero de neuroˆnios em cada uma delas sa˜o escolhidos empiricamente
de acordo com a maior ou menor necessidade de se processar as entradas da rede, isto
e´, os nu´meros de camadas e de neuroˆnios aumentam, caso o conjunto de dados exija
um processamento mais refinado para capturar caracterı´sticas na˜o lineares.
Os neuroˆnios recebem as informac¸o˜es das entradas e propagam-nas atrave´s dos
pesos wi; i = 1; : : : ;M , procedimento que simula o processamento sina´ptico. Os pesos
sina´pticos sa˜o paraˆmetros adapta´veis ajustados via processo de treinamento (Haykin,
1994). Esse processo pode ser classificado, principalmente, como treinamento supervi-
sionado, treinamento na˜o supervisionado ou treinamento por reforc¸o. Neste trabalho,
dois tipos de processos de treinamento (alternativamente, aprendizagem) sa˜o utilizados,
o supervisionado e o na˜o supervisionado. Ambos sera˜o descritos com mais detalhes a
seguir.
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3.3.2 Treinamento Supervisionado
O treinamento supervisionado caracteriza-se pela disponibilidade de conhecimen-
to ou informac¸a˜o sobre um sistema na forma de padro˜es entrada-saı´da (Haykin, 1994).
Aplicando um algoritmo de treinamento supervisionado, uma RNA adquire conhecimen-
to ou informac¸a˜o relevante sobre um problema de forma ana´loga a`quela utilizada pelo
ser humano e outros animais, ou seja, a partir de exemplos e de experieˆncia (Von Zu-
ben, 1996). Contudo, essa experieˆncia e´ baseada apenas nos exemplos fornecidos pelo
conjunto de treinamento. Caso aparec¸a uma situac¸a˜o nova e particular, a RNA pode
apresentar dificuldades na modelagem, diminuindo o desempenho.
Um processo supervisionado segue basicamente o seguinte esquema. Conside-
rando um conjunto de treinamento composto por padro˜es entrada-saı´da desejada; para
uma dada entrada, a objetivo e´ ajustar os paraˆmetros da rede atrave´s da comparac¸a˜o
entre a saı´da desejada da rede e a saı´da correspondente. O ajuste e´ feito com base no
sinal de erro, calculado pela diferenc¸a entre a saı´da desejada (conjunto de treinamento)
e a saı´da da rede.
O algoritmo de treinamento mais difundido e utilizado na literatura e´ o de retro-
propagac¸a˜o (backpropagation) (Rumelhart e McClelland, 1986). Esse me´todo consiste
em duas fases. Na primeira, conhecida como fase de propagac¸a˜o direta (forward), as
entradas sa˜o apresentadas e propagadas atrave´s da rede, camada a camada, calculando
a saı´da de cada neuroˆnio. Durante essa fase os pesos sa˜o fixos e a saı´da calculada e´
comparada com a saı´da desejada, resultando em um erro para cada unidade de saı´da.
Na segunda fase, o erro calculado e´ propagado da camada de saı´da para a camada de
entrada, fase de propagac¸a˜o reversa (backward), e os pesos sa˜o ajustados de acordo
com a regra de correc¸a˜o do erro, originando o termo retropropagac¸a˜o do erro. A segunda
fase pode ser formulada como um problema de otimizac¸a˜o na˜o linear irrestrita, tendo
os pesos sina´pticos como varia´veis de decisa˜o e o objetivo e´ minimizar a somato´ria dos
erros quadra´ticos de todos os neuroˆnios de saı´da. No algoritmo de retropropagac¸a˜o
tradicional, para resolver o problema de otimizac¸a˜o, adota-se o me´todo do gradiente
descendente, que considera apenas condic¸o˜es de primeira ordem a partir da func¸a˜o
objetivo.
Muitas metodologias de treinamento foram desenvolvidas com base no algoritmo
de retropropagac¸a˜o a fim de aumentar o desempenho ou a velocidade de convergeˆncia
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(Jacobs, 1988).
3.3.3 Treinamento Na˜o Supervisionado
Nos me´todos na˜o supervisionados a aprendizagem se processa sem que as saı´das
corretas sejam fornecidas. Esses me´todos capacitam as redes neurais extrair correlac¸o˜es
presentes nos dados de entrada. Apo´s a aprendizagem, a rede neural torna-se capaz de
classificar suas entradas de acordo com as correlac¸o˜es aprendidas (Figueiredo, 1997).
Neste trabalho, esse tipo de aprendizagem e´ aplicado no treinamento da estrutura
neurofuzzy, proposta em (Figueiredo, 1997), para o ajuste dos paraˆmetros da segunda
camada da rede. O me´todo utilizado durante essa etapa e´ baseado em me´todos com-
petitivos utilizados pelas redes de Kohonen, ou seja, na aprendizagem, apo´s receberem
um sinal de entrada, os neuroˆnios competem entre si e vence aquele que apresentar a
menor distaˆncia entre os correspondentes pesos sina´pticos e as entradas.
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A arquitetura da rede MLP (Figura 3.2) e´ composta por neuroˆnios conectados,
seguindo uma formac¸a˜o em camadas. Essas conexo˜es sa˜o responsa´veis por propagar as
entradas xi; i = 1; : : : ;M . As unidades de entrada, que compo˜em essa camada, teˆm o
objetivo de difundir o sinal inicial sem nenhuma modificac¸a˜o para a segunda camada.
Na Figura 3.2, o j-e´simo neuroˆnio da camada k; k = 1; : : : ;K e´ representado por pkj e esta´
conectado ao neuroˆnio i da camada anterior com o peso sina´ptico wkji correspondente. O
sinal de entrada e´ processado ao longo da rede, e apo´s percorrer todas as suas camadas,
produz uma resposta gerada pelos neuroˆnios da camada de saı´da. Essa resposta e´
representada pelo sinal yj ; j = 1; : : : ;MK .
Assim, a arquitetura de uma MLP apresenta treˆs caracterı´sticas distintas (Ballini,
2000):
 Variac¸o˜es quanto ao nu´mero de camadas e neuroˆnios intermedia´rios da rede;
 Tipo de conexa˜o determinada pelas sinapses (esta´tica ou recorrente);
 Func¸a˜o de ativac¸a˜o.
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Figura 3.2: Arquitetura de uma rede MLP.
Como foi dito na sec¸a˜o 3.3.2, o me´todo mais popular para o treinamento super-
visionado e´ o de retropropagac¸a˜o. A extrac¸a˜o do conhecimento e´ realizada a partir de
um conjunto de N padro˜es entrada-saı´da f(x1;d1); : : : ; (xl;dl); : : : ; (xN ;dN )g, com xl =
(xl1 : : : x
l
i : : : x
l
M ) e d
l = (dl1 : : : d
l
j : : : d
l
MK
). Na fase de propagac¸a˜o direta (forward), o sinal
de entrada xl e´ propagado camada a camada e a respectiva saı´da yl = (yl1 : : : y
l
j : : : y
l
MK
) e´
comparada a` saı´da desejada dl. Assim, para cada neuroˆnio pKj ; j = 1; : : : ;MK da camada
de saı´da, na t-e´sima apresentac¸a˜o de um padra˜o (xl;dl), define-se um erro associado:
elj(t) = d
l
j(t)− ylj(t) (3.6)
O valor instantaˆneo do erro quadra´tico para o neuroˆnio de saı´da j e´ definido como sendo
1
2(e
l
j(t))
2. A soma dos erros quadra´ticos e´ obtida para todos os neuroˆnios da camada de
saı´da, isto e´:
l(t) =
1
2
MKX
j=1
(elj(t))
2 (3.7)
Considerando o nu´mero total N de pares entrada-saı´da contidos no conjunto de
treinamento, o erro quadra´tico me´dio e´ obtido pela soma dos erros correspondentes a
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cada padra˜o, normalizado com relac¸a˜o ao nu´mero de padro˜es N :
E =
1
N
NX
l=1
l (3.8)
O objetivo do processo de aprendizagem e´ ajustar os paraˆmetros livres (pesos) da
rede para minimizar E. Para a derivac¸a˜o do algoritmo de retropropagac¸a˜o, e´ considerado
um me´todo de treinamento em que os pesos sa˜o ajustados padra˜o-a-padra˜o, ou seja, o
ajuste dos pesos e´ realizado a partir do o erro calculado para cada entrada apresentada
a` rede, conforme (3.7).
Para a resoluc¸a˜o do problema de otimizac¸a˜o do erro (3.8), adota-se o algoritmo de
aproximac¸a˜o estoca´stica. Esta aproximac¸a˜o e´ aplicada em problemas em que o ambiente
e´ desconhecido, como, por exemplo, no caso do treinamento de retropropagac¸a˜o, em que
a func¸a˜o a ser minimizada e´ definida por amostragem e na˜o tem uma equac¸a˜o conhecida.
Dessa forma, os pesos seguem uma trajeto´ria aleato´ria ao minimizar uma estimativa
instantaˆnea da func¸a˜o E ((3.8)). Consequ¨entemente, o vetor gradiente e´ “aleato´rio” e sua
acura´cia aumenta a` medida que o nu´mero de iterac¸o˜es t tende ao infinito (Haykin, 1994).
A correc¸a˜o do erro e´ calculada para cada camada k, composta por Mk neuroˆnios da
seguinte forma1:
wkji(t) = −
@(t)
@wkji(t)
(3.9)
sendo  a taxa de aprendizagem.
Para aumentar a velocidade de aprendizagem sem aumentar a taxa de aprendiza-
gem  e tornar a rede insta´vel, utiliza-se um me´todo simples que modifica a regra (3.9),
adicionando um termo momentum, como proposto por (Rumelhart et al., 1986):
wkji(t) = −
@(t)
@wkji(t)
+ wkji(t− 1) (3.10)
ou seja, uma generalizac¸a˜o de (3.9) para  6= 0. O termo momentum relaciona as
alterac¸o˜es dos pesos sina´pticos na iterac¸a˜o t com as alterac¸o˜es realizadas na iterac¸a˜o
t − 1. A utlizac¸a˜o desta constante dificulta a mudanc¸a de tendeˆncia na atualizac¸a˜o
dos pesos, podendo ainda ser usada para reduzir a possibilidade de ocorrer mı´nimos
locais (Ballini, 2000).
1A partir deste ponto, o superı´ndice l, referente ao l-e´simo padra˜o, sera´ omitido para simplificar a
notac¸a˜o.
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Explicitando a func¸a˜o (t) e aplicando sucessivamente a regra da cadeia, calcula-
se a derivada parcial @(t)=@wkji. Dessa forma, o ajuste dos pesos sina´pticos e´ dado por:
wkji(t+ 1) = w
k
ji(t) + w
k
ji(t) (3.11)
A aprendizagem termina, caso a rede tenha alcanc¸ado o ı´ndice de desempenho
estabelecido, isto e´, jjEjj  max, sendo jj  jj a norma Euclidiana e max um limiar su-
ficientemente pequeno. Alternativamente, a aprendizagem termina caso o nu´mero de
iterac¸o˜es ultrapasse um valor ma´ximo especificado (Haykin, 1994).
A seguir, sera˜o apresentadas as caracterı´sticas topolo´gicas de uma rede MLP
quando aplicada ao problema de previsa˜o de vazo˜es.
3.4.1 Aplicac¸a˜o da Rede MLP para Previsa˜o de Vazo˜es
Nesta sec¸a˜o, as redes MLP sa˜o aplicadas a` previsa˜o de se´ries de vaza˜o afluente.
Analogamente ao Capı´tulo 2, os dados utilizados caracterizam o posto de Sobradinho e
o perı´odo de teste e´ definido entre os anos de 1991 e 1998. Os dados sa˜o incialmente
normalizados no intervalo [0; 1]. Ale´m disso, uma rede MLP e´ ajustada para cada meˆs do
ano, resultando em 12 modelos MLP(m), m = 1; : : : ; 12, cada um com uma arquitetura
diferente.
A topologia da rede possui a primeira camada com M entradas, uma camada
intermedia´ria com M1 neuroˆnios sigmoidais (logı´stica) e a camada de saı´da com um
neuroˆnio linear. Logo, e´ necessa´rio estabelecer os valores de M , M1, a taxa de apren-
dizagem  e o termo momentum . Para determinar esses paraˆmetros que compo˜e a
topologia da rede, utiliza-se a te´cnica estatı´stica de validac¸a˜o cruzada (Stone, 1974).
O procedimento inicial da te´cnica de validac¸a˜o cruzada consiste em particionar o
conjunto de treinamento em dois subconjuntos distintos (Ballini, 2000):
 Um subconjunto usado durante a aprendizagem da rede para a estimac¸a˜o dos
paraˆmetros do modelo, denominado subconjunto de treinamento,
 Um subconjunto usado para avaliar a evoluc¸a˜o do desempenho do modelo, ou
seja, para a validac¸a˜o da rede, denominado subconjunto de validac¸a˜o. Este sub-
conjunto corresponde a uma pequena parte do conjunto de treinamento, variando
de 10% a 20 % do seu tamanho.
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A seguir, a partir do subconjunto de treinamento, estima-se os paraˆmetros da
rede e utilizando esses paraˆmetros no subconjunto de validac¸a˜o, verifica-se o desempe-
nho de va´rias topologias da rede. A melhor topologia e´ escolhida de acordo com erros
apresentados durante a validac¸a˜o. Quanto menores os erros, melhor e´ o desempenho
da rede testada.
Apo´s encontrada a melhor arquitetura, a rede e´ novamente treinada com todo
o conjunto de treinamento. So´ enta˜o, o conjunto de teste e´ utilizado para verificar a
capacidade de generalizac¸a˜o da rede. Estes resultados auxiliam na escolha da melhor
topologia, em termos de generalizac¸a˜o.
A Tabela 3.1 mostra os valores desses paraˆmetros para cada meˆs.
Tabela 3.1: Topologias das redes MLP escolhidas para cada meˆs.
Meˆs Jan Fev Mar Abr Mai Jun Jul Ago Set Out Nov Dez
M=M1 2/7 6/31 1/14 3/28 3/6 6/9 2/18 2/23 2/30 3/33 3/30 1/32
 0,25 0,5 0,5 0,75 0,5 0,5 0,25 0,75 0,75 0,5 0,75 0,75
 0,25 0,5 0,75 0,5 0,75 0,75 0,75 0,75 0,75 0,75 0,75 0,5
A Figura 3.3 mostra a previsa˜o um passo a` frente, para o perı´odo de 1991 e
1998. Observa-se resultados satisfato´rios para os perı´odos de seca, representados pelas
regio˜es dos “vales” do gra´fico; por outro lado, nas regio˜es de “picos”, a curva prevista
na˜o acompanha bem a curva real. Isso demonstra, neste caso, a dificuldade do modelo
MLP(m), com camada de saı´da linear, em prever vazo˜es em perı´odos u´midos ou de cheia,
em constraste com o bom desempenho nos perı´odos de seca.
A seguir, a classe de redes neurais nebulosas utilizada neste trabalho sera´ de-
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Figura 3.3: Previsa˜o de vazo˜es do posto de Sobradinho utilizando o modelo MLP(m) para
o perı´odo de 1991 a 1998.
talhada e aplicada a` se´rie de vazo˜es de Sobradinho, analogamente ao que foi realizado
nesta sec¸a˜o.
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3.5 Redes Neurais Nebulosas
Sistemas nebulosos sa˜o sistemas computacionais desenvolvidos a partir dos con-
juntos nebulosos e da lo´gica nebulosa, visando aproveitar de maneira pragma´tica o po-
tencial destas teorias. Estes sistemas processam o conhecimento e inferem concluso˜es
a partir dos padro˜es apresentados (Pedrycz et al., 1995). Essencialmente, estes sistemas
sa˜o capazes de processar o conhecimento de forma compreensı´vel e de manipular incer-
tezas e impreciso˜es visando solucionar problemas reais complexos (Zimmermann, 1987).
A` medida que as teorias relacionadas a`s redes neurais e aos sistemas nebulosos
se desenvolviam, observou-se que esses paradigmas poderiam ser unificados, resultan-
do em sistemas de caracterı´sticas mais completas no que se refere a`s suas capacidades
inteligentes. O uso concomitante das duas abordagens resulta numa compensac¸a˜o das
deficieˆncias de cada uma. De um lado, as redes neurais sa˜o limitadas em represen-
tar o conhecimento de forma explı´cita, mas exibem sua inclinac¸a˜o para o aprendizado.
Por outro lado, os sistemas nebulosos sa˜o fracos sob o ponto de vista da aquisic¸a˜o
automa´tica de conhecimento, pore´m valem-se amplamente de suas caracterı´sticas com
relac¸a˜o a` manipulac¸a˜o de termos lingu¨ı´sticos (Ballini, 2000). O resultado dessa simbiose
resultou nas redes neurais nebulosas (Pedrycz e Gomide, 1998).
Em se tratando da previsa˜o de se´ries temporais, as redes neurais nebulosas,
ou simplesmente, redes neurofuzzy, teˆm se mostrado bastante eficientes e promisso-
ras (Luna et al., 2003). Por esse motivo, diversos algoritmos de aprendizagem veˆm sendo
propostos com o objetivo de aprimorar o funcionamento e o desempenho desse tipo de
rede para os mais diversos tipos de se´ries temporais.
Em particular, uma classe de redes neurais nebulosas com aprendizagem cons-
trutiva e competitiva e´ considerada nesse trabalho. Esse modelo foi desenvolvido por
(Figueiredo e Gomide, 1999) e aplicado a` previsa˜o de vazo˜es em (Ballini, 2000). A topo-
logia e´ caracterizada, essencialmente, por duas propriedades: o mapeamento das regras
nebulosas que compo˜em a estrutura da rede e´ direto e o processamento neural deve
equivaler totalmente a um mecanismo de infereˆncia nebulosa. Logo, essa aproximac¸a˜o
possui natureza implicitamente dual, ou seja, pode ser vista tanto como uma rede neu-
ral quanto como um sistema de infereˆncia baseado em regras nebulosas (Figueiredo
et al., 2004).
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Arquitetura da Rede Neural Nebulosa
A estrutura da rede neural nebulosa (RNN) processa um conjunto de regras ne-
bulosas da forma “Se um conjunto de condic¸o˜es e´ satisfeito Enta˜o um conjunto de con-
sequ¨entes e´ inferido” e compo˜em uma base de regras, que pode ser definida da seguinte
forma:
entradas: x1 e´ A1 e : : : e xM e´ AM
Se x1 e´ A11 e : : : e xM e´ A
1
M Enta˜o y e´ w
1
regras: Se x1 e´ Ai1 e : : : e xM e´ A
i
M Enta˜o y e´ w
i
Se x1 e´ A
Q
1 e : : : e xM e´ A
Q
M Enta˜o y e´ w
Q
saı´da: y = y(x)
sendo xj ; j = 1; : : : ;M varia´veis nebulosas do espac¸o de entrada; Aj e Aij conjuntos
nebulosos, i = 1; : : : ; Q o ı´ndice que denota a regra nebulosa; e wi e y os valores dos
consequ¨entes das regras e varia´vel do espac¸o de saı´da, respectivamente.
Seja o grau de pertineˆncia da entrada xk em relac¸a˜o ao conjunto nebuloso Aij
dado por Aij(xk) = a
i
jk, se xk 2 Ik = (xI ; xF ], com Ik; k = 1; : : : ; Q representando o k-
e´simo intervalo de discretizac¸a˜o em relac¸a˜o a` entrada xk. A implementac¸a˜o do mecanis-
mo de infereˆncia nebulosa pode ser obtida de va´rias formas (Pedrycz e Gomide, 1998).
Em (Figueiredo, 1997) foi utilizado um dos me´todos mais conhecidos, proposto por (Yager
e Filev, 1994), em que a saı´da y e´ determinada atrave´s dos seguintes passos:
1. Comparac¸a˜o: Para cada regra i e para cada antecedente j, computar a medida de
possibilidade P ij entre os conjuntos nebulosos Aj e A
i
j:
P ij (x) = SkfT (ajk; aijk)g (3.12)
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com S e T denotando operadores lo´gicos, correspondentes a s-norma e t-norma,
respectivamente com S sendo aplicada para todo intervalo de discretizac¸a˜o k, e
x = (x1; : : : ; xM )0 representando a entrada da rede.
2. Agregac¸a˜o dos Antecedentes: Para cada regra i, agregar os valores de cada um dos
antecedentes, resultando no nı´vel de ativac¸a˜o H i definido por:
H i(x) = TjfP ij (x)g (3.13)
3. Agregac¸a˜o de Regras: Computar a saı´da y da seguinte forma:
y(x) =
QX
i=1
H i(x)wi
QX
i=1
H i(x)
(3.14)
A unidade ba´sica de processamento e´ denominada neuroˆnio nebuloso, cujo mo-
delo geral e´ mostrado na Figura 3.4. Matematicamente, a saı´da desse neuroˆnio e´ dada
por:
y(x) = ’(( (x))) = ’(( 1(x1); : : : ;  M (xM ))) (3.15)
com  : <M ! <M o operador sina´ptico,  : <M ! < o operador de agregac¸a˜o e ’ : < ! <
e´ a func¸a˜o de ativac¸a˜o.
x1
xM
...
 1
 M
 ’ y
Figura 3.4: Modelo geral de neuroˆnio nebuloso.
A arquitetura da rede nebulosa e´ esta´tica e apresenta cinco camadas, conforme
mostra a Figura 3.5. A primeira camada e´ dividida em M grupos de neuroˆnios, cada um
associado a uma varia´vel de entrada. Cada neuroˆnio k do j-e´simo grupo esta´ associado
a um intervalo de discretizac¸a˜o do espac¸o de entradas cuja saı´da ajk 2 f0; 1g de modo
que, para o k-e´simo intervalo Ik = (xI ; xF ], ajk e´ definido como:
ajk = ’(xj)
(
1; se xj 2 (xjI ; xjF ];
0; caso contra´rio
(3.16)
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ou seja, para a primeira camada, atribui-se a func¸a˜o identidade para  e  na equac¸a˜o (3.15).
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w1
wQ
a111
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Figura 3.5: Arquitetura da rede neural nebulosa.
A segunda camada e´ composta por Q grupos de regras cada qual com M neuroˆnios
(nu´mero de antecedentes de cada regra). Esta camada e´ responsa´vel pelo primeiro pas-
so do processo de infereˆncia, denominado comparac¸a˜o (Ballini, 2000). Considerando o
j-e´simo neuroˆnio do i-e´simo grupo de regras, a medida de possibilidade P ij e´ calculada,
de acordo com a equac¸a˜o (3.12), assumindo  = t-norma,  = s-norma e ’ = identidade
no neuroˆnio geral representado por (3.15).
A terceira camada, por sua vez realiza a agregac¸a˜o dos antecedentes de cada
grupo de regras i da camada anterior (equac¸a˜o 3.13). Neste caso, considera-se, no
neuroˆnio geral, a func¸a˜o  = t-norma e as demais,  e ’ como func¸o˜es identidade.
A quarta camada processa os valores do numerador e do denominador de (3.14),
atrave´s de dois neuroˆnios, cujo operador de agregac¸a˜o associado e´ a soma alge´brica.
A diferenc¸a entre esses dois neuroˆnios e´ o peso atribuı´do a`s conexo˜es sina´pticas. Um
desses neuroˆnios se conecta aos i; i = 1; : : : ; Q, neuroˆnios da terceira camada com pesos
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wi. Dessa forma, considerando que  = produto,  = soma alge´brica e ’ = identidade,
as saı´das desse neuroˆnio sa˜o os numeradores de (3.14). Por outro lado, o valor atribuı´do
aos pesos sina´pticos que conectam o outro neuroˆnio da quarta camada as neuroˆnios da
camada anterior e´ unita´rio. Logo, tomando os operadores  e ’ como func¸o˜es identidade
e  =soma alge´brica, obteˆm-se os denominadores de (3.14).
Finalmente, o processamento realizado na quinta camada equivale ao passo 3 do
processo de infereˆncia, denominado agregac¸a˜o de regras, uma vez que esta u´ltima cama-
da possui apenas um neuroˆnio que calcula a raza˜o entre as saı´das dos dois neuroˆnios
da camada anterior fornecendo a saı´da da rede neural.
Me´todo de Aprendizagem
A estrate´gia de aprendizagem na rede neural nebulosa se divide em duas fa-
ses (Ballini, 2000). Na primeira, a rede aprende os paraˆmetros que determinam os con-
juntos nebulosos, Aij(), dos antecedentes das regras. Considerando que, os conjuntos
nebulosos sa˜o representados por func¸o˜es de pertineˆncia, F ij (), sime´tricas e do mesmo
tipo, os paraˆmetros que definem essas func¸o˜es sa˜o os valores modais cij e as disperso˜es
ri. Desse modo, e´ possı´vel ajustar os pesos sina´pticos aijk, da segunda camada, uma vez
que:
aijk = F
i
j (xj); tal que xj 2 Ik = [xI ; xF ) (3.17)
Essa fase e´ realizada por um treinamento na˜o supervisionado, baseado nas redes
tipo Kohonen, o que implica a existeˆncia de competic¸a˜o entre os neuroˆnios.
Por outro lado, na segunda fase, desenvolve-se a aprendizagem dos consequ¨entes
das regras, de modo que os pesos, wi a serem ajustados, sa˜o pertencentes a` quarta
camada (Figura 3.5). O treinamento, neste caso, e´ supervisionado e baseado no me´todo
do gradiente. Logo, analogamente ao treinamento por retropropagac¸a˜o apresentado na
sec¸a˜o 3.4, e´ fornecido um conjunto de pares entrada-saı´da desejada, (xl; dl), com xl =
(xl1; : : : ; x
l
M ); l = 1; 2; : : :
2.
Em suma, o me´todo de aprendizagem, composto pelas duas fases descritas, con-
siste em ajustar os valores modais, as disperso˜es e os pesos, minimizando, a cada
2Daqui em diante, o superı´ndice l sera´ omitido para simplificar a notac¸a˜o.
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iterac¸a˜o t, o erro quadra´tico3:
E(x; t) = E(x(t)) =
1
2
(d(t)− y(t))2 (3.18)
sendo y(t) e´ a saı´da da rede. Aplicando o me´todo do gradiente, o ajuste dos pesos e´ dado
por:
wi(t+ 1) = wi(t)− @E(x(t))
@wi(t)
(3.19)
A derivada @E(x(t))=@wi(t) e´ calculada pela regra da cadeia aplicada a` equac¸a˜o (3.18),
resultando em:
wi(t+ 1) = wi(t) + 
0BBBBB@
(d(t)− y(t))H i(x(t))
QX
h=1
Hh(x(t))
1CCCCCA (3.20)
(Figueiredo, 1997) introduz uma metodologia de aprendizagem construtiva e com-
petitiva off-line e outra on-line. Neste trabalho, utiliza-se apenas a u´ltima para a previsa˜o
de vazo˜es, uma vez que em (Ballini, 2000) a rede nebulosa com aprendizagem on-line tem
desempenho superior ao aprendizado off-line.
Uma das razo˜es para que a aprendizagem on-line fornec¸a resultado superior, e´ o
fato de que a estrutura da rede se adapte durante o treinamento. Essa modificac¸a˜o ocor-
re no nu´mero de regras Q, nos valores modais e de dispersa˜o e nos pesos. Isso significa
que sempre que a rede receber um novo padra˜o de entrada, os grupos de neuroˆnios va˜o
competir.
Os fatores que caracterizam a estrutura da RNN sa˜o definidos como:
1. Fator de aprendizagem "i(t) 2 (0; 1) como uma func¸a˜o monotoˆnica decrescente
definida neste trabalho da seguinte maneira:
"i(t) =

i(t) + 1
(3.21)
para o ajuste dos valores modais cij(t) das func¸o˜es de pertineˆncia F
i
j (). O paraˆmetro
 2 (0; 1] e´ constante, enquanto i(l) e´ varia´vel e representa o nu´mero de vezes que
o valor modal cij e´ ajustado;
3Notar que o erro e´, em cada iterac¸a˜o t, func¸a˜o de x, uma vez que y depende de x. Conforme (3.14), a
notac¸a˜o E(x(t)) denota este fato, e na˜o que x e´ uma func¸a˜o de t.
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2. Fator de aprendizagem constante  2 (0; 1) para ajustar os consequ¨entes das re-
gras nebulosas wi(t);
3. Fator de reduc¸a˜o γ 2 (0; 1) para o ajuste da dispersa˜o dos conjuntos nebulosos.
A inicializac¸a˜o do algoritmo de aprendizagem (em t = 0), e´ feita de acordo com o
seguinte procedimento (Ballini, 2000):
 Fazer o nu´mero inicial de regras Q(0) = 0.
 Definir as func¸o˜es de pertineˆncia F ij () correspondentes a`s regras nebulosas.
 Escolher valores para ,  e γ.
 Definir o valor inicial da dispersa˜o das func¸o˜es de pertineˆncia, .
Ao apresentar o par (x; d) a` RNN, a rede codifica a primeira regra nebulosa. A
seguir o valor Q(t) e´ atualizado e os valores modais definidos como sendo cada compo-
nente do vetor de entrada e o consequ¨ente como a saı´da desejada correspondente. Esta
etapa pode ser resumida da seguinte forma:
para i = 1 fac¸a:
cij(t+ 1) = xj(t); j = 1; : : : ;M (3.22)
ri(t+ 1) = ; (3.23)
wi(t+ 1) = d(t) (3.24)
i(t+ 1) = 0 (3.25)
A partir desta etapa, duas situac¸o˜es sa˜o possı´veis (Figueiredo et al., 2004):
1. 9i j H i(x(t)) 6= 0. O grupo v vence a competic¸a˜o se
Hv(x(t))  H i(x(t)); 8i 2 f1; : : : ; Q(t)g (3.26)
Ha´ enta˜o dois casos:
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 Caso o desempenho atinja o nı´vel desejado, ou seja, kd(t) − y(t)k  , os
paraˆmetros sa˜o ajustados da seguinte forma:
cvj (t+ 1) = c
v
j (t) + "
v(t)(xj(t)− cvj (t)); j = 1; : : : ;M (3.27)
cij(t+ 1) = c
i
j(t); i 6= v (3.28)
v(t+ 1) = v(t) + 1 (3.29)
i(t+ 1) = i(t); i 6= v (3.30)
wi(t+ 1) = wi(t) + 
 
(d(t)− y(t))H i(x(t))PQ(t)
h=1 H
h(x(t))
!
(3.31)
ri(t+ 1) = ri(t); i = 1; : : : ; Q(t) (3.32)
Q(t+ 1) = Q(t) (3.33)
 Caso o desempenho na˜o atinja o nı´vel desejado, ou seja, kd(t)− y(t)k > , um
novo grupo de neuroˆnios e´ adicionado a` rede, isto e´ Q(t + 1) = Q(t) + 1 ,e os
paraˆmetros sa˜o ajustados da seguinte maneira:
para i = 1 ate´ Q(t) fac¸a
se H i(x(t)) 6= 0 enta˜o
ri(t+ 1) = γri(t) (3.34)
fim se
cij(t+ 1) = c
i
j(t) (3.35)
wi(t+ 1) = wi(t) (3.36)
v(t+ 1) = v(t) + 1 (3.37)
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i(t+ 1) = i(t); i 6= v (3.38)
fim para
para i = Q(t+ 1) fac¸a
cij(t+ 1) = xj(t) (3.39)
ri(t+ 1) = D(cv(t);x(t)) (3.40)
wi(t+ 1) = d(t) (3.41)
i(t+ 1) = 0 (3.42)
fim para
com, 0 < γ < 1 e´ um fator de reduc¸a˜o e D(cv(t);x(t)) e´ a distaˆncia Euclidiana
entre o padra˜o de entrada x(t)) e cv(t) = (cv1; : : : ; c
v
M )
0.
2. H i(t)(x(t)) = 0; 8i 2 f1; : : : ; Q(t)g. Neste caso, um novo grupo deve ser adicionado a`
rede e D(ci(t);x(t)) e´ calculado entre o padra˜o de entrada x(t) e ci(t) = (ci1; : : : ; c
i
M )
0.
O vencedor v e´ tal que D(cv(t);x(t))  D(ci(t);x(t)); 8i 2 f1; : : : ; Q(t)g. Nenhuma
atualizac¸a˜o e´ feita nos valores modais, nas disperso˜es, nos pesos e no valor de i,
Para o novo grupo Q(t+ 1), os paraˆmetros sa˜o inicializados como:
cij(t+ 1) = xj(t) (3.43)
ri(t+ 1) = D(cv(t);x(t)) (3.44)
wi(t+ 1) = d(t) (3.45)
i(t+ 1) = 0 (3.46)
Para um nu´mero finito de padro˜es de entrada N , o treinamento termina quando
os seguintes crite´rios sa˜o satisfeitos:
ec = maxj jcj(t+ 1)− cj(t)j  c (3.47)
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ey =
1
N
NX
l=1
(dl(t)− yl(t))2  y (3.48)
sendo yl a saı´da correspondente a` entrada xl(t) apresentada na iterac¸a˜o t e c e y limites
previamente selecionados.
Na pro´xima sec¸a˜o, a rede neural nebulosa descrita sera´ aplicada para previsa˜o
um passo a` frente para a se´rie de vazo˜es me´dias mensais.
3.5.1 Aplicac¸a˜o da Rede Neural Nebulosa para Previsa˜o de Vazo˜es
Nesta sec¸a˜o, a rede neural nebulosa (RNN) apresentada e´ aplicada a` previsa˜o de
vazo˜es. Assim como nos capı´tulos anteriores, sa˜o construı´dos 12 modelos diferentes de
RNN, um para cada meˆs do ano (Ballini et al., 2000). Os dados utilizados sa˜o referentes
ao posto de Sobradinho entre 1931 e 1998, sendo que o perı´odo de 1991 a 1998 foi
escolhido para testar o desempenho dos modelos.
Os dados foram normalizados para o intervalo [0; 1]. Esta normalizac¸a˜o e´ realizada
para simplificar a entrada na rede pois, desta forma, pode-se considerar que a primeira
camada da RNN conte´m M grupos, cada um contendo um neuroˆnio (Ballini, 2000). A
Tabela 3.2 mostra o nu´mero de entradas, definido, neste caso, com os mesmos valores
da rede MLP.
Tabela 3.2: Topologias das RNN escolhidas para cada meˆs.
Meˆs Jan Fev Mar Abr Mai Jun Jul Ago Set Out Nov Dez
M 2 6 1 3 3 6 2 2 2 3 3 1
Regras 49 48 47 50 41 46 44 47 44 48 47 46
As func¸o˜es de pertineˆncia das regras foram selecionadas como func¸o˜es Gaussia-
nas, definidas como:
F ij (xj) =
8><>:
0; se jxj − cij j > 2ri
exp
 
−jxj − cij j
ri
!
; caso contra´rio
(3.49)
e os valores dos paraˆmetros da aprendizagem, os quais sa˜o escolhidos experimental-
mente, sa˜o mostrados na Tabela 3.3.
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Tabela 3.3: Paraˆmetros da aprendizagem.
  γ  c y 
0.5 1.0 0.9 2.0 0.01 0.01 0.09
Os operadores de agregac¸a˜o t-norma e s-norma, para a segunda camada, foram
adotados como produto e ma´ximo, respectivamente. Para a terceira camada, o operador
t-norma escolhido foi o produto.
Durante a aprendizagem, a RNN define o nu´mero de regras que melhor representa
o universo de discurso. Para o posto de Sobradinho, o nu´mero de regras para cada meˆs
e´ mostrado na Tabela 3.2. O nu´mero de entradas variou de 1 a 6, dependendo do meˆs.
Depois do treinamento, o nu´mero de regras nebulosas ajustadas, para cada meˆs, variou
de 41 a 50. O maior nu´mero de regras nebulosas ocorre nos meses u´midos do ano
porque durante esses perı´odos, os dados de vazo˜es apresentam grande variaˆncia.
Apo´s o treinamento, a arquitetura da rede esta´ ajustada para a previsa˜o dos
dados de teste (1991-1998), que resulta na curva de previso˜es de vazo˜es mostrada na
Figura 3.6.
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Figura 3.6: Previsa˜o de vazo˜es do posto de Sobradinho utilizando o modelo de RNN para
o perı´odo de 1991 a 1998.
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3.6 Resumo
Redes neurais artificiais sa˜o largamente utilizadas na literatura para a soluc¸a˜o
de uma grande variedade de problemas. Com o avanc¸o dos me´todos de aprendizagem
e das arquiteturas, as RNAs teˆm se mostrado uma ferramenta bastante promissora, em
particular, para o problema de previsa˜o de se´ries temporais.
Neste capı´tulo, apresentou-se, dois tipos de RNAs. Inicialmente, foi introduzida
a topologia gene´rica das redes MLP com o treinamento por retropropagac¸a˜o. O outro
modelo combina o poder dos sistemas nebulosos de extrair conhecimento a` capacida-
de de aprendizado das redes neurais, resultando na chamada rede neural nebulosa.
Adotou-se uma arquitetura de rede adaptativa com uma metodologia de aprendizagem
construtiva e competitiva.
Ambos os modelos de rede foram aplicados ao problema de previsa˜o de vazo˜es
me´dias mensais um passo a` frente para a usina hidroele´trica de Sobradinho no perı´odo
de 1991 a 1998.
Capı´tulo 4
Agrupamento de Dados em Previsa˜o
Ale´m das te´cnicas apresentadas nos Capı´tulos 2 e 3, ha´, alternativamente, mo-
delos baseados em agrupamentos de dados utilizados para previsa˜o de se´ries temporais.
Essencialmente, a ide´ia de aplicar algoritmos de agrupamento em previsa˜o consiste em
organizar os elementos da se´rie em grupos com caracterı´sticas similares.
Apesar do agrupamento de dados ser um conceito comum em modelos estatı´sticos,
existem tambe´m algoritmos de agrupamento baseados na teoria de conjuntos nebulosos.
Esses algoritmos constituem generalizac¸o˜es dos algoritmos cla´ssicos e sa˜o utilizados,
nesse trabalho, como base para o desenvolvimento de modelos destinados a` previsa˜o.
4.1 Introduc¸a˜o
O objetivo dos algoritmos de agrupamento e´ identificar duas ou mais colec¸o˜es de
dados que formam uma estrutura de grupo e que possam ser associadas a classes. Em
sistemas cujos dados conteˆm um grande nu´mero de atributos, o algoritmo de agrupa-
mento, ao particionar a base de dados em um conjunto de grupos, tambe´m proporciona
um mecanismo de sumarizac¸a˜o e compactac¸a˜o de informac¸a˜o (Cardoso, 2003).
Atualmente, algoritmos de agrupamento de dados esta˜o sendo utilizados em di-
versas a´reas, como economia, biologia e medicina, entre outras. Em previsa˜o de se´ries
temporais, os algoritmos de agrupamento sa˜o utilizados como componentes de meto-
dologias hı´bridas. Geralmente, essas metodologias hı´bridas sa˜o desenvolvidas em duas
fases. Na primeira, atrave´s dos algoritmos de agrupamento, o objetivo e´ organizar os
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dados em grupos com caracterı´sticas similares, estabelecendo padro˜es e capturando
comportamentos semelhantes ao longo da se´rie. Entre outros algoritmos, destacam-se
um me´todo cla´ssico de detecc¸a˜o de pontos muta´veis (Oh e Han, 2001) e uma variac¸a˜o
hiera´rquica do algoritmo fuzzy c-means (Geva, 1999). Supondo que os dados esta˜o ro-
tulados, a segunda fase consiste em aplicar me´todos, como os descritos nos Capı´tulos 2
e 3, a cada uma das diferentes classes pre´-estabelecidas. A principal diferenc¸a entre os
me´todos existentes reside na escolha do me´todo de agrupamento.
A metodologia descrita e aplicada neste capı´tulo utiliza o algoritmo de agrupa-
mento fuzzy c-means e, diferentemente dos modelos citados, faz aproximac¸o˜es utilizan-
do reconhecimento de padro˜es ou mediana dos dados para realizar a previsa˜o ao inve´s
de modelar cada grupo com uma metodologia de previsa˜o diferente (Magalha˜es, Ballini,
Gonc¸alves e Gomide, 2004), (Magalha˜es, Ballini, Soares e Gomide, 2004).
A aplicac¸a˜o de algoritmos de agrupamento em previsa˜o de se´ries de vaza˜o e´ pro-
missora considerando que as caracterı´sticas dos dados dessas se´ries incluem relac¸o˜es
entrada-saı´da na˜o-lineares, incertezas devido a` esparsidade da rede de colec¸a˜o de dados
hidrome´tricos e ainda natureza na˜o-estaciona´ria causada por perı´odos u´midos e secos
intervalados ao longo do ano.
4.2 O Algoritmo Fuzzy C-Means (FCM)
O algoritmo de agrupamento de dados nebuloso fuzzy c-means (Bezdek, 1981)
baseia-se em um modelo na˜o linear de otimizac¸a˜o que agrupa dados com caracterı´sticas
similares de acordo com um procedimento iterativo de minimizac¸a˜o de uma func¸a˜o ob-
jetivo que representa um crite´rio de partic¸a˜o, ponderado pelos graus de pertineˆncia dos
dados aos respectivos grupos.
O algoritmo FCM utiliza as seguintes notac¸o˜es. Seja um conjunto finito de pa-
dro˜es P = fp1; p2; : : : ; pNg  <s, onde <s e´ um espac¸o Euclideano s-dimensional; c e´ o
nu´mero de grupos, com 2  c  N ; U = [ij ] e´ a matriz de pertineˆncia, onde ij ; 1  i  c
e 1  j  N denota o grau de pertineˆncia do padra˜o pj ao grupo i. Uma c-partic¸a˜o de P e´
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definida por:
Mfc =
8<:U jij 2 [0; 1]; 8i; j;
cX
i=1
ij = 1; 8j; 0 <
NX
j=1
ij < N; 8i
9=; (4.1)
O algoritmo FCM procura agrupar os dados minimizando a seguinte func¸a˜o:
Jm(U; V )
NX
j=1
cX
i=1
mijd
2
ij ; U 2Mfc; 1 < m <1 (4.2)
sendo dij = kpj − ikA a distaˆncia entre pj e i dada por uma norma induzida por um
produto interno, isto e´, kxkA = xTAx, com A uma matriz s  s definida positiva; V =
f1; 2; : : : ; cg e´ um conjunto de centros de grupo em que i e´ denominado o i-e´simo
grupo; e m e´ o fator que define o grau de nebulosidade da partic¸a˜o nebulosa do sistema.
A seguir, os passos ba´sicos do algoritmo FCM:
Algoritmo 1 FCM
Dado P , escolher o nu´mero de grupos 1 < c < N , o paraˆmetro m > 1, o crite´rio de
parada  > 0 e o nu´mero ma´ximo de iterac¸o˜es lmax.
1. Inicializar U (0) e o contador de iterac¸o˜es l = 1.
2. Calcular os c centros de grupos f(l)1 ; (l)2 ; : : : ; (l)c g utilizando U (l), com a equac¸a˜o:

(l)
i =
PN
j=1 (ij)
mpjPN
j=1 (ij)m
; i = 1; 2; : : : ; c
3. Utilizando (l)i , atualizar U
(l−1) com o seguinte procedimento:
Para j = 1 ate´ N
Se kpj − (l)i k2 > 0
lij =
"
cX
k=1
 jjpj − ijj2
jjpj − kjj2
 1
m−1
#−1
Se kpj − (l)i k2 = 0
lij = 1; 1  i  c
4. Calcular  = kU (l) − U (l−1)k = maxi;j j(l)ij − (l−1)ij j
Se  >  ou l < lmax
l = l + 1 e voltar ao passo 2
Sena˜o parar.
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4.3 Modelo de Previsa˜o de Se´ries Temporais Baseado em Agru-
pamento Nebuloso
Esta sec¸a˜o detalha o modelo de previsa˜o baseado em agrupamento nebuloso
(MPAN) proposto nesta dissertac¸a˜o. O me´todo de previsa˜o e´ composto por duas fases.
A primeira e´ referente ao agrupamento de padro˜es e a segunda a` classificac¸a˜o de novos
padro˜es e previsa˜o.
Neste trabalho, considera-se a previsa˜o um passo a` frente, isto e´, dadas pt−1 2
<; t = 1; : : : ; amostras de uma se´rie temporal, o objetivo e´ estimar o valor de pt, utilizando
informac¸a˜o de um conjunto de valores passados de pt.
Seja um padra˜o gene´rico (p + 1) dimensional construı´do pela concatenac¸a˜o de p
valores passados amostrais de uma se´rie temporal da seguinte maneira:
pj = [p
j
t−p p
j
t−p+1    pjt−1 pjt ] (4.3)
com j = 1; 2; : : : ; N o nu´mero de (p+ 1)-padro˜es1.
Os elementos pjt−k; k = 1; : : : ; p dos (p + 1)-padro˜es sa˜o escolhidos dependendo
da informac¸a˜o requerida para uma previsa˜o acurada. Neste caso, adota-se p = l; l 2
f1; 2; : : : ; Lg valores passados da se´rie temporal de vazo˜es, obtendo:
pj = [v
j
t−l v
j
t−l+1    vjt−1 vjt ] (4.4)
O (p + 1)-padra˜o de dados pj tambe´m pode ser composto, na˜o so´ pelos l valores
anteriores vt−k; k = 1; : : : ; l, como tambe´m pelas l − 1 inclinac¸o˜es correspondentes, isto
e´, pelas primeiras diferenc¸as (vt−k+1 − vt−k), k = 2; : : : ; l. Assim, p = 2l − 1 e tem-se que:
pj = [(v
j
t−l+1 − vjt−l)    (vjt−1 − vjt−2) vjt−l    vjt−1 vjt ] (4.5)
Claramente, diferenc¸as de ordem superior podem ser adotadas para definir os (p + 1)-
padro˜es de dados.
O algoritmo FCM, descrito na sec¸a˜o 4.2, e´ aplicado, na primeira fase do modelo
MPAN, aos (p+ 1)-padro˜es de dados definidos por (4.4), embora a expressa˜o (4.5) possa,
1A notac¸a˜o (p + 1)-padro˜es e´ adotada pelo fato do padra˜o possuir dimensa˜o (p + 1).
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de forma ana´loga, ser considerada para o agrupamento. Como resultado, obte´m-se a
matriz de centros de grupos dada por:
C =
2666666666664
11 12    1(p+1)
21 22    2(p+1)
...
...
. . .
...
i1 i2    i(p+1)
...
...
. . .
...
c1 c2    c(p+1)
3777777777775
=
2666666666664
1
2
...
i
...
c
3777777777775
(4.6)
com i 2 <p+1. O nu´mero apropriado de centros c e´ escolhido empiricamente. Isto e´, o
modelo e´ testado para c variando de 1 a 10 e aquele que apresentar o melhor desem-
penho, ou seja, os menores erros de previsa˜o, indica a melhor escolha do paraˆmetro
c. Esses centros de grupo sera˜o utilizados no pro´ximo esta´gio, para a classificac¸a˜o de
novos padro˜es de entrada.
A segunda fase classifica novos (p+1)-padro˜es pq, denominados (p+1)-padro˜es de
previsa˜o, de acordo com os grupos nebulosos (4.6) obtidos na primeira fase, e calcula as
previso˜es. O (p+1)-padra˜o de previsa˜o tem como u´ltimo componente (p+1), o valor a ser
previsto. Os demais p elementos compo˜em o (p+ 1)-padra˜o de previsa˜o de forma similar
a` composic¸a˜o dos (p+1)-padro˜es de dados definidos em (4.4). Novamente, tomando p = l
e os t− k; k = 1; : : : ; l valores imediatamente anteriores, tem-se que:
pq = [v
q
t−l v
q
t−l+1    vqt−1 vt] (4.7)
ou, juntamente com as l − 1 inclinac¸o˜es correspondentes,
pq = [(v
q
t−l+1 − vqt−l)    (vqt−1 − vqt−2) vqt−l    vqt−1 vt] (4.8)
A classificac¸a˜o dos (p + 1)-padro˜es de previsa˜o (4.7) e´ feita utilizando a seguinte
equac¸a˜o do algoritmo FCM:
uiq =
"
cX
k=1
 jjpq − ijj2
jjpq − kjj2
 1
m−1
#−1
(4.9)
sendo uiq o grau de pertineˆncia do (p + 1)-padra˜o de previsa˜o pq ao grupo i. Assim, o
valor da previsa˜o bvt e´ computado como segue:
v^t = u1q1(p+1) + u2q2(p+1) + : : :+ ucqc(p+1) =
cX
i=1
uiqi(p+1) (4.10)
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Note que como o u´ltimo componente do (p + 1)-padra˜o de previsa˜o pq e´ o valor
a ser previsto, deve haver um mecanismo que substitua vt para a segunda fase, em
que ha´ classificac¸a˜o. Isso significa que o valor de vt em pq deve ser substituı´do por
uma aproximac¸a˜o adequada. Neste trabalho, introduz-se dois procedimentos para se
obter tais aproximac¸o˜es. No primeiro, a aproximac¸a˜o e´ dada pela mediana dos valores
de vjt ; j = 1; : : : ; N . O segundo, denominado reconhecimento de padro˜es, utiliza os p
primeiros componentes dos (p+ 1)-padro˜es de previsa˜o pq para escolher o mais pro´ximo
entre os N (p+ 1)-padro˜es de dados pj.
A seguir, ambos esquemas sera˜o descritos com maiores detalhes.
4.3.1 Procedimento de Mediana de Dados (PMed)
Existem diversos valores estatı´sticos, tais como me´dia, moda e mediana, de se re-
presentar um conjunto de dados. A escolha da mediana como aproximac¸a˜o de vt e´ ado-
tada nesse trabalho pelo fato dessa medida corresponder a` metade de uma distribuic¸a˜o
de frequ¨eˆncia, isto e´, a mediana depende de uma posic¸a˜o, o que faz com que seu valor
seja menos sensı´vel a valores extremos.
A mediana e´ calculada a partir da ordenac¸a˜o ascendente dos elementos de um
conjunto de dados. Enta˜o, o valor da mediana corresponde ao valor do elemento loca-
lizado no meio do conjunto ordenado. Assim, se o nu´mero de dados de um conjunto e´
ı´mpar, a mediana e´ o valor central; caso o nu´mero de dados seja par, a mediana e´, por
convenc¸a˜o, a me´dia aritme´tica dos dois valores centrais.
A partir do conceito descrito acima, a construc¸a˜o dos (p+ 1)-padro˜es de previsa˜o
para a segunda fase e´ feita a partir da mediana de vjt ; j = 1; : : : ; N . Formalmente:
pq = [v
q
t−l v
q
t−l+1    vqt−1 md(vjt )] (4.11)
Em suma, o modelo MPAN com a aproximac¸a˜o pela mediana segue os passos
mostrados no Algoritmo 2.
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Algoritmo 2 MPAN-PMed
Dada uma se´rie temporal, escolher o valor de l dependendo da informac¸a˜o requerida
para uma previsa˜o acurada.
1. Construir os (p+ 1)-padro˜es de dados pj e de previsa˜o pq com p = l ou p = 2l − 1.
2. Escolher o nu´mero de grupos c tal que 1 < c < N e aplicar o algoritmo FCM descrito
na sec¸a˜o 4.2, para obter a matriz de centros de grupos C = [1    i    c]T .
3. Calcular a mediana de vjt ; j = 1; : : : ; N .
4. Nos (p+ 1)-padro˜es de previsa˜o pq, substituir o valor de vt pela aproximac¸a˜o forne-
cida pelo valor da mediana.
5. Utilizando C, classificar cada um dos (p + 1)-padro˜es de previsa˜o pq atrave´s da
equac¸a˜o:
uiq =
"
cX
k=1
 jjpq − ijj2
jjpq − kjj2
 1
m−1
#−1
6. Computar o valor das previso˜es atrave´s da expressa˜o:
bvt = cX
i=1
uiqi(p+1)
4.3.2 Procedimento de Reconhecimento de Padro˜es (PRP)
A ide´ia principal deste procedimento e´ incluir informac¸o˜es sobre a tendeˆncia do
(p + 1)-padra˜o de previsa˜o para selecionar o valor que melhor aproxima o valor real vt.
A tendeˆncia do (p + 1)-padra˜o de previsa˜o e´ definida tanto pela concatenac¸a˜o dos p = l
valores de vqt−k; k = 1; : : : ; l quanto pela concatenac¸a˜o dos p = 2l−1 valores vqt−k com suas
respectivas inclinac¸o˜es.
A diferenc¸a dos padro˜es definidos para o PRP esta´ na exclusa˜o dos valores vjt
e vt, o que reduz para p a dimensa˜o desses padro˜es. Dessa forma, esses vetores de
tendeˆncia sa˜o denominados p-padro˜es de dados ou de previsa˜o, seguindo a notac¸a˜o
adotada anteriormente. Assim, os p-padro˜es de dados podem ser tanto:
pj = [v
j
t−l v
j
t−l+1    vjt−1] (4.12)
quanto:
pj = [(v
j
t−l+1 − vjt−l)    (vjt−1 − vjt−2) vjt−l    vjt−1] (4.13)
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e, similarmente, os p-padro˜es de previsa˜o correspondentes podem ser:
pq = [v
q
t−l v
q
t−l+1    vqt−1] (4.14)
ou
pq = [(v
q
t−l+1 − vqt−l)    (vqt−1 − vqt−2) vqt−l    vqt−1] (4.15)
assumindo p = l ou p = 2l − 1, respectivamente.
A aproximac¸a˜o e´ obtida pelo valor de vjt do p-padra˜o de dados que mais se apro-
xima do p-padra˜o de previsa˜o pq. Mais precisamente, o procedimento de reconhecimento
de padro˜es (PRP) compara os N valores dos p-padro˜es de dados com um p-padra˜o de
previsa˜o utilizando a norma Euclidiana como medida de distaˆncia. Logo, o valor vjt do
p-padra˜o de dados, cuja norma e´ a menor, fornece a aproximac¸a˜o para vt. Portanto,
matematicamente, o p-padra˜o de dados mais pro´ximo, pj , e´ tal que:
kpq − pjk = min1jNkpq − pjk (4.16)
e o valor vjt imediatamente posterior ao u´ltimo componente de p

j estabelece a aproximac¸a˜o
para vt.
Os passos ba´sicos do modelo MPAN com a aproximac¸a˜o de vt dada pelo PRP esta˜o
descritos no Algoritmo 3.
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Algoritmo 3 MPAN-PRP
Dada uma se´rie temporal, escolher o valor de l dependendo da informac¸a˜o requerida
para uma previsa˜o acurada.
1. Construir os (p+ 1)-padro˜es de dados pj e de previsa˜o pq com p = l ou p = 2l − 1.
2. Escolher o nu´mero de grupos c tal que 1 < c < N e aplicar o algoritmo FCM descrito
na sec¸a˜o 4.2, para obter a matriz de centros de grupos C = [1
... c].
3. Escolher experimentalmente o valor de l e a necessidade da inclusa˜o das inclinac¸o˜es
na construc¸a˜o dos p-padro˜es de dados e de previsa˜o.
4. Para cada p-padra˜o de previsa˜o pq, computar o p-padra˜o de dados pj tal que:
kpq − pjk = min1jNkpq − pjk
adotando-se jj  jj como a norma Euclidiana.
5. Tomar o valor de vjt imediatamente posterior ao u´ltimo elemento de p

j como
aproximac¸a˜o para vt.
6. Utilizando C, classificar cada um dos (p + 1)-padro˜es de previsa˜o pq atrave´s da
equac¸a˜o:
uiq =
"
cX
k=1
 jjpq − ijj2
jjpq − kjj2
 1
m−1
#−1
7. Computar o valor das previso˜es atrave´s da expressa˜o:
bvt = cX
i=1
uiqi(p+1)
4.4 Aplicac¸a˜o do Modelo baseado em Agrupamento FCM para
Previsa˜o de Vazo˜es
A metodologia de previsa˜o descrita na sec¸a˜o 4.3 visa prever o valor da se´rie um
passo a` frente e esta´ baseada na organizac¸a˜o das amostras das se´ries atrave´s do algorit-
mo FCM descrito na sec¸a˜o 4.2. Analogamente aos Capı´tulos 2 e 3, o modelo baseado no
agrupamento FCM sera´ utilizado para prever valores de vazo˜es do Posto de Sobradinho.
Para cada meˆs, foram disponibilizados 68 anos (1931 a 1998) de dados histo´ricos
de vaza˜o, os quais foram normalizados no intervalo [−1; 1]. Considera-se os primeiros 60
anos para o agrupamento e os 8 anos restantes para o teste.
Um modelo MPAN e´ desenvolvido e utilizado para cada meˆs t; t = 1; : : : ; 12. Des-
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sa forma, de acordo com (4.4) e (4.7), os (p + 1)-padro˜es de dados e de previsa˜o teˆm,
respectivamente, a seguinte forma gene´rica:
pj = [v
j
t−l v
j
t−l+1    vjt−1 vjt ]; j = 1; : : : ; 60 (4.17)
pq = [v
q
t−l v
q
t−l+1    vqt−1 vt]; q = 61; : : : ; 68 (4.18)
Inicialmente, para melhor compreender os procedimentos de medianas (PMed) e
reconhecimento de padro˜es (PRP), descritos nas sec¸o˜es 4.3.1 e 4.3.2, considera-se, como
exemplo, as vazo˜es do meˆs de setembro, ou seja, t = 9. O nu´mero de caracterı´sticas
relevantes e´ definido como l = 1 na equac¸a˜o (4.17). Assim, para o PMed, os (p + 1)-
padro˜es de dados, para o meˆs 9 no ano j, teˆm a forma:
pj9 = [v
j
8 v
j
9] (4.19)
Estes padro˜es sa˜o construı´dos e agrupados. Para o conjunto de dados considerado, o
nu´mero de grupos foi escolhido experimentalmente como c = 4. Os grupos sa˜o mostrados
na Figura 4.1.
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Figura 4.1: Grupos obtidos atrave´s do algortimo FCM para PMed. Os cı´rculos sa˜o os
centros dos grupos e cada forma geome´trica representa um grupo.
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Para a classificac¸a˜o, os (p+ 1)-padro˜es de previsa˜o sa˜o definidos, segundo (4.18),
com l = 1 e t = 9, como:
pq9 = [v
q
8 v9] (4.20)
Neste caso, a mediana dos vj9; j = 1; : : : ; 60 e´ calculada e adotada como aproximac¸a˜o
para a vaza˜o referente ao meˆs de setembro de 1991 (q = 61), representada por v9, do pa-
dra˜o de previsa˜o (4.20). Note que para o procedimento PMed, a aproximac¸a˜o para v9,
para todo q e´ a mesma pois, neste exemplo,ela e´ calculada de acordo com um banco de
dados fixo composto por 60 dados, ou seja, v9 = med(v
j
9) = −0; 9528, para q = 61; : : : ; 68.
Apo´s a classificac¸a˜o, utiliza-se os centros de grupos i; i = 1; : : : ; c encontrados
na primeira fase para computar a previsa˜o para bv9 atrave´s da equac¸a˜o (4.10):
v^9 = u1;611;2 + u2;612;2 + u3;613;2 + u4;614;2 =
4X
i=1
ui;61i;2 (4.21)
isto e´, c = 4, q = 61 e p = 1.
Esse esquema e´ repetido para prever os valores de vazo˜es para setembro de 1992
a 1998, ou seja, para q = 62; : : : ; 68. Na Figura 4.2, observa-se a previsa˜o das vazo˜es de
setembro para os 8 anos de teste.
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Figura 4.2: Previsa˜o de vazo˜es para setembro utilizando o PMed. As linhas contı´nuas e
tracejadas representam os valores reais e previstos, respectivamente.
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Para o esquema PRP, os (p+ 1)-padro˜es de dados pj9 definidos em (4.19) sa˜o agru-
pados como no procedimento PMed. Entretanto, o nu´mero de centros de grupo, escolhi-
do empiricamente, e´ c = 8. A Figura 4.3 mostra esses grupos.
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Figura 4.3: Grupos obtidos atrave´s do algortimo FCM para o PRP. Os cı´rculos sa˜o os
centros dos grupos e cada forma geome´trica representa um grupo.
Para a classificac¸a˜o, considera-se atrave´s de experimentos, que o nu´mero de ca-
racterı´sticas relevantes para os p-padro˜es de dados e os p-padro˜es de previsa˜o e´ l = 2.
Logo, esses padro˜es teˆm, respectivamente, a forma (segundo (4.13) e (4.15)):
pj = [(v
j
8 − vj7) vj7 vj8] (4.22)
pq = [(v
q
8 − vq7) vq7 vq8] (4.23)
As inclinac¸o˜es foram consideradas para a previsa˜o de vazo˜es de setembro porque foi
observado que essas inclinac¸o˜es auxiliam na acura´cia das previso˜es.
Logo, para prever a vaza˜o de setembro de 1991 (q = 61), utiliza-se os dados de
vaza˜o de julho e agosto de 1991 para construir o p-padra˜o de previsa˜o corresponden-
te e a equac¸a˜o (4.16) para encontrar o p-padra˜o de dados mais pro´ximo dentre os 60
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p-padro˜es de dados. A Figura 4.4 mostra as vazo˜es reais de julho (vq7), agosto (v
q
8) e se-
tembro (v9) contidas nos p-padro˜es de previsa˜o e o p-padra˜o de dados pj obtido. Assim,
a aproximac¸a˜o para v9 no p-padra˜o de previsa˜o e´ adotada como o valor imediatamente
posterior a v8 do p-padra˜o de dados pj .
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Figura 4.4: Tendeˆncia da curva de vazo˜es para Setembro. As linhas contı´nuas e trace-
jadas representam, respectivamente, os valores de pq e pj.
Uma vez obtida a aproximac¸a˜o v9; q = 61, o p-padra˜o de previsa˜o pode ser classi-
ficado e utilizando (4.10), a previsa˜o e´ calculada para a vaza˜o de setembro de 1991, da
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seguinte forma:
v^9 = u1;611;2 + u2;612;2 + : : :+ u8;618;2 =
8X
i=1
ui;61i;2 (4.24)
Os passos descritos acima sa˜o, enta˜o, repetidos para prever as vazo˜es restan-
tes de setembro, ou seja, para q = 62; : : : ; 68. A Figura 4.4 mostra a comparac¸a˜o das
tendeˆncias para os anos 1992,: : : ,1998. Observando essas tendeˆncias e a Tabela 4.1,
nota-se que as aproximac¸o˜es teˆm valores bastante pro´ximos dos reais, com excec¸a˜o do
ano de 1996.
Tabela 4.1: Valores reais normalizados e aproximac¸o˜es v9 dadas pelo procedimento PRP.
1991 1992 1993 1994 1995 1996 1997 1998
Real -0,9719 -0,9305 -0,9583 -0,9639 -0,9953 -0,9852 -0,9705 -0,9996
Aproximac¸a˜o -0,9696 -0,9282 -0,9695 -0,9597 -0,9902 -1,0000 -0,9695 -1,0000
Depois de aplicado o procedimento para todos os anos de teste, as previso˜es para
setembro podem ser observadas na Figura 4.5.
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Figura 4.5: Previsa˜o de vazo˜es para setembro utilizando o PRP. As linhas contı´nuas e
tracejadas representam os valores reais e previstos, respectivamente.
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A Tabela 4.2 possui as dados que caracterizam os procedimentos PMed e PRP,
para cada meˆs do ano. Pode-se observar que o nu´mero de centros de grupos, c, varia de
acordo com o procedimento empregado. Ale´m disso, e´ necessa´rio estabelecer mais dois
paraˆmetros: o nu´mero de caracterı´sticas l para os p-padro˜es de dados e de previsa˜o,
para o esquema PRP e a inclusa˜o ou na˜o das inclinac¸o˜es. Esses paraˆmetros sa˜o obtidos
experimentalmente para todos os meses.
Tabela 4.2: Caracterı´sticas para o modelo MPAN com PMed e PRP.
PRP PMed
Meses c l Inclusa˜o c
(para os p-padro˜es) da Inclinac¸a˜o
Jan 2 3 na˜o 2
Fev 3 3 na˜o 6
Mar 4 3 sim 3
Abr 7 3 na˜o 5
Mai 8 3 na˜o 8
Jun 10 2 na˜o 9
Jul 8 1 na˜o 5
Ago 8 1 na˜o 4
Set 8 2 sim 4
Out 5 2 na˜o 2
Nov 4 2 na˜o 2
Dez 3 2 na˜o 2
Em particular, para o posto de Sobradinho, observa-se que a inclinac¸a˜o e´ agrega-
da aos p-padro˜es de dados e de previsa˜o apenas nos meses de marc¸o e setembro. Possi-
velmente, isso se deve ao fato desses meses representarem as transic¸o˜es entre perı´odos
u´midos e secos para esse reservato´rio. Por exemplo, os valores de vaza˜o de marc¸o sa˜o
antecedidos de valores altos correspondentes aos meses de dezembro, janeiro e fevereiro
e procedidos de valores mais baixos, em decrescimento (meses de abril, maio e junho).
Assim, a inclinac¸a˜o que possuı´a valores positivos comec¸a a apresentar valores negativos
e por isso influencia na escolha das aproximac¸o˜es de vt. O meˆs de setembro e´ caracte-
rizado da mesma forma com o diferencial de apresentar como precedentes, valores de
vaza˜o baixos relativos aos meses de julho e agosto, e posteriores altos correspondentes
aos meses de outubro e novembro.
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As Figuras 4.6 e 4.7 mostram os resultados de previsa˜o de vazo˜es apo´s aplicac¸a˜o
dos esquemas PMed e PRP, respectivamente, para todos os meses t = 1; : : : ; 12 de todos
os anos de teste q = 61; : : : ; 68.
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Figura 4.6: Previsa˜o de vazo˜es utilizando o modelo baseado em agrupamento com PMed
para o perı´odo entre 1991 e 1998 do posto de Sobradinho.
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Figura 4.7: Previsa˜o de vazo˜es utilizando o modelo baseado em agrupamento com PRP
para o perı´odo entre 1991 e 1998 do posto de Sobradinho.
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4.5 Resumo
Neste capı´tulo apresentou-se um modelo baseado em agrupamento nebuloso de
dados destinado a` previsa˜o de se´ries temporais. Esse me´todo e´ dividido em 2 esta´gios.
No primeiro, o algoritmo fuzzy c-means (FCM) e´ aplicado aos padro˜es de dados pj. O ob-
jetivo e´ organizar padro˜es em grupos com caracterı´sticas similares presentes nos dados.
Como resultado, obteˆm-se os representantes desses grupos chamados centros de grupo.
O pro´ximo passo e´ utilizar os centros de grupo obtidos no primeiro esta´gio para
classificar novos padro˜es ou padro˜es de previsa˜o, pq. Considerando que o procedimento
envolve grandezas nebulosas, o resultado dessa classificac¸a˜o e´ uma matriz de graus
de pertineˆncia dos dados em relac¸a˜o aos centros de grupo. Atrave´s dessa matriz e dos
centros de grupo, a previsa˜o e´ feita como uma combinac¸a˜o linear dos centros ponderados
pelos graus de pertineˆncia do padra˜o de previsa˜o a estes centros.
O modelo foi aplicado a` se´rie de vazo˜es do posto de Sobradinho. Analogamente
aos capı´tulos anteriores, foi aplicado um modelo de agrupamento para cada meˆs do ano.
Os resultados gra´ficos foram significativamente superiores utilizando o procedimento
PRP, devido a sua capacidade de capturar a tendeˆncia da curva de vazo˜es (os resultados
analı´ticos computados pelos erros de previsa˜o sera˜o mostrados no Capı´tulo 6).
No pro´ximo capı´tulo descreve-se o outro modelo de previsa˜o proposto neste tra-
balho. Esse modelo combina as previso˜es dos me´todos mais promissores a fim de obter
resultados que explorem as potencialidades de cada modelo individual.
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Capı´tulo 5
Combinac¸a˜o de Previsores
Assim como as metodologias descritas nos capı´tulos anteriores, diversas outras
foram propostas e aperfeic¸oadas por pesquisadores a fim de atingir desempenho superior
no campo de previsa˜o de se´ries temporais.
Dessa forma, nas u´ltimas de´cadas, surgiu a ide´ia de combinar os resultados
dos modelos de previsa˜o mais eficientes, com o objetivo de agregar as caracterı´sticas
relevantes de cada um para uma determinada aplicac¸a˜o.
5.1 Introduc¸a˜o
Agregac¸a˜o ou combinac¸a˜o e´ um campo de pesquisa extenso na a´rea estatı´stica.
Na modelagem de sistemas, agregac¸a˜o significa combinar classes de modelos para repre-
sentar mais efetivamente um sistema, segundo atribuic¸a˜o adequada de pesos para cada
um desses modelos (Magalha˜es, Ballini, Molck e Gomide, 2004). A principal diferenc¸a
entre os me´todos de combinac¸a˜o de previsores e´ a maneira como esses pesos sa˜o calcu-
lados. Por isso, atualmente, existem duas grandes classes de combinac¸o˜es, as lineares
e as na˜o-lineares.
Mecanismos tı´picos de combinac¸a˜o linear de dados incluem operadores de agre-
gac¸a˜o como mı´nimo, ma´ximo e me´dia. Entretanto, o operador me´dia ignora a habilidade
e a relevaˆncia dos previsores individuais, uma vez que pesos iguais sa˜o atribuı´dos para
cada previsa˜o local.
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A ide´ia de combinar os resultados dos modelos de previsa˜o mais eficientes, de
forma menos intuitiva, foi proposta originalmente por Bates e Granger (Bates e Granger,
1969), sugerindo um esquema de combinac¸a˜o linear, cujos coeficientes ou pesos sa˜o
calculados utilizando uma matriz de covariaˆncia de erros de previsa˜o individuais.
Desde enta˜o, muitos estudos e testes empı´ricos veˆm mostrando que os mode-
los de combinac¸a˜o linear de previsores aprimoram o desempenho das previso˜es indi-
viduais (Clemen, 1989), (Armstrong, 1989), (Makridakis, 1989). Esses modelos foram
extensivamente explorados por pesquisadores e compo˜em um vasto conteu´do na litera-
tura que abrange desde modelos de combinac¸a˜o com me´dia simples ate´ modelos na˜o
lineares mais complexos, como os baseados em inteligeˆncia computacional (Menezes
et al., 2000). Nesse contexto, pode-se destacar pesquisas recentes na estimac¸a˜o dos
pesos atrave´s do uso de redes neurais artificiais (Donaldson e Kamstra, 1996), re-
des neurais evolutivas (Harrald e Kamstra, 1997) e redes neurais nebulosas (Jingrong,
2000), (Jingrong, 2002). Um outro exemplo, que utiliza um paradigma da inteligeˆncia
computacional, e´ um me´todo de combinc¸a˜o na˜o linear baseado nos sistemas nebulosos
Takagi-Sugeno (Fiordaliso, 1998).
Em geral, o desempenho dessas metodologias de combinac¸a˜o na˜o lineares e´ com-
putado pela comparac¸a˜o com modelos de combinac¸a˜o lineares para diversas aplicac¸o˜es,
com eˆnfase em se´ries econoˆmicas. Essa comparac¸a˜o geralmente e´ favora´vel a` utilizac¸a˜o
de modelos de combinac¸a˜o na˜o lineares, como as redes neurais artificiais (Khotanzad
et al., 2000) e as aproximac¸o˜es neurais nebulosas (Palit e Popovic, 2000).
Ale´m das combinac¸o˜es de modelos, outras aproximac¸o˜es, como as arquiteturas
ensembles (Sharkey, 1999), redes neurais modulares (Petridis e Kehagias, 1998) e mis-
tura de especialistas, sa˜o desenvolvidas com base, essencialmente, na mesma ide´ia das
combinac¸o˜es, isto e´, com o objetivo de capturar as caracterı´sticas mais importantes de
previsores promissores.
Neste capı´tulo, propo˜e-se um modelo simples, pore´m efetivo para a combinac¸a˜o
linear de previso˜es, com uma estrutura neural composta por uma u´nica camada com um
neuroˆnio linear. A seguir, o modelo sera´ detalhado e posteriormente aplicado a` previsa˜o
de se´ries temporais.
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5.2 Modelo de Combinac¸a˜o baseado em Redes Neurais
De uma forma geral, o mecanismo de combinac¸a˜o e´ dividido em duas fases. Na
primeira, r modelos locais ou individuais sa˜o selecionados de acordo com os erros glo-
bais de previsa˜o fornecidos por cada um deles. Assim, dado um conjunto de dados,
esses modelos sa˜o aplicados e posteriormente, as previso˜es individuais obtidas sa˜o co-
letadas e combinadas utilizando um operador de combinac¸a˜o (Figura 5.1) treinado para
explorar a capacidade de previsa˜o de cada previsor na previsa˜o final.
.
.
.
Modelo 1
Modelo 2
Modelo r
Operador de
Combinac¸a˜o
Figura 5.1: Modelo de combinac¸a˜o.
Considerando a primeira etapa, os modelos de previsa˜o locais podem ser lineares,
como os do Capı´tulo 2, baseados em redes neurais, como os do Capı´tulo 3, baseados
em agrupamento de dados, como no Capı´tulo 4, ou ainda, qualquer previsor qualificado
como apropriado para o problema de interesse.
Na segunda etapa, para combinar os resultados individuais de diferentes modelos
de previsa˜o, sugere-se, neste trabalho, um me´todo de combinac¸a˜o baseado nas redes
neurais artificiais, pore´m mais simples. O operador de combinac¸a˜o e´ uma rede neural
composta por um neuroˆnio linear, conforme mostra a Figura 5.2, com byj ; j = 1; : : : ; r
denotando a saı´da de cada modelo individual.
Note que se trata de um caso especial de rede neural, em que o processamento e´
realizado atrave´s de apenas um neuroˆnio linear em uma u´nica camada, ou seja, trata-
sede um combinador linear. Portanto, o procedimento de aprendizagem e´ realizado da
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Figura 5.2: Agregador neural.
mesma forma que na sec¸a˜o 3.4, atrave´s do me´todo do gradiente descendente, em que
os pesos da rede, wi; i = 1; 2; : : : ; r, sa˜o ajustados visando minimizar o erro quadra´tico
me´dio de previsa˜o, isto e´:
min E =
1
N
NX
l=1
l(t) (5.1)
sendo, N o nu´mero de padro˜es e l(t) o erro quadra´tico de previsa˜o de cada padra˜o de
entrada l na iterac¸a˜o t
l(t) =
1
2
(dl(t)− bylag(t))2 (5.2)
com dl(t) a saı´da desejada e bylag(t) a saı´da do combinador dada por:
bylag(t) = rX
i=0
wi(t)byil(t) (5.3)
Analogamente a` sec¸a˜o 3.4, a atualizac¸a˜o dos pesos e´ feita pelo me´todo do gradi-
ente da seguinte forma:
wi(t) = wi(t) + wi(t) (5.4)
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o qual,
wi(t) = − @
l(t)
@wi(t)
(5.5)
com  representando a taxa de aprendizagem. Logo, utilizando a regra da cadeia, deri-
vando (5.2) em relac¸a˜o a cyagl(t), (5.3) em relac¸a˜o a wi(t), considerando o neuroˆnio linear
e substituindo em (3.9):
wi(t) = −(dl(t)− bylag(t))byli(t) (5.6)
Os r modelos individuais que sa˜o as entradas do combinador neural sa˜o definidas
a partir do desempenho de cada modelo para uma determinada aplicac¸a˜o.
A seguir, o agregador neural sera´ utilizado para combinar modelos locais desti-
nados a`s se´ries de vazo˜es.
5.3 Aplicac¸a˜o do Modelo de Combinac¸a˜o para Previsa˜o de Va-
zo˜es
Nesta sec¸a˜o, o combinador neural e´ aplicado a` se´rie de vazo˜es de Sobradinho,
cujos dados compreendem o perı´odo entre 1931 e 1998. Adota-se como conjunto de
teste as vazo˜es de 1991 a 1998, analogamente aos Capı´tulos anteriores.
A escolha dos modelos foi feita de acordo com o desempenho apresentado por
cada me´todo local para este posto. Assim, a combinac¸a˜o foi feita entre treˆs modelos:
o perio´dico autoregressivo me´dias mo´veis (PARMA - Capı´tulo 2), a rede neural nebu-
losa (RNN - Capı´tulo 3) e o baseado em agrupamento nebuloso com procedimento de
reconhecimento de padro˜es (MPAN-PRP - Capı´tulo 4).
Para utilizar o modelo de combinac¸a˜o proposto, os dados foram normalizados no
intervalo [−1; 1] e os pesos inicializados no intervalo [−0; 01; 0; 01]. A taxa de aprendizagem
foi fixa e dada por  = 0; 01, resultando numa busca lenta mas capaz de minimizar
a func¸a˜o objetivo, dada em (5.1). Os pesos resultantes da combinac¸a˜o neural esta˜o
dispostos na Tabela 5.1. Observa-se que os pesos que ponderam as entradas referentes
ao modelo RNN teˆm valores mais altos que os demais, nos meses mais u´midos (janeiro,
fevereiro, marc¸o, abril, outubro, novembro e dezembro). Por outro lado, nos meses mais
secos, ha´ um equilı´brio entre os valores dos pesos, para este caso especificamente.
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Tabela 5.1: Pesos resultantes da combinac¸a˜o neural para o posto de Sobradinho.
Meses w1 (PARMA) w2 (RNN) w3 (PRP)
Jan 0,1626 0,6921 0,3434
Fev 0,0556 0,6557 0,4326
Mar 0,1622 0,4599 0,4189
Abr 0,1180 0,6224 0,4065
Mai 0,2238 0,3329 0,3292
Jun 0,2757 0,2875 0,2761
Jul 0,2521 0,3102 0,4091
Ago 0,3153 0,3300 0,2348
Set 0,2621 0,4274 0,3088
Out 0,1557 0,6653 0,3264
Nov 0,1955 0,5313 0,4548
Dez 0,0992 0,6371 0,4032
A Figura 5.3 mostra os resultados da combinac¸a˜o neural.
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Figura 5.3: Previsa˜o de vazo˜es utilizando o modelo de combinac¸a˜o neural para o perı´odo
entre 1991 e 1998 do posto de Sobradinho.
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E´ possı´vel observar que as regio˜es de “pico”, que apresentam maior dificuldade
em serem previstas, seguem de forma satisfato´ria a curva de valores reais, com excec¸a˜o
do segundo perı´odo de cheia. Isso porque nenhum dos modelos individuais apresentou
um bom desempenho na modelagem desse “pico”, uma vez que este, por ser um evento
anoˆmalo, na˜o apresenta uma tendeˆncia semelhante ao histo´rico de dados.
5.4 Resumo
Neste Capı´tulo um modelo de combinac¸a˜o linear de previsores foi proposto para
aprimorar a previsa˜o de se´ries temporais. Trata-se de um modelo constituı´do em duas
fases. Na primeira, os modelos individuais sa˜o escolhidos de acordo com o respectivo
desempenho na previsa˜o de uma determinada se´rie.
Na segunda, uma rede neural simples composta por apenas uma camada com um
neuroˆnio linear responsa´vel, atrave´s do processamento das previso˜es locais (entradas),
pela combinac¸a˜o. A rede e´ treinada pelo me´todo do gradiente descendente a fim de
ajustar os pesos adequadamente.
O modelo de combinac¸a˜o linear e´ aplicado para a previsa˜o do perı´do de 1991-
1998 da se´rie de vazo˜es de Sobradinho. Os resultados mostram que a combinac¸a˜o
fornece uma previsa˜o mais pro´xima da curva real que as previso˜es resultantes dos mo-
delos individuais. Isso sera´ verificado no pro´ximo Capı´tulo, em que os modelos sera˜o
comparados com base em crite´rios quantitativos de erros.
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Capı´tulo 6
Comparac¸a˜o e Discussa˜o de Resultados
6.1 Introduc¸a˜o
Os modelos, descritos nos capı´tulos anteriores, foram aplicados a treˆs se´ries de
vazo˜es pertencentes a treˆs bacias hidrogra´ficas distintas do Brasil. A primeira e´ refe-
rente ao reservato´rio da usina hidroele´trica de Sobradinho que esta´ localizada na regia˜o
nordeste do Brasil, faz parte da bacia do Rio Sa˜o Franscisco e pertence a` Companhia
Hidroele´trica do Sa˜o Franscisco (CHESF). A seguir, utilizou-se a se´rie de vazo˜es referente
ao reservato´rio de Furnas, localizado na bacia do Rio Grande, regia˜o sudeste do Brasil e
pertencente a` Companhia Furnas Centrais Ele´tricas S.A.. Finalmente, os modelos foram
aplicados a`s vazo˜es do reservato´rio de Emborcac¸a˜o, localizado na bacia do rio Paranaı´ba,
tambe´m na regia˜o sudeste do Brasil. A usina hidroele´trica de Emborcac¸a˜o pertence a`
empresa Centrais Ele´tricas de Minas Gerais (CEMIG).
Os dados de vazo˜es oscilam entre valores mı´nimos e ma´ximos ao longo da variac¸a˜o
sazonal no perı´odo de 12 meses. Assim, a sazonalidade das vazo˜es mensais sugere o uso
de 12 modelos diferentes, um para cada meˆs do ano.
A comparac¸a˜o foi feita com base na ana´lise dos erros fornecidos pelas previso˜es de
cada modelo, sendo computados tanto os erros mensais, considerando os 12 modelos
distintos ajustados para cada meˆs, quanto os globais, relativos a toda se´rie. Neste
trabalho, foram considerados para avaliac¸a˜o dos erros mensais e globais, a raiz do erro
quadra´tico me´dio (REQM), o erro percentual me´dio (EPM) e o erro percentual ma´ximo
(EPmax). Para a comparac¸a˜o global, adotou-se ainda o erro absoluto me´dio (EAM), o
71
72 Comparac¸a˜o e Discussa˜o de Resultados
coeficiente de correlac¸a˜o  e a variaˆncia (2). Esses crite´rios sa˜o definidos como:
REQM =
 
1
P
PX
k=1
(dk − byk)2
! 1
2
(6.1)
EAM =
1
P
PX
k=1
jdk − bykj (6.2)
EPM =
100
P
PX
k=1
jdk − bykj
dk
(6.3)
EPmax = max

100
dk − bykdk
 (6.4)
 =
PX
k=1
(dk − d)( byk − y)
 
PX
k=1
(dk − d)2( byk − y)2
! 1
2
(6.5)
2 =
1
P − 1
NX
k=1
( byk − y)2 (6.6)
sendo P o nu´mero de previso˜es, dk a saı´da real, byk a saı´da do modelo e d e y suas
respectivas me´dias. Por exemplo, se os crite´rios de erros fossem computados para as
previso˜es de 8 anos do meˆs de Janeiro, P = 8, bard seria a me´dia dos valores reais dos 8
anos previstos e bary seria a me´dia das previso˜es dos 8 anos.
Em particular, o coeficiente de correlac¸a˜o mede o quanto as previso˜es esta˜o cor-
relacionadas com as vazo˜es reais. Assim, −1 <  < 1 e quanto mais pro´ximo de um 1
estiver o valor de , mais acurada e´ a previsa˜o. Por outro lado, um coeficiente negativo
indica uma correlac¸a˜o inversa, ou seja, significa uma previsa˜o deficiente.
A seguir, a aplicac¸a˜o dos modelos a`s se´ries descritas sera´ exposta e a ana´lise dos
erros detalhada.
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6.2 Aplicac¸a˜o de Modelos para o Posto de Sobradinho
Ao longo deste trabalho, os dados de vaza˜o do posto de Sobradinho foram uti-
lizados para exemplificar a aplicac¸a˜o dos modelos descritos para uma se´rie temporal.
Assim, a ana´lise e o ajuste dos modelos cla´ssicos de se´ries temporais (PARMA), as re-
des neurais artificiais (MLP) e nebulosas (RNN), os modelos baseados em agrupamento
nebuloso (MPAN-PMed, MPAN-PRP) e o me´todo de combinac¸a˜o de previsores (CP), para
esse posto foram apresentados nos Capı´tulos 2, 3, 4 e 5, respectivamente. Vale ressaltar
que foram realizadas previso˜es de vaza˜o um passo a` frente para o perı´odo de 1991 e
1998.
6.2.1 Ana´lise de Erros
Inicialmente, foram testados os modelos ja´ conhecidos na literatura de previsa˜o
de se´ries temporais. Os coeficientes i;m e j;m; i = 1; : : : ; pm, j = 1; : : : ; qm, e as ordens pm
e qm dos modelos AR e MA, respectivamente, sa˜o mostrados na Tabela 2.3 do Capı´tulo 2.
Da mesma forma, as caracterı´sticas das topologias utilizadas nas redes MLP e RNN e
os paraˆmetros do treinamento sa˜o sumarizados, respectivamente, nas Tabelas 3.1, 3.2
e 3.3 do Capı´tulo 3.
Os modelos propostos neste trabalho tambe´m foram aplicados a` se´rie de vazo˜es
de Sobradinho, considerando as caracterı´sticas dadas pela Tabela 4.2, Capı´tulo 4, e os
paraˆmetros de aprendizagem definidos no Capı´tulo 5.
Em geral, os perı´odos u´midos (outubro a marc¸o) apresentam maior variabilidade
nas vazo˜es, o que prejudica a modelagem da se´rie e consequ¨entemente as respectivas
previso˜es. A Figura 6.1 mostra essa dificuldade atrave´s da curva dos erros mensais
(REQM, EPM e EPmax) das previso˜es obtidas pelos 6 modelos descritos anteriormente
(as tabelas referentes aos erros mensais de previsa˜o esta˜o dispostas para consulta no
Apeˆndice A). E´ nota´vel uma diminuic¸a˜o desses erros durante os perı´odos de seca (abril
a setembro) e o respectivo aumento durante os perı´odos u´midos.
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Figura 6.1: Erros mensais referentes ao posto de Sobradinho.
Ainda na Figura 6.1, com relac¸a˜o ao crite´rio REQM, observa-se uma equivaleˆncia
dos modelos durante as previso˜es do perı´odo seco. Entretanto, e´ possı´vel notar para
esse perı´odo que a MLP apresenta erros superiores, enquanto o MPAN-PRP e o modelo
CP apresentam erros mensais inferiores aos demais modelos. Nos meses u´midos, os mo-
delos propostos, MPAN-PRP e CP, novamente fornecem resultados satisfato´rios quando
comparados aos modelos ja´ existentes, embora em janeiro e em marc¸o haja uma sutil
superioridade da MLP e do PARMA, respectivamente.
Os crite´rios EPM e EPmax mostram com maior clareza as diferenc¸as entre os
modelos, principalmente nos meses secos. Observa-se que, para este caso, a MLP forne-
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ceu resultados inferiores aos demais modelos. O modelo MPAN-PMed apresentou erros
mensais ligeiramente superiores aos demais e fica comprovada a eficieˆncia dos modelos
MPAN-PRP e CP.
Vale ressaltar que embora na˜o fornec¸a erros de previsa˜o inferiores para todos
os meses, e´ notave´l que o modelo CP aproveita as caracterı´sticas favora´veis dos modelos
mais promissores para cada meˆs, como por exemplo, nos meses de julho e junho (MPAN-
PRP) ou novembro (RNN).
Com relac¸a˜o aos erros de previsa˜o globais, o modelo proposto MPAN-PMed apre-
sentou desempenho inferior aos modelos PARMA e RNN (Tabela 6.1). Isso pode ser
explicado pela grande variabilidade das vazo˜es para o posto de Sobradinho, a qual na˜o
foi modelada adequadamente pela mediana dos dados, mesmo considerando a baixa
sensibilidade desta medida a valores extremos.
Tabela 6.1: Erros globais de previsa˜o para o posto de Sobradinho.
REQM EAM EPM EPmax  2
Me´todos (m3=s) (m3=s) (%) (%) (106)
PARMA 1079,30 593,83 20,09 144,27 0,84 1,17
MLP 1462,80 820,24 31,31 149,70 0,69 2,16
RNN 1330,40 606,37 17,80 79,31 0,76 1,72
MPAN-PMed 1191,60 622,60 22,81 113,21 0,80 1,44
MPAN-PRP 1005,00 537,10 18,93 140,75 0,86 1,02
CP 1103,10 520,13 15,97 100,94 0,85 1,20
Ainda, a Tabela 6.1 mostra que o modelo MPAN-PRP obteve um resultado supe-
rior aos me´todos cla´ssico, neural (MLP) e MPAN-PMed. Ale´m disso, o modelo MPAN-PRP
apresentou erros globais (REQM e EAM) mais baixos e o coeficiente de correlac¸a˜o con-
sideravelmente maior que a abordagem neural nebulosa (RNN). O EPM apontou um
desempenho superior da RNN, com relac¸a˜o aos modelos individuais, decorrente da
avaliac¸a˜o dos erros mensais de maio e novembro. A variaˆncia mais baixa e´ dada pe-
las previso˜es do MPAN-PRP, o que sugere que a dispersa˜o dos erros de previsa˜o com
relac¸a˜o a` me´dia e´ pequena para este modelo implicando na equivaleˆncia da inferioridade
do REQM.
Finalmente, os erros globais fornecidos pelas previso˜es do combinador linear fo-
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ram significativamente inferiores aos dos modelos individuais, com excec¸a˜o do REQM
que se apresentou mais elevado do que nos modelos PARMA e MPAN-PRP (Tabela 6.1).
Vale notar que, considerando os modelos indivuduais agregados PARMA, RNN e MPAN-
PRP, a variaˆncia foi reduzida para o modelo CP, embora na˜o tenha sido inferior a` va-
riaˆncia dos modelos PARMA e MPAN-PRP.
6.3 Aplicac¸a˜o de Modelos para o Posto de Furnas
Nesta sec¸a˜o, os modelos descritos nesse trabalho foram aplicados a` previsa˜o de
vazo˜es um passo a` frente do posto de Furnas. Da mesma forma que na sec¸a˜o anterior, o
conjunto de dados para o ajuste dos me´todos foi adotado entre os anos de 1931 e 1990
enquanto os testes sa˜o feitos para as vazo˜es do perı´odo de 1991 a 1998.
Inicialmente, o modelo PARMA foi ajustado utilizando o me´todo de ma´xima ve-
rossimilhanc¸a e forneceu os coeficientes estimados i;m; i = 1; : : : ; pm, j;m; j = 1; : : : ; qm
e variaˆncia m, conforme mostra a Tabela 6.2. As ordens dos modelos AR (pm) e MA (qm)
sa˜o determinadas segundo o crite´rio BIC (equac¸a˜o (2.28)), cujo objetivo e´ encontrar o
modelo mais parcimonioso possı´vel.
Tabela 6.2: Estimativas dos paraˆmetros utilizando o EMV: se´rie de vazo˜es de Furnas.
Meses 1;m 2;m 3;m 4;m 1;m m (pm; qm)
Janeiro 0,5983 – – – – 1,7149 (1,0)
Fevereiro 0,5312 – – – – 1,7600 (1,0)
Marc¸o 0,4862 0,2404 – – – 1,9434 (2,0)
Abril 0,5400 0,1364 0,2688 – – 3,5924 (3,0)
Maio 0,5439 0,1746 0,3130 – – 6,5685 (3,0)
Junho 0,6877 0,2206 – – – 4,9054 (2,0)
Julho 0,6028 0,3769 – – – 10,9397 (2,0)
Agosto 0,9711 -0,0267 – – – 10,5399 (2,0)
Setembro 0,6058 0,1866 0,6371 -0,5793 – 5,9990 (4,0)
Outubro 0,9248 – – – -0,6464 3,9039 (1,1)
Novembro 0,3531 – – – – 1,2950 (1,0)
Dezembro 1,9013 – – – -1,8872 2,0620 (1,1)
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Segundo o crite´rio BIC, a ordem do modelo AR variou de 1 a 4, com as maiores
ordens ocorrendo nos meses de seca. Com relac¸a˜o a` ordem do modelo MA, a parcimo-
niosidade foi alcanc¸ada com a ordem 1 para os meses de outubro e dezembro. Vale
ressaltar que, no meˆs de setembro, a ordem do modelo AR, pm = 4, embora elevada, foi
escolhida conforme os valores do crite´rio BIC e da variaˆncia do erro (2) mostrados na
Tabela 6.3.
Tabela 6.3: Valores do crite´rio BIC e da variaˆncia para o meˆs de setembro para o posto
de Furnas.
pm 1 2 3 4 5
qm 
2 BIC 2 BIC 2 BIC 2 BIC 2 BIC
0 0,31 -82,69 0,29 -82,26 0,26 -86,45 0,19 -100,73 0,19 -97,52
1 0,29 -82,26 0,32 -70,60 0,26 -80,68 0,51 -31,01 0,26 -72,76
Em seguida, para cada meˆs, uma rede MLP, com uma u´nica camda intermedia´ria,
foi treinada e testada para um conjunto de topologias diferentes. Para determinar a
estrutura da rede foi utilizada a te´cnica estatı´stica de validac¸a˜o cruzada descrita na
sec¸a˜o 3.4.1, Capı´tulo 3. A Tabela 6.4 apresenta a estrutura da rede para cada meˆs,
ou seja, o nu´mero de entradas M , o nu´mero de neuroˆnios intermedia´rios M1, a taxa de
aprendizagem  e o termo momentum .
Tabela 6.4: Topologias das redes MLP para cada meˆs: posto de Furnas.
Meˆs Jan Fev Mar Abr Mai Jun Jul Ago Set Out Nov Dez
M=M1 4/5 3/10 3/20 3/10 1/23 3/23 6/22 6/24 2/19 3/17 4/22 3/22
 0,5 0,25 0,75 0,5 0,75 0,5 0,75 0,75 0,25 0,25 0,5 0,75
 0,75 0,25 0,75 0,75 0,75 0,75 0,25 0,75 0,75 0,25 0,25 0,75
Um outro modelo para comparac¸a˜o foi a rede neural nebulosa (RNN). Como des-
crito na sec¸a˜o 3.5, Capı´tulo 3, durante o treinamento da RNN, ha´ um mecanismo de
inserc¸a˜o de regras nebulosas que adiciona as regras a` topologia da rede, de acordo com
o espac¸o de entradas do problema. Dessa maneira, ao final da aprendizagem, a estru-
tura da RNN fornece o nu´mero de regras utilizadas, conforme mostra a Tabela 6.5. Note
que o nu´mero de entradas M foi o mesmo adotado para a rede MLP.
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Tabela 6.5: Topologias das RNN para cada meˆs: posto de Furnas.
Meˆs Jan Fev Mar Abr Mai Jun Jul Ago Set Out Nov Dez
M 4 3 3 3 1 3 6 6 2 3 4 3
Regras 44 44 34 34 30 18 17 23 20 24 12 43
O nu´mero de entradas para a RNN variou entre 3 e 6, dependendo do meˆs. O
nu´mero de regras ou grupos de neuroˆnios na camada intermedia´ria variou entre 17 e
44, com o maior nu´mero de regras ocorrendo para meses u´midos ja´ que nesses meses
as vazo˜es apresentam altas variaˆncias.
Embora o nu´mero de entradas M seja o mesmo para ambas redes, para a rede
MLP, deve-se definir o nu´mero M1 de neuroˆnios intermedia´rios cla´ssicos. Os paraˆmetros
de aprendizagem da rede MLP, tambe´m escolhidos experimentalmente, variam de um
meˆs para outro, enquanto que para a RNN, os paraˆmetros , , γ, , c, y e  sa˜o
definidos da mesma forma que para o posto de Sobradinho (Tabela 3.3).
Os modelos de previsa˜o baseados em agrupamento nebuloso (MPAN), propostos
nesse trabalho, tambe´m sa˜o caracterizados por paraˆmetros especı´ficos. Tanto para o
procedimento de reconhecimento de padro˜es (PRP), quanto para o de mediana de dados
(PMed), e´ necessa´rio escolher experimentalmente o paraˆmetro c que define o nu´mero
de centros dos grupos. Ale´m disso, o PRP utiliza l valores anteriores de vazo˜es e as
respectivas diferenc¸as ou inclinac¸o˜es para construir os p-padro˜es de dados/previsa˜o.
De acordo com a Tabela 6.6, as inclinac¸o˜es foram relevantes nos meses de fevereiro,
marc¸o e outubro, o que pode estar indicando, para este caso, uma possı´vel mudanc¸a
do perı´odo u´mido para o seco em fevereiro e marc¸o, em contraste com a mudanc¸a do
perı´odo seco para o u´mido em outubro.
Vale ressaltar que o nu´mero de centros c definido para o modelo MPAN-PMed e´
diferente do definido para o modelo MPAN-PRP devido ao cara´ter experimental da escolha
do paraˆmetro c e a`s caracterı´sticas ı´ntrinsecas de cada me´todo.
As previso˜es resultantes dos modelos MPAN-PMed e MPAN-PRP sa˜o mostradas,
respectivamente, nas Figuras 6.2 e 6.3.
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Tabela 6.6: Caracterı´sticas para o modelo MPAN com PRP e PMed: Furnas.
PRP PMed
Meses c l Inclusa˜o c
(para os p-padro˜es) da Inclinac¸a˜o
Jan 2 2 na˜o 10
Fev 2 2 sim 5
Mar 4 2 sim 5
Abr 5 3 na˜o 3
Mai 3 2 na˜o 3
Jun 3 2 na˜o 3
Jul 3 2 na˜o 3
Ago 3 1 na˜o 2
Set 4 1 na˜o 3
Out 8 3 sim 6
Nov 6 1 na˜o 3
Dez 7 3 na˜o 3
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Figura 6.2: Previsa˜o de vazo˜es utilizando o modelo baseado em agrupamento com PMed
para o perı´odo entre 1991 e 1998 do posto de Furnas.
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Figura 6.3: Previsa˜o de vazo˜es utilizando o modelo baseado em agrupamento com PRP
para o perı´odo entre 1991 e 1998 do posto de Furnas.
Ainda, a combinac¸a˜o linear de previso˜es (CP) descrita no Capı´tulo 5 foi aplicada
a` se´rie de vazo˜es de Furnas agregando as caracterı´sticas dos modelos RNN, MPAN-PMed
e MPAN-PRP. A taxa de aprendizagem empregada foi  = 0; 01. Os pesos resultantes da
combinac¸a˜o neural utilizada esta˜o dispostos na Tabela 6.7 e mostram que, para este
caso, ha´ um equilı´brio entre os valores do pesos para os meses de janeiro, junho, julho,
setembro e outubro, enquanto que para os demais meses, com excec¸a˜o de novembro, as
entradas relativas a` RNN sa˜o ponderadas por um peso maior que os dados aos demais
modelos.
A Figura 6.4 mostra a curva prevista. Graficamente, e´ possı´vel observar que os as
previso˜es do modelo CP no quarto e sexto picos acompanham melhor as na˜o linearida-
des da curva real quando comparadas a`s curvas produzidas pelos modelos individuais
MPAN-PMed (Figura 6.2) e MPAN-PRP (Figura 6.3).
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Tabela 6.7: Pesos resultantes da combinac¸a˜o neural para o posto de Furnas.
Meses w1 (RNN) w2 (PMed) w3 (PRP)
Jan 0,4505 0,3508 0,2701
Fev 0,6616 0,3714 0,1958
Mar 0,5358 0,3556 0,2061
Abr 0,6351 0,1938 0,3387
Mai 0,6966 0,2999 0,2352
Jun 0,2938 0,2595 0,17498
Jul 0,3698 0,2830 0,2786
Ago 0,5779 0,1893 0,1758
Set 0,2960 0,2018 0,3348
Out 0,2355 0,2719 0,2977
Nov 0,0861 0,3964 0,4796
Dez 0,5180 0,1159 0,3863
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Figura 6.4: Previsa˜o de vazo˜es utilizando o modelo de combinac¸a˜o de previsores para o
perı´odo entre 1991 e 1998 do posto de Furnas.
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A seguir, os erros associados a`s previso˜es sa˜o analisados e comparados para
avaliar o desempenho das metodologias propostas em relac¸a˜o a`s ja´ desenvolvidas na
literatura.
6.3.1 Ana´lise de Erros
A ana´lise de erros e´ feita de forma ana´loga a` sec¸a˜o 6.2.1, considerando os mesmos
crite´rios de avaliac¸a˜o de desempenho. Os erros mensais sa˜o sumarizados na Figura 6.5.
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Figura 6.5: Erros mensais referentes ao posto de Furnas.
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Observa-se que o crite´rio REQM apresenta erros, cujos valores sa˜o inferiores aos
apresentados para a usina de Sobradinho. Isso porque a variabilidade das vazo˜es de
Furnas e´ menor que as de Sobradinho. Entretanto, o desempenho da MLP e´ novamente
inferior, excetuando-se o meˆs de setembro.
Por outro lado, analisando os crite´rios EPM e EPmax, em que e´ mais clara a
diferenc¸a entre os modelos, os erros de previsa˜o fornecidos pelo modelo PARMA foram,
em geral, superiores aos demais modelos, com excec¸a˜o do meˆs de agosto.
A RNN fornece erros de previsa˜o equivalente aos modelos PMed e PRP para todos
os meses com eˆnfase no meˆs de novembro em que apresenta o melhor resultado entre os
modelos. Ainda, e´ nota´vel que para esta usina, o modelo MPAN-PMed obte´m resultados
satisfato´rios, contrariamente ao caso anterior, da usina de Sobradinho.
Comparando-se os erros mensais dos dois modelos MPAN, observa-se uma si-
milaridade nos resultados com relac¸a˜o a` maioria dos meses u´midos (janeiro, fevereiro,
marc¸o e dezembro) e uma superioridade do procedimento PRP nos meses de transic¸a˜o
(abril e outubro) e, em geral nos meses de seca (maio, julho, agosto e setembro).
Novamente, embora os erros mensais do modelo CP na˜o apresentem valores infe-
riores em comparac¸a˜o com todos os modelos individuais, e´ visı´vel a “heranc¸a” da RNN no
meˆs de novembro e do MPAN-PRP nos meses de julho, setembro, outubro e dezembro,
uma vez que nestes meses os erros do modelo CP se aproximam dos erros individuais
da RNN e do MPAN-PRP, respectivamente.
Os erros globais dispostos na Tabela 6.8 seguem a mesma tendeˆncia dos erros
mensais, isto e´, os modelos propostos apresentam, para o posto de Furnas, resultados
superiores aos fornecidos pelos modelos PARMA, rede MLP e RNN para a maioria dos
crite´rios de erro.
Vale observar ainda que, considerando os modelos MPAN, embora os crite´rios
REQM e EAM apresentem valores mais altos no modelo CP, ha´ significativa reduc¸a˜o no
erros percentuais, EPM e EPmax, e da variaˆncia (2), e similaridade dos coeficientes de
correlac¸a˜o .
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Tabela 6.8: Erros globais de previsa˜o para o posto de Furnas.
REQM EAM EPM EPmax  2
Me´todos (m3=s) (m3=s) (%) (%) (105)
PARMA 418,28 260,41 25,67 120,44 0,75 1,77
MLP 427,33 271,17 29,62 138,04 0,75 1,83
RNN 415,77 234,28 19,88 77,95 0,77 1,64
MPAN-PMed 365,61 209,03 19,77 82,60 0,82 1,32
MPAN-PRP 345,61 200,82 18,26 88,88 0,84 1,19
CP 384,58 214,66 17,89 61,60 0,81 1,39
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Seguindo procedimento ana´logo, inicialmente, os paraˆmetros dos modelos sa˜o
ajustados para a se´rie de vazo˜es de Emborcac¸a˜o.
A Tabela 6.9 mostra as estimativas dos paraˆmetros i; i = 1; : : : ; pm e j ; j =
1; : : : ; qm dadas pelo modelo PARMA. A fim de encontrar os modelos de forma parcimoni-
osa, as ordens dos modelos AR (pm) e MA (qm) sa˜o determinadas segundo o crite´rio BIC
(equac¸a˜o (2.28)).
Observa-se que a ordem dos modelos mensais AR variou de 1 a 3 (Tabela 6.9),
com as maiores ordens atribuı´das aos meses secos. Ale´m disso, para abril e novembro,
a ordem do modelo MA foi 1. Ainda, observa-se que, no meˆs de julho, a ordem do modelo
AR, pm = 2, embora distoante dos demais meses secos, foi escolhida de acordo com os
valores do crite´rio BIC e da variaˆncia do erro, mostrados na Tabela 6.10.
A arquitetura da rede MLP foi obtida atrave´s da te´cnica de validac¸a˜o cruzada.
Esta te´cnica determinou o nu´mero de entradas (M ) e o nu´mero de neuroˆnios interme-
dia´rios (M1) para cada meˆs, como mostra a Tabela 6.11 Observa-se ainda que os valores
de M1 oscilaram entre 3 e 33 e ambos  e  assumem os valores 0,25; 0,50 ou 0,75.
Novamente, a RNN utilizou as mesmas entradas que a MLP e o nu´mero de grupos
de neuroˆnios ou regras que compo˜em as camadas intermedia´rias foram determinados
pelo treinamento da rede. A Tabela 6.12 mostra esses nu´meros, que tiveram uma pe-
quena variac¸a˜o meˆs a meˆs (30 a 39). Isso e´ um indı´cio de que a se´rie apresenta poucas
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Tabela 6.9: Estimativas dos paraˆmetros utilizando o EMV: se´rie de vazo˜es de
Emborcac¸a˜o.
Meses 1;m 2;m 3;m 1;m m (pm; qm)
Janeiro 0,4365 – – – 1,3700 (1,0)
Fevereiro 0,6482 – – – 2,1286 (1,0)
Marc¸o 0,4892 – – – 1,6175 (1,0)
Abril 1,0344 – – -0,4842 2,4886 (1,1)
Maio 0,6819 0,1248 0,2637 – 8,7813 (3,0)
Junho 0,7947 -0,0422 0,1888 – 5,3395 (3,0)
Julho 0,6991 0,2853 – – 21,6255 (2,0)
Agosto 0,8279 -0,1681 0,2992 – 16,0279 (3,0)
Setembro 0,8248 – – – 5,0048 (1,0)
Outubro 0,5111 – – – 1,5248 (1,0)
Novembro 0,6553 – – 0,0032 1,6751 (1,1)
Dezembro 0,5264 – – – 1,5864 (1,0)
variac¸o˜es nas vazo˜es ao longo dos meses, ou seja, e´ bem comportada.
A seguir, os paraˆmetros dos modelos propostos MPAN foram definidos experimen-
talmente. A Tabela 6.13 detalha os valores desses paraˆmetros. Na fase de agrupamento
de dados, o nu´mero de centros dos grupos c e´ definido e posteriormente, na fase de
classificac¸a˜o com o procedimento PRP, e´ necessa´rio definir o paraˆmetro l corresponden-
te ao nu´mero de valores anteriores de vazo˜es e ainda se suas respectivas diferenc¸as ou
inclinac¸o˜es sa˜o relevantes na construc¸a˜o dos p-padro˜es de dados/previsa˜o. Para o posto
de Emborcac¸a˜o, as inclinac¸o˜es aumentam o desempenho do modelo nos meses de abril,
Tabela 6.10: Valores do crite´rio BIC e da variaˆncia para o meˆs de julho para o posto de
Emborcac¸a˜o.
pm 1 2 3 4 5
qm 
2 BIC 2 BIC 2 BIC 2 BIC 2 BIC
0 0,07 -180,54 0,05 -196,36 0,05 -192,17 0,05 -189,25 0,04 -191,54
1 0,05 -196,36 0,06 -186,54 0,06 -180,96 0,05 -181,46 0,06 -169,38
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Tabela 6.11: Topologias das redes MLP para cada meˆs: posto de Emborcac¸a˜o.
Meˆs Jan Fev Mar Abr Mai Jun Jul Ago Set Out Nov Dez
M=M1 3/32 5/3 3/6 1/27 3/30 3/29 1/33 1/31 2/3 3/33 1/3 3/3
 0,75 0,25 0,75 0,5 0,5 0,5 0,75 0,75 0,25 0,75 0,75 0,25
 0,25 0,25 0,5 0,5 0,75 0,25 0,75 0,75 0,25 0,75 0,75 0,25
Tabela 6.12: Topologias das RNN para cada meˆs: posto de Emborcac¸a˜o.
Meˆs Jan Fev Mar Abr Mai Jun Jul Ago Set Out Nov Dez
M 3 5 3 1 3 3 1 1 2 3 1 3
Regras 34 31 33 30 37 38 34 35 35 38 39 38
maio, agosto, outubro, novembro e dezembro.
As previso˜es resultantes dos modelos MPAN-PMed e MPAN-PRP sa˜o mostradas,
respectivamente, nas Figuras 6.6 e 6.7, respectivamente.
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Figura 6.6: Previsa˜o de vazo˜es utilizando o modelo baseado em agrupamento com PMed
para o perı´odo entre 1991 e 1998 do posto de Emborcac¸a˜o.
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Tabela 6.13: Caracterı´sticas para o modelo MPAN com PRP e PMed: Emborcac¸a˜o.
PRP PMed
Meses c l Inclusa˜o c
(para os p-padro˜es) da Inclinac¸a˜o
Jan 4 2 na˜o 10
Fev 3 2 na˜o 3
Mar 3 3 na˜o 3
Abr 3 3 sim 3
Mai 6 2 sim 4
Jun 4 2 na˜o 2
Jul 4 3 na˜o 2
Ago 8 3 sim 2
Set 4 1 na˜o 6
Out 2 2 sim 2
Nov 3 3 sim 2
Dez 2 3 sim 4
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Figura 6.7: Previsa˜o de vazo˜es utilizando o modelo baseado em agrupamento com PRP
para o perı´odo entre 1991 e 1998 do posto de Emborcac¸a˜o.
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A combinac¸a˜o linear de previso˜es (CP) descrita no Capı´tulo 5 foi aplicada a` se´rie
de vazo˜es de Emborcac¸a˜o agregando as caracterı´sticas dos modelos PARMA, MPAN-PMed
e MPAN-PRP. A escolha desses modelos para a combinac¸a˜o de previsores foi feita experi-
mentalmente, uma vez que apenas o modelo MPAN-PRP forneceu erros inferiores para a
maioria dos crite´rios (Tabela 6.15). A taxa de aprendizagem empregada foi  = 0; 01. Os
pesos resultantes da combinac¸a˜o sa˜o mostrados na Tabela 6.14.
Tabela 6.14: Pesos resultantes da combinac¸a˜o neural para o posto de Emborcac¸a˜o.
Meses w1 (PARMA) w2 (PMed) w3 (PRP)
Jan -0,1501 1,1002 0,1675
Fev -0,2451 0,6691 0,7773
Mar -0,5444 0,8753 0,9658
Abr -0,3599 0,7750 0,8105
Mai 0,6128 0,2031 0,2665
Jun 0,2450 0,1698 0,7645
Jul 0,0570 0,0712 1,0156
Ago 0,4367 0,1325 0,5306
Set -0,5362 1,0205 0,6707
Out 0,1060 0,6486 0,7522
Nov -0,0619 0,4984 0,9270
Dez -0,1971 1,3191 0,02017
Observa-se que, neste caso, o modelo MPAN-PRP foi ponderado por valores mais
altos que os atribuı´dos aos demais modelos, para a maioria dos meses. As excec¸o˜es
aparecem nos meses de janeiro, setembro e dezembro, em que atribui-se ao MPAN-PMed
valores superiores, e no meˆs de maio, em que o PARMA tem peso maior. A Figura 6.8
mostra a curva prevista.
Na pro´xima sec¸a˜o, os erros sera˜o analisados e comparados para verificar a acura´cia
dos modelos propostos.
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Figura 6.8: Previsa˜o de vazo˜es utilizando o modelo de combinac¸a˜o de previsores para o
perı´odo entre 1991 e 1998 do posto de Emborcac¸a˜o.
6.4.1 Ana´lise de Erros
Inicialmente, os erros mensais foram computados. A Figura 6.9 detalha esses
erros para os modelos decritos neste trabalho. Observa-se que a rede MLP obteve erros
inferiores para a maioria dos meses, com excec¸a˜o dos meses de maio e junho, em que o
PARMA forneceu melhores resultados, e nos meses de janeiro e abril, o desempenho da
RNN foi superior. Vale ressaltar que a rede MLP so´ obteve resultados satisfato´rios para
as vazo˜es de Emborcac¸a˜o, mais um indı´cio do bom comportamento dessa se´rie.
Segundo a Figura 6.9, o modelo MPAN-PMed obteve desempenho superior a` rede
MLP apenas nos meses de janeiro, maio, junho, novembro e dezembro, considerando o
crite´rio EPM. Entretanto, o me´todo PARMA supera esse modelo em maio e junho. Ja´ o
previsor MPAN-PRP fornece erros menores que a RNN em abril, maio, junho e agosto,
ale´m de uma significativa reduc¸a˜o em outubro, novembro e dezembro, sendo bastante
similar nos demais meses.
Para este caso, o combinador apresentou resultados bastante promissores, con-
siderando que apenas em marc¸o e setembro os erros foram similares aos erros dos
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Figura 6.9: Erros mensais referentes ao posto de Emborcac¸a˜o.
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modelos individuais.
Na Tabela 6.15, observa-se que no contexto dos modelos individuais, o modelo
MPAN-PRP obte´m os erros de previsa˜o inferiores a todos os modelos, excetuando-se os
crite´rios REQM e coeficiente de correlac¸a˜o, os quais foram mais altos que os fornecidos
pela rede MLP.
Ainda, o modelo de combinac¸a˜o produz previso˜es que reduzem os erros dos mo-
delos individuais e ainda aumentam o valor do coeficiente de correlac¸a˜o , embora este
ainda apresente um valor maior para as previso˜es dadas pela MLP. Considerando os
modelos individuais (PARMA, MPAN-PMed e MPAN-PRP) utilizados, a variaˆncia das pre-
viso˜es do modelo CP tambe´m e´ reduzida, embora tenha sido superior a` variaˆncia do
modelo MLP .
Tabela 6.15: Erros globais de previsa˜o para o posto de Emborcac¸a˜o.
REQM EAM EPM EPmax  2
Me´todos (m3=s) (m3=s) (%) (%) (104)
PARMA 203,85 125,32 22,21 85,26 0,81 4,19
MLP 177,43 109,53 20,47 68,29 0,86 3,18
RNN 228,85 115,69 19,59 69,68 0,77 5,09
MPAN-PMed 202,48 117,29 21,44 85,38 0,83 4,04
MPAN-PRP 196,59 104,23 16,77 77,27 0,83 3,82
CP 194,26 102,44 16,46 69,85 0,84 3,72
6.5 Resumo
Neste Capı´tulo, tanto dos modelos individuais MPAN quanto do modelo de combinac¸a˜o
de previsores propostos neste trabalho foram aplicados a treˆs se´ries de vazo˜es dos re-
servato´rios das usinas de Sobradinho, Furnas e Emborcac¸a˜o.
Os resultados foram apresentados e o desempenho dos modelos foi avaliado
comparando-se os erros de previsa˜o dos modelos sugeridos e os fornecidos por treˆs
modelos de previsa˜o da literatura: o modelo cla´ssico PARMA, as redes MLP e uma rede
neural nebulosa (RNN). Os crite´rios de erro adotados foram a raiz do erro quadra´tico
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me´dio (REQM), o erro absoluto me´dio (EAM), o erro percentual me´dio (EPM), o erro per-
centual ma´ximo (EPmax) e o coeficiente de correlac¸a˜o ().
Para os treˆs postos, nota-se que o desempenho do modelo MPAN-PRP e´, em geral,
superior aos demais modelos individuais, sugerindo que o modelo consegue capturar
a tendeˆncia das vazo˜es e acompanhar melhor a curva real de previso˜es. Por outro la-
do, o modelo MPAN-PMed, apesar de fornecer resultados satisfato´rios para Furnas e
Emborcac¸a˜o, na˜o apresentou um bom desempenho para o posto de Sobradinho. Isso
pode ser explicado pela grande variaˆncia nas vazo˜es deste reservato´rio, o que na˜o poˆde
ser capturado pela mediana dos dados, embora este valor estatı´stico seja pouco sensı´vel
a valores extremos.
Ainda, o modelo de combinac¸a˜o linear de previsores forneceu resultados bastan-
te promissores e conseguiu, em geral, explorar as caracterı´sticas individuais de cada
me´todo de previsa˜o, principalmente para os dados de Emborcac¸a˜o e Sobradinho. Isso
sugere que, considerando a simplicidade do modelo proposto, se houver um aprimora-
mento em sua arquitetura ou o envolvimento de abordagens na˜o lineares, a combinac¸a˜o
pode se tornar uma ferramenta ainda mais eficiente.
Capı´tulo 7
Concluso˜es
O problema de previsa˜o um passo a` frente de se´rie de vazo˜es naturais me´dias
mensais abordado, neste trabalho, e´ de extrema importaˆncia para o setor ele´trico brasi-
leiro. Isto porque essas previso˜es de vazo˜es sa˜o uma das varia´veis de entrada exigidas
para o planejamento e operac¸a˜o do sistema hidroele´trico.
Atualmente, essas previso˜es sa˜o realizadas pelo setor, tendo como base, os mo-
delos de se´ries temporais desenvolvidos por Box & Jenkins. Entretanto, considerando
a periodicidade e a na˜o-estacionariedade presentes na se´rie de vazo˜es, esses modelos
nem sempre fornecem resultados satisfato´rios. Por esse motivo, para obter previso˜es
mais efetivas, modelos de redes neurais e redes neurais nebulosas foram explorados na
literatura, atingindo um desempenho superior aos de Box & Jenkins.
Neste trabalho, me´todos baseados em agrupamento nebuloso (MPAN) foram pro-
postos para a previsa˜o se´ries de vazo˜es, um passo a` frente. Estes me´todos sa˜o compostos
por 2 esta´gios. No primeiro, utiliza-se o algoritmo fuzzy c-means para agrupar padro˜es e
obter a matriz de centros dos grupos. No segundo esta´gio o de classificac¸a˜o, os padro˜es
de teste sa˜o rotulados de acordo com os centros determinados na primeira etapa. Dois
procedimentos sa˜o utilizados para aproximar o valor real de um dos atributos de cada
padra˜o de teste: um atrave´s de reconhecimento de padro˜es (PRP) e outro atrave´s das
medianas (PMed) dos dados histo´ricos. O objetivo dessa fase e´ encontrar os graus de
pertineˆncia associados aos padro˜es de teste, gerados a partir da matriz de centros pre-
viamente obtida. A previsa˜o e´ determinada por uma combinac¸a˜o ponderada dos graus
de pertineˆncia e seus respectivos centros.
93
94 Concluso˜es
Os modelos propostos foram utilizados para a previsa˜o de vazo˜es de treˆs diferen-
tes postos: Sobradinho, Furnas e Emborcac¸a˜o, situados em regio˜es distintas do Brasil.
Os resultados foram comparados aos fornecidos por modelos PARMA (baseados na me-
todologia Box & Jenkins), por redes neurais MLP e por uma classe de redes neurais
nebulosas (RNN). De forma geral, o MPAN-PRP tem desempenho superior aos modelos
RNN e PARMA e apresenta uma estrutura mais simples que a RNN, com menor comple-
xidade e menor tempo de execuc¸a˜o.
Ale´m disso, propoˆs-se um me´todo de combinac¸a˜o de previsores visando aprimorar
ainda mais a previsa˜o de se´ries de vazo˜es. Esse me´todo e´ baseado na ide´ia de capturar
as caracterı´sticas de previsa˜o mais importantes de conjunto de previsores individuais. A
agregac¸a˜o e´ dividida em duas etapas. Na primeira, seleciona-se os modelos individuais
mais apropriados para domı´nio de previsa˜o. A seguir os resultados sa˜o combinados por
um agregador linear na forma de uma rede neural treinada pelo me´todo do gradiente
descendente.
Os modelos individuais considerados foram os previamente testados: PARMA,
MLP, RNN, MPAN-PMed e MPAN-PRP. Para cada um dos postos, foram escolhidos os
que obtiveram, individualmente, os melhores desempenhos medidos pelos erros globais
de previsa˜o fornecidos por cada um desses modelos. Embora apresente uma estrutura
muito simples e exigeˆncias computacionais modestas, o modelo de combinac¸a˜o produziu
as melhores previso˜es, quando comparado aos modelos individuais.
Vale ressaltar que o esforc¸o computacional e o tempo de execuc¸a˜o dos modelos
propostos MPAN-PMed, MPAN-PRP e CP e´ bastante razoa´vel em comparac¸a˜o aos mode-
los PARMA, MLP e RNN. Isso porque os procedimentos utilizados nos modelos MPAN,
fuzzy c-means, mediana de dados e reconhecimento de padro˜es na˜o exigem um grande
esforc¸o computacional e sa˜o executados rapidamente, assim como os procedimentos que
compo˜em o PARMA. Contrariamente, uma MLP com um nu´mero grande de neuroˆnios
na camada intermedia´ria demanda um tempo execuc¸a˜o e um esforc¸o computacional
relativamente altos devido a`s formulac¸o˜es matema´ticas envolvidas no processo de trei-
namento. A RNN, apesar de fornecer resultados num tempo menor que a MLP, exige um
esforc¸o computacional grande considerando que o nu´mero de regras nebulosas aumenta
exponencialmente.
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7.1 Trabalhos Futuros
O bom desempenho apresentado pelos modelos MPAN-PRP sugere a continuidade
do estudo desses modelos, adotando ordens superiores na definic¸a˜o dos (p + 1) e/ou p-
padro˜es de dados e de previsa˜o, o que em outras palavras significa considerar, como
atributos, mais valores anteriores da se´rie. Paralelamente, deve se levar em conta que
o aumento na dimensa˜o do padro˜es acarreta um aumento na dimensa˜o do problema
de agrupamento nebuloso, o que afeta diretamente no desempenho do algoritmo FCM.
Dessa forma, outros modelos de agrupamento, como as redes de Kohonen, podem ser
testados e avaliados.
Ainda, aspectos teo´ricos dos modelos propostos MPAN devem ser estudados com
objetivo de verificar a formulac¸a˜o do me´todo como a soluc¸a˜o de um problema de otimiza-
c¸a˜o.
No contexto de combinac¸a˜o de previsores, trabalhos futuros devera˜o considerar
a ana´lise de operadores de combinac¸a˜o na˜o lineares, e a influeˆncia da eficieˆncia dos
previsores individuais na previsa˜o por combinac¸a˜o.
Ale´m disso, uma alternativa para melhorar a escolha dos previsores mais promis-
sores seria considerar na˜o so´ os erros globais de cada previsor individual, mas sim, os
erros mensais. Assim, para cada meˆs, treˆs modelos de previsa˜o seriam escolhidos, na˜o
sendo necessariamente iguais para todos os meses.
No setor ele´trico brasileiro, a previsa˜o k passos a` frente de vazo˜es naturais me´dias
mensais tambe´m se mostra interessante para o planejamento e operac¸a˜o a longo prazo.
Dessa forma, novos testes devera˜o considerar, po exemplo, previso˜es com 6 ou 12 passos
a` frente.
Para melhorar a ana´lise estatı´stica dos resultados, uma alternativa seria utilizar
o me´todo de validac¸a˜o cruzada, isto e´, dividir o conjunto de dados em n subconjuntos
e atrave´s de uma combinac¸a˜o em pares treinamento(ajuste)/teste desses subconjuntos,
computar os resultados dos modelos para cada par e obter a me´dia desses resultados, o
que fornecera´ maior consisteˆncia nas previso˜es.
Ainda, para evitar problemas na ana´lise estatı´stica dos resultados, novos tes-
tes poderiam ser realizados utilizando dados de vazo˜es geradas sinteticamente a partir
do comportamento das se´ries histo´ricas, uma vez que as se´ries utilizadas neste traba-
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lho possuem um conjunto limitado de dados histo´ricos. Ale´m disso, o uso das se´ries
sinte´ticas fornece mais informac¸o˜es para o ajuste ou treinamento e mais dados de teste
para os modelos de previsa˜o.
Apeˆndice A
Tabelas de Erros Mensais de Previsa˜o
Este apeˆndice mostra as tabelas de erros mensais para todos os modelos descritos
nesta dissertac¸a˜o, para os postos de Sobradinho, Furnas e Emborcac¸a˜o.
Tabela A.1: Erros mensais de previsa˜o dos modelos PARMA, MLP e RNN para o posto de
Sobradinho.
PARMA MLP RNN
Meses REQM EPM EPmax REQM EPM EPmax REQM EPM EPmax
(m3=s) (%) (%) (m3=s) (%) (%) (m3=s) (%) (%)
Jan 1226,72 24,24 54,73 1165,35 23,85 49,84 1489,08 25,13 58,33
Fev 2320,68 45,69 144,27 2184,22 35,60 105,32 2568,01 34,50 79,31
Mar 1542,68 8,18 32,60 3683,45 48,79 126,50 3088,56 17,18 65,35
Abr 1809,16 46,16 111,44 1607,78 43,51 66,30 1365,01 30,11 42,24
Mai 538,01 15,36 45,33 758,99 36,77 70,50 259,25 10,30 22,30
Jun 154,20 7,55 15,98 350,04 22,99 68,10 260,70 11,13 32,96
Jul 179,23 14,79 37,70 296,95 23,23 72,16 143,41 12,49 24,32
Ago 51,82 4,12 9,22 250,87 24,16 61,80 78,23 7,37 16,41
Set 59,81 6,11 14,32 183,17 17,52 43,20 100,73 10,10 20,98
Out 203,48 15,88 26,41 298,60 23,81 42,23 205,03 16,32 24,44
Nov 691,81 31,28 70,80 1048,89 43,72 131,20 532,62 20,54 40,87
Dez 750,45 21,68 42,60 1140,67 31,73 149,70 693,29 18,41 40,47
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Tabela A.2: Erros mensais de previsa˜o dos modelos MPAN-PMed, MPAN-PRP e CP para
o posto de Sobradinho.
MPAN-PMed MPAN-PRP CP
Meses REQM EPM EPmax REQM EPM EPmax REQM EPM EPmax
(m3=s) (%) (%) (m3=s) (%) (%) (m3=s) (%) (%)
Jan 1225,77 27,59 61,48 1119,12 24,29 38,56 1353,13 21,84 49,58
Fev 2168,49 38,45 113,22 2493,78 35,81 140,75 2541,57 32,08 100,93
Mar 2656,77 23,65 82,43 1308,48 22,42 88,27 2052,74 14,03 42,98
Abr 1471,17 38,86 69,67 1354,63 34,67 79,60 1092,26 26,50 34,96
Mai 411,37 18,83 45,84 337,70 12,04 26,70 283,72 10,47 23,70
Jun 186,14 10,86 39,00 93,71 5,80 10,79 128,19 6,93 13,57
Jul 190,78 15,50 48,61 106,39 9,62 19,48 118,88 10,27 23,40
Ago 131,97 11,77 35,99 62,08 5,08 18,87 65,23 6,34 15,49
Set 120,20 12,38 33,13 38,35 4,09 8,82 59,98 6,28 13,09
Out 241,56 20,26 35,51 221,89 18,65 46,12 185,92 15,22 24,52
Nov 885,98 31,91 67,16 742,00 36,30 80,95 527,90 23,42 48,59
Dez 751,90 22,86 83,34 653,47 18,44 36,60 686,72 18,25 43,11
Tabela A.3: Coeficientes de correlac¸a˜o mensais () para o posto de Sobradinho.
Meses PARMA MLP RNN MPAN-PMed MPAN-PRP CP
Jan 0,34 0,41 0,39 0,35 0,62 0,44
Fev 0,03 0,21 -0,36 0,10 0,20 -0,34
Mar 0,97 0,11 0,44 0,91 0,33 0,95
Abr 0,28 -0,20 0,80 0,24 0,63 0,67
Mai 0,74 0,08 0,96 0,75 0,70 0,89
Jun 0,91 -0,09 0,69 0,91 0,59 0,91
Jul 0,87 -0,03 0,95 0,96 0,91 0,97
Ago 0,98 -0,06 0,96 0,96 0,85 0,99
Set 0,93 0,04 0,87 0,92 0,79 0,93
Out 0,79 0,16 0,80 0,81 0,61 0,86
Nov 0,78 0,04 0,93 0,92 0,55 0,94
Dez 0,76 -0,46 0,69 0,46 0,77 0,72
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Tabela A.4: Erros mensais de previsa˜o dos modelos PARMA, MLP e RNN para o posto de
Furnas.
PARMA MLP RNN
Meses REQM EPM EPmax REQM EPM EPmax REQM EPM EPmax
(m3=s) (%) (%) (m3=s) (%) (%) (m3=s) (%) (%)
Jan 946,95 41,00 68,90 1179,39 49,68 138,04 868,67 34,99 60,20
Fev 749,85 37,56 110,04 2162,22 36,10 107,73 846,24 28,26 66,72
Mar 417,91 23,69 56,92 3682,86 26,11 72,17 277,67 18,51 29,57
Abr 299,99 18,70 39,22 1513,69 17,33 35,85 355,38 16,55 49,59
Mai 145,91 12,47 37,66 756,35 12,91 24,57 109,59 10,91 19,24
Jun 175,69 22,91 48,37 372,46 15,92 30,09 104,55 11,88 25,20
Jul 43,80 8,05 21,38 283,25 70,85 108,34 61,82 9,51 24,37
Ago 51,29 12,11 31,22 366,52 15,44 43,50 61,31 13,59 28,67
Set 194,34 30,97 55,12 183,99 28,50 42,20 146,11 24,54 65,23
Out 134,76 20,33 54,52 296,52 20,27 42,06 174,94 20,62 48,27
Nov 376,94 52,99 120,44 1080,34 41,91 93,24 372,78 21,95 61,63
Dez 348,12 27,27 57,15 1149,73 20,38 60,03 422,90 27,23 77,96
Tabela A.5: Erros mensais de previsa˜o dos modelos MPAN-PMed, MPAN-PRP e CP para
o posto de Furnas.
MPAN-PMed MPAN-PRP CP
Meses REQM EPM EPmax REQM EPM EPmax REQM EPM EPmax
(m3=s) (%) (%) (m3=s) (%) (%) (m3=s) (%) (%)
Jan 907,05 32,45 66,19 805,40 33,60 52,67 863,63 33,41 54,33
Fev 590,77 30,40 82,60 616,75 28,73 88,88 731,69 27,35 60,92
Mar 266,58 16,30 44,56 298,71 16,82 47,26 266,39 18,12 30,55
Abr 312,74 15,70 43,71 307,67 12,79 43,81 325,29 14,07 46,46
Mai 119,00 9,92 26,41 124,77 9,40 29,71 122,81 11,53 21,05
Jun 105,45 14,50 23,83 101,03 12,10 23,86 100,36 9,85 27,51
Jul 45,63 7,84 26,10 31,10 5,50 13,97 37,61 6,24 19,45
Ago 42,64 10,18 27,61 36,31 8,60 20,49 47,85 10,80 26,71
Set 164,24 26,16 46,92 140,11 16,39 42,58 148,07 20,63 43,79
Out 142,92 21,10 42,61 131,51 15,42 33,66 131,80 17,06 34,15
Nov 368,00 33,86 57,46 318,93 41,91 85,94 407,47 26,40 61,59
Dez 222,70 18,85 54,93 231,83 17,87 37,46 287,52 19,15 55,22
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Tabela A.6: Coeficientes de correlac¸a˜o mensais () para o posto de Furnas.
Meses PARMA MLP RNN MPAN-PMed MPAN-PRP CP
Jan 0,31 0,27 0,48 0,86 0,62 0,67
Fev 0,00 0,00 0,17 0,26 0,20 0,21
Mar 0,41 0,39 0,20 0,24 0,33 0,26
Abr 0,54 0,65 0,49 0,63 0,63 0,66
Mai 0,63 0,66 0,79 0,68 0,70 0,77
Jun 0,37 -0,50 0,64 0,54 0,59 0,64
Jul 0,91 0,69 0,78 0,82 0,91 0,87
Ago 0,70 0,76 0,73 0,76 0,85 0,77
Set 0,20 0,49 0,47 0,47 0,79 0,66
Out 0,42 0,62 0,25 0,48 0,61 0,50
Nov 0,35 0,41 0,52 0,32 0,55 0,62
Dez 0,78 0,70 0,75 0,78 0,77 0,78
Tabela A.7: Erros mensais de previsa˜o dos modelos PARMA, MLP e RNN para o posto de
Emborcac¸a˜o.
PARMA MLP RNN
Meses REQM EPM EPmax REQM EPM EPmax REQM EPM EPmax
(m3=s) (%) (%) (m3=s) (%) (%) (m3=s) (%) (%)
Jan 279,27 32,69 57,23 262,34 31,12 47,33 286,27 28,35 47,33
Fev 488,75 44,99 81,57 433,90 38,00 60,64 605,17 33,70 69,68
Mar 297,92 29,37 47,49 243,97 19,48 37,04 304,22 23,69 52,00
Abr 207,36 31,87 62,11 115,28 19,41 45,00 111,22 18,52 64,98
Mai 50,61 8,78 19,78 71,11 62,90 48,82 65,25 12,68 24,90
Jun 23,17 5,89 12,27 80,14 25,41 68,29 24,46 7,50 19,64
Jul 29,24 12,02 29,19 14,01 4,82 11,39 19,56 6,85 13,99
Ago 13,81 5,70 11,42 11,98 5,51 87,61 18,64 5,94 14,31
Set 25,45 12,54 40,42 23,09 11,90 37,98 34,67 15,98 66,80
Out 53,47 26,81 53,73 57,14 24,00 37,89 58,81 30,07 63,94
Nov 155,78 36,13 85,26 133,78 29,33 65,43 154,39 27,67 48,39
Dez 134,71 19,73 38,74 119,82 19,48 43,97 202,87 24,18 62,57
101
Tabela A.8: Erros mensais de previsa˜o dos modelos MPAN-PMed, MPAN-PRP e CP para
o posto de Emborcac¸a˜o.
MPAN-PMed MPAN-PRP CP
Meses REQM EPM EPmax REQM EPM EPmax REQM EPM EPmax
(m3=s) (%) (%) (m3=s) (%) (%) (m3=s) (%) (%)
Jan 256,64 27,25 42,91 316,10 32,17 41,98 264,57 26,25 37,51
Fev 508,62 41,06 85,38 508,90 39,73 77,27 519,55 38,09 69,85
Mar 251,85 24,47 52,43 231,43 21,19 43,05 226,35 24,10 48,34
Abr 148,04 20,80 38,69 98,23 15,17 37,32 104,51 13,65 29,90
Mai 80,63 13,59 27,00 65,72 9,18 22,93 54,04 8,71 22,18
Jun 42,31 12,74 35,22 13,86 4,09 12,45 16,09 4,52 9,16
Jul 33,98 12,66 35,08 15,84 5,57 15,42 14,92 5,62 11,93
Ago 28,11 12,09 31,59 13,08 4,89 9,28 12,47 5,49 9,29
Set 40,08 17,58 57,97 24,14 14,15 38,59 33,93 17,19 53,52
Out 73,48 29,35 67,87 67,48 21,92 56,98 60,34 19,85 49,04
Nov 205,47 26,71 59,37 102,55 16,88 27,44 109,97 14,48 30,49
Dez 151,11 18,90 30,36 145,23 16,34 34,02 174,09 19,57 37,94
Tabela A.9: Coeficientes de correlac¸a˜o mensais () para o posto de Emborcac¸a˜o.
Meses PARMA MLP RNN MPAN-PMed MPAN-PRP CP
Jan 0,06 0,08 -0,07 0,43 -0,11 0,39
Fev 0,39 0,65 0,95 0,35 0,32 0,31
Mar 0,31 0,49 0,15 0,38 0,53 0,56
Abr 0,52 0,87 0,87 0,94 0,90 0,89
Mai 0,95 0,86 0,86 0,83 0,85 0,93
Jun 0,96 0,74 0,98 0,93 0,99 0,98
Jul 0,96 0,97 0,96 0,90 0,97 0,97
Ago 0,96 0,97 0,96 0,90 0,97 0,97
Set 0,92 0,94 0,84 0,92 0,92 0,92
Out 0,97 0,88 0,86 0,88 0,69 0,79
Nov 0,77 0,95 0,83 0,96 0,94 0,95
Dez 0,82 0,85 0,82 0,86 0,87 0,84
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