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Einleitung
Simulationen benutzt man in Wissenschaft und Technik, um auf der Basis von geeigneten
Modellen Prognosen fu¨r die Zukunft zu stellen oder umgekehrt Ereignisse, die in der Ver-
gangenheit liegen, zu rekonstruieren und ihre Ursachen zu erforschen. Je genauer ein System
modelliert ist, um so gro¨ßer ist die Aussagekraft der Simulationsresultate. Durch den Ver-
gleich von Simulation und Wirklichkeit kann die Gu¨te eines Modells oder die Gu¨ltigkeit einer
Theorie u¨berpru¨ft werden. Simulationen helfen dem Wissenschaftler, das Verhalten komple-
xer Systeme besser zu verstehen und damit fundiertere Entscheidungen zu treffen, um re-
gulierend in das System einzugreifen oder ein gewu¨nschtes Systemverhalten herbeizufu¨hren.
Oft muß man unter großem technischen Aufwand ein prototypisches System erstellen, das
mo¨glichst realen Bedingungen ausgesetzt wird, um dadurch Ru¨ckschlu¨sse auf das Verhal-
ten des Originalsystems ziehen zu ko¨nnen. Vielfach erlauben jedoch erst die Mo¨glichkeiten
einer computerbasierten Simulation, das Verhalten eines Systems realistisch nachzubilden
und zu analysieren. Eine Softwarelo¨sung besitzt gegenu¨ber der Erstellung von Prototypen
eine sehr viel ho¨here Flexibilita¨t, weil eine leichte Manipulierbarkeit von Systemparametern
gewa¨hrleistet ist. Außerdem sprechen oft Gefahren–, Zeit– oder Kostengru¨nde fu¨r eine rein
computerbasierte Simulation.
Simulationsprogramme werden in vielen Bereichen eingesetzt: In der Meteorologie zur Vor-
hersage des Wetters oder der zuku¨nftigen Klimaentwicklung, in der O¨kologie zu Untersu-
chungen u¨ber Schadstoffverteilungen in der Umwelt, in der O¨konomie zur Simulation von
Wirtschaftskreisla¨ufen, in der Chemie zur gezielten Entwicklung neuer Substanzen, in der
Medizin zur Planung von (mikro)chirurgischen Operationen, in der Automobil–, Luft– und
Raumfahrtindustrie zur Simulation des Fahr– bzw. Flugverhaltens und – um die kleine Aus-
wahl an Beispielen abzuschließen – in der Konstruktions– und Fertigungstechnik zur Ent-
wicklung neuer Produkte und zur Planung ihrer Herstellung. Die vorliegende Arbeit mo¨chte
einen Beitrag zu dem zuletzt genannten Problemkreis leisten.
Gestiegene Qualita¨ts– und Sicherheitsanforderungen, eine Verku¨rzung der Produktzyklus-
zeiten und der zunehmende Grad der Automatisierung bei der Produktion haben im Bereich
der Konstruktion und Fertigung zu einem erho¨hten Planungsbedarf wa¨hrend der Phase des
Entwurfs und der Produktionsplanung gefu¨hrt. Ein wichtiges Hilfsmittel zur Deckung dieses
Bedarfs stellt das sogenannte “software prototyping” dar.
Schon wa¨hrend der Entwurfsphase versucht man, mit Simulationsprogrammen das physikali-
sche Verhalten des zu entwickelnden Produktes zu analysieren, um so fru¨h wie mo¨glich Ent-
wurfsfehler aufzudecken, die die Funktionsfa¨higkeit des Produktes beeintra¨chtigen ko¨nnten.
Auf diese Weise erha¨lt der Entwicklungsingenieur wertvolle Hinweise, wie einzelne Bautei-
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le des Produktes auszulegen sind, damit ein optimales Zusammenspiel aller Komponenten
erzielt wird. Beim Entwurf ist aber nicht nur darauf zu achten, daß Bauteile richtig zusam-
menpassen und ein funktionierendes Ganzes ergeben, sondern es muß auch die Montierbarkeit
der Einzelteile garantiert sein. Zur Vereinfachung einer spa¨teren Reparatur muß der Ingenieur
zusa¨tzlich auch die Demontage in seine U¨berlegungen mit einbeziehen. Aspekte der Mon-
tage und Demontage spielen eine um so gro¨ßere Rolle, je sta¨rker die Automatisierung der
Produktionsprozesse voranschreitet. Soll ein Produkt zum Beispiel mit der Unterstu¨tzung
von Robotern in einer Fertigungsstraße montiert werden, so ist es unbedingt erforderlich,
daß seine Bauteile leicht zu handhaben und zu montieren sind. Allein schon die geometri-
sche Auslegung der Teile und ihre Anordnung sind ausschlaggebend fu¨r die Kompliziertheit
einer Montage. Aber auch der Einsatz spezieller Werkzeuge und Maschinen kann zu besonde-
ren Formvorgaben fu¨r die Montageteile fu¨hren, damit eine maschinelle Montage beschleunigt
oder u¨berhaupt erst ermo¨glicht wird. Nur die Aufhebung der strikten Trennung zwischen der
Entwurfsphase und der Produktionsplanung schafft die Voraussetzung fu¨r wirklich montage-
gerechtes Design, das erheblich zu einer Minderung der Produktionskosten beitragen kann.
Die Motivation fu¨r diese Arbeit war die Entwicklung eines Systems zur Montageplanung und
–simulation fu¨r den Einsatz in der Produktionsplanung. Das System wurde am Lehrstuhl von
Prof. Hotz im Rahmen der vorliegenden Arbeit konzipiert und in Fortgeschrittenenpraktika
und Diplomarbeiten als Prototyp realisiert. Es dient dazu, ein Schema fu¨r den Ablauf einer
Montage zu erstellen, aus dem die genaue Montagereihenfolge und die zeitliche und ra¨umliche
Koordination der Montageschritte ersichtlich ist. Es soll den Ingenieur dabei unterstu¨tzen,
eine geeignete Auswahl von Montagewerkzeugen zu treffen, eingesetzte Montagevorrichtun-
gen und –roboter gu¨nstig zu plazieren und die zur Montage beno¨tigten Bewegungsabla¨ufe
vernu¨nftig zu organisieren. Mit Hilfe einer Simulation kann so die prinzipielle Durchfu¨hr-
barkeit einer Montage zeit– und kostensparend unter Beweis gestellt werden, ohne daß eine
prototypische Anlage aufgebaut werden mu¨ßte. Außerdem ko¨nnen zu Optimierungszwecken
sehr schnell verschiedene Varianten durchgespielt werden. So ko¨nnen auftauchende Proble-
me rechtzeitig identifiziert werden, und falls notwendig kann ein Redesign kritischer Bauteile
erwogen werden.
Die Intention unseres Systems zur Montageplanung und –simulation ist nicht die automa-
tische Generierung von Montagepla¨nen allein aus der Beschreibung der Bauteile und ihrer
Anordnung im fertigen Produkt. Diese Aufgabe ist nur fu¨r sehr einfache Problemstellun-
gen mit niedriger Komplexita¨t und einer geringen Zahl von Freiheitsgraden algorithmisch
beherrschbar. Der Ingenieur soll vielmehr voll in den Planungsprozeß integriert sein. Auf-
grund seiner Erfahrung und seines Wissens u¨ber das Entwurfsziel hat er schon eine grobe
Vorstellung u¨ber einen denkbaren Ablauf der Montage. In Interaktion mit dem Planungs-
system kann er seine Ideen pra¨zisieren und in konkrete Montagepla¨ne umsetzen. Bei der
interaktiven Erstellung der Montagepla¨ne und bei der Koordination der notwendigen Bewe-
gungssequenzen fu¨r eine robotergestu¨tzte Montage kann das System ihm eine Vielzahl von
Arbeiten abnehmen: Es erlaubt ihm eine komfortable Spezifikation der Trajektorien fu¨r das
Zusammenfu¨gen der Bauteile. Bei der Roboterprogrammierung nimmt es ihm zum Beispiel
die Berechnung von Gelenkparametern zum Erreichen von Zielpositionen ab und hilft ihm,
die Kollisionsfreiheit und die Einhaltung von Sicherheitsabsta¨nden zu verifizieren.
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Die Kollisionserkennung bildet den Kern unseres Systems zur Montageplanung und –simu-
lation, denn ohne diese Komponente wa¨re der Ingenieur auf eine bloße optische Kontrolle
angewiesen, um die Durchfu¨hrbarkeit eines geplanten Montageablaufs zu u¨berpru¨fen. Ein
ga¨ngiger Ansatz zur Kollisionskontrolle besteht darin, in diskreten Zeitabsta¨nden zu testen,
ob sich zwei Objekte durchdringen. (Die notwendigen Schnittberechnungen ko¨nnen vom
CAD–System durchgefu¨hrt werden.) Bei einer zu groben Wahl des Zeitrasters besteht je-
doch die Gefahr, daß Kollisionen u¨bersehen werden. Ein zu feines Zeitraster hat hingegen
den Nachteil, daß das Verfahren an Effizienz verliert. Eine Alternative besteht darin, zu-
erst das vom bewegten Objekt u¨berstrichene Volumen zu konstruieren und anschließend den
Schnitt zu berechnen. Aber selbst bei sehr einfachen Bewegungen wie Rotationen entstehen
dadurch kompliziert zu beschreibende Volumina, die nur in approximierter Form effizient
zu handhaben sind. Gerade bei einer interaktiven Arbeitsweise mit dem System ist eine
effiziente Realisierung aber entscheidend fu¨r die Akzeptanz des Systems.
Deshalb ist eines der Hauptziele dieser Arbeit die Entwicklung effizienter Algorithmen zur
Kollisionserkennung. Im Gegensatz zu den oben genannten Methoden verzichten wir auf
Schnittests und suchen bei vorgegebener Bewegung der Objekte direkt nach mo¨glichen Kon-
taktsituationen. Dazu verwenden wir Techniken aus dem Bereich der algorithmischen Geome-
trie. Wir ko¨nnen praktikable effiziente Algorithmen und interessante theoretische Resultate
gewinnen, wenn wir von folgenden Modellannahmen ausgehen: “Die Objekte sind starre
Ko¨rper, deren Oberfla¨che aus ebenen, geradlinig begrenzten Fla¨chen besteht. Ein Objekt
darf in jedem Schritt in eine beliebige Richtung verschoben oder um eine beliebige Achse
gedreht werden.” Diese Annahmen sind insofern gerechtfertigt, als reale Objekte durch eben-
begrenzte Ko¨rper leicht modelliert werden ko¨nnen und ihre Bewegungen sich durch Folgen
von Translationen und Rotationen approximieren lassen. Außerdem spielen diese elementaren
Bewegungsformen wegen ihrer einfachen technischen Realisierbarkeit bei Montagevorga¨ngen
eine zentrale Rolle.
Bei Bewegungsabla¨ufen eines Montageroboters entstehen durch U¨berlagerung jedoch weitaus
kompliziertere Bewegungen, so daß wir zur Kollisionsberechnung auf approximative, nume-
rische Verfahren ausweichen mu¨ssen. Dabei ergibt sich die Schwierigkeit, die entstehenden
Approximationsfehler abzuscha¨tzen, um die Kollisionsfreiheit eines Bewegungsablaufs mit
Sicherheit nachweisen zu ko¨nnen. Anstatt direkt nach Kontakten zwischen den bewegten
Ko¨rpern zu suchen, kontrollieren wir eine zu große Anna¨herung zwischen zwei Objekten, in-
dem wir in Abha¨ngigkeit ihrer zuru¨ckgelegten Entfernungen immer wieder ihre momentanen
Absta¨nde berechnen. Die Tragfa¨higkeit dieses Konzeptes hinsichtlich der Behandlung von
Approximationsfehlern demonstrieren wir am Beispiel von Bewegungssequenzen fu¨r Roboter.
Die Roboter betrachten wir dabei als gelenkig verbundene starre Ko¨rper mit wohldefiniertem
kinematischen Verhalten.
Effiziente Methoden zur Kollisionserkennung sind nicht nur bei der Montage– und Robotersi-
mulation von Bedeutung, sondern ganz allgemein bei der Simulation mechanischer Vorga¨nge.
Sie bilden die Voraussetzung fu¨r die Simulation der Dynamik eines Mechanismus. Diese Ar-
beit zeigt neue Wege zu einer effizienten Kollisionskontrolle und zu ihrer Anwendung im
Zusammenhang mit der Montageplanung.
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Gliederung und Resultate der Arbeit
Im ersten Kapitel machen wir uns zuna¨chst anhand eines einfachen Modells mit der Proble-
matik der Kollisionserkennung vertraut. Die Objekte betrachten wir als starre Ko¨rper und
modellieren sie durch Polyeder. Als Bewegungen lassen wir nur Translationen und Rotationen
zu. Es ist bekannt (vgl. [Bo79, Ca84]), daß unter diesen Bedingungen eine Kollision zwischen
einem bewegten Objekt und einem stationa¨ren Hindernis in Zeit O(n2) erkannt werden kann.
n mißt hierbei die Komplexita¨t der beteiligten Polyeder in der Zahl ihrer Ecken, Kanten und
Fla¨chen. Indem wir die Invarianten der jeweiligen Bewegungsform nutzen, ko¨nnen wir eine
Beschleunigung des einfachen quadratischen Algorithmus erreichen. Dazu stellen wir Tech-
niken vor, die in einheitlicher Weise fu¨r Translationen und Rotationen angewendet werden
ko¨nnen. Sie basieren auf dem Prinzip, die Dimension des Problems durch ada¨quate Projek-
tionen zu reduzieren. Die Laufzeit der Kollisionstests ist sensitiv gegenu¨ber der Analysekom-
plexita¨t der projizierten Szene aus den Polyedern, und ihr asymptotisches Laufzeitverhalten
ist nur noch im Worst–Case quadratisch. Fu¨r den Spezialfall von 360◦–Drehungen entpuppt
sich das Problem der Kollisionserkennung sogar als rein zweidimensionales Problem, das als
solches eine effizientere Lo¨sung besitzt.
In der Praxis sind nicht nur echte Kollisionen zwischen dem bewegten Objekt und den Hin-
dernissen, sondern auch die wa¨hrend einer Bewegung eingehaltenen Sicherheitsabsta¨nde von
Interesse. Im zweiten Kapitel bescha¨ftigen wir uns daher na¨her mit den mathematischen
Grundlagen zur Berechnung von Kollisionen und Absta¨nden zwischen translatorisch oder
rotatorisch bewegten Polyedern. Dazu untersuchen wir, welche Operationen notwendig sind,
um die entsprechenden Fragen fu¨r die Eckpunkte, Kanten und Fla¨chen der Polyeder zu be-
antworten. Das wesentliche Resultat dieses Kapitels besteht darin, daß unter den genannten
Voraussetzungen sowohl Kollisionszeitpunkte als auch Sicherheitsabsta¨nde algebraisch ex-
akt als Nullstellen von Polynomen ho¨chstens vierten Grades bestimmt werden ko¨nnen. Es
kann also vollsta¨ndig auf numerische Approximationsverfahren verzichtet werden, was sich
gu¨nstig auf die Laufzeit der Algorithmen auswirkt. Bei der Herleitung der Lo¨sungen legen
wir besonderen Wert auf eine kompakte und symmetrische Formulierung der Ergebnisse,
denn dies liefert nicht nur Hinweise auf die Korrektheit sondern fo¨rdert auch die effiziente
Auswertbarkeit der Formeln.
Im Mittelpunkt des dritten Kapitels stehen die theoretischen Resultate zur effizienten Berech-
nung von Kollisionen zwischen translatorisch bewegten Polyedern. Dobkin und Kirkpatrick
haben in [DK85, DK90] dargelegt, daß sich Abstandsprobleme fu¨r konvexe Polyeder mit Hilfe
einer hierarchischen Repra¨sentation besonders effizient behandeln lassen. Wir ko¨nnen zeigen,
daß mit ihrer Datenstruktur Kollisionen zwischen zwei konvexen Polyedern in Zeit O(log2 n)
erkannt werden ko¨nnen, wenn sich diese nur translatorisch bewegen. Ist eines der Polyeder
nicht konvex, so kann man noch eine Laufzeit von O(n logn) erzielen. Den zur Kollisionsbe-
rechnung verwandten Algorithmus ko¨nnen wir interessanterweise auch benutzen, um fu¨r das
Problem des “kleinsten Aussichtsturmes” gegenu¨ber [Sh88a] eine Laufzeitverbesserung um
einen logarithmischen Faktor zu erreichen.
Konvexe Polyeder sind nicht der einzige Spezialfall, fu¨r den effiziente Algorithmen zur Kol-
lisionsberechnung existieren. Wenn wir voraussetzen, daß die Kanten der Polyeder nur in
konstant (c) vielen Richtungen verlaufen, ko¨nnen wir die Kollision zwischen zwei translato-
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risch bewegten Polyedern in Zeit O(c2 n log2 n) erkennen.
Fu¨r zwei beliebige Polyeder ko¨nnen wir zeigen, daß das translatorische Kollisionsproblem in
Zeit o(n2) lo¨sbar ist. Unser Beweis baut auf dem einfachen Point–Location Algorithmus von
[DL76] auf und fu¨hrt unsere Fragestellung auf ein spezielles Strahlverfolgungsproblem in ei-
nem ho¨herdimensionalen Arrangement von Hyperebenen zuru¨ck. Auf diese Weise gelingt es,
auf elementarem Weg die lange Zeit offene Frage nach der Existenz eines subquadratischen
Algorithmus fu¨r das translatorische Problem zu beantworten. Dies la¨ßt hoffen, daß ein ana-
loges Ergebnis auch im Fall von Rotationen mo¨glich ist, und daß nicht nur die asymptotische
Laufzeit sondern auch die Praktikabilita¨t der Algorithmen verbessert werden kann.
Bei der Planung von Montageprozessen und ihrer Kollisionsu¨berwachung hat man es im all-
gemeinen nicht nur mit einfachen Translationen und Rotationen zu tun, sondern mit sehr viel
komplexeren Bewegungen, die sich – wie im Fall der Bewegungsabla¨ufe von Montagerobo-
tern – durch eine Superposition einfacher Translations– und Rotationsbewegungen ergeben.
Das vierte Kapitel bescha¨ftigt sich mit einer Methode zum Nachweis der Kollisionsfreiheit
solcher Bewegungsabla¨ufe, die auf der wiederholten Berechnung von Absta¨nden und Trajek-
torienla¨ngen beruht (vgl. [Sch92]). Um Abstandsberechnungen einzusparen, verwenden wir
fu¨r alle Objekte Hu¨llko¨rper, die wir mit Hilfe numerischer Methoden bestimmen. Zur Berech-
nung der zuru¨ckgelegten Wegstrecken sind numerische Verfahren sogar unumga¨nglich. Um
die Kollisionsfreiheit einer Bewegungssequenz unter diesen Umsta¨nden sicher beurteilen zu
ko¨nnen, ist eine Analyse des Fehlerverhaltens der Verfahren unverzichtbar. Deshalb zeigen
wir einen systematischen Weg zur Gewinnung von a priori Fehlerabscha¨tzungen auf, die es
gestatten, alle wa¨hrend der Bewegung eingehaltenen Sicherheitsabsta¨nde mit der beno¨tigten
Pra¨zision zu bestimmen.
Im fu¨nften Kapitel gehen wir schließlich genauer auf unser System zur Montageplanung und
–simulation ein. Wir stellen die Konzeption des Systems vor und erla¨utern seinen modula-
ren Aufbau und das wechselseitige Zusammenspiel der Systemkomponenten. Dabei gehen wir
auch auf Fragen der Visualisierung und Animation ein. Den Schwerpunkt bildet die Beschrei-
bung der Benutzeroberfla¨che zur interaktiven Spezifikation von Bewegungsabla¨ufen und zur
graphischen Erstellung von Roboterprogrammen, denn eine benutzerfreundliche Oberfla¨che
ist fu¨r das interaktive Arbeiten mit dem System unerla¨ßlich.
Zum Umfang des Systems geho¨rt auch ein Modul zur automatischen Bewegungsplanung, das
dem Ingenieur zumindest in einfachen Montagesituationen die Planung von Zwischenschrit-
ten abnehmen kann. Dazu verwenden wir einfache Heuristiken, die bei Vorgabe von Start–
und Zielkonfiguration eine Bewegungsplanung fu¨r einzelne Objekte mit rein translatorischen
Freiheitsgraden selbsta¨ndig durchfu¨hren ko¨nnen.
Abschließend wird ein Ausblick auf Fragestellungen gegeben, die eine sinnvolle Fortfu¨hrung
der in dieser Arbeit behandelten Themen darstellen.
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Kapitel 1
Kollisionen und Sicherheitsabsta¨nde
Wir beginnen mit einer Hinfu¨hrung auf das Problem, Kollisionen und Sicherheitsabsta¨nde
zwischen bewegten Objekten im IR3 zu berechnen. Dabei gehen wir von den Modellan-
nahmen aus, daß die Objekte durch starre, polyederfo¨rmige Ko¨rper und die Bewegungen
durch Translationen und Rotationen beschrieben werden. Der Einfachheit halber nehmen
wir weiterhin an, daß sich zu jedem Zeitpunkt nur ein Ko¨rper bewegt. Eine Klassifikation
der Kontaktmo¨glichkeiten zwischen zwei Polyedern liefert direkt einfache Algorithmen fu¨r
die betrachteten Problemstellungen. Die Laufzeit dieser Algorithmen ist jedoch quadratisch
bezu¨glich der Beschreibungskomplexita¨t der Polyeder. Deshalb schlagen wir fu¨r die Berech-
nung von Kollisionszeitpunkten eine Reihe von Techniken zur Verbesserung der Laufzeit vor.
Die vorgestellten Verfahren ko¨nnen in gleicher Weise fu¨r beide Bewegungsarten angewendet
werden, wenn man fu¨r Translationen ein kartesisches und fu¨r Rotationen ein zylindrisches
Koordinatensystem zugrunde legt. Durch eine geeignete Projektion der Fla¨chen, Kanten
und Eckpunkte der Polyeder entsteht im IR2 ein Arrangement von sich schneidenden Lini-
en(Hyperbel)segmenten, das mit Hilfe eines speziellen Sweep–Algorithmus analysiert werden
kann, um den gesuchten Kollisionszeitpunkt zu bestimmen. Die Laufzeit der resultierenden
Algorithmen ist davon abha¨ngig, wie schnell Punkte in dem Arrangement lokalisiert werden
ko¨nnen und wie effizient Schnitte zwischen den projizierten Kanten der beiden Polyeder be-
stimmt werden ko¨nnen.
Mit Hilfe der Projektionstechnik ko¨nnen wir zeigen, daß es in subquadratischer Zeit mo¨glich
ist zu entscheiden, ob ein Polyeder sich auf einer Gerade kollisionsfrei bewegen kann oder ob
es eine Volldrehung um eine vorgegebene Achse ausfu¨hren kann, ohne mit einem Hindernis
zusammenzustoßen.
1.1 Die allgemeine Problemstellung
Wir betrachten eine Punktmenge X ⊂ IR3, die einer zeitlichen Vera¨nderung unterworfen ist.
Diese Vera¨nderung beschreiben wir durch Angabe der zeitabha¨ngigen Ortsvektoren x(t) fu¨r
alle Punkte x ∈ X. Der Zeitparameter t durchla¨uft dabei das Intervall [0, T ]. Den Punkt
x(0) identifizieren wir mit x ≡ x(0). X(t) = {x(t) |x ∈ X} gibt die Lage der Punktmenge X
zum Zeitpunkt t wieder. Fu¨r zwei Punktmengen X1, X2 ⊂ IR3 bezeichnen wir mit δ(X1, X2)
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den minimalen Abstand zwischen X1 und X2:
δ(X1, X2) := inf{|x1 − x2| |xi ∈ Xi}
Diese Bezeichnungen genu¨gen zur Formulierung unseres allgemeinen Problems. Gegeben sei-
en n zeitabha¨ngige Punktmengen X1, X2, . . . , Xn ⊂ IR3. Wir interessieren uns im wesentli-
chen fu¨r zwei Fragen:
• Wann kollidieren zwei Punktmengen erstmals?
tcol(X1, X2, . . . , Xn) :=
{ ∞ falls Xi(t) ∩Xj(t) = ∅ ∀ t ≥ 0, i 6= j
inf{t ≥ 0 | ∃i 6= j : Xi(t) ∩Xj(t) 6= ∅} sonst
• Wie nahe ko¨nnen sich zwei Punktmengen kommen?
∆min(X1, X2, . . . , Xn) := inf{δ(Xi(t), Xj(t)) | i 6= j, t ∈ [0, T ]}
Wir ko¨nnen bereits einige einfache Eigenschaften der symmetrischen Abbildungen tcol und
∆min ableiten:
tcol(X1, X2, . . . , Xn) = min{tcol(Xi, Xj) | i 6= j}
∆min(X1, X2, . . . , Xn) = min{∆min(Xi, Xj) | i 6= j}
tcol(X1 ∪X2, X3) = min{tcol(X1, X3), tcol(X2, X3)}
∆min(X1 ∪X2, X3) = min{∆min(X1, X3),∆min(X2, X3)}
Die Punktmengen sollen real vorkommende Ko¨rper modellieren. Deshalb fordern wir, daß
sie zusammenha¨ngend und beschra¨nkt sind. Die Bewegungen der einzelnen Punkte sollen
stetig verlaufen und zwar so, daß ihre relative Lage zueinander unvera¨ndert bleibt. Das
heißt, daß wir nur starre Ko¨rper betrachten wollen und keinerlei Deformationen zulassen.
Unter der zusa¨tzlichen Voraussetzung, daß zu Beginn des Bewegungsablaufs die beteiligten
Punktmengen disjunkt sind, gilt folgendes Lemma:
Lemma 1.1 Fu¨r zwei disjunkte starre Ko¨rper X1 und X2 gilt:
tcol(cl(X1), X2) = tcol(∂X1, X2)
∆min(cl(X1), X2) = ∆min(∂X1, X2)
Hierbei bezeichnet ∂X1 den Rand der Punktmenge X1 und cl(X1) ihren Abschluß. Die beiden
Gleichungen besagen, daß wir uns bei der Berechnung von tcol und ∆min auf den Rand der
Punktmengen zuru¨ckziehen du¨rfen, wenn diese abgeschlossen sind.
Im Fall der starren Ko¨rper ko¨nnen wir die Trajektorien aller Punkte eines Ko¨rpers durch
Angabe einer zeitabha¨ngigen Orientierungsmatrix R(t) und eines Verschiebungsvektors o(t)
charakterisieren.
x(t) = R(t) x + o(t) (1.1)
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Wenn wir dem Ko¨rper ein ko¨rperfestes Koordinatensystem zuordnen, dann beschreibt die
Orientierungsmatrix R = R(t) gerade die Lage der Einheitsvektoren dieses ko¨rperfesten
Systems gegenu¨ber dem Weltkoordinatensystem und o = o(t) die Verschiebung seines Ur-
sprungs. Folglich ist die Matrix R orthonormal. Um Spiegelungen zu verhindern, verlangen
wir zusa¨tzlich, daß stets det(R) = 1 gilt.
Der Abstand zwischen je zwei Punkten x1(t) und x2(t) eines bewegten starren Ko¨rpers bleibt
zeitlich invariant, denn es gilt:
(x1(t)− x2(t))2 = (Rx1 + o−Rx2 − o)2
= (x1 − x2)TRTR(x1 − x2) = (x1 − x2)2, da RTR = I
Aus (1.1) erkennen wir, daß starre Ko¨rper drei translatorische Freiheitsgrade besitzen, die
durch den Vektor o repra¨sentiert werden, und drei rotatorische Freiheitsgrade, welche in der
Matrix R verborgen sind. (Die d2 Eintra¨ge einer d-dimensionalen orthonormalen Matrix sind
wegen der Orthogonalita¨ts– und Normierungsbedingungen nicht unabha¨ngig voneinander,





Parameter eindeutig festlegen.) Die popula¨rste Alternative zur
Festlegung der Orientierung besteht in der Angabe von drei Winkeln, die aufeinanderfolgende
Rotationen um Achsen des Ko¨rper– oder Weltkoordinatensystems spezifizieren.
1.2 Modellierung der starren Ko¨rper
Die starren Ko¨rper beschreiben wir durch Polyeder. Diese spielen bei der Modellierung des-
halb eine besondere Rolle, weil sie ebene Begrenzungsfla¨chen besitzen und dadurch leicht
repra¨sentierbar und gut zu handhaben sind. Zudem lassen sich real vorkommende Ko¨rper
durch Polyeder beliebig genau approximieren.
Wir beginnen mit der Definition konvexer Polyeder.
Ausgehend von einer Menge V = {v0,v1, . . . ,vk−1} ⊂ IR3 ko¨nnen wir ein konvexes Polyeder
P als die kleinste konvexe Menge, die alle Punkte aus V entha¨lt, definieren. P heißt die
konvexe Hu¨lle der Menge V .
P := {p =
k−1∑
i=0




Dual hierzu ko¨nnen wir auch mit einer Menge von Halbra¨umen H = {H0, H1, . . . , Hk−1}
beginnen, wobei Hi in der Form Hi = {x | hi1x1 + hi2x2 + hi3x3 ≤ hi0} gegeben ist. P





Diese beiden impliziten Formen der Beschreibung konvexer Polyeder liefern uns aber noch
keine explizite Darstellung. Eine solche erhalten wir mittels der sogenannten Boundary Re-
presentation, welche alle topologischen und geometrischen Informationen u¨ber den Rand
∂P eines Polyeders P entha¨lt. Dieser Rand besteht aus konvexen Polygonen, die an ih-
ren Randkanten miteinander verklebt sind. Die Randkanten selbst besitzen als Rand zwei
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Eckpunkte, in denen mehrere Begrenzungsfla¨chen zusammenstoßen. Konvexe Polyeder sind
homo¨omorph zu einer Kugel. Deshalb la¨ßt sich die topologische Struktur ihrer Oberfla¨che
durch einen planaren Graphen repra¨sentieren. Die Geometrie legt man durch Angabe der
kartesischen Koordinaten der Eckpunkte fest. Erga¨nzend kann man zu jeder Fla¨che noch die
zugeho¨rige Ebenengleichung angeben. Durch die Vereinigung mehrerer konvexer Polyeder
ko¨nnen wir auch nichtkonvexe Ko¨rper modellieren. Diese besitzen unter Umsta¨nden Lo¨cher
oder Ho¨hlungen. Die Oberfla¨chenstruktur la¨ßt sich in analoger Weise beschreiben, indem
man sich die Inzidenzen zwischen Eckpunkten, Kanten und Fla¨chen merkt.
Mit V bezeichnen wir in Zukunft die Menge der Eckpunkte, mit E die Menge der Kanten
und mit F die Menge der Fla¨chen des Polyeders P . Als Beschreibungskomplexita¨t |P | des
Polyeders definieren wir
|P | := |V |+ |E|+ |F |.
1.3 Modellierung der Bewegungen
In (1.1) sind die Position o(t) und die Orientierung R(t) beliebige Funktionen u¨ber der
Zeit. Wir beschra¨nken uns im folgenden aber darauf, daß die Ko¨rper nur Translationen
oder Rotationen um eine feste Achse durchfu¨hren. Komplexere Bewegungen lassen sich stets
durch eine Folge dieser elementaren Bewegungen beliebig genau approximieren. Im Fall der
Translation in Richtung s und im Fall der Rotation um eine Achse in Richtung r durch den
Punkt o ergibt sich:
Translation: x(t) = x + ts
Rotation: x(t) = R(t)(x− o) + o
Dabei bezeichnet R(t) die Matrix, die eine Rotation um eine in Richtung r verlaufende Achse
beschreibt (siehe Gleichung (A.8)).
1.4 Kollisionen und Absta¨nde zwischen Polyedern
Wir betrachten eine einfache Situation, an der nur zwei Ko¨rper P1 und P2 beteiligt sind.
Unser Ziel besteht in der Berechnung des fru¨hsten Kollisionszeitpunktes tcol(P1, P2) und des
Sicherheitsabstandes ∆min(P1, P2), der wa¨hrend der Bewegung eingehalten wird. Sowohl P1
als auch P2 modellieren wir durch kompakte Polyeder. F1 und F2 beschreiben die Begren-
zungsfla¨chen. Aufgrund von Lemma (1.1) gilt:
tcol(P1, P2) = tcol(∂P1, ∂P2) = tcol(F1, F2)
= min{tcol(f1, f2) | f1 ∈ F1, f2 ∈ F2}
∆min(P1, P2) = ∆min(∂P1, ∂P2) = ∆min(F1, F2)
= min{∆min(f1, f2) | f1 ∈ F1, f2 ∈ F2}
Im Fall der Polyeder hat sich unser Problem darauf reduziert, tcol und ∆min fu¨r zwei po-
lygonale Begrenzungsfla¨chen zu berechnen. Mit Vf bzw. Ef bezeichnen wir die Ecken bzw.
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Kanten einer Fla¨che f . Fu¨r zwei anfangs disjunkte ebene Polygone f1, f2 ⊂ IR3 gilt stets:
tcol(f1, f2) = min{tcol(Vf1, f2), tcol(f1, Vf2), tcol(Ef1 , Ef2)}
∆min(f1, f2) = min{∆min(Vf1, f2),∆min(f1, Vf2),∆min(Ef1 , Ef2)}
Wir u¨bertragen dieses Ergebnis auf die Polyeder selbst.
Lemma 1.2 Fu¨r zwei kompakte Polyeder P1 und P2 mit P1 ∩ P2 = ∅ gilt:
tcol(P1, P2) = min{tcol(V1, F2), tcol(F1, V2), tcol(E1, E2)}
∆min(P1, P2) = min{∆min(V1, F2),∆min(F1, V2),∆min(E1, E2)}
Die Bestimmung von tcol erfordert also nur das Wissen u¨ber die Berechnung, wann ein
Punkt auf ein Polygon trifft und wann ein Liniensegment mit einem anderen Liniensegment
kollidiert. Analog verha¨lt es sich bei der Bestimmung des Sicherheitsabstandes ∆min.
1.5 Einfache Algorithmen zur Bestimmung von Kolli-
sionszeitpunkten und Sicherheitsabsta¨nden bei
Translationen und Rotationen
Zur Berechnung von tcol bzw. ∆min beno¨tigt man Null– bzw. Extremstellen von entspre-
chenden Funktionen des Zeitparameters t. Damit diese Funktionen handhabbar bleiben,
beschra¨nken wir uns zum einen auf polyederfo¨rmige Ko¨rper und lassen zum anderen nur
Translationen oder Rotationen um beliebige Achsen als Bewegungsformen der Ko¨rper zu.
Selbst unter diesen Einschra¨nkungen treten bei gleichzeitiger Bewegung von Ko¨rpern noch
Funktionen auf, deren Nullstellen nur mittels numerischer Algorithmen approximativ be-
stimmt werden ko¨nnen. Deshalb fordern wir weiterhin, daß die Relativbewegung zwischen je
zwei Polyedern als Translation oder als Rotation um eine Achse beschreibbar ist. Wir werden
zeigen, daß in diesen Fa¨llen stets geschlossene Lo¨sungen fu¨r tcol und ∆min existieren.
Unter den obigen Einschra¨nkungen fu¨r die Bewegung der Polyeder du¨rfen wir bei der Be-
trachtung eines Polyederpaares (P1, P2) immer ein Polyeder als bewegt und das andere als
ruhend ansehen. Im Fall der Rotation legen wir der Einfachheit halber die Rotationsachse
immer in den Ursprung des Weltkoordinatensystems.
Die folgenden Notationen beziehen sich auf zwei beliebige Punktmengen X1 ⊂ P1 und X2 ⊂
P2, von denen X1 eine Translation oder eine Rotation ausfu¨hren soll, wa¨hrend X2 ihre Lage
beibeha¨lt.
X2(t) := X2 ∀ t
X trans1 (t) := {x + ts |x ∈ X1}
Xrot1 (t) := {R(t)x |x ∈ X1}
t∗col(X1, X2) :=
{ ∞ falls X∗1 (t) ∩X2 = ∅ ∀ t ≥ 0
inf{t ≥ 0 |X∗1(t) ∩X2 6= ∅} sonst
∆∗min(X1, X2) := inf{δ(X∗1 (t), X2) | t ∈ [0, T ]}
wobei ∗ = trans oder ∗ = rot
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Wenn eine einzelne Ecke, Kante oder Fla¨che des Polyeders Pi die Rolle von Xi u¨bernimmt,
lassen sich t∗col(X1, X2) und ∆
∗
min(X1, X2) in konstanter Zeit berechnen, wie wir spa¨ter zeigen
werden. Eine solche Berechnung sehen wir als eine elementare Operation an.
Nach Lemma 1.1 ko¨nnen wir t∗col(P1, P2) und ∆
∗
min(P1, P2) somit in Zeit O(|P1| · |P2|) berech-
nen. Dabei ist
t∗col(V1, F2) = min{t∗col(v1, f2) | v1 ∈ V1, f2 ∈ F2},
t∗col(F1, V2) = min{t∗col(f1, v2) | f1 ∈ F1, v2 ∈ V2},
t∗col(E1, E2) = min{t∗col(e1, e2) | e1 ∈ E1, e2 ∈ E2}.
Analoges gilt fu¨r ∆min. In den folgenden Abschnitten wollen wir demonstrieren, daß sich
bei der Berechnung von t∗col die Zahl der elementaren Operationen mittels einfacher Techni-
ken stark vermindern la¨ßt. Die asymptotische Laufzeit fu¨r den Worst–Case erfa¨hrt dadurch
allerdings keine Verbesserung.
1.6 Heuristiken zur Berechnung von Kollisions-
zeitpunkten
1.6.1 Elimination von Ru¨ckseiten
Bewegen wir ein Polyeder P1 translatorisch in Richtung s, so kann ein Punkt p ∈ P1 natu¨rlich
nur mit einer Fla¨che f eines Hindernispolyeders P2 zusammenstoßen, deren Fla¨chennormale
nf mit der Translationsrichtung s einen Winkel gro¨ßer als 90
◦ einschließt (sTnf ≤ 0). Dabei
soll die Konvention gelten, daß nf ins A¨ußere von P2 zeigt. Alle anderen Fla¨chen von P2 sind
Ru¨ckseiten und mu¨ssen nicht betrachtet werden.
A¨hnliche U¨berlegungen ko¨nnen wir auch bei einer Rotation durchfu¨hren. Dazu stellen wir
uns vor, daß das Polyeder P1 im Gegenuhrzeigersinn um eine durch den Ursprung verlaufende
Achse r rotiert. Wenn ein Punkt p ∈ P1 mit einer Fla¨che f des stationa¨ren Polyeders P2
zusammentrifft, muß zum Zeitpunkt der Kollision die momentane Bewegungsrichtung des
Punktes p mit der Fla¨chennormale nf einen Winkel gro¨ßer als 90
◦ einschließen. Trifft p die
Fla¨che f im Punkt x, so hat die Tangente an die Kreisbahn die Richtung r × x. Wenn es
aber keinen Punkt x ∈ f mit der Eigenschaft (r × x)Tnf ≤ 0 gibt, so kann f als Ru¨ckseite
bezeichnet werden. Die Bedingung dafu¨r, daß die Fla¨che f in Kontakt mit dem rotierenden
Polyeder P1 kommen kann, la¨ßt sich also als die Frage formulieren, ob f den Halbraum Π
−
f
schneidet, wobei Π±f = {x| ± (nf × r)Tx ≥ 0}.
In der gleichen Weise ko¨nnen wir die Ru¨ckseiten des Polyeders P1 bezu¨glich der ausgefu¨hrten
Bewegung definieren. Bei der Berechnung des Kollisionszeitpunktes t∗col du¨rfen wir dann alle
diese Fla¨chen und alle Kanten und Ecken, die nur zu ru¨ckseitigen Fla¨chen geho¨ren, von der
Kollisionsbetrachtung ausschließen. Also ist
t∗col = min{t∗col(V +1 , F−2 ), t∗col(F+1 , V −2 ), t∗col(E+1 , E−2 )} mit
F± = {f ∈ F | ± sTnf ≥ 0} (Translation),
F± = {f ∈ F | f ∩ Π±f 6= ∅} (Rotation),
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E± = {e ∈ E | ∃f ∈ F± : e ⊂ f},
V ± = {v ∈ V | ∃e ∈ E± : v ∈ e}.
Nach der Beseitigung der Ru¨ckseiten bietet sich zur weiteren Reduktion der elementaren
Operationen, die zur Berechnung von t∗col beno¨tigt werden, folgende Strategie an:
1.6.2 Projektionsmethoden
Bei einer Translation in Richtung s projiziere man die Fla¨chen der beiden Polyeder auf eine
Ebene senkrecht zu s, die von den beiden orthonormalen Vektoren s1 und s2 aufgespannt
werde. Offensichtlich ko¨nnen zwei Fla¨chen f1 und f2 nur dann kollidieren, wenn sich ihre
Projektionen f 1 und f 2 schneiden. Denn bei einer Translation eines Punktes x in Richtung
s bleiben die Komponenten von x in Richtung s1 und s2 unvera¨ndert.
Im Falle einer Rotation kann man eine vergleichbare Methode benutzen, wenn man mit
Zylinderkoordinaten (d, ϕ, h) arbeitet. Die Projektion besteht dann im Weglassen der Win-
kelkomponente ϕ. Bei einer Rotation eines Punktes x um die r–Achse bleiben der Radius d
und die Ho¨he h unvera¨ndert. Es gilt





(r1 und r2 erga¨nzen r zu einem Orthonormalsystem.)
Zur geometrischen Veranschaulichung wa¨hle man eine Ebene, die die Rotationsachse r entha¨lt
und lasse die Fla¨chen der beiden Polyeder eine 360◦–Drehung durchfu¨hren. Dabei schneidet
eine Fla¨che f beim Durchdringen dieser Ebene ein Gebiet f aus, das durch Hyperbeln be-
grenzt wird (Herleitung in Abschnitt 2.2.2.1). Analog zu oben gilt, daß ein Fla¨chenpaar
(f1, f2) bei einer Rotation nur dann zur Kollision gebracht werden kann, wenn f1 ∩ f 2 6= ∅
gilt.
t∗col(F1, F2) = min{t∗col(f1, f2)|f1 ∈ F1, f2 ∈ F2, f 1 ∩ f2 6= ∅}, wobei
f = {(s1Tx, s2Tx)|x ∈ f} (Translation) bzw.
f = {(|r× x|, rTx)|x ∈ f} (Rotation)
Das Beispiel in Abbildung 1.1 zeigt eine Szene aus einem Wu¨rfel und einem Dodekaeder.
Die Rotationsachse entspricht der x3–Achse. Daneben ist das Bild zu sehen, das die bei-
den Polyeder bei einer 360◦–Drehung aus einer Ebene ausschneiden, die die Rotationsachse
entha¨lt. Die Ru¨ckseiten sind noch nicht eliminiert. Am Beispiel des Wu¨rfels erkennt man,
daß sich eine Fla¨che f bei der Projektion in die dh–Ebene des Zylinderkoordinatensystems
falten kann. Um solche Faltungen zu verhindern, zerteile man eine solche Fla¨che f einfach
durch die Ebene Π±f in zwei Teile. Diese werden fu¨r sich faltungsfrei abgebildet.
Nach der Projektion der Fla¨chen der beiden Polyeder auf eine geeignete Projektionsebene
stellt sich die Frage, wie man in effizienter Weise herausfinden kann, fu¨r welche Paare (f1, f2)
ein Schnitt der Projektionen vorliegt. Mit dieser Frage bescha¨ftigen wir uns als na¨chstes.





Abbildung 1.1: Projektion einer Szene in die x1x3–Ebene und ihre Darstellung im dh–Zylin-
derkoordinatensystem
1.6.3 2D–Faceboxing
Gegeben seien zwei Mengen von Gebieten im IR2, die wir F 1 und F 2 nennen wollen. Unser
Ziel ist die Bestimmung von
CF 1,F 2 := {(f1, f2) ∈ F 1 × F 2 | f1 ∩ f 2 6= ∅}.
Da |CF 1,F 2| ¿ |F 1| · |F 2| sein kann, sollte man nicht einfach alle Paare aus F 1 × F 2 durch-
mustern, sondern einen Algorithmus benutzen, dessen Laufzeit von der Gro¨ße der Ausgabe
bestimmt wird.
Eine gute Heuristik zur Lo¨sung der Aufgabe besteht darin, alle Gebiete in achsenparallele
Rechtecke einzuschließen und das Problem fu¨r die beiden entstehenden Rechteckmengen zu
lo¨sen. b(f i) bezeichne das Rechteck, das f i einschließt, dann gilt:
CF 1,F 2 ⊆ {(f 1, f2) | b(f1) ∩ b(f 2) 6= ∅}
Schnitte zwischen orthogonalen Rechtecken zu finden, ist ein wohlbekanntes Problem.
Gegeben seien zwei Mengen B1 und B2 von achsenparallelen Rechtecken. Die
Menge {(b1, b2) ∈ B1 × B2 | b1 ∩ b2 6= ∅} kann in Zeit O((|B1| + |B2|) log(|B1| +
|B2|) + |CB1,B2 |) berechnet werden.
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In der Literatur findet man fu¨r dieses Problem oft den Namen “Rot–Blau Schnitt” von Recht-
ecken. Ein in [Ho89] (Abschnitt 3.7.) beschriebener Algorithmus fu¨hrt das 2–dimensionale
statische Problem auf ein dynamisches 1–dimensionales zuru¨ck, indem eine Sweep–Line u¨ber
die Rechteckmengen gefu¨hrt wird. Diese ha¨lt immer dann an, wenn ein Rechteck beginnt
oder endet. Der Schnitt der Sweep–Line mit den Rechtecken ergibt jeweils eine Menge von
roten und blauen Intervallen, die in Intervallba¨umen verwaltet werden. Ha¨lt die Sweep–
Line z. B. am Anfang eines blauen Rechtecks, so hat man in dem roten Intervallbaum all
die aktiven Intervalle zu suchen, die das Intervall des blauen Rechtecks schneiden. Nach
logarithmischer Suchzeit kann eine solche Anfrage in einer Zeit durchgefu¨hrt werden, die
proportional zur Gro¨ße der gefundenen Schnitte ist. Die Intervallba¨ume selbst mu¨ssen nicht
voll dynamisch sein, weil man im voraus bereits alle mo¨glichen Intervallgrenzen kennt. Dies
ermo¨glicht schließlich das Einfu¨gen und Lo¨schen von Intervallen in logarithmischer Zeit und
fu¨hrt somit auf die angegebene Gesamtlaufzeit.
Eine detaillierte Beschreibung dieses Algorithmus und Laufzeitmessungen im Vergleich zu
dem naiven quadratischen Algorithmus findet man in [Fr93].
1.6.4 Sweep–Algorithmen
Ein anderer Ansatz zur Reduktion der elementaren Operationen zur Kollisionsberechnung
benutzt die Beziehung
t∗col(P1, P2) = min{t∗col(V1, F2), t∗col(F1, V2), t∗col(E1, E2)}.
Betrachten wir wieder die jeweiligen Projektionen der beiden Polyeder, so ko¨nnen wir die
Berechnung von t∗col(E1, E2) auf die Paare (e1, e2) mit e1 ∩ e2 6= ∅ beschra¨nken.
Mit Hilfe eines einfachen Sweeps u¨ber die projizierte Szene lassen sich leicht alle Kantenpaare
ermitteln, deren Projektionen sich schneiden. (Der Sweep der Linien– bzw. Hyperbelsegmente
kann in der gleichen Weise durchgefu¨hrt werden. Haltepunkte des Sweeps wie Extrempunk-
te der Kurven und Schnittpunkte zwischen zwei Kurven ko¨nnen jeweils in konstanter Zeit
ermittelt werden.) Als Laufzeit erhalten wir O((|E1| + |E2| + k) log(|E1| + |E2|)), wobei in
k alle Schnitte zwischen Kurvensegmenten einschließlich der rot–rot und blau–blau Schnitte
eingehen: k = |CE1,E1 |+ |CE2,E2|+ |CE1,E2 |. Diese Vorgehensweise verfehlt allerdings ihr Ziel,
wenn k in der Gro¨ßenordnung von |P1| · |P2| liegt. Eine gewisse Verbesserung kann man errei-
chen, indem man Algorithmen benutzt, die unempfindlich gegenu¨ber Schnitten gleichfarbiger
Kurvensegmente sind (siehe Abschnitt 1.6.5). Die Laufzeit im Worst–Case bleibt dadurch
natu¨rlich quadratisch. In Kapitel 3.3 werden wir einen subquadratischen Algorithmus zu
Berechnung von ttranscol (E1, E2) vorstellen.
Im Gegensatz zu den Kollisionen zwischen den Kanten der Polyeder, lassen sich Kollisionen
zwischen Ecken und Fla¨chen sehr viel leichter in subquadratischer Zeit bestimmen:
Lemma 1.3 t∗col(V1, F2) und t
∗
col(F1, V2) (∗ = trans oder ∗ = rot) ko¨nnen in Zeit O((|P1|+
|P2|) 32 log(|P1|+ |P2|)) berechnet werden.
Beweis: Zur effizienten Berechnung des Kollisionszeitpunktes zwischen einer translatorisch
bzw. rotatorisch bewegten Punktmenge V1 und einer stationa¨ren Menge von Fla¨chen F2 pro-
jizieren wir Punkte und Fla¨chen zuna¨chst in der oben beschriebenen Weise. Dadurch erhalten
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wir in der Projektionsebene neben den Punkten V 1 2–dimensionale Gebiete F 2, die durch
Linien– bzw. Hyperbelsegmente begrenzt werden (siehe Abbildung 1.1). Analog zu der Be-
stimmung der Schnittpunkte zwischen den Kurvensegmenten fu¨hren wir einen Sweep durch.
Zwischen zwei aufeinanderfolgenden Haltepunkten bleibt die Reihenfolge der Schnittpunkte
der Kurvensegmente mit einer Sweep–Line S gleich. (Als Haltepunkte gelten Anfangs-, End-
, Extrem- und Schnittpunkte von Kurvensegmenten.) Dieses Ordnungskriterium ermo¨glicht
es uns, die aktuellen Kurvensegmente in einem balancierten Suchbaum zu speichern. Dieser
dient uns aber nur als Prima¨rstruktur zur Speicherung weiterer Daten:
Sei R eine Region, die zwischen zwei auf S benachbarten Kurvensegmenten liegt und von
S zwischen zwei aufeinanderfolgenden Haltepunkten u¨berstrichen wird. Ein Punkt v1 ∈ V1,
dessen Projektion v1 in R liegt, kann bei seiner Bewegung nur mit solchen Fla¨chen f2 ∈ F2
zusammenstoßen, fu¨r die R ⊆ f 2 gilt. Deshalb merken wir uns zu jeder Region R die Menge
FR = {f2 ∈ F2|R ⊆ f 2}. Zu diesem Zweck erga¨nzen wir die Prima¨rstrukur so, daß zu jedem
Kurvensegment die Menge FR der daru¨berliegenden Region R gespeichert wird.
In Abha¨ngigkeit vom Bewegungsmodus la¨ßt sich auf jeder Menge FR eine Ordnung definie-
ren. Jeder Punkt v1, dessen Projektion v1 in R liegt, wird bei einer Volldrehung die Fla¨chen
aus FR in der gleichen zyklischen Reihenfolge durchstoßen. Bei einer Translation lassen sich
die Fla¨chen aus FR linear anordnen. Als Sekunda¨rstruktur zur Speicherung der Mengen FR
benutzen wir ebenfalls balancierte Suchba¨ume, denn diese ermo¨glichen es uns, in logarith-
mischer Zeit die Fla¨che zu finden, die ein Punkt v1 (v1 ∈ R) bei seiner Bewegung zuerst
trifft.
Die Sweep–Line S lassen wir an allen Punkten aus V 1 anhalten. Fu¨r einen Haltepunkt v1
bestimmen wir zuna¨chst die Region R, die v1 entha¨lt, und anschließend die Fla¨che f2 ∈
FR ⊆ F2, mit der v1 zuerst kollidiert. Beide Stufen entsprechen einem Suchprozess in einem
balancierten Baum und ko¨nnen in logarithmischer Zeit durchgefu¨hrt werden.
Wa¨hrend des Sweeps mu¨ssen wir alle Regionen R, die die Sweep–Line schneiden, inklusi-
ve der Mengen FR, dynamisch verwalten. Der balancierte Suchbaum der Prima¨rstruktur
erlaubt das Einfu¨gen und Lo¨schen von Regionbegrenzungen in logarithmischer Zeit. Die-
se Operationen werden immer dann beno¨tigt, wenn die Sweep–Line S an Extrempunkten
oder Schnittpunkten von Kurvensegmenten anha¨lt. In der Sekunda¨rstruktur ko¨nnen wir es
uns allerdings nicht erlauben, fu¨r jede auftretende Region R die Fla¨chenmenge FR explizit
abzuspeichern. Hier hilft uns die folgende Beobachtung weiter:
An einem Haltepunkt entstehen nur konstant viele neue Regionen. (Mehrfach vorkommende
Haltepunkte bei gleicher Position der Sweep–Line werden separat behandelt.) Alle anderen
werden weiterhin von den gleichen Kurvensegmenten begrenzt und die zugeho¨rigen Fla¨chen-
mengen vera¨ndern sich nicht. Wenn eine neue Region R entsteht, unterscheidet sich die
Menge FR nur um eine einzige Fla¨che von der Fla¨chenmenge FR′ einer angrenzenden Regio-
nen R′. Deshalb genu¨gt es, nur die Vera¨nderung von FR gegenu¨ber FR′ zu registrieren. Da
FR′ als balancierter Baum vorliegt und FR durch Einfu¨gen oder Lo¨schen einer Fla¨che aus
FR′ hervorgeht, braucht man zur Speicherung von FR nur den logarithmisch langen Update–
Pfad mit Verweisen auf unvera¨nderte Teilba¨ume. Dies beweist, daß an jedem Haltepunkt nur
logarithmische Kosten verursacht werden.
Die Laufzeit des Sweep–Algorithmus bela¨uft sich auf O((|V1|+ |E2|+ |CE2,E2 |) log |E2|). Der
kritische Wert dabei ist die mo¨glicherweise quadratische Zahl der Schnitte zwischen den
1.6 Heuristiken zur Berechnung von Kollisionszeitpunkten 17
Kurvensegmenten. Deshalb ist es besser, wenn wir unser Problem in kleinere Teilprobleme
aufspalten. Ohne Beschra¨nkung der Allgemeinheit nehmen wir an, daß die Menge F2 nur aus
Dreiecken besteht. (Eine Triangulierung der Oberfla¨che von P2 vera¨ndert die asymptotische
Komplexita¨t von |P2| nicht.) F2 zerlegen wir in
√












Fu¨r jede Menge F i2 fu¨hren wir den oben beschriebenen Sweep separat durch. Mit E
i
2 bezeich-
nen wir die Begrenzungskanten von F i2. Da |CEi2,Ei2| = O(|E2|) ist, erhalten wir auf diese
Weise eine Laufzeit von O(
√
|E2|(|V1| + |E2|) log |E2|) zur Berechnung von t∗col(V1, F2) und
einen entsprechenden Term fu¨r t∗col(F1, V2). Aus |V1|, |E1| ≤ |P1| und |V2|, |E2| ≤ |P2| folgt
die Aussage des Lemmas.
Bemerkungen:
Die Idee zur effizienten Verwaltung der Mengen FR findet man bereits bei [Nu85], der einen
Algorithmus zur Berechnung der sichtbaren Fla¨chen einer Szene aus Polyedern beschreibt.
Der logarithmische Speicheraufwand fu¨r jede einzelne Menge FR kann sogar auf eine Konstan-
te reduziert werden, wenn man persistente balancierte Suchba¨ume benutzt (siehe [DSST89]).
1.6.5 Rot–Blau Schnitte
Wenn wir die projizierten Fla¨chen der Polyeder in achsenparallele Rechtecke einschließen, ist
es mo¨glich, den Schnitt zwischen roten und blauen Rechtecken effizient zu berechnen, ohne
Schnitte zwischen gleichfarbigen Rechtecken beru¨cksichtigen zu mu¨ssen. Analoge Resultate
gibt es auch fu¨r den Rot–Blau Schnitt von Liniensegmenten.
[Ag90] erzielt z. B. folgendes, fu¨r uns interessante Resultat:
Rot–Blau Schnitte zwischen einer Menge von n roten und einer Menge von n
blauen Liniensegmenten im IR2 lassen sich in Zeit O(n
4
3 log2 n + k) bestimmen,
wobei k der Gro¨ße der Ausgabe entspricht.
Damit ko¨nnen wir ttranscol (E1, E2) in ZeitO((|E1|+|E2|)
4
3 log2(|E1|+|E2|)+|CE1,E2 |) berechnen.
Der Aufwand lohnt sich jedoch nur, wenn |CE1,E2 | ¿ |E1| · |E2| ist.
1.6.6 Tests zur Kollisionsfreiheit von Volldrehungen
In diesem Abschnitt wollen wir einen effizienten Algorithmus zur Entscheidung der folgenden
Frage entwerfen:
Kann ein Polyeder P1 in Gegenwart eines zweiten stationa¨ren Hindernispolyeders
P2 vollsta¨ndig um eine gegebene Achse r rotieren, ohne daß es zu einer Kollision
kommt?
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Zur Beantwortung der obigen Frage konstruieren wir das von P1 u¨berstrichene Volumen
P rot1 = {R(t)p1|p1 ∈ P1, t ∈ [0, 2pi)} und bilden den Schnitt mit P2. Offensichtlich gilt
P rot1 ∩ P2 6= ∅ ⇐⇒ trotcol (P1, P2) <∞.
Zur Beschreibung des Rotationsko¨rpers P rot1 , der bei einer Volldrehung von P1 entsteht,
genu¨gt es aus Symmetriegru¨nden, die 2–dimensionale Querschnittsfla¨che P1
rot
anzugeben.
Auf diese Weise erweist sich das gestellte Entscheidungsproblem als 2–dimensionale Aufgabe,
wie uns folgendes Lemma beweist:
Lemma 1.4 P rot1 ∩ P2 6= ∅ ⇐⇒ P rot1 ∩ P rot2 6= ∅ ⇐⇒ P1rot ∩ P2rot 6= ∅
Beweis: Es genu¨gt P rot1 ∩ P rot2 6= ∅ =⇒ P rot1 ∩ P2 6= ∅ zu zeigen. Alle anderen Beziehungen
sind direkt einzusehen.
P rot1 ∩ P rot2 6= ∅
=⇒ ∃ t, t′ ∈ IR,p1 ∈ P1,p2 ∈ P2 : R(t)p1 = R(t′)p2
=⇒ ∃ p1 ∈ P1,p2 ∈ P2 : R−1(t′)R(t)p1 = R(t− t′)p1 = p2
=⇒ P rot1 ∩ P2 6= ∅
Da die Oberfla¨che der Rotationsko¨rper P rot1 und P
rot
2 von Hyperboloiden, Kegeln und Zy-





Hyperbeln und Geraden. Jetzt wollen wir Verfahren zur schnellen Berechnung dieser Kon-
turen angeben.
Wir betrachten zuna¨chst konvexe Polyeder, weil sich in diesem Spezialfall die entstehenden
Konturen leicht beschreiben lassen:
Wenn wir ein konvexes Polyeder Pi mit einer Ebene H(h) = {x|rTx = h} senkrecht zur
Rotationsachse schneiden, erhalten wir im allgemeinen ein konvexes Polygon. Von diesem
bestimmen wir den minimalen und maximalen Abstand zur Rotationsachse:
di(h) = min{|r× p| |rTp = h,p ∈ Pi}
Di(h) = max{|r× p| |rTp = h,p ∈ Pi}
Die Querschnittsfla¨che Pi
rot
ko¨nnen wir also durch eine Funktion Ci(h) beschreiben, die







Die Frage nach der Kollision des rotierenden Polyeders P1 mit dem stationa¨ren Polyeder
P2 hat sich nun auf die Untersuchung der Querschnittskonturen C1(h) und C2(h) reduziert.
Wegen Lemma 1.4 gilt:
P rot1 ∩ P2 = ∅ ⇐⇒ ∀ h ∈ I1 ∩ I2 : C1(h) ∩ C2(h) = ∅
Es bleibt also die Aufgabe, fu¨r ein konvexes Polyeder P1 die Funktion C1(h) zu berechnen
(und spa¨ter mit C2(h) zu vergleichen).
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Der maximale AbstandD1(h) kann offensichtlich nur von den Kanten des Polyeders bestimmt
werden. Fu¨r eine Kante e ∈ E1, die zwischen den Punkten a und b verla¨uft, ko¨nnen wir den




αeh2 + βeh + γe fu¨r h ∈ Ie




Die Funktion Di(h) ist die obere Kontur einer Menge von |Ei| Hyperbelstu¨cken.
Dementsprechend bestimmen wir die Funktion di(h) als die untere Kontur dieser Menge
von Hyperbelstu¨cken, erga¨nzt um eine Menge von Geradenstu¨cken, die wie folgt zustande
kommt: Fu¨r eine Fla¨che f ∈ Fi wird der minimale Abstand df(h) entweder auf dem Rand
angenommen oder auf dem Geradensegment, das man erha¨lt, wenn man von jedem Punkt
der Rotationsachse das Lot auf die Fla¨che fa¨llt. Wenn nf den Normalenvektor der Fla¨che f
bezeichnet, dann ist dieses Segment der Schnitt der Ebene Πf : (r × nf )Tx = 0 mit f . Wir




Es bleibt das Problem, die untere und obere Kontur einer Menge von partiell definierten
Kurven beschra¨nkter Ordnung zu bestimmen. Wir ko¨nnen hier nur deshalb von unterer und
oberer Kontur reden, weil die betrachteten Polyeder konvex sind. Zumindest in diesem Fall
la¨ßt sich die Berechnung der Kontur auch effizient bewerkstelligen. Hat man die beiden
Konturen C1(h) und C2(h) fu¨r die beteiligten Polyeder berechnet, so muß man nur noch
testen, ob gilt ∃h ∈ I1∩I2 : C1(h)∩C2(h) = ∅. Dies kann mittels eines herko¨mmlichen Sweep–
Algorithmus in Zeit O(|C1| + |C2|) geschehen, wenn die beiden Konturen in Sweeprichtung
sortiert vorliegen. (|Ci| mißt dabei die Zahl der Kurvensegmente, die zur Beschreibung von
Ci no¨tig sind.)
Die Berechnung der gesuchten Konturen ko¨nnte auch mit Hilfe eines Plane–Sweep–Algorith-
mus geschehen, aber dann wa¨re die Laufzeit abha¨ngig von der Zahl der U¨berkreuzungen
der Kurvenstu¨cke, die im schlechtesten Fall quadratisch sein kann. Sharir [Sh88b] schla¨gt
folgenden einfachen Divide–And–Conquer Algorithmus vor:
Zur Berechnung der oberen Kontur D(h) einer Menge von n Kurvenstu¨cken zerlege man die
gegebene Menge in zwei gleich große Teile F und G. Fu¨r jede der beiden Teilmengen berechne
man die zugeho¨rigen Konturen DF (h) und DG(h) rekursiv. Die Kontur D(h) ergibt sich –
a¨hnlich zu Mergesort – durch Mischen von DF (h) und DG(h). DF (h) sei wie folgt durch lF
Kurvensegmente gegeben (analog DG(h)):
DF (h) =

f1(h) fu¨r h ∈ [a1, a′1]
f2(h) fu¨r h ∈ [a2, a′2]
...
flF (h) fu¨r h ∈ [alF , a′lF ]∞ sonst
DG(h) =

g1(h) fu¨r h ∈ [b1, b′1]
g2(h) fu¨r h ∈ [b2, b′2]
...
glG(h) fu¨r h ∈ [blG , b′lG ]∞ sonst
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Abbildung 1.2: Illustration des Konturmischens
Dabei gelte ai < a
′
i ≤ ai+1 und bj < b′j ≤ bj+1. c1 < c2 < . . . < cl sei die sortierte Folge
(ohne Mehrfachvorkommen) der ai, a
′
i und bj , b
′
j fu¨r i = 1, . . . , lF und j = 1, . . . , lG d.h.
l ≤ 2(lF + lG). Diese Folge stellt die gemeinsame Verfeinerung der durch DF (h) und DG(h)
vorgegebenen Partitionierungen dar. Auf jedem Intervall Ik = [ck, ck+1] fu¨r k = 1, . . . , l − 1
kann man den Verlauf der Kontur nun einfach berechnen, denn es ko¨nnen nur vier verschie-
dene Fa¨lle eintreten:
(1) In Ik liegt kein Kurvenstu¨ck.
(2) In Ik ⊆ [ai, a′i] liegt nur das Kurvenstu¨ck fi(h). Dann ist D(h) = fi(h) fu¨r h ∈ Ik.
(3) In Ik ⊆ [bj , b′j] liegt nur das Kurvenstu¨ck gj(h). Dann ist D(h) = gj(h) fu¨r h ∈ Ik.
(4) In Ik liegen die Kurvenstu¨cke fi(h) und gj(h). Ik = [ai, a
′
i] ∩ [bj , b′j ]. Wenn sich die
beiden Kurven in ho¨chstens m Schnittpunkten s1 < s2 < . . . < sm schneiden, zerfa¨llt
Ik in maximal m + 1 Teilintervalle Ik,0 = [ck, s1], . . . , Ik,m = [sm, ck+1]. Innerhalb jedes
Intervalls Ik,m′, 0 ≤ m′ ≤ m ist D(h) eindeutig bestimmt:
D(h) =
{
fi(h) falls fi(h) ≥ gj(h) ∀h ∈ Ik,m′
gj(h) falls fi(h) ≤ gj(h) ∀h ∈ Ik,m′
Aufgrund von (4) ko¨nnte man befu¨rchten, daß die Gro¨ße der Konturen beim “Zusammenmi-
schen” unaufhaltsam steigt. Wenn die Zahl der Schnittpunkte zwischen zwei Kurven durch
eine Konstante m beschra¨nkt ist, kann das jedoch nicht vorkommen, wie sich aus der Theorie
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der Davenport–Schinzel–Folgen [DS65, Sz74] ableiten la¨ßt. In [Sh88b] wird gezeigt, daß die
Gro¨ße solcher Konturen stets durch O(n log∗ n) beschra¨nkt ist. Beim Mischen zweier Kontu-
ren, die aus je n/2 Kurvensegmenten (beschra¨nkter Ordnung) hervorgegangen sind, beno¨tigt




) = O(n log∗ n), so daß wir in den log n Rekursionsstufen
insgesamt Zeit O(n logn log∗ n) verbrauchen.
Die Konvexita¨t der beiden Polyeder spielt nur insofern eine Rolle, als daß die Konturen als
Funktionen der Variable h beschreibbar sind.
[GSS89] beschreiben eine Methode, um die Kontur einer Zusammenhangskomponente eines
Arrangements von nKurvenstu¨cken zu berechnen. Die Zusammenhangskomponente ist durch
einen Punkt spezifiziert, der in ihr liegt. Unter der Voraussetzung, daß je zwei der Kurven
nur konstant viele Punkte gemeinsam haben, erzielen sie eine Laufzeit in der Gro¨ßenordung
O(n log2 n log∗ n). Dies ist mo¨glich, weil auch hier die Gro¨ße der gesuchten Kontur nicht
sta¨rker als O(n log∗ n) wachsen kann. Genauso wie in dem oben dargestellten Spezialfall
baut ihr Algorithmus auf dem Divide–And–Conquer Prinzip auf, und der Mischschritt wird
mittels eines Plane–Sweeps realisiert.
Wir ko¨nnen dieses Resultat benutzen, um das Kollisionsproblem fu¨r Volldrehungen auch
fu¨r nicht konvexe Polyeder effizient zu lo¨sen. Fu¨r die Polyeder P1 und P2 arbeiten wir mit
den 2–dimensionalen Arrangements A(P1) und A(P2), die von den Mengen der Hyperbeln
{de(h)|h ∈ Ie} gebildet werden, wobei e die Menge E1 ∪ E⊥1 bzw. E2 ∪ E⊥2 durchla¨uft. Da
wir von A(Pi) jeweils nur eine Zusammenhangskomponente berechnen mu¨ssen, erhalten wir
das folgende Resultat.
Lemma 1.5 Die Frage, ob ein Polyeder P1 in Gegenwart eines Polyeders P2 eine Voll-
drehung ausfu¨hren kann, la¨ßt sich in Zeit O(|P1| log2 |P1| log∗ |P1| + |P2| log2 |P2| log∗ |P2|)
entscheiden. Wenn P1 und P2 konvex sind, beno¨tigt man nur Zeit O(|P1| log |P1| log∗ |P1|
+|P2| log |P2| log∗ |P2|).
Dieses Ergebnis la¨ßt sich natu¨rlich auf den Fall translatorischer Bewegungen u¨bertragen.
Statt mit Hyperbelsegmenten muß man dort nur mit Liniensegmenten operieren. Der resul-
tierende Algorithmus kann entscheiden, ob P1 entlang einer vorgegebenen Gerade verschoben
werden kann, ohne mit P2 zu kollidieren.
1.6.7 3D–Faceboxing bei zeitlich begrenzten Bewegungen
Statt zu fragen, wie lange man ein Polyeder P1 verschieben oder drehen kann, ohne mit
einem Hindernis P2 zusammenzustoßen, interessiert man sich oft fu¨r die Kollisionsfreiheit
einer zeitlich begrenzten Bewegung:
tcol(P1(t), P2(t))|t2t1 :=
{ ∞ falls P1(t) ∩ P2(t) = ∅ ∀ t ∈ [t1, t2]
min{t ∈ [t1, t2]|P1(t) ∩ P2(t) 6= ∅} sonst
In den vorangegangenen Abschnitten bestand der erste Schritt zur effizienten Berechnung
des Kollisionszeitpunktes t∗col(P1, P2) stets aus einer geeigneten Projektion, wodurch sich die
Dimension der Problemstellung entsprechend verminderte. Zur Berechnung von t∗col(P1, P2)|t2t1
(∗ = trans oder ∗ = rot) kann man natu¨rlich die Heuristiken, die auf der Projektionsmethode
basieren, benutzen. Es ist aber u¨berflu¨ssig, eine Begrenzungsfla¨che f1 ∈ P1 auf Kollision mit
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einer Hindernisfla¨che f2 ∈ P2 zu testen, wenn aufgrund der kurzen Bewegungsdauer f2 fu¨r
f1 unerreichbar ist, selbst wenn sich ihre Projektionen f 1 und f 2 schneiden.
In dieser Situation ko¨nnte man prinzipiell so vorgehen, daß man zu jeder bewegten Fla¨che f1
das u¨berstrichene ra¨umliche Gebiet f ∗1 = {x(t)|x ∈ f1, t ∈ [t1, t2]} konstruiert und unter all
den Hindernisfla¨chen, die f ∗1 schneiden, die zuerst getroffene bestimmt. Dazu ko¨nnte man die
Begrenzungsfla¨chen der Hindernisse so vorverarbeiten, daß man fu¨r ein beliebig vorgegebenes
Gebiet f ∗1 schnell die in Frage kommenden Fla¨chen bestimmen kann. Wa¨hrend f
trans
1 noch
als Polyeder beschrieben werden kann, besitzt f rot1 hyperbolische Begrenzungsfla¨chen, was
diese Aufgabe zusa¨tzlich erschweren wu¨rde. Deshalb schließen wir die von den bewegten
Fla¨chen u¨berstrichenen Gebiete und auch die Hindernisfla¨chen in achsenparallele Quader
ein. Die Quader der bewegten Fla¨chen fa¨rben wir rot, die anderen blau. Ebenso wie im
2–dimensionalen Fall verfu¨gt man u¨ber einen effizienten Algorithmus zur Bestimmung der
Rot–Blau Schnitte dieser Quadermengen (siehe z.B. [EM81]).
Gegeben seien zwei Mengen B1 und B2 von achsenparallelen Quadern. Die Men-
ge CB1,B2 = {(b1, b2)|b1 ∈ B1, b2 ∈ B2, b1 ∩ b2 6= ∅} kann in Zeit O((|B1| +
|B2|) log2(|B1|+ |B2|) + |CB1,B2 |) berechnet werden.
Dieses Ergebnis kann man analog zum 2–dimensionalen Fall mit Hilfe eines Sweeps erzielen.
Dabei muß man in der Sweep–Ebene Rechteckmengen dynamisch verwalten. Dazu eignen
sich verschachtelte Segment– und Bereichsba¨ume, die Einfu¨gen und Lo¨schen in quadratisch–
logarithmischer Zeit erlauben.
Bewegt sich ein Polyeder P1 nur u¨ber eine kurze Entfernung in einer Hinderniswelt, die aus
mehreren Polyedern P2, . . . , Pn besteht, so wird er nur mit den Polyedern in seiner unmit-
telbaren Nachbarschaft zusammenstoßen ko¨nnen. In diesem Fall wa¨re es Zeitvergeudung,
tcol(P1, Pi) mit der obigen Methode fu¨r alle i = 2, . . . , n separat zu berechnen. Statt dessen
schließen wir alle Hindernisfla¨chen der Polyeder P2, . . . , Pn in achsenparallele Quader (B)
ein und verwalten diese gemeinsam in einer geeigneten Datenstruktur. Die von den Fla¨chen
des bewegten Polyeders P1 u¨berstrichenen Raumbereiche approximieren wir ebenfalls durch
Quader (B′). Fu¨r jeden Quader b′ ∈ B′ ermitteln wir einzeln die Hindernisquader b ∈ B, die
b′ schneiden, indem wir die Datenstruktur fu¨r B befragen.
Auf diese Weise stoßen wir auf ein Problem, das in der Literatur unter dem Namen Dynamic
Orthogonal Intersection Query gefu¨hrt wird. Aus [Meh84] (Abschnitt 8.5.3.) ist folgendes
Resultat bekannt:
Gegeben sei eine dynamische Menge B von achsenparallelen Quadern. Fu¨r je-
den beliebigen Quader b′ kann man die Menge Cb′,B = {b ∈ B|b′ ∩ b 6= ∅}
in Zeit O(log3 |B| + |Cb′,B|) berechnen. Der Platzbedarf zur Speicherung von B
betra¨gt O(|B| log2 |B|). Einfu¨gen und Lo¨schen von Quadern kosten amortisiert
O(log3 |B|).
Es erweist sich als gu¨nstig, daß man die Menge der Hindernisquader sogar dynamisch ef-
fizient verwalten kann. Betrachten wir na¨mlich einen Bewegungsablauf in einer Szene von
mehreren Polyedern, bei dem in jedem Schritt genau ein Polyeder bewegt wird wa¨hrend
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alle anderen ihre Lage unvera¨ndert lassen, so a¨ndert sich die Hinderniswelt dynamisch, weil
unterschiedliche Polyeder die Rolle des bewegten Objektes u¨bernehmen ko¨nnen.
Um einen solchen Bewegungsablauf auf Kollisionsfreiheit zu u¨berpru¨fen, nehme man zuerst
sa¨mtliche Hu¨llquader aller Polyederfla¨chen in die Menge B auf. Wenn der Polyeder Pi durch
eine Bewegung seine Lage vera¨ndern mo¨chte, werden die zu Fi geho¨rigen Quader aus B
entfernt. Die von den Fla¨chen Fi u¨berstrichenen Raumbereiche werden durch Quader appro-
ximiert und bilden die Menge B′. Fu¨r jeden Quader b′ ∈ B′ liefert uns die Datenstruktur
fu¨r B alle von b′ geschnittenen Hindernisquader ohne große zusa¨tzliche Kosten. Die Quader-
schnitte informieren uns daru¨ber, welche Polyederfla¨chen kollidieren ko¨nnen. Nur fu¨r diese
fu¨hrt man dann einen exakten Kollisionstest durch. Danach kann Pi seine neue Lage ein-
nehmen. Dazu werden die neuen einhu¨llenden Quader fu¨r Fi berechnet und in die Menge B
aufgenommen.
Bei dieser dreistufigen Vorgehensweise verteilen sich die Kosten wie folgt: Das Entfernen und
das spa¨tere Einfu¨gen der Hu¨llquader der Fla¨chen Fi kosten amortisiert jeweils O(|Fi| log3 |B|).




In diesem Kapitel wollen wir die mathematischen Grundlagen zur Berechnung von Kollisio-
nen zwischen einem translatorisch (rotatorisch) bewegten und einem stationa¨ren Polyeder
erarbeiten. Neben der reinen Berechnung von Kollisionszeitpunkten t∗col (∗ = trans oder
∗ = rot) interessiert uns auch die Frage nach eingehaltenen Sicherheitsabsta¨nden ∆∗min und
die Frage nach der Kollision der zugeho¨rigen Hu¨llko¨rper, wie Kugeln oder Zylinder. Wir
werden zeigen, daß sich t∗col und ∆
∗
min ohne numerische Approximationsmethoden direkt er-
mitteln lassen, weil sich die notwendigen Berechnungen auf die Nullstellenbestimmung von
Polynomen ho¨chstens vierten Grades zuru¨ckfu¨hren lassen.
Ein Teil der Resultate wurde mit Hilfe eines Algebra–Systems gefunden. Derzeit verfu¨gbare
Algebra–Systeme unterstu¨tzen jedoch symbolische Berechnungen mit Vektoren und Matrizen
nur komponentenweise und sind deshalb nur zur Verifikation der Ergebnisse von wirklichem
Nutzen. Wir bemu¨hen uns um eine vektorielle Schreibweise, so daß sich Symmetrien, die
bereits in der Problemstellung erkennbar sind, in der vektoriellen Formulierung der Resultate
widerspiegeln. Dies fu¨hrt zu wesentlich kompakteren Formeln, die sich effizienter auswerten
lassen und somit zur Beschleunigung der Algorithmen beitragen.
2.1 Berechnung von Kollisionszeitpunkten
2.1.1 Kollision zwischen einem Punkt und einer Fla¨che
Gegeben seien ein Punkt a und ein konvexes Polygon f . Das Polygon f liege in der Ebe-
ne H = {x |nTx = n0}. Die Eckpunkte von f in zyklischer Reihenfolge bezeichnen wir
mit v0,v1, . . .vk−1,vk ≡ v0. Das Vorzeichen des Normalenvektors n sei so gewa¨hlt, daß
die Randpunkte im Gegenuhrzeigersinn aufgeza¨hlt sind, wenn man in Richtung −n auf f
blickt. Eine numerisch gu¨nstige Art und Weise, die Ebenengleichung aus den Koordinaten










Der Normalenvektor sollte anschließend noch normiert werden. Diese Konventionen erlauben,
in einfacher Weise zu testen, ob ein Punkt a′ der Ebene H zum konvexen Polygon f geho¨rt,
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denn es gilt:
a′ ∈ f ⇐⇒ ∀i : det[n, a′ − vi,vi+1 − vi] ≤ 0
2.1.1.1 Die Berechnung von ttranscol (a, f)
Wir beantworten zuerst die Frage, wann a bei einer Translation in Richtung s auf die Ebene
H sto¨ßt. Dabei setzen wir voraus, daß nT s 6= 0 ist.




Sollte t < 0 sein, so bewegt sich a von H weg. Sei a′ = a + ts, so gilt:
ttranscol (a, f) =
{
t falls t ≥ 0 ∧ a′ ∈ f
∞ sonst
2.1.1.2 Die Berechnung von trotcol (a, f)
Wir verfahren analog zu der Berechnung von ttranscol (a, f). Die Richtung r der Rotationsachse
sei normiert (|r| = 1). Aus nTR(t)a = n0 erhalten wir gema¨ß Formel (A.10) die Gleichung
nT rrTa + cos t (nTa− nT rrTa) + sin t rT (a× n) = n0
Diese ist von der Form
α cos t + β sin t+ γ = 0
mit den Koeffizienten
α = (n× r)T (a× r),
β = aT (n× r),
γ = aT rrTn− n0.
Obige Gleichung hat im allgemeinen zwei Lo¨sungen (vgl. (A.14)). Wir bezeichnen sie mit
t1, t2 ∈ [0, 2pi). Mit ai = R(ti)a erhalten wir:
trotcol (a, f) =
{ ∞ falls a1 6∈ f ∧ a2 6∈ f
min{ti | ai ∈ f, i = 1, 2} sonst
Dies gilt natu¨rlich nur unter der Voraussetzung, daß keine Entartung aufgetreten ist. Falls
n ‖ r ⇒ n × r = 0 ⇒ α = β = 0. Falls γ 6= 0, so kann keine Kollision auftreten,
weil das Gleichungssystem keine Lo¨sung besitzt. Im Fall γ = 0 rotiert der Punkt a in der
gleichen Ebene, in der auch f liegt, und eine Kollision tritt dann auf, wenn a auf eine
Begrenzungskante von f sto¨ßt.
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2.1.2 Kollision zwischen zwei Liniensegmenten
Gegeben seien zwei Liniensegmente mit den Endpunkten a und b bzw. c und d:
lab = {a + µ(b− a) | 0 ≤ µ ≤ 1}
lcd = {c + ν(d− c) | 0 ≤ ν ≤ 1}
Die zugeho¨rigen Geraden bezeichnen wir mit Lab und Lcd. Das Liniensegment lab bewege sich
translatorisch oder rotatorisch und lcd sei fest. Wir mo¨chten folgende Minima berechnen:
t∗col(lab, lcd) =
{ ∞ falls l∗ab(t) ∩ lcd = ∅ ∀ t ≥ 0
min{t ≥ 0 | l∗ab(t) ∩ lcd 6= ∅} sonst
wobei ∗ = trans oder ∗ = rot
2.1.2.1 Die Berechnung von ttranscol (lab, lcd)
Zuna¨chst wollen wir den minimalen Abstand zwischen lab und lcd in Richtung s bestimmen.
Deshalb suchen wir die Lo¨sung der Gleichung
a + µ(b− a) + ts = c + ν(d− c) mit 0 ≤ t, 0 ≤ µ, ν ≤ 1
Dieses lineare Gleichungssystem lo¨sen wir mit Hilfe der Kramer’schen Regel (siehe (A.2)).
Dabei setzen wir voraus, daß det[s,b− a,d− c] 6= 0 ist. Es folgt:
t =
det[c− a,b− a,d− c]
det[s,b− a,d− c] (2.2)
µ =
det[s, c− a,d− c]
det[s,b− a,d− c] (2.3)
ν =
det[s, c− a,b− a]
det[s,b− a,d− c] (2.4)
Daraus erhalten wir die Formel zur Berechnung des Kollisionszeitpunktes fu¨r zwei Linien-
segmente. Wenn det[s,b− a,d− c] 6= 0 ist, gilt:
ttranscol (lab, lcd) =
{
t falls t ≥ 0, 0 ≤ µ, ν ≤ 1
∞ sonst
Anderenfalls liegt eine entartete Situation vor, die sich im wesentlichen als ein 2–dimensio-
nales Problem darstellt. Dann gilt:
ttranscol (lab, lcd) = min{ttranscol ({a,b}, lcd), ttranscol (lab, {c,d})}
Anstelle einer detaillierten Diskussion des obigen Sonderfalls betrachten wir den allgemeinen
Fall genauer.
In der Formel fu¨r t sollten die Variablen a,b, c,d gleichberechtigt vorkommen. Eine symme-
trische Form findet man, wenn man die Determinante im Za¨hler von (2.2) entwickelt:
− det[c− a,b− a,d− c] = det(M),
wobei M :=
[
1 1 1 1
a b c d
]
∈ IR4×4
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Die Matrix M entha¨lt in der ersten Zeile nur Einsen. Die drei u¨brigen Zeilen sind aus den
Vektoren a,b, c und d aufgebaut. det(M) = det[b − a, c− a,d − a] stellt ein Spatprodukt
dar und ist proportional zum Volumen des Tetraeders, der von den vier Punkten aufge-
spannt wird. Wenn det(M) = 0 gilt, dann liegen die vier Punkte in einer Ebene. Dies gilt
insbesondere auch dann, wenn die beiden Liniensegmente lab und lcd parallel sind.
det(M) = 0 ⇐⇒ (Lab ∩ Lcd 6= ∅) ∨ (Lab ‖ Lcd) (2.5)
Wenn wir die Abku¨rzungen
Ma :=
[
0 1 1 1




1 0 1 1





1 1 0 1




1 1 1 0
a b c s
]










Durch Ausnutzung der Beziehung det(Ma) + det(Mb) + det(Mc) + det(Md) = 0 lassen sich
die Bedingungen 0 ≤ µ, ν ≤ 1 ebenfalls in eine symmetrische Form u¨berfu¨hren:
(det(Ma), det(Mb) ≤ 0 ∧ det(Mc), det(Md) ≥ 0)
∨ (det(Ma), det(Mb) ≥ 0 ∧ det(Mc), det(Md) ≤ 0) (2.6)
Dieses Ungleichungssystem wird uns in Abschnitt 3.3 wiederbegegnen. Es dru¨ckt aus, unter
welchen Umsta¨nden das Liniensegment lab bei einer Verschiebung in Richtung s mit dem
Liniensegment lcd zusammenstoßen kann.
Wa¨hlen wir die Verschiebungsrichtung s = (b − a) × (d − c) senkrecht zu den Richtungen
von lab und lcd, so erhalten wir aus Gleichung (2.2) den euklidischen Abstand δ(Lab, Lcd) der




1 1 1 1
a b c d
]∣∣∣∣∣
|(b− a)× (d− c)| (2.7)
Wenn wir wissen wollen, ob die Endpunkte der ku¨rzesten Verbindungsstrecke zwischen Lab
und Lcd auch auf den entsprechenden Liniensegmenten liegen, brauchen wir nur die Un-
gleichungen (2.6) zu u¨berpru¨fen. Bei dieser besonderen Wahl von s vereinfachen sich diese
zu
det[s,d− c, a] ≥ det[s,d, c] ≥ det[s,d− c,b]
∧ det[s,b− a, c] ≤ det[s,b, a] ≤ det[s,b− a,d]. (2.8)
Fu¨r diese Bedingungen fu¨hren wir ein eigenes Pra¨dikat χ(a,b, c,d) ein. Dieses Pra¨dikat ist
insbesondere dann erfu¨llt, wenn lab ∩ lcd 6= ∅ oder lab ‖ lcd gilt.
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2.1.2.2 Die Berechnung von trotcol (lab, lcd)
Nun wollen wir ein rotierendes Liniensegment lab betrachten und fragen, wann es mit einem
stationa¨ren Liniensegment lcd zusammensto¨ßt.
R(t)(a + µ(b− a)) = c + ν(d− c) mit 0 ≤ t, 0 ≤ µ, ν ≤ 1 (2.9)
Dieses Gleichungssystem entha¨lt die Unbekannten t, µ, ν, die im folgenden bestimmt werden
sollen. Wir benutzen hierzu die Abku¨rzung R ≡ R(t). Wenn die rotierende Gerade Lab die
feste Gerade Lcd schneidet, dann gilt nach Gleichung (2.5):
det
[
1 1 1 1
Ra Rb c d
]
= 0
⇐⇒ det[R(b− a), c,d] + det[Ra,Rb,d− c] = 0
⇐⇒ (c× d)TR(b− a) + (d− c)TR(a× b) = 0 (2.10)
Mit Hilfe von Formel (A.10) ko¨nnen wir Gleichung (2.10) auflo¨sen. Wir erhalten eine Glei-
chung der Form
α cos t + β sin t+ γ = 0 (2.11)
mit den Koeffizienten
α = (d− c)T (a× b)− rT (d− c)rT (a× b)
+(b− a)T (c× d)− rT (b− a)rT (c× d),
β = rT ((b− a)× (c× d)− (d− c)× (a× b)),
γ = rT (d− c)rT (a× b) + rT (b− a)rT (c× d).
Man beachte die erwartete Symmetrie dieser Formeln, was die Rollen von (a,b) und (c,d)
betrifft! Man erkennt, daß eine Vertauschung von (a,b) mit (c,d) gerade eine Vorzeichenum-
kehr von β bewirkt, was einer Negation der Lo¨sungswinkel t gleichkommt. Wie geometrisch
zu erwarten ist, sind die Formeln invariant gegenu¨ber einer gemeinsamen Verschiebung der
Liniensegmente in Richtung r.
Entartung tritt immer dann ein, wenn α = β = γ = 0 gilt. Das ist der Fall, wenn (r ‖
b − a) ∧ (r ‖ d − c) oder wenn (r ⊥ b − a) ∧ (r ⊥ d − c) oder wenn die beiden Geraden
Lab und Lcd einen gemeinsamen Punkt auf der Rotationsachse haben. Im letztgenannten
Fall du¨rfen wir aufgrund der Verschiebungsinvarianz annehmen, daß sich Lab und Lcd im
Ursprung schneiden. Dann gilt a× b = c× d = 0⇒ α = β = γ = 0.
Bis jetzt haben wir so getan, als ob wir die Kollision fu¨r die beiden Geraden Lab und Lcd
durchfu¨hren wollten. Gleichung (2.11) besitzt im allgemeinen zwei Lo¨sungen (vgl. (A.14)),
die wir mit t1, t2 ∈ [0, 2pi) bezeichnen. Fu¨r jeden dieser Drehwinkel mu¨ssen wir untersuchen,
ob lrotab (ti)∩lcd 6= ∅ ist. Um diese Inzidenz zu testen, ziehen wir das Pra¨dikat χ (siehe (2.8)) zu
Rate. Ebenso wie fu¨r die oben genannten entarteten Fa¨lle muß fu¨r den Fall lrotab (ti) ‖ lcd eine
Sonderbehandlung durchgefu¨hrt werden. Fu¨r den allgemeinen Fall erhalten wir die gesuchte
Formel
trotcol(lab, lcd) =
{ ∞ falls χ1 = χ2 = 0
min{ti | χi = 1, i = 1, 2} sonst,
wobei χi = χ(R(ti)a,R(ti)b, c,d).
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2.1.3 Kollision zwischen Kugeln und Zylindern
Kugeln eignen sich in besonderer Weise als Hu¨llko¨rper bei der Betrachtung von Kollisionen
bewegter Objekte, weil sich die Frage nach einer Kollision von Kugeln als einfaches Ab-
standsproblem ihrer Mittelpunkte stellt. Fu¨r zwei Kugeln Si = {x|δ(x,mi) ≤ ρi} (i = 1, 2)
gilt:
tcol(S1(t), S2(t)) = min{t ≥ 0|δ(m1(t),m2(t)) = ρ1 + ρ2}
Bewegt sich eine Kugel auf einer Geraden oder einer Kreisbahn wa¨hrend die andere ihre
Position beibeha¨lt, so erhalten wir einfache quadratische Gleichungen zur Bestimmung des
Kollisionszeitpunktes tcol (siehe Abschnitte 2.1.3.1 und 2.1.3.4).
Kugeln sind zwar die einfachsten Hu¨llko¨rper, aber in vielen Fa¨llen approximieren sie die Form
eines gegebenen Objektes nur unzureichend. Bei langgestreckten Objekten ist es gu¨nstiger,
statt Kugeln Zylinder zu benutzen. Wenn man zusa¨tzlich auf die Grundfla¨chen des Zylinders





Abbildung 2.1: Kollision zwischen zwei Zylindern mit aufgesetzten Halbkugeln
An die Stelle der Bestimmung des Abstandes zwischen zwei Punkten tritt nun die Abstands-
berechnung zwischen Liniensegmenten, was eine einfache Verallgemeinerung des obigen Prin-
zips darstellt. Betrachten wir zwei Liniensegmente l1 und l2 als Achsenabschnitte von zwei
Zylindern mit Kugelkappen Ci = {x|δ(x, li) ≤ ρi} (i = 1, 2), so gilt:
tcol(C1(t), C2(t)) = min{t ≥ 0|δ(l1(t), l2(t)) = ρ1 + ρ2}
Der Abstand zwischen zwei windschiefen Liniensegmenten l1 = lab und l2 = lcd ist gleich
dem Abstand der zugeho¨rigen Geraden Lab und Lcd, falls die Endpunkte der ku¨rzesten Ver-
bindungsstrecke zwischen Lab und Lcd auf den Liniensegmenten liegen. Diese Eigenschaft
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wird durch das Pra¨dikat χ(a,b, c,d) ausgedru¨ckt (siehe (2.8)). Ansonsten bestimmt einer
der Punkte a, b, c oder d selbst den Abstand zum anderen Liniensegment. Also gilt:
δ(lab, lcd) =
{
δ(Lab, Lcd) falls χ(a,b, c,d) = 1
min{δ(lab, c), δ(lab,d), δ(lcd, a), δ(lcd,b)} sonst
Falls die Geraden nicht parallel sind, ko¨nnen wir zur Berechnung von δ(Lab, Lcd) die For-
mel (2.7) benutzen. Bei Parallelita¨t reduziert sich das Problem auf die Abstandsbestimmung
zwischen einem Punkt und einer Geraden.
Der Abstand zwischen einem Punkt c und einem Liniensegment lab ist gleich dem Abstand
des Punktes c von der Geraden Lab, falls der Endpunkt des Lotes von c auf Lab auf dem
Liniensegment lab liegt. Dies beschreiben wir durch das Pra¨dikat ψ(a,b, c). Ist dies nicht der
Fall, bestimmt einer der Punkte a oder b den Abstand von lab zu c.
δ(lab, c) =
{
δ(Lab, c) falls ψ(a,b, c) = 1
min{δ(a, c), δ(b, c)} sonst
Fu¨r den Abstand des Punktes c zu der Geraden Lab und das Pra¨dikat ψ(a,b, c) gilt:
δ(Lab, c) =
|a× b + (b− a)× c|
|b− a|
ψ(a,b, c) : (b− a)Ta ≤ (b− a)Tc ≤ (b− a)Tb
Die Berechnung des Zeitpunktes tcol, zu dem die bewegten Liniensegmente l1(t) und l2(t)
den Abstand ρ1 + ρ2 = ρ annehmen, ko¨nnen wir somit auf Abstandsberechnungen zwischen





T1 = {t ≥ 0|δ(Lab(t), Lcd(t)) = ρ ∧ χ(a(t),b(t), c(t),d(t)) = 1}
T2 = {t ≥ 0|δ(Lab(t), c(t)) = ρ ∧ ψ(a(t),b(t), c(t)) = 1}
T2 = {t ≥ 0|δ(Lab(t),d(t)) = ρ ∧ ψ(a(t),b(t),d(t)) = 1}
T3 = {t ≥ 0|δ(Lcd(t), a(t)) = ρ ∧ ψ(c(t),d(t), a(t)) = 1}
T4 = {t ≥ 0|δ(Lcd(t),b(t)) = ρ ∧ ψ(c(t),d(t),b(t)) = 1}
T5 = {t ≥ 0|δ(a(t), c(t)) = ρ}
T6 = {t ≥ 0|δ(b(t), c(t)) = ρ}
T7 = {t ≥ 0|δ(a(t),d(t)) = ρ}
T8 = {t ≥ 0|δ(b(t),d(t)) = ρ}
Schra¨nken wir die Form der Bewegung so ein, daß ein Liniensegment ruht und das andere
sich geradlinig bewegt oder um eine feste Achse rotiert, dann besitzen die Mengen Ti nur
konstant viele Elemente, denn jedes Ti ist eine Teilmenge der Nullstellen eines Polynoms von
ho¨chstens viertem Grad.
In den folgenden Abschnitten diskutieren wir die aufgefu¨hrten Fa¨lle genauer:
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2.1.3.1 Translation Punkt – Punkt
|a + ts− c| = ρ
fu¨hrt zu einer quadratischen Gleichung der Form
αt2 + βt+ γ = 0
mit den Koeffizienten
α = s2,
β = 2sT (a− c),
γ = (a− c)2 − ρ2.
2.1.3.2 Translation Gerade – Punkt
|a× b + (b− a)× (c + ts)| = ρ|b− a|
fu¨hrt zu einer quadratischen Gleichung der Form
αt2 + βt+ γ = 0
mit den Koeffizienten
α = (s× (b− a))2,
β = −2(s× (b− a))T (a× b + b× c + c× a),
γ = (a× b + b× c + c× a)2 − ρ2(b− a)2.
2.1.3.3 Translation Gerade – Gerade
∣∣∣∣∣det
[
1 1 1 1
a + ts b + ts c d
]∣∣∣∣∣ = ρ |(b− a)× (d− c)|
fu¨hrt zu einer linearen Gleichung der Form





Die Koeffizienten erha¨lt man durch Entwickeln der Determinante:
α = sT ((d− c)× (b− a))
β = (b− a)T (c× d) + (d− c)T (a× b)
γ = ρ|(b− a)× (d− c)|
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2.1.3.4 Rotation Punkt – Punkt
|Ra− c| = ρ
ergibt eine Gleichung der Form
α cos t+ β sin t+ γ = 0
mit den Koeffizienten
α = 2aTb− 2rTarTb,
β = 2rT (a× b),
γ = ρ2 − a2 − b2 − 2rTarTb.
Die Substitution x = cos t liefert eine quadratische Gleichung
f(x) = f2x






2.1.3.5 Rotation Gerade – Punkt
|a× b + (b− a)×Rc| = ρ|b− a|
fu¨hrt zu einer Gleichung der Form
α1 cos t + β1 sin t+ γ1 − (α2 cos t + β2 sin t + γ2)2 + δ = 0.
Mit Hilfe von Gleichung (A.10) ko¨nnen wir die Koeffizienten berechnen:
α1 = 2c
T ((a× b)× (b− a))− γ1
β1 = 2r
T (c× ((a× b)× (b− a)))
γ1 = 2r
TcrT ((a× b)× (b− a))
α2 = (b− a)Tc− γ2
β2 = r
T (c× (b− a))
γ2 = r
TcrT (b− a)
δ = (a× b)2 + (c2 − ρ2)(b− a)2
Wir substituieren x = cos t und y = sin t und eliminieren y mittels der Beziehung y =
±√1− x2. Die entstehende Wurzelgleichung ko¨nnen wir durch einmaliges Quadrieren in ein
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Polynom vierten Grades u¨berfu¨hren. Die reellen Nullstellen dieses Polynoms f(x) entspre-
chen den Cosinus–Werten der Drehwinkel, bei denen der Punkt c von der Gerade Lab gerade




2 + f1x+ f0 mit
f0 = −4β1β2γ2 − β42 + β21 + 2β22γ22 − γ21 + 2γ1γ22
−2γ1δ + 2γ22δ − δ2 + 2γ1β22 + 2β22δ − γ42
f1 = 2α1γ
2
2 − 2α1δ − 4α2γ32 − 2α1γ1 + 2α1β22
+4α2β
2









2 − 6α22γ22 − 2β22γ22 − 2γ1β22
−α21 − β21 + 2β42 + 4α1α2γ2 − 2β22δ + 4β1β2γ2
f3 = 2α1α
2
2 − 4α32γ2 − 2α1β22 + 4β1α2β2 − 4α2β22γ2
f4 = −α42 − β42 − 2α22β22
2.1.3.6 Rotation Gerade – Gerade
∣∣∣∣∣det
[
1 1 1 1
Ra Rb c d
]∣∣∣∣∣ = ρ |R(b− a)× (d− c)|
fu¨hrt zu einer Gleichung der Form
(α1 cos t+ β1 sin t+ γ1)
2 + ρ2 (α2 cos t + β2 sin t + γ2)
2 − ρ2δ = 0.
Wiederum hilft uns Gleichung (A.10) bei der Berechnung der Koeffizienten:
α1 = (d− c)T (a× b) + (b− a)T (c× d)− γ1
β1 = r
T ((b− a)× (c× d)− (d− c)× (a× b))
γ1 = r
T (d− c)rT (a× b) + rT (b− a)rT (c× d)
α2 = (d− c)T (b− a)− γ2
β2 = r
T ((b− a)× (d− c))
γ2 = r
T (b− a)rT (d− c)
δ = (b− a)2(d− c)2
Auch hier fu¨hrt uns die Substitution x = cos t, y = sin t zu einer Gleichung f(x) vierten
Grades. Die reellen Nullstellen von f(x) entsprechen den Cosinus–Werten der Drehwinkel,




2 + f1x+ f0 mit
f0 = −2β21ρ2γ22 − 2γ21ρ2β22 + 2β21ρ2δ + 2ρ4δβ22 + 2ρ4β22γ22 + 2γ21ρ2δ
+2β21γ
2
1 − ρ4δ2 − ρ4γ42 − β41 + 8β1γ1ρ2β2γ2
−γ41 − ρ4β42 − 2γ21ρ2γ22 + 2ρ4δγ22 − 2β21ρ2β22
f1 = 4α1β
2
1γ1 − 4α1γ31 + 8α1β1ρ2β2γ2 + 8β1γ1ρ2α2β2




2δ − 4α1γ1ρ2γ22 − 4γ21ρ2α2γ2
+4ρ4δα2γ2 − 4ρ4α2γ32 − 4β21ρ2α2γ2 − 4α1γ1ρ2β22
f2 = 2ρ






2δ − 2α21ρ2γ22 − 8α1γ1ρ2α2γ2 − 2γ21ρ2α22
+2ρ4δα22 − 6ρ4α22γ22 − 2α21ρ2β22 − 2β21ρ2α22 − 8β1γ1ρ2β2γ2
−2ρ4β22γ22 − 2β21ρ2δ + 2β21ρ2γ22 + 2γ21ρ2β22 − 2ρ4δβ22 + 4β21ρ2β22
f3 = −4α31γ1 − 4α21ρ2α2γ2 − 4α1γ1ρ2α22 − 4ρ4α32γ2 − 4α1β21γ1
−8α1β1ρ2β2γ2 − 8β1γ1ρ2α2β2 − 4ρ4α2β22γ2 + 4α1γ1ρ2β22 + 4β21ρ2α2γ2
f4 = −ρ4β42 − α41 − β41 − 2α21ρ2α22 − ρ4α42 − 2α21β21 − 8α1β1ρ2α2β2
−2ρ4α22β22 + 2α21ρ2β22 + 2β21ρ2α22 − 2β21ρ2β22
2.2 Berechnung von Sicherheitsabsta¨nden
2.2.1 Sicherheitsabstand zwischen einem Punkt und einer Fla¨che
Wir mo¨chten ∆∗min(p, f) (∗ = trans oder ∗ = rot) bestimmen. Bei der Translation eines
Punktes p in Richtung s oder bei der Rotation um eine durch den Ursprung verlaufende
Achse r bewegt sich der Punkt p auf einem Liniensegment l bzw. auf einem Kreissegment c.
Deshalb interessiert uns der minimale Abstand von l und c zu der Fla¨che f . Aufgrund der Er-
gebnisse aus Abschnitt 2.1 stellt die Berechnung von δ(l, f) keine Schwierigkeit dar. Deshalb
wollen wir uns im folgenden mit der Berechnung von δ(c, f) bescha¨ftigen. Um die Rechnun-
gen zu vereinfachen, nehmen wir an, daß c ein Teil eines Kreises C um den Ursprung ist, der
in der x1x2–Ebene verla¨uft. Um dies zu erreichen, fu¨hren wir folgende Koordinatentransfor-
mation durch. Wir wa¨hlen einen neuen Ursprung e0
′ und neue zueinander orthogonale und
normierte Basisvektoren, die ein Rechtssystem bilden:
e3
′ := r, e2′ :=
r× p
|r× p| , e1
′ :=
r× (p× r)
|r× p| , e0
′ := rrTp.




T (r× x),xT (r× p), rT (x− p) |r× p|)T
Insbesondere gilt p′ = (|r× p|, 0, 0)T .
Die Kreisbahn C des Punktes p hat den Radius ρ := |r× p|. Ab jetzt nehmen wir an, daß
das Kreissegment c ⊆ C als Teil des Kreises C in folgender Form vorliegt:
c = {x(t) = ρ (cos t, sin t, 0)T | t ∈ [0, T ]},
C = {x | x21 + x22 = ρ2, x3 = 0}.
Die beiden Endpunkte des Kreissegments heißen demnach x(0) ≡ p′ und x(T ).
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2.2.1.1 Distanz zwischen Kreissegment und Punkt
Der minimale Abstand δ(C, a) eines Punktes a von der Kreislinie C la¨ßt sich direkt angeben.
a = (a1, a2, 0)
T bezeichne die Projektion des Punktes a in die x1x2–Ebene.
δ2(C, a) = a23 + (|a| − ρ)2 (2.12)
Falls a 6= 0 gilt, ist der zu a na¨chstgelegene Punkt a˜ auf C eindeutig bestimmt. Wenn
a˜ = ρ a|a| 6∈ c, ist δ(c, a) bestimmt durch den minimalen Abstand der Randpunkte von c zu
a. D.h. Gleichung (2.12) spiegelt nur dann den richtigen Abstand zwischen a und c wieder,
wenn arctan(a2, a1) < T erfu¨llt ist.
δ(c, a) =
{
δ(C, a) falls arctan(a2, a1) < T
min{δ(a,x(0)), δ(a,x(T ))} sonst






Abbildung 2.2: Distanz zwischen dem Kreis C und der Gerade Lab
Zuna¨chst betrachten wir einen Vollkreis C und eine Gerade Lab = {a + µ(b − a) |µ ∈ IR}.
Wir berechnen die ku¨rzeste Entfernung δ(C,Lab) auf der Grundlage von Formel (2.12). Dabei
benutzen wir als Abku¨rzung u := b− a.
δ2(µ) = (a3 + µu3)
2 + (
√
(a + µu)2 − ρ)2
dδ2
dµ
= 2u3(a3 + µu3) + 2




(a + µu)2 − ρ)
= 2uT (a + µu)− 2ρu
T (a + µu)√
(a + µu)2
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Um das Minimum zu finden, setzen wir dδ
2
dµ
= 0. Nach Quadrieren zum Beseitigen der Wurzel
fu¨hrt dies zu folgender Gleichung:
(uT (a + µu))2(a + µu)2 = (ρuT (a + µu))2










4a2 + u2(aTu)2 + 4u2(aTu)(aTu)− ρ2u4,
f1 = 2(a
Tu){u2a2 + (aTu)(aTu)} − 2ρ2u2(aTu),
f0 = a
2(aTu)2 − ρ2(aTu)2.
δ(C,Lab) erha¨lt man aus den Werten δ(µi) fu¨r die reellen Nullstellen µi von f(µ):
δ(C,Lab) = min{δ(µi) | f(µi) = 0, µi ∈ IR}
Wir gehen nun zu den Segmenten u¨ber. Das betrachtete Liniensegment sei gegeben durch
lab = {y(µ) = a + µ(b − a) |µ ∈ [0, 1]} und das Kreissegment wie zuvor durch c = {x(t) =
ρ(cos t, sin t, 0)T | t ∈ [0, T ]}. Entweder ist einer der Randpunkte von c oder von lab ein
Endpunkt der ku¨rzesten Verbindungsstrecke zwischen beiden Segmenten, oder sie verla¨uft
zwischen zwei inneren Punkten. Letzteres ist nur mo¨glich, falls reelle Nullstellen µi von f(µ)
im Intervall [0, 1] existieren mit arctan(y2(µi), y1(µi)) < T :
δ(c, lab) = min ({δ(µi) | f(µi) = 0, µi ∈ [0, 1], arctan(y2(µi), y1(µi)) < T}
∪ {δ(a, c), δ(b, c), δ(x(0), lab), δ(x(T ), lab)})
2.2.1.3 Distanz zwischen Kreissegment und Polygon
Zuerst berechnen wir den minimalen Abstand des Kreises C von einer Ebene H : nTx = n0
mit |n| = 1. H enthalte das gegebene Polygon f .
Wir unterscheiden zwei Situationen, je nachdem ob die Ebene H den Kreis C schneidet oder
nicht. Falls C ∩ H 6= ∅, gilt δ(C,H) = 0 und es gibt im allgemeinen zwei Schnittpunk-
te q1,2, die sich leicht durch Einsetzen der linearen Ebenengleichung in die quadratische













Anhand dieser Formel erkennt man bereits, daß nur dann ein Schnitt vorliegen kann, wenn
|n0| ≤ ρ|n| gilt. Entartung tritt auf, wenn H parallel zur x1x2–Ebene verla¨uft.
Zur Analyse der zweiten mo¨glichen Situation C ∩ H = ∅ setzen wir n 6= e3 voraus, denn
dann gibt es auf dem Kreis C einen eindeutig bestimmten Punkt q0 ∈ C, der der Ebene H
am na¨chsten liegt. Zur Bestimmung dieses Punktes arbeiten wir mit der Lagrangefunktion
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Lag(x), die den Abstand eines Punktes x von der Ebene H repra¨sentiert. Der Lagrangeanteil
zwingt den Punkt x = (x1, x2, 0)
T auf die Kreislinie C.
Lag(x) = nTx− n0 + λ(x21 + x22 − ρ2), x3 = 0
∂Lag
∂x1
= n1 + 2λx1,
∂Lag
∂x2
= n2 + 2λx2,
∂Lag
∂λ















 , |Lag(q0)| = |n0| − ρ|n|.
Betrachten wir anstelle des Kreises C wieder das Kreissegment c, so liegt ein Punkt q ∈ C
nur dann auf c selbst, wenn arctan(q2, q1) < T gilt. Der zu q na¨chstgelegene Punkt qˆ auf
der Ebene H muß stets darauf getestet werden, ob er auf f liegt, denn wir haben es nicht
mit einer ganzen Ebene, sondern nur mit einem Polygon zu tun. In dem nun folgenden
Programmfragment sind alle Sonderfa¨lle beru¨cksichtigt, die bei der Berechnung von δ ≡
δ(c, f) auftreten ko¨nnen. Dazu geho¨ren natu¨rlich noch all die Fa¨lle, in denen ein Randpunkt
von c oder f ein Endpunkt der ku¨rzesten Verbindungsstrecke zwischen c und f ist.
δ ←∞;
if (n 6= e3) { d.h. H nicht parallel zur x1x2–Ebene } then
if (|n0| > ρ|n|) { d.h. H ∩ C = ∅ } then
q← q0; qˆ← q + (n0 − nTq)n;
if (q ∈ c) and (qˆ ∈ f) then δ ← |n0| − ρ|n| fi
else { d.h. H ∩ C 6= ∅ }
for i = 1 to 2 do
q← qi;




q← x(0); qˆ← q + (n0 − nTq)n;
if (qˆ ∈ f) then δ ← min{δ, |nTq− n0|} fi;
q← x(T ); qˆ← q + (n0 − nTq)n;
if (qˆ ∈ f) then δ ← min{δ, |nTq− n0|} fi;
for i = 0 to k do
a← vi; b← vi+1;
δ ← min{δ, δ(c, lab)}
od
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2.2.2 Sicherheitsabstand zwischen zwei Liniensegmenten
Gegeben seien zwei Liniensegmente mit den Endpunkten a und b bzw. c und d:
lab = {a + µ(b− a) | 0 ≤ µ ≤ 1}
lcd = {c + ν(d− c) | 0 ≤ ν ≤ 1}
Die zugeho¨rigen Geraden bezeichnen wir wieder mit Lab und Lcd. Das Liniensegment lab
bewege sich translatorisch oder rotatorisch. Wir mo¨chten folgende Minima berechnen:
∆∗min(lab, lcd) = min{δ(l∗ab(t), lcd) | t ∈ [0, T ]},
wobei ∗ = trans oder ∗ = rot
Wir gehen in zwei Stufen vor. Zuna¨chst berechnen wir die Fla¨che f , die das bewegte Li-
niensegment lab(t) u¨berstreicht. Dann bestimmen wir den minimalen euklidischen Abstand
dieser Fla¨che zu dem stationa¨ren Liniensegment lcd. Bei einer Translation ist f ein Paral-
lelogramm, und die Aufgabe reduziert sich auf die Abstandsbestimmung zwischen einem
ebenen Polygon und einem Liniensegment. Ein rotierendes Liniensegment beschreibt jedoch
eine gekru¨mmte Fla¨che. Um diesen Fall genauer zu untersuchen, setzen wir anstelle der Li-
niensegmente vorerst die zugeho¨rigen Geraden ein und lassen die rotierende Gerade eine




2.2.2.1 Durch rotierende Geraden erzeugte quadratische Fla¨chen
Wir mo¨chten die von der Geraden Lab = {a + µ(b − a) |µ ∈ IR} u¨berstrichene Fla¨che
charakterisieren, wa¨hrend Lab vollsta¨ndig um eine durch den Ursprung verlaufende Achse r
rotiert.
Der Abstand d eines Punktes x von dieser Achse bleibt wa¨hrend der Rotation von Lab
invariant, ebenso wie seine Ho¨he h gemessen in Richtung r:
h(x) = rTx
d2(x) = (x− (rTx)r)2
Da h = rTa + µrT (b − a) ist, la¨ßt sich µ eliminieren. Im folgenden setzen wir voraus, daß









(rTb)a− (rTa)b + h(b− a)




r× (a× b) + h(b− a− (rT (b− a))r)
rT (b− a)
)2











Abbildung 2.3: Das von der Gerade Lab erzeugte Hyperboloid Qab
Hieraus folgt:
d2(h) = αh2 + βh+ γ mit (2.13)
α =
(r× (b− a))2
(rT (b− a))2 ,
β =
2(b− a)T (r× (a× b))
(rT (b− a))2 ,
γ =
(r× (a× b))2
(rT (b− a))2 .
Die Fla¨che, die durch Gleichung (2.13) beschrieben wird, ist offensichtlich eine quadratische
Form. Eine ihrer Hauptachsenrichtungen ist die Rotationsachse r. Wir definieren ein neues
Koordinatensystem E′ mit den Basisvektoren (e1′, e2′, e3′) in einem geeigneten Ursprung
e0
′, so daß wir eine Hauptachsenform unserer quadratischen Fla¨che erhalten. Wir wa¨hlen
e3
′ := r und erga¨nzen die Basis durch e1′ und e2′ zu einem Orthonormalsystem. Den neuen
Ursprung
e0
′ = − β
2α
r =
(a− b)T (r× (a× b))
(r× (a− b))2 r
finden wir aus der Scheitelpunktsform der parabelfo¨rmigen Abstandsfunktion
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q1 = q2 = 1
q3 = −α = −(r× (b− a))
2
(rT (b− a))2






Da q0, q1, q2 ≥ 0 und q3 ≤ 0 sind, handelt es sich im allgemeinen Fall um ein Hyperboloid
(siehe Abbildung 2.3). Falls r, a und b in einer Ebene liegen, gilt q0 = 0 und wir erhalten
einen Kegel. Wenn zusa¨tzlich r ‖ b−a gilt, dann ist das Ergebnis ein Zylinder, da α = β = 0.
In diesem Fall ergibt sich mit x′3 = h:
q1 = q2 = 1
q3 = 0
q0 = γ = a
2 − (rTa)2
Die quadratische Fla¨che, die durch die Rotation von Lab erzeugt wird, nennen wir Qab. Wir
haben gezeigt, daß sich Qab in dem neu gewa¨hlten Koordinatensystem E
′ = (e0′, e1′, e2′, e3′)




3 − q0 = 0 beschreiben la¨ßt. In
Vektor–Matrixschreibweise sieht diese Hauptachsenform wie folgt aus:
Q(x′) = x′T Q x′ − q0 mit Q =
 q1 0 00 q2 0
0 0 q3

Die Berechnung des minimalen Abstandes zwischen der rotierenden Gerade Lab(t) und der
stationa¨ren Gerade Lcd hat sich nun darauf reduziert, den kleinsten Abstand zwischen der
quadratischen Fla¨che Qab und Lcd zu ermitteln:
min
0≤t<2pi
δ(Lrotab (t), Lcd) = δ(Qab, Lcd)
Wenn Qab ∩Lcd 6= ∅ gilt, so ist der gesuchte Abstand δ(Qab, Lcd) = 0. Wir betrachten diesen
Sonderfall zuerst.
2.2.2.2 Schnitt einer quadratischen Fla¨che mit einer Gerade
Zuerst ist eine Koordinatentransformation notwendig, um die stationa¨re Gerade Lcd = {c′+
ν(d′ − c′) | ν ∈ IR} im System E′ darzustellen. Wir mu¨ssen hierzu nur die beiden Punkte c
und d transformieren.
Wir setzen nun x′ = c′ − νu mit u := c′ − d′ in x′TQx′ = q0 ein:
q0 = (c
′ − νu)T Q (c′ − νu)
q0 = (u




q0uTQu + (c′TQu)2 − (uTQu)(c′TQc′)
uTQu
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Die Formel fu¨r ν gilt natu¨rlich nur, falls uTQu 6= 0 ist. Die Diskussion der entarteten Fa¨lle
ersparen wir uns hier. Den Ausdruck unter der Wurzel bringen wir noch in eine Form, die
uns im folgenden noch begegnen wird. Als weitere Abku¨rzung benutzen wir v := c′×d′. adj







Hieraus erkennen wir, daß nur dann ein Schnitt vorliegt, wenn q0u
TQu ≥ vTadj(Q)v gilt.
Nun betrachten wir den Fall, daß Qab ∩ Lcd = ∅ gilt.
2.2.2.3 Minimaler Abstand zwischen einer quadratischen Fla¨che und einer Ge-
rade
Zur Bestimmung von δ(Qab, Lcd) arbeiten wir mit der Lagrange–Funktion.
Lag(x′, ν, λ) = (x′ − c′ + ν (c′ − d′))2 + λQ(x′),
denn unser Ziel ist es, Punkte x′ auf der quadratischen Fla¨che Qab zu ermitteln, die zu Punk-
ten c′+ ν (d′− c′) der Geraden Lcd die geringste Entfernung aufweisen. Der erste Summand
von f mißt diese Distanz, und der zweite Summand mit dem Lagrangemultiplikator λ sorgt












Abbildung 2.4: Distanz zwischen der quadratischen Fla¨che Qab und der Gerade Lcd
Die Extrema von Lag ergeben sich u¨ber die partiellen Ableitungen:
∂Lag
∂x′
= 2(x′ − c′ + ν(c′ − d′)) + λgradQ(x′) (2.15)
mit gradQ(x′) = 2Qx′
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∂Lag
∂ν














la¨ßt sich geometrisch leicht interpretieren: Damit die Distanz zwischen einem Punkt x′ auf
Qab (2.17) und einem Punkt c
′ + ν(d′ − c′) auf Lcd ein lokales Minimum annimmt, muß die
Verbindungsstrecke x′ − c′ + ν(c′ − d′) senkrecht auf Qab (2.15) und auf Lcd stehen (2.16).
Gleichung (2.16) ist linear in ν. Wir lo¨sen nach ν auf und setzen in (2.15) ein:
ν =
(c′ − d′)T (c′ − x′)
(c′ − d′)2 (2.18)
(x′ − c′ + (c
′ − d′)T (c′ − x′)
(c′ − d′)2 (c
′ − d′)) + λQx′ = 0
⇐⇒ ((c′ − d′)2(λQ + I)− (c′ − d′)(c′ − d′)T )x′ = (c′ × d′)× (c′ − d′)
Um U¨bersicht zu bewahren, benutzen wir folgende Abku¨rzungen:
u := c′ − d′, v := c′ × d′, Λ := λQ + I.
Nach dieser Substitution ergibt sich folgendes lineare Gleichungssystem fu¨r x′:
(u2 Λ− u uT ) x′ = v × u





T = (w1/w0, w2/w0, w3/w0)
T benutzen wir die Kra-
mer’sche Regel. Die Spalten der Matrix Λ werden mit Λi (i = 1, 2, 3) bezeichnet.
w0 = det(u
2 Λ− u uT )
w1 = det[v × u,u2 Λ2 − u2 u,u2 Λ3 − u3 u]
w2 = det[u
2 Λ1 − u1 u,v × u,u2 Λ3 − u3 u]
w3 = det[u
2 Λ1 − u1 u,u2 Λ2 − u2 u,v × u]
Wir berechnen zuna¨chst w0:
w0 = det[u
2 Λ1 − u1 u,u2 Λ2 − u2 u,u2 Λ3 − u3 u]
= u6 det(Λ)− u4 u1 det[u,Λ2,Λ3]
−u4 u2 det[Λ1,u,Λ3]− u4 u3 det[Λ1,Λ2,u]
= u6 Λ11Λ22Λ33 − u4 u21Λ22Λ33 − u4 u22Λ33Λ11 − u4 u23Λ11Λ22
= λu4{q1 u21(1 + λ q2)(1 + λ q3)
+q2 u
2
2(1 + λ q3)(1 + λ q1) + q3 u
2
3(1 + λ q1)(1 + λ q2)}
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Nun zu w1 (w2 und w3 werden analog berechnet):
w1 = det[v × u,u2 Λ2 − u2 u,u2 Λ3 − u3 u]
= (v × u)T (u4(Λ2 ×Λ3)− u2u3(Λ2 × u)− u2u2(u×Λ3))
= u4{(vTΛ2)(uTΛ3)− (vTΛ3)(uTΛ2)}
−u2u3{(vTΛ2)u2 − (uTv)(uTΛ2)}
−u2u2{(uTv)(uTΛ3)− (vTΛ3)u2}, wobei uTv = 0
= u4{u3v2Λ22Λ33 − u3v2Λ22 − u2v3Λ22Λ33 + u2v3Λ33}
= λu4{u3v2(1 + λq2)q3 − u2v3(1 + λq3)q2}
In Vektor–Matrixschreibweise ko¨nnen wir das Ergebnis eleganter formulieren. trace steht
hierbei fu¨r die Spur einer Matrix.
w0 = λu
4{λ2u2 det(Q) + λ(u2trace(adj(Q))− uTadj(Q)u) + uTQu}
w = λu4{λadj(Q)(v× u) + v ×Qu}
x′ =
λadj(Q)(v × u) + v×QTu
λ2u2 det(Q) + λ(u2trace(adj(Q))− uTadj(Q)u) + uTQu (2.19)
mit u = c′ − d′, v = c′ × d′ und Q =




Obwohl Formel (2.19) nur fu¨r Diagonalmatrizen hergeleitet wurde, gilt sie auch fu¨r beliebige
Matrizen.
Von entscheidender Bedeutung in der obigen Rechnung ist, daß w0 und w den gemeinsamen
Faktor λ besitzen. Dieser glu¨ckliche Umstand erlaubt im folgenden eine explizite Berechnung
aller gesuchten Werte.
















Die Nullstellen von f(λ) lassen sich explizit berechnen. Wir nennen sie λi (i = 1, . . . , 4).
Durch Ru¨ckwa¨rtseinsetzen der reellen Nullstellen in die Bestimmungsgleichungen (2.19) fu¨r
x′(λ) und (2.18) fu¨r ν(λ) erhalten wir schließlich die lokalen Extrema des euklidischen Ab-
standes Lag(x′(λi), ν(λi)) zwischen der Geraden Lcd und der quadratischen Fla¨che Qab.
δ2(Qab, Lcd) =
 0 falls Qab ∩ Lcd 6= ∅min
λi∈IR
{Lag(x′(λi), ν(λi))} sonst
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Lemma 2.1 Es gibt eine geschlossene Formel zur Berechnung des minimalen euklidischen
Abstandes zwischen einer Geraden Lcd und einer quadratischen Fla¨che Qab.
Bemerkungen:
Bei der Vereinfachung der arithmetischen Ausdru¨cke fu¨r die Koeffizienten f0, f1, f2 wurde
nur angenommen, daß Q = QT eine symmetrische Matrix ist.
Wenn q0u
TQu = vTadj(Q)v gilt, dann beru¨hrt die Gerade Lcd die Fla¨che Qab, denn unter
diesen Umsta¨nden ist f0 = 0 und somit ist λ = 0 eine Nullstelle von f . Das aber heißt,
daß Qab ∩ Lcd 6= ∅. Diese Beobachtung ist konsistent mit der Tatsache, daß Beru¨hrung nach
(2.14) dann auftritt, wenn die beiden Schnittpunkte zusammenfallen.




|R(t)(a + µ(b− a))− c− ν(d− c)|.
Bisher sind die Nebenbedingungen 0 ≤ µ, ν ≤ 1 und 0 ≤ t ≤ T außer acht geblieben. Allge-
mein gesehen besteht unsere Aufgabe darin, das absolute Minimum einer stetigen Funktion
auf einem kompakten Definitionsgebiet zu finden. Dieses Minimum wird entweder auf dem
Rand oder im Inneren des Gebietes angenommen. Wir haben bereits erkannt, daß die Funkti-
on nur endlich viele lokale Extrema besitzt. Wir mu¨ssen also nur das Minimum der Funktion
auf dem Rand bestimmen und es mit den Funktionswerten der lokalen Extrema vergleichen,
die im Inneren des Definitionsgebietes liegen.
Im Koordinatensystem E ′ rotiert das Liniensegment lab = {a′ + µ(b′ − a′)|0 ≤ µ ≤ 1} um
die e3
′–Achse. Es u¨berstreicht dabei aber nur den Winkelbereich [0, T ]. Wir mu¨ssen also
auch u¨berpru¨fen, ob die Punkte x′(λi) ∈ Qab nicht außerhalb dieses Bereichs liegen. Die
Bedingungen 0 < µ(λi), ν(λi) < 1 und 0 < t(λi) < T lassen sich unter Beachtung der




0 < µ(λi) < 1 ⇐⇒ min{a′3, b′3} < x′3 < max{a′3, b′3}
0 < ν(λi) < 1 ⇐⇒ (d′ − c′)Tc′ < (d′ − c′)Tx′(λi) < (d′ − c′)Td′






mit p(λi) = a
′ + µ(λi)(b′ − a′)
Natu¨rlich ist es auch mo¨glich, daß das Liniensegment lab wa¨hrend seiner Rotation von der
Ausgangsstellung bis zum Endwinkel T mit dem stationa¨ren Segment lcd zusammensto¨ßt.
Diesen Fall ko¨nnen wir mit Gleichung (2.14) behandeln. x′(νi) = c′ + νi(d′ − c′). Ansonsten
lassen sich die Randbedingungen analog zu oben formulieren.
Als Zusammenfassung der einzelnen Resultate dieses Kapitels erhalten wir
Satz 2.2 Fu¨r ein translatorisch oder rotatorisch bewegtes Polyeder P1(t) und ein stationa¨res
Polyeder P2 lassen sich die Kollisionszeitpunkte t
∗
col(P1(t), P2) und die Sicherheitsabsta¨nde
2.2 Berechnung von Sicherheitsabsta¨nden 45
∆∗min(P1(t), P2) (∗ = trans oder ∗ = rot) algebraisch exakt (d.h. ohne numerische Approxi-
mation) berechnen. Die Laufzeit betra¨gt O(|P1| · |P2|), wenn man alle arithmetischen Ope-
rationen wie die Grundrechenarten, das Wurzelziehen und das Auswerten trigonometrischer




Ziel dieses Kapitels ist es, Algorithmen fu¨r die Kollisionserkennung bei Polyedern zu ent-
wickeln, die selbst im schlechtesten Fall eine subquadratische Laufzeit besitzen. Dabei ent-
spricht die Problemgro¨ße n der Beschreibungskomplexita¨t der beteiligten Polyeder, gemes-
sen in der Zahl der Ecken, Kanten und Fla¨chen. Ohne spezielle Eigenschaften der Polyeder
voraussetzen zu mu¨ssen, kann man fu¨r translatorische Bewegungen zeigen, daß ein subqua-
dratischer Algorithmus mit der Laufzeit O(n2−ε) (ε > 0) existiert, der den Abstand zweier
Polyeder bezu¨glich einer festen Richtung berechnen kann (siehe Abschnitt 3.3). Wenn ein
Polyeder konvex ist, la¨ßt sich bereits eine Laufzeit von O(n logn) erzielen, und wenn beide
konvex sind, ist sogar eine sublineare Laufzeit (O(log2 n)) mo¨glich (siehe Abschnitt 3.1). Ne-
ben der Konvexita¨t la¨ßt sich ein weiteres Kriterium fu¨r Polyeder charakterisieren, das eine
effiziente Abstandsberechnung ermo¨glicht: Fu¨r Polyeder, deren Begrenzungskanten nur in
konstant vielen Richtungen verlaufen, la¨ßt sich der Abstand bezu¨glich einer festen Richtung
in der Zeit O(n log2 n) bestimmen (siehe Abschnitt 3.2).
Eine U¨bertragung der fu¨r diese Algorithmen grundlegenden Konzepte auf den Fall rotatori-
scher Bewegungen scheitert. Im Fall der Rotation eines Polyeders um eine feste Achse mo¨chte
man den Drehwinkel bestimmen, der das rotierende Polyeder mit einem Hindernispolyeder
kollidieren la¨ßt. Zum gegenwa¨rtigen Zeitpunkt ist kein subquadratischer Algorithmus zur
Lo¨sung dieses Problems bekannt, selbst dann nicht, wenn die Polyeder konvex sind. Die
Schwierigkeiten liegen darin, daß das von einem rotierenden Polyeder u¨berstrichene Volu-
men nicht von Fla¨chen erster sondern zweiter Ordnung begrenzt ist und im allgemeinen
nicht konvex ist.
Wa¨hrend die Nichtlinearita¨t bei Rotationen zum Hauptproblem wird, hat man es bei Trans-
lationen durchweg mit linearen bzw. linearisierbaren Problemen zu tun. Dies wird bereits
daran deutlich, daß sich das Kollisionsproblem fu¨r konvexe, translatorisch bewegte Polyeder
als eine Fragestellung der Linearen Programmierung formulieren la¨ßt.
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3.1 Ein Kollisionstest fu¨r die Translation von konvexen
Polyedern
3.1.1 Lineare Programmierung
Wir betrachten folgende einfache Situation. Ein konvexes Polyeder P1 werde geradlinig in
Richtung s verschoben. Ein zweites konvexes Polyeder P2 kann als raumfestes Hindernis die
Bewegung von P1 stoppen. Wir fragen nach der gro¨ßtmo¨glichen Verschiebung t
trans
col (P1, P2).
Unter diesen Voraussetzungen ko¨nnen wir sehr einfach die Existenz eines Linearzeitalgorith-
mus zur Lo¨sung des Kollisionsproblems beweisen, indem wir es als ein Lineares Programm
mit konstanter Variablenzahl formulieren.
O.B.d.A. sei s = e3. Wir suchen ein Punktepaar (p1,p2) ∈ P1 × P2 mit identischen x1x2–




fassen wir als den Schnitt der Halbra¨ume −H(f) = {x|nT (f)x ≤ n0(f)} auf, die durch die
Fla¨chen aus Fi definiert sind. Die Variablen des Linearen Programms bezeichnen wir mit
z1, . . . , z4, wobei p1 = (z1, z2, z3)
T und p2 = (z1, z2, z4)
T .
Ziel: minimiere |z3 − z4| unter den Nebenbedingungen
∀f ∈ F1 : n1(f)z1 + n2(f)z2 + n3(f)z3 ≤ n0(f) (d.h. p1 ∈ P1)
∀f ∈ F2 : n1(f)z1 + n2(f)z2 + n3(f)z4 ≤ n0(f) (d.h. p2 ∈ P2)
Da die Dimension (d = 4) dieses Linearen Programms konstant ist, la¨ßt es sich nach Me-
giddo [Me83] in Linearzeit lo¨sen. Obwohl die Proportionalita¨tskonstante C(d) < 22
d+2
(vgl.
[Me84]) riesig ist, zeigt dies zumindest prinzipiell, daß Konvexita¨t eine wichtige Eigenschaft
fu¨r effiziente Kollisionstests bei Translationen ist.
Die konvexen Polyeder P1 und P2 sind innerhalb des Linearen Programms nur implizit als
Schnitt von Halbra¨umen repra¨sentiert. Auf der Grundlage der Randbeschreibung la¨ßt sich
fu¨r jedes konvexe Polyeder eine sukzessive Approximation konstruieren, die dann als Folge
ineinandergeschachtelter konvexer Polyeder vorliegt. Diese hierarchische Art der Repra¨senta-
tion ist besonders gut zur effizienten Abstandsberechnung geeignet, wie die beiden folgenden
Abschnitte zeigen werden.
3.1.2 Hierarchische Repra¨sentation konvexer Polyeder
In diesem Abschnitt wiederholen wir kurz die Datenstruktur von [DK85] zur hierarchischen
Beschreibung eines konvexen Polyeders P .
Wir ko¨nnen uns P als die konvexe Hu¨lle seiner Eckpunkte V vorstellen. Einer der einfachsten
Algorithmen zur Konstruktion der konvexen Hu¨lle fu¨r eine Punktmenge V = {v1,v2, . . . ,vn}
arbeitet inkrementell (siehe [Ed87]). Angenommen wir haben die konvexe Hu¨lle P (i) fu¨r die
Punktmenge {v1,v2, . . . ,vi} bereits konstruiert, dann ergibt sich P (i+1) indem wir auf P (i)
eine “Pyramide” aufsetzen, deren Spitze von dem neuen Punkt vi+1 gebildet wird. Die Basis
dieser “Pyramide” wird von all den Fla¨chen von P (i) gebildet, die von vi+1 sichtbar sind. Den
U¨bergang von P (i) zu P (i+1) nennen wir eine Verfeinerung. Die Folge P (1), P (2), . . . , P (n) = P
ineinandergeschachtelter Polyeder kann als eine einfache hierarchische Repra¨sentation des
Polyeders P angesehen werden.
48 3 Subquadratische Kollisionsalgorithmen
vi+1
P (i)
Abbildung 3.1: Verfeinerung von P (i) durch Aufsetzen einer “Pyramide”
P (i+1)
vi+1
Abbildung 3.2: Das Resultat des Verfeinerungsschrittes
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Sinn und Zweck einer solchen hierarchischen Beschreibung ist der Entwurf effizienter hier-
archischer Algorithmen. Da die Laufzeit dieser Algorithmen in der Regel von der Tiefe der
Hierarchie abha¨ngt, ist ein vorrangiges Ziel, diese Tiefe so klein wie mo¨glich zu halten. An-
dererseits darf natu¨rlich ein Verfeinerungsschritt nicht zu komplex sein.
Das oben beschriebene Verfahren liefert leider eine große Hierarchietiefe, und es kann auch
nicht garantieren, daß nur “Pyramiden” kleiner Komplexita¨t zur Verfeinerung benutzt wer-
den.
Wenn man wa¨hrend eines Verfeinerungsschrittes parallel mehrere sich nicht u¨berdeckende
“Pyramiden” aufsetzt, kann man die lineare Hierarchietiefe der oben beschriebenen Darstel-
lung jedoch erheblich reduzieren. Dabei kann man gleichzeitig gewa¨hrleisten, daß die zur
Verfeinerung benutzten “Pyramiden” nur konstante Komplexita¨t haben. Dieses Ergebnis
stammt von [DK85]:
Fu¨r jedes konvexe Polyeder P mit |P | = n gibt es eine Folge P (1) ⊂ P (2) ⊂ . . . ⊂
P (k) konvexer Polyeder mit folgenden Eigenschaften:
(1) P (k) = P und |P (1)| ≤ c1,
(2) V (i) ⊂ V (i+1),
(3) V (i+1)\V (i) bildet eine unabha¨ngige Knotenmenge in dem Graphen G(i+1) =
(V (i+1), E(i+1)), d.h. keine zwei Knoten aus V (i+1)\V (i) sind u¨ber eine Kante






Die Konstante c1 steht fu¨r die Komplexita¨t des innersten Polyeders der Hierar-
chie. Wa¨hrend jedes Verfeinerungsschrittes ist die Komplexita¨t der aufgesetzten
“Pyramiden” durch eine Konstante c2 beschra¨nkt. Gleichzeitig wird eine Hierar-
chietiefe von k = O(logn) erreicht.
Die Existenz einer solchen logarithmischen Hierarchie beruht auf der Tatsache, daß ein pla-
narer Graph G = (V,E) immer einen konstanten Bruchteil von Knoten mit konstantem Grad
≤ c2 besitzt. Unter diesen gibt es wieder einen konstanten Anteil von Knoten, die nicht u¨ber
Kanten von E direkt benachbart sind. Man zeigt leicht, daß sich eine geeignete Knotenmenge
mit einem Linearzeitalgorithmus finden la¨ßt, so daß auch der Aufbau der gesamten Hierar-
chie nur O(n) Zeit beansprucht. Deshalb du¨rfen wir im folgenden davon ausgehen, daß fu¨r
jedes Polyeder immer auch seine hierarchische Repra¨sentation zur Verfu¨gung steht.
3.1.3 Effiziente Abstandsberechnungen auf der Basis hierarchi-
scher Repra¨sentationen
Wir zeigen nun, wie man mit Hilfe der hierarchischen Repra¨sentation Kollisionsfragen bei
der Translation konvexer Polyeder effizient beantworten kann. Das folgende Lemma bildet
die Grundlage:
Lemma 3.1 Der euklidische Abstand δ und die in Translationsrichtung s gro¨ßtmo¨gliche
Verschiebung ttranscol eines Punktes a, einer Geraden L und einer Ebene H zu einem konvexen
Polyeder P lassen sich in logarithmischer Zeit O(log |P |) berechnen.
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Beweis: Wir zeigen zuerst, wie man δ(Q,P ) fu¨r Q ∈ {a, L,H} bestimmt. Dazu nehmen wir
induktiv an, daß wir zwei Punkte qi ∈ Q und pi ∈ P (i) berechnet haben, die den Abstand
δ(Q,P (i)) = δ(qi,pi) festlegen. Diese Invariante wollen wir aufrechterhalten, wenn wir zur
na¨chsten Hierarchiestufe u¨bergehen. Jeder Verfeinerungsschritt wird dabei nur konstante
Kosten verursachen, weil wir die Verfeinerung lokal begrenzen ko¨nnen. Um das einzusehen,
betrachten wir die Hilfsebene Π(i) := {x|(qi − pi)T (x − pi) = 0}, die senkrecht auf der
ku¨rzesten Verbindungslinie zwischen P (i) und Q steht und P (i) beru¨hrt. ±Π(i) bezeichne die
beiden durch Π(i) begrenzten Halbra¨ume, wobei P (i) ⊂ −Π(i). Wenn es sich bei Q um eine
Gerade oder eine Ebene handelt, so gilt offenbar Q ‖ Π(i).
Demzufolge ko¨nnen bei der Verfeinerung von P (i) zu P (i+1) nur solche “Pyramiden” den
bereits gefundenen Abstand verku¨rzen, die in den Halbraum +Π(i) hineinragen. Wie wir gleich
sehen werden, ko¨nnen dafu¨r aber nur “Pyramiden” in unmittelbarer Na¨he des Punktes pi
in Frage kommen, wenn die Konvexita¨t erhalten bleiben soll. Um diese “Pyramiden” schnell
zu finden, schaffen wir eine Verbindung zwischen den einzelnen Hierarchiestufen, indem wir
zu jeder Fla¨che von P (i) gegebenenfalls einen Zeiger auf die u¨berdeckende “Pyramide” der
na¨chsten Stufe abspeichern.
Anhand der Lage des Punktes pi auf P
(i) unterscheiden wir drei verschiedene Situationen,
die eine entsprechende Vorgehensweise zum Auffinden des Punktes pi+1 erfordern.
(1) pi liegt im Inneren einer Fla¨che f ⊂ P (i).
(2) pi liegt auf einer Kante e ⊂ P (i).
(3) pi ist identisch mit einer Ecke v ∈ P (i).
Im Fall (1) mu¨ssen wir pi+1 nur auf der f u¨berdeckenden “Pyramide” suchen, sofern diese
u¨berhaupt existiert. Im Fall (2) ko¨nnen wir die lokale Verfeinerung auf die beiden “Pyra-
miden” beschra¨nken, die die zur Kante e inzidenten Fla¨chen u¨berdecken. Fu¨r den Fall (3)
schließlich mu¨ssen wir ebenfalls mit einer konstanten Anzahl von “Pyramiden” zur Verfeine-
rung auskommen. Deshalb du¨rfen wir nicht einfach alle zur Ecke v inzidenten Fla¨chen und
ihre zugeho¨rigen “Pyramiden” betrachten. Wir gehen vielmehr folgendermaßen vor:
Wenn wa¨hrend des Verfeinerungsprozesses erstmals die Ecke v die Rolle des Punktes pi an-
nimmt, so war v die Spitze der “Pyramide”, die im i–ten Schritt benutzt wurde, d. h. in
P (i) gehen von v nur konstant viele Kanten aus. Diese Kanten projizieren wir auf eine Ebene
⊥Π(i) senkrecht zu Π(i) (siehe Abbildung 3.3) und merken uns die beiden Kanten, die mit
der orientierten Schnittgeraden Π(i) ∩ ⊥Π(i) den kleinsten und gro¨ßten Winkel einschließen.
Diese beiden Kanten nennen wir in Anlehnung an [EM81] extrem. Welche Kanten als extrem
angesehen werden, ha¨ngt zwar von der Wahl von ⊥Π(i) ab, aber entscheidend ist nur, daß
eine anfangs getroffene Wahl beibehalten wird, solange die Ecke v als Punkt pi fungiert.
Die Bedeutung der extremen Kanten liegt bei der Verfeinerung darin, daß jede “Pyrami-
denspitze”, die in +Π(i) hineinragt, eine der extremen Kanten sieht, wenn die Ecke v zu
den Basisfla¨chen dieser “Pyramide” geho¨rt. Nur die “Pyramiden”, deren Spitzen eine der
extremen Kanten sehen, ko¨nnen im na¨chsten Schritt zu neuen extremen Kanten beitragen.
Aus diesem Grund genu¨gt es, nur die vier Fla¨chen zu beru¨cksichtigen, die zu den extremen
Kanten inzident sind. Falls eine der darauf aufgesetzten “Pyramiden” in den Halbraum +Π(i)
hineinragt, so ist der Punkt pi+1 auf dieser “Pyramide” zu finden. Anderenfalls setzen wir
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pi+1 = pi, Π
(i+1) = Π(i). Fu¨r die dabei notwendige lokale Verfeinerung kommen ho¨chstens
vier “Pyramiden” in Frage. Wir projizieren all ihre Kanten auf die Ebene ⊥Π(i+1) = ⊥Π(i)






Abbildung 3.3: Projektion der extremen Kanten (e1, e2) und ihrer inzidenten Fla¨chen in die
Ebene ⊥Π(i)
Diese U¨berlegungen zeigen uns, daß wir pro Schritt mit konstantem Aufwand die lokalen
Verfeinerungen lenken ko¨nnen, um ein Punktepaar (qk,pk) zu bestimmen, das den eukli-
dischen Abstand δ(Q,P ) zwischen dem Polyeder P = P (k) und einem Punkt Q = a, einer
Geraden Q = L oder einer Ebene Q = H minimiert.
Wir werden jetzt daru¨ber hinaus zeigen, daß wir auch die in Translationsrichtung s gro¨ßt-
mo¨gliche Verschiebung ttranscol (Q,P ) fu¨r Q ∈ {a, L,H} in a¨hnlicher Weise effizient berechnen
ko¨nnen.
Wir beginnen mit dem Fall einer translatorisch bewegten Ebene Q = H . Fu¨r die Trans-
lationsrichtung gelte: s 6‖ H . Mit einer kleinen Modifikation ko¨nnen wir genauso verfahren
wie bei der Berechnung von δ(H,P ). Wir beno¨tigen nur eine neue Definition der Hilfsebene
Π(i) := {x|nTH(x− pi) = 0}. nH bezeichnet den Normalenvektor der Ebene H .
Bei der Translation des Punktes a bewegt sich dieser auf dem Strahl {a + ts|t ≥ 0}. Zur
Berechnung von ttranscol (a, P ) mu¨ssen wir nur diesen Strahl mit dem Polyeder P schneiden.
Angenommen wir haben einen Schnittpunkt pi ∈ P (i) gefunden, der im Inneren einer Fla¨che
f liegt, dann befindet sich pi+1 auf der “Pyramide” u¨ber f . Wenn pi auf einer Kante e liegt,
mu¨ssen wir nur die “Pyramiden” zu den beiden angrenzenden Fla¨chen betrachten. Und falls
pi einer Ecke v entspricht, haben wir den gesuchten Schnittpunkt mit P bereits gefunden.
Anfangs ist es jedoch mo¨glich, daß kein Schnitt zwischen dem Strahl und P (i) vorliegt. Dann
gehen wir so vor, als ob wir den minimalen euklidischen Abstand zwischen P (i) und der
Gerade {a+ ts|t ∈ IR} ermitteln wollten. Auf diese Weise werden die lokalen Verfeinerungen
an die richtige Stelle gelenkt, und wir finden irgendwann den ersten Schnittpunkt mit dem
Strahl oder stellen fest, daß ttranscol (a, P ) =∞ ist.
Nun steht nur noch die Diskussion des Falles aus, an dem eine Gerade Q = L und ein
Polyeder P beteiligt sind. Prinzipiell ko¨nnten wir P mit der Ebene HL = {x + ts|x ∈
L, t ∈ IR} schneiden und die Berechnung von ttranscol (L, P ∩HL) als 2–dimensionales Problem
auffassen. Wir ko¨nnen es uns aber nicht leisten, P ∩HL explizit zu berechnen. Statt dessen
verwenden wir wieder die Methode der lokalen Verfeinerungen. Nehmen wir also an, daß wir
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zwei Punkte qi ∈ Q und pi ∈ P (i) ∩ HL kennen, die den Abstand zwischen Q und P (i) in
Richtung s minimieren. Im allgemeinen wird pi auf einer Kante e liegen. Daher genu¨gt es pro
Verfeinerungsschritt, die “Pyramiden” aufzusetzen, die Fla¨chen bedecken, die zu e inzident
sind. Nur dort kann sich pi+1 befinden. Um auch den Sonderfall in den Griff zu bekommen,
bei dem pi auf einer Ecke v liegt, merken wir uns die zu v inzidenten Fla¨chen, deren Schnitte
mit HL den kleinsten und gro¨ßten Winkel mit der orientierten Gerade L einschließen. Nur auf
diese Fla¨chen werden bei der lokalen Verfeinerung “Pyramiden” aufgesetzt. Die beschriebene
Vorgehensweise kann aber erst dann einsetzen, wenn P (i) ∩ HL 6= ∅ gilt. Solange das nicht
der Fall ist, steuern wir die lokalen Verfeinerungen wie bei der Bestimmung des minimalen
euklidischen Abstandes δ(HL, P
(i)).
Insgesamt haben wir damit bewiesen, daß auch bei der Berechnung von ttranscol (Q,P ) zwischen
dem Polyeder P = P (k) und einem Punkt Q = a, einer Geraden Q = L oder einer Ebene
Q = H lokale Verfeinerungen zum Durchqueren der Hierarchie ausreichen, und daß jeder
Verfeinerungsschritt in konstanter Zeit durchgefu¨hrt werden kann.
Die Aussagen des Lemmas 3.1 finden sich zum Teil schon in den Arbeiten von [EM81, DK85]
und spa¨ter wieder in [DK90] und [DHKS90].
Mit Hilfe dieses Lemmas erhalten wir effiziente Algorithmen zur Berechnung des minima-
len euklidischen Abstandes δ(P1, P2), der maximal mo¨glichen Verschiebung t
trans
col (P1, P2) in
Richtung s und des dabei eingehaltenen Sicherheitsabstandes ∆transmin (P1, P2) fu¨r zwei Poly-
eder P1 und P2. Wir verdeutlichen die generelle Vorgehensweise zuna¨chst am Beispiel der
Berechnung von δmin := δ(P1, P2). Die Notationen H(f) und L(e) stehen fu¨r die durch f
definierte Ebene und fu¨r die durch e bestimmte Gerade.
δmin ←∞;
forall f1 ∈ F1
do bestimme einen Punkt p ∈ H(f1) so, daß
δ(H(f1), P2) = δ(p, P2);
if p ∈ f1 then δmin ← min{δmin, δ(p, P2)} fi
od;
forall e1 ∈ E1
do bestimme einen Punkt p ∈ L(e1) so, daß
δ(L(e1), P2) = δ(p, P2);
if p ∈ e1 then δmin ← min{δmin, δ(p, P2)} fi
od;
forall v1 ∈ V1
do bestimme δ(v1, P2);
δmin ← min{δmin, δ(v1, P2)}
od;
Diese Prozedur la¨ßt sich auf die Berechnung von ttranscol (P1, P2) direkt u¨bertragen. Zur Be-
stimmung von ∆min := ∆
trans
min (P1, P2) mu¨ssen wir etwas anders vorgehen. Dabei bezeichne
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etrans := {x+ ts|x ∈ e, t ∈ [0, 1]} die von der Kante e wa¨hrend der Translation u¨berstrichene
Fla¨che. Fu¨r eine Ecke v sei die Strecke vtrans analog definiert.
∆min ← min{δ(P1, P2), δ(P1 + s, P2)};
forall e1 ∈ E1
do bestimme einen Punkt p ∈ H(etrans1 ) so, daß
δ(H(etrans1 ), P2) = δ(p, P2);
if p ∈ etrans1 then ∆min ← min{∆min, δ(p, P2)} fi
od;
forall v1 ∈ V1
do bestimme einen Punkt p ∈ L(vtrans1 ) so, daß
δ(L(vtrans1 ), P2) = δ(p, P2);
if p ∈ vtrans1 then ∆min ← min{∆min, δ(p, P2)} fi
od;
Wenn wir voraussetzen, daß das Polyeder P2 konvex ist, ko¨nnen wir Lemma 3.1 anwenden,
um die Distanzberechnungen durchzufu¨hren, die in den obigen Prozeduren vorkommen. Als
Konsequenz erhalten wir folgenden Satz.
Satz 3.2 Fu¨r zwei Polyeder P1 und P2, von denen P2 konvex ist, la¨ßt sich der minima-
le euklidische Abstand δ(P1, P2), die maximal mo¨gliche Verschiebung t
trans
col (P1, P2) in be-
liebiger Richtung s und der dabei eingehaltene Sicherheitsabstand ∆transmin (P1, P2) in Zeit
O(|P1| log |P2|) berechnen, wenn das konvexe Polyeder P2 hierarchisch repra¨sentiert ist.
Dieses Ergebnis besitzt A¨hnlichkeit zu dem Resultat von [MS85], das besagt, daß sich der
Schnitt zweier Polyeder in Zeit O(n logn) konstruieren la¨ßt, wenn eines der beiden Polyeder
konvex ist.
Interessanterweise la¨ßt sich Satz 3.2 anwenden, um fu¨r das Optimierungsproblem des “Klein-
sten Aussichtsturmes” eine Verbesserung der Laufzeit gegenu¨ber [Sh88a] zu erzielen. Deshalb
schieben wir Abschnitt 3.1.4 ein.
3.1.4 Das Problem des “Kleinsten Aussichtsturmes”
Sharir beschreibt in [Sh88a] die Problemstellung wie folgt:
Auf einem Gela¨nde soll ein Aussichtsturm gebaut werden, von dessen Spitze aus
man das ganze Gela¨nde u¨berblicken kann. Gesucht ist ein Bauplatz, auf dem ein
Turm kleinst mo¨glicher Ho¨he errichtet werden kann.
Zur Modellierung des Gela¨ndes legen wir einen triangulierten planaren Graphen in die x1x2–
Ebene und ordnen jedem Knoten des Graphen eine Ho¨he in Form der x3–Koordinate zu. Die
Fla¨chen der so entstandenen polygonalen Oberfla¨che bezeichnen wir mit F1 = {f1, f2, . . . fn},
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das Polytop selbst mit P1. Es ist leicht einzusehen, daß die Spitze eines solchen Aussicht-
turms oberhalb jeder durch fi definierten Ebene H(fi) liegen muß, d.h. in dem Halbraum
+H(fi). Liegt umgekehrt die Spitze oberhalb H(fi) fu¨r alle 1 ≤ i ≤ n, so hat man von dort
u¨berall im Gela¨nde Einblick. Folglich muß sich die Turmspitze in dem konvexen Polytop P2
befinden, das durch den Schnitt P2 =
⋂n
i=1
+H(fi) entsteht. Es bleibt also die Aufgabe, die
minimale vertikale Distanz zwischen dem nicht notwendigerweise konvexen Polytop P1 und
dem konvexen Polytop P2 zu bestimmen. Das entspricht gerade dem Wert von t
trans
col (P1, P2)
fu¨r s = e3. Unter Umsta¨nden ist es aber gar nicht notwendig, einen Aussichtsturm zu bauen,
denn wenn P1∩P2 6= ∅, dann gibt es auf dem Gela¨nde selbst einen Punkt, von dem aus alles
u¨berschaubar ist.
Sharir [Sh88a] gelingt es nur, einen Algorithmus mit der Zeitkomplexita¨t O(n log2 n) zur
Lo¨sung des Problems des “Kleinsten Aussichtsturmes” anzugeben, er a¨ußert aber die Ver-
mutung, daß eine Laufzeit in der Gro¨ßenordnung von O(n logn) mo¨glich sein sollte. Satz 3.2
liefert uns den Beweis dafu¨r: P2 kann als Schnitt von n Halbra¨umen in Zeit O(n logn) kon-
struiert werden. Anschließend kann die Datenstruktur fu¨r die hierarchische Repra¨sentation
fu¨r P2 in Zeit O(n) aufgebaut werden. Die minimale vertikale Distanz zwischen P1 und P2
finden wir gema¨ß unseres Satzes in Zeit O(n logn) und auch den Sonderfall P1 ∩ P2 6= ∅
ko¨nnen wir in dieser Zeit abhandeln.
Wir verscha¨rfen nun die Voraussetzungen von Satz 3.2 und fordern die Konvexita¨t beider Po-
lyeder P1 = Q und P2 = P . In [DK90] wird skizziert, daß δ(Q,P ) in diesem Fall sogar in Zeit
O(log |P | log |Q|) berechenbar ist. Wir u¨bertragen dieses Resultat jetzt auf die Berechnung
von ttranscol (Q,P ). Dabei benutzen wir die gleichen Methoden wie im Beweis zu Lemma 3.1.
Wir nehmen wieder induktiv an, daß wir bereits ein Punktepaar (qi,pi) ∈ Q× P (i) kennen,
fu¨r das ttranscol (Q,P
(i)) = ttranscol (qi,pi) < ∞ gilt. Die Hilfsebene Π(i) = {x|nT (x − pi) = 0}
sei so gewa¨hlt, daß P (i) ⊂ −Π(i) gilt, daß sie tangential zu P (i) verla¨uft und daß die dazu
parallele Ebene {x|nT (x− qi) = 0} das konvexe Polyeder Q beru¨hrt.
Unser Ziel ist es, durch eine geeignete lokale Verfeinerung von P (i) das neue Punktepaar
(qi+1,pi+1) ∈ Q× P (i+1) zu finden. Da auch hier pi+1 in +Π(i) liegt, mu¨ssen wir nur Verfei-
nerungen in unmittelbarer Na¨he des Punktes pi vornehmen. Diese ergeben sich entsprechend
seiner Lage – er kann im Inneren einer Fla¨che f , auf einer Kante e oder auf einer Ecke v
des Polyeders P (i) liegen. In allen drei Fa¨llen ko¨nnen wir uns im Grunde wie in Lemma 3.1
verhalten.
Pro Verfeinerungschritt werden zur Bestimmung von pi+1 ho¨chstens vier “Pyramiden” mit
konstanter Komplexita¨t untersucht. Fu¨r jede Fla¨che, Kante und Ecke dieser “Pyramiden”
la¨ßt sich ttranscol (Q, .) mittels der hierarchischen Repra¨sentation von Q in Zeit O(log |Q|) be-
rechnen und der neue Punkt qi+1 ermitteln. Da die Polyederhierarchie von P nur logarith-
mische Tiefe besitzt, kommen wir also mit O(log |P | log |Q|) Zeit aus. Die Voraussetzung war
jedoch, daß wir zu Anfang zwei Punkte qi und pi kennen, die den Abstand zwischen Q und
P (i) in Richtung s minimieren.
Sei i der kleinste Index, fu¨r den ttranscol (Q,P
(i)) < ∞ gilt. Um unsere Argumentation zu
vervollsta¨ndigen, mu¨ssen wir noch zeigen, wie wir fu¨r 1 ≤ j < i die lokalen Verfeinerungen
in geeigneter Weise lenken. Dazu projizieren wir P (j) und Q auf eine Ebene ⊥Π senkrecht
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zur Translationsrichtung s. Die Projektionen bezeichnen wir mit P
(j)
und Q. Es gilt:
∀1 ≤ j < i : P (j) ∩Q = ∅, P (i) ∩Q 6= ∅
Als Richtlinie fu¨r die ersten Verfeinerungen dient uns der minimale euklidische Abstand
δ(Q,P
(j)
) der projizierten Polyeder. Das Punktepaar (qj,pj) werde stets so berechnet, daß
δ(qj,pj) = δ(Q,P
(j)
) gilt. Die Tangentialebene Π(j), die P (j) im Punkt pj beru¨hrt, ist be-
stimmt durch {x|nT (x − pj) = 0}, wobei der Normalenvektor n = qj − pj senkrecht zu
s steht. Nur die “Pyramide”, die beim Verfeinern von P (j) in den Halbraum +Π(j) hinein-
ragt, kann den euklidischen Abstand zwischen den projizierten Polyedern vermindern. Im
Fall j = i− 1 kommt es erstmals zum Schnitt zwischen Q und P (i) aufgrund dieser zuletzt
aufgesetzten “Pyramide”. Eben diese “Pyramide” ist es dann auch, die bei der Translation
von Q in Richtung s eine Kollision mit P (i) verursacht – immer unter der Voraussetzung, daß
ttranscol (Q,P
(i)) < ∞. (Wenn keine Projektion P (j) einen Schnitt mit Q aufweist oder wenn
ttranscol (Q,P
(i)) = ∞ ist, ko¨nnen wir schließen, daß auch ttranscol (Q,P ) = ∞ ist.) Ein Verfeine-
rungsschritt selbst, einschließlich der Behandlung extremer Kanten in der Projektionsebene
⊥Π, verla¨uft analog zu oben, so daß jeder U¨bergang von P (j) zu P (j+1) nur logarithmischen
Aufwand O(log |Q|) bedeutet. U¨ber beide Phasen des Algorithmus summiert erha¨lt man eine
Laufzeit von O(log |P | log |Q|). Diese Ausfu¨hrungen beweisen den folgenden Satz.
Satz 3.3 Mit Hilfe hierarchischer Repra¨sentationen fu¨r zwei konvexe Polyeder P1 und P2
la¨ßt sich die gro¨ßtmo¨gliche Verschiebung ttranscol (P1, P2) von P1 zu P2 in Zeit O(log |P1| log |P2|)
berechnen.
3.2 Ein Kollisionstest fu¨r die Translation von iso–ori-
entierten Polyedern
Als Spezialfall betrachten wir nun Polyeder, bei denen die Kanten nur in konstant vie-
len Richtungen verlaufen ko¨nnen, sogenannte c–orientierte Polyeder. Es gibt zum Beispiel
nur drei verschiedene Kantenorientierungen fu¨r Polyeder, die aus achsenparallelen Quadern
zusammengebaut sind. Im folgenden betrachten wir zwei Polyeder P1 und P2 mit obiger Ei-
genschaft. Die Konstanten c1 und c2 sollen die Zahl der verschiedenen Kantenorientierungen
von P1 und P2 messen. Unter diesen Voraussetzungen wollen wir zeigen, daß sich das trans-
latorische Kollisionsproblem effizient lo¨sen la¨ßt. Unser Ziel wird es sein, eine Laufzeit von
O((|P1|+ |P2|) log2(|P1|+ |P2|)) zu erreichen.
Der Grund dafu¨r, daß sich die Kollisionsberechnungen im Fall von c–orientierten Polyedern
effizient durchfu¨hren lassen, liegt darin, daß sich die auftretenden Teilprobleme durch geeig-
nete Transformationen auf Schnittprobleme von orthogonalen Objekten wie Punkten, hori-
zontalen und vertikalen Liniensegmenten und achsenparallelen Rechtecken im IR2 reduzieren
lassen. Eines der Teilprobleme bei der Berechnung von ttranscol (P1, P2) ist zum Beispiel die Be-
stimmung des Kollisionszeitpunktes ttranscol (E1, E2) fu¨r die zugeho¨rigen Polyederkanten (vgl.
Abschnitt 3.2.1). Da in Ei nur ci verschiedene Richtungen vorkommen, ko¨nnen wir fu¨r jede
der c1c2 Richtungskombinationen die Aufgabenstellung separat lo¨sen. Durch den U¨bergang
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zu schiefwinkligen Koordinaten lassen sich die Kanten, die zu einem Paar von Richtungen
geho¨ren, in horizontale und vertikale Kanten verwandeln. Dadurch erha¨lt man konstant vie-
le Abstandsprobleme zwischen orthogonalen Objekten. (Dafu¨r stehen eine Reihe effizienter
Algorithmen zur Verfu¨gung, die oftmals auf der Sweep–Methode beruhen. Ihr Einsatz er-
fordert dynamische Datenstrukturen wie balancierte Suchba¨ume und Segmentba¨ume (siehe
[Meh84]), die entsprechend geschachtelt werden.) Eine a¨hnliche Technik kann man auch bei
der Berechnung von ttranscol (V1, F2) anwenden (vgl. Abschnitt 3.2.2).
3.2.1 Bestimmung von ttranscol (E1, E2)
Wir wollen den minimalen Abstand ttranscol (P1, P2) von P1 und P2 in Translationsrichtung s
bestimmen. Dazu berechnen wir zuerst den minimalen Abstand in Richtung s zwischen den

















Wir mu¨ssen also nur zeigen, wie man alle Kanten einer festen Richtung s1 von P1 gegen alle
Kanten einer festen Richtung s2 von P2 testet.
Wir du¨rfen annehmen, daß die drei ausgezeichneten Richtungen s1, s2 und s linear un-
abha¨ngig voneinander sind. (Andernfalls kann man davon ausgehen, daß ttranscol (P1, P2) durch
ein Ecke–Fla¨chenpaar bestimmt wird.) Um die Situation noch weiter zu vereinfachen, trans-
formieren wir die Basis (s1, s2, s) in die Standardbasis (e1, e2, e3). Die Transformationsmatrix
fu¨r den Basiswechsel ist durch S = [s1, s2, s]
−1 gegeben. Wie man aus den Gleichungen (2.2)-
(2.4) ablesen kann, ist ttranscol (lab, lcd) invariant unter dieser Transformation. (lab und lcd be-
zeichnen zwei Kanten, die zwischen den Punkten a, b und c, d verlaufen.) Aus Gleichung (2.2)
folgt mit Hilfe des Determinantenmultiplikationssatzes: (analog fu¨r (2.3) und (2.4))
t =
det(S) · det[c− a,b− a,d− c]
det(S) · det[s,b− a,d− c] =
det[S(c− a),S(b− a),S(d− c)]
det[Ss,S(b− a),S(d− c)]
Danach stellt sich unser Problem wie folgt dar:
Gegeben: Eine Menge EH von horizontalen (x1–Richtung) und eine Menge EV
von vertikalen (x2–Richtung) Liniensegmenten im IR
3.
Gesucht: Der minimale Abstand ttranscol (EH , EV ) zwischen EH undEV in positiver
x3–Richtung.
Eine effiziente Lo¨sung dieses geometrischen Problems ko¨nnte wie folgt aussehen:
Wir projizieren alle Liniensegmente in die x1x2–Ebene. Die resultierende Szene besteht aus
sich kreuzenden horizontalen und vertikalen Liniensegmenten mit bis zu |EH | · |EV | vie-
len Kreuzungspunkten. Wir wollen den Kreuzungspunkt der beiden Liniensegmente ermit-
teln, die in positiver x3–Richtung gesehen am dichtesten zusammenliegen. Dazu fu¨hren wir
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einen Plane–Sweep in x1–Richtung durch. Die horizontalen Liniensegmente, die die verti-
kale Sweep–Line momentan schneiden, werden in einem balancierten bina¨ren Suchbaum T1
verwaltet. Ihre x2–Koordinate dient als Ordnungskriterium. Die Sweep–Line muß zu Beginn
und am Ende eines horizontalen Liniensegmentes anhalten, um den Suchbaum T1 auf dem
jeweils aktuellen Stand zu halten. Wenn sie auf ein vertikales Liniensegment lv trifft, soll die
x2–Struktur in der Lage sein, das zu lv in positiver x3–Richtung na¨chstgelegene horizontale
Liniensegment lh zu benennen.
Mit Hilfe des Suchbaumes T1 ist es leicht mo¨glich, zu einem vertikalen Segment lv = ((x1, a2),
(x1, b2)) die Menge aller schneidenden horizontalen Segmente zu bestimmen. Diese Menge
befindet sich im Suchbaum T1 im Bereich zwischen den Suchpfaden fu¨r a2 und b2. Diese
Suchpfade besitzen im allgemeinen ein gemeinsames Stu¨ck S, das sich aufspaltet in Sl und
Sr. Setzen wir a2 < b2 voraus, so liegt die gesuchte Menge in den rechten Teilba¨umen
von Sl und den linken Teilba¨umen von Sr. Sortieren wir alle in einem Teilbaum T1(u) mit
Wurzel u liegenden horizontalen Segmente zusa¨tzlich nach ihrer x3–Koordinate, so ko¨nnen
wir das vertikale Segment lv durch bina¨re Suche schnell nach seinem x3–Wert einordnen
und somit das na¨chstgelegene horizontale Liniensegment in T1(u) bestimmen. Aus diesem
Grund fu¨gen wir dem Suchbaum T1 eine entsprechende Sekunda¨rstruktur T2 bei. Zu jedem
Teilbaum T1(u) existiert dann ein weiterer balancierter bina¨rer Suchbaum T2(u), der alle
in T1(u) enthaltenen horizontalen Liniensegmente nach x3–Koordinate sortiert entha¨lt. Der
Platzbedarf fu¨r n Elemente steigt dadurch nur auf O(n logn). Die Suchzeit betra¨gt log2 n,
weil wir mittels der Prima¨rstruktur T1 zuna¨chst O(logn) viele Teilba¨ume T2(ui) ermitteln
mu¨ssen, in denen die Suchzeit nochmals O(logn) betra¨gt. Von all den Antworten, die wir
von den T2(ui)’s bekommen, muß dann nur noch das Minimum gebildet werden.
Da die eben beschriebene Datenstruktur wa¨hrend des Plane–Sweeps eingesetzt wird, muß
sie dynamisch sein. Einfu¨gen und Lo¨schen von Elementen ist in Zeit O(log2 n) mo¨glich:
Sei lh = ((a1, x2), (b1, x2)) ein horizontales Segment, das bei Position a1 eingefu¨gt bzw. bei
Position b1 gelo¨scht wird. Bei Updates treten A¨nderungen in der Prima¨rstruktur T1 entlang
des Suchpfades S fu¨r x2 auf. Also sind auch alle Teilba¨ume T2(ui) der Sekunda¨rstruktur
betroffen, deren Wurzel ui auf S liegt. Ein einzelnes Update bewirkt also logarithmisch viele
Baumrebalancierungen mit Kosten O(logn).
Der gesamte Plane–Sweep Algorithmus hat also eine Laufzeit von O(n log2 n) mit n = |EH |+
|EV |. Wir erhalten das folgende
Lemma 3.4 Der minimale Abstand ttranscol (E1, E2) zwischen den Kantenmengen zweier c–
orientierter Polyeder P1 und P2 la¨ßt sich in Zeit O(c1c2 · (|E1| + |E2|) log2(|E1| + |E2|))
bestimmen.
3.2.2 Bestimmung von ttranscol (V1, F2)
Nun ko¨nnen wir dazu u¨bergehen, den minimalen Abstand in Translationsrichtung s zwischen
der Menge der Eckpunkte V1 und der Menge der Fla¨chen F2 zu bestimmen. Da die Kanten
von P2 nur c2 verschiedene Orientierungen annehmen ko¨nnen, ist natu¨rlich auch die Zahl der
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Betrachten wir also eine Teilmenge F i2 mit fester Normalenrichtung n. Durch eine einfache
Transformation unserer Szene ko¨nnen wir n = s = e3 erreichen. Dazu drehen wir die Szene
zuna¨chst so, daß s mit der x3–Richtung u¨bereinstimmt. Daran schließen wir die Transforma-
tion x 7→ (x1, x2, nTxn3 )T an. Durch diese Transformation bleiben die Absta¨nde in x3–Richtung
zwischen den Fla¨chen und den Punkten erhalten (siehe Gleichung (2.1)). Sei x = (x1, x2)
T
und f = {x |x ∈ f}, dann gilt:
f = {x |nTx = n0, x ∈ f} 7→ {x | x3 = n0
n3
, x ∈ f}










Auf diese Weise wird aus F i2 eine Menge von Fla¨chen, die parallel zur x1x2–Ebene liegen
und deren Begrenzungskanten nur in ci2 ≤ c2 viele Richtungen verlaufen. Wir suchen den
minimalen x3–Abstand eines Punktes aus V1 zu dieser Menge. Dazu fu¨hren wir einen Space–
Sweep in negativer x3–Richtung durch mit einer zur x1x2–Ebene parallelen Sweep–Plane. Als
Invariante wa¨hrend des Sweeps soll gelten, daß sich alle Fla¨chen oberhalb der Sweep–Plane
in einer geeigneten Datenstruktur befinden. Wenn die Sweep–Plane an einem Punkt p ∈ V1
ha¨lt, ist diese Datenstruktur zu befragen, um die Fla¨che herauszufinden, auf die der Strahl
p + ζe3 (ζ > 0) zuerst trifft. Obwohl die betrachteten Fla¨chen c
i
2–orientiert sind, sind sie
einer effizienten Verwaltung nicht unmittelbar zuga¨nglich. Um dies zu verbessern, zerlegen
wir die Fla¨chen in Trapeze und Dreiecke wie folgt:
Von jedem Eckpunkt aus zerschneiden wir eine Fla¨che entlang der x2–Richtung bis zur
gegenu¨berliegenden Kante. Die Dreiecke sind als entartete Trapeze aufzufassen. Die entste-
henden Trapeze lassen sich nach dem Verlauf von oberer und unterer Seite klassifizieren.
Zwei Trapeze geho¨ren zur gleichen Klasse genau dann, wenn ihre oberen Seiten zueinander
parallel sind und auch ihre unteren Seiten. Auf diese Art und Weise ko¨nnen nur (ci2)
2 viele
verschiedene Klassen entstehen. Jede einzelne Klasse wird separat behandelt.
Wir haben also noch folgende Aufgabe zu lo¨sen:
Gegeben: Eine Menge von Punkten V und eine Menge von Trapezen F im IR3,
die parallel zur x1x2–Ebene liegen und deren linke und rechte Seiten parallel zur
x2–Achse sind und deren untere und obere Seiten in festen Richtungen verlaufen.
Gesucht: Der minimale Abstand zwischen V und F in positiver x3–Richtung.
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Zur Vereinfachung transformieren wir die Szene erst noch so, daß die unteren Trapezseiten
in x1–Richtung verlaufen. Dies ko¨nnen wir durch einen Basiswechsel erreichen.
Als zur Sweep–Plane adjungierte Datenstruktur benutzen wir prima¨r einen Segmentbaum T1
fu¨r die vorkommenden x1–Intervalle. Diese sind vor Beginn des Sweeps bekannt, so daß das
Geru¨st von T1 statisch vorberechnet werden kann. Das Einfu¨gen der Trapeze in T1 bewirkt
deren Zerstu¨ckelung in logarithmisch viele Streifen. Jeden Streifen eines so zerschnittenen
Trapezes unterteilen wir in ein achsenparalleles Rechteck und ein aufgesetztes Dreieck. Das
erleichtert uns die Arbeit, weil alle in einem x1–Bereich vorkommenden Dreiecke kongruent
sind. Dies folgt aus der Parallelita¨t der oberen Seiten der betrachteten Klasse von Trapezen.
Die Behandlung der Rechtecke: Fu¨r die x2–Intervalle der Rechtecke, die in einem Knoten
u von T1 liegen, wird ein sekunda¨rer Segmentbaum T2(u) angelegt, dessen Geru¨st ebenfalls
im voraus bestimmt werden kann. Ein Knoten von T2(u) muß lediglich den minimalen x3–
Wert der Rechtecke enthalten, die dort abgespeichert wu¨rden. Diese Konstruktion ermo¨glicht
es, wa¨hrend des Sweeps das von dem Query–Strahl p + ζe3 zuerst getroffene Rechteck zu
bestimmen. Dazu bestimmt man in T1 den Suchpfad S1 fu¨r p1 und fu¨r jeden Knoten u auf S1
berechnet man in T2(u) das Minimum der x3–Werte auf dem Suchpfad S2(u) fu¨r p2. Suchen
und dynamisches Einfu¨gen in der Sekunda¨rstruktur T2(u) erfordern nur O(log |F |) Zeit.
Die Behandlung der Dreiecke: Alle Dreiecke, die einem Knoten u mit dem x1–Bereich
[l(u), r(u)] im Segmentbaum T1 zugeordnet werden, sind kongruent. Ihre unteren Seiten ver-
laufen parallel zur x1–Achse und ihre oberen Seiten seien parallel zur Gerade x2 = a1x1. Die
definierende Gerade fu¨r die obere Seite des i–ten Dreiecks sei x2 = a1x1 +ai,2, und es befinde
sich in der Ho¨he x3 = ai,3. Dann ko¨nnen wir das i–te Dreieck wie folgt charakterisieren:
{x|l(u) ≤ x1 ≤ r(u), a1l(u) ≤ x2−ai,2 ≤ a1x1, x3 = ai,3}. Um das vom Query–Strahl p+ ζe3
erstgetroffene Dreieck zu bestimmen, haben wir fu¨r einen Knoten u mit p1 ∈ [l(u), r(u)] das
folgende Minimum zu berechnen, wobei wa¨hrend des Space–Sweeps stets p3 ≤ ai,3 ∀i gilt:
min
i
{ai,3 − p3|a1l(u) ≤ p2 − ai,2 ≤ a1p1} = min
i
{ai,3 − p3|p2 − a1p1 ≤ ai,2 ≤ p2 − a1l(u)}
Als 2–dimensionales Problem in der x2x3–Ebene formuliert, sucht man also unter all den
Punkten (ai,2, ai,3) denjenigen mit minimaler x3–Komponente, der im x2–Bereich zwischen
l = p2 − a1p1 und r = p2 − a1l(u) liegt. Zur Lo¨sung dieses Problems eignet sich ein bina¨rer
balancierter Suchbaum T3(u) u¨ber den ai,2’s, dessen Knoten den minimalen x3–Wert der Ele-
mente des zugeho¨rigen Unterbaumes als Zusatzinformation enthalten. Fu¨r den vorgegebenen
Bereich [l, r] erha¨lt man den minimalen x3–Wert wie folgt: Man bestimmt die Suchpfade fu¨r
l und r. Diese spalten sich irgendwo in Sl und Sr auf. Der gesuchte x3–Wert ergibt sich als
Minimum der x3–Werte der rechten So¨hne von Sl und der linken So¨hne von Sr. Die Laufzeit
fu¨r diese Suche in der Sekunda¨rstruktur T3(u) la¨ßt sich durch O(log |F |) abscha¨tzen. Das
gilt auch fu¨r das dynamische Einfu¨gen neuer Elemente.
In der Prima¨rstruktur des Segmentbaumes T1 geho¨rt zu jedem Knoten u ein weiterer Seg-
mentbaum T2(u) und ein bina¨rer balancierter Suchbaum T3(u). Sie dienen zur Verwaltung
der rechteckigen bzw. dreieckigen Anteile der Trapeze. Diese Kombination gewa¨hrleistet eine
Antwortzeit von O(log2 |F |) auf eine Anfrage nach dem ersten Schnittpunkt eines Strahls
p + ζe3 mit der Menge der Trapeze. Die Prima¨rstruktur T1 leitet eine solche Anfrage an
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ho¨chstens O(log |F |) viele Suchstrukturen der zweiten Stufe weiter, die ihrerseits logarith-
misches Suchen gestatten. A¨hnlich verha¨lt es sich mit dem dynamischen Einfu¨gen weiterer
Trapeze beim Fortschreiten der Sweep–Plane.
Beru¨cksichtigen wir noch die vorbereitenden Berechnungen wie Sortieren der Haltepunkte
der Sweep–Plane und Aufbau der Geru¨ste fu¨r die Segmentba¨ume, so erhalten wir insgesamt:
Lemma 3.5 Der minimale Abstand ttranscol (V1, F2) zwischen der Eckenmenge und der Fla¨-
chenmenge zweier c–orientierter Polyeder P1 und P2 la¨ßt sich in Zeit O(c
2
2 (|V1| + |F2|)
log2(|V1|+ |F2|)) bestimmen.
Beweis: Noch unbewiesen ist die Abha¨ngigkeit der Laufzeit von dem Parameter c2. Zu
Beginn mußten wir eine Klasseneinteilung der Fla¨chen F2 gema¨ß ihrer Normalen und der
Richtungen ihrer Begrenzungskanten vornehmen. Es bleibt zu zeigen, daß nur O((c2)
2) ver-






beschra¨nkt. ci2 bezeichnete die Zahl der Kantenrichtungen, die auf der i-ten Nor-




2, weil fu¨r die i-te Normalenrichtung jedes Paar der ci2 Kantenrichtungen eine Klas-






















2 − 1) ≤ 2(c2)2
Zusammenfassend erhalten wir:
Satz 3.6 Der minimale Abstand ttranscol (P1, P2) zweier c–orientierter Polyeder P1 und P2 la¨ßt
sich fu¨r eine feste Richtung s in Zeit O((c1 + c2)
2 · (|P1|+ |P2|) log2(|P1|+ |P2|)) berechnen.
Bemerkung:
Das translatorische Kollisionsproblem ist eng verwandt mit dem Problem, die sichtbaren
Fla¨chen einer Szene fu¨r eine vorgegebene Blickrichtung zu berechnen. Beschra¨nkt man sich
auf c–orientierte Szenen, so kann man auch hier Laufzeitgewinne gegenu¨ber dem allgemeinen
Fall erzielen (siehe [Be92]).
3.3 Ein subquadratischer Kollisionstest fu¨r die Trans-
lation beliebiger Polyeder
In diesem Abschnitt gehen wir von zwei beliebigen Polyedern P1 und P2 aus und treffen
keine Annahmen u¨ber spezielle Eigenschaften wie Konvexita¨t (siehe Abschnitt 3.1) oder
isoorientierte Begrenzungskanten (siehe Abschnitt 3.2). Die Gesamtkomplexita¨t der beiden
Polyeder sei n := |P1| + |P2|. P1 fu¨hre eine Verschiebung in eine feste Richtung oder eine
Rotation um eine feste Achse aus, P2 ruhe wa¨hrenddessen. Es stellt sich die Frage, ob es
prinzipiell mo¨glich ist, einen Algorithmus fu¨r die Kollisionserkennung zu entwerfen, dessen
Laufzeit sich asymptotisch besser verha¨lt als die des naiven Algorithmus, der O(n2) Zeit
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beno¨tigt. Fu¨r den Fall der Translation werden wir zeigen, daß n2 keine untere Schranke fu¨r
dieses Problem darstellt. Fu¨r Rotationen bleibt diese Frage weiterhin offen.
Bereits in Lemma 1.3 haben wir gesehen, daß die Erkennung einer Kollision zwischen den
Ecken des einen Polyeders und den Fla¨chen des anderen Polyeders weniger Schwierigkeiten
bereitet als die Erkennung einer Kollision zwischen den Kanten der Polyeder. Betrachten wir
zu letzterem Fall eine einzelne translatorisch bewegte Kante e und ignorieren alle stationa¨ren
Kanten, mit denen e bei der vorgegebenen Translationsrichtung u¨berhaupt nicht kollidieren
kann, so macht es keinen Unterschied, ob wir die Kanten als Liniensegmente oder als Geraden
ansehen. Das Problem, eine Kollision zwischen einer translatorisch bewegten Gerade und ei-
ner Menge von stationa¨ren Geraden zu erkennen, la¨ßt sich mit Hilfe von Plu¨ckerkoordinaten
auf ein Strahlverfolgungsproblem in einem ho¨herdimensionalen Arrangement von Hyperebe-
nen reduzieren. Durch eine geeignete Vorverarbeitung dieses Arrangements ist es mo¨glich,
die vom Strahl zuerst getroffene Hyperebene in sublinearer Zeit zu bestimmen und damit
die Gerade zu finden, mit der die bewegte Gerade zuerst zusammensto¨ßt. Diesen Test fu¨hrt
man fu¨r jede bewegte Kante durch und erha¨lt so einen Algorithmus mit subquadratischer
Laufzeit fu¨r die Kollisionserkennung bei translatorisch bewegten Polyedern.
Anstelle der Polyeder ko¨nnen wir auch einfach zwei Mengen von Dreiecken benutzen um die
Problemstellung zu formulieren.
Gegeben: Eine Menge F1 von roten Dreiecken, die in x3–Richtung verschoben
werden, und eine Menge F2 von blauen stationa¨ren Dreiecken im IR
3.
Gesucht: Die maximale Verschiebung ttranscol (F1, F2) von F1 in x3–Richtung bis
zur ersten Beru¨hrung mit F2.
Der naive Algorithmus zur Lo¨sung dieses Problems hat eine Laufzeit von O(|F1| · |F2|), wenn
man alle rot–blauen Dreieckpaare betrachtet. Es stellt sich jedoch die Frage, ob es einen
Algorithmus gibt, dessen Komplexita¨t asymptotisch besser ist als das Quadrat der Gro¨ße
der Eingabe. Wir werden nun folgenden Satz beweisen:
Satz 3.7 ttranscol (F1, F2) fu¨r zwei Mengen F1 und F2 von roten und blauen Dreiecken im IR
3
kann in Zeit o((|F1|+ |F2|)2) berechnet werden.
Mit den Bezeichnungen E1 (E2) und V1 (V2) fu¨r die roten (blauen) Begrenzungskanten und
die roten (blauen) Eckpunkte gilt:







Die generelle Vorgehensweise sieht so aus: F1 und F2 werden separat vorverarbeitet, so daß
man fu¨r einen beliebigen Punkt v die gesuchte Distanz zu F1 bzw. F2 schnell erfragen kann.
Ebenso verfahren wir mit E2, damit man fu¨r eine beliebige Kante e die Distanz zu E2 effizient
berechnen kann.
3.3.1 Laufzeitersparnis durch Vorverarbeitung
Wir betrachten die vorliegende Problemstellung in einer allgemeineren Formulierung:
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Gegeben sei eine Funktion f : UA × UB → H , die jedem Paar (a, b) aus einem Universum
UA×UB ein Element einer Halbgruppe H zuordnet. Mit Hilfe der assoziativen Verknu¨pfung





(Fu¨r unser konkretes Problem gilt: f = ttranscol , ¯ = min und A× B = V1 × F2 oder F1 × V2
oder E1×E2) Wenn wir annehmen, daß eine Funktionsauswertung f(a, b) und die Operation
¯ in konstanter Zeit berechnet werden ko¨nnen, so belaufen sich die Kosten zur Bestimmung
von f(A,B) auf O(|A| · |B|) = O((|A| + |B|)2), welche im schlechtesten Fall quadratisch
in der Problemgro¨ße |A| + |B| wachsen. Unter zusa¨tzlichen Bedingungen ist aber eine ko-
stengu¨nstigere Auswertung des Funktionswertes f(A,B) denkbar. Das ist zum Beispiel der
Fall, wenn sich die Menge B effizient so vorverarbeiten la¨ßt, daß f(a,B) fu¨r ein beliebiges
a ∈ UA schnell berechenbar ist. Das Preprocessing fu¨r eine n–elementige Teilmenge B ⊆ UB
koste O(np) und die Zeit fu¨r eine Anfrage eines Elementes a ∈ UA an diese vorverarbeitete
Menge zur Berechnung von f(a,B) sei durch O(logq n) beschra¨nkt.
Da wir zur Berechnung von f(A,B) mit subquadratischer Zeit auskommen wollen, ko¨nnen
wir es uns nicht erlauben, die Menge B als Ganzes zu bearbeiten, falls p ≥ 2 ist. Wir mu¨ssen
sie vielmehr in kleinere Teile zerlegen und anschließend das Ergebnis einer Anfrage aus den
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Bei einer gleichma¨ßigen Aufteilung von B in k Teilmengen verteilen sich die Kosten fu¨r













Um diese beiden Anteile zu balancieren, wa¨hlen wir k = |B| |A|−1/p log−q/p |B| ≥ 1 und
erhalten so Gesamtkosten in Ho¨he von
O
(







Falls k < 1 ist, dann ist |B| < |A|1/p logq/p |B| und der naive Algorithmus leistet bereits das
Gewu¨nschte.
3.3.2 Bestimmung von ttranscol (v, F )
Widmen wir uns zuna¨chst der Aufgabe, fu¨r eine Menge F von Dreiecken eine Datenstruk-
tur aufzubauen, mit deren Hilfe fu¨r jeden beliebigen Punkt v die maximale Verschiebung
ttranscol (v, F ) in logarithmischer Zeit berechnet werden kann (vgl. Abschnitt 1.6.4).
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Die Frage nach der Bestimmung von ttranscol (v, F ) fu¨r einen beliebigen Punkt v fu¨hrt uns zu
der Problemstellung, das erste Dreieck zu finden, das der Strahl rv = {(v1, v2, v3+ζ)T | ζ ≥ 0}
trifft. Dazu projizieren wir alle Dreiecke aus F in die x1x2–Ebene. Dort bilden die projizierten
Begrenzungskanten E ein Arrangement von Liniensegmenten im IR2. Dieses Arrangement
besitzt O(|F |2) elementare Regionen. Fu¨r alle Punkte v = (v1, v2)T einer solchen Region R
gilt, daß alle Geraden Lv = {(v1, v2, ζ) | ζ ∈ IR} die Dreiecke aus F in der gleichen Reihenfolge
schneiden. Zu jeder Region ko¨nnen wir uns deshalb eine nach der x3–Koordinate sortierte
Liste der Dreiecke speichern. Durch Bina¨rsuche nach v3 ko¨nnen wir dann fu¨r den Punkt v
das in x3–Richtung na¨chstgelegene Dreieck finden, sobald wir die Region R kennen, die die
Projektion v des Punktes v entha¨lt.
Bei der Lo¨sung des verbleibenden 2–dimensionalen Point–Location–Problems legen wir kei-
nen großen Wert auf die Optimierung der Preprocessing–Kosten, sondern wir benutzen das
klassische Verfahren von Dobkin und Lipton [DL76]. Es wird uns spa¨ter noch einmal in einem
Raum ho¨herer Dimension begegnen. Wegen seiner zentralen Bedeutung fu¨r den Gesamtal-





Abbildung 3.4: Point–Location im IR2
Unser Arrangement wird von |E| Liniensegmenten in der Ebene gebildet. Durch alle Rand-




Schnittpunkte legen wir Geraden parallel zur x2–
Achse und erhalten dadurch eine Streifeneinteilung. Diese impliziert auch eine Verfeinerung
der elementaren Regionen in Trapeze und Dreiecke. Innerhalb jedes Streifens gilt, daß jede
zur x2–Achse parallele Gerade die Liniensegmente in der gleichen Reihenfolge schneidet. Die-
se Eigenschaft erlaubt pro Streifen eine Sortierung der Segmente nach x2. Die Streifen selbst
ko¨nnen natu¨rlich nach x1 sortiert werden. Zur Lokalisierung eines Punktes v = (v1, v2)
T be-
stimmt man zuerst durch Bina¨rsuche nach v1 in der Streifenliste den entsprechenden Streifen.
Zu jedem Streifen geho¨rt eine nach x2 sortierte Liste der kreuzenden Liniensegmente, so daß
eine Bina¨rsuche nach v2 das Trapez/Dreieck und somit die Region liefert, die v entha¨lt.
Die Vorverarbeitungskosten sind sicherlich polynomiell und lassen sich grob durch O(|F |4
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log |F |) abscha¨tzen. (Es gibt O(|F |3) Trapeze/Dreiecke, wofu¨r eine nach x3–Koordinate sor-
tierte Liste der |F | Fla¨chen zu bestimmen ist.) Die Suchzeit betra¨gt O(log |F |).
3.3.3 Bestimmung von ttranscol (e, E)
Gegeben sei eine Menge E von Liniensegmenten im IR3. Wir mo¨chten diese Menge so vor-
verarbeiten, daß wir fu¨r ein beliebig vorgegebenes Segment e das Segment aus E schnell
bestimmen ko¨nnen, mit dem e zuerst kollidiert, wenn es in x3–Richtung verschoben wird.
Um eine logarithmische Antwortzeit zu erzielen, nehmen wir polynomielle Vorverarbeitungs-
kosten in Kauf.
Unsere Vorgehensweise ist zweistufig: Bei vorgegebenem e ermitteln wir zuna¨chst die Menge
E(e) ⊆ E all der Liniensegmente, mit denen e wa¨hrend einer Translation in x3–Richtung
zusammenstoßen kann. Anschließend bestimmen wir unter diesen dasjenige, das zur ersten
Kollision fu¨hrt.
1. Stufe
Fragen wir uns zuna¨chst einmal, unter welchen Bedingungen ein translatorisch bewegtes
Liniensegment lab mit einem Liniensegment lcd zusammenstoßen kann. Wir werden nur echte
Zusammensto¨ße betrachten, d.h:
• Die beiden Liniensegmente lab und lcd sind nicht parallel.
• Keiner der Endpunkte a,b, c,d ist ein Kollisionspunkt.
Eine Antwort auf diese Frage haben wir bereits mit Formel (2.6) gegeben. Fu¨r s = e3 ergibt
die Expansion der Determinanten die beiden folgenden Ungleichungssysteme.
(a× b)3 + (b× c)3 + (c× a)3 < 0 (> 0)
(b× a)3 + (a× d)3 + (d× b)3 < 0 (> 0)
(c× d)3 + (d× b)3 + (b× c)3 < 0 (> 0)
(d× c)3 + (c× a)3 + (a× d)3 < 0 (> 0)
Wenn die Endpunkte der beiden Linensegmente lab und lcd eines der beiden Ungleichungs-
systeme erfu¨llen, ist gewa¨hrleistet, daß sich ihre Projektionen in der x1x2–Ebene schneiden,
d.h: lab ∩ lcd 6= ∅. Dies ist gleichbedeutend damit, daß eine Translation eines Liniensegments
entweder in positiver oder negativer x3–Richtung zu einer Kollision fu¨hrt. Wegen des Terms
(a× b)3 ist dieses System jedoch nicht linear in den kartesischen Koordinaten von a und b.
Deshalb fu¨hren wir neue Koordinaten ein:
x1 = a1, x2 = a2, x3 = b1, x4 = b2, x5 = a1b2 − a2b1
Da x5 = x1x4 − x2x3 gilt, sind diese Koordinaten nicht unabha¨ngig voneinander. Außerdem
wird durch die Einfu¨hrung von x5 die Dimension des Problems erho¨ht. Der entscheidende
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Vorteil ist jedoch die resultierende Linearisierung der Ungleichungen.
−c2x1 + c1x2 + c2x3 − c1x4 + x5 < 0 (> 0)
(c2 − d2)x3 − (c1 − d1)x4 + c1d2 − c2d1 < 0 (> 0)
d2x1 − d1x2 − d2x3 + d1x4 − x5 < 0 (> 0)
−(c2 − d2)x1 + (c1 − d1)x2 − c1d2 + c2d1 < 0 (> 0)
Wenn wir das Liniensegment lab als einen Punkt x = (x1, x2, x3, x4, x5)
T im 5-dimensionalen
Raum auffassen, dann beschreiben die beiden Ungleichungssysteme gerade zwei zusam-
menha¨ngende Raumgebiete R<(lcd) und R>(lcd), in denen x liegen muß, damit lab bei ei-
ner Translation in x3–Richtung mit dem Liniensegment lcd zusammensto¨ßt. Die Begrenzun-
gen von R<(lcd) und R>(lcd) sind vier Hyperebenen, deren Koeffizienten nur von c und d
abha¨ngen.
Nun untersuchen wir die Situation, daß wir nicht nur ein einzelnes sondern mehrere stati-
ona¨re Liniensegmente haben. Fu¨r ein beliebig vorgegebenes, in x3–Richtung verschiebbares
Segment lab mo¨chten wir die Menge
E(lab) = {e ∈ E | e ∩ lab 6= ∅}
bestimmen. Der Querstrich steht fu¨r die Projektion in die x1x2–Ebene. Mit Erreichen dieses
Zwischenziels kennen wir alle Elemente aus E, die fu¨r eine Kollision u¨berhaupt in Frage
kommen. Im 5-dimensionalen Raum liefert uns jedes Liniensegment e ∈ E vier Hyperebenen
als Begrenzungsfla¨chen der Kollisionsbereiche R<(e) und R>(e). In dem Arrangement K(E),
das von diesen 4|E| Hyperebenen gebildet wird, ko¨nnen wir zu jeder 5-dimensionalen Zelle
C all die Liniensegmente E(C) bestimmen, deren Kollisionsbereiche C u¨berdecken.
E(C) = {e ∈ E | C ⊂ R<(e) ∪R>(e)}
Die gesuchte Menge E(lab) = E(Cx) erhalten wir, indem wir die Zelle Cx des Arrangements
K(E) bestimmen, die den Punkt x = (a1, a2, b1, b2, a1b2 − a2b1)T entha¨lt. Sollte der Punkt x
auf dem Rand einer Zelle Cx liegen, so ko¨nnen wir sicher sein, daß kein echter Zusammenstoß
vorliegt.
Das Arrangement K(E) kann in polynomieller Zeit so vorverarbeitet werden, daß die Loka-
lisierung eines Punktes x und damit die Bestimmung der gesuchten Menge E(lab) in loga-
rithmischer Zeit mo¨glich ist. Auf diesen Punkt werden wir spa¨ter noch genauer eingehen.
2. Stufe
Nach Abschluß der 1. Stufe haben wir alle Liniensegmente E(lab) zur Verfu¨gung, die mit
lab bei einer Translation in x3–Richtung kollidieren ko¨nnen. Wir mo¨chten das Segment e ∈
E(lab) bestimmen, mit dem lab zuerst zusammensto¨ßt. Dazu ko¨nnen wir alle beteiligten
Liniensegmente zu Geraden ausdehnen, ohne das Endergebnis zu vera¨ndern.
Betrachten wir also zwei Geraden Lab und Lcd durch die Punkte a, b und c, d. Uns interessiert
der Moment, in dem Lab∩Lcd 6= ∅ gilt. Dann sind alle vier Punkte komplanar. In homogenen
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Koordinaten ausgedru¨ckt bedeutet dies (siehe auch Gleichung (2.5)):
det

a0 a1 a2 a3
b0 b1 b2 b3
c0 c1 c2 c3
d0 d1 d2 d3
 = 0
Eine Entwicklung dieser 4× 4–Determinante nach den 2× 2–Unterdeterminanten der ersten
beiden und letzten beiden Zeilen ergibt folgende homogene Gleichung:
γ23α01 + γ31α02 + γ12α03 + γ03α12 + γ01α23 + γ02α31 = 0
mit αij = aibj − ajbi und γij = cidj − cjdi
Mit dieser bilinearen Gleichung kann man die Kollision der beiden Geraden Lab und Lcd im
IR3 als die Kollision eines Punktes pab mit einer Hyperebene Hcd im IR
6 interpretieren, wobei
pab und Hcd gegeben sind durch:
Hcd : γ23x1 + γ31x2 + γ12x3 + γ03x4 + γ01x5 + γ02x6 = 0
pab : (x1, x2, x3, x4, x5, x6)
T = (α01, α02, α03, α12, α23, α31)
T
Die Parameter αij und γij sind unter dem Namen Plu¨ckerkoordinaten bzw. Plu¨ckerkoeffizi-
enten bekannt. (Die Rollen von pab und Hcd ko¨nnen auch vertauscht werden.)
Wenn die Gerade Lab in Richtung e3 bewegt wird, stellt sich die Frage, wie sich dabei ihre
Plu¨ckerkoordinaten vera¨ndern. Aus den 2× 2 Unterdeterminanten der Matrix[
a0 a1 a2 a3 + ζ a0
b0 b1 b2 b3 + ζ b0
]
ergeben sich die Plu¨ckerkoordinaten αij(ζ) als
pab(ζ) = (α01, α02, α03, α12, α23 − ζ α02, α31 + ζ α01)T . (3.1)
Das heißt, daß sich der Plu¨ckerpunkt pab geradlinig im IR
6 bewegt, wenn die zugeho¨rige
Gerade Lab translatorisch bewegt wird.
Nach dieser Transformation des Problems in den 6–dimensionalen Plu¨ckerraum stehen wir
vor folgender Aufgabe:
Die Menge E(lab) der ortsfesten Liniensegmente werde abgebildet auf eine Menge von Hy-
perebenen, die im Plu¨ckerraum ein Arrangement P(E(lab)) bilden. Der zum bewegten Lini-
ensegment lab geho¨rige Plu¨ckerpunkt bewegt sich auf einem Strahl pab(ζ). Gesucht ist die
erste Hyperebene Hcd, die dieser Strahl durchdringt. Die Antwort muß in logarithmischer
Zeit gefunden werden, und die Vorverarbeitungskosten fu¨r P(E(lab)) du¨rfen nur polynomiell
sein.



































Abbildung 3.5: Regionenaufteilung in einem 2–dimensionalen Arrangement
3.3.4 Point–Location im IRd
Wir betrachten zuna¨chst das einfachere Problem, die Zelle eines Arrangements zu bestimmen,
die einen vorgegebenen Punkt entha¨lt. Das klassische Verfahren dafu¨r stammt von Dobkin
und Lipton [DL76]. Es bildet die Basis fu¨r die Lo¨sung unseres Problems. Bei der Diskussion
des 2–dimensionalen Falls haben wir bereits eine Einsicht in die prinzipielle Vorgehensweise
erhalten (vgl. Abbildung 3.5). Die benutzte Methode der Dimensionsreduktion durch Pro-
jektion la¨ßt sich in verallgemeinerter Form auch im d–dimensionalen Raum anwenden:
Gegeben sei ein Arrangement P(d) von n = nd Hyperebenen H(d) im IRd. Der paarweise






Teilra¨ume, die wir in den x1x2 . . . xd−1–Raum projizieren. In diesem (d−1)–dimensionalen
Raum erhalten wir so ein Arrangement P(d−1) von nd−1 (d−2)–dimensionalen Hyperebe-
nen. Alle Geraden Lu = {(u1, u2, . . . , ud−1, ζ)T |ζ ∈ IR} parallel zur xd–Achse schneiden
die urspru¨nglichen Hyperebenen in der gleichen Reihenfolge, solange sich die Projektion
u(d−1) = (u1, u2, . . . , ud−1)T von u in ein und derselben Zelle des Arrangements P(d−1) befin-
det. Diese Invariante gestattet pro Zelle eine Sortierung der Hyperebenen nach xd. Dadurch
ist die Dimension des Ausgangsproblems um 1 vermindert, und wir ko¨nnen dieses Verfahren
fu¨r P(d−1) rekursiv fortsetzen. Zur Lokalisierung eines Punktes u = (u1, u2, . . . , ud)T ermit-
teln wir rekursiv die Zelle von P(d−1), die u(d−1) entha¨lt, und ko¨nnen dann in der zu dieser
Zelle adjungierten Liste der Hyperebenen nach ud bina¨r suchen.
Wir starten also mit einer Menge H(d) = {H (d)1 , H (d)2 , . . .H(d)nd } von Hyperebenen im IRd.
Fu¨r jedes Paar von Hyperebenen bilden wir den Schnitt und projizieren das Ergebnis in
den x1x2 . . . xd−1–Raum. Diesen Vorgang setzen wir rekursiv fort bis der resultierende Raum
1–dimensional geworden ist.
Fu¨r k = d− 1, . . . , 1 bestimmen wir
H(k) = {H (k)1 , H (k)2 , . . .H(k)nk }
= {Hi ∩Hjx1x2...xk | 1 ≤ i < j ≤ nk+1, Hi, Hj ∈ H(k+1)},
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−H (k)i . Um diese
zu beschreiben, fassen wir die Hyperebene als eine Abbildung f
(k)
i : IR
d → IR auf. Wenn
wir die Gleichung fu¨r H
(k)
i nach xk auflo¨sen, ko¨nnen wir fu¨r h
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i := {x | xk ≥ f (k)i (x)} −H (k)i := {x | xk ≤ f (k)i (x)}.
Wenn die Rekursion bei k = 1 stoppt, la¨ßt sich die Menge der Hyperebenen H(1) nach der
x1–Koordinate sortieren und zwar so, daß fu¨r alle x ∈ IRd gilt:
−∞ < f (1)σ(1)(x) ≤ f (1)σ(2)(x) ≤ . . . ≤ f (1)σ(n1)(x) <∞
σ beschreibt die Permutation der Hyperebenen nach dem Sortieren. Auf diese Weise erhalten













fu¨r i1 = n1.
Innerhalb jeder Region R
(1)
i1 ko¨nnen wir die Hyperebenen aus H(2) nach der x2–Koordinate
sortieren, wodurch wir eine erneute Zerlegung erhalten. Jede entstehende Region kann nach
dem gleichen Verfahren rekursiv verfeinert werden. Die Sortierung der Hyperebenen aus
H(k) nach der xk–Koordinate fu¨r eine Region R(k−1)i1,i2,...,ik−1 erfassen wir durch σ(i1, i2, . . . , ik)
fu¨r 1 ≤ ik ≤ nk. Dann gilt fu¨r alle x ∈ R(k−1)i1,...,ik−1 ⊂ IRd:
−∞ < f (k)σ(i1,...,ik−1,1)(x) ≤ f
(k)
σ(i1,...,ik−1,2)(x) ≤ . . . ≤ f
(k)
σ(i1,...,ik−1,nk)(x) <∞








i1,...,ik−1 ∩ −H(k)σ(i1,...,ik+1) fu¨r ik = 0,
R
(k−1)
i1,...,ik−1 ∩ +H(k)σ(i1,...,ik) ∩ −H
(k)
σ(i1,...,ik+1)
fu¨r 0 < ik < nk,
R
(k−1)
i1,...,ik−1 ∩ +H(k)σ(i1,...,ik) fu¨r ik = nk.




bestimmen, in der u liegt.
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Unter der Annahme, daß u = (u1, . . . , ud)
T ∈ R(k−1)i1,...,ik−1 ist, bestimme ik sukzes-
sive fu¨r k = 1, . . . , d so, daß gilt:
f
(k)
σ(i1,...,ik−1,ik)(u) ≤ uk ≤ f
(k)
σ(i1,...,ik−1,ik+1)(u)
Wenn wir die Region R
(d)
i1,...,id
, die u entha¨lt, gefunden haben, kennen wir damit auch die
Hyperebene, die von dem Strahl x(ζ) = (u1, . . . , ud + ζ)




i=1 aixi = a0 und Hb :
∑d
i=1 bixi = b0 zwei Hyperebenen im IR
d. Die Projektion














Zur Korrektheit genu¨gt es zu zeigen, daß zwei beliebige zur xd–Achse parallele Geraden
Lu = {(u1, u2, . . . , ud−1, ζ)T |ζ ∈ IR} und Lv = {(v1, v2, . . . , vd−1, ζ)T |ζ ∈ IR} die Hyperebe-
nen in der gleichen Reihenfolge schneiden, wenn u(d−1) und v(d−1) in der gleichen Zelle des
Arrangements P(d−1) liegen. Wir fu¨hren den Beweis indirekt, indem wir annehmen, daß es
zwei Hyperebenen Ha und Hb gibt, die von den beiden Geraden in unterschiedlicher Reihen-


























Daraus aber folgt unmittelbar, daß u(d−1) und v(d−1) auf verschiedenen Seiten der Hyperebene
Hab liegen und somit nicht in der gleichen Zelle des Arrangements P(d−1) liegen ko¨nnen.
Komplexita¨tsanalyse
Fu¨r die Gro¨ße s(d, n) der beschriebenen Datenstruktur im IRd fu¨r n Hyperebenen findet man
sofort die Rekursionsgleichung
s(1, n) ≤ cn
s(d, n) ≤ cn · s(d− 1, n2)
mit der Lo¨sung s(d, n) = O(n2
d−1). Die Zeit p(d, n) zum Erstellen dieser Datenstruktur
la¨ßt sich in analoger Weise abscha¨tzen durch p(d, n) = O(n2
d−1 log n). Fu¨r die Zeit zur
Lokalisierung eines Punktes erha¨lt man
t(1, n) ≤ c logn
t(d, n) ≤ c logn + t(d− 1, n2)
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mit der Lo¨sung t(d, n) = O(logn).
Bemerkung:
Leider erzeugt dieser Algorithmus durch die wiederholten Projektionen bis zu O(n2
d−1) Re-
gionen, die eine wesentlich feinere Partitionierung des IRd darstellen, als sie durch die Zel-
leneinteilung von P(d) gegeben ist, die nur O(nd) Zellen besitzt.
3.3.5 Spezielle Strahlverfolgungsprobleme im IRd
Wie wir eben gesehen haben, ist die Datenstruktur von [DL76] insbesondere auch dazu
geeignet, die Hyperebene im Arrangement P(d) zu bestimmen, die von einem Strahl der
Form x(ζ) = (u1, u2, . . . , ud−1, ζ)T , ζ ≥ 0 zuerst getroffen wird. Wir interessieren uns aber
fu¨r Strahlen der Form
x(ζ) = (u1, u2 . . . , ud−1 + ζwd−1, ud + ζwd)T , ζ ≥ 0.
Diese besitzen einen weiteren Freiheitsgrad. Um diesen in den Griff zu bekommen, werden wir
den x1x2 . . . xd−2–Raum so partitionieren, daß fu¨r jede dadurch entstehende Region Rˆ(d−2)
gilt:
Die kombinatorische Struktur des Arrangements A(u), das in dem 2–dimensiona-
len Raum S(u) = {(u1, . . . , ud−2, xd−1, xd)T |xd−1, xd ∈ IR} durch den Schnitt mit
den Hyperebenen aus H(d) entsteht, ist gleich fu¨r alle u(d−2) = (u1, . . . , ud−2)T ∈
Rˆ(d−2), d.h. die relative Lage der Geraden von A(u) und ihrer Schnittpunkte
bleibt invariant, solange sich u(d−2) nur in einer Region bewegt.
Diese Eigenschaft ist in Analogie zu der von [DL76] zu sehen, deren Partitionierung des
x1x2 . . . xd−1–Raum garantiert, daß die Reihenfolge der Hyperebenenschnitte mit dem 1–
dimensionalen Raum {(u1, . . . , ud−1, xd)T |xd ∈ IR} invariant bleibt fu¨r alle u(d−1) = (u1, . . . ,
ud−1)T einer entsprechenden Region.
Behauptung:
Die gewu¨nschte Partitionierung la¨ßt sich wie folgt gewinnen: Wir bringen alle Tripel der (d−






Teilra¨ume in den x1x2 . . . xd−2–Raum. Die Zellen des Arrangements Pˆ(d−2) in diesem (d−2)–





neuen Hyperebenen, sind die gesuchten Regionen.
Beweis: Zum Beweis dieser Aussage betrachten wir zwei verschiedene 2–dimensionale
Ra¨ume S(u) = {(u1, u2, . . . , ud−2, xd−1, xd)T |xd−1, xd ∈ IR} und S(v) = {(v1, v2, . . . , vd−2,
xd−1, xd)T |xd−1, xd ∈ IR}. Wir mo¨chten zeigen, daß die kombinatorische Struktur von A(u)
und A(v) gleich ist, wenn u(d−2) und v(d−2) in der gleichen Zelle Rˆ(d−2) des zugeho¨rigen
Arrangements Pˆ(d−2) liegen. Wir fu¨hren den Beweis wieder indirekt:
Nehmen wir an, daß sich die kombinatorische Struktur vonA(u) von der vonA(v) unterschei-
det. Dann gibt es drei Hyperebenen Ha, Hb und Hc, so daß der Schnittpunkt Ha∩Hb∩S(u)
links/rechts der Geraden Hc ∩ S(u) liegt, aber Ha ∩ Hb ∩ S(v) rechts/links der Geraden
Hc ∩ S(v) liegt. Daraus schließen wir, daß sich u(d−2) und v(d−2) auf verschiedenen Seiten
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der Hyperebene Habc befinden. Habc bezeichnet dabei die Projektion von Ha ∩ Hb ∩ Hc in





 ai ad−1 adbi bd−1 bd
ci cd−1 cd
 xi = det
 a0 ad−1 adb0 bd−1 bd
c0 cd−1 cd

Die Schnittgeraden in S(u) lauten:




















a0 −∑ aiui ad









ad−1 a0 −∑ aiui
bd−1 b0 −∑ biui
]
Eingesetzt in die Geradengleichung von Hc ∩ S(u) ergibt dies:
±cd−1 det
[
a0 −∑ aiui ad




ad−1 a0 −∑ aiui














 ai ad−1 adbi bd−1 bd
ci cd−1 cd
ui > ± det
 a0 ad−1 adb0 bd−1 bd
c0 cd−1 cd

Ersetzen wir u durch v, so kehren sich die Vorzeichen um, und wir erhalten den Widerspruch,
daß u(d−2) und v(d−2) auf verschiedenen Seiten von Habc liegen.
Wir mo¨chten einen Strahl x(ζ) = (u1, u2, . . . , ud−1+ζwd−1, ud+ζwd)T , ζ ≥ 0 untersuchen, der
orthogonal zum x1x2 . . . xd−2–Raum verla¨uft. Diesen Raum haben wir so partitioniert, daß
alle 2–dimensionalen Arrangements A(u) die gleiche kombinatorische Struktur aufweisen,
sofern u(d−2) sich nur in einer Region Rˆ(d−2) dieser Partitionierung bewegt. Diese Invarianz
ermo¨glicht es uns, die begrenzenden Hyperebenen einer Zelle von A(u) zyklisch zu sortieren.
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Eine solche Sortierung ist von Vorteil, denn mit ihrer Hilfe ko¨nnen wir die erste von unserem
Strahl x(ζ) getroffene Hyperebene in logarithmischer Zeit mittels Bina¨rsuche bestimmen. Es
bleibt also nur noch zu beschreiben, wie wir die Zelle von A(u) fu¨r den Startpunkt u des
Strahls finden ko¨nnen.
Die Zelleinteilung des Arrangements P(d−2) stellt eine Verfeinerung der Zelleinteilung des Ar-
rangements Pˆ(d−2) im x1x2 . . . xd−2–Raum dar, denn die Menge der Hyperebenen von Pˆ(d−2)
ist eine Teilmenge der Hyperebenen, aus denen P(d−2) besteht. Da jede Region R(d−2)i1,...,id−2 eine
Teilmenge einer (d−2)–dimensionalen Zelle von P(d−2) ist, ist die kombinatorische Struktur
von A(u) invariant fu¨r alle u(d−2) ∈ R(d−2)i1,...,id−2. Eine Konsequenz davon ist:
Fu¨r alle u ∈ R(d)i1,...,id wird die Zelle von A(u), die u entha¨lt, von den gleichen
Hyperebenen in der gleichen zyklischen Reihenfolge begrenzt.




diese eindeutig bestimmte zyklische Reihenfolge der Hyperebenen abspeichern.
Jede Zelle von A(u) ist ein konvexes Polygon, das wir als den Schnitt von n Halbebenen der
Form ad−1xd−1 + adxd < a0 −∑d−2i=1 aiui bestimmen ko¨nnen. Dies geschieht fu¨r jede Region,
indem wir einen beliebigen Probepunkt u ∈ R(d)i1,...,id wa¨hlen.
Diese Argumente zeigen uns, daß wir unser spezielles Strahlverfolgungsproblem in logarith-
mischer Zeit lo¨sen ko¨nnen, wenn wir die Datenstuktur von [DL76] entsprechend erweitern.
Die notwendigen Modifikationen vergro¨ßern den Platzbedarf um den Faktor n auf O(n2
d
)
und die Preprocessing–Zeit ist durch O(n2
d
log n) beschra¨nkt.
Kehren wir zu unserem Ausgangspunkt zuru¨ck. Im 6–dimensionalen Plu¨ckerraum ko¨nnen
wir nun in logarithmischer Zeit die erste Hyperebene Hcd bestimmen, mit welcher der Punkt
pab auf seiner Bahn pab(ζ) = (α01, α02, α03, α12, α23−ζ α02, α31 +ζ α01)T zusammensto¨ßt. Auf
diesem Weg haben wir somit die erste Gerade Lcd und natu¨rlich auch das Liniensegment lcd
bestimmt, mit dem unser bewegtes Liniensegment lab zuerst kollidiert.
3.3.6 Zusammenfassung
Bei der Berechnung von ttranscol (lab, E) ko¨nnen wir sowohl in Stufe 1 als auch in Stufe 2 loga-
rithmische Suchzeiten garantieren. Stufe 1 erfordert ein Point–Location im 5–dimensionalen
Arrangement K(E) zur impliziten Ermittlung der Menge E(C) der potentiellen Kollisions-
kandidaten. Unter Benutzung des Verfahrens von [DL76] bela¨uft sich die dafu¨r notwendige
Preprocessing–Zeit auf p1 = O(|E|25). In Stufe 2 benutzen wir erneut diese Technik in einer
modifizierten Form zum Ray–Tracing im 6–dimensionalen Arrangement P(E(C)). Auch in
diesem Fall ist die Suchzeit logarithmisch. Das Preprocessing kostet O(|E(C)|26 log |E(C)|)
fu¨r jede Zelle C des Arrangements K(E). Wir ersparen es uns, diese Zellen explizit zu
berechnen. Statt dessen benutzen wir einfach die verfeinerte Partitionierung, die der Al-
gorithmus von [DL76] ohnehin liefert. Diese besteht aus O(|E|25−1) Regionen, deshalb ist
p2 = O(|E|25−1 · |E|26+1 log |E|).
Wir haben also erreicht, die Vorverarbeitungsdauer polynomiell zu beschra¨nken, wenn auch
der Exponent fast dreistellig geworden ist. Damit erhalten wir die Aussage, daß ttranscol (E1, E2)
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fu¨r zwei Mengen von roten und blauen Liniensegmenten im IR3 in Zeit O((|E1| + |E2|)2−ε
(ε > 1
100
) berechnet werden kann. Zusammen mit den Aussagen, die wir zur Berechnung
von ttranscol (V, F ) fu¨r eine Menge V von Punkten und einer Menge F von Dreiecken gewonnen
haben, folgt unser Satz.
Bemerkungen:
Mit den probabilistischen Methoden des Random Sampling ist es mo¨glich, eine deutlich
bessere Preprocessing–Zeit fu¨r die auftretenden Point–Location Probleme zu erzielen. Au-
ßerdem kann man mit ihrer Hilfe auch das Strahlverfolgungsproblem fu¨r vertikal verlaufende
Strahlen in einem Arrangement von Hyperebenen effizient lo¨sen (vgl. [Ma93]). Fu¨r unse-
re Problemstellung sind die vertikalen Strahlen jedoch nicht ausreichend. In [AM92] wird
folgender Satz gezeigt:
Fu¨r eine Menge von n Hyperebenen im IRd kann man in Zeit O(nd+δ), (δ > 0
beliebig) eine Datenstruktur aufbauen, so daß man die von einem Strahl (mit
beliebiger Richtung) zuerst getroffende Hyperebene in Zeit O(log4 n) bestimmen
kann.
Dieses oder a¨hnliche Resultate lassen sich benutzen, um unsere Konstante ε zu verbessern.
Alle diese theoretischen Resultate stehen in grassem Widerspruch zu der Tatsache, daß bisher
kein praktikabler subquadratischer Algorithmus zur Berechnung von ttranscol (E1, E2) bekannt
ist.
Beim Versuch, den Algorithmus zur Berechnung von ttranscol (E1, E2) auf Rotationen zu u¨bert-
ragen, sto¨ßt man auf das Problem, daß die rotatorische Bewegung einer Geraden Lab im IR
3
eine Bewegung des zugeho¨rigen Plu¨ckerpunktes pab nach sich zieht, die nicht mehr geradlinig
im Plu¨ckerraum verla¨uft, wie folgende Berechnung zeigt:
Analog zu Gleichung (3.1) ergeben sich die Plu¨ckerkoordinaten pab(ζ) aus den 2× 2 Unter-
determinanten der folgenden Matrix:
[
a0 cos ζ a1+sin ζ a2 − sin ζ a1+cos ζ a2 a3
b0 cos ζ b1+sin ζ b2 − sin ζ b1+cos ζ b2 b3
]
, pab(ζ ) =

cos ζ α01+sin ζ α02
− sin ζ α01+cos ζ α02
α03
α12
cos ζ α23+sin ζ α31





In dem vorangegangenen Kapitel standen die theoretischen Resultate fu¨r effiziente Abstands–
und Kollisionsberechnungen im Mittelpunkt. Die beteiligten Ko¨rper wurden durch Poly-
eder und die Bewegungen durch Translationen bzw. Rotationen modelliert. Unter der Ein-
schra¨nkung, daß jeweils nur ein einzelner Ko¨rper bewegt werden durfte, konnten die notwen-
digen Berechnungen auf die Nullstellenbestimmung von Polynomen kleinen Grades zuru¨ck-
gefu¨hrt werden. Vom praktischen Standpunkt aus betrachtet, ist aber eine effiziente Kol-
lisionserkennung fu¨r sehr viel komplexere Bewegungen notwendig. Fu¨r eine realistische Si-
mulation von Bewegungsabla¨ufen in der Robotik muß man beispielsweise Bewegungen von
gelenkig verbundenen Ko¨rpern betrachten, deren Beweglichkeit von der Art ihrer mechani-
schen Kopplung abha¨ngt. Da ein Roboter in der Regel aus mehreren Gliedern besteht, die
gleichzeitig bewegt werden ko¨nnen, entstehen komplizierte u¨berlagerte Bewegungen. Wenn
ein Ko¨rper eine gleichfo¨rmige, geradlinige Bewegung ausfu¨hrt, wa¨hrend sich ein zweiter mit
konstanter Winkelgeschwindigkeit um eine feste Achse dreht, entsteht als Relativbewegung
bereits eine Spirale. Im Fall von Polyedern muß man dann zur exakten Ermittlung des er-
sten Kollisionszeitpunktes unter anderem den Schnitt von spiralfo¨rmigen Bahnkurven mit
Ebenen berechnen, was nur mittels numerischer Approximation mo¨glich ist.
Das Ziel dieses Kapitels ist es, approximative Algorithmen zur Kollisionserkennung fu¨r kom-
pliziertere Bewegungen als Translationen und Rotationen zu entwickeln. Sie beruhen auf
statischen Abstandsberechnungen und der Bestimmung von Bahnkurvenla¨ngen (siehe Ab-
schnitt 4.2). Um mit Hilfe dieser Algorithmen die Kollisionsfreiheit eines Bewegungsablaufes
zu verifizieren, sind Fehlerabscha¨tzungen fu¨r die Gu¨te der verwendeten Approximationen er-
forderlich. Indem wir die Bahnkurven der bewegten Objekte durch Interpolationspolynome
anna¨hern, sind wir in der Lage, a priori Fehlerabscha¨tzungen zu erhalten und die Toleran-
zwerte der Algorithmen festzulegen. Die erzielten Resultate werden wir in Abschnitt 4.3
anwenden, um Kollisionen bei Bewegungsabla¨ufen von Robotern zu erkennen. Um die Ef-
fizienz und damit die praktische Anwendbarkeit der Algorithmen zu steigern, benutzen wir
neben der Polyederbeschreibung einfachere Objekte, die den eigentlichen Ko¨rper einhu¨llen.
Dank dieser Hu¨llko¨rper lassen sich viele Abstands– und Bahnkurvenberechnungen einspa-
ren. In Abschnitt 4.1 beschreiben wir, wie man in einfacher Weise optimale Hu¨llko¨rper fu¨r
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Polyeder generieren kann.
4.1 Numerische Methoden zur Bestimmung von Hu¨ll-
ko¨rpern
Komplizierte Objekte durch einfache Formen zu approximieren ist eine unverzichtbare Maß-
nahme, um die Detailfu¨lle komplexer geometrischer Szenenbeschreibungen zu bewa¨ltigen.
Fu¨r viele Algorithmen erweist es sich als gu¨nstig, jedes Objekt in einfachere Ko¨rper ein-
zuhu¨llen.
Fu¨r das Auftreten einer Kollision zwischen bewegten Objekten ist eine Kollision der zu-
geho¨rigen Hu¨llko¨rper eine notwendige Bedingung. Eine vorgeschaltete U¨berpru¨fung dieser
Bedingung hilft, Berechnungen fu¨r die eingehu¨llten Objekte einzusparen, und tra¨gt damit
zur Effizienzsteigerung der Algorithmen bei. Je einfacher die Form der Hu¨llko¨rper ist, desto
effizienter verlaufen die Vortests, aber desto gro¨ber wird die urspru¨ngliche Form approximiert
und desto geringer ist die Aussagekraft des Vortests. Diesem Trade–off zwischen Einfachheit
der Form und Gu¨te der Approximation kann man begegnen, indem man mit einer immer
exakter werdenden Folge von Hu¨llko¨rpern arbeitet.
Als Hu¨llko¨rper fu¨r Polyeder bieten sich zum Beispiel ihre konvexen Hu¨llen, Quader, Kugeln
oder Zylinder an. In den folgenden Abschnitten wollen wir zeigen, wie man fu¨r Polyeder auf
einfachem Weg kleinste einschließende Kugeln, Zylinder und Quader bestimmen kann. Wir
benutzen dazu keine exakten kombinatorischen Algorithmen, sondern ein leicht implemen-
tierbares, numerisches Verfahren, das in allen drei Fa¨llen in der gleichen Weise angewendet
werden kann.
4.1.1 Kleinste einschließende Kugel
Bei der Berechnung eines konvexen Hu¨llko¨rpers fu¨r ein Polyeder kann man sich darauf be-
schra¨nken, die Eckpunkte P der konvexen Hu¨lle des Polyeders einzuhu¨llen.
Um eine Punktmenge P = {p1,p2, . . .pn} ⊂ IR3 in eine mo¨glichst kleine Kugel S zu ver-
packen, legt man den Kugelmittelpunkt c so, daß der gro¨ßte Abstand eines Punktes aus P
zu c minimiert wird. ri(c) = |pi − c| bezeichne den Abstand des i-ten Punktes von c. Der
gesuchte Kugelradius rmin berechnet sich wie folgt:
rmin = min
c∈IR3
r(c) , wobei r(c) = max
i=1,...,n
ri(c)
Die Funktion r(c) : IR3 → IR ist konvex, denn fu¨r λ ∈ [0, 1] gilt:
r((1− λ)c1 + λc2) ≤ (1− λ) r(c1) + λ r(c2)
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Beweis: Wegen der Dreiecksungleichung gilt fu¨r alle i = 1, . . . , n:
|pi − (1− λ)c1 − λc2| = |(1− λ)(pi − c1) + λ(pi − c2)|
≤ (1− λ)|pi − c1|+ λ|pi − c2|
⇒ max
i
|pi − (1− λ)c1 − λc2|
≤ max
i
{(1− λ)|pi − c1|+ λ|pi − c2|}
≤ (1− λ) max
i
|pi − c1|+ λmax
i
|pi − c2|
Zur Optimierung von c wollen wir ein numerisches Verfahren einsetzen, das mit einem vorge-
gebenen Wert startet und in iterativer Weise bessere Lo¨sungen konstruiert. Solche Verfahren
ko¨nnen jedoch nur lokale Minima finden. In unserem Fall ist wegen der Konvexita¨t der Ziel-
funktion r(c) aber jedes lokale Minimum auch ein globales Minimum. Folglich werden wir
von jedem beliebigen Startpunkt aus immer ins absolute Minimum gefu¨hrt.
Wir benutzen den Downhill Simplex Algorithmus von Nelder und Mead [NM65], weil er ohne
die Berechnung von Gradienten auskommt (r(c) ist nicht differenzierbar!) und besonders
einfach implementiert werden kann.
4.1.2 Kleinster einschließender Zylinder
Analog zur numerischen Berechnung der kleinsten einschließenden Kugel wollen wir nun ein
Verfahren entwickeln, das es uns erlaubt, eine vorgegebene Punktmenge P = {p1,p2, . . .pn}
in einen mo¨glichst kleinen Zylinder einzuschließen.
Die Zylinderachse sei durch zwei Punkte a,b beschrieben. Den Abstand des i-ten Punktes
pi von dieser Achse bezeichnen wir mit ri(a,b) und seine Ho¨he bezu¨glich der Achsrichtung
mit hi(a,b). Es gilt:
ri(a,b) =






Auf der Suche nach einem Zylinder mit kleinstmo¨glichem Volumen Vmin haben wir die Zy-




V (a,b) , wobei
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Die zu minimierende Funktion ist hier leider nicht konvex. In Abha¨ngigkeit vom Startwert
wird uns eine iterativ arbeitende numerische Minimumsuche zu unterschiedlichen lokalen
Minima fu¨hren. Deshalb beginnen wir die Suche nach dem absoluten Minimum von vielen
unterschiedlichen Startpunkten aus, in der Hoffnung, auch einmal zum absoluten Minimum
zu gelangen. Hier stellt sich natu¨rlich sofort die Frage nach geeigneten Startwerten.
Zuna¨chst einmal stellt man fest, daß man bei der Spezifikation der Zylinderachse mit weniger
Parametern auskommt als durch die kartesischen Koordinaten der Punkte a und b gegeben
sind, denn eine Gerade im IR3 besitzt nur 4 Freiheitsgrade. Wir legen sie dadurch fest, daß
wir die Punkte a und b auf der Oberfla¨che einer Kugel S wa¨hlen, die P umschließt. Das ist
natu¨rlich nur dann gerechtfertigt, wenn wir sicher sein ko¨nnen, daß die Achse eines kleinsten
einschließenden Zylinders diese Kugel schneidet.
Lemma 4.1 Fu¨r eine Punktmenge P sei Cmin ein Zylinder kleinsten Volumens mit der
Eigenschaft P ⊂ Cmin. Gleichzeitig sei S ⊃ P eine einhu¨llende Kugel fu¨r P . Es gilt: Die




Abbildung 4.1: Zylinderachse von Cmin schneidet S
Beweis: Der Radius rCmin des Zylinders ist nicht gro¨ßer als der Radius rS der Kugel.
Angenommen die Zylinderachse schneidet S nicht, so entsteht bei einer Projektion der Sze-
ne auf eine Ebene senkrecht zur Achsrichtung die in Abbildung 4.1 dargestellte Situation
(S ∩ Cmin 6= ∅ und rCmin ≤ rS). Man erkennt, daß sich in einfacher Weise ein Zylinder C
mit kleinerem Radius und damit mit kleinerem Volumen konstruieren la¨ßt, der P entha¨lt
(P ⊂ (S ∩ Cmin) ⊂ C) und dessen Achse parallel zur Achse von Cmin verla¨uft. Das ist ein
Widerspruch zur Wahl von Cmin.
Zur Spezifikation der Punkte a und b auf der Kugeloberfla¨che von S benutzen wir Kugelko-
ordinaten. c sei der Kugelmittelpunkt und rS der Kugelradius. Dann ist
a = c + rS
 sinϑa cosϕasinϑa sinϕa
cos ϑa
 , b = c + rS
 sin ϑb cosϕbsinϑb sinϕb
cosϑb
 .
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Damit ist die Funktion V (a,b) = V (ϑa, ϕa, ϑb, ϕb) nur noch abha¨ngig von 4 Parametern,
und es gilt:
Vmin = min{V (ϑa, ϕa, ϑb, ϕb) | ϑa, ϑb ∈ [0, pi], ϕa, ϕb ∈ [0, 2pi]}
Wa¨hlt man S als die kleinste einschließende Kugel fu¨r P , so ist der Suchraum fu¨r die Zylin-
derachse in sinnvoller Weise eingeschra¨nkt. Bei der numerischen Minimumsuche kann man
zum Beispiel mit zufa¨lligen Quadrupeln von Winkeln als Startwerten arbeiten und unter
den gefundenen Minima dasjenige mit kleinstem Funktionswert als Approximation fu¨r das
absolute Minimum benutzen.
Bei der obigen Formulierung des Problems ist der Suchraum fu¨r die Zylinderachse 4–dimensio-
nal, entsprechend der Zahl der Freiheitsgrade einer Gerade im IR3. Die nun folgende Formu-
lierung unserer Minimierungsaufgabe reduziert die Dimension des Suchraums auf zwei:
Sei d eine zuna¨chst feste Raumrichtung. Mit V (d) wollen wir das Volumen des minimalen,
die Punktmenge P umschließenden Zylinders bezeichnen, dessen Achsrichtung parallel zu d
liegt. Projizieren wir P auf eine Ebene senkrecht zu d, so verla¨uft die Achse des Zylinders
mit kleinstem Radius gerade durch den Mittelpunkt des kleinsten einschließenden Kreises
der projizierten Punktmenge. Dies ist dann auch der Zylinder mit kleinstem Volumen, da
die Zylinderho¨he h(d) bei fester Achsrichtung invariant ist. Es gilt:










(c1 − d1Tpi)2 + (c2 − d2Tpi)2 , wobei
d,d1,d2 ein Orthonormalsystem bilden
Den kleinsten einschließenden Kreis ko¨nnen wir leicht mit der in Abschnitt 4.1.1 vorgestellten
Methode berechnen. Es bleibt also nur noch die optimale Wahl der Achsrichtung d. Wie oben
benutzen wir den Polarwinkel ϑd und den Azimut ϕd zur Richtungsangabe und erhalten
d = (sin ϑd cosϕd, sinϑd sinϕd, cosϑd)
T . Die Funktion V (d) = V (ϑd, ϕd) ist somit nur von 2
Parametern abha¨ngig, und es gilt:
Vmin = min{V (ϑd, ϕd) | ϑd ∈ [0, pi
2
], ϕd ∈ [0, 2pi]}
Auch hier mu¨ssen wir wegen der Existenz lokaler Minima der Funktion V (ϑd, ϕd) von hin-
reichend vielen Startwerten ausgehen, um das absolute Minimum zu finden. Die Startwerte
(ϑd, ϕd) kann man im Bereich [0,
pi
2
]× [0, 2pi] systematisch wa¨hlen oder auch wu¨rfeln.
Bemerkungen:
Bei einer Implementierung schnitt die Variante der Minimumsuche im 4–dimensionalen
Raum gegenu¨ber der zuletzt vorgestellten bezu¨glich der Laufzeit besser ab. Dies ist dar-
auf zuru¨ckzufu¨hren, daß im letzteren Fall eine Funktionsauswertung, die der Berechnung des
kleinsten einschließenden Kreises entspricht, relativ teuer ist, wenn man den numerischen
Algorithmus von [NM65] benutzt. Besser wa¨re es, einen kombinatorischen Algorithmus zu
diesem Zweck einzusetzen.
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Zur Berechnung der kleinsten einschließenden Kugel bzw. des kleinsten einschließenden Ellip-
soides existieren effiziente kombinatorische Algorithmen: In [We91] wird ein randomisierter
Linearzeitalgorithmus fu¨r diese Problemklasse beschrieben, dessen inkrementelle Vorgehens-
weise sich aber nicht auf unser Problem des kleinsten einschließenden Zylinders anwenden
la¨ßt.
Anstatt kleinste einschließende Ko¨rper fu¨r ein Polyeder zu suchen, kann man auch gro¨ßte
eingeschlossene Ko¨rper berechnen. Sie sind dann besonders nu¨tzlich, wenn man einfache
hinreichende Kriterien fu¨r das Auftreten von Kollisionen beno¨tigt. Fu¨r ein konvexes Polyeder












Dabei sei das Polyeder als Schnitt von Halbra¨umen gegeben:
⋂
i{x|niTx ≤ ni0}. Ebenso wie
bei der Berechnung der kleinsten einschließenden Kugel ist auch hier die zu minimierende
Funktion konvex. Daher kommt eine Minimumsuche auf numerischem Weg mit einem Start-
wert aus. Aufgrund der Linearita¨t la¨ßt sich dieses Problem aber auch als einfaches Lineares
Programm fester Dimension formulieren:
max r, so daß ∀i : ni0 − niTc ≥ r
Dafu¨r sind sowohl deterministische [Me83] als auch randomisierte [Se91] Linearzeitalgorith-
men bekannt.
4.1.3 Kleinster einschließender Quader
Als na¨chstes wollen wir die Punktmenge P = {p1,p2, . . .pn} in einen Quader B kleinsten
Volumens einschließen. Wenn wir die Orientierung der Achsrichtungen fixieren, ko¨nnen wir
die Position des gesuchten Quaders leicht bestimmen. d1,d2 und d3 bezeichnen im folgenden











Die Achsrichtungen ko¨nnen wir mittels dreier Winkel spezifizieren. dj erha¨lt man durch
drei sukzessive Rotationen des j–ten Einheitsvektors ej um die Koordinatenachsen. Dabei
dreht man zuna¨chst um den Winkel α um die e1-Achse, dann um den Winkel β um die
e2-Achse und schließlich um den Winkel γ um die e3-Achse. Die Spalten der zugeho¨rigen
Rotationsmatrix R(α, β, γ) entsprechen den Achsrichtungen dj: cos γ − sin γ 0sin γ cos γ 0
0 0 1
 ·
 cosβ 0 sin β0 1 0
− sin β 0 cosβ
 ·
 1 0 00 cosα − sinα
0 sinα cosα
 =
 cos γ cosβ cos γ sin β sinα− sin γ cosα cos γ sinβ cosα + sin γ sinαsin γ cosβ sin γ sin β sinα + cos γ cosα sin γ sinβ cosα− cos γ sinα
− sin β cosβ sinα cos β cosα

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Da [d1,d2,d3] = R(α, β, γ) ist, ha¨ngt das Volumen des Quaders nur noch von den drei
Eulerwinkeln ab, und es gilt:
Vmin = min{V (α, β, γ)|α, β, γ ∈ [0, 2pi]}
Um das absolute Minimum der Funktion V (α, β, γ) zu finden, mu¨ssen wir, wegen der Existenz
lokaler Minima, mit mehreren Startwerten bei der numerischen Minimumsuche beginnen.
4.2 Kollisionserkennung fu¨r komplexe Bewegungsab-
la¨ufe
Bisher haben wir nur Kollisionserkennung fu¨r translatorische und rotatorische Bewegungen
betrachtet. Dies ist insofern gerechtfertigt, als daß sich jede Bewegung eines starren Ko¨rpers
durch eine geeignete Folge von Translationen und Rotationen beliebig genau approximieren
la¨ßt, weil diese beiden elementaren Bewegungsformen gerade die 6 beno¨tigten Freiheitsgrade
zur Verfu¨gung stellen. Um eine hinreichend genaue Approximation einer gegebenen Bewe-
gung zu gewa¨hrleisten, muß man in der Regel jedoch sehr kleine Schrittweiten wa¨hlen. In
einer solchen Situation wu¨rde die Kollisionserkennung sehr ineffizient arbeiten, wenn sie fu¨r
jeden Teilschritt einen kompletten Kollisionstest fu¨r eine Translation bzw. Rotation benutzen
wu¨rde. Hier sind Einsparungen erforderlich.
Wenn das bewegte Objekt noch weit von den Hindernissen entfernt ist, kann ein kleiner,
ra¨umlich begrenzter Bewegungsschritt nicht die Gefahr einer Kollision heraufbeschwo¨ren.
Erst in der Summe ko¨nnen die einzelnen Bewegungsschritte das Objekt so nah an ein Hin-
dernis heranbringen, daß fu¨r den weiteren Verlauf der Bewegung eine Kollision nicht mehr
auszuschließen ist. Aus dieser Sicht heraus erscheint folgende Vorgehensweise vernu¨nftig:
Man berechne die ku¨rzeste Entfernung r eines bewegten Objektes P zu einem
Hindernis Q. Solange sich kein Punkt p ∈ P von seinem Ausgangspunkt um
mehr als r entfernt hat, besteht keine Mo¨glichkeit des Zusammenstoßes. Es kann
erst dann zu einem kritischen Moment kommen, wenn es einen Punkt p ∈ P
gibt, dessen Abstand vom Ausgangspunkt den Wert r erreicht. Erst dann muß
die entstandene Situation neu eingescha¨tzt werden.
Im folgenden diskutieren wir dieses einfache Prinzip genauer. Wir beginnen mit einer De-
monstration des Verfahrens an einem 2–dimensionalen Beispiel.
Ein einzelner Punkt p beginne seine Bewegung zum Zeitpunkt t0 und durchlaufe die Bahn-
kurve p(t). Wir fragen uns, ob er seine Bewegung ausfu¨hren kann, ohne mit einem stationa¨ren
Hindernis Q zusammenzustoßen.
Anhand von Abbildung 4.2 erla¨utern wir nun die oben skizzierte Methode:
Zu Beginn berechnet man den Abstand r des Punktes p(t0) zum Hindernis Q
und schla¨gt um den Startpunkt p(t0) einen Kreis mit Radius r. Erst wenn die
Bahnkurve p(t) diesen Kreis verla¨ßt, berechnet man den Abstand zum Hindernis
neu und setzt das Verfahren in dieser Weise fort.
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Beobachtung 4.2 Je mehr sich der Punkt p dem Hindernis Q na¨hert, desto o¨fter mu¨ssen
Abstandsberechnungen durchgefu¨hrt werden. Dies steht im Einklang mit der Intuition, daß
man mit geringer werdendem Abstand zum Hindernis auch “vorsichtiger” agieren muß.
Solange die Bahnkurve p(t) dem Hindernis nicht allzu nahe kommt, ist die beschriebene
Methode bestens geeignet, die Kollisionsfreiheit einer Bewegung zu verifizieren. Wenn aber
ein Schnitt der Bahnkurve mit dem Hindernis existiert, werden kurz vor der Kollision die
Absta¨nde in immer ku¨rzeren Zeitintervallen bestimmt. Auf diese Weise wird der Kollisions-
zeitpunkt beliebig genau approximiert. In diesem Fall benutzen wir als Abbruchkriterium,




Abbildung 4.2: Approximativer Kollisionstest fu¨r die Bewegung eines Punktes
Der folgende Algorithmus pra¨zisiert das oben vorgestellte Verfahren:
r ← δ(p(t0), Q(t0));
while r > EPS
do
t0 ← min{t1 ≥ t0 | |p(t1)− p(t0)| ≥ r};
r ← δ(p(t0), Q(t0));
od
stop
Der zentrale Punkt dieses Algorithmus ist die Berechnung des Minimums min{t1≥t0 | |p(t1)−
p(t0)| ≥ r}. Je nach Form der Bahnkurve p(t) kann dies erhebliche numerische Probleme
aufwerfen, denn man hat es hier im wesentlichen mit einer Nullstellenbestimmung zu tun.
Ein Ausweg aus dieser Lage bietet folgende Alternative: Anstatt die Distanz zwischen p(t1)
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und p(t0) “Luftlinie” zu messen, kann man auch die La¨nge des tatsa¨chlich zuru¨ckgelegten
Weges benutzen, auf dem sich der Punkt p im Zeitintervall [t0, t1] bewegt hat. Diese La¨nge







∣∣∣∣ = |p(t1)− p(t0)|
Aufgrund dieser Ungleichung darf man im obigen Algorithmus das Minimum auch durch
min{t1 ≥ t0 | ∫ t1t0 |p˙(t)| dt ≥ r} ersetzen, ohne die Korrektheit zu verletzen. Die Berechnung
dieses Integrals ist im allgemeinen numerisch gutartiger als die Bestimmung von Nullstellen.
Im allgemeinen mu¨ssen jedoch die Absta¨nde ha¨ufiger neu berechnet werden.
Diese generelle Methode la¨ßt sich nicht nur bei der Bewegung eines punktfo¨rmigen Objektes
in Anwesenheit eines stationa¨ren Hindernisses anwenden. Sie ist auch auf die Situation u¨bert-
ragbar, in der sich zwei starre Ko¨rper gleichzeitig bewegen. Grundlage dafu¨r ist folgendes
Lemma:















|q(t1)− q(t0)| < δ(P (t0), Q(t0))
=⇒ P (t1) ∩Q(t1) = ∅
Beweis: Die erste Folgerung ist klar. Zum Beweis der zweiten zeigen wir, daß
∀p ∈ P,q ∈ Q : |p(t1)− q(t1)| > 0.
|p(t1)− q(t1)| = |p(t1)− p(t0) + p(t0)− q(t0) + q(t0)− q(t1)|
≥ |p(t0)− q(t0)| − |p(t1)− p(t0) + q(t0)− q(t1)|
≥ δ(P (t0), Q(t0))− (|p(t1)− p(t0)|+ |q(t1)− q(t0)|) > 0
da |p(t1)− p(t0)| ≤ max
p∈P
|p(t1)− p(t0)|
und |q(t1)− q(t0)| ≤ max
q∈Q
|q(t1)− q(t0)|
Die Verwendbarkeit des Lemmas ha¨ngt davon ab, wie leicht das Maximum maxp∈P d(p, t0, t1)





Wenn die betrachteten Ko¨rper Polyeder sind, brauchen wir die Maxima nicht u¨ber die ge-
samte Punktmenge zu bilden. Wir du¨rfen uns auf die Menge ihrer Eckpunkte beschra¨nken,
weil die Eckpunkte bei einer Bewegung den gro¨ßten Weg zuru¨cklegen, wie folgendes Lemma
zeigt:
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Lemma 4.4 Fu¨r jeden Punkt p eines Polyeders P mit der Eckenmenge VP = {p1, . . . ,pi, . . .}
gilt:
d(p, t0, t1) ≤ max
i
d(pi, t0, t1)
Beweis: ∀p ∈ P ∃λi ≥ 0 mit ∑i λi = 1, so daß p = ∑i λipi. Daraus folgt:







λi d(pi, t0, t1)
≤ max
i




In Abbildung 4.3 ist dieser Sachverhalt im zweidimensionalen fu¨r ein bewegtes Polygon P (t)
und ein stationa¨res Hindernis Q skizziert. Solange sich kein Eckpunkt von P von seinem Aus-





Abbildung 4.3: Approximativer Kollisionstest fu¨r die Bewegung eines Polygons
Fu¨r die gleichzeitige Bewegung zweier Polyeder P (t) und Q(t) erhalten wir somit folgenden
Algorithmus:
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r ← δ(P (t0), Q(t0));
while r > EPS
do
t0 ← min{t1 ≥ t0 | max
p∈VP
d(p, t0, t1) + max
q∈VQ
d(q, t0, t1) ≥ r};
r ← δ(P (t0), Q(t0))
od;
stop
Wie bereits erwa¨hnt, la¨ßt sich das Minimum min{t1 ≥ t0 | |maxp∈VP d(p, t0, t1) + maxq∈VQ
d(q, t0, t1) ≥ r} nur bei sehr einfachen Bahnkurven exakt ermitteln. Wenn P und Q nur
Translationen oder Rotationen ausfu¨hren – wie in den vorangegangenen Kapiteln angenom-
men – la¨ßt sich das gesuchte Minimum als Lo¨sung einer linearen Gleichung ermitteln, vor-
ausgesetzt man benutzt die Bahnkurvenla¨nge
∫ t1
t0
|p˙(t)| dt fu¨r die Funktion d(p, t0, t1). Die
Verwendung von |p(t1)−p(t0)| kann bereits zu Gleichungen fu¨hren, die nur numerisch gelo¨st
werden ko¨nnen. Deshalb mu¨ssen wir in der Regel mit Na¨herungen arbeiten. Dann ist es be-
sonders wichtig, die Gu¨te der Na¨herung zu kennen. Ein systematischer Weg zur Approxima-
tion besteht darin, die vorliegende Bahnkurve v(t) stu¨ckweise durch Interpolationspolynome
v∗(t) anzuna¨hern.
Beginnend vom Zeitpunkt t0 betrachten wir nacheinander kleine Zeitintervalle Ij der La¨nge
∆t. Wa¨hrend jedes solchen Intervalls interpolieren wir die i-te Koordinatenfunktion vi(t) der
Bahnkurve mit einem Polynom v∗i (t) vom Grad k−1. Dazu unterteilen wir jedes Zeitintervall
Ij a¨quidistant durch k Stu¨tzstellen. Bei Verwendung der Newton’schen Interpolationsmetho-
de gilt im Intervall Ij fu¨r den Fehler der n–ten Ableitung der Bahnkurve (vgl. [Ra86]):
∀t ∈ Ij :




∣∣∣∣∣ ≤ 1(k − n)! maxτ∈Ij
∣∣∣∣∣ dkdtk vi(τ)
∣∣∣∣∣∆tk−n (4.1)
Diese Abscha¨tzung des Interpolationsfehlers ist sehr hilfreich fu¨r die weiteren Betrachtungen.





|q(t1)− q(t0)| ≥ r}.
Dazu untersuchen wir die Bahnkurven der Polyedereckpunkte in aufeinanderfolgenden Zeitin-
tervallen Ij der La¨nge ∆t. Wa¨hrend jeder Zeitspanne Ij gelte fu¨r alle Eckpunkte v ∈ VP ∪VQ,
daß maxt∈Ij |v∗(t)− v(t)| ≤ ²1(∆t) ist. Wir mo¨chten die Bewegung stoppen, bevor die
Mo¨glichkeit einer Kollision gegeben ist. Dabei du¨rfen wir den Interpolationsfehler ²1 nicht
vernachla¨ssigen.
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j ← 0;
repeat
j ← j + 1;
Ij ← [t0 + (j − 1)∆t, t0 + j∆t];








d(q) ≥ r − 2²1; (4.2)
t1 ← t0 + (j − 1)∆t;
Um eine geeignete Schrittweite ∆t zu wa¨hlen, scha¨tzen wir den Interpolationsfehler ²1(∆t)
mit Hilfe von Ungleichung (4.1) ab:











Wenn wir die Bahnkurven linear interpolieren, also k = 2 setzen, wird ²1(∆t) durch die
maximal auftretenden Bahnbeschleunigungen |v¨| bestimmt und fa¨llt quadratisch mit ab-
nehmender Schrittweite ∆t. Im Fall der linearen Interpolation ist die Bestimmung von
maxt∈Ij |v∗(t)− v(t0)| trivial und der obige Approximationsalgorithmus fu¨hrt zu einer ein-
fachen Abtastung der Bahnkurven in Zeitabsta¨nden ∆t. Das Kriterium fu¨r den Abbruch
lautet: Je ein Eckpunkt von P und Q haben sich zusammen um mehr als r − 2²1 von ihren
Ausgangspunkten entfernt. Bei quadratischer Interpolation (k = 3) muß man zur Berechnung
von maxt∈Ij |v∗(t)− v(t0)| bereits eine quadratische Gleichung lo¨sen.









|q˙(t)| dt ≥ r}.
Bei komplizierteren Bewegungen werden wir die Bogenla¨nge
∫ t1
t0
|v˙(t)| dt der Bahnkurven
nicht analytisch berechnen ko¨nnen. – Die Bogenla¨nge einer Ellipse fu¨hrt bereits auf ein el-
liptisches Integral, das sich nicht durch elementare Funktionen ausdru¨cken la¨ßt. – Deshalb
sind wir auch hier auf numerische Methoden angewiesen. An dieser Stelle ko¨nnten wir auf
die Standardmethoden der numerischen Quadratur zuru¨ckgreifen, um die Funktion |v˙(t)|
zu integrieren. Wir ko¨nnten zum Beispiel einfach die Trapez– oder die Kepler’sche Regel
verwenden. Dagegen spricht zum einen die Notwendigkeit einer schnellen Auswertung des
Integranden |v˙(t)| an den Stu¨tzstellen und zum anderen die Schwierigkeit, eine vernu¨nftige
Fehlerabscha¨tzung zu gewinnen. Um den Fehler durch eine geeignete Wahl der Schrittwei-
te a priori beschra¨nken zu ko¨nnen, muß man ho¨here Ableitungen des Integranden kennen,
deren Abscha¨tzung in der Regel nicht praktikabel ist. Deshalb schlagen wir den selben Weg
wie oben ein: v∗(t) bezeichne wieder das stu¨ckweise definierte Interpolationspolynom fu¨r
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die Bahnkurve v(t). Wa¨hrend jedes Zeitintervalls Ij der La¨nge ∆t sei der Approximations-
fehler fu¨r die Bogenla¨nge der Bahnkurven aller Eckpunkte v ∈ VP ∪ VQ beschra¨nkt durch∣∣∣∫Ij |v˙∗(t)| dt− ∫Ij |v˙(t)| dt∣∣∣ ≤ ²2(∆t). Dieser Fehler summiert sich fortlaufend und muß des-
halb fu¨r die Approximation des gesuchten Zeitpunkts t1 beru¨cksichtigt werden.
forall v ∈ VP ∪ VQ
do d(v)← 0 od;
j ← 0;
repeat
j ← j + 1;
Ij ← [t0 + (j − 1)∆t, t0 + j∆t];
forall v ∈ VP ∪ VQ








d(q) ≥ r − 2j²2; (4.4)
t1 ← t0 + (j − 1)∆t;






∣∣∣∣ = ∣∣∣∣∫ t1
t0









Aufgrund von Gleichung (4.1) ist der Fehler |v˙∗i (t)− v˙i(t)| wa¨hrend jedes Zeitintervalls Ij
beschra¨nkt durch
1
(k − 1)! maxτ∈Ij
∣∣∣∣∣ dkdtk vi(τ)





























(k − 1)! maxτ∈[t0,t1]
∣∣∣∣∣ dkdtkv(τ)
∣∣∣∣∣∆tk−1(t1 − t0) (4.5)
Dieser Fehlerterm entha¨lt zwar auch ho¨here Ableitungen, aber dies sind die Ableitungen
der Bahnkurve v(t) selbst und nicht die der Funktion |v˙(t)|, was eine große Vereinfachung
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darstellt, wenn man a priori Fehlerabscha¨tzungen sucht. Außerdem wird die Berechnung der
Bahngeschwindigkeit v˙(t) u¨berflu¨ssig.
Leider ist die Anwendbarkeit unserer Methode auf die Fa¨lle linearer und quadratischer In-
terpolation der Bahnkurve beschra¨nkt, weil sich bereits die Bogenla¨nge kubischer Polynome
im allgemeinen nicht explizit berechnen la¨ßt. Im Fall der linearen Interpolation (k = 2) wird
die Bahnkurve durch einen Polygonzug approximiert. Benutzt man pro Zeitintervall k = 3
Stu¨tzstellen, so besteht die Approximation aus einer Menge von Parabelstu¨cken. Um die
Bogenla¨nge dieser Stu¨cke zu bestimmen, betrachten wir drei aufeinanderfolgende Punkte:
v(−∆t
2
) = a, v(0) = b und v(∆t
2
) = c. Die interpolierende Parabel und ihre Ableitung
haben dann die folgende Form:
v∗(t) = b + (c− a) t
∆t
































































|(c− a)× (a− 2b + c)|.
Falls α = 0 ist, sind a, b und c kollinear, und die gesuchte Bogenla¨nge ist einfach |c− a|.
4.3 Kollisionserkennung fu¨r Roboterbewegungen
Ohne zu tief in die Kinematik von Robotern einzusteigen, wollen wir die Tragfa¨higkeit unserer
Methode aus Abschnitt 4.2 zur Approximation von Bahnkurven exemplarisch fu¨r einfache
Bewegungen eines Roboters mit n Gelenken untersuchen. Dadurch wird deutlich werden, wie
sie eingesetzt werden kann.
4.3.1 Kinematik eines Roboters
Im Gegensatz zur freien Bewegung starrer Ko¨rper ist die Beweglichkeit der einzelnen Glieder
eines Roboters eingeschra¨nkt. Sie ko¨nnen sich nicht unabha¨ngig voneinander bewegen, son-
dern sie sind durch Gelenke bzw. Lager miteinander verbunden. Diese Verbindungen ko¨nnen
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translatorischer oder rotatorischer Natur sein und besitzen in der Regel genau einen Frei-
heitsgrad. Die einfachste Form der Anordnung von Gliedern und Gelenken besteht aus einer
offenen Kette: Fu¨r i = 1, . . . , n ist Glied (i−1) durch ein Gelenk mit Glied i verbunden.
n bezeichnet die Zahl der Gelenke. Das 0-te Glied der Kette sei fest montiert und das n-te
Glied trage den Effektor, z.B: eine Greifhand. Damit ein solcher Roboter seine Hand im
Rahmen seiner Reichweite u¨berall in jeder gewu¨nschten Orientierung positionieren kann,
braucht er mindestens 6 Freiheitsgrade. Der 6–Gelenk–Roboter aus Abbildung 4.4 besitzt



















































Abbildung 4.4: Koordinatensysteme eines 6–Gelenk–Roboters
Um Positionen und Orientierungen der Roboterglieder (und davon abgeleitete Gro¨ßen, wie
Geschwindigkeiten) elegant beschreiben zu ko¨nnen, ordnet man jedem Glied ein eigenes Ko-
ordinatensystem zu und bestimmt Transformationsmatrizen Ti, die den U¨bergang vom i-ten
zum (i−1)-ten Koordinatensystem beschreiben. (U¨blicherweise entsprechen die Gelenkachsen
den e3–Achsen dieser Koordinatensysteme.) Die Zuordnung der Koordinatensysteme zu den
einzelnen Gliedern kann anhand der Lage der Gelenkachsen so geschehen, daß vier Parameter
zur Spezifikation einer Matrix Ti genu¨gen: die La¨nge li, die Verdrehung αi, die Verschiebung
di des Gliedes i, sowie der Gelenkwinkel ϕi (siehe Abbildung 4.5). Diese Gro¨ßen sind unter
dem Namen Denavit–Hartenberg–Parameter bekannt. Bei einem translatorischen Gelenk ist
die Verschiebung di die variable Gro¨ße, bei einem Drehgelenk der Gelenkwinkel ϕi.
Die Tranformationsmatrix Ti ergibt sich durch Hintereinanderausfu¨hrung von Drehungen
und Verschiebungen, die das (i−1)–te Koordinatensystem in das i–te u¨berfu¨hren (siehe
[Cr89], Kapitel 3).
• Drehung um die Achse e(i−1)1 um den Winkel αi
• Verschiebung entlang der Richung e(i−1)1 um li
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• Drehung um die Achse e(i)3 um den Winkel ϕi
• Verschiebung entlang der Richung e(i)3 um di
Als Ergebnis erha¨lt man:
Ti =

1 0 0 0
li cos ϕi − sin ϕi 0
− sin αidi cos αi sin ϕi cos αi cos ϕi − sin αi
cos αidi sin αi sin ϕi sin αi cos ϕi cos αi

Fu¨r die homogenen Koordinaten eines Punktes bezu¨glich des (i−1)–ten und des i–ten Ko-
ordinatensystems gilt






Dabei entspricht das 0–te Koordinatensystem dem Weltkoordinatensystem.
4.3.2 Fehlerabscha¨tzungen bei der Approximation von Bahnkur-
ven
Fu¨r die weiteren Betrachtungen ist es gu¨nstiger, von den homogenen zu den kartesischen
Koordinaten u¨berzugehen. Die Denavit–Hartenberg–Matrix Ti ist von der Form
1 0 0 0
si Ri
 mit RiTRi = I.
90 4 Approximative Algorithmen zur Kollisionserkennung
Deshalb gilt fu¨r die kartesischen Koordinaten:
p(i−1) = Ri p(i) + si fu¨r i = 1, . . . , n,





Rj si+1 mit sn+1 = p
(n). (4.6)
Um unser Beispiel weiter zu konkretisieren, nehmen wir an, daß unser Roboter nur rota-
torische Gelenke besitzt. In diesem Fall sind nur die Gelenkwinkel ϕi variabel, die u¨brigen
Parameter li,αi und di sind konstant. Die Gelenke sollen sich unabha¨ngig voneinander, aber
gleichfo¨rmig bewegen. Das heißt: ϕi(t) = ωi t + φi. Die dabei auftretenden Winkelgeschwin-
digkeiten ωi sollen einen Maximalwert ωmax nicht u¨berschreiten.
Unser Ziel ist es, den Approximationsfehler fu¨r die Bogenla¨nge der Bahnkurven abzuscha¨tzen,
die bei dieser Form der Roboterbewegung entstehen. Dazu greifen wir uns einen Punkt
p(n) heraus, der auf dem n–ten Glied des Roboters liegt. Gleichung (4.6) beschreibt seine
Bahnkurve in Weltkoordinaten. Gema¨ß Gleichung (4.5) sind die ho¨heren Ableitungen der
Bahnkurve wesentlich fu¨r das Fehlerverhalten unserer Approximation.
Lemma 4.5 ∣∣∣∣ dkdtkp(t)
∣∣∣∣ ≤ ωkmax n∑
i=1
ik|si+1|









Dabei steht ‖.‖ fu¨r die zur euklidischen Vektornorm |.| geho¨rige natu¨rliche Matrizennorm.
Diese Norm angewendet auf eine orthonormale Matrix ergibt den Wert 1. Rj ist ein Produkt
zweier orthonormaler Matrizen, und zwar ist
Rj(t) =
 1 0 00 cosαj − sinαj
0 sinαj cosαj
 ·









j=1 Rj(t) besteht aus i
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4.3.3 Ein Beispiel
Wir betrachten den 6–Gelenk Roboter aus Abbildung 4.4 mit den folgenden Denavit–Harten-
berg–Parametern:
i αi li φi di
1 0◦ 0.00 0◦ 0.00
2 −90◦ 0.00 300◦ 0.00
3 0◦ 0.70 110◦ 0.00
4 90◦ 0.00 0◦ 0.49
5 −90◦ 0.00 20◦ 0.00
6 90◦ 0.00 40◦ 0.00
Wir wollen die Bahnkurve des Greifpunktes p verfolgen. Bezu¨glich des 6–ten Koordinaten-
systems lauten seine Koordinaten p(6) = (0.01, 0, 0)T .
Die im vorigen Abschnitt vorgestellten Algorithmen zur Kollisionserkennung ko¨nnen kompli-
ziertere Bewegungsgleichungen wie (4.6) nicht direkt benutzen. Statt dessen interpolieren sie
die Bahnkurve stu¨ckweise mit Polynomen p∗(t) (kleinen Grades). Fu¨r unsere Algorithmen
war zum einen der Interpolationsfehler ²1 = maxt∈[t0,t1] |p∗(t)− p(t)| von Bedeutung, zum
anderen der Fehler fu¨r die approximierte Bogenla¨nge ²2 =
∣∣∣∫ t1t0 |p˙∗(t)| dt− ∫ t1t0 |p˙(t)| dt∣∣∣. Wir
wollen ²1 exemplarisch fu¨r die lineare Interpolation abscha¨tzen und ²2 fu¨r die quadratische,
wobei wir eine Schrittweite von ∆t annehmen.
∆ϕmax = ωmax∆t bezeichne den gro¨ßten Winkelvorschub wa¨hrend eines Zeitintervalls der







































Dieses Ergebnis zeigt, daß sich die Interpolationsfehler gutartig verhalten. Wir haben da-
bei vorausgesetzt, daß die Bewegungen der Roboterglieder kontinuierlich verlaufen und im
Konfigurationsraum (der Gelenkwinkel) stu¨ckweise linear sind. Außerdem haben wir ange-
nommen, daß eine Obergrenze fu¨r die Winkelgeschwindigkeiten der Gelenke ωmax existiert.
²1 stellt eine a priori Abscha¨tzung fu¨r den Interpolationsfehler dar, der ensteht wenn man die
exakte Bahnkurve mit Hilfe von Geradenstu¨cken interpoliert. Wenn durch die Diskretisierung
die Zeitintervalle so klein gewa¨hlt werden, daß die Gelenkwinkela¨nderungen pro Zeitintervall
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ho¨chstens ∆ϕmax = ωmax ∆t betragen, so fa¨llt ²1 quadratisch in ∆ϕmax. Der Approximati-
onsfehler ²2 fu¨r die Bahnla¨ngenbestimmung mit quadratischer Interpolation sinkt sogar in
der dritten Potenz in ∆ϕmax.
Mit Hilfe dieser Methode ko¨nnen die Interpolationsfehler ²1 und ²2, die in den Algorith-
men (4.2) und (4.4) zur Kollisionserkennung zu beru¨cksichtigen sind, fu¨r jedes Glied di-
rekt bestimmt werden. Wie das Beispiel und Lemma 4.5 zeigen beno¨tigt man dazu nur
die Denavit–Hartenberg–Parameter und den gro¨ßten Abstand, den ein Punkt des jeweiligen
Gliedes zum Gliedkoordinatensystem hat.
Kapitel 5
Systembeschreibung
Unser System zur Interaktiven Montagesimulation ist als Teil eines komplexen CAE–Systems
(computer–aided engineering) konzipiert. In einem CAE–System vollzieht sich die Herstel-
lung eines Produktes in mehreren aufeinanderfolgenden Stufen: dem Entwurf (CAD), der
Produktionsplanung (CAP), der Fertigung (CAM) und der Qualita¨tspru¨fung (CAQ). In
diesem Schema ist unser System unmittelbar nach dem Entwurf anzusiedeln und als Vor-
bereitung fu¨r die Produktionsplanung gedacht. Es dient dem Zweck, Bewegungsabla¨ufe bei
Montageprozessen zu simulieren, um dadurch die grundsa¨tzliche Durchfu¨hrbarkeit der Mon-
tage eines Produktes unter Beweis zu stellen und dabei Montagepla¨ne zu erstellen oder
nachtra¨glich zu optimieren. Die Einbeziehung von Robotern und sonstigen Montagewerkzeu-
gen in die Montagesimulation stellt bereits einen Schritt in Richtung Produktionsplanung
dar. Ziel unseres Systems ist es, bereits sehr fru¨h im Herstellungsprozeß eines Produktes
Probleme zu erkennen, die eine einfache Montage erschweren oder sogar verhindern. Der
Entwicklungsingenieur versucht in Interaktion mit dem System einen Montageprozeß zu pla-
nen und in einer Simulation die kollisionsfreie Durchfu¨hrbarkeit zu verifizieren. Die Erkennt-
nisse, die er dabei gewinnt, ko¨nnen im Idealfall direkt in die Produktionsplanung einfließen.
Unter Umsta¨nden ist aber auch ein montagegerechterer Entwurf der Bauteile des Produktes
notwendig.
5.1 Systemu¨bersicht
Im folgenden wollen wir unser System zur Interaktiven Montagesimulation kurz in einer
U¨bersicht beschreiben und dabei die Rolle der verschiedenen Komponenten und ihr Zusam-
menspiel anhand von Abbildung 5.1 erla¨utern. In den einzelnen Abschnitten des Kapitels
gehen wir dann na¨her auf die Teilkomponenten ein.
Zur Konzeption eines Produktes geho¨rt ein aufeinander abgestimmter Entwurf seiner Ein-
zelteile, um die Montierbarkeit aller Teile zu gewa¨hrleisten. Wa¨hrend des Objektentwurfs
werden nicht nur Daten zur Modellierung der Einzelteile selbst erzeugt, sondern auch Infor-
mationen u¨ber ihre ra¨umliche Anordnung im Endprodukt. Der Konstrukteur muß wa¨hrend
des Entwurfs zumindest eine ungefa¨hre Vorstellung davon haben, wie die Einzelteile zusam-
mengefu¨gt werden ko¨nnen. Unser Simulationssystem soll ihm dabei helfen, seine Vorstellung
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Abbildung 5.1: Zusammenspiel der Systemkomponenten
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Diese Form der Montageplanung kann er zuna¨chst auf der alleinigen Basis der Objektdaten
ausfu¨hren, um zum Beispiel eine gu¨nstige Montagereihenfolge fu¨r die Einzelteile festzulegen
und einen einfachen Montageplan zu erstellen. Dazu kann er Bewegungen interaktiv spezi-
fizieren und gleichzeitig ihre Kollisionsfreiheit kontrollieren. In einfachen Situationen kann
er auch automatische Verfahren zur Bewegungsplanung benutzen. Vielleicht stellt er bereits
in diesem Stadium fest, daß Bauteile des Produktes modifiziert werden mu¨ssen, um eine
einfachere Montage zu ermo¨glichen.
Fu¨r die Planung einer maschinellen Produktion eines Produktes sind die Resultate einer
solchen Montagesimulation nicht aussagekra¨ftig genug, weil sie nur die prinzipiell durch-
zufu¨hrenden Montageschritte beinhalten. Vollkommen ohne Beru¨cksichtigung bleiben dabei
der Einsatz von Montagewerkzeugen wie Robotern und die daraus resultierenden Neben-
bedingungen, die die Beweglichkeit von Einzelteilen stark einschra¨nken und eine Montage
verhindern ko¨nnen. Deshalb sind in unserem Simulationssystem auch die Produktionswerk-
zeuge (Roboter) integriert. Zu ihrer Modellierung mu¨ssen sowohl die geometrischen als auch
die kinematischen Verha¨ltnisse bekannt sein. Fu¨r eine spa¨tere robotergestu¨tzte Fertigung
sind auch dynamische Aspekte wichtig, aber aus Effizienzgru¨nden lassen wir sie hier un-
beru¨cksichtigt, um eine interaktive Arbeitsweise mit dem System nicht zu beeintra¨chtigen.
Unser System stellt dem Ingenieur eine graphische Oberfla¨che zur Verfu¨gung, mit der er
interaktiv die zur Montage eines Produktes notwendigen Roboterprogramme erstellen kann.
Bereits bei der Programmierung der einzelnen Aktionen macht das System den Monteur
auf erkannte Kollisionen aufmerksam. Montageanweisungen in Form von Roboterprogram-
men sind das Ergebnis der Montagesimulation und ko¨nnen zur Produktionsplanung direkt
verwendet werden.
Die Teilkomponenten unseres Systems sind:
• Objektentwurf
Die Bestandteile des zu montierenden Produktes und der Roboter wollen wir der Ein-
fachheit halber als starre Ko¨rper betrachten und durch Polyeder modellieren. Das
heißt, wir beschreiben ihre Oberfla¨che durch ebene, geradlinig begrenzte Fla¨chenstu¨cke.
Diese Randbeschreibung repra¨sentiert die Objektdaten, die dem Montagesystem zur
Verfu¨gung stehen. Neben der reinen geometrischen Form spielt im Zusammenhang von
gelenkig verbundenen Objekten auch der Gelenktyp und die Lage der Gelenkachsen
eine Rolle. Diese Informationen werden bei der Robotersimulation beno¨tigt und sind
hier unter dem Begriff Roboterdaten zusammengefaßt.
Unser System selbst verfu¨gt nur u¨ber sehr einfache Mo¨glichkeiten zum Entwurf von
Objekten (siehe [Co94]). Es existieren aber Schnittstellen zu kommerziellen CAD–
Systemen (dem Robotersimulationssystem SMS der Firma Siemens/Nixdorf und dem
geometrischen Modellierer ACIS der Firma Spatial Technology), um Objekt– und Ro-
boterdaten zu importieren.
• Visualisierung
Zur graphischen Darstellung einer Szene aus Einzelteilen, die eine Folge von Monta-
geschritten durchlaufen sollen, dient das Modul Visualisierung. Es bietet unter ande-
rem die Mo¨glichkeit zur Festlegung der Perspektive und des Zeichenmodus, sei es eine
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einfache Darstellung der Polyeder durch Drahtmodelle oder eine realistischere Dar-
stellung, die verdeckte Fla¨chen und Lichtverha¨ltnisse beru¨cksichtigt oder Stereosehen
ermo¨glicht. Außer der Visualisierung statischer Szenen muß natu¨rlich auch eine Ani-
mation der Bewegungsabla¨ufe mo¨glich sein.
Bei der Implementierung wurden nur Graphikroutinen aus dem 2D–Bereich verwendet,
weil die Standardsoftware (z.B. PHIGS) zur Visualisierung animierter dreidimensiona-
ler Szenen auf den zur Verfu¨gung stehenden Workstations nicht leistungsfa¨hig genug
war. Die benutzten Verfahren werden in Abschnitt 5.2 genauer beschrieben.
• Interaktive Bewegungsspezifikation
Ein Teil der Benutzeroberfla¨che ist die Interaktive Bewegungsspezifikation. Sie gestattet
einem Monteur nicht nur die Festlegung von Positionen und Orientierungen fu¨r einzelne
Ko¨rper im Raum, sondern dient in erster Linie der Definition von Bewegungsabla¨ufen.
Die Bewegungen der Einzelteile modellieren wir durch Folgen von Translationen und
Rotationen, wodurch alle Freiheitsgrade eines starren Ko¨rpers abgedeckt sind. Bei der
Erstellung von Montagepla¨nen werden alle wesentlichen Zwischenstadien einer Montage
dokumentiert und damit der exakte Bewegungsablauf aller an der Montage beteiligten
Objekte beschrieben. Details hierzu finden sich in Abschnitt 5.3.
• Interaktive Programmierung von Robotern
Zur Spezifikation von Bewegungsabla¨ufen bei Robotern ko¨nnen wir neben einer tex-
tuellen auch eine graphisch orientierte Form der Roboterprogrammierung verwenden
(vgl. Abschnitt 5.5). Die Mo¨glichkeit zur Programmierung der Roboter setzt natu¨rlich
die Kenntnis eines entsprechenden kinematischen Modells des Roboters voraus, d.h. wie
man aus den Gelenkwinkeln Position und Orientierung des Endeffektors berechnet und
umgekehrt sowie einfache Trajektorien fu¨r Punkt–zu–Punkt–Bewegungen bestimmt.
Die erstellten Roboterprogramme bestehen aus einer Folge von Kommandos zur Po-
sitionierung und Orientierung des Endeffektors, zum Greifen von Objekten und zur
Auswahl von Bewegungsmodi.
• Montagesimulation und Kollisionserkennung
Herzstu¨ck des Systems zur Interaktiven Montagesimulation ist die Kollisionserkennung.
Sie beinhaltet die Simulation von Bewegungsabla¨ufen fu¨r einfache starre Ko¨rper und fu¨r
Roboter unter sta¨ndiger Kontrolle, daß zu keinem Zeitpunkt eine Durchdringung von
Objekten stattfindet. Die algorithmischen Grundlagen fu¨r eine effiziente Umsetzung
wurden in den vorangegangenen Kapiteln erarbeitet.
• Einfache Algorithmen zur Bewegungsplanung
Dieses Modul stellt heuristische Werkzeuge zur automatischen Generierung von We-
gen zur Verfu¨gung, so daß nach Vorgabe von Start– und Zielkonfiguration eine einfache
Trajektorienplanung stattfinden kann. Ihr Einsatz beschra¨nkt sich jedoch auf die Spezi-
alfa¨lle, in denen das bewegte Objekt nur u¨ber wenige Freiheitsgrade verfu¨gt. In diesem
Zusammenhang ko¨nnen die Resultate der Kollisionsberechnungen aus den vorherigen
Kapiteln genutzt werden. Die Einzelheiten sind in Abschnitt 5.4 beschrieben.
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Die Implementierung des Gesamtsystems basiert auf dem Betriebssystem Unix und der gra-
phischen Oberfla¨che X–Window des MIT. Zur Gestaltung der Benutzeroberfla¨che wurde
Motif benutzt. Alle Teilkomponenten wurden in der objektorientierten Programmiersprache
C++ realisiert. Außerdem wurde das Softwarepaket Leda vom MPI verwendet. Auf diese
Weise ist die Portabilita¨t des Systems auf die meisten graphischen Workstations gewa¨hrlei-
stet.
5.2 Visualisierung
5.2.1 Parallel– und Zentralprojektion
Zu einer allgemeinen Sichtspezifikation geho¨rt neben der Angabe von Projektionsebene und
Projektionszentrum auch eine Abgrenzung des sichtbaren Raumgebietes. Wir benutzen zur
Festlegung der Sicht der Einfachheit halber nur einen Vektor r. Dieser gibt sowohl die Lage
des Blickpunktes (Projektionszentrums) an, als auch den Normalenvektor r◦ der Projekti-
onsebene, die durch den Ursprung verlaufen soll. In der Projektionsebene fu¨hren wir ein
eigenes Koordinatensystem ein, das dem Bildschirmkoordinatensystem entspricht (vgl. Ab-
bildung 5.2). Dazu wa¨hlen wir zwei orthonormale Vektoren e′1 und e
′
2, die zusammen mit
e′3 = r
◦ ein Rechtssystem, das Sichtkoordinatensystem, bilden. Um eine natu¨rliche Sicht zu
gewa¨hrleisten, wollen wir die e3–Richtung des Weltkoordinatensystems auf die e
′
2–Richtung
des Sichtkoordinatensystems projizieren. Deshalb definieren wir
e′3 := r
◦,
e′1 := (e3 × r◦)◦,
e′2 := r
◦ × e′1,
falls r◦ 6= e3, ansonsten setzen wir e′i = ei fu¨r i = 1, 2, 3. Die Weltkoordinaten lassen sich
mittels der Transformation







Zur Spezifikation des Projektionszentrums r verwenden wir Kugelkoordinaten (r, ϑ, ϕ). r gibt
den Abstand des Blickpunktes vom Ursprung an, ϑ den Polarwinkel (den Winkel zwischen
r und der x3–Achse) und ϕ den Azimut (den Winkel zwischen der Projektion von r auf die
x1x2–Ebene und der x1–Achse).
r = r
 sin ϑ cosϕsinϑ sinϕ
cosϑ
 wobei −180◦ < ϕ ≤ 180◦−90◦ < ϑ ≤ 90◦
Die Matrix V, die die Transformation vom Weltkoordinatensystem ins Sichtkoordinatensy-
stem beschreibt, hat folgende Form:
V =
 − sinϕ cosϕ 0− cosϑ cosϕ − cos ϑ sinϕ sin ϑ









Durch Weglassen der dritten Vektorkomponente im Sichtkoordinatensystem erha¨lt man die










Bei der Zentralprojektion ermitteln wir die Koordinaten eines projizierten Punktes x′′ mit
Hilfe des Strahlensatzes (vgl. Abbildung 5.3). Das Projektionszentrum hat im Sichtkoordi-




x′i fu¨r i = 1, 2 und x
′′
3 = 0
Dabei muß natu¨rlich gelten, daß der Punkt x′ außerhalb der Brennebene liegt (x′3 6= |r|). Als
Grenzwert fu¨r |r| → ∞ geht die Zentralprojektion in die Parallelprojektion u¨ber.
Beim Technischen Zeichnen verwendet man oft die durch eine DIN–Norm festgelegte iso-
metrische bzw. dimetrische orthogonale Projektion. Beide sind Parallelprojektionen auf eine
Projektionsebene senkrecht zur Projektionsrichtung. Sie zeichnen sich dadurch aus, daß die
La¨nge von Linien parallel zur x1–, x2– und x3–Achse im Verha¨ltnis a : 1 : 1 abgebildet
werden (a = 1 fu¨r isometrische Projektion und a = 1
2
fu¨r dimetrische Projektion). Fu¨r die
Projektionen der drei Einheitsvektoren des Weltkoordinatensystems muß somit gelten:
1
a







(sin2 ϕ+ cos2 ϑ cos2 ϕ) = cos2 ϕ + cos2 ϑ sin2 ϕ = sin2 ϑ
=⇒ sinϕ = ± a√
2































Um eine isometrische Projektion (a = 1) zu erreichen, wa¨hlen wir ϕ = ±45◦ + z 90◦ und
ϑ ≈ ±54.74◦ fu¨r z ∈ {−1, 0, 1}. Bei der dimetrischen Projektion (a = 1
2
) wa¨hlen wir ϕ ≈
±20.7◦ + z 90◦ und ϑ ≈ ±70.53◦ fu¨r z ∈ {−1, 0, 1}.
Bemerkung:
Schiefwinklige Projektionen wie z.B. die Kavaliersperspektive ko¨nnen wir durch unsere Spezi-
fikation der Sicht nicht erfassen, denn hier steht die Projektionsrichtung nicht mehr senkrecht
auf der Projektionsebene.
Um eine benutzerfreundliche Mo¨glichkeit zur Sichtspezifikation zu schaffen, verwenden wir
numerische Eingabefelder fu¨r die Kugelkoordinaten (r, ϕ, ϑ) mit De- und Inkrementierungs-
mo¨glichkeiten, kombiniert mit der Abbildung einer Kugel (“Trackball”). Zur Unterstu¨tzung
der Intuition unterteilen wir die Kugel durch La¨ngen– und Breitengrade und projizieren ihre
Vorderseite immer entsprechend der momentanen Perspektive. Durch Angabe eines Punktes
x′′ auf der projizierten Kugel kann der Benutzer sehr leicht den Polarwinkel ϑ und den
Azimut ϕ festlegen (siehe Abbildung 5.4).
Wenn wir voraussetzen, daß x′′ durch Parallelprojektion eines Punktes x′ auf der Kugelober-












1− x′′21 − x′′22 ,
x = VT x′,




Die einfachste Mo¨glichkeit zur Visualisierung einer Szene von Polyedern besteht darin, nur
die Kanten der Polyeder auf die Bildebene zu projizieren. Diese Form der Darstellung ist
zwar sehr schnell, liefert aber nur Drahtmodelle der Polyeder, die unter Umsta¨nden keine
eindeutige Interpretation der Lage der Polyederfla¨chen zulassen. Eine kleine Verbesserung
ergibt sich bereits, wenn nur die Kanten der Fla¨chen des Polyeders gezeichnet werden, die
dem Betrachter zugewandt sind. Dies sind die Fla¨chen, deren Fla¨chennormalen mit dem
Ortsvektor des Projektionszentrums einen Winkel < 90◦ einschließen, wenn wir uns an die
Konvention halten, daß die Fla¨chennormalen ins A¨ußere der Polyeder gerichtet sind. Aber
auch diese Technik kann nicht verhindern, daß Begrenzungskanten von Fla¨chen gezeichnet
werden, die in Wirklichkeit von anderen Fla¨chen verdeckt werden. Diesen Schwachpunkt kann
man erst mit Hidden–Line– bzw. Hidden–Surface–Algorithmen beseitigen. Die Verfahren,
die sich auf die Elimination verdeckter Teile der Begrenzungskanten beschra¨nken, haben den
Nachteil, daß sie zur fla¨chenfu¨llenden, farbigen Darstellung nur bedingt geeignet sind.
5.2.3 Binary Space Partitioning Trees
Fu¨r eine fla¨chenorientierte Vorgehensweise bietet sich folgende Methode an (Painter–Algo-
rithmus):
Zeichne alle Fla¨chen der Szene in einer solchen Reihenfolge, daß die vom Blick-
punkt am weitesten entfernten Fla¨chen zuerst dargestellt werden und spa¨ter von
den na¨herliegenden u¨berdeckt werden. (Als Ordnungskriterium kann man bei-
spielsweise den Abstand zwischen Blickpunkt und Fla¨chenschwerpunkt wa¨hlen.)
Bei zyklischer U¨berlappung von Fla¨chen scheitert dieses Verfahren natu¨rlich, weil eine sol-
che Reihenfolge nicht existiert. Um dem Abhilfe zu schaffen, kann man die betroffenen
Fla¨chenstu¨cke durch Zerschneiden in mehrere Teile zerlegen. In [FKN80] und spa¨ter in [PY89]
wird ein rekursives Bisektionsverfahren diskutiert, das mittels ebener Schnitte den Raum
und die darin enthaltenen Fla¨chen der Szene so partitioniert, daß man fu¨r jeden beliebigen
Blickpunkt die Reihenfolge zum Zeichnen der Teilfla¨chen sofort ablesen kann. Wir wollen
die grundlegende Datenstruktur und Algorithmen des Verfahrens kurz erla¨utern. Zur Un-
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Abbildung 5.5: Ein 2D–Binary Space Partitioning Tree
Gegeben sei eine ra¨umliche Szene bestehend aus polygonalen Fla¨chen. Die gewu¨nschte Par-
titionierung wird wie folgt konstruiert: Durch eine orientierte Ebene H unterteilt man den
zu betrachtenden Raum S in zwei Teilra¨ume S± = S ∩H±. Jede Fla¨che f ⊂ S klassifiziert
man bezu¨glich ihrer Mitgliedschaft zu H− und H+. Wird f von H zerschnitten, so ersetzen
wir f durch die entstandenen Teile f± = f ∩ H±. In den beiden Teilra¨umen S± setzen
wir das Verfahren mit den darin enthaltenen Fla¨chen rekursiv fort. Die Rekursion stoppt,
wenn pro Teilraum nicht mehr als ein Fla¨chenstu¨ck vorkommt. Der Algorithmus zur graphi-
schen Darstellung entscheidet, ob der Blickpunkt p in H− oder H+ liegt. Bevor die Fla¨chen
des Raumes dargestellt werden, in dem p lokalisiert wurde, werden zuerst die des anderen
Raumes gezeichnet. Dies geschieht jeweils rekursiv.
Wa¨hrend der Partitionierung hat man eine gewisse Freiheit bei der Wahl der Ebene H . Je
weniger Fla¨chen sie schneidet, um so gu¨nstiger wirkt sich dies auf die Gro¨ße der Daten-
struktur aus. Da eine Analyse der Szene zur bestmo¨glichen Wahl von H zu aufwendig wa¨re,
beschra¨nkt man sich auf solche Partitionierungsebenen H , die eine Fla¨che f der Szene ent-
halten. Das stellt zwar eine große Einschra¨nkung des Suchraums fu¨r H dar, hat sich aber als
sehr einfache und effiziente Mo¨glichkeit erwiesen.
Die gerade beschriebene Autopartitionierung la¨ßt auch folgende inkrementelle Strategie zur
Partitionierung zu: Dazu nehmen wir an, daß fu¨r eine Reihe von Fla¨chen schon ein Par-
titionierungsbaum aufgebaut worden ist und eine weitere Fla¨che f eingefu¨gt werden soll.
In jedem Knoten ν des Baumes speichern wir neben der Ebene Hν zwei Listen L
±
ν ab, die
zur Aufnahme der Fla¨chen dienen, die vollsta¨ndig in der Ebene Hν liegen. (Wenn wir ori-
entierte Fla¨chen betrachten, legen wir in L+ die Fla¨chen ab, die die gleiche Orientierung
wie Hν haben, in L
− die anderen.) Das Einfu¨gen einer Fla¨che f startet in der Wurzel des
Baumes. An einem Knoten ν wird anhand der Ebene Hν entschieden, ob f dort abgelegt
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werden kann oder ob f im linken oder/und rechten Teilbaum des Knotens ν eingefu¨gt werden
muß. Der genaue Ablauf zum Aufbau des Partitionierungsbaumes ist in der im folgenden
aufgefu¨hrten Prozedur insert(Node ν, Face f) dokumentiert, das Zeichnen der Szene vom
Blickpunkt p aus geschieht mit der Prozedur render(Node ν, Point p). Beide Prozeduren
werden an der Wurzel des Partitionierungsbaumes gestartet. In dem 2–dimensionalen Bei-
spiel aus Abbildung 5.5 wurden die Fla¨chen in der Reihenfolge f1, f2, . . . , f8 eingefu¨gt. Dabei
mußte sowohl f7 als auch f8 gesplittet werden. In Abbildung 5.6 wurden im zugeho¨rigen
Partitionierungsbaum zusa¨tzliche Bla¨tter erga¨nzt, die die verschiedenen Gebiete der Szene
wiedergeben. Zum Zeichnen der Fla¨chen vom Blickpunkt p1 erha¨lt man die Reihenfolge












8 , (f5), (f1), (f3), f2,
(f+7 ), f
+
8 , f6. Die in Klammern erscheinenden Fla¨chen sind vom Blickpunkt abgewandt.
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Abbildung 5.6: Der zugeho¨rige Partitionierungsbaum
proc insert(Node ν, Face f)
if (f ⊂ Hν) then
if (nν
Tnf > 0) then L
+
ν ← L+ν ∪ {f}
else L−ν ← L−ν ∪ {f} fi;
return
fi;
f− ← f ∩H−ν ;
f+ ← f ∩H+ν ;
if (f− 6= ∅) then
if (ν− = nil) then ν− ← new Node(f−) fi;
insert(ν−, f−)
fi;
if (f+ 6= ∅) then
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proc render(Node ν, Point p)
if (ν = nil) then return fi;
if (p ∈ H+ν ) then
render(ν−,p);








Die Reihenfolge, in der die Fla¨chen eingefu¨gt werden, kann die Gro¨ße des resultierenden
Baumes entscheidend beeinflussen. Bei der Komplexita¨tsbetrachtung nehmen wir an, daß
die Szene aus n Dreiecken besteht. Im schlechtesten Fall verbraucht man soviel Platz wie
zur Speicherung eines Arrangements aus n Ebenen no¨tig wa¨re, also O(n3). Wa¨hlt man eine
zufa¨llige Reihenfolge, so wird man im Mittel mit sehr viel weniger Platz und Zeit auskommen.
In [PY89] wird gezeigt, daß bei dieser probabilistischen Strategie die Gro¨ße der Partitionie-
rung im Mittel bei O(n2) liegt, und zwar unabha¨ngig von der Lage der n Dreiecke.
Daß die Beschra¨nkung auf Autopartitionierungen nicht so kritisch ist, verdeutlicht das Bei-
spiel in Abbildung 5.7, das ebenfalls aus [PY89] stammt. Es zeigt, daß man auch bei Par-
titionierungen, die sich nicht ausschließlich an den Fla¨chen der Szene orientieren, mit ei-
nem Aufwand in der Gro¨ßenordnung von n1.5 rechnen muß. In dem Beispiel sind n = 3k2
Sta¨be entlang der Achsen eines 3–dimensionalen Gitters angeordnet. Dadurch entstehen
k3 = Θ(n1.5) lokale Situationen, in denen sich je drei Sta¨be zyklisch u¨berlappen, was je eine
Zerschneidung erfordert.
Fu¨r die Familie der Stabanordnungen (n = 1, . . . , 20) haben wir die Laufzeit des imple-
mentierten Algorithmus experimentell u¨berpru¨ft. Das Diagramm in Abbildung 5.8 zeigt den
Logarithmus der Laufzeit t, gemessen in Sekunden, aufgetragen gegenu¨ber dem Logarithmus
der Fla¨chenzahl.
Die Zahl f der Fla¨chen der Szenen reichte von 18 bis 7200. Der zu erwartende lineare Zusam-
menhang zwischen log t und log f ist in Abbildung 5.8 gut erkennbar. Fu¨r den funktionalen
Zusammenhang zwischen Laufzeit und Fla¨chenzahl darf somit die Form t(f) = cf d an-
genommen werden. Ermittelt man die Gauß’sche Ausgleichsgerade, so ergibt sich fu¨r den
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Abbildung 5.7: Eine Anordnung von n Sta¨ben, die Θ(n1.5) Partitionierungsschnitte erfordert
Abbildung 5.8: Experimentelle Laufzeitanalyse fu¨r BSP am Beispiel der obigen Stabanord-
nungen
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Exponenten d ein Wert von 1.502, was der unteren Schranke fu¨r dieses Beispiel sehr nahe
kommt.
Dieses Beispiel repra¨sentiert in gewissem Sinne den Worst–Case – zumindest ist keine Familie
von Anordnungen disjunkter Polyeder bekannt, fu¨r die die Gro¨ße jedes Partitionierungsbau-
mes asymptotisch schneller als n1.5 wa¨chst. Fu¨r allgemeinere Szenen wird der Exponent d in
der Regel kleiner sein. Dies besta¨tigt folgende Beispielsituation, die fu¨r die Laufzeitmessun-
gen repra¨sentativen Charakter tra¨gt.
Eine variierende Zahl von Polyedern aus einem Modellgehirn wurde mit Hilfe des Bina-
ry Space Partitioning visualisiert. Die anatomischen Strukturen wurden aus einer Serie 2–
dimensionaler Schnitte eines idealisierten Gehirnatlas rekonstruiert. Durch die Modellierung
wurden circa 50 Polyeder gewonnen, die die verschiedenen Gehirnbereiche approximieren. Die
betrachteten Szenen setzten sich aus bis zu 20000 Dreiecken zusammen (vgl. Abbildung 5.9).
Abbildung 5.9: 3D–Rekonstruktion eines idealisierten Modellgehirns
Bei der experimentellen Laufzeitanalyse ergab sich ein Wert von d = 1.30 fu¨r den Exponen-
ten.
5.3 Interaktive Bewegungsspezifikation
Der Entwerfer der zu montierenden Objekte hat in der Regel eine klare Vorstellung u¨ber
den groben Ablauf der Montage. Eine interaktive Spezifikation der verschiedenen Zwischen-
stadien bei der Montage wird ihm nicht schwer fallen. In den beiden folgenden Abschnitten
beschreiben wir daher kurz die Mo¨glichkeiten des Systems, Positionen, Orientierungen und
dadurch einfache Bewegungen von Ko¨rpern interaktiv zu spezifizieren.
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5.3.1 Position und Orientierung
Die Position eines Ko¨rpers wird durch die x-, y- und z-Werte des Ursprungs seines ko¨rpereige-
nen Koordinatensystems angezeigt. Seine Orientierung wird in Form von zyx–Euler Winkeln
ausgegeben. Diese numerischen Werte und damit auch die Position und die Orientierung des
Ko¨rpers ko¨nnen auf vielfache Weise direkt manipuliert werden.
Abbildung 5.10: Orientierungsspezifikation
1. Per Tastatur ko¨nnen die Werte in den dafu¨r vorgesehenen Eingabefeldern editiert wer-
den.
2. U¨ber zusa¨tzliche Kno¨pfe ko¨nnen die einzelnen Werte bequem schrittweise erho¨ht oder
erniedrigt werden.
3. Im Modus der Dreiseitenansicht stehen fu¨r die Positionsangabe drei gekoppelte Cursor
in der xy-, yz- und der xz-Ebene zur Verfu¨gung (vgl. Abbildung 5.11).
4. Der Trackball ist sowohl zur Positions– als auch zur Orientierungsspezifikation sehr
nu¨tzlich. Da Positions– und Orientierungsa¨nderungen oft bezu¨glich der Weltachsen
oder der ko¨rpereigenen Achsen angegeben werden, sind diese auf dem Trackball hervor-
gehoben (vgl. Abbildung 5.10). Einen Einheitsvektor, den man mittels des Trackballs
festlegt, kann man einerseits als Richtung fu¨r eine Translation des Ko¨rpers interpretie-
ren und andererseits als Rotationsachse, um die das Ko¨rperkoordinatensystem gedreht
werden soll.
5.3.2 Translation und Rotation
Die Mechanismen zur Positions– und Orientierungsspezifikation dienen gleichzeitig zur Fest-
legung einer Bewegung. Eine einfache Positionsa¨nderung ruft eine Translation hervor. Eine
Orientierungsa¨nderung kann man stets als eine Rotation um eine geeignete Achse auffassen.
Diese Achse und ein geeigneter Rotationswinkel lassen sich aus Anfangs– und Endorientie-
rung leicht berechnen (siehe A.3). Um Eindeutigkeit zu erreichen, wird die Rotationsachse
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Abbildung 5.11: Gekoppelte Cursor zur Positionsspezifikation
durch den Ursprung des Ko¨rperkoordinatensystems gelegt, und vom Rotationswinkel wird
angenommen, daß er kleiner als 180◦ ist.
Neben diesen Mo¨glichkeiten, einfache Translationen und Rotationen von Ko¨rpern durch-
zufu¨hren, beno¨tigt man oft Operationen, die es ermo¨glichen, Ko¨rper relativ zueinander aus-
zurichten. Folgende Operationen sind zum Beispiel sehr nu¨tzlich:
1. Bei Polyedern kann man durch zwei Eckpunkte leicht einen Translationsvektor bestim-
men.
2. Durch das Kreuzprodukt zweier Vektoren ist in einfacher Weise die Richtung einer
Rotationsachse definiert, um die man einen Ko¨rper drehen kann, um die eine Richtung
in die andere zu u¨berfu¨hren. Bei Polyedern kann man die Richtungen aus Kanten oder
Fla¨chennormalen erhalten.
5.3.3 Repra¨sentation von Bewegungsabla¨ufen
Bewegungsabla¨ufe werden vom System nicht als wirkliche Bewegungen abgespeichert son-
dern als eine Folge von Momentaufnahmen der Positionen und Orientierungen der einzelnen
Ko¨rper. Jede Aufnahme zeigt eine legale Konfiguration der Ko¨rper, d.h. alle Ko¨rper sind
paarweise disjunkt. Zur Platzersparnis werden bei einem U¨bergang von einem Zeitpunkt
zum na¨chsten jeweils nur die Positionen und Orientierungen der Ko¨rper notiert, deren Lage
sich vera¨ndert hat.
Da ein Schritt eines Bewegungsablaufs nur aus einer Translation oder einer Rotation eines
Ko¨rpers oder einer Gruppe von Ko¨rpern bestehen darf, la¨ßt sich aus zwei aufeinanderfol-
genden Positions– und Orientierungsangaben die durchgefu¨hrte Bewegung der betrachteten
Ko¨rper rekonstruieren. Bei Rotationen wird vorausgesetzt, daß der Rotationswinkel kleiner
als 180◦ ist.
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Bei der Durchfu¨hrung einer Montage kann man sich zuna¨chst Ausgangs– und Endkonfigura-
tion der Montageteile vorgeben und anschließend durch Einfu¨gen von Zwischenstadien den
Montageplan so vervollsta¨ndigen, daß jeder Einzelschritt nur aus einer Translation oder einer
Rotation besteht. Wenn man nach Wegen sucht, um von einer Konfiguration kollisionsfrei
zur na¨chsten zu kommen, kann man die implementierten Heuristiken zur Bewegungsplanung
benutzen.
5.4 Heuristiken zur Bewegungsplanung
Zur Erleichterung der interaktiven Bewegungsspezifikation verfu¨gt das System u¨ber Kompo-
nenten zur automatischen Bewegungsplanung, die in einfachen Situationen anwendbar sind.
Bei der automatischen Generierung eines Bewegungsplanes gibt man Start– und Endkonfi-
guration der beteiligten Ko¨rper vor und klassifiziert alle mo¨glichen Zwischenkonfigurationen
danach, ob sie kollisionsfrei sind oder nicht. Dadurch wird der Konfigurationsraum, des-
sen Dimension der Summe der Freiheitsgrade der bewegten Ko¨rper entspricht, in Freira¨ume
und Konfigurationsraumhindernisse unterteilt. Innerhalb der Freira¨ume versucht man dann,
Start– und Endkonfiguration durch einen Weg zu verbinden. Auf diese Weise ist gewa¨hrlei-
stet, daß der korrespondierende Bewegungsablauf ohne Kollisionen durchfu¨hrbar ist.
Da ein einzelner starrer Ko¨rper bereits 6 Freiheitsgrade besitzt, kann die Dimension des
Konfigurationsraumes sehr hoch werden, wenn man die Bewegungsmo¨glichkeiten der Ko¨rper
nicht einschra¨nkt. Zudem erschweren die rotatorischen Freiheitsgrade eine einfache Repra¨sen-
tation der Konfigurationsraumhindernisse, weil diese im allgemeinen von Fla¨chen ho¨herer
Ordnung begrenzt werden. Deshalb haben wir uns bei der Implementierung der Algorithmen
zur Bewegungsplanung auf Problemstellungen beschra¨nkt, die keine Orientierungsa¨nderun-
gen der bewegten Objekte zulassen.
Konfigurationsraumhindernisse fu¨r translatorisch bewegte Polyeder in einer Hinderniswelt
aus Polyedern sind selbst als polygonal begrenzte Bereiche beschreibbar. Betrachten wir einen
Polyeder P1, der in Gegenwart eines Hindernispolyeders P2 verschoben wird. Der zugeho¨rige
Konfigurationsraum hat Dimension 3 und entha¨lt ein Konfigurationsraumhindernis C12.
C12 = {s | (P1 + s) ∩ P2 6= ∅}
C12 kann man als Minkowski-Differenz P2 ª P1 berechnen:
P2 ª P1 = {p2 − p1 | p2 ∈ P2,p1 ∈ P1}
Die Minkowski-Differenz zweier Polyeder und damit die Konfigurationsraumhindernisse ko¨n-
nen in Zeit O(|P1|3|P2|3 log(|P1||P2|)) berechnet werden, bzw. fu¨r den Spezialfall konvexer
Polyeder in Zeit O(|P1||P2|) (siehe [La91], Kapitel 3). Bereits fu¨r das entsprechende 2–
dimensionale Problem muß man mit einer Komplexita¨t von O(|P1|2|P2|2) zur Repra¨sentation
des kompletten Konfigurationsraumes rechnen.
In den beiden nachfolgenden Abschnitten werden zwei einfache Heuristiken zur Wegesuche
beschrieben, die die Berechnung des gesamten Konfigurationsraumes bewußt vermeiden. Sie
versuchen vielmehr mit partiellem Wissen u¨ber das Aussehen der Konfigurationsraumhinder-
nisse auszukommen: Es wird nur ihr Schnitt mit einer Ebene oder einer Geraden berechnet.
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5.4.1 Bewegungsplanung fu¨r ein Polyeder mit zwei translatori-
schen Freiheitsgraden
In diesem Abschnitt wollen wir die Bewegungsmo¨glichkeiten der Polyeder auf Verschiebungen
beschra¨nken, die sich als Linearkombination von zwei ausgezeichneten Vektoren s1 und s2
beschreiben lassen. Zur Planung einer Bewegung eines einzelnen Polyeders P1 verbleiben uns
also nur zwei Freiheitsgrade. Als Beispiel betrachten wir Abbildung 5.12. Hier soll ein Piano
aus einem Zimmer bewegt werden, indem es auf dem Fußboden verschoben wird und dabei
seine Orientierung beibeha¨lt.
Abbildung 5.12: Bewegungsplanung fu¨r ein Piano in einem Zimmer
Die Konfigurationsraumhindernisse des zugeho¨rigen 2–dimensionalen Konfigurationsraumes
lassen sich als Polygone (mit Lo¨chern) in der x1x2–Ebene darstellen. Das Hindernispolygon
C12, das durch den Polyeder P2 hervorgerufen wird, la¨ßt sich als Schnitt der Minkowski–
Differenz P2 ª P1 mit der Translationsebene Hs1s2 berechnen:
C12 = (P2 ª P1) ∩Hs1s2 mit
Hs1s2 = {x1s1 + x2s2 | x1, x2 ∈ IR}
Das Konfigurationsraumhindernis C12 la¨ßt sich aber auch anders berechnen, ohne die 3–
dimensionale Konstruktion von P2ªP1: Wenn eine Verschiebung s = x1s1+x2s2 den Polyeder
P1 mit P2 in Kontakt bringt, dann gilt:
∃v1 ∈ V1, f2 ∈ F2 : (v1 + s) ∩ f2 6= ∅
∨ ∃f1 ∈ F1, v2 ∈ V2 : (f1 + s) ∩ v2 6= ∅
∨ ∃e1 ∈ E1, e2 ∈ E2 : (e1 + s) ∩ e2 6= ∅
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Abbildung 5.13: 2–dimensionaler Konfigurationsraum fu¨r die Bewegung eines Pianos aus
einem Zimmer mit zugeho¨rigem Sichtbarkeitsgraph
Jede dieser drei Bedingungen induziert im allgemeinen im Konfigurationsraum (x1x2–Ebene)
genau ein Liniensegment, wenn man von konvexen Begrenzungsfla¨chen ausgeht (siehe A.5).
Betrachtet man alle Ecke–Fla¨che und alle Kante–Kante Paare, so erha¨lt man ein Arran-
gement aus O(|P1| |P2|) vielen Liniensegmenten, was uns ein Bild von dem Konfigurations-
raumhindernis C12 vermittelt (siehe Abbildung 5.13, links). Wir gehen davon aus, daß die
Startkonfiguration, die dem Ursprung in der x1x2–Ebene entspricht, kollisionsfrei ist. Wir
ko¨nnen die Zielkonfiguration fu¨r P1 nur dann erreichen, wenn sie in der gleichen Zusammen-
hangskomponente wie die Startkonfiguration liegt. Deshalb genu¨gt es, die Begrenzung der
Zusammenhangskomponente zu berechnen, die den Ursprung entha¨lt. Falls auch die Ziel-
konfiguration in dieser Zusammenhangskomponente liegt, ko¨nnen wir im Anschluß an die
Berechnung des relevanten Teils des Konfigurationsraumes auch einen Weg konstruieren, der
Start– und Zielkonfiguration verbindet. Aufgrund der U¨berschneidungen der Liniensegmente
im Konfigurationsraum wa¨re zu befu¨rchten, daß die Komplexita¨t der Freiraumbegrenzung
quadratisch in der Zahl der Liniensegmente wa¨chst. In [GSS89] wird aber folgender Satz
gezeigt:
Die kombinatorische Komplexita¨t einer Zusammenhangskomponente in einem
Arrangement von n Liniensegmenten istO(nα(n)). Zu einem vorgegebenen Punkt
kann die Zusammenhangskomponente, die diesen Punkt entha¨lt, in Zeit O(nα(n)
log2 n) berechnet werden. (α(n) bezeichnet die inverse Ackermannfunktion.)
Dieser Satz gewa¨hrleistet, daß zur Beschreibung des fu¨r uns relevanten Teils des Konfigura-
tionsfreiraumes nur unwesentlich mehr als O(|P1| |P2|) Platz beno¨tigt wird. Gleichzeitig gibt
er uns einen effizienten Algorithmus zur Berechnung dieses Freiraumes an die Hand.
Wenn wir außer dem Polyeder P2 noch weitere Hindernispolyeder beru¨cksichtigen, erhalten
wir in der x1x2–Ebene eine Menge von Hindernispolygonen (ohne Lo¨cher) und eventuell eine
a¨ußere polygonale Begrenzung. Wir suchen einen Weg vom Ursprung zum Zielpunkt. Schon
Lozano-Pe´rez und Wesley (siehe [LW79]) haben bewiesen, daß der ku¨rzeste Weg auf den Kan-
ten des Sichtbarkeitsgraphen verla¨uft. Der Sichtbarkeitsgraph (siehe Abbildung 5.13, rechts)
fu¨r n Liniensegmente la¨ßt sich laut [Ed87] in Zeit O(n2) berechnen. n entspricht hier der
Komplexita¨t der relevanten Zusammenhangskomponente des Konfigurationsraumes. Diese
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kann ho¨chstens O(|P1| |P2|α(|P1| |P2|)) betragen, wenn wir mit P die Menge aller Hinder-
nispolyeder bezeichnen. Abschließend muß nur noch ein ku¨rzester Weg auf diesem Graphen
bestimmt werden. Die Gesamtlaufzeit ist somit durch O(|P1|2 |P |2α2(|P1| |P |)) beschra¨nkt.
Details zur Implementierung findet man in [ES93].
Bemerkung:
Als Alternative zur Wegesuche bietet sich die Methode von [OY82] an, die das Voronoi–
Diagramm der Polygonmenge benutzt, um Start– und Zielpunkt miteinander zu verbinden.
Das Voronoi–Diagramm fu¨r eine Menge von Polygonen, bestehend aus n Liniensegmenten,
kann in der Zeit O(n logn) berechnet werden (siehe [Fo86]). Die Motivation fu¨r die Benutzung
von Voronoi–Diagrammen zur Wegesuche liegt darin, mo¨glichst große Sicherheitsabsta¨nde zu
den Hindernissen zu wahren und weniger darin, einen mo¨glichst kurzen Weg zu bestimmen.
Durch die Verwendung von Voronoi–Diagrammen ließe sich die Gesamtlaufzeit des oben
skizzierten Algorithmus auf O(|P1| |P | log(|P1| |P2|)α(|P1| |P |)) senken.
5.4.2 Bewegung eines Polyeders im Raum bei fester Orientierung
Im Gegensatz zum vorherigen Abschnitt lassen wir nun alle drei translatorischen Freiheits-
grade fu¨r die Bewegung des Polyeders P1 zu. Zur Bewegungsplanung benutzen wir allerdings
nur eine sehr einfache Heuristik, die auch von [Sch92] verwendet wurde. Diese Heuristik ist
zwar nicht in der Lage, immer einen Weg zu konstruieren, wenn ein solcher existiert, oder
zu entscheiden, daß es keine Lo¨sung gibt, aber sie liefert fu¨r viele praktische Beispiele sehr
schnell akzeptable Wege. Anhand von Abbildung 5.14 erla¨utern wir kurz diese Methode der















Abbildung 5.14: Eine einfache Strategie zur Navigation im Konfigurationsraum
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Gesucht sei ein Weg von der Startkonfiguration cS zur Endkonfiguration cE . Die geradlinige
Verbindung zwischen cS und cE im Konfigurationsraum wa¨re der einfachste Weg, aber die-
ser ist nicht zula¨ssig, weil Konfigurationsraumhindernisse gekreuzt werden. Die Strecke cScE
zerfa¨llt in erlaubte (cSc0, c2cE) und verbotene Streckenabschnitte (c0c2). Um das erste Hin-
dernis auf cScE zu umgehen, sollte man seitlich dazu ausweichen. Zu diesem Zweck errichtet
man auf dem ersten verbotenen Streckenabschnitt die Mittelsenkrechte und sucht auf ihr
ebenfalls die erlaubten (c3c5, c6c8, c9c11) und verbotenen (c5c6, c8c9) Bereiche. Als mo¨gliche
Umwegpunkte c′ bestimmt man die Mittelpunkte (c4, c7, c10) der erlaubten Bereiche auf
der Mittelsenkrechten. Anschließend versucht man in rekursiver Weise, Wege von cS nach
c′ und von c′ nach cE zu konstruieren. Wenn man als Zwischenkonfiguration c′ = c4 wa¨hlt,
hat man bereits einen kollisionsfreien Weg gefunden, denn die Strecken cSc
′ und c′cE werden
von keinem Hindernis geschnitten. Entscheidet man sich allerdings fu¨r c′ = c7, so gera¨t das
Suchverfahren in eine ausweglose Situation, weil c′ in einer anderen Zusammenhangskompo-
nente liegt als Start– und Endkonfiguration. Fa¨llt die Wahl auf c′ = c10, so ist man insofern
einer Lo¨sung na¨her gekommen, als daß man “nur noch” einen Weg von cS zu c
′ finden muß,
denn die Strecke c′cE ist kollisionsfrei.
Wie im Beispiel hat man auf jeder Rekursionsstufe im allgemeinen mehrere Zwischenkonfi-
gurationen zur Auswahl. Um sich nicht von vorneherein auf eine Wahl zu fixieren, kann man
mittels Backtracking alle Kombinationen bis zu einer vorgegebenen Rekursionstiefe durch-
mustern. Die Reihenfolge, in der Umwegpunkte durchprobiert werden, kann man von ihrem
Abstand zur Gerade zwischen momentanem Start– und Endpunkt abha¨ngig machen. Wa¨hlt
man zuerst die Umwegpunkte, die die kleinste seitliche Abweichung aufweisen, so tendiert
das Verfahren zwar zu einer zielgerichteten Wegesuche, aber in vielen Fa¨llen lassen sich die
gefundenen Wege noch weiter verku¨rzen. Ein gefundener Weg besteht aus einer Folge von
geradlinig verbundenen Konfigurationen. Eine nachtra¨gliche Optimierung kann versuchen,
u¨berflu¨ssige Zwischenkonfigurationen zu entfernen. Dazu muß man – wie im Algorithmus
selbst – nur die Kollisionsfreiheit von einfachen Strecken testen.
Abbildung 5.15: Heuristische Wegeplanung fu¨r Ko¨rper mit drei translatorischen Freiheits-
graden und anschließender Optimierung des gefundenen Weges
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Abbildung 5.15 zeigt ein einfaches Bewegungsplanungsproblem mit drei translatorischen Frei-
heitsgraden, dessen Lo¨sungsweg mit Hilfe der eben skizzierten Heuristik gefunden und an-
schließend verku¨rzt wurde. Zur U¨bertragung der geschilderten Heuristik in ho¨herdimensio-
nale Konfigurationsra¨ume berechnet man ebenfalls den ersten verbotenen Streckenabschnitt
c0c2 auf der Verbindungsstrecke zwischen Start– und Endkonfiguration. c1 sei der Mittelpunkt
der Strecke c0c2. In Analogie zum 2–dimensionalen Fall sucht man erlaubte Umwegkonfigu-
rationen auf der Hyperebene H = {x | (c2 − c0)T (x − c1) = 0}, die im 2–dimensionalen
der Mittelsenkrechten entspricht. Dazu berechnet man aber nicht den kompletten Schnitt
des Konfigurationsraumes mit H , sondern nur mit Geraden durch c1, die in H verlaufen.
Die Richtung dieser Geraden bestimmt man zufa¨llig. Ansonsten kann man genau wie im
2–dimensionalen Fall verfahren.
Zur Realisierung dieser heuristischen Wegesuche beno¨tigt man also nur eine Komponente, die
den Schnitt einer Geraden im Konfigurationsraum mit den Konfigurationsraumhindernissen
berechnen kann. Fu¨r den Fall eines translatorisch bewegten Polyeders in einer Hindernis-
welt aus Polyedern gestaltet sich die Berechnung der erlaubten und verbotenen Abschnitte
auf einer Geraden im Konfigurationsraum besonders einfach, denn wir ko¨nnen sie auf die
elementaren Kollisionsberechnungen aus Abschnitt 2.1 zuru¨ckfu¨hren:
Betrachten wir zwei disjunkte Polyeder P1 und P2 und eine beliebige, aber feste Translati-
onsrichtung s. Gesucht ist
T = {t ∈ [t1, t2] | (P1 + t s) ∩ P2 6= ∅}.
Zur Berechnung von T gehen wir in drei Schritten vor:
1. Berechne T1 = {t ∈ [t1, t2] | (∂P1 + t s) ∩ ∂P2 6= ∅}.
2. Fu¨r einen beliebigen Punkt p1 ∈ P1 berechne T2 = {t ∈ [t1, t2] |p1 + t s ∈ P2}.
3. Vereinige die Kollisionsintervalle T1 und T2 zu T = T1 ∪ T2.
Im ersten Schritt berechnen wir alle Zeitpunkte T1, zu denen ein Schnitt der Begrenzungs-
fla¨chen vorliegt. Damit erfassen wir aber noch nicht die Zeitpunkte T ′, zu denen der bewegte
Polyeder P1 vollsta¨ndig in dem Hindernis P2 enthalten ist. Im zweiten Schritt bestimmen
wir eine Obermenge fu¨r T ′ ⊆ T2 ⊆ T , indem wir die Menge aller Zeitpunkte T2 berechnen,
zu denen ein Referenzpunkt von P1 sich im Inneren von P2 befindet. Anschließend brauchen
wir nur noch die Vereinigung von T1 und T2 zu bestimmen.
Zu 1:
∂P1 ∩ ∂P2 6= ∅ ⇐⇒ ∃f1 ∈ F1, f2 ∈ F2 : f1 ∩ f2 6= ∅
Wenn f1 und f2 konvexe Fla¨chen sind, ist {t | (f1 + t s) ∩ f2 6= ∅} ein Intervall: [tmin(f1, f2),
tmax(f1, f2)]





















[tmin(f1, f2), tmax(f1, f2)]
Zu 2:
Den Schnitt der Gerade p1 + t s mit dem Polyeder P2 erha¨lt man am einfachsten durch






Bei der Berechnung von T = T1 ∪ T2 entstehen in Schritt 1 ho¨chstens |F1| |F2| viele Inter-
valle und in Schritt 2 ho¨chstens |F2|. Die Darstellung ihrer Vereinigung in Form disjunkter
Intervalle kann in der Zeit O(|F1| |F2| log(|F1| |F2|)) mittels Sortieren berechnet werden.
Eine Implementierung des Algorithmus ([Ch93]) hat gezeigt, daß sich die Techniken zur
effizienten Kollisionserkennung hier sehr gut einsetzen lassen, so daß der Algorithmus zur
Wegeplanung davon in erheblichem Maße profitiert.
5.5 Robotersimulation
Bei Montagevorga¨ngen spielt nicht nur die Geometrie der Montageteile eine Rolle sondern
auch die der Montagewerkzeuge. Zu den komplexeren Werkzeugen sind alle Arten von Robo-
tern zu za¨hlen. Montagepla¨ne in Form von Roboterprogrammen bedu¨rfen einer eingehenden
Kontrolle, denn auch nur die kleinste ungewollte Kollision eines Roboters mit seiner Umge-
bung kann große Scha¨den verursachen. Ein zentraler Punkt bei der Simulation von Roboter-
bewegungen wird daher stets die Verifikation der Kollisionsfreiheit des Bewegungsablaufes
sein.
5.5.1 Kinematik
Im Abschnitt 4.3 haben wir uns bereits mit der Kinematik von Robotern bescha¨ftigt, soweit
dies fu¨r das Versta¨ndnis der Algorithmen zur Kollisionserkennung notwendig war. Mo¨chte
man auch dynamische Aspekte beru¨cksichtigen, so mu¨ssen auch Massen und Tra¨gheitsmo-
mente der Glieder bekannt sein, um die notwendigen Kra¨fte und Drehmomente zu berechnen.
Wir konzentrieren uns hier aber auf das kinematische Verhalten des Roboters. Fu¨r die Kine-
matik spielen die Gelenktypen und die Lage der Gelenkachsen, die sich allein mit Hilfe der
Denavit–Hartenberg–Parameter charakterisieren lassen, die entscheidende Rolle. Hinsichtlich
der Wechselwirkung des Roboters mit seiner Umgebung interessieren wir uns hauptsa¨chlich
fu¨r die Erkennung von Kollisionen der Glieder untereinander bzw. mit ihrer Umgebung. Dazu
ist eine genaue geometrische Modellierung der Form der Glieder des Roboters erforderlich.
Deshalb benutzen wir zur Spezifikation eines Roboters, der aus einer offenen kinematischen
Kette besteht, neben einer Tabelle der Denavit–Hartenberg–Parameter auch eine mo¨glichst
genaue geometrische Repra¨sentation der einzelnen Glieder. Bei Kenntnis des jeweiligen Ge-
lenktyps (translatorisch oder rotatorisch) und der aktuellen Belegung der freien Parameter
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κi (= di oder = ϕi) lassen sich durch Aufmultiplizieren der Transformationsmatrizen Ti(κi)
Position und Orientierung jedes Gliedes und damit auch des Endeffektors berechnen (siehe
Gleichung (4.6)). Diesen Prozeß nennt man Vorwa¨rtstransformation:
(κ1, . . . , κn) 7→ (o,R)
n = Zahl der Gelenke
o = Position des Endeffektors
R = Orientierung des Endeffektors
Um den Endeffektor in eine bestimmte Position o und Orientierung R zu bringen, kann
es durchaus mehrere n–Tupel (κ1, . . . , κn) als Urbild geben, sofern u¨berhaupt eine Lo¨sung
existiert. In Abbildung 5.16 sehen wir einen Roboter mit drei rotatorischen und einem trans-
latorischen Gelenk in zwei unterschiedlichen Konfigurationen aber gleicher Position und Ori-
entierung des Endeffektors.
Abbildung 5.16: 4–Gelenk–Roboter in unterschiedlichen Konfigurationen mit gleicher Posi-
tion und Orientierung des Endeffektors
Im Gegensatz zur Vorwa¨rtstransformation ist die Ru¨ckwa¨rtstransformation nicht eindeutig
bestimmt (siehe [Cr89], Kapitel 4!). Wenn sich, wie in Abbildung 4.4 (oder auch Abbil-
dung 5.16), drei aufeinanderfolgende Gelenkachsen (e3
(3), e3
(4), e3
(5)) schneiden, gibt es fu¨r
n ≤ 6 eine geschlossene Formel zur Berechnung aller Konfigurationen (κ1, . . . , κn), die zu
der gewu¨nschten Position o und der Orientierung R fu¨hrt (siehe [PR69]). Wir beschra¨nken
uns auf diese Form von Robotern, weil unter allgemeineren Voraussetzungen nur iterative,
numerische Lo¨sungen fu¨r die inverse Transformation existieren. In der vorliegenden Imple-
mentierung benutzt [Si93] ausschließlich algebraische Methoden zur Herleitung der inversen




Um einen n–Gelenkroboter von einer Startkonfiguration κ(t0) in eine Zielkonfiguration κ(t1)
zu bewegen, hat man viele Freiheiten bei der Wahl von κ(t) = (κ1(t), . . . , κn(t)). κi(t) be-
schreibt die zeitliche Entwicklung des i–ten Gelenkparameters. Die einfachste Methode zur
Generierung einer Bewegung der Glieder von der Start– in die Zielkonfiguration besteht darin,
die Gelenkparameter κi(t) mittels linearer Interpolation zu bestimmen. Man kann die ein-
zelnen Gelenkparameter κi fu¨r i = 1, . . . , n hintereinander oder auch gleichzeitig vera¨ndern.
Man kann dazu fu¨r alle κi’s eine einheitliche Geschwindigkeit wa¨hlen oder die Geschwindig-
keiten so koordinieren, daß alle Gelenke zum Zeitpunkt t1 gleichzeitig ihr Ziel erreichen. Aus
Gru¨nden der Einfachheit beschra¨nken wir uns bei der Punkt–zu–Punkt Bewegung auf die ge-
nannten Formen von Geschwindigkeitsprofilen, obwohl dies zu unstetigen Geschwindigkeits–
und Beschleunigungsverla¨ufen fu¨r κi(t) fu¨hrt, die in der Praxis (siehe [Cr89], Kapitel 7!)
unerwu¨nscht sind.
Die oben diskutierten Bewegungsschemata haben gemeinsam, daß sie im Konfigurationsraum
der Gelenkparameter einen stu¨ckweise linearen Weg beschreiben. Die zugeho¨rige Bahnkur-
ve des Endeffektors im kartesischen Raum ist im allgemeinen sehr viel komplizierter, so
daß man zum Beispiel im Rahmen der Kollisionsberechnungen auf Approximationen zuru¨ck-
greifen muß. Die stu¨ckweise Linearita¨t der Bahnkurve im Konfigurationsraum garantiert
aber (siehe Abschnitt 4.3.2) eine einfache Abscha¨tzung der Gu¨te der Approximation. Oft
mo¨chte man den Endeffektor aber auf einer geradlinigen Bahn fu¨hren und seine Orientie-
rung wa¨hrenddessen konstant halten. Eine solche kartesische Bewegung la¨ßt sich dadurch
approximieren, daß man in genu¨gend dichten Absta¨nden Zwischenpunkte auf der geradlini-
gen Verbindung zwischen Start– und Zielpunkt generiert und diese Zwischenkonfigurationen
in dem Punkt–zu–Punkt Bewegungsmodus ansteuert. Dazu muß man fu¨r jeden Zwischen-
punkt die inverse Transformation berechnen, um im Raum der Gelenkparameter eine der
beschriebenen Interpolationsmethoden benutzen zu ko¨nnen. Probleme ergeben sich dadurch,
daß eine stetige Bewegung im kartesischen Raum nicht notwendigerweise ein stetiges Urbild
im Raum der Gelenkparameter besitzt. Die Ru¨ckwa¨rtstransformation liefert uns fu¨r jede
Zwischenkonfiguration eventuell keine oder mehrere Lo¨sungen, die man soweit mo¨glich zu
einem Weg kombinieren muß, der die gewu¨nschte kartesische Bewegung approximiert (siehe
[Si93]). In Abbildung 5.17 und 5.18 sind die Trajektorien fu¨r zwei interaktiv erstellte Bewe-
gungsabla¨ufe skizziert. Sie setzen sich aus den verschiedensten Bewegungstypen zusammen.
Sie enthalten Punkt–zu–Punkt Bewegungen, bei denen die Gelenkparameter aufeinander-
folgend oder gleichzeitig variiert werden, und geradlinige Bewegungen des Endeffektors, bei
denen seine Orientierung unvera¨ndert bleibt.
5.5.3 Roboterprogrammierung
Zur komfortablen Erstellung von Roboterprogrammen besteht sowohl die Mo¨glichkeit zur
textuellen als auch zur graphischen Programmierung. Um bereits bei der Spezifikation einer
Aktion Kollisionskontrollen durchfu¨hren zu ko¨nnen, bietet sich eine interaktive Vorgehens-
weise an. Die nachfolgenden Abbildungen 5.18-5.20 zeigen die verschiedenen Bestandteile
der graphischen Oberfla¨che zur Programmierung von Bewegungsabla¨ufen bei Robotern.
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Abbildung 5.17: Trajektorien der Greifpunkte zweier Roboter wa¨hrend eines Bewegungsab-
laufs
Abbildung 5.18: Oberfla¨che zur interaktiven graphischen Roboterprogrammierung
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Abbildung 5.19: Spezifikation der Gelenkparameter
Abbildung 5.20: Spezifikation der Orientierung des Endeffektors fu¨r eine Ru¨ckwa¨rtstransfor-
mation und Auswahl einer errechneten Gelenkwinkel–Konfiguration
5.5 Robotersimulation 119
Zur eigentlichen Steuerung aller Aktionen eines oder mehrerer Roboter dient das Kontroll-
menu¨ in Abbildung 5.19 (links). Hier kann der Typ einer Aktion (Vorwa¨rts– oder Ru¨ckwa¨rt-
stransformation, Greifen und Loslassen von Objekten) bestimmt werden. Außerdem beste-
hen die Optionen, den (approximierten) Arbeitsraum des Roboters, die Koordinatensysteme
der Glieder und die zuru¨ckgelegten Bahnkurven des Endeffektors zu visualisieren. Um die
Form von Trajektorien zu beeinflussen, kann man bei der Punkt–zu–Punkt Bewegung die
verschiedenen Interpolationsmethoden auswa¨hlen oder sich fu¨r eine geradlinige kartesische
Bewegung entscheiden. Desweiteren la¨ßt sich die Geschwindigkeit einer Bewegung u¨ber einen
Schieberegler steuern.
Die Gelenkparameter fu¨r eine Vorwa¨rtstransformation lassen sich unter Beru¨cksichtigung
der fu¨r die einzelnen Gelenke gu¨ltigen Unter– und Obergrenzen ebenfalls u¨ber Schiebereg-
ler einstellen (vgl. Abbildung 5.19, rechts). Zur Eingabe von Position und Orientierung des
Endeffektors ko¨nnen die gekoppelten Cursor im Hauptfenster (siehe Abbildung 5.18) und
der Trackball benutzt werden, so daß jederzeit eine numerische und graphische Spezifika-
tion aller Werte mo¨glich ist. Außerdem ist eine Darstellung des Endeffektorkoordinatensy-
stems in Bezug zum Weltkoordinatensystem (siehe Abbildung 5.20, links) vorgesehen. Durch
Auswahl einer Achse dieser beiden Koordinatensysteme la¨ßt sich der Endeffektor um diese
Achse drehen. Diese Mo¨glichkeit bietet eine sehr intuitive Orientierungsspezifikation. Nach
der Vorgabe seiner Position und Orientierung ko¨nnen alle Gelenkparameter–Konfigurationen
durch Ru¨ckwa¨rtstransformation bestimmt werden. Da dabei Mehrfachlo¨sungen auftauchen
ko¨nnen, hat man nach einer Ru¨ckwa¨rtstransformation die Mo¨glichkeit, zwischen bestimmten
Konfigurationen zu wa¨hlen. Die Zielkonfiguration, die von der aktuellen Konfiguration mit
geringstem Aufwand erreichbar ist, wird besonders markiert (vgl. Abbildung 5.20, rechts).
In Szenen mit mehreren kooperierenden Robotern ko¨nnen auch gleichzeitig ablaufende Ak-
tionen definiert werden, die von unterschiedlichen Robotern ausgefu¨hrt werden sollen (siehe
Abbildung 5.21). Diese Mo¨glichkeit der Spezifikation paralleler Roboterprogramme ist fu¨r
praxisorientierte Anwendungen unerla¨ßlich, erschwert aber die Kollisionserkennung betra¨cht-
lich.
5.5.4 Kollisionserkennung
Bewegt sich nur ein einzelner Roboter und gibt der Bewegungsmodus an, daß die Gelenke
nacheinander bewegt werden sollen, so ko¨nnen wir die Kollisionsberechnungen fu¨r einfa-
che Translationen und Rotationen einsetzen. Sobald mehrere Gelenke oder mehrere Roboter
gleichzeitig bewegt werden, beschreiben die Glieder komplexere Bewegungen, die sich aus
einer U¨berlagerung von einzelnen Translationen und Rotationen ergeben. In diesem Fall be-
nutzen wir die Algorithmen aus Abschnitt 4.2 zur Kollisionserkennung. Diese ko¨nnen den
exakten Zeitpunkt einer Kollision zwar nur approximieren, aber sie sind in der Lage, die
Kollisionsfreiheit eines Bewegungsablaufs schnell zu verifizieren, wenn die bewegten Objek-
te sich nicht zu nahe kommen. Dies ist ohnehin nur in den seltensten Fa¨llen erwu¨nscht.
Zum Beispiel beim Greifen, Ablegen und Einpassen von Objekten. In diesen besonderen
Situationen werden die Objekte, zwischen denen kritische Absta¨nde herrschen, meistens in
sehr einfacher Weise bewegt, so daß ihre Bewegung entweder als eine reine Translation oder
Rotation beschreibbar ist.
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Damit die Detailfu¨lle komplizierter Formen fu¨r Roboterglieder und Hindernisse die Laufzeit
der Kollisionsalgorithmen nicht unno¨tig beeintra¨chtigt, arbeiten alle Kollisionsalgorithmen
nach einem hierarchischen Prinzip. Alle Polyeder, ob sie die Glieder eines Roboters model-
lieren oder sonstige Ko¨rper, werden in mo¨glichst kleine Kugeln und Quader eingeschlossen
(siehe Abschnitt 4.1 und Abbildung 5.16). Die Kollisionserkennung basiert auf Abstandsbe-
stimmungen oder auf der expliziten Berechnung von Kollisionszeitpunkten. In beiden Fa¨llen
fu¨hren wir die entsprechenden Berechnungen immer zuerst fu¨r die Hu¨llkugeln durch. Nur
wenn dadurch die Kollision zweier Ko¨rper nicht ausgeschlossen werden kann, wiederholen
wir die Berechnungen fu¨r die Hu¨llquader. Wenn selbst das nicht das gewu¨nschte Ergebnis
liefert, rechnen wir mit dem genauen Polyedermodell.
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Abbildung 5.21: Zwei kooperierende Roboter bei der parallelen Ausfu¨hrung eines interaktiv
erstellten Roboterprogramms
Ausblick
Bei allen Berechnungen in dieser Arbeit wurde implizit angenommen, daß eine exakte re-
elle Arithmetik zur Verfu¨gung steht. Bei der Implementierung mußte jedoch der Umstand
beru¨cksichtigt werden, daß durch die Verwendung der Fließkomma–Arithmetik Rundungs-
fehler zu Inkonsistenzen in den Berechnungen fu¨hren ko¨nnen. Eine kritische Situation fu¨r die
Algorithmen zur Kollisionserkennung liegt zum Beispiel dann vor, wenn Objekte sich quasi
unter Beru¨hrung aneinander vorbeibewegen. Die ausfu¨hrliche Behandlung solcher entarteter
Fa¨lle ist fu¨r die Robustheit der Algorithmen ausschlaggebend. Die jetzige Implementierung
basiert auf dem Konzept der “Epsilon–Umgebungen”, d.h. zwei Punkte werden als identisch
angesehen, wenn ihr Abstand kleiner als eine festgelegte Toleranz ist.
Wenn wir Objekte durch Polyeder und Bewegungen durch Translationen und Rotationen
modellieren, ko¨nnte man dem Problem der Rundungsfehler vollsta¨ndig aus dem Weg gehen,
indem man alle Operationen symbolisch mit Hilfe eines Algebrasystems durchfu¨hrt. Dazu
wu¨rde man annehmen, daß sich die Koordinaten der Polyedereckpunkte als rationale (alge-
braische) Zahlen beschreiben lassen. Auf dieser Basis ließen sich alle elementaren Kollisions-
tests exakt realisieren. Der entscheidende Nachteil wa¨re jedoch ein starker Effizienzverlust.
Statt dessen ko¨nnte man zu vorgegebener Pra¨zision der Eingabedaten jede einzelne Operati-
on in Hinblick auf die fu¨r exakte Berechnungen erforderliche Rechengenauigkeit analysieren
und einfach mit entsprechend erho¨hter Stellenzahl rechnen. Dabei ko¨nnte man zur Beschleu-
nigung die Tatsache ausnutzen, daß fu¨r viele Eingabewerte die meisten zu berechnenden
Pra¨dikate auch mit stark verminderter Genauigkeit entscheidbar wa¨ren.
In Abschnitt 3.3 wird ein subquadratischer Algorithmus zur Berechnung des Kollisionszeit-
punktes zwischen einem translatorisch bewegten und einem stationa¨ren Polyeder vorgestellt.
Dieses Resulat liefert jedoch fu¨r die Praxis keinen brauchbaren Algorithmus zur Lo¨sung der
Problemstellung. Deshalb sollte das na¨chste Ziel die Entwicklung eines praktikableren Al-
gorithmus sein. Von besonderem theoretischen Interesse wa¨re die Kla¨rung der Frage, ob ein
subquadratischer Kollisionstest auch dann existiert, wenn das bewegte Polyeder anstelle ei-
ner Translation eine Rotation um eine feste Achse ausfu¨hrt. Ein solcher Algorithmus ist zur
Zeit selbst fu¨r konvexe Polyeder nicht bekannt.
In Abschnitt 5.4.2 wird eine Heuristik zur Bewegungsplanung vorgeschlagen, die auf den
Algorithmen zur effizienten Kollisionserkennung basiert. Die vorliegende Implementierung
erlaubt aber nur die Planung einer Bewegung mit konstanter Orientierung. Die Einbeziehung
rotatorischer Freiheitsgrade stellt fu¨r diese Vorgehensweise kein prinzipielles Problem dar,
zumal die entsprechenden Algorithmen zur Kollisionserkennung vorhanden sind.
Unser System zur interaktiven Montageplanung und –simulation tra¨gt dazu bei, bereits
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wa¨hrend der ersten Schritte der Produktionsplanung die grundsa¨tzliche Durchfu¨hrbarkeit
einer Montage zu pru¨fen und den dafu¨r beno¨tigten Aufwand zu beurteilen. Der Entwick-
lungsingenieur kann in Interaktion mit dem System einen schematischer Ablauf fu¨r die Mon-
tage erstellen und anschließend den Einsatz geeigneter Montagevorrichtungen und Roboter
planen. Dazu muß er Plazierungsfragen kla¨ren, Erreichbarkeitsstudien durchfu¨hren und Kol-
lisionsgefahren erkennen. Um diesen Anforderungen gerecht zu werden und gleichzeitig eine
effiziente interaktive Arbeitsweise mit dem System zu gewa¨hrleisten, mu¨ssen Objekte und
Bewegungen in idealisierter Weise modelliert werden. Wir betrachten Objekte als starre, mas-
selose, polyederfo¨rmige Ko¨rper, die als Roboter auch gelenkig verbunden sein ko¨nnen. Die
geometrische Form der Objekte und ihr kinematisches Verhalten genu¨gen zwar zur Kla¨rung
der grundsa¨tzlichen Fragen bei der Montageplanung, aber daru¨ber hinaus ko¨nnen auch dy-
namische Aspekte von Bedeutung sein, die gegenwa¨rtig nicht von unserem Modell erfaßt
werden.
Wu¨nschenswert wa¨re eine Montagesimulation unter Beru¨cksichtigung aller wirkenden Kra¨fte
und Drehmomente. Dazu mu¨ssen als weitere Modellparameter zumindest die Massen und
Tra¨gheitsmomente der verschiedenen Ko¨rper bekannt sein. Eine Simulation des dynamischen
Verhaltens eines mechanischen Systems erfordert die Lo¨sung von Differentialgleichungssyste-
men, um die Bewegung der einzelnen Ko¨rper vorhersagen zu ko¨nnen. Hier ko¨nnen effizien-
te Kollisionstests nu¨tzliche Dienste leisten, denn jede auftretende Kollision zwischen zwei
Ko¨rpern vera¨ndert das Systemverhalten nachhaltig.
Ein weiterer Schritt in Richtung einer Verallgemeinerung des Modells besta¨nde darin, nicht
nur starre Ko¨rper zu betrachten, sondern auch Deformationen von Ko¨rpern zu erlauben.
Dadurch ließe sich ein noch ho¨heres Maß an Realita¨tstreue erreichen. Man muß sich aber





Gegeben seien ein Weltkoordinatensystem E = (e0, e1, e2, e3) und ein weiteres Koordinaten-
system E ′ = (e0′, e1′, e2′, e3′), das bezu¨glich E beschrieben ist. e0′ bezeichne den Ursprung
von E ′, e1′, e2′ und e3′ die Basisvektoren. Die Weltkoordinaten des Punktes x ha¨ngen mit














′, e2′, e3′] · x′ + e0′
x′ = [e1′, e2′, e3′]−1 · (x− e0′) (A.1)
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A.2 Rechenregeln fu¨r Vektor–Matrixoperationen
Seien α, β, γ ∈ IR und a,b, c,d ∈ IR3 und Q ∈ IR3×3.
Die Kramer’sche Regel zur Lo¨sung von 3× 3 Gleichungssystemen lautet:











Doppelte Vektorprodukte lassen sich wie folgt entwickeln:
a× (b× c) = (aTc)b− (aTb)c (A.3)
Mit der Lagrangeschen Identita¨t bezeichnet man die Gleichung
(a× b)T (c× d) = (aTc)(bTd)− (aTd)(bTc). (A.4)
Zwei weitere nu¨tzliche Regeln sind
(Qa)× (Qb) = adj(QT )(a× b), (A.5)
Q(a× (QTb)) = (adj(QT )a)× b. (A.6)
A.3 Beschreibung von Rotationen
Bezeichnet r mit |r| = 1 eine Rotationsachse durch den Ursprung und t den Rotationswinkel,
gemessen im Gegenuhrzeigersinn, dann erha¨lt man den Punkt x, der durch Rotation des
Punktes p hervorgeht, wie folgt:
x = (rTp)r + cos t r× (p× r) + sin t r× p
= (1− cos t)(rTp) r + cos t p + sin t r× p (A.7)
In Matrixschreibweise ergibt sich: x = R(r, t) p mit
R(r, t) = (1− cos t) rrT + cos t I + sin t
 0 −r3 r2r3 0 −r1
−r2 r1 0
 . (A.8)
Fu¨r die Matrix R = R(r, t) gilt:
R−1 = RT , det(R) = 1 und R r = r (A.9)
R ist also eine orthonormale Matrix mit Determinante 1. Sie besitzt einen Eigenwert 1 und
r ist ein zugeho¨riger Eigenvektor. Aus Gleichung (A.8) folgt fu¨r p,q ∈ IR3:
r×Rp = cos t r× p + sin t r× (r× p)
qTRp = qT rrTp + cos t (qTp− qT rrTp) + sin t rT (p× q) (A.10)
Starten wir nun umgekehrt mit einer beliebigen Matrix R, die die Bedingungen in (A.9)
erfu¨llt, so ko¨nnen wir uns fragen, ob R ∈ IR3×3 als eine Abbildung im IR3 interpretiert
werden kann, die einer Rotation um eine Achse entspricht. Die Antwort gibt ein Satz von
Euler:






Abbildung A.2: Rotation eines Punktes p um eine Achse r
Den U¨bergang eines starren Ko¨rpers von einer Orientierung in eine andere kann
man als eine Rotation um eine geeignete Achse beschreiben.
Um diesen Zusammenhang zu verstehen, berechnen wir zuna¨chst das charakteristische Po-
lynom von R. Allgemein gilt fu¨r 3× 3–Matrizen:
χR(λ) = det(R− λI) = −λ3 + trace(R)λ2 − trace(adj(R))λ+ det(R)
Da in unserem Fall adj(R) = RT , gilt
χR(λ) = −λ3 + trace(R)λ2 − trace(R)λ+ 1
= −(λ− 1)(λ2 − (trace(R)− 1)λ+ 1)
Das zeigt uns nicht nur, daß 1 ein Eigenwert ist, sondern auch, daß der Spur trace(R)
eine besondere Bedeutung zukommt. Um dies noch deutlicher zu sehen, fu¨hren wir eine
Koordinatentransformation durch. Als einen neuen Basisvektor wa¨hlen wir einen normierten
Eigenvektor zum Eigenwert 1, den wir r nennen, und erga¨nzen ihn durch u und v zu einem
Orthonormalsystem: rTu = 0 und v = r × u. In diesem neuen System stellt sich die durch












Dies gilt, weil Rr = r und uTRv = −vTRu und vTRv = (r× u)TR(r× u) = (r× u)T (r×
Ru) = uTRu. Außerdem gilt wegen des Determinantenmultiplikationssatzes:
det(R) = det(R′) = (uTRu)2 + (vTRu)2 = 1.
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Deshalb du¨rfen wir cos t := uTRu und sin t := vTRu setzen. Es folgt:
R′ =
 cos t − sin t 0sin t cos t 0
0 0 1

Dies la¨ßt uns nun erkennen, daß R′ und somit R eine Abbildung darstellt, die einer Rotation
um die Achse r um einen Winkel t entspricht. Da die Spur trace(R) als einer der Koeffizienten
des charakteristischen Polynoms χR(λ) eine Invariante unter Basiswechseln darstellt, ko¨nnen
wir den Winkel t aus R leicht berechnen:
trace(R) = trace(R′) = 2 cos t+ 1 (A.11)
Der Eigenvektor r zum Eigenwert 1 gibt die Rotationsachse an. Letztlich haben wir also
gezeigt, daß sich jede Matrix R ∈ IR3×3, die (A.9) erfu¨llt, in der Form (A.8) darstellen la¨ßt.




(R32 −R23, R13 − R31, R21 −R12)T (A.12)
Die Lage eines starren Ko¨rpers la¨ßt sich durch einen Positionsvektor im IR3 und durch eine
Orientierungsangabe in Form einer orthonormalen Matrix IR3×3 spezifizieren. Wir betrach-
ten zwei verschiedene Lagen eines Ko¨rpers mit den Positionsvektoren a bzw. b und den
Orientierungen A bzw. B. Wenn A = B ist, dann ko¨nnen wir den Ko¨rper durch eine ein-
fache Translation um den Vektor b − a von der Ausgangslage in die Endlage u¨berfu¨hren.
Anderenfalls haben wir eine Orientierungsa¨nderung der Form R = B ·AT . Diese ko¨nnen wir
als eine Rotation um eine geeignete Achse beschreiben. Im allgemeinen kann eine Lagea¨nde-
rung also als eine Komposition einer Translation und einer Rotation um eine feste Achse
dargestellt werden. Die Translation kann entfallen, wenn der Vektor b− a senkrecht auf der
Achsrichtung r steht. Aus R ko¨nnen wir mittels (A.11) und (A.12) den Rotationswinkel t







und haben uns damit fu¨r eine Rotation im Gegenuhrzeigersinn um einen Winkel 0 ≤ t ≤ pi
entschieden, da arccos : [−1, 1] → [0, pi]. Im Fall der reinen Rotation legen wir die Rotati-
onsachse vollsta¨ndig fest, indem wir zusa¨tzlich einen Punkt o auf dieser Achse angeben. Wir
wa¨hlen o als Mittelpunkt des Kreises, den die Punkte a und b bei einer Volldrehung um die
gesuchte Achse beschreiben wu¨rden. Dieser Kreis liegt in einer Ebene mit dem Normalen-







Da die Vektoren a − o und b − o einen Winkel von t einschließen, erha¨lt man den Punkt
o fu¨r µ = ± |b−a|/2
tan(t/2)
. Den negativen Wert du¨rfen wir unberu¨cksichtigt lassen, weil er zu einer
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Oft ist es wichtig, Gleichung (A.7) nach t aufzulo¨sen:
t = arctan(det[r,p,x],xTp− xT rrTp) bzw.
t = arctan(p1x2 − p2x1, p1x1 + p2x2) fu¨r r = e3 = (0, 0, 1)T (A.13)
Die Funktion arctan : IR2 → [0, 2pi) berechnet dabei die Phase bei der Umwandlung von
kartesischen Koordinaten in Polarkoordinaten:






Folgendes Gleichungssystem, das man als den Schnitt einer Geraden mit dem Einheitskreis
auffassen kann, taucht bei Rotationsproblemen immer wieder auf:
α cos t+ β sin t + γ = 0
cos2 t + sin2 t = 1
sin t und cos t ergeben sich durch Lo¨sung einer quadratischen Gleichung zu:
sin t1,2 =
−βγ ± α√α2 + β2 − γ2
α2 + β2
cos t1,2 =
−αγ ∓ β√α2 + β2 − γ2
α2 + β2
(A.14)
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aj,ixi = aj,0 fu¨r j = 1, . . . , k.
Gesucht ist die Projektion des Schnittes
⋂k
j=1Hj in den x1x2 . . . xd−k+1–Raum. In diesem
(d − k + 1)–dimensionalen Raum stellt die Projektion des Schnittes selbst eine (d − k)–
dimensionale Hyperebene dar. Die Lo¨sung des Problems ergibt sich aus der Lo¨sung des
folgenden linearen Gleichungssystems:
a1,d−k+1 . . . a1,d
...
...











 mit bj = aj,0 − d−k∑
i=1
aj,ixi
Wir bestimmen xd−k+1 mit Hilfe der Kramer’schen Regel:
det

a1,d−k+1 . . . a1,d
...
...
ak,d−k+1 . . . ak,d
xd−k+1 = det





bk ak,d−k+2 . . . ak,d










ak,i ak,d−k+2 . . . ak,d
 xi = det





ak,0 ak,d−k+2 . . . ak,d
 (A.15)
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A.5 Berechnung potentieller Kontaktsituationen fu¨r die
Bewegung von Polyedern mit zwei translatorischen
Freiheitsgraden
Gegeben seien ein bewegtes Polyeder P1 und ein Hindernispolyeder P2. P1 besitze zwei trans-
latorische Freiheitsgrade, die durch die Richtungsvektoren s1 und s2 beschrieben werden
sollen. In Abwesenheit von P2 kann P1 jede Position der Form
P1 + x1s1 + x2s2 (x1, x2) ∈ IR2
einnehmen. Zu einem Kontakt zwischen P1 und P2 kann es nur dann kommen, wenn ein
Eckpunkt des einen Polyeders auf eine Fla¨che des anderen Polyeders trifft oder wenn sich
zwei Kanten von unterschiedlichen Polyedern beru¨hren. Wir betrachten diese beiden Fa¨lle
nun genauer:
A.5.1 Kontakt zwischen Punkt und Fla¨che
Gegeben seien ein bewegter Punkt p und eine stationa¨re, konvexe Fla¨che






λj = 1, λj ≥ 0},
die in der Ebene nTx = n0 liege und die Eckpunkte v0, . . . ,vk−1 besitze. Es gilt:
p ∩ f 6= ∅ ⇔ nTp = n0 ∧ det
[
0 1 1 1
n p vj vj+1
]
≤ 0 ∀j
Substitution von p durch p +
∑









0 0 1 1




0 1 1 1
n p vj vj+1
]
≤ 0
Auf diese Art erhalten wir eine lineare Gleichung, die eine Gerade im Konfigurationsraum
(IR2) repra¨sentiert und k lineare Ungleichungen, die diese Gerade beschneiden, so daß im
allgemeinen die Lo¨sungsmenge ein Liniensegment darstellt.
A.5.2 Kontakt zwischen zwei Liniensegmenten
Gegeben seien ein bewegtes Liniensegment lab und ein stationa¨res Liniensegment lcd:
lab = {x | x = a + µ(b− a), 0 ≤ µ ≤ 1}
lcd = {x | x = c + ν(d− c), 0 ≤ ν ≤ 1}
n = (b− a)× (d− c)
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Falls n 6= 0 gilt:
lab ∩ lcd 6= ∅ ⇔ det
[
1 1 1 1





0 1 1 1
n b c d
]
≥ 0 ∧ det
[
1 0 1 1





1 1 0 1
a b n d
]
≤ 0 ∧ det
[
1 1 1 0
a b c n
]
≤ 0
Substitution von a und b durch a +
∑
xisi und b +
∑





0 1 1 1




1 1 1 1





1 0 1 1







0 0 1 1




0 1 1 1




1 1 0 1







0 0 1 1




1 1 1 0
a b c n
]
Auch hier erhalten wir eine lineare Gleichung und vier lineare Ungleichungen. Die Lo¨sungs-
menge ist im allgemeinen wieder ein Liniensegment.
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