We prove a concise factor-of-two estimate for the failure-rate of optimally distinguishing an arbitrary ensemble of mixed quantum states, generalizing work of Holevo [Theor. Probab. Appl. 23, 411 (1978)] and Curlander [Ph.D. Thesis, MIT, 1979]. A modification of the minimal principle of Concha and Poor [Proceedings of the 6th International Conference on Quantum Communication, Measurement, and Computing (Rinton, Princeton, NJ, 2003)] is used to derive a sub-optimal measurement which has an error rate within a factor of two of the optimal by construction. This measurement is quadratically weighted, and has appeared as the first iterate of a sequence of measurements proposed by Ježek,Řeháček, and Fiurášek [Phys. Rev. A 65, 060301]. Unlike the so-called "pretty good" measurement, it coincides with Holevo's asymptotically-optimal measurement in the case of non-equiprobable pure states. A quadraticallyweighted version of the measurement bound by Barnum and Knill [J. Math. Phys. 43, 2097 (2002)] is proven. Bounds on the distinguishability of syndromes in the sense of Schumacher and Westmoreland [Phys. Rev. A 56, 131 (1997)] appear as a corollary. An appendix relates our bounds to the trace-Jensen inequality. * jonetyson@X.Y.Z, where X=post, Y=Harvard, Z=edu
I Introduction
The minimum-error quantum distinguishability problem is of obvious practical importance in the design of optical detectors [1] and of fundamental importance in subject of quantum information [2] [3] [4] and quantum computation [5] [6] [7] [8] [9] [10] :
If an unknown state ρ k is randomly chosen from a known ensemble of quantum states, what is the chance that the value of k will be discovered by an optimal measurement?
Although various necessary and sufficient conditions for optimal measurements have been derived [11] [12] [13] [14] [15] [16] [17] (see also [18] ), and a number of numerical algorithms for computing optimal measurements have been implemented [18] [19] [20] [21] [22] , it is unlikely that an explicit general solution is forthcoming. A number of works give interesting general upper and/or lower bounds on quantum distinguishability [2, [23] [24] [25] [26] [27] [28] [29] .
The theory of optimal measurements has been generalized in several directions, including to Belavkin and Maslov's theory of wave discrimination [30] and to the theory of optimal quantum channel reversals, in the sense of average entanglement fidelity [24, [31] [32] [33] [34] [35] . Success rates of optimal measurements have recently been expressed in terms of the conditional min-entropy of bipartite classical-quantum states in Theorem 1 of [36] . In particular, the problem of finding the conditional min-entropy of an arbitrary bipartite quantum state generalizes the optimal distinguishability problem.
IA Results
Theorem 9 of section IV combines ideas of Holevo [37] , Curlander [38] , and Concha & Poor [39] [40] [41] to give mathematically concise upper and lower distinguishability bounds for arbitrary ensembles of mixed quantum states. Employing an approximate minimal principle, a suboptimal measurement is derived which has a failure rate within a factor of two of the optimal by construction. This measurement is observed to be the first iteration in the sequence of measurements of Ježek, Reháček, and Fiurášek. [20] In the case of pure states this measurement reduces to Holevo's asymptotically-optimal measurement [37] , which is the quadraticallyweighted Belavkin square root measurement. [14, 15, 42] Theorem 10 of section V combines ideas of Curlander and Holevo to give somewhat tighter distinguishability bounds. Furthermore, a quadratically-weighted version of Barnum and Knill's measurement bounds [24] are obtained, as are bounds on distinguishability of syndromes in the sense of Schumacher and Westmoreland.
To motivate our considerations in the case of mixed states, section II revisits Holevo and Curlander's pure-state bounds.
Future directions appear in the final section. The appendix relates our bounds to the trace-Jensen inequality.
II Holevo-Curlander pure state distinguishability bounds
Before attempting to distinguish elements of mixed-state ensembles, it is instructive to revisit a pure-state bound used by Holevo in his proof of the asymptotic optimality Theorem (Theorem 6, below).
Theorem 1 (Holevo [37] ) The ensemble E m = {(ψ k , p k )} k=1,...,m of linearly-independent pure states has the following minimum-error distinguishability bound:
where
and P optimal fail
is the failure rate of the optimal measurement.
A two-sided version of Holevo's bound (1)
was proved using different techniques by Curlander [38] under the additional assumption of equiprobability (p k = 1/m). Equation (3) follows without Curlander's restriction by the following trivial modification of Holevo's argument. Holevo restricted attention to orthonormal von Neumann measurement bases {e k }, 1 with phases chosen so that
Instead of minimizing the probability of failure
Holevo considered the tractable approximation
which is equation 8 of [37] . Since the phase condition (4) implies that
one has
where we use the notation [a, b] × c = [ac, bc]. The bound (3) follows from minimization of C Holevo . The minimizer is the (usually sub-optimal) measurement basis
III Definitions, background, and notation:
In this section we collect the technical definitions and mathematical background needed for the rest of the paper. Throughout we shall consider an ensemble
of quantum states ρ k on a Hilbert space H with a-priori probabilities p k , with p k = 1 and Tr ρ k = 1. One may take m = ∞ without changing our results. For the special case of pure states, ρ k will be denoted by ρ k = |ψ k ψ k |. 
. The probability that the value i is detected when the POVM is applied to the state ρ j is given by p i|j = Tr M i ρ j . In particular, the success rate for the POVM to distinguish the ensemble E m is given by
The optimal success rate is
A common POVM is Definition 3 The Belavkin-Hausladen-Wootters "pretty good measurement" (PGM) 3 is given by
2 The final section of Holevo's paper contains minor algebra errors. A corrected version of the minimizer (9) appears in [45] , which also removes Holevo's assumption of linear-independence. (This generalization may also be accomplished simply by using Naimark's theorem, as advocated by Kebo [46] .) Holevo's measurement (9) belonged to the previously-considered class of Belavkin weighted square root measurements. [14, 15] , also called "weighted least-squares measurements" [45] and "generalized 'pretty good' measurements" [44] . 3 The PGM for non-equiprobable pure states appeared in 1975 as an optimal measurement under conditions of equality along the diagonal of the Graham matrix [14, 15] , and reappeared in 1993 as an approximately-optimal measurement [47, 48] .
where one defines
for a spectral decomposition A = λ j |ψ j ψ j |.
Numerical evidence [20, 21] suggests that the following sequence of measurements converges to the optimal measurement:
, n ∈ Z + , are recursively defined by [20, 21] 
If E m is a pure-state ensemble then Holevo's measurement [37] is given by
where e Holevo studied measurements which were asymptotically optimal in the following precise sense:
Definition 5 A measurement procedure G is a mapping from ensembles to corresponding POVMs. It is asymptotically optimal [37] for distinguishing pure-state ensembles if for fixed p 1 , ..., p m one has
as the states ψ k of E m approach an orthonormal set. 4 Holevo showed that 4 It is presumably intractable to produce a closed-form measurement process G for which
(E m ) → 1 as the ψ k and p k are arbitrarily varied in such a way that P optimal fail (E m ) → 0. Otherwise, one could recover the optimal measurement for a fixed ensemble E m on H by taking the λ → 1 − limit of the ensemble E 
as ψ i , ψ j → δ ij , where γ Holevo is given by (2) .
A converse was proven in [42] .
The following norms will be used: 
A is an isometry if
It will be assumed that the reader is familiar with the following properties of the trace-norm, which may be found in [49] :
where U is a maximizer iff
Note: Property 3 is a simple consequence of the singular-value decomposition.
IV Mixed-state distinguishability bounds using Holevo's method
The first step in constructing a mixed-state version of the argument of section II is to construct a mixed-state version of the underlying estimate (7):
Lemma 8 Let ρ be a density matrix on H and let E : H → H be an operator with
Proof. The lower bound follows from the properties of the trace-norm:
To prove the upper bound, define the pre-inner product on the bounded operators on H by E, F ρ = Tr
By Bessel's inequality
Subtracting both sides from 1,
To find the measurement properly analogous to (9) , one simply needs to minimize the cost function arising from (23):
Then M k is the first Ježek-Řeháček-Fiurášek iterate (16)
and
where [50, 51] , may be found in [42] .
Proof. By lemma 8,
Hence all that is required to get a factor-of-two estimate of P opt fail (E m ) is to minimize C subject to the constraint
Hence the polar decomposition allows imposition of the additional constraint E k ρ k ≥ 0, giving the expression
Here |k C m is the standard basis of C m . Note that U is an isometry iff
This gives
Since E min k ρ k ≥ 0, the theorem follows.
V Generalization of Curlander's upper bound
The upper bound of (26) may be sharpened by combining Holevo's measurement (9) with Curlander's argument of Ref. [38] :
Theorem 10 The optimal failure rate for distinguishing the arbitrary mixed-state ensemble E m = {(ρ k , p k )} k=1,...,m satisfies
where P
HJRF fail
is the failure rate of the measurement (25) and Γ = Γ (E m ) is given by (27) . Furthermore, P opt fail ≤ P HJRF fail
Note: Curlander proved (28) in the special case of equiprobable pure states. [38] Barnum and Knill have already shown that the bound (29) holds for the mixed-state "pretty good" measurement [24] . Note that the RHS of (29) never exceeds 1, so the bound is always meaningful.
NOTE ADDED TO ARXIV VERSION: It was not realized at the time of publication that the lower bound of (28) admits a generalization using the theory of matrix monotonicity [54] . Furthermore, this generalization is a minor variation of a similar bound of [55] .
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Proof. First restrict consideration to pure-state ensembles E m = {(ψ k , p k )} k=1,...,m . By the convexity of x → x 2 and Jensen's inequality,
The left-most inequality of (28) was already proved in Theorem 9.
In the more general case of mixed states, take spectral decompositions ρ k = ℓ µ kℓ |ψ kℓ ψ kℓ | and consider the pure-state ensemble
Note that any measurement {M kℓ } for E * m may be converted into a measurement M k = ℓ M kℓ for E m , which trivially satisfies
In particular, E * m is less distinguishable than E m , and the measurement (25) is less successful at distinguishing it. Then using (26) and the pure-state case,
Note that last inequality used the identity Γ (E * m ) = Γ (E m ). Note that Γ ∈ [0, 1) by (27) . Because γ → γ (2 − γ) is monotonic increasing on γ ∈ [0, 1), the chain of inequalities (29) follows by plugging in the left-hand-side of the first inequality of (28) into the right-hand-side of the third. Remark: In Schumacher and Westmoreland's classic paper [3] , the elements of E m appear as "codewords," with "syndromes" given by elements of E * m . Schumacher and Westmoreland assert that measurements of E * m are "not really more difficult" than measurements of E m . It is now easy to quantify this assertion:
Proof. Simply replace the quantity P
HJRF fail
(E m ) by P opt fail (E * m ) in the chain of inequalities (32) , and continue as in the proof of (28) .
VI Reflections on the quadratic weighting
As we have seen, the quadratic weighting gives rise to some particularly simple bounds for distinguishability of quantum states. For comparison, substituting the linearly-weighted "pretty good" measurement (13) into equation (30) gives the upper bound
The relative simplicity of the quadratic bound (28) is not surprising. As shown by the author in [42] , Holevo's pure-state measurement (9) has the following conceptual and practical advantages over the ad-hoc "pretty good" measurement: 2. Holevo's measurement categorically outperforms the PGM for ensembles of two pure states.
3. The optimality conditions for Holevo's measurement are particularly simple.
The previous sections provide more examples of this theme:
4. The quadratically-weighted mixed-state measurement gives particularly simple pure-and mixed-state distinguishability bounds.
5 The approximate cost function (24) for the quadratic measurement is within a factor of two of the function P fail (M k ). (The corresponding cost functions for the pure and mixed-states PGMs [39] [40] [41] 45] admit no such comparison.)
VII Conclusion and Future Directions
As we have seen, mathematically concise (and reasonably tight) bounds on the distinguishability of mixed quantum states may be obtained by combining the ideas of Holevo, Curlander, and Concha & Poor. In the above we have not explained the connection between these ideas and the iterative algorithm of Ježek,Řeháček, and Fiurášek, other than to recognize that a natural generalization of Holevo's argument gives the first iterate of Ježek et al 's measurements. A proper setting to explore such questions is in the theory of approximate quantum channel reversals, which Barnum and Knill [24] have already investigated using a generalization of the "pretty good" measurement. We will consider an abstract form of JRF iteration, study its convergence properties, and construct bounds on channel reversibility and relative min-entropy in future work [52, 56] . We will also attempt to reconsider Holevo's notion of asymptotic optimality in this setting.
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Appendix A: An application of the trace-Jensen inequality
The following theorem makes it transparent that 1 − Tr p 
The conclusion follows by adding (A1) and (A2) and applying the cyclicity of the trace.
Note added in proof:
The lower bound Γ (ξ) ≤ P fail M opt k of Theorem 10 admits a simple generalization proved using matrix monotonicity:
for any s ∈ [1, ∞). This is addressed in a short note which has been submitted to this journal. [54] 
