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Abstract: One class of methods for solving nonstiff ordinary differential equations is the so called explicit Rosenbrock 
method. A genera1 formulation for these methods is proposed, and a procedure for converting autonomous methods to 
nonautonomous form is described. A fourth-order method which requires the minimum computational work per step 
is described. 
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Introduction 
A well-known method for solving the autonomous system of ordinary 
Y’ = f( y); y( CY) = ,B, is the R unge-Kutta method [6] which has the form 
k, =f(y,L 
1-l 
k;=f yn+h c Q, 
( 
i=2 ,.*-, u, 
J=l 
Y,+I =Y, + h i w,k,, 
r=l 
differential equations 
where vector y = [y(i), yC2’, . . . , y(“‘)], and y, is the computed solution vector at x =x”, and 
X n+l = x, + h. If a method of order p has u stages (i.e., u function evaluations per step) then we 
refer to it as a (p, u) process. The parameters W, and aij are scalar parameters. If instead we 
choose these parameters to be matrix polynomial functions of the Jacobian matrix J,, = 
af(y)/ay ) y=yn (e.g. a;j = Zi=~q,kWnk, where a,jk are scalars), then we have an explicit 
Rosenbrock method [2; 5, p. 44; 71 sometimes known as an explicit generalized Runge-Kutta 
method. If the scalar parameters are replaced by rational polynomial functions of J,,, then we 
have a process which is (linearly) implicit and highly stable. These processes were originally 
proposed by Rosenbrock [8] for the integration of stiff equations [6, p. 2281 in which the 
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eigenvalues of the Jacobian differ greatly in magnitude. The explicit methods are not highly 
stable, and are competitors with the Runge-Kutta methods for the integration of nonstiff 
equations. The motivation behind their development is the fact that fewer function evaluations 
are required for a process of the same order [Z]. These function evaluations are replaced by a 
Jacobian evaluation (which is sometimes expensive) and some matrix * vector products (which 
are inexpensive). Any explicit Rosenbrock method of order p, with u stages and w matrix * 
vector products per step, can be characterized by the triplet (p, u, w). For example, the 
minimum configuration (minimum computational work per step) for fourth-order Runge-Kutta 
and explicit Rosenbrock processes are [4,6], (4, 4) and (4, 2, 2). Hence the efficiency aspect is a 
trade-off, and depends on the particular system of equations being integrated. However, the 
presence of the Jacobian as part of the integration process enables cheap estimates of stiffness [l] 
and global error [9]. 
Nonautonomous form 
If we wish to solve the m th order nonautonomous system of equations Y’ = f( x, Y); y( 0~) = fl 
then we can either convert it to an (m + 1)th order autonomous system by the inclusion of the 
equation d y (m+l)/dx = 1; yCrn+‘)( LX) = (Y so that, in effect, yCm+r) = x, or we can formulate the 
integration method in such a way that it handles the nonautonomous form directly. For example, 
the Runge-Kutta method becomes 
ki =f(x,, Y,), 
i 
i-l 
k;=f x,+cih,y,,+h~aijkj 
j-1 
where ci = C>Il:a,,. In order to cast explicit Rosenbrock methods in nonautonomous form, it is 
necessary to specify a structure for the method. Processes described in the literature [2,7] are all 
in autonomous form, and derived by assuming particular polynomials for each coefficient. To 
facilitate the conversion of all these processes to nonautonomous form, we specify an explicit 
Rosenbrock method as 
kl =f(yA 1, = J,,k,, 
i 
i-l 
kj = f y,, + h c ( aijki + aijhlj) , 
j-1 i 
i-l 
ki+ C (bijkj+Pijh/j) 
j=l 
Y n+l =y,,+hi(w,k,+qhl,), 
i=l 
where aii, czij, b,,, pij, wi, q are scalar coefficients. This structure does not necessarily mean 
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that there is one function evaluation (k,) and one matrix * vector product (I,) per stage, since we 
can add constraints on ~2,~ and (Y,, such that k, = k,_i. Hence, all the processes described in the 
literature can be formulated this way. To cast this in nonautonomous form we note that in the 
autonomous form, the Jacobian af( _~)/Lly has zeros in the (m + I)th row, and the (m + l)th 
column is really af( y)/ayCm + *) or af(x, y)/Clx. We specify then 
ki =fCL YA I, =J,k, +.L(x,, YA 
i 
i-l 
ki = f x, + c;h, y, + h 2 ( qik, + qjhlj) , 
j=l 1 
i-l 
l;=J” k,+ C (b,jkj+P,jhl,) +Yifx(X,, _~n), i=2,*.*,u, 
! j=l I 
Y n+l =y,,+hi (w,k,+w,h,,), 
I=1 
where fx(x, Y> = af(x, ~)/a x and the Jacobian matrix J = af( x, y)/tly. By comparing the 
autonomous and nonautonomous forms we see that 
i-l 
ci = c aij, 
j=l 
i-l 
y, = 1 + c bij and i w,=l. 
j=l r=l 
Under these conditions the autonomous and nonautonomous forms of any process will yield the 
same numerical results. 
A fourth-order method 
In [4] it was shown that (4, 2, 2) is a minimum configuration, although no such process was 
described. In [2], a (4, 2, 3) process was described, which with a suitable nesting of matrix * vec- 
tor products, could be reduced to (4, 2, 2). This process is one of a set of processes which we now 
describe. We use the autonomous form to derive the consistency equations, and then convert the 
process to nonautonomous form using the formulas of the previous section. 
k, =f h,), 1, = Jnk,, 
k, =fh + +,,k, + @4)), 
1, =Jnh + bnk, + P&L 
Y n+l =y, + h(w,k, + w2k, + h(o,l, + &)). 
Using the techniques of [3], a fourth-order process must have coefficients satisfying 
w,+w,=l, 
wi + w2 + w2uZl + a2b21 = ;, 
a2P2, + w2a21+ w2u21= $9 
w2u$ = f, qQl21 = &, 
2 -1 
w2a21 - 129 
w2a21a21 = $, 
3 -1 
w2a21 - 3. 
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These equations have the solution 
a 16 w2=m, 
I.+ = - &, - $b,,, c+=& P2, = - + 
with b,, a free parameter. The process described in [2] had b,, = 0. The nonautonomous form 
has c2 = % and y2 = 1 f b,,. 
The process was tested with some equations taken from the literature and performed as 
expected (i.e. approximately the same number of steps and accuracy as the classic fourth-order 
Runge-Kutta [6]). 
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