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ABSTRAKT
Cieľom diplomovej práce bolo zoznámenie sa zo segmentačnými metódami, pre automa-
tickú segmentáciu MR obrazov, využívajúcich multiparametrické zobrazenie. Teoretická
čásť je zameraná na popis jednotlivých metód segmentačných techník. V praktickej časti
sú realizované K-means a level-set metóda. Metódy sú testované na obrazoch mozgu zís-
kaných rôznymi sekvenciami (𝑇1, 𝑇1𝑐 , 𝑇2, FLAIR). Segmentačné metódy sú realizované
v programe MATLAB. Presnosť realizovaných segmentácii je demonštrovaný na dátach
ku ktorým existujú správne referenčné výsledky. Vyhodnocovanie metód je uskutočnené
pomocou rôznych rozhodovacích klasifikátorov. V metóde K-means sú testované rôzne
metriky a rôzne kombinácie vstupných obrazov. Nakoniec sú obidve metódy vzájomne
porovnané a vizuálne vyhodnotené voči referenčnému obrazu.
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K-means, Level-set, Segmentácia, Magnetická rezonancia, Multiparametrické zobrazenie,
FLAIR, 𝑇1, 𝑇2
ABSTRACT
The aim of the thesis was familiarity of segmentation methods for automatic segmenta-
tion of MR images, using multiparametrical display. The theoretical part focuses on the
description of methods of segmentation techniques. In the practical part are implemen-
ted K-means and level-set method. The methods are tested on the images of the brain
obtained by different sequences (𝑇1, 𝑇1𝑐 , 𝑇2, FLAIR). Segmentation methods are imple-
mented in the program MATLAB. Implemented segmentation accuracy is demonstrated
on data which there are reports reference results. Evaluation methods is performed using
different classifiers decision. The K-means method is tested different metrics and dif-
ferent combinations of the input image. Finally, both methods are compared with one
another and visually evaluated against the reference image.
KEYWORDS
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ÚVOD
V poslednej dobe sa magnetická rezonancia najviac spojuje s medicínskou technikou,
vďaka svojmu veľkému uplatneniu v tomto obore. Pri použití techniky magnetickej
rezonancie na získanie snímok mozgu neboli doposiaľ preukázané žiadne negatívne
účinky na ľudské telo. Pomocou MRI je možné získať snímky s rôznymi kontrastmi,
ktorých kombináciou je možné docieliť presnejšiu segmentáciu jednotlivých časti
mozgu.
Cieľom diplomovej práce je zoznámiť sa zo segmentačnými metódami, pre auto-
matickú segmentáciu MR obrazov, využívajúcich multiparametrické zobrazenie. Z
metód zameriavajúcich sa predovšetkým na segmentáciu tkanív v ľudskom mozgu
vybrať najvhodnejšiu a tú následne implementovať a overiť na testovacej databáze
s použitím vhodných vstupných obrazov. Práca je členená do piatich kapitol.
V prvej kapitole je popísaný princíp magnetickej rezonancie, rozdiely medzi rôz-
nymi typmi zobrazenia a ich následné porovnávanie.
Druhá kapitola je zameraná z praktickej časti na multikontrastnú analýzu, kde
sú použité obrazy získane pomocou magnetickej rezonancie 𝑇1 a 𝑇2 váhovaním.
Tretia kapitola je zameraná na segmentáciu obrazov. Segmentácia je jedna z
najdôležitejších krokov pri analýze a diagnostike anatomických dát v medicínskych
aplikáciách. Všeobecná definícia segmentácie hovorí, že je to proces delenia obrazu na
časti, ktoré korešpondujú s konkrétnymi objektmi v obraze. Vzhľadom k vstupným
obrazovým dátam boli zo spomenutých metód vybrané dve metódy, ktoré sa k danej
problematike a vstupným dátam hodia najlepšie. Jedná sa o K-means metódu, ktorá
je pomerné rýchla a pri segmentácii MR obrazov nadobúda veľmi dobre výsledky.
Z pokročilejších metód bola zvolená Level-set metóda ktorá má tu výhodu oproti
aktívnym kontúram, že je možné kontúry deliť a zlučovať, čo je výhodné ak sú
jednotlivé plochy rovnakej tkane oddelené v danom reze.
V kapitole štyri sú tieto metódy realizované v programovom prostredí Matlabu.
Presnosť realizovaných segmentačných metód je demonštrovaný na dátach ku kto-
rým existujú správe referenčné výsledky.
Kapitola päť je zameraná na výsledne vyhodnocovanie implementovaných metód
pomocou rôznych porovnávacích klasifikátorov. V metóde K-means sú porovnávane
metriky, podľa ktorých sa vypočítava najmenšia vzdialenosť jednotlivých pixelov k
centroidu. Na metrike, ktorá dosiahla najlepšie výsledky sú testované kombinácia
jedntlivých vstupných obrazov. Nakoniec sú obidve metódy vzájomne porovnané a
vizuálne vyhodnotené voči referenčnej segmentácii.
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1 MAGNETICKÁ REZONANCIA
Magnetická rezonancia (MR) objavená v poslednom desaťročí, je fyzikálny jav, kto-
rého význam v poslednom čase stúpol vďaka jeho rozšíreniu do viacerých odvetví
života. V medicíne tento fyzikálny princíp využívajú prístroje pre zobrazovanie cho-
robných zmien v ľudskom tele, vďaka čomu sa dostala do podvedomia širokej ve-
rejnosti. V súčastnosti poznáme viac druhov magnetickej rezonancie (elektrónová
paramagnetická, elektrická, feromagnetická, jadrová magnetická rezonancia a iné).
MR sa využíva vo fyzikálnom, chemickom, a biologickom výskume [1].
Obr. 1.1: Magnetická rezonancia
Zobrazovanie magnetickou rezonanciou je diagnostická metóda ktorá sa v zdra-
votníctve používa od roku 1980 na vytváranie dvojrozmerných a trojrozmerných
obrazov orgánov, alebo štruktúr vo vnútri ľudského tela. Táto metóda je jedinečná a
stále viac populárna vďaka vysokej kvalite obrazov zriadených bez použitia radiač-
ného žiarenia (ktoré sa používa v RTG a CT). Kvalita zobrazovania sa každým ro-
kom neustále zlepšuje vďaka technologickým objavom a inováciám, čím sa spresňuje
a zrýchľuje diagnostika pacientovho problému. Podľa odborníkov možno s určitosťou
nazývať magnetickú rezonanciu vrcholnou metódou rádiodiagnostiky [2].
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1.1 Princíp MR
Jav magnetická rezonancia vychádza z interakcie jadier atómov majúcich magne-
tický moment s vonkajší magnetickým polom. Jadrá mnohých atómov s jadrovým
spinom sa chovajú ako magnetické dipóly a môžu byť buď vo vysokoenergetickom
stave ( orientované proti vonkajšiemu magnetickému poľa) alebo v nźkoenergetickom
stave (orientované v smere vonkajšieho magnetického poľa). Medzi týmito dvoma
stavmi je prechod doprevádzaný pohlcovaním alebo vyžarovaním energie v rádio-
frekvenčnom pásme. Frekvencia energie emitovanej exitovanými jádrami je priamo
úmerná intenzite vonkajšieho magnetického poľa. Presný vzťah medzi rezonančnou
frekvenciou a vonkajším magnetickým polom je závislý na type rezonujúceho jadrá
(pochádzajúceho od rôznych chemických prvkov), čím je možné v MRI detekovať
nezávislé rôzne atomové jadrá [3].
1.2 Základné pulzové sekvencie
Hlavným cieľom MR zobrazovania je vytvoriť snímok s kontrastom medzi jednotli-
vými typmi tkaniva. Jas v obrázku ovplyvňuje mnoho faktorov. Medzi tri základné
patria:
• 𝑇1 relaxacia
• 𝑇2 relaxacia, resp.𝑇2* relaxacia
• PD protonova hustota
Obr. 1.2: Porovnanie PD, 𝑇1 a 𝑇2 relaxace [4]
Kontrasty snímok vychádzajú z variability relaxačných časov rôznych tkanív a
realizujú sa zmenou parametrov pulznej sekvencie. Energia použitá na RF excitačný
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pulz vyjadruje sklopenie vektoru tkáňovej magnetizácie. Čím viac energie vyžaru-
jeme do tkaniny, tým viac času je potrebné pre plnú relaxaciu. Parameter TR udáva
dobu po ktorej opakovane aplikujeme jednotlivé exitačné pulzy. S kratším časom
TR je i menej času k T relaxaci. Parameter TE je čas medzi excitačným pulzom a
detekciou rezonančného signálu. Pri dlhšom čase TE budú jadrá s kratším časom 𝑇2
menej prispievať k meraniu signálu [4].
1.3 Zobrazovacie techniky NMR
Princíp nukleárnej magnetickej rezonancie je veľmi často využívaný pre tomografické
zobrazovanie v medicíne, biológii a v iných technických oboroch. Pretože v NMR
možno stanoviť relatívny počet jadier zvoleného atómu rezonujúceho na jednom
kmitočte, je pre NMR zobrazovanie potrebné zabezpečiť transformáciu polohy jadra
na rezonančný kmitočet jadra. Táto transformácia sa vo väčšine prípadov prevádza
pomocou gradientných magnetických polí. Ak snímame signál od jadra za prítom-
nosti gradientného poľa , je možné stanoviť polohu jadra podľa jeho kmitočtu. Pri
aplikácii gradientných polí vo všetkých troch smeroch získame obraz s kontrastom
zodpovedajúcim spinovej hustote v každom pixeli obrazu. Intenzita obrazu je teda
úmerná počtu jadier v meranej vzorke. Bežné obrazy majú 256x256 obrazových bo-
dov a pre objekt 60x60mm je veľkosť obrazového bodu 0,234mm. Pri zmenšovaní
veľkosti obrazového bodu klesá pomer signál-šum v obraze [6].
Obr. 1.3: NMR obrazy váhované spinovou hustotou a) 3mm priečny rez euforbiou
(30x30mm, 256x256 bodov), b) citrónom (60x60mm, 256x256 bodov ) [6]
Pre dosiahnutie väčšieho pomeru signál-šum je možné použiť časové priemerova-
nie NMR signálu alebo použitím digitálnej filtrácie obrazu [6].
15
1.3.1 Priestorové kódovanie rezonujúcich jadier
Priestorové kódovanie je u MR vykonávane pomocou dvojice ďalších prídavných
gradientných magnetických polí 𝐺𝑥 a 𝐺𝑦, ktoré sú superponované na základné pole
𝐵0 v odpovedajúcich smeroch , teda ortogonálne na smer 𝐺𝑧. Nezávislé budenie
odpovedajúcich cievok pre generáciu gradientných polí umožňuje vytvoriť lineárnu
zmenu magnetického poľa v ľubovoľnom smere v súlade s rovnicou:
𝐺 =
√︁
𝐺2𝑥 +𝐺2𝑦 +𝐺2𝑧 . (1.1)
[5]
Pri začiatku merania je dôležité vybrať vo vzorke meranú rovinu, za pomoci
lineárneho gradientu 𝐺𝑧. Hoci pomocou gradientu 𝐺𝑧 zvolíme rovinu, ktorú chceme
neskôr zobraziť, nie je bez ďalších špecifikácii možné určiť od ktorého protónu signál
prichádza. Preto sa používa kódovanie pozície precesujúcich protónov v dané rovine
pomocou gradientov 𝐺𝑥, 𝐺𝑦 [5].
Frekvenčné kódovanie
Frekvenčné kódovanie sa vykonáva v osi 𝑥 použitím gradientu magnetického poľa
𝐺𝑥 pri snímaní echo signálu. V závislosti na ose 𝑥 precedujú jednotlivé spiny pri
pôsobení gradientu s mierne odlišnými frekvenciami. Echo signál je tvorený súčtom
harmonických signálov o rôznych frekvenciách [5].
Fázové kódovanie
Fázové kódovanie sa vykonáva v smere osi 𝑦. Ide o proces, kedy sa pomocou ďalšieho
gradientu 𝐺𝑦 budú protóny na mieste s vyššou hodnotou 𝐺𝑦 precesovať rýchlejšie,
ako protóny s nižšou veľkosťou 𝐺𝑦. Ako náhle dôjde k vypnutiu gradientu 𝐺𝑦, budú
opäť všetky protóny precesovať na rovnakej Larmorovej frekvencii, ale vďaka prefá-
zovaniu budú protóny precesovať už s inou fázou [5].
Zber obrazových dát
Ako prvý krok dôjde k vybudeniu protónu RF impulzom. Následne je sňatý signál
FID, ktorého spektrum je tvorené úzkym pásom s frekvenciou 𝜔0. Na Larmorových
frekvenciách rezonujú protónová jadrá. Kmitočet týchto frekvencií rastie v závis-
losti na pozícii protónov v smere gradientov 𝐺𝑥, 𝐺𝑦. Spektrum signálu obsahuje
informáciu jak o pozícii tak aj o počte rezonujúcich jadier v danom stĺpci [5].
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1.3.2 Rekonštrukcia obrazu
Najpoužívanejšou metódou je Fourierova 2D rekonštrukčná metóda. Využíva sa 2D
Fourierova transformácia. Najskôr sa vykoná rozfázovanie jadier a následne roz-
kódovanie frekvencie. Výsledkom je jeden pohľad, ktorá sa rovná jednému riadku
v K-rovine, čiže K-priestoru. Nasleduje zmena fázového dekódovania o konštantný
krok pri stálej frekvencii.
K-priestor
K-priestor využívaný od roku 1983, je matica kde sa dočasne ukladajú získané di-
gitalizované NMR signáli. K-priestor teda dočasne uchováva nezapracované dáta
pred rekonštrukciou výsledného obrazu. V matici sú vodorovne ukladané jednotlivé
FID signály obsahujúce frekvenčné kódovanie a v stĺpcoch informácie o fázovom
kódovaní. Pretože technika spinového echa neposkytuje informáciu o priestorovom
rozložení signálu, ktorý potrebujeme k rekonštrukcii obrazu, je potrebné rozlíšiť
čiastkové signály prichádzajúce zo všetkých meraných bodov. Tieto trojrozmerné
body sú objemovímy jednotkami, ktoré označujeme voxel. Tieto voxely sú kódované
po aplikácii excitačného pulzu pri náraste signálu do fázy a kmitočtu. Subsignály
od čiastkových voxelov sú skladané do výsledného obrazu pomocou 2D Fourierovej
transformácie. Fourierova transformácia je matematická technika, ktorá prevádza
signály z časovej do frekvenčnej oblasti [6].





𝑇2 · 𝑒−𝑖𝜔0𝑡 · 𝑒−𝑖𝜔𝑡 𝑑𝑡 . (1.2)
[6]
Obr. 1.4: Vľavo: K-rovina, vpravo: obraz po FT rekonštrukcii
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1.4 Rozdiely medzi typmi zobrazenia
T1 sken
T1 je relaxačný čas pre obnovu magnetizácie pozdĺž osi z. Používa sa krátke TR na
získanie 𝑇1 - vážených snímok. Axiálne snímky získane SE sekvenciou s rovnakým
TE ale rôznym TR môžme vydieť na obr. 1.5. [7]
Obr. 1.5: Axiálne snímky mozgu s rôznym TR [7]
S dlhým TR je veľmi malý rozdiel signálu medzi šedou a bielou hmotou ale s
kratším TR sa kontrast zlepšil. To je dôvod prečo sa získavajú 𝑇1-vážené snímky s
krátkym TR [7].
T2 sken
Tak isto môžeme mať obrázky mozgového tkaniva na základe 𝑇2 kontrastu. Ak
chceme získať 𝑇2 kontrastný obraz musíme nastaviť TR na veľkú hodnotu umož-
ňujúcu pozdĺžnej magnetizácie sa plne zotaviť pre všetky tkanivá medzi impulzmi,
ktoré eliminujú 𝑇1 kontrast. Na obr. 1.6 je hodnota TR= 4000 ms a TE nadobúda
hodnoty - 10ms, 30ms, 100ms, 400ms [7].
Obr. 1.6: Axiálne snímky mozgu s rôznym TE [7]
Pre krátke TE je malý kontrast medzi šedou a bielou hmotou . S dlhším 𝑇2 sa
zlepšuje 𝑇2 - váženie obrázkov.
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FLAIR sken
FLAIR (Fluid Attenuated Inversion Recovery) vytvára silne 𝑇2 - vážené snímky s
potlačeným signálom CSF(Cerebrospinal fluid/cerebrospinálny mok). Používa in-
verznú zotavovaciu techniku, odstraňuje signál z CSF, ktorý má oveľa dlhšiu 𝑇1.
Táto technika je omnoho citlivejšia ako jednoduché 𝑇2 - vážené zobrazovanie [7].
GE sekvencia pre zobrazenie citlivosti rozdielov
Pri Gradient-echo sekvencii sa zvyčajne používajú krátke TE = 2ms. Ak budeme po-
užívať dlhé TE= 40ms k odstráneniu 𝑇2 účinku, môže nehomogenita magnetického
poľa pôsobiť ako kontrast obrazu. Tak ako koncentrácia železa v krvi môže ovliv-
niť miestne magnetické pole, tak Gradient-echo sekvencia s dlhým TE je schopná
indikovať mikro-krvácanie v mozgu [7].
1.4.1 Porovnanie kontrastov
Tabuľka 5.1 ukazuje typické T1 a T2 relaxačné časy rôznych tkanív zriadených na
MR prístroji s magnetickým polom 1,5T.
Tab. 1.1: Relaxačné časy 𝑇1 a 𝑇2 [7]
Tkanivo 𝑇1(ms) 𝑇2(ms)
Biela hmota 780 90








• 𝑇1 - vážené obrázky: Kvapaliny sú veľmi tmavé, tkanivá na vodnej báze sú
stredne šedé a tkanivá na báze tuku sú veľmi svetlé. Jasné hranice medzi
rôznymi tkanivami sú viditeľné.
• 𝑇2 - vážené obrázky: Kvapaliny majú najväčšiu intenzitu a tkanivá na báze
vody a tuku sú stredne šedé. Abnormálne kolekcie tekutiny sú jasné oproti
normálnym tkanivám ktoré sú tmavšie [7].
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2 MULTIKONTRASTNÁ ANALÝZA
Pre analýzu obrazov je ideálne riešenie použiť softvérové prostredie MATLAB kvôli
už vytvoreným funkciám. Na analýzu použijeme dva obrazy získané z magnetického
tomografu. Každý obraz je zriadený inou sekvenciou čím je docielené že obrazy majú
rôzne kontrastné zobrazenie. V prípade prvého obrazu sa jedná o 𝑇1 - vážený obraz
a v prípade druhého obrazu ide o 𝑇2 - vážený obraz.
Obr. 2.1: a) 𝑇1-vážený obraz, b)𝑇2-vážený obraz
2.1 Spracovanie vstupných obrazov
Po načítaní obrazov do prostredia MATLABU je potrebné obrazy upraviť na rovnaké
rozlíšenie v našom prípade na 256x256 pixelov. Takto upravené obrazy prevedieme z
farebnej mapy na stupne šedej. Vytvoríme maticu o veľkosti 256x256x2 a na každú
vrstvu vložíme jeden obraz.
2.2 Výber oblasti
Pre výber oblastí použijeme priloženú funkciu vyberOblast, ktorá ma tri vstupy.
Prvým vstupom je matica o rozmeroch 256x256x2 obsahujúca dva kontrastné obrazy.
Druhým vstupom je počet oblastí ktoré budeme vyberať a tretím vstupom je matica
farieb (color), obsahujúca indexovanie farieb aby boli oblasti vykresľované rovnakou
farbou ako pri ich výbere.
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Obr. 2.2: Výber oblasti v obraze
Výstupom funkcie je štruktúra rois ktorá obsahuje počet oblastí ktoré sme si
zvolili a vo vnútri je parameter values , kde sú uložené v stĺpcoch hodnoty danej
oblasti v jednotlivých obrazoch. Aby sme hodnoty z každej oblasti nemuseli vyberat
po jednom ideálne riešenie je použiť cyklus for. V cykle for si ukladáme získané
hodnoty values z každej oblasti do premenných t,t2 a tie následne vykresľujeme
do rozptylového grafu. Všetky oblasti vykreslíme do jedného spoločného grafu:
Obr. 2.3: Rozloženie bodov v rovine 𝑇1/𝑇2
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2.2.1 Filtrácia obrazu
Pri výbere oblasti a získavaniu hodnôt z týchto oblasti je možné použiť aj filtráciu
obrazu. To docielime tak že oba obrazy ešte pred vstupom do funkcie vyberOblast
vyfiltrujeme pomocou Gaussového filtru. Je to filter, ktorý rozmaže obraz pomocou
konvolúcie s gaussovou funkciou, inými slovami spraví vážený priemer bodov okolia
pixelu, kde sú váhy dané gaussovou funkciou. Tento filter slúži na potlačenie šumu
a detailov v obraze.
Výsledné vykreslenie rozptylového grafu by potom vypadalo ako na obr. 2.4.
Filtráciou sme docielili to, že sme odstránili nežiaduci šum v obraze a tým pádom
je výsledný rozptylový graf presnejší.
Obr. 2.4: Rozloženie bodov v rovine 𝑇1/𝑇2 použitím filtrácie obrazkov
2.2.2 Histogramy
Na zobrazenie histogramu oblastí použijeme príkaz hist. Histogram nám zobra-
zuje rozloženie dát v jednotlivých oblastiach. Pre každý obraz sme vytvorili vlastný
histogram. To isté sme spravili aj pre hodnoty s filtráciou.
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Obr. 2.5: Histogramy jednotlivých oblasti
Obr. 2.6: Histogramy jednotlivých oblasti s filtráciou
2.3 Zhodnotenie výsledkov
Použitím multi-kontrastnej analýzy sme docielili toho že jednotlivé oblasti sú pres-
nejšie definované ako keby sme pracovali len s jedným kontrastným obrazom. Je to z
toho dôvodu, že každá oblasť sa v jednotlivých kontrastných obrazov inač zobrazuje
a na každom je vidieť niečo iné. Niektoré tkanivá nie sú rozlíšiteľné na 𝑇1 - váženom
obraze, zatiaľ čo sú rozlíšiteľné na 𝑇2 - váženom obraze. Zlúčením týchto kontras-
tov sme potom schopný presnejšie určiť hranice daných tkanív. Použitím filtrácie
sme odstránili nežiaduci šum v obraze. Z dosiahnutých výsledkov je zrejme, že pri




Vďaka rýchlemu pokroku medicínskych zobrazovacích vizualizačných techník sa čo-
raz rozšírenejšou stáva diagnostika založená na počítačovom spracovaní obrazu. Seg-
mentácia je jeden z najdôležitejších krokov pri analýze a diagnostike anatomických
dát v medicínskych aplikáciách. Všeobecná definícia segmentácie hovorí, že je to pro-
ces delenia obrazu na časti, ktoré korešpondujú s konkrétnymi objektmi v obraze.
Inými slovami, každému obrazovému pixelu je priradený index segmentu vyjadrujúci
určitý objekt v obraze. Tieto informácie o rozdelení objektu do jednotlivých segmen-
tov využívajú vyšší algoritmy spracovávania obrazu. Konkrétnou úlohou môže byť
detekcia sivej, bielej mozgovej hmoty prípadne tumoru v MRI obraze mozgu. Nejed-
noznačnosť obrazových dát je hlavným problémom segmentácie, často sprevádzaný
informačným šumom. Pri analýze obrazu sa preto obraz väčšinou predspracuje po-
užitím filtrácie obrazu, odstránením nežiaducich štruktúr, normalizáciou intenzity
alebo geometrie obrazu. Tak isto nemusí byť segmentácia konečným výsledkom ale
môže vstupovať do ďalších krokov zapracovania obrazových dát. Existuje veľa metód
a postupov segmentácie obrazov, ktoré sú aplikované na danej problematike a požia-
davkách ktorých sa má dosiahnuť. Týmto je možné zvoliť optimálnu segmentačnú
techniku [8].
Definícia segmentácie hovorí, že konkrétny segmentovaný obraz f(x,y) je konečná
množina oblastí {𝑅1, 𝑅2, . . . , 𝑅𝑛 }, ktoré sú vzájomné disjunktné [9]:
𝑅𝑖 ∩𝑅𝑗 = 𝜑, 𝑖 ̸= 𝑗. (3.1)
3.1 Parametre obrazu pre segmentáciu
Rozhodnutie o výbere vhodnej metódy je ovplyvnená rôznymi parametrami obrazu,
ktoré je potrebné akosi vyhodnotiť. Ostrosť hrán je prvým parametrom obrazu pri
výbere vhodnej segmentačnej metódy. Hrany v obraze vyhodnocujeme subjektívne,
kde prechody medzi jednotlivými oblasťami sú viditeľné voľným okom alebo mate-
matickou analýzou ku ktorej slúžia hranové detektory. Hranové detektory je možné
použiť buď na detekciu hrán alebo tiež k zvýrazneniu hrán v obraze. Takto upravený
obraz môže byť ľahšie segmentovaný ďalšími metódami. Ďalším dôležitým paramet-
rom je šum, prípadne pomer signál/šum. Hrana a šum v obraze je reprezentovaný
vyššími zložkami priestorového frekvenčného spektra, tým pádom ak eliminujeme
šum potlačením vyšších zložiek frekvenčného spektra, rozmažeme hrany. V opač-
nom prípade ak zvýraznime hrany v obraze, súčasne tým zvýraznime i šum v ob-
raze. Tento problém je možné vyriešiť použitím Mediánového filtru, ktorý je účinný
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pri potlačený šumu a zároveň dobre zachováva ostrosť hrán. Tento typ filtrácie je
výhodný práve pri spracovávaní obrazov získaných metódou magnetickej rezonancie.
Pre určenie úrovne šumu sa používa definícia pomeru strednej hodnoty úrovne jasu
S v homogénnej oblasti záujmu k smerodajnej odchýlke úrovne signálu jasu N v







Pri vyhodnocovaní kvality obrazu sa používa i parameter , ktorý udáva pomer
kontrastu k šumu. Kombinuje pomer signálu k šumu s kontrastom dvoch oblastí A a
B. Výsledný pomer je daný rozdielom týchto dvoch pomerov v daných oblastiach [8]:
CNR = SNRA − SNRB [dB]. (3.3)
Pri segmentácii je potrebné zaistiť , aby nebola citlivá na šum prípadne na pre-
rušené hrany , ktoré môžu byť chybne určené ako hranový bod a musí rozoznať
prekrývajúce sa objekty.
3.2 Metódy segmentácie obrazov
Hlavným cieľom segmentácie je dosiahnuť rozdelenie obrazu do oblastí, ktoré sú ho-
mogénne vzhľadom k zvoleným požiadavkám. Kvôli týmto rôznym požiadavkám na
výslednú segmentáciu sa v priebehu rokov publikovalo veľa segmentačných techník.
Jednou z najstarších metód je manuálna segmentácia, ktorá je však časovo náročná,
náchylná k chybám a subjektívna. S rozvojom počítačovej techniky je stále úplne či
čiastočne prenechaná úloha práve na túto metódu. Pri segmentácii obrazu v medicín-
skych aplikáciách najme v neurológii hrá ľudský faktor stále významnú úlohu nech
sú výsledky poloautomatickej či úplne automatickej segmentácie obrazu akékoľvek
presné. Segmentáciu obrazu sa väčšinou vykonáva pomocou rôznych metód na do-
siahnutie čo najlepších výsledkov. Vždy je treba vybrať vhodný segmentačný prístup
podľa typu daného obrazu. Metódy segmentácie môžeme triediť podľa najrôznejších
kritérií.
Všeobecne môžeme segmentačné metódy rozdeliť na dva základné typy [9]:
• Čiastočná segmentácia - výsledkom segmentácie je obraz, rozdelený na
časti, ktoré sú homogénne z hľadiska vybranej vlastnosti napr. jasu, farby,
textúry apod.
• Kompletná segmentácia - Výsledkom segmentácie je obraz, rozdelený na
disjunktné oblasti, ktoré zodpovedajú objektom vo vstupnom obraze. Tieto
oblasti sa vzájomne neprekríkajú.
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Podľa prístupu delíme segmentačné metódy na [9]:
• Metódy vychádzajúce z detekcie hrán (Edge-based) - metódy orien-
tované na detekcie významných hrán v obraze. Cieľom týchto metód je spojo-
vanie samostatných hrán do reťazcov, ktoré predstavujú hranice obklopujúce
vznikajúce segmenty. Hrany sú detekované pomocou hranových detektorov na
základe hodnôt okolných pixelov.
• Metódy hladania oblasti (Region-based) - metódy sa zakladajú na ho-
mogenite oblastí, ktorú je potrebné definovať spoločnými parametrami ako
napr. hodnotou úrovne šedej, textúrou atd.
• Hybridné metódy - niektoré metódy je ťažké zaradiť, pretože obsahujú
prvky z rôznych metód. Medzi hybridné priraďujeme tiež metódy založené na
matematickej morfológii. Ide o skupinu metód, ktorá pre segmentáciu využíva
matematických charakteristík obrazu, napr. priebeh gradientu.
• Znalostne metódy - znalosť vlastnosti segmentovaných objektov (štruktúra,
tvar, farba atd.)
• Štatistické metódy - základom tejto metódy je štatistická analýza obrazo-
vých dát, rozhodujú sa na úrovni pixelov/voxelov.




3.3 Metódy vychádzajúce z detekcie hrán
Dôležitou hodnotou v metódach vychádzajúcich z detekcie hrán je gradient obrazu









Veľkosť tohto vektoru je definovaný vzťahom [12]:





Táto hodnota udáva maximálnu mieru zvýšenia 𝑓(𝑥, 𝑦) na jednotku vzdialenosti
v smere ∇f . Smer úhla 𝛼(𝑥, 𝑦) vektora ∇f v súradniciach (𝑥, 𝑦) je definovaný [12]:







kde sa uhol meria s ohľadom na osu 𝑥. Smer hrany v (𝑥, 𝑦) je kolmý na smer gra-
dienta vektora v tomto bode. Výpočet gradienta obrazu je založený na parciálnych
deriváciach 𝜕𝑓/𝜕𝑥 a 𝜕𝑓/𝜕𝑦 v každom pixely. Jedným z najjednoduchších spôsobov
realizácie parciálnych derivácii prvého rádu je použitie Roberts cross-gradientného
operátora [12]. Maska o veľkosti 2x2 ako v prípade Robertsovej masky nemá čistý
stred. Preto sa používajú masky o veľkosti 3x3. Medzi ďalšie detekčné masky, ktoré
sa používajú na detekciu hrán môžme spomenúť Sobelovu detekčnú masku a Pre-
wittova detekčná maska.












3.3.1 Detekcia bodu (Point detection)
Tento typ detekcie bodov predstavuje jednoduchý prístup segmentácie. Ak je :
|R| ≥ T, (3.8)
kde T je nezáporný prah a R je odozva masky tak z toho plynie , že bod bol náj-
dený na mieste, na ktorom je stred masky. Izolovaný bod ktorý je umiestnený v
homogénnej oblasti a jeho úroveň šedej je odlišná od pozadia, bude ľahko deteko-
vateľný týmto typom masky. V podstate táto metóda meria vážené rozdiely medzi
stredovým bodom a jeho susednými bodmi. Maska koeficientov sa sčítava k nule, čo
naznačuje že odozva masky bude nulová v oblasti konštantnej úrovne šedej [12].
3.3.2 Detekcia čiary (Line detection)
V tejto metóde môžu byť použité štyri typy masiek, pomocou ktorých je možné
detekovať obraz v rôznych smeroch (vertikálne, horizontálne, 45 ∘, -45 ∘). Tieto smery
môžu byť stanovené zdôraznením na to, že preferovaný smer každej masky je vážený
s väčším koeficientom než u ostatných možných smerov. Tak ako pri detekcii bodu
maska koeficientov sa sčítava k nule a tým pádom odozva masky bude nulová v
oblasti konštantnej úrovne šedej. Ak je snaha o detekciu všetkých čiar v obraze,
maska sa spustí obrazom a prahuje absolútnu hodnotu výsledku [12].
3.3.3 Detekcia Hrany (Edge detection)
Najčastejšou metódou nižšej úrovne spracovávania obrazov je detekcia hrán. Hrany
predstavujú hranice medzi jednotlivými segmentmi . Pri digitálnom spracovávaní
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obrazu sa hranou rozumie dramatická zmena hodnoty jasu v oblasti pixelu. Hrana
je potom reprezentovaná veľkosťou a smerom. Tieto zmeny hodnoty jasu v obrazu sú
jednou z najzákladnejších charakteristík obrazu. Jasové hrany predstavujú lokálne
zmeny a jasové hraničné segmenty zas globálne zmeny jasu z jednej úrovne na inú.
Jednotlivé hrany môžu byť rôznych typov. Ideálny model hrany je skoková (step)
funkcia. V reálnych obrazoch je však zmena jasu postupná, takže je vhodnejšie použiť
šikmú (ramp) funkciu. Ak sa obidve definované funkcie objavia v obraze vedľa seba,
vznikajú ďalšie typy hrán: čiara(line) a strecha(roof). Na nasledujúcom obrázku sú
znázornené jednotlivé typy hrán:
Obr. 3.1: Typy hrán v obraze: step, ramp, line a roof.
Pri detekcii hrán v reálnych snímkach je nutné rátať zo šumom a preto je ho po-
trebné vhodným filtrom znížiť prípadne odstrániť. Základné metódy detekcie hrán
sa dajú rozdeliť na dve hlavné skupiny. Metódy využívajúce prvú a druhú deriváciu.
Prvú deriváciu diskrétneho obrazu získame ako rozdiel okolných pixelov obrazu. Ak
je oblasť bez hrán a bez zmien je výsledná derivácia nulová. Touto parciálnou deri-
váciou je možné získať vektor, ktorý nesie informáciu o veľkosti a smeru (gradient).
Ten je kolmý na daný vektor, ktorý udáva smer hrany a jej veľkosť. Veľkosť hrany

















Detekcia hrán pomocou druhej derivácie je založená na predpokladu, že pri naj-
väčšej zmene intenzity dosahuje prvá derivácia najväčších hodnôt, zatiaľ čo druhá
derivácia je pri najväčších zmenách intenzity rovná nule. Pri použití tejto metódy
vykonáme druhú deriváciu obrazovej funkcie a následne hľadáme miesta, kde táto
druhá derivácia prechádza nulou. Laplacian je jedným z operátorov využívajúci
druhú deriváciu a vo všetkých smeroch má rovnaké vlastnosti vďaka čomu je ne-
menný voči rotácii [12]:








Výhodou týchto techník je efektívnosť práce presne na tých dátových množinách,
ktoré majú vysoký kontrast medzi jednotlivými regiónmi v obraze. Nevýhodou tejto
metódy je náročnosť automatizácie, čiže nutnosť manuálnej interakcie, prítomnosť
šum a potreba vysokého kontrastu medzi segmentovanými regiónmi. Tieto metódy
sa nepoužívajú samostatne, ale v spojení s ďalšími segmentačnými prístupmi sa môžu
použiť ako krok predspracovanie alebo ako korekcia výsledkov inej metódy [12].
3.4 Metódy hľadania oblastí
Je to segmentačná technika ktorá je založená priamo na hľadanie oblastí. Hlavným
segmentačným kritériom pre detekciu oblastí v obraze je homogenita oblastí, ktorú
je potreba definovať spoločnými parametrami. Vo väčšine prípadov sa ako parameter
udáva úroveň intenzity. Ďalšími parametrami môže byť tvar, textúra, model prípadne
farba. V obrazoch kde sa vyskytuje veľa šumu, hranové operátory ťažko detekujú
hrany. Kvôli lepším výsledkom je výhodnejšie použiť metódu zameranú na hľadanie
oblastí [9].
Obr. 3.2: Definícia 4-okolia a 8-okolia obrazového bodu
3.4.1 Nárast oblasti
Princíp metódy narastania oblasti je jednoduchý. V prvom kroku sa v obraze určia
počiatočné body (seed) odkiaľ sa začne segmentovať. Tieto body definujú segmen-
tovanú oblasť svojimi vlastnosťami. Vlastnosť pixelov sú dané parametrom p , naj-
častejšie to býva úroveň intenzity, prípadne lokálnym priemerom alebo odchýlkou.
Jednotlivé body sú potom začlenené do daného regiónu ak splňujú určené krité-
rium homogenity. Pri výbere kritérií závisí aký typ obrazových dát je k dispozícii.
Hodnoty parametrov sa porovnávajú podľa [9]:
|𝑝𝑠 − 𝑝𝑗| ≤ 𝑇, (3.12)
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kde 𝑝𝑠 je referenčný parameter počiatočného bodu, 𝑝𝑗 je parameter porovnávaného
pixelu a T je rozhodovacia úroveň. Tie body ktoré nevyhovujú danému kritériu nie
sú do oblasti začlenené. Týmto postupom je prechádzaný celý obraz až dovtedy keď
už žiadne pixely nesplňujú kritéria pre zaradenie do danej oblasti [9].
Obr. 3.3: Ukážka narastania oblasti
Ak sa v obraze vyskytuje pozvoľná nehomogenita jasu, jej účinok môže byť po-
tlačený dynamickou úpravou porovnávacieho procesu, kde jednotlivé body nepo-
rovnávame s parametrom počiatočného bodu, ale z okrajovým bodom oblasti, prí-
padne strednou hodnotou regiónu. Nevýhodou tejto metódy je, že je potrebné určiť
počiatočné body pre každý región zvlášť, čo vo všeobecnosti znamená manuálnu
interakciu [8, 9].
3.4.2 Delenie a spájanie oblastí
Metóda delenia a spojovania oblastí je založená na quad-tree prezentácii dát, kde
je obraz rozdelený na menšie oblasti. Väčšinou sa jedná o postupné delenie obrazu
na štvrtinové oblasti. U takto rozdelených segmentov sa testuje homogenita podľa
zvolených kritérií. Ak test ukáže, že segment nesplňuje zadaná kritéria (nie je homo-
génny ), segment sa opäť delí na menšie časti. Ukončenie tohto postupu môže byť
niekoľko. Prvým prípadom môže byť, že sa postupuje až do tej dobý kým jednotlivé
segmentované časti sú homogénne podľa zvolených kritérií. Toto môže trvať v ex-
trémnych prípadoch až do samotných pixelov. V ďalšom prípade sa môže do postupu
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delenia začleniť podmienka delenia do vopred zvolenej úrovne, ktorá následne určuje
veľkosť najmenšej obrazovej štruktúry tvoriaci segmentovaný obraz [8, 9].
Obr. 3.4: Delenie obrazu (vľavo), stromové rozdelenie obrazu (vpravo)
Takto vzniknuté malé segmentované štruktúry sa po delení obrazu následne spá-
jajú na jednotlivé segmentované oblasti podľa daného kritéria homogenity. Výhodou
tejto metódy voči metóde narastaniu oblasti je fakt, že nepotrebuje manuálnu ini-
cializáciu počiatočných bodov. Na druhú stranu však potrebuje mať vstupné dáta
organizované ako pyramidálnu mriežkovú štruktúru, čo môže byť v prípade veľkých
dátových množín náročné [8, 9].
3.4.3 Segmentácia zlučovania oblasti
Segmentácia metódou zlučovania oblastí má podobný priebeh ako v prípade metódy
narastania oblastí. Na začiatku segmentácie sú zvolené malé oblasti, tvorené najlep-
šie samotnými pixelmi, ktoré sú považované za homogénne. Potom prichádza na rad
porovnanie dvoch susedných oblastí a ich zlúčenie ak je splnené kritérium homoge-
nity. Na zlučovanie oblastí je možné použiť kritérium sily hraníc medzi oblasťami,
ktoré pracuje s lokálnymi rozdielmi medzi hraničnými pixelmi umiestnených na obi-
dvoch stranách elementárnej hrany susedných oblastí. Slabá elementárna hrana je
považovaná na základe [12]:
𝑆𝑖,𝑗,𝑘 ≤ 𝑇1, (3.13)
inak je považovaná za silnú. Celková sila hranice 𝑆𝑖,𝑗, ktorá je tvorená N pixelmi, je






čo má za následok rozpad hranice a zlúčenie obidvoch oblastí. V opačnom prípade
je hranica oblastí silná a je zachovaná.
3.5 Štatistické metódy
Štatistická analýza obrazových dát je prvým krokom segmentácie niektorou šta-
tistickou metódou. Tieto metódy sú založené na klasifikácii pixelu buď podľa jeho
intenzity alebo iných charakteristík . Tieto klasifikátory sú obecne rozdeľované na
metódy závislé na jednej premennej a na metódy závislé na viacerých premenných.
Pri metóde závislej na jednej premennej sa pixel priraďuje do oblasti podľa jednej
hodnoty intenzity, klasifikácia prebieha nad jedným obrazom. Pri metóde závislej
na viacerých premenných sa pixel klasifikuje na základe viac než jednej hodnoty in-
tenzity, ide teda o štatistickú segmentáciu s využitím viacero obrazov. Väčšinou sa
jedná o multimodálne obrazy zhotovené s rôznym váhovaním ako napr. 𝑇1 - vážený
obraz a 𝑇2 - vážený obraz [10].
Hľadaním vzájomných väzieb v objektoch sa zaoberajú klasifikačné metódy viac-
rozmernej štatistickej analýzy. Sú to postupy, pomocou ktorých sa jeden objekt
zaradí do jednej z už existujúcich tried, alebo pomocou ktorých je možné neusporia-
danú skupinu objektov usporiadať do niekoľko vnútorne homogénnych tried alebo
zhlukov (analýza zhlukov- clustering) [11]. K ďalším zhlukovacím metódam patrí K-
means algoritmus. Tieto metódy budú podrobnejšie popísané v nasledujúcich pod-
kapitolách.
3.5.1 Zhluková analýza (Cluster analysis)
Zhluková analýza je segmentácia ktorá je založená na vytváraní podmnožín objektov
v obraze na základe vlastností medzi jednotlivými prvkami (pixelmi) zhluku podľa
zvolených parametrov. Parametre merania sú napr. stredná hodnota intenzity, rozp-
tyl, farebné zložky pixelov. Je potrebné zvoliť také parametre aby pixeli jedného
segmentu boli ohodnotené podobne a z rôznych segmentov rozdielne.
Začíname iba s dvoma zhlukmi ktorým priradíme vektory, ktoré sú k zhlukom
najbližšie a vypočítame, či je potrebné pridať ďalší zhluk. Ak je to potrebné, vytvo-
ríme nový zhluk zo stredom v najvzdialenejšom vektore a proces opakujeme. Jednou
s možností nájdenia kritéria pre pridanie ďalšieho zhluku je možné použitím faktoru
kvality 𝛽, ktorý sa počíta pri každom kroku a riadi počet výsledných zhlukov. Po
dosiahnutí maximálnej hodnoty faktoru proces končí. To sa vypočíta ako [13]:
𝛽 = 𝑡𝑟 {S𝑊} 𝑡𝑟 {S𝐵} , (3.15)
























kde K je počet zhlukov, 𝑀𝑘 je počet vektorov priradených k-tému zhluku, 𝑢𝑘 je
stredná hodnota zhluku, 𝑆𝑘 je množina vektorov priradených k-tému zhluku, 𝑢0 je
stredná hodnota všetkých vektorov a M’ je počet pixelov určených pre zhlukovanie.
Obr. 3.5: Príklad zhlukovania v 2D priestoru.
Výhodou tejto metódy je jednoduchosť a ľahká rozšíriteľnosť vďaka mnohým
modifikáciám a postupov. Medzi nevýhody môžeme zaradiť problém pri stanovení
cieľového počtu zhlukov a závislosť výslednej segmentácie na výbere prvých zhlukov.
K-means algoritmus
K-means algoritmus je neparametrická metóda analýzy zhlukov, ktorá nevyžaduje
trénovacie dáta. Zhluky (clusters) sú charakterizované centroidmi, teda stredmi zhlu-
kov. Aj keď je K-means algoritmus automatickou metódou, je väčšinou potrebné
ručne nastaviť počiatočné hodnoty centoridov. Centroidy sú následne prepočítavané
na základe pixelov do jednotlivých zhlukov. Pixeli sú priraďované do zhlukov podľa
najmenšej vzdialenosti od centroidov. Najčastejšie sa používa Euklidovská vzdiale-






kde a a b sú vektory, ktoré obsahujú konečný počet prvkov (pixelov). Potom na-
sleduje prepočítanie strednej hodnoty v daných zhlukov zo všetkých priradených
pixelov. Proces klasifikácie objektov a prepočítavanie stredných hodnôt sa opakuje.







(𝑥𝑗 − 𝜇𝑖)2, (3.20)
kde k udáva počet zhlukov Si a 𝜇i je priemer všetkých hodnôt bodu xj v danom
zhluku Si . Výsledkom K-means algoritmu je k zhlukov pixelov, ktoré odpovedajú
jednotlivým segmentom. K-means algoritmus priraďuje každému pixelu práve jednu
triedu, je teda binárny. Neberie do úvahy, že by mohlo dochádzať k prekrývaniu
medzi jednotlivými segmentmi.
3.5.2 Markovské náhodné polia (Markov Random fields)
Markovské náhodne polia nie je priamo segmentačná metóda, ale štatistický model,
ktorý je možné v segmetácii využiť. MRF modelujú priestorové väzby medzi su-
sednými a blízkymi pixelmi obrazu. Tieto lokálne korelácie poskytujú mechanizmus
pre modelovanie širokej škály vlastnosti obrazu. V medicínskom zobrazovaní platí,
že väčšina pixelov v obraze patrí do toho istého segmentu ako jeho susedia. Inými
slovami, akýkoľvek objekt alebo segment o veľkosti jedného pixelu má veľmi malú
pravdepodobnosť výskytu v obraze. Metóda MRF je spolu s Bayesovským modelom
často spracovávaná do zhlukovacích segmentačných algoritmov (napr. K-means). Vý-
slednú segmentáciu získame maximalizáciou aposteriórnej (na základe skúsenosti)
pravdepodobnosti 𝑝(𝐶|𝑋) (pravdepodobnosť, že vzorka X patrí do segmentu C )
pre všetky body obrazu. Nevýhody spojené s MRF modelmi je zložitá voľba ria-
diacich parametrov, ktoré ovplyvňujú silu väzieb medzi pixelmi obrazov. Nevhodné
nastavenie parametrov môže spôsobiť nadmerné hladké hranice medzi segmentami
obrazu a tým pádom stratu dôležitých detailov. Okrem toho tieto metódy založené
na MRF sú veľmi výpočtovo náročné. Napriek týmto nevýhodám sú statické MRF
modely veľmi rozšírené a používajú sa nielen na modelovanie štruktúry alebo textúry
segmentov obrazu, ale i na modelovanie nehomogenit v obraze [15].
3.6 Neurónové siete
Väčšina metód segmentácie obrazov je založená na znalostiach a skúsenostiach ako
a podľa čoho by mala segmentácia prebiehať. Segmentácia obrazu neurónovými sie-
ťami nie je založená na podobných meta-pravidlách. Trénovanie neurónových sietí
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čisto orientovaných na dáta prebieha podľa princípu učenia. Pre trénovanie neuró-
nových sietí existujú dve stratégie. Prvý prístup tzv učenie bez učiteľa hľadá cha-
rakteristické vlastnosti vstupných dát a klasifikuje ich do tried bez ďalšej interpre-
tácii. Druhý prístup tzv učenia s učiteľom vyžaduje ručne segmentovaná trénovacie
dáta. Vstupom učiaceho algoritmu sú nielen príznakové vektory, ale aj funkcie, ktorá
každému vstupnému vektoru priraďuje určitý segment obrazu. Kombináciou týchto
dvoch prístupov vznikli GRBF(Generalized Radial Basis Functions) neurónové sieťe
spojujúce východy obidvoch prístupov [17,18].
Obr. 3.6: Štruktúra neurónovej siete s radiálnou bázovou funkciou
Architektúra GRBF siete sa skladá zo vstupnej vrstvy, jednej skrytej vrstvy a
výstupnej vrstvy. Každý neurón skrytej vrstvy je spojený zo všetkými neurónmi
vstupnej a výstupnej vrstvy pomocou synaptických váh. Vstupný vrstva neurónu
slúži iba k priloženiu príznakového vektoru x na vstup siete. Hodnoty priloženého
vektoru propaguje do skritej vrstvy, kde sú použité neuróny s radiálnou bázovou
funkciou (RBF). Vektor váh wj neurónov v skrytej vrstve je možne interpretovať
ako bod v n-rozmernom priestore hodnôt vstupného vektoru. Aktivačná funkcia
skrytého neurónu sa určí euklidovskou vzdialenosťou vektoru váh wj neurónu od
príznakového vstupného vektoru x [16]:
𝑑𝑗 (x⃗) = ||x⃗− w⃗𝑗|| . (3.21)
Výsledná aktivačná funkcia RBF neurónov má charakter Gausovej funkcie:
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kde 𝜌 je smerodatná odchylka Gaussovej funkcie (parameter skrytého neurónu).
Neurón ktorého vektor váh je najbližšie vstupnému príznakovému vektoru má naj-
vyššiu hodnotu aktivačnej funkcie. Výstupy neurónov skrytej vrstvy sú lineárne pro-
pagované do vstupnej vrstvy. Vektor váh Sm vstupného neurónu slúži pre výpočet




S𝑚𝑎𝑗 (x⃗) . (3.23)
Trénovanie RGBF siete prebieha v troch fázach. Prvé dve prebiehajú automa-
ticky bez učiteľa, tretia fáza zvyčajne s učiteľom.
1. V prvej fáze sú ustanovené váhy wj medzi vstupnou a skrytou vrstvou. Pre
tento účel sa používajú algoritmy zhlukovej analýzy.
2. Keď sú hodnoty váh wj známe, môžu sa určiť parametre skrytých neurónov.
Najčastejšie sa používajú jednoduché heuristické pravidlá.
3. V poslednej fáze sú určené váhy medzi skrytou a vstupnou vrstvou siete. Naj-
výhodnejšia je minimalizácia celkovej chyby neurónovej siete pomocou metódy
gradientného zostupu
Neurónové siete sa v rámci procesu segmentácie často používajú ako klasifiká-
tory, kde sa váhy nastavia pomocou trénovacích dát a sieť je potom použitá na
segmentáciu nových dát [17,18].
3.7 Pokročilejšie metódy segmentácie
3.7.1 Aktívne kontúry
Aktívne kontúry ( tzv. snakes) sú metódy vychádzajúce z modelovania kontúr. Pred-
volenú kontúru ktorá sa postupne deformuje, štandardne vkladá užívateľ alebo ne-
jaký algoritmus. Takto vložená kontúra sa postupne tvaruje až k hrane objektu v
obraze. Deformácia kontúry vzniká vplyvom vonkajšej, vnútornej a obrazovej sily.
Vonkajšie sily sú výsledkom počiatočného umiestnenia kontúry, vnútorne sily zabez-
pečujú hladkosť priebehu a obrazové sily smerujú deformovanie kontúry smerom k
hrane objektu. Pri diskrétne reprezentovanej kontúre [19]:
v𝑛 = [𝑥𝑛, 𝑦𝑛], pre 𝑛 = 0, 1, . . . 𝑁, (3.24)
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𝐸𝑇 {v𝑛} , (3.25)
kde 𝐸𝑁 je vnútorná energia kontúry, 𝐸𝐼 je energia obrazu a 𝐸𝑇 reprezentuje energiu
obmedzenia. Existuje veľa postupov merania uvedených energií.
Obr. 3.7: Príklad aktívnej kontúry
Deformovateľné modely majú tú výhodu, že ponúkajú koherentný a konzistentný
matematický popis. Sú odolné voči šumu. Nevýhodou tejto metódy je nutnosť ma-
nuálneho zásahu kvôli inicializácii vstupných súborov dát a vyžadujú od užívateľa
výber vhodných vstupných parametrov. Štandardný algoritmus nedosahuje pri zlo-
žitejších kontúrach dostatočnú presnosť, najme pri prudkých zlomoch hraníc objekt,
kde sa potom vytvárajú falošné kontúry a slučky [19,20].
3.7.2 Level-set metóda
Level-set metóda bola prvýkrát predstavená Osherom a Sethianom [21] v roku 1987.
Princíp metódy je podobný ako v prípade aktívnych kontúr, ale s tým rozdielom,
že tvar krivky sa nemení priamo, ale prostredníctvom level-set funkcie. Krivka je u
level-set metódy reprezentovaná nulovou hladinou rezu v rovine xy (tzv. zero level-
set). Táto funkcia sa nazýva level-set funkcia (LSF) a každému bodu roviny xy
priraďuje jeho výšku u nad nulovou hladinou.
Ako počiatočná LSF môže byť použitá binárna kroková funkcia definovaná ako:
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Obr. 3.8: Príklad level-set funkcie pre 2D krivku K [21].
𝜑0(x) =
⎧⎨⎩ −𝑐0, 𝑎𝑘 x 𝜖𝑅0𝑐0, 𝑖𝑛𝑎𝑘, (3.26)
kde 𝑐0 > 0 je konštanta a 𝑅0 je vybraná inicializačná oblasť. Okrem toho sa môže
niekedy získať predbežnou segmentáciou (napr. K-means) tak, že sa nachádza v
blískosti oblasti, ktoré majú byť segmentované. Potom stačí len malý počent iterácii
na posunutie nulovej LSF k požadovanej hranici objektu.
Povrch funkcie sa postupne adaptuje vzhľadom k zadaným metrikám krivosti a
obrazovým gradientom. Výhodou level-set metódy je, že reprezentovanú krivku je
možné topologicky meniť zlúčením alebo delením jednoduchým a efektívnym spôso-
bom, ktorý v aktívnych kontúrach nie je povolený. Tieto topologické zmeny sú ovlá-
dané automaticky. Ďalšou žiaducou vlastnosťou je, že numerické výpočty je možné
vykonávať na pevnej karteziánskej mriežke bez nutnosti nastavovať parametre bodov
v parametrických aktívnych modelov vrstevníc. Oproti aktívnym kontúram dosahuje
level-set metóda lepších výsledkov najmä pri výskytu zložitejších tvarov objektu.
Obecná rovnica level-set funkcie je definovaná vzťahom [22]:
𝜕𝜑
𝜕𝑡
= 𝐹 |∇𝜑| , (3.27)
kde F je rýchlostný termín, ktorý popisuje vývoj LSF. Manipuláciou F je možné
ovplyvňovať LSF do rôznych oblastí alebo tvarov daného hlavne inicializáciou.
Pri bežnom nastavení level-set metódy je potrebne , aby sa rozvíjajúca level-set
funkcia držala v blízkosti znamienkovej vzdialenostnej funkcie (tzv. signed distance
function) v inom prípade sa obvykle vyskytujú nezrovnalosti, čo spôsobuje numerické
chyby a nakoniec zničí stabilitu level-set vývoja. To sa docieli technikou zvanou
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reinicializácia. Reinicializácia sa často používa práve k udržaní level-set funkcie v
blízkosti znamienkovej vzdialenostnej funkcie v priebehu jej vývoja. Rovnica po
reinicializácii je definovaná vsťahom [22]:
𝜕𝜑
𝜕𝑡
= sign (𝜑0) (1− |∇𝜑|) , (3.28)
kde 𝜑 je LSF, ktorá ma byť reinicializovaná a sign (𝜑0) je znamienková funkcia.
V prípade, že 𝜑 je strmšie na jednej, alebo druhej strane, môže byť nulová hladina
posunutá nesprávne od pôvodnej funkcie. Ak sa LSF nachádza ďaleko od znamienko-
vej vzdialenostnej funkcie, nieje možné vykonať reinicializáciu týchto funkcií. Tento
problém rieši nová variačná formulácia nazývaná Distance Regularized Level Set
Evolution (DRLSE) od autora Chunming Li, ktorý nepoužíva reinicializáciu. Au-
tor uvádza novú variačnú formuláciu, ktorá udržuje LSF v blízkosti znamienkovej
vzdialenostnej funkcie a preto nie je potrebná reinicializácia. Táto formulácia sa
skladá z vnútornej energie penalizujúca odchýlku LSF od vzdialenostnej funkcie a
vonkaj- šej energie riadiacu pohyb nulovej úrovne LSF smerom k požadovaným hra-











Prvý člen na pravej strane je spojený zo vzdialenostnou regularizáciou energie
ℛ𝑝(𝜑), ktorý je riadený koeficientom regulačnej vzdialenosti 𝜇. Druhý člen súvisí s
energetickou funkciou ℒ𝑔(𝜑), ktorý vypočítava váhovanie dĺžky funkcie pozdĺž nu-
lovej úrovne LSF, definovanú koeficientom váhovania dĺžky 𝜆. Tretí člen súvisí s
energetickou funkciou 𝒜𝑔(𝜑), ktorý vypočítava váženú plochu regiónu definovanú
koeficientom váhovania plochy 𝛼. Diracova delta-funkcia 𝛿𝜀 má parameter 𝜀 zvy-
čajne nastavený na hodnotu 1,5.
Hranová indikačná funkcia 𝑔 [22]:
g = 11 + |∇𝐺𝜎 · 𝐼|2 , (3.30)
kde∇𝐺𝜎 je Gaussovo jadro aplikované na obraz 𝐼. Z rovnice3.29, môžeme vydieť rolu
indikačnej funkcie, ktorá je použitá na spomalenie zmršťovania prípadne rozširovania
nulovej LSF. Hodnoty ktoré táto funkcia zvyčajne nadobúda sú menšie na hranách
objektu než na iných miestach obrazu [22].
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4 REALIZÁCIA SEGMENTAČNÝCH METÓD
V tejto časti diplomovej práce sú popísané zvolené segmentačné metódy, ktorých
realizácia bola vytvorená v programovom prostredí MATLAB. Vzhľadom k vstup-
ným obrazovým dátam a zadaniu práce boli zo spomenutých metód v predošlých
kapitolách vybrané metódy K-means a Level-set metóda.
K-means metóda bola vybraná z toho dôvodu, že sa jedná pomerne o jednodu-
chú a relatívne rýchlu metódu ktorá sa obecne používa pri segmentácii MR obrazov
a s vhodne upravenými vstupnými obrazmi, ktoré sú doplnené vhodnou filtráciou
bývajú výsledky segmentácie veľmi dobré. Level-set metóda patrí k pokročilejším
segmentačným metódam, ktorá má výhodu oproti aktívnym kontúram, že je možné
kontúry deliť a zlučovať, čo je výhodné ak sú jednotlivé plochy rovnakej tkane od-
delené v danom reze. Vzhľadom k tomu, že sa jedná a zložitú segmentáciu býva
nastavenie tejto metódy k danému typu vstupných dát veľmi náročný proces. Pod-
robný postup realizácie metód je uvedený v zdrojových kódoch priložených na CD
nosiči.
U tradičných segmentačných metód je výsledok segmentácie veľmi závislý na
kvalite predspracovania. Ak je snímaný obraz zaťažený šumom a taký obraz je seg-
mentovaný bez predchádzajúcej filtrácii šumu, dôjde k tomu, že tento šum sa môže
čiastočne objaviť i vo vstupnom obraze segmentačnej techniky. Dôsledkom toho je
potom nadbytočná klasifikácia objektov v mieste šumu.
Pri segmentovaní obrazov je treba často segmentovať oblasti, ktoré sú obklo-
pené pozadím s veľmi málo rozdielnou intenzitou. Vzhľadom k prítomnosti šumu sa
potom segmentácia nízko kontrastných lokálnych oblastí obrazu stáva problémom
zložitejšieho zapracovania. Tento problém môže byť čiastočne odstránení použitím
multiparametrického segmentovania, v ktorom ako vstupné dáta sú použité obrazy
získané rôznymi sekvenciami čím je docielené, že obrazy majú rôzne kontrastné zo-
brazenie. To znamená, že v mieste, kde na jednom obraze je prechod medzi tkanivami
rozlíšený s veľmi malou rozdielnou intenzitou, môže byť na druhom vstupnom ob-
raze tento prechod zvýraznený. Kombináciou týchto vstupných obrazov sme potom
schopný presnejšie určiť hranice tkanív.
Presnosť realizovaných segmentačných metód je demonštrovaný na dátach ku
ktorým existujú správne referenčné výsledky segmentácie. Zdrojové dáta na ktorých
su realizované vybrané segmentačné metódy sa skladajú z 3D obrazov mozgov v
ktorých je už odstránená časť s lebkou. Obrazy sú získané rôznymi sekvenciami
(𝑇1, 𝑇1𝑐 , 𝑇2 a FLAIR). Matice obrazov majú rozmer (256x256x178), kde prvé dve
hodnoty udávajú rozlíšenie obrazu a tretia hodnota udáva počet rezov.
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4.1 K-means metóda
Prvým krokom pri realizácii metódy je tzv. inicializácia, kde je možnosť výberu
rôznych vstupných parametrov, ktoré sa následne aplikujú na danú metódu. Môžeme
si nastaviť ktoré vstupné obrazy sa budú aplikovať a aká filtrácia bude použitá. Ďalej
je tu možnosť výberu metriky ktorá je použitá pre výpočet centroidov zhlukov.
Môžeme vybrať možnosť aplikácie segmentácie na celý 3𝐷 obraz mozgu, prípadne
výber konkrétneho rezu daných vstupných obrazov. V našom prípade je metóda
aplikovaná a testovaná na konkrétny rez vzhľadom na zdĺhavú výpočtovú náročnosť
pri segmentácii celého 3𝐷 obrazu.
Po inicializácii nasleduje načítanie vybraných vstupných obrazov. Dáta 3D ob-
razov sú uložené vo formáte (.mha), ktoré sú v matlabe načítané pomocou funkcie
Read Medical Data 3D od autora Dirk-Jan Kroon [23]. Zobrazenie všetkých vstup-
ných obrazov môžeme vedieť na obr. 4.1
Na vstupné obrazy je následne aplikovaná filtrácia v prípade, že je zvolená v ini-
cializačnej časti. Tu sa ponúka na výber filtrácia priemerovania jednotlivých pixelov
v obraze, mediánová filtrácia alebo ich vzájomná kombinácia. Na obr.4.2 Môžeme
vidieť kombináciu týchto filtrov pri nastavení veľkosti masiek na hodnotu 3.
Následne si vytvoríme maticu núl s dátovým typom logical a veľkosťou odpo-
vedajúcou vstupným obrazom. Príkazom mask(im>0) = true; vytvoríme binárnu
masku, ktorá má hodnotu iba na mieste, kde sa v obraze nachádza mozog. Pri vytvá-
rani 1d vektora aplikujeme vytvorenú masku, čím dosiahneme toho, že vo vektore sa
budú nachádzať iba pixely reprezentujúce hodnoty jasovej zložky mozgu bez poza-
dia. V prípade použitia viacerých vstupných obrazov sú vektory vložené do matice
X v ktorej každý stĺpec reprezentuje hodnoty pixelov daného vstupného obrazu.
Takto upravené hodnoty sú vstupným parametrom aplikovanej K-means segmentá-
cie. Segmentácia K-means je vyvolaná v matlabe príkazom:
[idx,centr] = kmeans(X,N,’distance’,metrika,’Replicates’,5);
ktorá rozdeľuje body v matici dát X do N zhlukov. Centroidy sú následné prepo-
čítavané na základe pixelov do jednotlivých zhlukov. Pixely sú priradené do zhlukov
podľa najmenšej vzdialenosti od centroidov. Vzdialenosť sa vypočítava na základe
parametru distance, ktorý môže mať tieto metriky vzdialenostného merania:
• sqEuclidean - euclideanska vzdialenosť 3.19 je defaultne predvolený para-
meter. Každý centroid je priemer bodov v tomto clustore.
• Cosine - zahrňuje do výpočtu uhol medzi bodmi (zaobchádzane ako s vek-
tormi). Každý centroid je priemer bodov v tomto zhluku, po normalizácii sú
body prepočítavané euclidianskou vzdialenosťou.
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Obr. 4.1: Príklad vstupných obrazov a) FLAIR b) 𝑇1 c) 𝑇1𝑐 d) 𝑇2
• Correlation - vzorka korelácie medzi bodmi (zaobchádzane ako sekvencia
hodnôt), Každý centroid je priemer bodov v tomto zhluku, po vycentrovaní
a normalizácii týchto bodov na strednú hodnotu a jednotkovu štandardnej
odchýlky.
• Hamming - percento bytov, ktoré sa líšia (vhodné iba pre binárne dáta). Každý
centroid je časť mediánových bodov v tomto zhluku.
Parameter replicates udáva počet opakovaní zhlukovania, zakaždým s novou
počiatočnou pozíciou centroidu. Kmeans vráti riešenie s najnižšou hodnotou súčtu.
Kmeans používa dvojfázový iteračný algoritmus pre minimalizáciu súčtu vzdialenosti
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Obr. 4.2: Príklad použitia filtrácie: a) FLAIR b) 𝑇1 c) 𝑇1𝑐 d) 𝑇2
centroidov napriek všetkými zhlukmi. Prvá fáza používa dávkové aktualizácie, kde
každá iterácia sa skladá z pridelenia bodov do ich najbližšieho centroidu zhluku,
ktoré sú všetky naraz, nasledované prepočítavaním centroidov zhluku. Táto fáza
občas nemusí konvergovať k riešeniu, ktoré je lokálne minimum, to znamená , že
rozdelenie dát, kde sa pohybuje každý jednotlivý bod na iný zhluk, zvyšuje celkový
súčet vzdialenosti. To je viac pravdepodobné pre malé súbory dát. Dávkovacia fáza
je veľmi jednoduchá ale potenciálne len približuje riešenie, ako východisko pre druhú
fázu. Druhá fáza používa on-line aktualizácie, kde sa body jednotlivo preraďujú ak
sa tým zníži súčet vzdialeností a zhlukové centroidy sú prepočítavané po každom
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preradení. Každá iterácia počas druhej fázy sa skladá z jedného prechodu cez všetky
body. Druhá fáza bude konvergovať k lokálnemu minimu, aj keď môžu existovať
lokálne minimá s nižším celkovým súčtom vzdialenosti. Problém nájdenia globálneho
minima može byť riešené výberom štartovných bodov alebo pomocou niekoľkých
replíkácii s náhodným štartovým bodom, ktoré zvyčajne vedie k riešeniu globálneho
minima [24,25].
Po aplikovaní K-means prevedieme vysegmentované pixely z velkotra idx do
vyslednej matice. Výsledná segmentácia pri metrike sqEuclidean s pouzitím me-
diánovej filtrácie je znázornená na obr.5.2
Obr. 4.3: Vysegmentovaný obraz K-means metódou
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4.2 Level-set metóda
Pri level-set metóde sú vstupné obrazy načítané a upravené rovnakým spôsobom ako
tomu bolo pri K-means metóde. Na takto upravené hodnoty získane zo vstupných
obrazov je použitá gaussová filtrácia. Výsledok je možné vidieť na obr.4.4 časť b).
Následne je z takto upravených obrazov vypočítaný gradient obrazu v osiach (𝑥, 𝑦).
Kombináciou smerových gradientov vznikne gradientný obraz 4.4 časť 𝑐). Obraz po
hranovej indikačnej funkcii je znázornený 4.4 v časti 𝑑).
Obr. 4.4: 𝑇1 váhovaný obraz: a) bez zmeny, b)gaussová filtrácia, c) gradientný obraz,
d) hranová indikačná funkcia
Vybraná inicializačná oblasť pre LSF je získaná z predošlej segmentácie K-means,
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kde sa pri zvolenej časti tkáne uložila hodnota vybraného zhluku a následne sa na
túto oblasť aplikovala binárna kroková funkcia 3.26, zo zvolenou výškou skokovej
funkcie 𝐶0 = 4. Príklad inicializačnej oblasti môžeme vidieť na obr.4.5. Takýto
postup bol vybraný z toho dôvodu, že vybraná inicializačná oblasť sa nachádza v
blízkosti oblasti, ktorá má byť segmentovaná. Potom stačí len malý počet iterácii
na posunutie nulovej LSF k požadovanej hranici oblasti.
Obr. 4.5: Inicializácia level-set funkcie
Vzhľadom k problému s reinicializáciou je pre vývoj level-set funkcie použitá
evolúcia nazývaná Distance Regularized level Set Evolution od autora Chumning
Liho [22], ktorý použil variačnú formuláciu, ktorá udržuje level-set funkciu v blíz-
kosti znamienkovej funkcie bez použitia reinicializácie. Výsledkom level-set funkcie
je gradient toku minimalizujúci celkovú energiu.
Na dosiahnutie toho aby sa pri výpočtoch LSF evolúcie zohľadnili výsledky zo
všetkých vstupných obrazov, sa energie ℒ𝑔(𝜑) a 𝒜𝑔(𝜑) ktoré ovplyvňujú vývoj LSF
vypočítavajú pre každý obraz zvlášť. Prechádzaním bodov obrazu v súradniciach
(x,y) sa zisťuje maximálna absolútna hodnota týchto energii a vo výsledku sa LSF
formuluje na základe získanej maximálnej hodnoty s ohľadom na znamienko. Toto
sa vykonáva pri každej iterácii.
Po určitom počte iterácií, ktorých počet je stanovený užívateľom , dôjde k ukon-
čeniu metódy. V našom prípade bolo zvolených 200 iteračných krokoch. Výslednú
krivku level-set funkcie je možné vidieť na obr. 4.6.
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Obr. 4.6: Výsledná level-set funkcia po 200 iteračných krokoch
Na obrázku 4.7 je zobrazený výsledok segmentácie testovacieho obrazu pomocou
vyššie popísanej level-set metódy s týmito navrhnutými parametrami:
• časový krok t = 2 ;
• koeficient váhovania dĺžky 𝜆 = 5 ;
• koeficient váhovania plochy 𝛼 = -3 ;
• koeficient vyhladenia Diracovej funkcie 𝜖 = 1,5 ;
• parameter veľkosti gaussového jadra 𝜎 = 1,5 ;
Obr. 4.7: Výsledná segmentácia level-set metódy
Výsledky vyššie popísaných segmentácii sú uvedené v následujúcej kapitole.
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5 HODNOTENIE SEGMENTAČNÝCHMETÓD
Porovnávanie výsledkov býva neoddeliteľnou súčasťou pri každej segmentačnej me-
tóde. V tejto kapitole sú uvedené možnosti vzájomného hodnotenia výsledkov im-
plementovaných segmentácii. Presnosť jednotlivých segmentačných metód je často
demonštrovaný na dátach ku ktorým existujú správne referenčné výsledky segmen-
tácie.
5.1 Porovnavacie klasifikátory
Porovnávanie získaných segmentov prebieha bod po bodu vo vzťahu k referenčnej
segmentácie. Pre každú jednotlivú realizáciu segmentácie sú získavané tieto hodnoty
medzi získanými a referenčnými oblasťami:
• TP (true positive) - body segmentu, ktoré sú správne identifikované.
• FP (false positive) - body mimo segment, ktoré sú nesprávne zamietnuté.
• TN (true negative) - body mimo segment, ktoré sú správne zamietnuté.
• FN (false negative) - body segmentu, ktoré sú nesprávne identifikované.
Pri znalosti konečného počtu bodov vo všetkých klasifikovaných segmentov je
možné pristúpiť k výpočtu vyhodnocovacích koeficientov. V rámci jedného výstupu
segmentácie je ako tkáň označovaná oblasť detekovaná ako segment (body v seg-
mente) a oblasti zvyšných mozgových tkáni sú označovanie ako pozadie (body mimo
segment) [26].
Tab. 5.1: Klasifikácia obrazových bodov
Senzitivita (TPR), tzv. miera pravdivej pozitivity, udáva pravdepodobnosť, kde
je skutočný pixel tkáne klasifikovaný ako referenčná tkáň. Specificita (TNR), tzv.
miera pravdivej negativity, udáva pravdepodobnosť, kde je skutočný pixel pozadia
klasifikovaný ako pozadie. Senzitivitu a specificitu je možné vypočítať nasledujúcim
spôsobom [26]:
𝑇𝑃𝑅 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 , (5.1)
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𝑇𝑁𝑅 = 𝑇𝑁
𝑇𝑁 + 𝐹𝑃 . (5.2)
Ďalšou možnosťou porovnávania výsledkov ponúka vyjadrenie koeficientu celko-
vej správnej klasifikácie pixelu tkáne (ACC) a celkovej nesprávnej klasifikácie pi-
xelu (ERR). Koeficient správnosti nadobúda ideálne hodnotu 1 vypočítame podľa
vsťahu [26]:
𝐴𝐶𝐶 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 , (5.3)
𝐸𝑅𝑅 = 𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 . (5.4)
K hodnoteniu zhody výsledkov najme pri segmentácii mozgových tkáni sa často
používajú Jaccardov koeficient podobnosti a Diceho koeficient, ktoré je možné vy-
počítať nasledujúcim spôsobom [26]:
𝐽𝑎𝑐𝑐𝑎𝑟𝑑 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 , (5.5)
𝐷𝑖𝑐𝑒 = 2𝑇𝑃2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 . (5.6)
Všetky porovnávacie klasifikátory uvedené v tejto kapitole nadobúdajú výslednú
hodnotu v rozmezí (0− 1), ktorú je možné vo výsledkoch prezentovať percentuálne.
5.2 Vizuálne hodnotenie
Pri vizuálnom hodnotení je výsledná segmentácia prekritá cez referenčnú oblasť.
Toto hodnotenie dodáva posudzovaniu lepšiu orientáciu v súvislosti zo zdrojovým
súborom než uvedenie iba matematického hodnotenia. Nevýhodou tohto riešenia je
strata informácie o podobe pôvodného obrazu . To môžeme kompenzovať buď použi-
tím priehľadnosti výslednej segmentácii alebo použitím kontúr (hranic segmentov),
čo dovoľuje lepšie porovnávať a hodnotiť výsledky segmentačných postupov v súvis-
losti s referenčnými.
5.3 Výsledky a hodnotenie realizovaných metód
V tejto časti diplomovej práce sú uvedené výsledky realizovaných segmentačných
metód na databáze obrazov získaných magnetickou rezonanciou. Výsledky jednot-
livých meraní sú porovnávané na základe porovnávacích klasifikátorov uvedených
vyššie. Všetky dosiahnuté hodnoty sú vyjadrené v percentách.
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V metóde K-means sú porovnávané metriky, podľa ktorých jednotlivé pixely
priraďujú k jednotlivým zhlukom na základe najmenšej vzdialenosti k centroidom.
Metrika s najlepšími výsledkami je použitá na porovnávane jednotlivých kombiná-
cii vstupných obrazov (𝑇1, 𝑇1𝑐 , 𝑇2, FLAIR). Kombinácia vstupných obrazov, ktoré
dosiahli najlepšie výsledky sú použité pri vzájomnom porovnávaní realizovaných
segmentačných metódach.
Pre lepšiu orientáciu výsledkov segmentácii sú jednotlivé tkáne vizuálne zobra-
zené voči referenčnému obrazu získaného manuálnou segmentáciou.
5.3.1 K-means metrika
Najlepšie výsledky segmentácie sú dosiahnuté použitím metriky sqEuclidean. Pri
získavaní výsledkov bola použitá mediánová filtrácia. Výsledky použitých metrík s
označením najlepšieho priemeru všetkých tkáni sú zobrazené v tabuľke 5.2.
Tab. 5.2: Vyhodnotenie použitej metriky K-means
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Metrika sqEuclidean nadobúda pomerne presné hodnoty pri všetkých meraných
častiach mozgu. Najhoršie dopadla metrika cityblock, ktorá ako jediná nedokázala
oddeliť nádor od edému, čo sa prejavilo v celkovom hodnotení.
V grafe na obrazku 5.1 sú zobrazené priemerné hodnoty použitých metrík zora-
dené na základe Jaccardovho koeficientu od najlepšieho výsledku po najhorší.
Obr. 5.1: Priemerné hodnoty výsledkov použitých metrík v K-means metóde
5.3.2 Hodnotenie kombinácií vstupných obrazov
Z výsledkov v tabuľke 5.3 je zrejmé, že pri použití viacerých vstupných obrazov je
dosiahnutá lepšia segmentácia ako by to bolo u použití iba jedného vstupného ob-
razu. Pri porovnávacom klasifikátore Jaccard je rozdiel pri použití všetkých vstup-
ných obrazov až o 30% lepší než je tomu pri použití iba jedného obrazu. Hodnoty
v tabuľke 5.3 sú výsledkom priemeru meraní, v ktorom boli použité všetky možné
kombinácie daných vstupných obrazov. Hodnoty jednotlivých kombinácii sú získané
pri segmentácii bielej (WM) a sivej (GM) mozgovej hmoty 5.4.
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Tab. 5.3: Priemerné výsledky pri kombinácii vstupných obrazov
Z grafu na obr.5.3.2 je jasne vidieť stúpajúcu tendenciu hodnotiacich klasifikáto-
rov na základe počtu použitých vstupných obrazov, pričom chybovosť ERR má zas
klesajúcu tendenciu.
Obr. 5.2: Porovnanie vstupných obrazov
Z výsledkov v tabuľke 5.4 môžeme vidieť ako obstáli jednotlivé kombinácie vstup-
ných obrazov pri segmentácii bielej a sivej mozgovej hmoty. V prípade segmentovania
mozgových tkáni tohto typu, nemá použitie vstupného obrazu typu FLAIR až tak
veľký vplyv na výsledok vzhľadom k tomu, že obraz typu FLAIR sa používa pre-
važne k segmentácii edému kde je táto časť tkáne najlepšie viditeľná. Na daný typ
testovacích tkáni obstála najlepšie kombinácia vstupných obrazov (𝑇1, 𝑇1𝑐 , 𝑇2).
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Tab. 5.4: Kombinácia vstupných obrazov pri meraní bielej a sivej mozgovej hmoty
Na základe výsledkov porovnávania v tejto sekcii budú v ďalších meraniach použi-
té všetky vstupné obrazy, keďže sa merania budú vykonávať na všetkých mozgových
tkanivách, kde sa už využitie FLAIR obrazu môže prejaviť vo väčšej miere.
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5.3.3 Porovnanie realizovaných segmentačných metód
Porovnávanie K-means a level-set metódy bolo realizované na všetkých typoch moz-
gových tkanivách. Výsledky merania sú zobrazené v tabuľke 5.5. Pri porovnávaní
realizovaných metód je zo získaných hodnôt vidieť, že level-set metóda mala o veľmi
malú hodnotu lepšie výsledky pri segmentácii nádoru a edému, zatiaľ čo k-means
metóda dosiahla lepších výsledkov v ostatných segmentovaných tkanivách.
Tab. 5.5: Segmentácia mozgových tkanív použitím K-means a Level-set metódy
Z celkového priemeru všetkých segmentovaných časti mozgu dosiahla K-means
metóda o niečo lepšie výsledky. Výsledky priemerov je možné vidieť na obr.5.3.3
Obr. 5.3: Porovnanie K-means a Level-set metódy
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Obecne má každá metóda pre rôzne prípady rôzne výsledky. V ideálnom prípade
by mala mať level-set metóda lepšie výsledky ale keďže sa jedná o veľmi pokročilú
segmentačnú metódu, ideálne nastavenie si vyžaduje podstatne väčšie znalosti ako
je tomu u K-means metóde. Napriek tomu sme dokázali level-set metódu vyladiť a
získať pomerne slušné výsledky. Do procesu výsledkov vstupuje veľa parametrov, či
už sa jedná o typ a charakter dát, nastavených parametrov a celému radu ďalších
skutočností ktoré je treba zohľadniť. Ideálnym riešením je niekedy voľba kompro-
misu. Výhodou K-means metódy je, že ide o pomerne rýchlu segmentačnú metódu,
ktorá ma pri segmentácii MR obrazov aj veľmi dobre výsledky.
Vyhodnotenie realizovaných metód metód na testovacej databáze
Výsledky sú získané na desiatich vstupných obrazov na ktorých sme testovali seg-
mentáciu bielej mozgovej hmoty ktoré sú zobrazené v tabuľke 5.6.
Tab. 5.6: Výsledky segmentácii bielej hmoty na testovacej databáze
Vizuálne hodnotenie vysegmentovaných oblasti mozgu
Vizuálne hodnotenie dodáva výsledkom lepšiu orientáciu v súvislosti zo zdrojovým
súborom, než uvedenie iba matematického hodnotenia. Na strane 56 sú zobrazené
jednotlivé mozgové tkanivá vysegmentované rôznou metódou a následne porovná-
vané z referenčnou segmentáciou. Pre lepšiu vizualizáciu vysegmentovanej oblasti
je možné použiť kontúru danej segmentovanej oblasti. Na strane 57 sú zobrazené
výsledky level-set segmentácii všetkých tkanív mozgu pomocou kontúry.
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Obr. 5.4: Segmentácia bielej hmoty: a) K-means b) Level-set c) referenčný obraz
Obr. 5.5: Segmentácia sivej hmoty: a) K-means b) Level-set c) referenčný obraz
Obr. 5.6: Segmentácia mozgomiešného moku: a) K-means b) Level-set c) referenčný
obraz
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Cieľom diplomovej práce bolo zoznámenie sa z metódami segmentácie MR obra-
zov využívajúcich multiparametrické zobrazenie. Zameranie bolo predovšetkým na
metódy ktoré sú vhodné k segmentácii tkanív v ľudskom mozgu. Z popísaných seg-
mentačných techník v kapitole 3 bola vybraná metóda K-means, ktorá sa obecne
používa pri segmentácii MR obrazov a s vhodne upravenými vstupnými obrazmi,
ktoré sú doplnené vhodnou filtráciou bývajú výsledky segmentácie veľmi dobre. Na-
vyše sa jedná o relatívne rýchlu a jednoduchú metódu.
Druhá metóda ktorá bola zrealizovaná sa nazýva Level-set. Počiatočnou inicia-
lizačnou funkciou pri tejto metóde bola získaná predbežnou segmenáciou K-means
metódy. Je to z toho dôvodu, že inicializačná časť LSF sa nachádza v blízkosti oblasti,
ktoré majú byť segmentované. Potom stačí už len malý počet iterácii na posunutie
nulovej LSF k požadovanej hranici objektu. Vzhľadom k problému reinicializácie je
pre vývoj LSF použitá evolúcia od autora Chumning Liho [22].
Presnosť realizovaných segmentačných metód je demonštrovaná na dátach ku
ktorým existujú správne referenčné výsledky segmentácie. Zdrojové dáta na kto-
rých boli realizované vybrané segmentačné metódy sú získané rôznymi sekvenciami
(𝑇1, 𝑇1𝑐 , 𝑇2 a FLAIR). Výsledky hodnotení sú porovnávané klasifikátormi Jaccard,
Dice , vyjadrením správnej (ACC) a nesprávnej (ERR) klasifikácie pixelu.
Pri porovnávaní jednotlivých metrík v K-means boli dosiahnuté najlepšie vý-
sledky pri použití metriky metriky sqEuclidean. Z výsledkov porovnávania rôz-
nych kombinácii vstupných obrazov boli najlepšie výsledky dosiahnuté pri použití
všetkých vstupných obrazov. Pri Porovnávacom klasifikátore Jaccard bol rozdiel pri
použití všetkých vstupných obrazov až o 30% lepší než to bolo pri použití iba jedného
obrazu.
Pri vzájomnom porovnaní K-measn a Level-set metódy , mala Level set metóda
o malú hodnotu lepšie výsledky pri segmentácii nádoru a edému, zatiaľ čo K-means
dosiahla lepších výsledkov v ostatných segmentovaných mozgových tkanivách. Pri
testovaní segmentácii na databáze vstupných obrazov dosiahla K-means segmentácia
pri Jaccardovom klasifikátore 6,5% lepší výsledok než Level set metóda.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
𝜎 parameter veľkosti gaussového jadra
𝜖 koeficient vyhladenia Diracovej funkcie
𝛼 koeficient váhovania plochy
𝜆 koeficient váhovania dĺžky
𝜔0 uhlová frekvencia precesie
𝛽 faktoru kvality
𝜌 smerodatná odchylka Gaussovej funkcie
𝛿𝜀 Diracova delta-funkcia
𝜇 koeficient regulačnej vzdialenosti
∇𝑓 Gradient obrazu
ACC Správna klasifíkacia pixelov
𝒜𝑔 váhovanie váhovanie plochy funkcie
𝐵0 Vonkajšie magnetické pole
𝐶0 výška skokovej funkcie
CSF cerebrospinálny mok – Cerebrospinal fluid
CT Počítačová tomografia – Computed Tomography
DRLSE Distance Regularized Level Set Evolution
𝐸𝐼 energia obrazu
𝐸𝑁 vnútorná energia kontúry
ERR nesprávna klasifikácia pixelov
𝐸𝑇 energia obrazu
𝑓0 Larmorová frekvencia
FID free induction decay





g Hranová indikačná funkcia
GE gradientné echo – gradient echo
GM sivá mozgová hmota
GRBF Generalized Radial Basis Functions
ℒ𝑔 váhovanie dĺžky funkcie
LSF level-set funkcia – level-set function
MR magnetická rezonancia – magnetic resonance
MRF Markovské náhodné polia – Markov Random fields
MRI zobrazovanie magnetickou rezonanciou – magnetic resonance imaging
NMR nukleárna magnetická rezonancia
RBF radiálnou bázovou funkciou
PD protónová hustota – proton density
RF rádiofrekvenčný signál
ℛ𝑝 vzdialenostná regulácia energie
RTG Röntgenové žiarenie
SE spinové echo – SE spin echo
S𝐻 Sobelova horizontálna detekčná maska
S𝑉 Sobelova vertikálna detekčná maska
t časvý krok
𝑇1 spin lattice relaxation time







TR time to repetition




A.1 Zdrojové súbory z programu MATLAB . . . . . . . . . . . . . . . . . 65
64
A PRÍLOHA
A.1 Zdrojové súbory z programu MATLAB
Príloha obsahuje zdrojové súbory napísane v programe MATLAB, testovacie dáta a
informácie k programu. Príloha je odovzdaná elektronicky. Obsahuje tieto súbory:
• zložka DATA - nachádzajú sa tu obrazy mozgu získane roznymi sekvenciami
(𝑇1, 𝑇1𝑐 , 𝑇2, FLAIR)
• zložka Read Medical Data 3D - program na načítanie vstupných dát. V zložke





• informacie k programu - textový súbor s postupom spustenia programu a po-
pisu zobrazených výsledkov
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