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ПЕРИОДИЧЕСКАЯ ЗАДАЧА ДЛЯ УРАВНЕНИЯ ЛЬЕНАРА,
НЕ РАЗРЕШЕННОГО ОТНОСИТЕЛЬНО ПРОИЗВОДНОЙ
В КРИТИЧЕСКОМ СЛУЧАЕ
Исследована задача о нахождении необходимых и достаточных условий существования и постро-
ения решений автономной периодической задачи для уравнения типа Льенара, неразрешенного
относительно производной. В качестве примера применения полученных условий существования
и построенных итерационных схем, исследована задача о нахождении периодических решений
уравнения Лотка-Вольтерра.
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1. Постановка задачи.
Исследована задача о нахождении условий существования и построении T1(ε)
– периодических решений [4, 11, 12]
y(t, ε) : y(·, ε) ∈ C2[0, T1(ε)], T1(0) = 2pi, y(t, ·) ∈ C[0, ε0]
уравнения типа Льенара, не разрешенного относительно производной [3, c. 174]
y′′(t, ε) + y(t, ε) = ε · Y (y(t, ε), y′(t, ε), y′′(t, ε), ε). (1)
Периодические решения уравнения типа Льенара (1) ищем в малой окрестно-
сти нетривиального решения порождающего уравнения y′′0(t) + y0(t) = 0. Здесь
Y (y, y′, y′′, ε) — нелинейная скалярная функция, непрерывно дифференцируемая
по неизвестной y и ее производным y′ и y′′ в малой окрестности решения порожда-
ющей задачи и его производных y′0 и y′′0 , а также непрерывно дифференцируемая
по малому параметру ε на отрезке [0, ε0]. Поставленная задача является продол-
жением исследования автономных краевых задач [4, 7, 11, 12, 15, 17, 19], а также
краевых задач, не разрешенных относительно производной [5, 8]
Существенным отличием автономной периодической задачи для уравнения (1)
от аналогичной неавтономной периодической задачи является тот факт, что любое
периодическое решение z(t, ε) уравнения (1) существует наряду с серией периоди-
ческих решений вида z(t+h, ε). Этот факт позволяет зафиксировать начало отсче-
та независимой переменной h ∈ R1 таким образом, чтобы решение порождающей
задачи стало однопараметрическим [4, c. 148]. Поставленная задача является кри-
тической [2, 4, 12]. Для произвольной функции f(t) задача о нахождении 2pi –
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периодических решений уравнения
y′′0(t, c) + y0(t, c) = f(t), f(t) ∈ C[0, 2pi] (2)
разрешима тогда и только тогда, когда∫ 2pi
0
H(s)f(s) ds = 0, H(t) :=
[
cos t
sin t
]
;
в этом случае общее решение периодической задачи для уравнения (2) имеет вид
y0(t, c) = c · cos t+ g
[
f(s)
]
(t), g
[
f(s)](t) :=
∫ t
0
sin(t− s)f(s) ds, c ∈ R1.
Совершая в уравнении (1) замену независимой переменной [4]
t = τ(1 + εβ(ε)), T1(ε) = 2pi(1 + εβ(ε)), β(ε) ∈ C[0, ε0], β(0) := β0,
приходим к задаче об отыскании 2pi – периодических решений
y(τ, ε) : y(·, ε) ∈ C2[0, 2pi], y(τ, ·) ∈ C[0, ε0]
уравнения
y′′(τ, ε) + y(τ, ε) = εY(y(τ, ε), y′(τ, ε), y′′(τ, ε), β(ε), ε). (3)
При условии 1 + εβ(ε) 6= 0 функция
Y(y(τ, ε), y′(τ, ε), y′′(τ, ε), β(ε), ε) := −(2 + εβ(ε))β(ε) y(τ, ε)+
+ (1 + εβ(ε))2 Y
(
y(τ, ε),
y′(τ, ε)
(1 + εβ(ε))
,
y′′(τ, ε)
(1 + εβ(ε))2
, ε
)
непрерывно дифференцируема по неизвестной y(τ, ε) и ее производным y′(τ, ε) и
y′′(τ, ε) в малой окрестности решения порождающей задачи и его производных
y′0(τ, c0) и y′0(τ, c0), непрерывно дифференцируема по функции β(ε) в малой окрест-
ности точки β0, а также непрерывно дифференцируема по малому параметру ε на
отрезке [0, ε0].
2. Необходимое условие существования решения.
Необходимое и достаточное условие существования 2pi – периодических реше-
ний уравнения (3):∫ 2pi
0
H(s)Y(y(s, ε), y′(s, ε), y′′(s, ε), β(ε), ε) ds = 0 (4)
приводит к уравнению для порождающих амплитуд
F (cˇ0) :=
∫ 2pi
0
H(s)Y(y0(s, c0), y′0(s, c0), y′′0(s, c0), β0, 0) ds = 0. (5)
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Лемма. Если периодическая задача для уравнения типа Льенара (1) имеет
решение
y(t, ε) : y(·, ε) ∈ C2[0, T1(ε)], T1(0) = 2pi, y(t, ·) ∈ C[0, ε0], 1 + εβ(ε) 6= 0,
при ε = 0 обращающееся в порождающее y0(t, c0) = c0 · cos t, то вектор cˇ0 удовле-
творяет уравнению
F (cˇ0) = 0, cˇ0 := col (c0, β0) ∈ R2.
Предположим, что уравнение для порождающих амплитуд (5) имеет действи-
тельные корни. Фиксируя одно из решений cˇ0 ∈ R2 уравнения (5), приходим к
задаче об отыскании периодических решений уравнения типа Льенара (1)
y(τ, ε) = y0(τ, c0) + x(τ, ε)
в окрестности порождающего решения y0(τ, c0) = c0 · cos τ. Обозначим матрицу
B0 :=
∂F (cˇ)
∂cˇ
∣∣∣∣∣∣∣∣ c = c0,β = β0
∈ R2×2.
В случае detB0 6= 0 уравнение (1) имеет единственное периодическое решение [4,
11, 17], при ε = 0 обращающееся в порождающее y0(t, c0) = c0 ·cos t. Данный крити-
ческий случай назван критическим случаем первого порядка [4, 11, 12, 17]. Менее
изученным является случай [13, 18] кратных корней (detB0 = 0) уравнения (5);
при этом согласно традиционной классификации периодических краевых задач
поставленная задача для уравнения (1) не может быть отнесена к критическому
случаю второго или более высокого порядка [12], а также к особому критическо-
му случаю, поскольку уравнение для порождающих амплитуд не обращается в
тождество [6, 16]
При наличии кратных корней уравнения для порождающих амплитуд, остав-
ляя одну линейно-независимую строку уравнения (5), получаем эквивалентное
условие разрешимости периодической задачи для уравнения типа Льенара (1)
Fρ(cˇ0) :=
∫ 2pi
0
Hρ(s)Y(y0(s, c0), y′0(s, c0), y′′0(s, c0), β0, 0) ds = 0; (6)
здесь Hρ(t) = cos t, либо Hρ(t) = sin t, в зависимости от нелинейности Y (y, y′, y′′, ε)
уравнения (1). Предметом исследования данной статьи является случай кратных
(detB0 = 0) корней уравнения для порождающих амплитуд (5) при условии, что
матрица B0 имеет ненулевые элементы: B0 6= 0; назовем этот случай частным
критическим случаем [9, 13, 18].
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Пример. Частный критический случай имеет место в задаче о нахождении
периодического решения
z(t, ε) := ( z(a)(t, ε) z(b)(t, ε) )∗, z(·, ε) ∈ C1[0, T1(ε)], z(t, ·) ∈ C[0, ε0]
уравнения Лотка-Вольтерра
z′(t, ε) = Az(t, ε)+Z(z(t, ε)), A :=
(
1 0
0 −1
)
, Z(z(t, ε)) :=
( −z(a)(t, ε)z(b)(t, ε)
z(a)(t, ε)z(b)(t, ε)
)
.
(7)
Уравнение (7) в окрестности положения равновесия z(a)(t, ε) ≡ 1, z(b)(t, ε) ≡ 1
посредством замены z(a)(t, ε) := 1 + ε u(t, ε), z(b)(t, ε) := 1 + ε y(t, ε) приводится к
виду
(1 + εy(t, ε))y′′(t, ε) = ε(y′(t, ε))2 − y(t, ε)(1 + εy(t, ε))(1 + εy(t, ε) + εy′(t, ε)). (8)
В свою очередь, уравнение (8) приводится к виду (1) посредством функции
Y(y(τ, ε), y′(τ, ε), y′′(τ, ε), β(ε), ε) := (y′(τ, ε))2 − ε (1 + εβ(ε))2 y3(τ, ε) + εy′(τ, ε))−
−(1+εβ(ε)) y2(τ, ε)(2+2 εβ(ε)−y(τ, ε)(β(ε)(2+εβ(ε))+(1+εβ(ε))y′(τ, ε)+y′′(τ, ε)).
Уравнение для порождающих амплитуд (6) в случае задачи о нахождении перио-
дического решения уравнения (8) принимает вид Fρ(c0, β0) = −2pic0β0 = 0. Корень
c0 = 0 соответствует тривиальному порождающему решению y0(τ, c0) ≡ 0. Поло-
жим β0 = 0, c0 = 0, 1 ; матрица B0 при этом имеет ненулевые элементы
B0 = −pi
5
[
0 0
0 1
]
6= 0;
таким образом, задача о нахождении периодического решения уравнения (7) пред-
ставляет частный критический случай, при этом 1 + εβ0 ≡ 1 6= 0.
3. Достаточные условия существования решения.
Фиксируя один из корней cˇ0 ∈ R2 уравнения (6), приходим к задаче об отыска-
нии периодических решений y(τ, ε) = y0(τ, c0)+x(τ, ε) уравнения (1) в окрестности
порождающего решения. Для нахождения возмущения x(·, ε) ∈ C2[0, 2pi], x(τ, ·) ∈
C[0, ε0] получаем уравнение
x′′(τ, ε) + x(τ, ε) = εY(y(τ, ε), y′(τ, ε), y′′(τ, ε), β(ε), ε). (9)
Решение x(τ, ε) = ν · cos τ + x(1)(τ, ε), β(ε) := β0 + γ(ε) периодической задачи для
уравнения (9) зависит от выбора корня cˇ0; здесь
x(1)(τ, ε) := ε g[Y(y0(s, c0) + x(s, ε), y′0(s, c0) + x′(s, ε), y′′0(s, c0) + x′′(s, ε), β(ε), ε)](τ).
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Предположим, что порождающее решение y0(τ, c0) не является искомым периоди-
ческим решением уравнения (1). Обозначим производные
A1(y0(τ, c0), β0) := ∂Y(y(τ, ε), y
′(τ, ε), y′′(τ, ε), β(ε), ε)
∂y
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
y(τ, ε) = y0(τ, c0),
y′(τ, ε) = y′0(τ, c0),
y′′(τ, ε) = y′′0(τ, c0),
β(ε) = β0,
ε = 0,
A2(y0(τ, c0), β0) := ∂Y(y(τ, ε), y
′(τ, ε), y′′(τ, ε), β(ε), ε)
∂y′
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
y(τ, ε) = y0(τ, c0),
y′(τ, ε) = y′0(τ, c0),
y′′(τ, ε) = y′′0(τ, c0),
β(ε) = β0,
ε = 0,
A3(y0(τ, c0), β0) := ∂Y(y(τ, ε), y
′(τ, ε), y′′(τ, ε), β(ε), ε)
∂y′′
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
y(τ, ε) = y0(τ, c0),
y′(τ, ε) = y′0(τ, c0),
y′′(τ, ε) = y′′0(τ, c0),
β(ε) = β0,
ε = 0,
Aβ(y0(τ, c0), β0) := ∂Y(y(τ, ε), y
′(τ, ε), y′′(τ, ε), β(ε), ε)
∂β
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
y(τ, ε) = y0(τ, c0),
y′(τ, ε) = y′0(τ, c0),
y′′(τ, ε) = y′′0(τ, c0),
β(ε) = β0,
ε = 0,
Aε(y0(τ, c0), β0) := ∂Y(y(τ, ε), y
′(τ, ε), y′′(τ, ε), β(ε), ε)
∂ε
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
y(τ, ε) = y0(τ, c0),
y′(τ, ε) = y′0(τ, c0),
y′′(τ, ε) = y′′0(τ, c0),
β(ε) = β0,
ε = 0.
Используя непрерывную дифференцируемость по неизвестной y(τ, ε) и ее произ-
водным y′(τ, ε) и y′′(τ, ε) в малой окрестности решения порождающей задачи и
его производных y′0(τ, c0) и y′′0(τ, c0), а также непрерывную дифференцируемость
по β(ε) в окрестности точки β0 и по ε в малой положительной окрестности нуля,
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разлагаем эту функцию в окрестности точек y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0 и ε = 0 :
Y(y0(τ, c0) + x(τ, ε), y′0(τ, c0) + x′(τ, ε), y′′0(τ, c0) + x′′(τ, ε), β(ε), ε) =
= Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0) +A1(y0(τ, c0), β0)x(τ, ε)+
+A2(y0(τ, c0), β0)x′(τ, ε) +A3(y0(τ, c0), β0)x′′(τ, ε) +Aβ(y0(τ, c0), β0)γ(ε)+
+εAε(y0(τ, c0), β0)+R(y0(τ, c0)+x(τ, ε), y′0(τ, c0)+x′(τ, ε), y′′0(τ, c0)+x′′(τ, ε), β(ε), ε).
Здесь R(y0(τ, c0)+x(τ, ε), y′0(τ, c0)+x′(τ, ε), y′′0(τ, c0)+x′′(τ, ε), β(ε), ε) — остаток по-
следнего разложения, более высокого порядка малости по x(τ, ε), x′(τ, ε), x′′(τ, ε),
γ(ε) и ε в окрестности точек y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0 и ε = 0, чем предыдущие
слагаемые. Оставляя только одну линейно-независимую строку в условии (4) раз-
решимости задачи об отыскании периодических решений уравнения (9), с учетом
равенства (6), получаем эквивалентное условие разрешимости исходной задачи об
отыскании периодических решений уравнения (1):
B0(y0(·, c0), β0) ·
(
ν(ε)
γ(ε)
)
= −
∫ 2pi
0
Hρ(τ){A1(y0(τ, c0), β0)x(1)(τ, ε)+
+A2(y0(τ, c0), β0)[x(1)(τ, ε)]′τ +A3(y0(τ, c0), β0)[x(1)(τ, ε)]′′τ2+
+ εAε(y0(τ, c0), β0) +R(y(τ, ε), y′(τ, ε), y′′(τ, ε), β(ε), ε)} dτ, (10)
где
B0(y0(·, c0), β0) :=
{∫ 2pi
0
Hρ(τ)[A1(y0(·, c0), β0) cos τ−
−A2(y0(·, c0), β0) sin τ −A3(y0(·, c0), β0) cos τ ]dτ ;
∫ 2pi
0
Hρ(τ)Aβ(y0(·, c0), β0)dτ
}
— постоянная (1 × 2) – матрица. При условии B0(y0(·, c0), β0) 6= 0 уравнение (10)
имеет по меньшей мере одно решение. Действительно, обозначим
PB0(y0(·,c0),β0) : R
2 → N(B0(y0(·, c0), β0)), PB∗0(y0(·,c0),β0) : R1 → N(B∗0(y0(·, c0), β0))
— отопроекторы матриц B0(y0(·, c0), β0) и B∗0(y0(·, c0), β0). При условии
B0(y0(·, c0), β0) 6= 0 имеет место равенство rank B0(y0(·, c0), β0) = 1, следовательно
PB∗0(y0(·,c0),β0) = 0, при этом уравнение (10) разрешимо. Таким образом, для лю-
бого из кратных корней уравнения для порождающих амплитуд (5), при условии
B0(y0(·, c0), β0) 6= 0, по меньшей мере одно периодическое решение уравнения (1)
определяет операторная система
y(τ, ε) = y0(τ, c0) + x(τ, ε), x(τ, ε) = ν(ε) cos τ + x
(1)(τ, ε), β(ε) = β0 + γ(ε), (11)
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x(1)(τ, ε) := ε g[Y(y0(s, c0)+x(s, ε), y′0(s, c0)+x′(s, ε), y′′0(s, c0)+x′′(s, ε), β(ε), ε)](τ),(
ν(ε)
γ(ε)
)
= −B+0 (y0(·, c0), β0)
∫ 2pi
0
Hρ(τ){A1(y0(τ, c0), β0)x(1)(τ, ε)+
+A2(y0(τ, c0), β0)[x(1)(τ, ε)]′τ +A3(y0(τ, c0), β0)[x(1)(τ, ε)]′′τ2+
+ εAε(y0(τ, c0), β0) +R(y(τ, ε), y′(τ, ε), y′′(τ, ε), β(ε), ε)} dτ.
В силу равенства rank PB0(y0(·,c0),β0) = 1 система (11) разрешима не однозначно.
Теорема. При наличии кратных корней уравнения для порождающих ампли-
туд (5), при условии B0(y0(·, c0), β0) 6= 0 задача об отыскании периодических ре-
шений уравнения (1) имеет по меньшей мере одно решение, при ε = 0 обращаю-
щееся в порождающее y(τ, 0) = y0(τ, c0), при условии 1 + εβ(ε) 6= 0 представимое
операторной системой (11). Для построения периодических решений уравнения
(1) применима итерационная схема
yk+1(τ, ε) = y0(τ, c0) + xk+1(τ, ε), xk+1(τ, ε) = νk+1(ε) cos τ + x
(1)
k+1(τ, ε),
x
(1)
k+1(τ, ε) = ε g[Y(yk(s, ε), y′k(s, ε), y′′k(s, ε), βk(ε), ε)](τ), (12)
(
νk+1(ε)
γk+1(ε)
)
= −B+0 (y0(·, c0), β0)
∫ 2pi
0
Hρ(τ){A1(y0(τ, c0), β0)x(1)k+1(τ, ε)+
+A2(y0(τ, c0), β0)[x(1)k+1(τ, ε)]′τ +A3(y0(τ, c0), β0)[x(1)k+1(τ, ε)]′′τ2+
+ εAε(y0(τ, c0), β0) +R(yk(τ, ε), y′k(τ, ε), y′′k(s, ε), βk(ε), ε)} dτ,
βk+1(ε) = β0 + γk+1(ε), ... , k = 0, 1, 2, ... .
Пример. Построим приближение к периодическому решению уравнения Лотка–
Вольтерра. Выше было установлено, что задача о построении периодического
решения уравнения Лотка-Вольтерра (7) имеет решение. На первом шаге итера-
ционной схемы (12)
x
(1)
1 (τ, ε) = ε g[Y(y0(s, c0), y′0(s, c0), y′′0(s, c0), β0, 0)](τ) =
=
ε
600
[− cos τ + 2 cos 2τ + 2 sin τ − sin 2τ ].
Далее вычисляем производные
A1(y0(τ, c0), β0) = 1
10
(sin τ − 3 cos τ), A2(y0(τ, c0), β0) = − 1
10
( 2 sin τ + cos τ),
A3(y0(τ, c0), β0) = −cos τ
10
, Aβ(y0(τ, c0), β0) = −cos τ
5
,
Aε(y0(τ, c0), β0) = 1
4000
(sin τ + sin 3τ − 3 cos τ − cos 3τ)
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и матрицу
B0(y0(·, c0), β0) = pi
5
( 0 1 ) .
Таким образом, первом шаге итерационной схемы (12) находим функции
ν1(ε) ≈ 0, γ1(ε) ≈ ε
1200
+
ε2
7200
− 7 ε
3
988 000
+
ε4
2 400 000
+ ... ,
а также первое приближение к решению уравнения (7):
z
(a)
1 (t, ε) := 1 + ε u1(t, ε), z
(b)
1 (t, ε) := 1 + ε y1(t, ε), u1(t, ε) :=
y′1(t, ε)
1 + ε y1(t, ε)
.
Заметим, что для первого приближения к решению уравнения (7) имеет место
неравенство 1+εβ1 ≥ 0. Для оценки точности найденных приближений определим
невязки
∆k(ε) :=
∣∣∣∣∣∣ ∣∣∣∣∣∣( δ(a)k (ε) δ(b)k (ε) )∗∣∣∣∣∣∣R2 ∣∣∣∣∣∣C[0;2pi]
нулевого и первого приближений к решению уравнения (7); здесь
δ
(a)
k (ε) := (z
(a)
k (τ, ε))
′′ − (1 + εβk(ε))z(a)k (τ, ε)(1− z(b)k (τ, ε)),
δ
(b)
k (ε) := (z
(b)
k (τ, ε))
′′ + (1 + εβk(ε))z
(b)
k (τ, ε)(1− z(a)k (τ, ε)), k = 0, 1.
Положив ε = 0, 1 , имеем ∆0(0, 1) ≈ 0, 000 111 335, ∆1(0, 1) ≈ 2, 13 834 · 10−6. При
ε = 0, 01 невязки имеют вид ∆0(0, 01) ≈ 1, 11 756 · 10−6, ∆1(0, 01) ≈ 2, 12 820 · 10−9.
Для построения решений операторной системы (11) применим также метод
наименьших квадратов [1, 9, 14, 19]. Введем систему линейно-независимых два-
жды непрерывно-дифференцируемых 2pi – периодических скалярных функций
ϕ1(τ), ϕ2(τ), ... , ϕµ(τ), ... . Первое приближение y1(τ, ε) = y0(τ, c0) + x1(τ, ε)
к периодическому решению уравнения (3) определим из уравнения
x′′1(τ, ε)+x1(τ, ε) = ε {Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+A1(y0(τ, c0), β0)x1(τ, ε)+
+A2(y0(τ, c0), β0)x′1(τ, ε) +A3(y0(τ, c0), β0)x′′1(τ, ε) + εAε(y0(τ, c0), β0)}. (13)
Первое приближение ищем в виде x1(τ, ε) ≈ ξ1(τ, ε) := ϕ1(τ)c1(ε), c1(ε) ∈ Rµ1 .
Потребуем
Θ(c1(ε)) := ||[1− εA1(y0(τ, c0), β0)]ξ1(τ, ε)− εA2(y0(τ, c0), β0)ξ′1(τ, ε)+
+ [1− εA3(y0(τ, c0), β0)]ξ′′1 (τ, ε)− εY(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)−
− ε2Aε(y0(τ, c0), β0)||2L2[0,2pi] → min .
Обозначим (1× µ1)− матрицы
F1(τ, ε) := [1− εA1(y0(τ, c0), β0)]ϕ1(τ, ε)− εA2(y0(τ, c0), β0)ϕ′1(τ, ε)+
+ [1− εA3(y0(τ, c0), β0)]ϕ′′1(τ), ϕ1(τ) := [ϕ2(τ) ϕ2(τ) ... ϕµ1(τ)].
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Необходимое условие минимизации функции Θ(c1(ε)) приводит к уравнению
Γ(F1(·, ε))c1(ε) = ε
∫ 2pi
0
F∗1 (τ, ε) [Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+ εAε(y0(τ, c0), β0)] dτ,
однозначно разрешимому при условии невырожденности матрицы Грама [1]
Γ(F1(·, ε)) :=
∫ 2pi
0
F∗1 (τ, ε)F1(τ, ε) dτ.
Таким образом находим вектор
c1(ε) = εΓ(F1(·, ε))−1
∫ 2pi
0
F∗1 (τ, ε) [Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+ εAε(y0(τ, c0), β0)] dτ,
Первое приближение β1(ε) := β0+γ1(ε) определим из условия существования 2pi−
периодического решения x1(τ, ε) := ν1(ε) cos τ + ξ1(τ, ε) уравнения
x′′1(τ, ε) = ε {Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0) +A1(y0(τ, c0), β0)x1(τ, ε)+
+A2(y0(τ, c0))x′1(τ, ε) +A3(y0(τ, c0))x′′1(τ, ε) +Aβ(y0(τ, c0))γ1(ε) + εAε(y0(τ, c0))+
+R(y0(τ, c0) + ξ1(τ, ε), y′0(τ, c0) + ξ′1(τ, ε), y′′0(τ, c0) + ξ′′1 (τ, ε), β0, ε)}. (14)
При условии
B0(y0(·, c0), β0) 6= 0 (15)
находим функции
( ν1(ε) γ1(ε) )
∗ = −B+0 (y0(·, c0), β0)
∫ 2pi
0
Hρ(τ){A1(y0(τ, c0), β0)ξ1(τ, ε)+
+A2(y0(τ, c0), β0)ξ′1(τ, ε) +A3(y0(τ, c0), β0)ξ′′1 (τ, ε) + εAε(y0(τ, c0), β0)+
+R(y0(τ, c0) + ξ1(τ, ε), y′0(τ, c0) + ξ′1(τ, ε), β0)} dτ.
Второе приближение к решению периодической задачи для уравнения (1)
y2(τ, ε) = y0(τ, c0) + x2(τ, ε), x2(τ, ε) = ν1(ε) cos τ + ξ1(τ, ε) + ξ2(τ, ε),
ξ2(τ, ε) := ϕ2(τ) c2(ε)
ищем, как 2pi− периодическое решение уравнения
y′′2(τ, ε)+y2(τ, ε) = ε {Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+A1(y0(τ, c0), β0)x2(τ, ε)+
+A2(y0(τ, c0))x′2(τ, ε) +A3(y0(τ, c0))x′′2(τ, ε) +Aβ(y0(τ, c0))γ1(ε) + εAε(y0(τ, c0))+
+R(y0(τ, c0) + x1(τ, ε), y′0(τ, c0) + x′1(τ, ε), y′′0(τ, c0) + x′′1(τ, ε), β1, ε)}. (16)
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Обозначим (1× µ2)− матрицы
F2(τ, ε) := [1− εA1(y0(τ, c0), β0)]ϕ2(τ, ε)− εA2(y0(τ, c0), β0)ϕ′2(τ, ε)+
+ [1− εA3(y0(τ, c0), β0)]ϕ′′2(τ), ϕ2(τ) = [ϕ1(τ) ϕ2(τ) ... ϕµ2(τ)].
Необходимое условие минимизации невязки
Θ(c2(ε)) := ||ξ′′1 (τ, ε) + ξ1(τ, ε) + [1− εA1(y0(τ, c0), β0)]ξ2(τ, ε)−
− εA2(y0(τ, c0), β0)ξ′2(τ, ε) + [1− εA3(y0(τ, c0), β0)]ξ′′2 (τ, ε)−
− εY(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)− εA1(y0(τ, c0))x1(τ, ε)− ε2Aε(y0(τ, c0))−
− εA2(y0(τ, c0))x′1(τ, ε)− εA3(y0(τ, c0))x′′1(τ, ε)− εAβ(y0(τ, c0))γ1(ε)−
−εR(y0(τ, c0)+x1(τ, ε), y′0(τ, c0)+x′1(τ, ε), y′′0(τ, c0)+x′′1(τ, ε), β1, ε)||2L2[0,2pi] → min
в решении задачи второго приближения приводит к уравнению, однозначно разре-
шимому относительно вектора c2(ε) ∈ Rµ2 при условии невырожденности матрицы
Γ(F2(·, ε)) =
∫ 2pi
0
F∗2 (τ, ε)F2(τ, ε) dτ.
В этом случае находим вектор
c2(ε) = −[Γ(F2(·, ε))]−1 ·
∫ 2pi
0
F∗2 (τ, ε) {εY(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+ εA1(y0(τ, c0), β0)x1(τ, ε) + εA2(y0(τ, c0), β0)x′1(τ, ε)− ξ′′1 (τ, ε)− ξ1(τ, ε)+
+ εA3(y0(τ, c0), β0)x′′1(τ, ε) + εAβ(y0(τ, c0), β0)γ1(ε) + ε2Aε(y0(τ, c0), β0)+
+ εR(y0(τ, c0) + x1(τ, ε), y′0(τ, c0) + x′1(τ, ε), y′′0(τ, c0) + x′′1(τ, ε), β1, ε)} dτ.
Второе приближение β2(ε) := β1(ε) + γ2(ε) определим из условия существования
периодического решения x2(τ, ε) = ν1(ε) cos τ + ν2(ε) cos τ + ξ1(τ, ε) + ξ2(τ, ε) урав-
нения
x′′2(τ, ε) + x2(τ, ε) = ε {Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+A1(y0(τ, c0), β0)x2(τ, ε) +A2(y0(τ, c0), β0)x′2(τ, ε)+
+A3(y0(τ, c0), β0)x′′2(τ, ε) +Aβ(y0(τ, c0), β0)(γ1(ε) + γ2(ε)) + εAε(y0(τ, c0), β0)+
+R(y0(τ, c0) + x1(τ, ε), y′0(τ, c0) + x′1(τ, ε), y′′0(τ, c0) + x′′1(τ, ε), β1, ε)}. (17)
При условии (15) находим по меньшей мере один вектор
( ν2(ε) γ2(ε) )
∗ = −B+0 (y0(·, c0), β0)
∫ 2pi
0
Hρ(τ)×
× {A1(y0(τ, c0), β0)(ν1(ε) cos τ + ξ1(τ, ε) + ξ2(τ, ε))
+A2(y0(τ, c0), β0)(ξ′1(τ, ε) + ξ′2(τ, ε)− ν1(ε) sin τ)+
+A3(y0(τ, c0), β0)(ξ′′1 (τ, ε) + ξ′′2 (τ, ε)− ν1(ε) cos τ) + εAε(y0(τ, c0), β0)+
+Aβ(y0(τ, c0), β0)γ1(ε) +R(y0(τ, c0) + ξ1(τ, ε), y′0(τ, c0) + ξ′1(τ, ε), β0)} dτ.
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Продолжая рассуждения, предположим, что найдено приближение
yk(τ, ε) = y0(τ, c0)+xk(τ, ε), xk(τ, ε) ≈ ν1(ε) cos τ+ ... +νk(ε) cos τ+ξ1(τ, ε)+ ... +
+ ξk(τ, ε), ξk(τ, ε) := ϕk(τ)ck(ε), ck(ε) ∈ Rµk , ϕk(τ) := [ϕ1(τ) ϕ2(τ) ... ϕµk(τ)]
к решению периодической задачи для уравнения типа Льенара (1) и приближение
βk(ε) к функции β(ε). Следующее наилучшее (в смысле наименьших квадратов)
приближение к решению периодической задачи для уравнения типа Льенара (1)
yk+1(τ, ε) = y0(τ, c0) + xk+1(τ, ε), xk+1(τ, ε) ≈ ν1(ε) cos τ + ... + νk(ε) cos τ+
+ ξ1(τ, ε) + ... + ξk+1(τ, ε), ξk+1(τ, ε) = ϕk+1(τ)ck+1(ε), ck+1(ε) ∈ Rµk+1
ищем, как 2pi-периодическое решение уравнения
y′′k+1(τ, ε) = ε {Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+A1(y0(τ, c0), β0)xk(τ, ε) +A2(y0(τ, c0), β0)x′k(τ, ε)+
+A3(y0(τ, c0), β0)x′′k(τ, ε) +Aβ(y0(τ, c0), β0)(γ1(ε) + ... + γk(ε))+
+ εAε(y0(τ, c0), β0) +R(yk(τ, ε), y′k(τ, ε), y′′k(τ, ε), βk, ε)}. (18)
Обозначим (1× µk+1)− матрицы
Fk+1(τ, ε) := [1− εA1(y0(τ, c0), β0)]ϕk+1(τ, ε)− εA2(y0(τ, c0), β0)ϕ′k+1(τ, ε)+
+ [1− εA3(y0(τ, c0), β0)]ϕ′′k+1(τ), ϕk+1(τ) := [ϕ1(τ) ϕ2(τ) ... ϕµ1(τ)].
При условии
det[Γ(Fk+1(·, ε))] 6= 0, Γ(Fk+1(·, ε)) :=
∫ 2pi
0
F∗k+1(τ, ε) · Fk+1(τ, ε) dτ
находим вектор
ck+1(ε) = −[Γ(Fk+1(·, ε))]−1
∫ 2pi
0
F∗2 (τ, ε) {εY(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+ εA1(y0(τ, c0), β0)xk(τ, ε) + εA2(y0(τ, c0), β0)x′k(τ, ε)− x′′k(τ, ε)− xk(τ, ε)+
+ εA3(y0(τ, c0))x′′k(τ, ε) + εAβ(y0(τ, c0))(γ1(ε) + ... + γk(ε)) + ε2Aε(y0(τ, c0))+
+R(y0(τ, c0) + xk(τ, ε), y′0(τ, c0) + x′k(τ, ε), y′′0(τ, c0) + x′′k(τ, ε), βk, ε)} dτ,
Следующее приближение βk+1(ε) := βk(ε)+γ1(ε)+ ... +γk+1(ε) ∈ C[0, ε∗] определим
определим из условия существования периодического решения уравнения
x′′k+1(τ, ε) + xk+1(τ, ε) = ε {Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+A1(y0(τ, c0), β0)xk(τ, ε) +A2(y0(τ, c0), β0)x′k(τ, ε) +A3(y0(τ, c0), β0)x′′k(τ, ε)+
+Aβ(y0(τ, c0), β0)(γ1(ε) + ... + γk(ε)) + εAε(y0(τ, c0), β0)+
+R(y0(τ, c0) + xk(τ, ε), y′0(τ, c0) + x′k(τ, ε), y′′0(τ, c0) + x′′k(τ, ε), βk, ε)}. (19)
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При условии (15) в малой окрестности порождающего решения y0(τ, c0) и в окрест-
ности точки β0 находим по меньшей мере один вектор
( νk+1(ε) γk+1(ε) )
∗ = −B−10 (y0(·, c0), β0)×
× {A1(y0(τ, c0), β0)(xk(τ, ε) + ξk+1(τ, ε)) +A2(y0(τ, c0), β0)(x′k(τ, ε) + ξ′k+1(τ, ε))+
+A3(y0(τ, c0), β0)(x′′k(τ, ε) + ξ′′k+1(τ, ε)) + εAε(y0(τ, c0), β0) +Aβ(y0(τ, c0), β0)×
× (γ1(ε) + ... + γk(ε)) +R(yk(τ, ε), y′k(τ, ε), y′′k(τ, ε), βk, ε) dτ.
Продолжая рассуждения, приходим к следующему утверждению.
Следствие. При наличии кратных корней уравнения для порождающих ам-
плитуд (5), при условии (15) задача об отыскании периодических решений уравне-
ния (1) имеет по меньшей мере одно решение, при ε = 0 обращающееся в порож-
дающее y(τ, 0) = y0(τ, c0), при условии 1 + εβ(ε) 6= 0 представимое операторной
системой (11). Для построения периодических решений уравнения (1) в случае
det[Γ(Fk(·, ε))] 6= 0, k ∈ N, ε ∈ [0, ε∗] ∈ [0, ε0]
применима итерационная схема
y1(τ, ε) = y0(τ, c0) + x1(τ, ε), x1(τ, ε) = ν1(ε) cos τ + ξ1(τ, ε), ξ1(τ, ε) = ϕ1(τ)c1(ε),
c1(ε) = εΓ(F1(·, ε))−1
∫ 2pi
0
F∗1 (τ, ε) [Y(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+εAε(y0(τ, c0), β0)] dτ, β1(ε) = β0 + γ1(ε),
( ν1(ε) γ1(ε) )
∗ = −B+0 (y0(·, c0), β0)
∫ 2pi
0
Hρ(τ){A1(y0(τ, c0), β0)ξ1(τ, ε)+
+A2(y0(τ, c0), β0)ξ′1(τ, ε) +A3(y0(τ, c0), β0)ξ′′1 (τ, ε) + εAε(y0(τ, c0), β0)+
+R(y0(τ, c0) + ξ1(τ, ε), y′0(τ, c0) + ξ′1(τ, ε), β0)} dτ, ... ,
yk+1(τ, ε) = y0(τ, c0) + xk+1(τ, ε), βk+1(ε) = β0 + γk+1(ε), (20)
xk+1(τ, ε) =
k+1∑
j=1
νj(ε) cos τ +
k+1∑
j=1
ξj(τ, ε), ξk+1(τ, ε) = ϕk+1(τ)ck+1(ε),
ck+1(ε) = −[Γ(Fk+1(·, ε))]−1
∫ 2pi
0
F∗2 (τ, ε) {εY(y0(τ, c0), y′0(τ, c0), y′′0(τ, c0), β0, 0)+
+εA1(y0(τ, c0), β0)xk(τ, ε) + εA2(y0(τ, c0), β0)x′k(τ, ε) + ε2Aε(y0(τ, c0), β0)+
+εA3(y0(τ, c0), β0)x′′k(τ, ε) + εAβ(y0(τ, c0), β0)(γ1(ε) + ... + γk(ε))+
+R(y0(τ, c0) + xk(τ, ε), y′0(τ, c0) + x′k(τ, ε), y′′0(τ, c0) + x′′k(τ, ε), βk, ε)−
−x′′k(τ, ε)− xk(τ, ε)} dτ, ( νk+1(ε) γk+1(ε) )∗ = −B−10 (y0(·, c0), β0)×
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×{A1(y0(τ, c0), β0)(xk(τ, ε) + ξk+1(τ, ε)) +A2(y0(τ, c0), β0)(x′k(τ, ε) + ξ′k+1(τ, ε))+
+A3(y0(τ, c0), β0)(x′′k(τ, ε) + ξ′′k+1(τ, ε)) + εAε(y0(τ, c0), β0) +Aβ(y0(τ, c0), β0)×
×(γ1(ε) + ... + γk(ε)) +R(yk(τ, ε), y′k(τ, ε), y′′k(τ, ε), βk, ε) dτ, ... , k ∈ N.
Длина отрезка [0, ε∗], на котором применима итерационная схема (20), может
быть оценена посредством мажорирующих уравнений Ляпунова [2, 12], или из
условия сжимаемости оператора, определяемого системой система аналогично [15].
Пример. Найдем приближения к периодическому решению уравнения Лотка–
Вольтерра (7). Положим
ϕ1(τ) = [ cos 2τ cos 3τ cos 4τ cos 5τ cos 6τ sin τ sin 2τ sin 3τ sin 4τ sin 5τ sin 6τ ].
Матрица Грама, соответствующая порождающему решению y0(τ, c0)
det[Γ(F1(·, ε))] ≈ 8 362 327 021 977 600 000 000pi10 + ... 6= 0
невырождена, при этом ξ1(τ, ε) ≈ ϕ1(τ)c1(ε), где
c1(ε) ≈

ε
300 − 61 ε
3
1728000 − 356143 ε
5
1244160000000 − 127690979 ε
7
44789760000000000
− ε248000 + 22147 ε
4
6912000000 +
5083973 ε6
248832000000000 +
15918508987 ε8
35831808000000000000
− 7 ε314400000 − 252263 ε
5
1036800000000 − 565458323 ε
7
174182400000000000
347 ε4
6912000000 +
17976863 ε6
870912000000000 +
8608838448359 ε8
20483850240000000000000
− 17669 ε54838400000000 − 37705522657 ε
7
21337344000000000000
− ε600 + 221 ε
3
4320000 − 541381 ε
5
1244160000000 − 56045599 ε
7
22394880000000000
− ε212000 − 10547 ε
4
6912000000 +
27161 ε6
1555200000000 +
42620255851 ε8
250822656000000000000
ε3
360000 +
14989 ε5
129600000000 − 1905251 ε
7
8709120000000000
− 161 ε41382400000 − 2356021 ε
6
217728000000000 − 1734086406113 ε
8
20483850240000000000000
27703 ε5
4838400000000 +
10464097717 ε7
10668672000000000000

.
Таким образом, находим T1(ε) = 2pi(1 + εβ1(ε))− периодическое приближение
y1(τ, ε) к решению уравнения (8); здесь
β1(ε) = β0 + γ1(ε), γ1(ε) ≈ ε
1 200
+
ε2
7 200
− 7 ε
3
288 000
+
ε4
2 400 000
+ ... .
Заметим, что условие 1 + εβ1(ε) > 1 6= 0 выполнено. Для оценки точности опре-
делим невязки: ∆1(0, 1) ≈ 8, 02 356 · 10−7, ∆1(0, 01) ≈ 7, 97 290 · 10−10. Невязки
приближения, найденного на первом шаге итерационной схемы (20) значительно
меньше невязок первого приближения, найденного при помощи схемы (12).
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S. M. Chuiko, A. S. Chuiko, O. V. Nesmelova
Periodic boundary value problem of Lyenar type unresolved with respect to derivative
in critical case.
Investigated the problem of finding necessary and sufficient conditions for the existence and construction
of solutions of the аutonomous periodic problem for equation of the type Lyenara, unsolved with respect
to derivative. As an example of application of the obtained conditions for the existence and iterative
schemes are constructed, investigated the problem of finding periodic solutions of the equation of the
Lotka–Volterra.
Keywords: autonomous periodic boundary-value problem, equation type lyenara, least squares method,
the equation of the Lotka–Volterra.
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Периодическая задача для уравнения Льенара, не разрешенного относительно производной
С. М. Чуйко, О. С. Чуйко, О. В. Нєсмєлова
Перiодична задача для рiвняння типу Льєнара, не розв’язного вiдносно похiдної в
критичному випадку.
Дослiджено задачу про знаходження необхiдних i достатнiх умов iснування та побудову розв’язкiв
автономної перiодичної задачi для рiвняння типу Л’єнара, нерозв’язного вiдносно похiдної. Як
приклад застосування одержаних умов iснування та побудованих iтерацiйних схем, дослiджено
задачу про знаходження перiодичних розв’язкiв рiвняння Лотка–Вольтерра.
Ключовi слова: автономна перiодична крайова задача, рiвняння типу Л’енара, метод най-
менших квадратiв рiвняння Лотка–Вольтерра.
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