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ABSTRACT 
COOLING LOAD PREDICTION FOR DIFFERENT BUILDING TYPES 
AND 
ROOM OCCUPANCY DETECTION USING ACCELEROMETERS 
 
 
by 
     Mengfan Yang 
 
The University of Wisconsin-Milwaukee, 2017 
Under the Supervision of Dr. Lingfeng Wang  
 
There are two parts in this thesis: the first part was conducted at UWM, and the second part 
was conducted at Johnson Controls using the knowledge and skills that I learned throughout 
my time in the Master’s Degree program.  
The primary purpose of my time at UWM was to compare different types of buildings with two 
popular machine learning regression algorithms, artificial neural network (ANN), supported 
vector machine regression (SVR) algorithms, and lastly to provide the results of my research 
to better help building managers make more informed decisions in regard to electrical utilities. 
The major objective is to use algorithms and neural networks to detect the occupancy of a room 
using real-time data from accelerometers. This data could then be used to enable HVAC 
systems to be more efficient and intelligent. 
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My research at UWM consists of 6 chapters. The background and related research are shown 
first in chapter 1 and chapter 2. Chapter 3 focuses on analyzing different building types, which 
aims to provide an overlook in the feature of the data. The basic concepts of ANN and SVR 
are included in the Chapter 4. The last chapter is the summary of internship in Johnson Controls 
during the summer. The project goal, data analysis and results are presented with details. A 
brief occupancy detection review of the industry as well as the basic knowledge of Wavelet 
Transform and K-means++ algorithm are also mentioned in Chapter 7. 
The result of my research at UWM shows that it is necessary to apply different models for 
different building types if high accuracy is required. Compared to SVR, ANN is more accurate 
in all the building types. However, the difference of the accuracy depends on the building 
features. In a hospital, SVR and ANN both show high accuracy, but in restaurants, they are 
both underperforming. Additionally, using vibration magnitude measured from accelerometers 
to detect occupancy has proved to be feasible during the first stage. However, more complicated 
cases and patterns need to be considered and higher resolution sensors will need to be tested in 
the future work. 
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Chapter 1 Introduction 
1.1 Research Background 
According to International Energy Agency (IEA) [1], the US electricity final consumption in 
2014 is 3,787,793 GWh, which has been raised by 4.2% compared to the final consumption 
3,636,065 GWh in 2004. The energy demand growth brings unpredictable challenges to the 
electric utilities. Energy forecasting becomes one of the hotspots of today's research. 
 
The prediction of cooling energy in commercial buildings, as one of the energy forecasting 
fields, has attracted more and more attention because of the large proportion of energy 
consumption by HVAC (Heating, Ventilation and Air Conditioning), the diversity of the 
commercial cooling energy loads and its significant reference for building operation in both 
electrical utility side and building management side.   
 
It is necessary to predict the commercial building cooling energy accurately because it takes a 
large proportion of energy consumption. In 2014, the energy consumption in commercial and 
public services accounts for around 35.6% of all final energy use in US [1]. Many sources show 
that the electricity consumption from HVAC system is the largest energy load in commercial 
and public services. In HVAC system, electricity is generally used by ventilation and air 
conditioning system while natural gas is used by heating systems. Since cooling system 
accounts for a large part of energy consumption in HVAC system, the prediction of its 
electricity consumption for both short-term and long-term is important. 
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Apart from that, the cooling electricity prediction has an important impact in the HVAC design 
process. The prediction result can also be a significant reference for building planning and 
operation in both electrical utility side and building manager side. However, the diversity of 
the commercial cooling energy load brings much difficulty to predict the cooling load 
accurately. It is impossible to use one model to represent all the building types. Hence it is 
important to make comparisons of the performance among different building types before 
applying the same model to them. 
 
1.2 Cooling electricity prediction in different types of commercial buildings 
It is important to predict the cooling electricity based on the classification of commercial 
buildings. The reasons are discussed below from the commercial building side and the cooling 
load side. 
 
On the commercial building side, it is necessary to classify the commercial buildings into 
several types. In the Commercial Buildings Energy Consumption Survey (CBECS), buildings 
are classified according to their principal activity, for example education, healthcare, food 
service, lodging, office, etc. [3]. Each type of commercial buildings has its own feature and 
pattern of electricity consumption.  
 
On the cooling load side, predicting the cooling load has a lot of challenges. Different from 
lighting, refrigeration and ventilation electricity consumption, the consumption of cooling 
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electricity relies heavily on external climatic conditions. As the external climatic conditions 
change from time to time, in order to maintain the customer comfort level in the building, the 
energy consumption of the cooling is also changed from time to time to ensure that the indoor 
temperature is consistent or slightly floating in a reasonable range according to the variation of 
occupancy. Therefore, the researches regarding predicting cooling electricity consumption, 
although already exist for many years, there is still a lot of room to improve.  
 
Figure 1-1 Electricity use in U.S. commercial buildings by major and uses 
The energy consumption of buildings is greatly affected by the different types of buildings, 
especially the cooling electricity consumption. Three reasons are listed as follows. Firstly, 
different types of commercial buildings have different functions, which leads to the fact that 
the schedules of the buildings are not the same. Because of the different building schedules, 
the switching time of the HVAC system (different time per day, weekends and weekdays, 
statutory holidays) is different, which poses a significant challenge to the short-term prediction 
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of cooling electricity. Secondly, different types of buildings have different architectural 
standards, such as the heat dissipation of external wall etc., If the electric utility operating crew 
lack of such information for each building and the related benchmark when they are doing 
short-term forecast energy forecast, it will cause big error in the final result. For example, when 
the operating crew in the electric utilities use the same forecasting model to predict all buildings 
in all types, it will result in inaccurate prediction. Thirdly, the occupants in different types of 
buildings have different requirements for their temperature comfort, which also results in 
different benchmarks for HVAC systems at runtime. Similarly, the lack of such benchmark will 
make it difficult to do forecasting with high accuracy. Therefore, the building types should be 
classified, and their forecasting models need to be established accordingly. For the electric 
utility managers, it is significant to be more aware of the energy consumption patterns of 
different types of buildings in order to carry out energy dispatching and planning for building 
communities. Since cooling electricity is the most difficult part to predict, this thesis will 
demonstrate cooling electricity consumption for different building types and present their 
forecast models. 
 
1.3 Research Objective and Thesis Layout 
This thesis classifies different types of buildings and uses intelligent algorithms to predict their 
short-term cooling energy consumption. The result could be used as a reference for electric 
utility to make better decision in the operation of buildings and power grids. Chapter 6, as an 
additional part, use accelerometers to detect occupancy. The result could be used in building 
management system (BMS) to help building operators save money and energy. 
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More specifically, Chapter 1 is the introduction of the thesis. Chapter 2 provides brief review 
of the related work. Chapter 3 analyzes the cooling electricity consumption features of 7 
different building types. Chapter 4 elaborates on the intelligent algorithms that are presented 
in thesis, SVR and ANN to be specific. In Chapter 5, a case study is carried out. Chapter 6 is 
the additional part, which introduces the project I am working on in Johnson Controls. Chapter 
7 will be the conclusion and future work of the thesis.  
 
Chapter 2 Related Work 
2.1 Cooling energy prediction method 
2.1.1 ANN 
ANN is known as the most widely used artificial intelligence models in the application of 
building energy prediction due to its ability to solve non-linear and complex problems. Since 
Warren McCulloch and Walter Pitts created a computational model for neural networks based 
on mathematics and algorithms in 1943, ANN has been rapidly developed in different areas of 
building intelligence and management. Especially in the past twenty years, ANN has been 
applied to analyze various types of building energy consumption in a variety of conditions. In 
this part, the previous studies about one of the applications, the cooling load prediction, is 
reviewed. 
 
In Yokoyama, et al.’s work [14], building cooling demand was predicted by a back propagation 
(BP) neural network (NN). In this work, a new method for identifying model parameters, which 
is global optimization method called modal trimming, was proposed. In Kreider et al.’s work 
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[15], building cooling energy is predicted by a recurrent neural network. The inputs of the 
network are hourly energy consumption data, the external weather and the time stamp. Ben-
Nakhi and Mahmoud [16] predicted the cooling load of three office buildings using the real 
data set of 3 years and similar with Wong et al.’s work [21] that they predicted energy 
consumption for office buildings. In Yan and Yao’s work [17], building’s heating and cooling 
load in different climate zones are predicted by using a BPNN. The study [18] has successfully 
applied NNs for predicting hourly electricity consumption for an engineering center building. 
In Nizami and Al-Garni’s work [19], they use the occupancy and weather data as the input to 
predict electric energy consumption using a feed-forward neural network (FFNN). González 
and Zamarreno [20] also used FFNN to predict short-term electricity load.  
 
The research work above is about the general application using ANN to predict energy 
consumption. To be more specific, ANN could also be used to analyze and optimize HVAC 
systems by the prediction result. Hou, et al. [22] predicted air-conditioning (AC) load in a 
building, which is a key to the optimal control of the HVAC system. In [23], general regression 
neural networks (GRNN) were used to optimize HVAC thermal energy storage for public and 
office buildings. Yalcintas, et al. [24] used NNs to predict chiller plant energy use of a building 
in a tropical climate. Gouda et al. [25] used a multi-layered feed-forward neural network (MLP-
NN) to predict internal temperature with inputs, including external temperature, heating valve 
position, solar irradiance and the building internal temperature. 
 
Previously, a variety of ANN models have been used in building cooling load forecast, for 
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example, back propagation neural network, recurrent neural network, feed-forward neural 
network, general regression neural networks, etc. Most of these models are targeted for the 
commercial buildings, whose data is obtained from office building data. There is a lack of 
validation of their application with different types of commercial buildings. 
 
2.1.2 SVR 
SVR is more and more used in research and industry due to its ability to solve non-linear 
problems even with limited training data. SVR algorithm was invented by Vladimir N. Vapnik 
and Alexey Ya. Chervonenkis in 1963. In 1992, Bernhard E. Boser, Isabelle M. Guyon and 
Vladimir N. Vapnik applied the kernel trick to maximum-margin hyperplanes and created 
nonlinear classifiers [26]. After that, SVR is widely used in different areas in industry.  
  
Dong et al. are the first researchers to apply SVR to predict the monthly electricity consumption 
of four buildings and the result shows good performances [27]. Later on, Lai [28] applied SVR 
model to a building with one year electricity consumption data record. After that the work [29] 
used SVRs to predict the hourly cooling load of an office building. The result shows that, based 
on the office building data, the performance of the SVR is better than the BPNNs. In terms of 
time-series prediction, Hou and Lian [30] did an experiment to show that SVRs has better 
performance than the ARIMA model when applying SVR to predict cooling load of the HVAC 
system. 
 
All the work above seems to show that SVRs can have good performance in the application of 
8 
 
predicting hourly and monthly building energy. However, we cannot jump to the conclusion 
that SVRs have better performance because the previous experiments were conducted on a 
small quantities buildings with limited types and the result may not be accurate enough. In 
paper [31], the author predicted the annual electricity consumption of buildings by BPNN, RBF 
neural networks, general regression neural networks and SVRs. They experiment result shows 
that general regression neural networks and SVRs were more applicable to this problem. Later 
on, in order to reduce the dimension of input variables, Researcher Lv [32] used PCA (Principal 
Component Analysis) to reduce variables before training SVRs for predicting building cooling 
load. Based on that work, paper [33] used Kernel Principal Component Analysis (KPCA), 
which is an improved PCA, to pre-process the data before training SVRs. 
 
Chapter 3 Building Type Analysis 
In this chapter, the analysis of building type will be addressed and several indices regarding 
building type will be proposed. CBECS divides all commercial buildings into 14 categories, as 
Figure 3-1 Energy use by type of U.S. commercial building 
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showed in Figure 3-1. Among the 14 categories, office building consumes most energy and the 
vacant buildings consumes the least energy. In view of our familiarity with the building type 
and the ranking of energy consumption, I have selected a few types of buildings for analysis. 
They are office, mercantile, education, health care, lodging and food service. In the next two 
sections of this chapter, I will analyze these types of buildings one by one. 
 
3.1 Building type feature analysis 
A benchmark metric named national median energy use intensity (EUI) [5] is used in all 
commercial buildings. The reason why it uses he median value instead of mean value is because 
the median value could accurately reflect the energy use midpoint for most property types. In 
the table 1 below, two metrics are listed, median Source EUI and median Site EUI. 
Table 1 U.S. National Median Reference Values for All Types (Extracted from [5]) 
 
Site EUI is the metric that we are all familiar with on the utility bills. Site EUI contains a 
mixture of primary energy and secondary energy. While Source EUI combines primary and 
secondary energy types into a single common unit to provide an equitable way to compare 
buildings in different types. Thus, Source EUI will be used in this thesis. 
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Apart from the national Median Source EUI that almost all the buildings have, some buildings 
also have a 1-100 ENERGY STAR Score [6]. Similar to the EUI values, the score evaluates a 
building comparing to its peers and also adjusts for climate and business activity. 
 
There are 7 different building types in Chapter 4’s case study. Here I describe the details of 
each building for future reference. The building types that used in the case study are office, 
mercantile, education, health care, lodging and food service. Figure 3-2 shows the cooling 
energy consumption, with seven different buildings during the time period July 1st to July 14th.  
 
I use hospital building cooling electricity consumption to represent the category of Health care. 
Hospital here represents the general medical and surgical hospital. From Figure 3-2, we can 
see that the cooling electricity load during the time period July 1st to July 14th keeps a high 
level and does not vary with the change of time/date and weather. This is because the hospital's 
energy consumption is mainly concentrated in (more than 50%) long-term care. These energy 
Figure 3-2 Cooling electricity load in different building types 
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consumption is relatively stable. Hospital load will change slightly with the fluent external 
temperature. In order to maintain the indoor temperature for the user's comfort, the cooling 
load will fluctuate slightly with the temperature, but the overall impact is not significant.  
 
Hotel provides overnight short-term accommodations. Office refers to buildings that has a 
different schedule among weekdays, Saturday and Sunday. Education Building is the type of 
building which is used for academic or technical classroom instruction. The dormitory building 
in campus should be classified as “lodging” building type, which is not included in this category. 
In this example, the data is extracted from elementary school buildings. Within a week, the 
feature of cooling electricity consumption has changed significantly due to the difference 
between the weekend and weekdays. From Monday to Friday, the energy consumption is 
relatively stable following a same pattern. However, the daily peak energy consumption will 
vary due to the changes in temperature. On the weekend, the cooling electricity consumption 
is almost 0 because there is almost no occupancy during that time. We could easily identify 
which period is weekdays and which is weekends by education lines from in figure3-2. Within 
a day, the feature of cooling electricity consumption has changed significantly due to the 
difference of time. Typically, there is cooling electricity consumed from 9 am to 5 pm during 
weekdays, at noon due to the temperature rise, its electricity consumption will reach its peak. 
It is noteworthy that the cooling electricity consumption of restaurant type will have a relatively 
low trough at noon every day, which is the most obvious feature of this type. 
 
Different from hotel building type which offers multiple accommodations for short-term 
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residents, the apartment building offers for long-term residents. The energy dissipation curve 
of apartment building type varies with the changes of temperature curve. The main reason is 
that the users of this type of building are long-term residence, in order to ensure the comfort 
level, the cooling system must be kept running from time to time, and to change with the 
external temperature changes. 
 
Restaurant building is classified as the building which is used for retail or wholesale of food. 
The example showed in figure3-2 uses the full-service restaurant data. The most important 
feature of hotel type building energy consumption, from this map, is that there will be energy 
consumption of the trough at noon every day.  
 
Chapter 4 Methodology 
4.1 SVM Regression (or SVR) 
Support vector machine (SVM) analysis is a machine learning tool for classification and 
regression. SVR stands for support vector machines for regression models. SVR is considered 
to be a nonparametric technique because it relies on kernel functions. 
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The SVR calculating goal is to seek and optimize the generalization bounds. Usually it will 
define a function called loss function, which ignores errors. Those errors are situated within 
the certain distance of the true value. Generally, there are two types of SVM Regression, linear 
and nonlinear as showed on Figure 4-1 and Figure 4-2.  
 
4.1.1 Linear SVM Regression: Primal Formula 
In order to find the linear function 
  ( )f x x b                               (4.1) 
Figure 4-1 One-dimensional linear regression with epsilon intensive band. 
Figure 4-2 One-dimensional nonlinear regression with epsilon intensive band. 
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We suppose we have a set of training data, where nx  is a multivariate set of N observations 
with target value ny .  
 
To make the linear model as flat as possible, we should minimal norm value ( )   to make 
it formulated as a convex optimization problem to minimize. 
 
1
( )
2
J                                  (4.2) 
This optimized problem should subject to all residuals having a value less than ε, showed 
in equation form as (4.3). 
: ( )n nn y x b                             (4.3) 
 Ideally, there is such a function ( )f x  existing to satisfy these constraints for all points. 
In most of the case, we have to introduce slack variables n  and n

 for each point, to 
deal with other infeasible constraints. The slack variables allow regression errors to exist 
up to the value of  n  and n

, yet still satisfy the required conditions. Including slack 
variables leads to the objective function, also known as the primal formula [9]: 
1
1
( ) ( )
2
N
n n
n
J C     

                        (4.4) 
Subject to: 
: ( )
: ( )
: 0
: 0
n n n
n n n
n
n
n y x b
n x b y
n
n
  
  




    
    
 
 
                     (4.5) 
The constant C is a positive numeric value that controls the penalty imposed on 
observations that lie outside the epsilon margin ε and helps to prevent overfitting. This 
value determines the trade-off between the flatness of ( )f x  and the amount up to which 
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deviations larger than ε are tolerated. 
 
The linear ε-insensitive loss function ignores errors that are within ε distance of the 
observed value by treating them as equal to zero. The loss is measured by the distance 
between observed value y and the ε boundary. This is formally described by: 
0, ( )
( ) ,
y f x
L
y f x otherwise



  
 
 
                       (4.6) 
 
4.1.2 Linear SVM Regression: Dual Formula 
The difference between dual problem and primal problem is that the dual problem provides a 
lower bound to the solution of the primal problem. The optimal values of the primal and dual 
problems should not be equal.  The difference between the primal and dual optimal value is 
defined as the "duality gap." However, when it is a convex problem and satisfies a constraint 
qualification condition, the primal problem’s optimal solution value to is given by the solution 
of the dual problem. By constructing a Lagrangian function from the primal function with 
introducing nonnegative multipliers n  and n

 for each observation nx , we could obtain 
the dual formula as (4.7), where we minimize 
1 1 1 1
1
( ) ( )( ) ( ) ( )
2
N N N N
i i j j i j i i i i i
i j i i
L a x x y           
   
                 (4.7) 
Subject to the constraints: 
1
( ) 0
: 0
: 0
N
n n n
n
n
n
x
n C
n C
 





 
  
  
                         (4.8) 
Using the equation (4.9), the β parameter can be completely described as a linear combination 
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of the training observations and function is equal to (4.10). 
1
( )
N
n n n
n
x   

                           (4.9) 
1
( ) ( )( )
N
n n n
n
f x x x b  

                       (4.10) 
For linear SVM regression, Karush-Kuhn-Tucker (KKT) complementarity conditions, 
which are optimization constraints required to obtain optimal solutions, is showed as 
(4.11). 
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: ( ) 0
: ( ) 0
: ( ) 0
n n n n
n n n n
n n
n n
n y x b
n y x b
n C
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   
 
 
 

     
     
  
  
              (4.11) 
  
4.1.3 Nonlinear SVM Regression: Primal Formula 
In some cases, the problem is too complicated to be described as a linear problem. In order to 
get a better accuracy, linear functions can be extended to nonlinear functions by using the 
Lagrange dual formulation. More specifically, nonlinear SVM regression model is obtained by 
replacing 
1 2x x
  with a nonlinear kernel function G(x1,x2) = <φ(x1),φ(x2)>, where φ(x) is a 
transformation that maps x to a high-dimensional space. Some kernels are showed below. 
Table 2 Kernel Functions of nonlinear SVM Regression 
Kernel Name Kernel Function 
Linear (dot product) 
 
1 2 1 2( , )G x x x x
  
Gaussian 
 
2
1 2 1 2( , ) exp( )G x x x x    
Polynomial 
 
1 2 1 2( , ) (1 )
pG x x x x  , where p is in the set {2,3,...}. 
 
4.1.4 Nonlinear SVM Regression: Dual Formula 
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By replacing i jx x  in (4.7) with ( , )i jG x x , which is the corresponding element of the Gram 
matrix, the dual formula for minimizing nonlinear SVM Regression will be   
1 1 1 1
1
( ) ( )( ) ( , ) ( ) ( )
2
N N N N
i i j j i j i i i i i
i j i i
L G x x y            
   
            (4.12) 
subject to 
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                         (4.13) 
The KKT complementarity conditions are 
  
: ( ( ) ) 0
: ( ( ) ) 0
: ( ) 0
: ( ) 0
n n n n
n n n n
n n
n n
n y f x
n y f x
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n C
  
  
 
 
 
 
    
    
  
  
                (4.14) 
4.1.5 Solving the SVM Regression Optimization Problem 
SVM Regression optimization problem is essentially a minimization problem, which could be 
solved by expressing in standard quadratic programming form and then being solved using 
common quadratic programming techniques. However, one shortcoming of quadratic 
programming algorithms is that it might be computationally expensive and the Gram matrix 
might be too large to be stored in memory. In order to solve that problem, we introduce a 
decomposition method. Decomposition methods detached all observations into two disjoint 
sets: the working set and the remaining set. A decomposition method modifies only the 
elements in the working set in each iteration. Therefore, only some columns of the Gram matrix 
are needed in each iteration, which reduces the amount of storage needed for each iteration. 
For all the approaches to solve SVM problems, sequential minimal optimization (SMO) is the 
most popular one [12]. SMO does a series of two-point optimizations. In each iteration, a 
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working set of two points are chosen based on a selection rule that uses second-order data. 
Then the Lagrange multipliers for this working set are solved analytically using the approach 
described in [10] and [11]. 
 
In SVM regression, the gradient vector L  for the active set is updated after each iteration. 
The decomposed equation for the gradient vector is 
1
1
( ) ( , ) ,
( )
( ) ( , ) ,
N
i i i n n
i
n N
i i i n n
i
G x x y n N
L
G x x y n N
  
  




    

  
    

               (4.15) 
 
The program is kept running until the specified convergence criterion is met. There are several 
options for convergence criteria that made the program stop running.  First of all, the 
feasibility gap, defined as (4.16) could be evaluated by the software at each iteration. If it is 
less than the value specified by GapTolerance, then the algorithm met the convergence criterion 
and the software returns a solution. 
( ) ( )
( ) 1
J L
J
 


 

                          (4.16) 
Secondly, the gradient difference, gradient vector ∇L between current iteration and the 
previous iteration specifically, could be used to evaluate the convergence criterion. If the 
difference in gradient vector values for the current iteration and the previous iteration is less 
than the value specified by Delta Gradient Tolerance, then the algorithm met the convergence 
criterion and the software returns a solution. Thirdly, largest KKT violation could be used as 
a convergence criterion. After each iteration, the software evaluates the KKT violation for all 
the 𝛼𝑛 and 𝛼𝑛
∗ values. If the largest violation is less than the value specified by KKT 
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Tolerance, then the algorithm met the convergence criterion and the software returns a 
solution. 
4.2 ANN 
A basic neuron with R inputs is shown in Figure 4-3. Each input is weighted with an appropriate 
w. The sum of the weighted inputs and the bias forms the input to the transfer function f. 
Different neurons can have different transfer functions to generate their output. 
 
Figure 4-3 General Neural Network Architecture 
Several transfer functions could be used in multilayer neural network, for example log-sigmoid 
transfer function, tan-sigmoid transfer function and linear transfer function. Among them, log-
sigmoid transfer function is the most widely used one.  
 
Figure 4-4 3 types of transfer functions in neural network 
Feedforward networks often have one or more hidden layers of sigmoid neurons followed by 
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an output layer of linear neurons. The network could learn nonlinear relationships between 
input and output vectors through multiple layers of neurons with nonlinear transfer functions.  
 
Figure 4-5 A single-layer network of S logsig neurons having R inputs in full detail 
The network is ready for training when the network weights and biases are initialized. The 
training process entails network inputs and target outputs. The process of training a neural 
network is to optimize network performance by tuning the values of the weights and biases. 
The performance function that used in the feedforward networks experiment later is the mean 
square error (MSE) —the average squared error between the network outputs a and the target 
outputs t. It is defined as follows:  
2 2
1 1
1 1
( ) ( )
N N
i i i
i i
F mse e t a
N N 
                          (4.17) 
There are two modes in neural network training, incremental mode and batch mode. 
Incremental mode is to apply input to network first and then to update the weights and 
computing the gradient. Batch mode is to apply all the inputs to the network and then update 
the weights. For most problems, when using the Matlab Neural Network Toolbox™ software, 
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batch training is significantly faster and produces smaller errors than incremental training. 
 
When training small networks, the fastest training function in Matlab is generally trainlm() 
function, and it is the default training function for feedforward neural network. Additionally, 
trainlm() performs better on nonlinear regression problems than on pattern recognition 
problems. The trainbfg() function, is also quite fast. Both trainlm and trainbfg require more 
memory and more computation time for these cases and that is why they fit better for the small 
network applications. When training large networks, and when training pattern recognition 
networks, function trainscg() and trainrp() are good choices. Their memory requirements are 
relatively small, and yet they are much faster than standard gradient descent algorithms. 
 
Chapter 5 Application Studies 
5.1 Data description 
The dataset comes from the online resource of U.S. Department of Energy [6]. The original 
dataset is the commercial and residential hourly load profiles for all typical meteorological year 
3 (TMY3) locations in the United States.  
TMYs [41] are data sets of hourly values of solar radiation and meteorological elements for a 
1-year period. TMY dataset represents typical rather than extreme conditions, so they are not 
suited for simulation of building system rather than designing systems to meet the worst-case 
conditions. The new TMY3 contains more locations than previous TMY2 so it is recommended 
for use instead of TMY2. In this case, the data that is extracted from 7 commercial building 
types in 17 Wisconsin locations is used. 
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5.2 Evaluation indices 
The performance evaluation indices to ANN and SVR models adopted throughout this thesis 
are the root mean square error (RMSE), equivalent root mean square error (here marked as 
RMSEp) and the coefficient of variation (CV), which are defined as follows: 
                 
       (5.1) 
                                                                   
(5.2) 
ˆ
( )
ˆ
ˆ
( )
ˆ
i i
i
i i
i
Y Y
std
Y
CV
Y Y
mean
Y



                                  (5.3) 
Where n  is the number of sample, ˆiY  is the predicted value of iY  at the sample point i . 
()std  is the function of standard deviation, ()mean  is the function of getting the mean value. 
The three Indices are used to indicate the result in different aspects. 
RMSE is a measure of accuracy, which shows the differences between sample values predicted 
by an ANN/SVR model and the actual values. In this case, RMSE can compare forecasting 
errors of different models for a particular variable within a same dataset.  
 
RMSEp is a measure of accuracy as RMSE but with the additional ability to compare the 
accuracy of different models for a particular variable among different datasets.  
𝑅𝑀𝑆𝐸 = √
1
𝑛
∑(?̂?𝑖 − 𝑌𝑖)
2
𝑛
𝑖=1
 
𝑅𝑀𝑆𝐸𝑝 = √
1
𝑛
∑(?̂?𝑖 − 𝑌𝑖)
2
/(?̂?𝑖)
2
𝑛
𝑖=1
 
23 
 
 
CV shows the extent of variability in relation to the mean of the population. The larger CV 
value is, the more validation of the data would be. 
 
5.3 Sample collection 
The summer of Wisconsin is mainly from June to August. In this study, the hourly weather data 
and building cooling load during the 3 months in 14 cities (Appleton, Eau Claire, Ephraim, 
Janesville, La Crosse, Lone Rock, Manitowac, Marshfield, Mosinee, Rice Lake, Sturgeon, 
Waterton, Wausau, Wittman) is the training sample and those data in Green Bay, Madison, 
Milwaukee is the testing sample. The 7 building type that is used in this study is Hospital, 
Large Hotel, Midrise Apartment, Full Service Restaurant, Large Office, Primary School and 
Strip Mall. 
Figure 5-1 17 locations in Wisconsin map (Map graphic is from [8]) 
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Table 3 Information for the 7 selected building type 
 
There are 4 input parameters of ANN models and SVR models, which are dry-bulb temperature, 
relative humidity, solar radiation intensity and the cooling load consumption of one hour ago. 
The weather data is from the climate database of Wisconsin in the TMY3. The cooling load 
data is from the database [6]. There are 1 output for this study, which is the predicted cooling 
load that is calculated by the SVR and ANN models. The cooling load, which is extracted from 
the same database with the input data, is taken as the basic values to be compared with the 
predicted value. The calculated building cooling load in 14 cities is used for the output of 
training sample. The calculated building cooling loads in Green Bay, Madison and Milwaukee 
are used to be compared with the value of building cooling loads predicted by SVR model and 
ANN models. 
 
5.4 Parameters setting 
5.4.1 ANN 
The Matlab 7.0/Neural Network Toolbox is adopted to train and develop the artificial neural 
networks for the building cooling load estimation.  
 
The training function used for this exercise is Levenberg-Marquardt. According to [13], the 
number of neurons in a hidden layer affects the outcome of the network training. If the number 
Building Type Name Floor Area (ft
2
) Number of Floors
Large Office 498,588 12
Strip Mall 22,500 1
Primary School 73,960 1
Full Service Restaurant 5,500 1
Hospital 241,351 5
Large Hotel 122,120 6
Midrise Apartment 33,740 4
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of the hidden neurons is too small, then it might be not enough for correcting the modelling 
problem. If the number is too large, it will cost more computation time. With that being said, 
there is no general ways to determine the number of neurons in one hidden layer. After several 
experiments, we set the hidden layer as 15. 
 
5.4.2 SVR 
The Matlab 7.0/ Statistics and Machine Learning Toolbox™ is adopted to train and develop 
the SVM for regression in the application of building cooling load estimation.  
 
Linear epsilon-insensitive SVM regression is implemented in the toolbox and Gaussian kernel 
function with an automatic kernel scale are used in this case. The set of training data includes 
predictor variables and observed response values. The goal is to find a function ( )f x  that 
deviates from ny  by a value no greater than ε for each training point x, and at the same time 
the function is as flat as possible. 
 
5.5 Prediction results and analysis 
There are 7 cases based on 7 different types of buildings that are being conducted in this part. 
Each case will be applied ANN and SVR models. Testing data will be the summer (June, July 
and August) cooling load in three main cities of Wisconsin, Green Bay, Madison and 
Milwaukee. While the training data will be the same dataset for 14 cities in Wisconsin. 
 
The first case is conducted with hospital cooling load. Figure 5-2 shows that both ANN and 
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SVR model have good accuracy by looking at the overlap ratio among ANN line, SVR line 
and the actual data line. Figure 5-3 presents data with Figure 5-2 but in a more quantitative way 
by the index called relative error (RE). Both ANN line and SVR line is near 0, which means 
that they both have a high accuracy. However, SVR line generally has a higher value and more 
undulate than ANN model, which means that ANN is more accurate than SVR in this case. 
 
Figure 5-2 Testing curves of Green Bay, Madison and Milwaukee’s sample, hospital. 
 
Figure 5-3 Testing relative error (RE) curves, hospital. 
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The second case is conducted with hotel cooling load. Figure 5-4 shows that ANN model is 
more accurate than SVR because the ANN prediction line follows more closely with the actual 
data line. However, as shown in Figure 5-5, both ANN and SVR line are more fluctuant around 
0 value than the first case. It indicates that the accuracy of applying ANN and SVR to hotel 
data is not as good as applying those to hospital data.  
 
Figure 5-4 Testing curves of Green Bay, Madison and Milwaukee’s sample, hotel. 
 
Figure 5-5 Testing relative error (RE) curves, hotel. 
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The third case is about large office building. This type of building has a very important 
feature which is that the cooling load has a clear schedule. In other words, the building 
manager will set a certain period of time to turn on and turn off the cooling load. Therefore, 
when the input variables are the external environment information and the electricity of the 
previous minute, the accuracy will be insufficient. Because the effect of human activities 
(cooling load schedule) to the electricity consumption is not being considered into the model 
(Schedule is not one of the input variables ). As can be seen from Figure 5-4, the ANN model 
has better adaptability and can respond in a timely manner according to the changes in the 
cooling schedule of the building. In contrast, the accuracy of the SVR model is far less 
accurate than ANN. The SVR model predicts the maximum limit, resulting in most of the 
predicted value remaining near a fixed value. 
 
 
Figure 5-6 Testing curves of Green Bay, Madison and Milwaukee’s sample, office. 
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Figure 5-7 Testing relative error (RE) curves, office. 
The forth case is about education building. Similar to office building type, ANN model is 
more accurate than SVR model. 5th case to 7th case is conducted on strip mall, apartment and 
restaurant building type separately and the accuracy is worse and worse. However, ANN still 
maintain a better performance than SVR. 
 
 
Figure 5-8 Testing curves of Green Bay, Madison and Milwaukee’s sample, education. 
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Figure 5-9 Testing relative error (RE) curves, education. 
 
Figure 5-10 Testing curves of Green Bay, Madison and Milwaukee’s sample, strip mall. 
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Figure 5-11 Testing relative error (RE) curves, strip mall. 
 
Figure 5-12 Testing curves of Green Bay, Madison and Milwaukee’s sample, apartment.  
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Figure 5-13 Testing relative error (RE), apartment. 
 
Figure 5-14 Testing curves of Green Bay, Madison and Milwaukee’s sample, restaurant. 
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Figure 5-15 Testing relative error (RE) curve, restaurant. 
 
Table 4 Experiment result 
 
Chapter 6 Room Occupancy Detection Using Accelerometers 
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6.1 Project goal 
The project goal is to design a system with accelerometers with the real-time detection of 
occupancy in a conference room for a reasonable accuracy. 
 
To complete the goal, I break it into the following small goals: 
1. When there is only one person walking in/out of the conference room, detect the walking 
direction (The difficulty lies in judging the direction). 
2. When there are three people walking in/out of the conference room, detect every direction 
of the three people. (The difficulty is to identify each person's entry and exit time and the time 
interval between each person) 
3. Use real-time data stream for detection. (The difficulty is how to synchronize real-time data 
to the algorithm) 
4. Design a simple user interface for display. 
5. Adjusting its installation to ensure accuracy. (The difficulty is that it is related to mechanical 
and material engineering) 
 
Till the date of completion of this thesis, most of the above small targets have been completed, 
which will be described in details. However, the accuracy is still needed to be improved, 
especially for some special cases. So the next step requires to design with a more accurate and 
robust model. This content will also be mentioned later in this chapter. 
 
6.2 Occupancy Detection Method in Industry 
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It is important to determine when people occupy a commercial building because the result 
could be used to improve building operation in terms of energy management, security and 
indoor air quality. However, the widely used sensors in industry are movement sensor [35] and 
passive infrared sensor (PIR) sensor [36] which sometimes is costly. Paper[35] describes an 
algorithm to simulate occupant presence, to be later used as an input for occupant behavior 
models within building simulation tools. In paper [36], the researchers developed and installed 
a network of PIR sensors in two private offices, before applying Bayesian probability theory 
to determine occupancy. Researchers in [37] used PIR sensor to predict and simulate occupancy 
in single office by examining the statistical properties of occupancy with a proposed model. 
Researchers in [38] described a complex sensor network with a wireless ambient-sensing 
system, a wired camera network, a wired carbon dioxide sensing system, and a wired indoor 
air quality sensing system, to solve the problem of the current sensing techniques that it is hard 
to determine the actual number of people in a room.  
 
6.3 Method  
6.3.1 Wavelet Transform 
Wavelet transform is one of the most widely used signal processing tool today. Similar to 
Fourier transform, Wavelet transform breaks a signal down into its constituent parts for analysis. 
However, the difference is that Fourier transform breaks the signal into a series of sine waves 
of different frequencies, the wavelet transform breaks the signal into its "wavelets", which is 
the scaled and shifted versions of the "mother wavelet". Compared to the smooth sine wave 
with infinite length, the wavelet is densely supported with an irregular shape, which makes it 
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an ideal tool for analyzing signals of a non-stationary nature. The reason is because the irregular 
shape lends them to analyzing signals with cutoff's or sharp changes, while their compactly 
supported nature enables temporal localization of a signals features.  
 
For non-stationary signals generated by accelerometers in time domain, Wavelet Transform fits 
better than Fourier Transform. It is beneficial for researchers to acquire a correlation between 
the time and frequency domains of a signal. The Fourier transform, where time localized 
information is essentially lost in the process, however, only provides information about the 
frequency domain. Fourier Transform has problem in associating features in the frequency 
domain with their location in time. Compared to the Fourier Transform, the Wavelet Transform 
allows exceptional localization in both the time domain via translations of the mother wavelet, 
and in the scale (frequency) domain via dilations. The translation and dilation operations 
applied to the mother wavelet are performed to calculate the wavelet coefficients, which 
represent the correlation between the wavelet and a localized section of the signal. The wavelet 
coefficients are calculated for each wavelet segment, giving a time-scale function relating the 
wavelets correlation to the signal. Generally, the wavelet transform can be expressed by the 
following equation: 
*
( , )( , ) ( ) ( )a bF a b f x x dx


                              (6.1) 
where * is the complex conjugate symbol, ψ is some function, a is scale and b is time. The 
function ψ can be chosen arbitrarily provided that it obeys certain rules. [38] 
 
6.3.2 K-means++  
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K-means++ is proposed by David Arthur and Sergei Vassilvitskii [39] with the aim to 
improving the performance of K-means clustering algorithm.  
K-means clustering is an unsupervised learning, which could be used when there is unlabeled 
data that needed to be grouped. The aim of this algorithm is to cluster the given data into several 
groups based on its features and the number of groups is represented by the variable K. By 
iteratively assigning each data point to one of K groups based on the features that are provided, 
the algorithm could make data points clustered based on feature similarity.  However, K-
means picks the initial centers randomly. The K-means++ algorithm tries to solve this problem, 
by spreading the initial centers evenly. 
 
The first cluster center of K-means++ is chosen randomly from the data, after which each 
subsequent cluster center is chosen from the remaining data with probability proportional to its 
squared distance from the data point's closest existing cluster center. To be more specific, K-
means++ follows the steps below [40]. 
 
First of all, choose one data point randomly as the centers among all the data points. For each 
data point x, calculate the distance between x and the nearest center that has already been 
chosen (Here we mark the distance as D(x)). Secondly, Choose a new data point randomly as 
an update center, using a weighted probability distribution where the point x is chosen with 
probability proportional to the square of D(x). By repeating the previous steps, K centers will 
be chosen, as the initial centers. Then the rest of the steps will be processing the same as 
standard K-means clustering. 
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Although it takes extra time to do the initial selection in K-means++, the k-means part 
converges very quickly after this “pre-processing” and thus K-means actually decreses the 
computation time. The authors in Ref [40] tested their method with real and synthetic datasets 
and found out that K-means++ almost always performed at least as well as K-means in both 
speed and error. 
 
6.4 Experiment and Result 
 
Figure 6-1 Layout 
To begin the experiment, two accelerators are mounted on the carpet floor by the entrance 
of the conference room, as shown in Figure 6.1. The microcontroller is Arduino Mini and 
the two accelerometers are LIS2HH12. After collecting data from Arduino, the result is 
analyzed in Matlab. 
 
I carried out the experiment with the following hypothesis: First, due to the restrictions on 
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the width of the door, only one person allowed to pass. Secondly, due to the workplace 
courtesy, the person in the back will not follow the previous person too closely. There is at 
least 30 cm distance between them. Thirdly, the person should walk naturally without 
actions like stomping. 
 
Figure 6-2 JCI office experimental environment. 
Figure 6.2 shows the experimental environment I have in JCI 4th floor office. The distance 
between the two accelerometers is 1m and the distance between each accelerometer and the 
walking line is roughly 0.2m. 
 
The target walked from left to the right, passing accelerometer1 first and then 
accelerometer0. At the same time, the experimenter used Matlab to control the serial port 
and capture 2000 samples during the process. Figure 6.3 shows the original figure with 
noise. Although we can clearly identify peaks from the graph, some small peaks are not 
easily distinguishable, such as the third peak of accelerator 1. This peak is easily confused 
with noise and is not easy to distinguish. Therefore, we have to deal with the noise. 
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Figure 6-3 Figure with noise 
There are many methods to filter the noise from a signal. Among all the methods, Wavelet 
transform and Fourier transform are the most popular ones. However, the Fourier has some 
drawbacks. For example, when transforming to the frequency domain, time information is 
lost. We don’t know when an event happened. In this case, it is important to know when an 
event happened and then remove noise from time series. So Wavelet transform is more 
suitable for this case.  Figure 6.4 is the result after filtering the noise using Wavelet 
transform. 
 
Figure 6-4 Figure without noise 
From Figure6.4 we can see that the base values of the two accelerometers are slightly 
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different. Accelerometer 1 is around 1000 and accelerometer 0 is slightly below 1000. In 
order to compare the differences between the two on the same basis. I have processed the 
filtered data as following procedures. 
 
Take Accelerometer 1 as an example, the data after being filtered by Wavelet transform 
could be expressed as (6.2). 
( ) , 1,2,....,2000.i if x y i                       (6.2)                                              
Where ix  is the time at sample i , iy  is the amplitude at sample i . Apply (6.3) to each 
data point, and plot the data as Figure 6.5. The base value is tune to 0. 
1 1( ) ( ) ( ), 1,2,...,1999i i if x f x f x i                    (6.3) 
 
Figure 6-5 Figure of tuning base value to 0 
Now it is time to find a way to detect the walking distance. By using the command in 
Matlab as showed in Figure 6.6, it is easy to find the peak in each line. 
 
Figure 6-6 Matlab command to find the peak 
[pks1,locs1] = findpeaks(abs(y1_dev),x,'MinPeakHeight',20,'MinPeakDistance',100) 
[pks2,locs2] = findpeaks(abs(y2_dev),x,'MinPeakHeight',20,'MinPeakDistance',100) 
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Assuming that there are m peaks in accelerometer1 and n peaks in accelerometer0. After 
conducting the command, the result is showed as (6.4), where 1mp means the m peak value 
of accelerometer 1 and 
1
mq  means the time when the m peak happens. 
1 1 1 1 1 1
1 1 2 2
0 0 0 0 0 0
1 1 2 2
1: ( , ), ( , ),...( , )
0 : ( , ), ( , ),...( , )
m m
n n
Peak q p q p q p
Peak q p q p q p
                (6.4) 
Apply (6.5) to (6.4), find the locations of maximum and minimum peak in both 
accelerometers. 
1 1 1 1 1
max max 1 2
0 0 0 0 0
max max 1 2
1 1 1 1 1
min min 1 2
0 0 0 0 0
min min 1 2
( , ) ( , ,..., )
( , ) ( , ,..., )
( , ) ( , ,..., )
( , ) ( , ,..., )
m
m
m
m
q p FindMax p p p
q p FindMax p p p
q p FindMin p p p
q p FindMin p p p




               (6.5) 
Pseudo-code to detect the walking direction is showed in Figure 6.7 and the result is showed 
in Figure 6.8.  This method has high accuracy. 
 
Figure 6-7 pseudo-code 
 
Figure 6-8 Matlab Result 
 
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1 0 1 0
max max min min
1 0 1 0
max max min min
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'    '
'    '
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if q q q
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q
elseif q q q q
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t
print unk
e
end
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 
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Up till now, the first small goal that mentioned in 6.1 section is complete. The next step is 
how to detect accurately when there are up to 3 experimenters.  The original figure 
shows in Figure 6.9. 
 
Figure 6-9 Figure with noise, 3 experimenters 
After processing the data with the same method, the figure shows as Figure 6-10. From 
Figure 6-10 we could tell that there are 3 experimenters in total as showed in Figure 6-11. 
 
Figure 6-10 Figure of tuning base value to 0, 3 experimenters 
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Figure 6-11 Figure of tuning base value to 0, 3 experimenters with explanation 
If we plot the data into a 3D environment, z axis is the timeline, x and y is the data of 
accelerometer1 and accelerometer0 separately, the figure shows as Figure 6-12.  There are 
3 layers in the figure, every layer represents a person walking by the two accelerometers. 
By comparing the time that peak value occurs in both x and y axis, we could detect the 
direction of each person.  
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Figure 6-12 3D figure 
  
What should be accentuated is that the pattern when a person is walking through the two 
accelerometers is very clear from Figure 6-11. This pattern has 3 classes, which are ‘Right 
to left’, ’ Left to right’ and ’No one passing by’. When ‘Right to left’ happens, the peak in 
Accelerometer1 happens first and then follows with the peak in Accelerometer0. When 
‘Left to right’ happens, the peak in Accelerometer0 happens first and then follows with the 
peak in Accelerometer1. When ‘No one passing by’ happens, no peak is detected in both 
accelerometers. The method to detect the three patterns is similar with the method to detect 
1 person. However, some values that are used for detection might be modified if the 
experimental environment changes. 
 
After classifying the patterns, it is important to capture the walking time interval accurately 
and apply the pattern recognition method to each interval. Now it is the time to use the 
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clusting algorithm, called K-means++. K-means++ could separate data into certain number 
of groups based on its feature. In this case, I separate the 6000 samples into 3 groups and 
the K-means algorithm will help to distinguish the 3 groups by its feature. With that being 
said, the maximum number of people that we are able to detect in this case is 3 and the 
minmum is 0. 
 
Figure 6-13 3D figure after clustering with k-mean++ 
After applying k-means++ into the dataset with the 3 group settings, the result is showed 
in Figure 6-13. Clearly to see that 3 people’s movement is detected and clustered. An UI 
for this case is designed in Figure 6-14.  
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Figure 6-14 User Interface 
Note: Some follow-up experiments to expand the scope of this project is needed in the 
future, depending on the performance of this experiment. For example, how to successfully 
identify two people walking at the same time, how to detect some special case like people 
standing in the detection area for a chat. These experiments require higher resolution 
accelerator, more accelerators probably, further study of the mounting locations and more 
advanced recognition algorithms. 
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The method that using accelerometers to detect occupancy shows to be promising and is worth 
to dig deeper for higher accuracy. In the future, more patterns need to be involved and 
recognized in the detection system. In table 5, it lists 6 patterns. 
Table 5 6 Patterns of 1 or 2 people walking 
 
The ideal pattern with 1 experimenter and 2 experimenters are showed in Figure 6-15 and 
Figure 6-16 separately. And the difficulty lies in the pattern recognition between pattern1 and 
pattern4, and between pattern2 and pattern5, because their shape look very similar. 
 
Figure 6-15 Ideal pattern with 1 experimenters 
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Figure 6-16 Ideal pattern with 2 experimenters 
At the same time, a sensor with higher resolution and less noise should also be tested, in order 
to find an alternative solution to solve the problem. In figure 6.17, it shows the connection of 
digital and analog accelerometers in the experiment later on. Because of security reason, the 
details will not be presented in this thesis. 
 
Figure 6-17 Digital accelerometer and analog accelerometer 
 
Chapter 7 Conclusions and Future Work 
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In this thesis, there are two research areas that are being explored. Cooling load prediction of 
different building types is studied in the first part, and the second part is to explore the method 
of using accelerometers to detect occupancy in a room. 
  
In the first part, the pattern of cooling load consumption in different building types is being 
analyzed. Two algorithms, ANN and SVR are applied to the cooling load data for short-term 
prediction. A performance comparison is made for various building types and several 
conclusions are obtained. Firstly, it is necessary to apply different models to different building 
types if high accuracy is required. Secondly, compared to SVR, ANN is more accurate in all 
the building types. Lastly, the difference of the accuracy depends on the building features. In 
hospital buildings, SVR and ANN both show high accuracy level, but in restaurant buildings, 
they are both underperforming. 
  
In the second part, the method of using accelerometers to detect occupancy is explored. 
Walking direction pattern is classified and clustered, and the result shows decent accuracy in 
limited conditions. Wavelet transform is used for signal processing and K-means++ is used for 
pattern recognition. The results show that this method is promising and is worth looking deeper 
into in the future for use in efficient building management. 
 
 
 
Future work in cooling load prediction could be focused on the following aspects: 
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• Selection of parameters in SVR and ANN should be further studied. In this thesis, the 
selection of parameters is based on experience. In the future, more work should be done to 
deeply understand the two algorithms to optimize the performance with reasonable parameter 
selection. 
• SVR algorithm and other novel algorithms could be tested in order to provide more options 
for electric utilities. In this thesis, I choose the most popular prediction algorithm not basing 
my choice on their best prediction accuracy. In the future, more artificial regression algorithms 
should be tested in different building types to provide more options for electric utilities to 
optimize performance. 
• More building types could be involved in the future work, to provide a wider range of cooling 
load consumption profiles for electric utilities. In this thesis, there are only 7 commercial 
building types being listed. More commercial building types, for example, warehouse, museum 
and residential buildings could also be tested for the next step. 
  
Future work in occupancy detection could be focused on the following aspects: 
• More patterns should be considered to enhance the robustness of the performance in this 
detection system. In this thesis, there are only 3 patterns being considered. When more 
complicated scenarios happen, the prediction results could become inadequate.  
• Real-time data processing should be explored. To detect the occupancy in real time, it is 
important to grasp the real-time data processing technology. The selection of sample time as 
well as the length of update time is essential for this case. 
• The alternative accelerometer board should be tested to get data with better quality. The 
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quality of the vibration data strongly influences the prediction accuracy. An accelerometer with 
higher resolution and lower noise will probably bring more benefit in terms of prediction rather 
than the current one. 
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