In this paper, numerical solutions of Burgers equation defined by using a new Generalized Time-Fractional Derivative (GTFD) are discussed. The numerical scheme uses a finite difference method. The new GTFD is defined using a scale function and a weight function. Many existing fractional derivatives are the special cases of it. A linear recurrence relationship for the numerical solutions of the resulting system of linear equations is found via finite difference approach. Burgers equations with different fractional orders and coefficients are computed which show that this numerical method is simple and effective, and is capable of solving the Burgers equation accurately for a wide range of viscosity values. Furthermore, we study the influence of the scale and the weight functions on the diffusion process of Burgers equation. Numerical simulations illustrate that a scale function can stretch or contract the diffusion on the time domain, while a weight function can change the decay velocity of the diffusion process.
Introduction
The Burgers equation is a fundamental partial differential equation from fluid mechanics. It occurs in various areas of applied mathematics, such as modeling of gas dynamics [11] and traffic flow [31] . This equation can be viewed as a simplified version of the Navier-Stokes equation, and is related to the heat equation via the Hopf-Cole transformation [23] . It has been extensively discussed in recent years, see [3, 9, 19, 15] and related references therein. Specifically, in [3] , a numerical anomaly associated with steady state solutions for a class of viscous Burgers equation is discussed. In [15] , the existence and uniqueness results are proved for the solutions of the stochastic generalized Burgers equations driven by multi-parameter fractional noises. Since many Burgers equations cannot be solved analytically, numerical methods for dealing with them are often required, see [4, 7, 29, 33, 14, 20, 34] and references therein. For instance, Adomian decomposition [4] , homotopy analysis [29] , variational iteration [14] , and integral transform [20] , finite difference [12, 10, 35] , and finite element methods [28] are some of them which have been studied extensively recently.
In contrast to the Burgers equation, fractional calculus has a long history [24] . It was introduced over 300 years ago. In the last 40 years, considerable progress has been made in this field, and it has been now applied in nearly every branch of science, engineering, economics and mathematics, see, e.g. [24, 16, 25, 5, 27] and references therein. This progress has been motivated by the fact that in many cases, fractional derivatives provide more accurate models of real world problems than integer order derivatives do. For the same reasons, several models of Fractional Burgers Equations (FBEs) have been proposed and investigated recently [15, 4, 7, 29, 33, 14, 20, 34, 30, 26, 21, 22, 6, 8] . More precisely, in [15] , the existence and uniqueness for the solutions to a class of stochastic generalized Burgers equations driven by multi-parameter fractional noises are proved. The approximate solution of time and/or space fractional Burgers equations are obtained by several methods, such as Adomian decomposition [4, 33, 22] , variational iteration [14] , parametric spline functions [7] , homotopy analysis [29] and generalized differential transform [20] methods. A mathematical discussion about similarity solution of time-fractional nonlinear diffusion equations is provided in [6] . An application of the timefractional Burgers equation in the framework of nonlinear wave propagation in porous media is discussed in [8] . For more details of special solutions and properties of FBEs, see [34, 30, 26, 21] and references therein. These models are obtained by replacing integer order space/time derivatives and ordinary initial/boundary conditions with their fractional counter parts.
In this paper, we define a new FBE in terms of the new Generalized Fractional Derivatives (GFDs) introduced in [1] . These derivatives introduce a scale function z(t) and a weight function w(t) in the definitions of fractional derivatives which are likely to make them more attractive for several reasons. First, scale functions will allow the response domains to be scaled differently. In typical cases, simulation results are presented for only a few seconds to reduce the computational time. However, in many applications, the desired results may be of interest for several decades of simulation time. On the other hand, in other applications the event of interest may take place only for a micro or nano-seconds. In such applications time stretching or compression may be necessary to capture the desired phenomena accurately. The scale functions could be useful in those applications. Second, in many cases, we may require an event to be weighed differently at different time point. For example, modeling of memory of a child may require a heavy weight at current time point, whereas the same for an older person may require more weight on the past. The weight functions may allow the events to be assessed differently at different time. Finally, by selecting different scale and weight functions, we can obtain different fractional derivatives proposed in the literature. Thus, models obtained using other derivatives could be considered as the special cases of the GFD used here.
Returning back to the FBE, it will be seen that this equation is a nonlinear equation, which, in most likely scenarios, can not be solved analytically. To solve the proposed FBE, we present several numerical schemes, and select one of them for ease in programming and speed in computation. We demonstrate that the scheme selected for numerical experimentation is stable and convergent.
The paper is organized as follows: In Section 2, the mathematical background of new generalized fractional derivative is given. A new FBE in terms of the GFDs, a few numerical schemes to solve this equation, and the stability analysis of the proposed numerical scheme are introduced and discussed in Section 3. Numerical results for two examples and the effects of a scale and a weight functions z(t) and w(t) on the solutions of FBEs are presented in Section 4. Finally, conclusions of this research are given in Section 5.
Preliminaries of fractional calculus
In this section, we present the definitions of fractional integrals and derivatives. Further details for these fractional integrals and derivatives, and their properties could be found in [16, 25, 5, 24, 17, 1] . Definition 2.1. ( [16, 25] ) The Riemann-Liouville fractional integral operator of order α > 0, of a function u(t) is defined as We now list some new Generalized Fractional Integrals and Derivatives (GFIs and GFDs, respectively) introduced in [1] . These GFIs and GFDs include two new functions, namely a scale function z(t) and a weight function w(t). We require z(t) to be monotonic, and w(t) to be nonzero. We further require both functions to be sufficiently smooth. We speculate that these conditions could be relaxed. However, these possibilities will be examined in the future. The fractional derivative introduced here will be used to define a new FBE in Section 3. 
provided the integral exists. 
provided the right-side of the equation is finite. [16] ). Therefore, the right/backward FIDs and their combinations with other FIDs could be important. However, since they are not used here, we have not listed them in this paper.
(2) When α approaches 1, the standard left and the right Caputo derivatives are replaced with a positive and a negative ordinary first order derivatives, respectively [16, Eqs. (2.4.14)]. However, in the case of integer order generalized derivatives, the first order left derivative defined in (2.4) and the corresponding right derivative could be completely different (see [16, [17, 16, 18, 1] .
(4) The GFDs proposed here can be written in a discretized form to obtain Grünwald-Letnikov type fractional derivative. This could be important for numerical solutions of the generalized fractional differential equation.
(5) The fractional derivative (2.6) is a generalization of the Caputo FD. By exchanging the order of integral and derivative in (2.6), we obtain a generalization of the Riemann-Liouville FD. More details on this topic can be found in [1] .
In the discussion to follow, we shall define the Burgers equation in terms of Generalized Caputo Fractional Derivatives. The main advantage of using the Caputo derivative is that the initial conditions for fractional differential equations are of the same form as that of ordinary (partial) differential equations.
Generalized Fractional Burgers Equation, Numerical Scheme and Stability Analysis
In this section, we propose a generalized fractional Burgers equation and outline several finite difference based numerical schemes to solve this equation. Out of these schemes, we propose one scheme for numerical experimentation, and investigate the stability and convergence of the proposed scheme.
Generalized Fractional Burgers Equation
A Burger equation is defined in terms of space and time variables. Accordingly, it is a partial differential equation. A Fractional Burgers Equation (FBE) is obtained by replacing integer order partial space and/or time derivative terms with their fractional counter parts. Here, we replace only the time partial derivative with a Generalized Time Fractional Partial Derivative (GTFPD) defined in the Caputo sense largely because this derivative requires standard initial conditions. A FBE could also be obtained by replacing the initial conditions with fractional initial conditions. The fractional initial conditions are generally not considered because it is believed that they are not physical. In recent years, some geometrical interpretation of some fractional derivatives have been offered (for instance, see [13] and references therein). However, fractional initial (and boundary) conditions remain unpopular. In the discussion to follow, we consider the ordinary initial conditions only.
Using Eqs. (2.3), (2.4) and (2.6), we define the GTFPD of order α, 0 < α < 1, in the Caputo sense as,
and the Generalized Fractional Burgers Equation (GFBE) as
where ν is the viscosity coefficient, Ω =
[a, b] is the space domain, α is the order of the derivative and u(x, t) is a space-time dependent function of interest. This equation is called a GFBE because different z(t) and w(t)
could be used to obtain different GFBEs. Note that the second term in the above equation makes it a nonlinear equation. We can consider the order of the derivative α between 1 and 2. This would lead to fractional diffusion-wave type equation. Since, our focus is on the diffusion process, we consider 0 < α < 1 only. In order to solve Eq. (3.2), we also require initial and boundary conditions. We consider the following initial and boundary conditions, 
Numerical scheme
Let 0 ≤ t ≤ T be the simulation time domain. To develop a numerical scheme, we divide this domain into M and the space domain into N equal parts, where M and N are positive integers. Thus, the time and the space grid sizes are Δt = An approximation to time-fractional derivative in Eq. (3.2) can be obtained by a simple quadrature formula as:
where, by taking
, terms J 1,k and J 2,k are approximated as,
and
The classical first-and second-order partial derivatives of u(x, t) with respect to x can be approximated as
2) yields the explicit scheme as:
9) and the implicit scheme as
10) respectively.
Remark 3.1. We note that the explicit method is easily transformed into an iteration scheme. In the implicit method, one must solve a system of nonlinear algebraic equations at each time step to obtain values of the unknowns. In most cases, the implicit method leads to an unconditionally stable numerical scheme. In the case of explicit method, this is not so. However, with proper step sizes, this method can be made stable and it may provide the numerical solutions more quickly.
Backward difference scheme:
∂u(
Long centered scheme:
Short centered scheme:
Using the above methods to approximate the first order space derivative, we can develop other numerical schemes to solve the GFBE. However, in this paper, we adopt the forward difference scheme shown in Eq. (3.7).
For simplicity in computation, we employ the explicit scheme Eq. (3.9) for calculating the numerical solutions of the Burgers equation, since adopting the implicit scheme will lead to solving nonlinear equations in every iteration. Because the interval [t k , t k+1 ] is small, we approximate u( 11) and compute w(ξ k ) as
By setting
the numerical scheme Eq.(3.9) can be rewritten in a compact form as
where
We now perform the stability analysis of the numerical scheme presented above.
Stability analysis
The following theorem is useful in numerical analysis of the finite difference method discussed above. For stability analysis of the numerical method discussed above, we rewrite Eq. (3.13) as:
For the numerical scheme (3.13), we have the following stability theorem.
Theorem 3.2. If the elements in matrix
K j+1 satisfy p j,j−1 + q j,j−1 ≤ 2q j,j , (3.15) for 1 ≤ j ≤ M −1
, then the numerical scheme Eq. (3.13) is stable, and hence is convergent.
P r o o f. We divide the proof procedure into two steps as follows: First, we verify that the coefficient matrix K j+1 is invertible. Since matrix K j+1 is a tri-diagonal matrix and strictly diagonally dominant, according to the results from Linear Algebra, it is easy to show that K j+1 is non-singular and invertible. Therefore Eq. (3.13) is solvable, which means that the iteration in Eq. (3.14) is well-posed.
Second, we prove that the posteriori error is bounded. To accomplish this, let u j denote the exact solution at t = t j , and j denote the posteriori error, i.e. j = u j − U j . Then, we have
By means of the assumption in Eq. (3.15), we have
Equations (3.16) and (3.17) suggest that there exists a constant C > 0, such that
where 
Numerical results and their analysis
Now we provide numerical results for two examples to demonstrate applications of our numerical scheme. We conduct numerical experiments with Burgers equation by varying the order of the fractional derivative, initial conditions, the scale and weight functions. We also compute the results with different step sizes to intuitively verifies the stability of the numerical method.
Numerical examples
Example 4.1. As a first example, we consider the following GFBE:
with the boundary conditions: u(x, 0) = sin(6πx) + 2x(1 − x) − x sin(6π), u(0, t) = u(1, t) = 0. We take w(t) = exp(t), z(t) = t 2.78 and 0 ≤ t ≤1.5. We have solved problem (4.1) by the finite difference method for step sizes Δx and Δt varying from 1/16 to 1/512, parameters ν varying from 0.1 to 2, and fractional order α varying from 0.1 to 0.99. To reduce the size of the paper, we present numerical solutions for Δx = Δt = 0.01, 0.02, parameters ν = 1/3, 1.2, and fractional order α = 0.8 and 0.9 only. These solutions are shown in Figure 4 .1. However, our discussion of results will be based on both From Figure 4 .1 and other numerical experiments, we make the following observations:
• As the time progresses, the response diffuses and goes to zero. This is expected because normal Burgers equations behave as a diffusion equation with zero source term.
• Comparing Figure 4 .1(a) to Figure 4 .1(b), we observe that as the space and time step sizes reduce, the response approaches to a smooth curve, both in space and time. This demonstrates that the numerical scheme is convergent, which agrees with our theoretical results.
• Comparing Figure 4 .1(a) to Figure 4 .1(c), we observe that as the fractional order increases, the rate of diffusion at the beginning time becomes slow.
• Comparing Figure 4 .1(a) to Figure 4 .1(d), we observe that as the parameter ν increases, the response diffuses faster. Since ν depicts the diffusion speed, the numerical simulation here is consistent with the physical intuition.
To estimate the Order of Convergence (OC) of the numerical scheme, we solve Example 4.1 once again, but for α = 0.4 and different step sizes. A different α was considered so that we can examine the behavior of the convergence for different α. Since, a closed form solution to this problem is not available, we take the numerical solution with Δt = Δx = 1/1024 as the best approximation of the exact solution, and calculate the Maximum Absolute Error (MAE) in the solution for a step size by comparing the solution with its best approximation. As expected, when the step sizes reduce, the MAE reduces as well. The absolute errors in the numerical results and the OC for different step sizes are shown in Table 1 u(x, t) as the temperature at a point at a given time. Heat energy from the positive temperature region diffuses into negative temperature region, causing the temperature within the domain to exceed 0. Eventually, the domain looses the heat to the boundary, and the domain temperature approaches to 0.
• From visual comparison of Figure 4 .2(a) to Figure 4 .2(c), it may appears that change in α has no effect on the solution near t = 0. However, when we examine the numerical results for different times carefully, we observe that initially the solution diffuses rapidly and it slows down as the time progresses. This is due to high initial gradients. Also, as α increases, the rate of diffusion decreases. Also note that no matter what the initial shape of the function is, it always becomes smooth as the time progresses. We can take a thermal conduction analogy to explain this phenomenon. Initially, local flow of heat energy causes local rapid variations in temperature to disappear, and eventually the system looses its energy to its surrounding through its boundary. A similar phenomenon is taking place here too.
• Comparing , we observe that with the centrosymmetric initial condition, the zero positions maintain as zero during the diffusion process. For physical interpretation, we can compare this process with the heat diffusion. In this case, the heat flux coming to and leaving from the node points (points where u(x, t) initially is zero) are the same. As a result, no heat energy is gained or lost by the node points, and the temperature of the node points remain stationary. If the initial conditions are not centrosymmetric, then u(x, t) = 0 points move (See Fig. 4.2(b) ).
To estimate the order of convergence of the numerical scheme for this example, we select α = 0.7, and compute the solution with different step sizes. We take the numerical solution with Δt = Δx = 1/1024 as the best approximation of exact solution. We calculate the Maximum Absolute Error (MAE) in a solution for a step size by comparing the solution with its best approximation. As expected, when the step sizes reduce, the MAE reduces as well. The absolute errors in the numerical results and the OC for different step sizes are shown in Table 1 below. From this table, we observe that the order of convergence is consistent with the theoretical analysis. Table 2 . The MAE and OC in computation of Example 4.2 with different step sizes.
Effect of scale function z(t) on the response
In this section, we further investigate the influence of the scale function z(t) on the diffusion processes.
When z(t) = t and w(t) is a nonzero constant, the generalized fractional integral defined by Eq.(2.3) reduces to the classical Riemann-Liouville fractional integral. The basic property of scale function z(t) is that it scales the time axis. We consider z(t) to be a monotonic function. When z(t) is a monotonic increasing (decreasing) function, the time domain (0, T ) is mapped to the (z(0), z(T )) ((z(T ), z(0)), respectively). Motivated by this property, we consider four different types of z(t), namely, the linear monotonic contraction and stretching functions, the nonlinear monotonic contraction and stretching functions. They are described as, z(t) = z 1 (t) = at, a > 1; z(t) = z 2 (t) = at, 0 < a < 1; z(t) = z 3 (t) = t p , p > 1; and 0 < a < 1; z(t) = z 3 (t) = t p , 0 < p < 1, and they corresponds to four different cases considered below. These functions are considered here because they are simple representations of monotonic functions. However, many other monotonic increasing and decreasing functions could be used.
In what follows, we analyze the influence of scale functions z 1 (t) to z 4 (t) on the Burgers equation.
Case 1: z(t) = z 1 (t) = at, a > 1. In this case, scale function z 1 (t) represents a "stretching function" with a uniform stretch over the time domain [0, t] . Accordingly, a long time diffusion over (z 1 (0), z 1 (t)) is contracted uniformly over to (0, t) such that the diffusion process seems to decay faster with the new time scale z 1 (t). Figure 4 .3 from which we see that for larger a greater than 1, the shape of numerical solutions contracts and causes the response to decay faster. Case 2: z(t) = z 2 (t) = at, 0 < a < 1. In this case, scale function z 2 (t) represents a "contracting function" with a uniform contraction over the time domain [0, t]. Accordingly, a short time diffusion over (z 2 (0), z 2 (t)) is stretched, such that the diffusion seems to proceed slowly with the new time scale z 2 (t).
For simulation purpose, we take u(x, 0) = sin(πx), u(0, t) = u(1, t) = 0, α = 0.8, ν = 5, and w(t) = 1. Burgers equation Figure 4 .4 from which we see that for a < 1 as a decreases the shape of numerical solutions is stretched which causes the response to decay slowly. 
In this case, scale function z 3 (t) depicts a "contracting function" with variable contraction over domain [0, 1] . Therefore, short time diffusion over (z 3 (0), z 3 (t)) is stretched, such that the diffusion process proceeds slow with the new time scale z 3 (t).
For simulation purpose, we select u(x, 0) = sin(3πx), u(0, t) = u(1, t) = 0, α = 0.75, ν = 2.5, and w(t) = exp(t). Burgers equation (3.2) is solved over [0, 1] × [0, 1] with different choices of z 3 (t). The numerical results with nonlinear contracting functions z 3 (t) = t 2 , t 3 , t 4 and t 5 are shown in Figure  4 .5. with different z 3 (t).
From Figure 4 .5, we see that for p > 1 as p increases the shape of numerical solutions is stretched in a nonuniform way. This causes the response to decay slowly.
In this case, scale function z 4 (t) depicts a "stretching function" with variable stretch over the domain [0, 1] . Accordingly, a long time diffusion over (z 4 (0), z 4 (t)) is contracted, such that the diffusion process seems to decay faster with the new time scale z 4 (t).
For simulation purpose, we take u(x, 0) = sin(3πx), u(0, t) = u(1, t) = 0, α = 0.75, ν = 0.05, and w(t) = exp(t). Burgers equation with different z 4 (t).
Effect of weight function w(t) on the response
Now we study the influence of weight function w(t) on Burgers equation (3.2). We begin with the following proposition: Theorem 4.1. Suppose w(t) is positive and continuous over t ≥ 0. For "sufficiently good" functions z(t) and f (t), we have
where 0 < α < 1, |f | max = max 0<s<t {f (s)}, z = min 0<s<t {z (s)}, w = max 0≤s≤t {w(s)} and w = min 0≤s≤t {w(s)}.
P r o o f. We only show the proof of inequality (4.2), and the inequality (4.3) can be verified in a similar way. Consider the generalized fractional integral of a "sufficiently good" function f over [0, t] . According to Definition 2.3,
which is our desired result. This completes the proof. 2
The GFIs and GFDs defined in Riemann-Liouville and other senses have inequalities similar to the one described above. They tell us that a weight function w(t) can influence the diffusion of Burgers equation over time domain. When w(t) is monotonic increasing, the coefficient term , we observe that a Monotonic Decreasing Weight Function (MDWF) w(t) can destroy the diffusion property of generalized GFBE (3.2) . This is mainly because fractional power kernels of fractional operators put more weight on the current response and less weight on a distance past. In contrast a MDWF does the opposite, and thus, it destroys the inner property of fractional operators. This is not all bad, since models employing MDWF can depict some special areas which require less weight on recent response and more weight on distance past (for example modeling memory of an old man). If the weight function w(t) decreases slowly, the response of GFBE (3.2) would also decrease slowly. This is depicted in Figures 4.7(a) .
Comparison of Figures 4.7(a) and 4.7(b) also shows that a faster MDWF causes more changes in the response of a GFBE (3.2) than a slower MDWF does. When the slope of a MDWF is large, the GFBE (3.2) does not show any diffusion-like behavior (see Figures 4.7(b) ).
Comparing Figures 4.7(c) and 4.7(d), we observe that the monotonic increasing weight function w(t) accelerates the diffusion process of generalized GFBE (3.2), and for larger slope of w(t) the response of the diffusion process of GFBE (3.2) decays faster.
Conclusion
A new Generalized Time-Fractional Burgers Equation in terms of a new generalized fractional derivative was introduced. Numerical solutions for this class of equations was considered by using finite difference method. A linear recurrence relationship for the numerical solution of the resulting system of linear equations was found by discretizing the new generalized time-fractional derivative and integer order space derivatives. Two numerical examples were carried out, which were solved for different fractional orders, scale functions, weight functions and parameters. It was shown that the finite difference approach is a powerful tool for solving the generalized fractional Burgers equation accurately for a wide range of viscosity values. The stability of the numerical method was discussed. Numerical experiments also show that the numerical method is stable, simple and effective.
We also investigated the influence of scale function z(t) and weight function w(t) on the evolution of GFBE (3.2). Four basic types of scale functions and two types of weight functions were considered. We found that the monotonic increasing (respectively, decreasing) scale function z(t) can map the regular time domain [0, T ] to another time scale [z(0), z(T )] (resp. [z(T ), z(0)]), which is larger or smaller than [0, T ]. Thus, long and short time diffusion evolutions can be shown in a suitable time domain. The weight function w(t) can change the values of the derivative and influence the response of the system. We also found that the influence of increasing weight function w(t) on fractional derivatives is coincident with their inner property, i.e., the fractional derivatives have short memory property [25, Chapter 7] . Sharply decreasing weight function w(t) may destroy the diffusion property of GFBE (3.2).
