Abstract. This paper deals with the problem of projecting polytopes in finite-dimensional Euclidean spaces on subspaces of given dimension so as to maximize or minimize the volume of the projection.
Introduction
Projection is one of the most basic operations in computational convexity. The problem of maximizing or minimizing the volumes of orthogonal projections of polytopes on subspaces generalizes the problem of computing their width or diameter, functionals with a wide range of applications [GK2] . Maximal or minimal projections on hyperplanes have received some attention since they are intimately related to various illumination problems, see, e.g., [Ma] .
In this paper we present various tractability and intractability results for the shadow problems of maximizing or minimizing orthogonal projections of polytopes on sub-220 T. Burger and P. Gritzmann spaces. As to the computational complexity of the underlying decision problems we show that maximizing the volume of the orthogonal projection on hyperplanes is already NP-hard for simplices. For minimization, the problem is easy for simplices but NP-hard for bipyramids over parallelotopes. Since volume computation is easy for these classes of polytopes and their orthogonal projections on hyperplanes, the problems of maximizing and minimizing projection volumes are not just hard because the volume is involved, but rather because of their combinatorial nature. Similar results are shown for projections on subspaces of intermediate dimensions.
We give several other related NP-hardness results including one for inradius computation of zonotopes and another for a location problem, the so-called minsum hyperplane problem.
On the positive side, we present various polynomial-time approximation algorithms including a randomized approximative algorithm for maximizing orthogonal projections on hyperplanes of polytopes that are given in terms of linear inequalities. It is based on structural results for projections that allow us to utilize the randomized volume algorithms of [DFK] and [KLS] .
Preliminaries and Main Results
Our general setting is Euclidean n-space R n for n ∈ N, equipped with the standard inner product · , · and the induced norm · 2 . The standard basis of R n is denoted by e 1 , . . . , e n . An affine subspace is called a flat; an (n −1)-dimensional flat is a hyperplane. A hyperplane divides R n into two regions whose closures are called (closed) half-spaces. We write hyperplanes and half-spaces in the form H x,α = {y ∈ R n : x, y = α}, H − x,α = {y ∈ R n : x, y ≤ α}, respectively, where x ∈ R n \{0}, α ∈ R. A convex body is a nonempty, compact, convex subset of R n ; it is called proper if its interior is nonempty. The set of convex bodies in R n is denoted by K n . The ndimensional (Euclidean) unit ball {x ∈ R n : x 2 ≤ 1} is denoted by B n , its volume by κ n , its boundary by S n−1 . A polytope is a convex body which is the intersection of finitely many half-spaces or, equivalently, the convex hull of finitely many points. See [Gr] for a comprehensive study of polytopes and see [Zi] for an update.
We employ the standard binary Turing machine model of computation. The size of the input is the length of the binary encoding needed to present the input data to a Turing machine and the time complexity of an algorithm is also defined in terms of the operations of a Turing machine (see [GJ] or [GLS] for further details). This model includes only polytopes that allow a finite presentation over the rationals and, in fact, each computation begins with some such presentation.
A V-polytope is a string (n, m, v 1 , . . . , v m ) consisting of positive integers n and m, and an m-tuple v 1 , . . . , v m of points of Q n . It represents the polytope 
which it presents is a polytope. In the following we do not formally distinguish a V-or an H-polytope from the geometric object it represents.
It is well known that each V-polytope P admits an H-presentation and vice versa. However, since P may have many more vertices than facets (or vice versa), it may happen that the minimum size for one sort of presentation is much larger than the minimum size for the other. That is why the complexity results for V-polytopes and H-polytopes differ substantially.
Zonotopes are special polytopes that are Minkowski-sums of finitely many line segments. Since they play a special role in our study we specify a suitable presentation as follows. An S-zonotope is a string (n, m, c, z 1 , . . . , z m ), where n, m ∈ N and c, z 1 , . . . , z m ∈ Q n . The string represents the geometric object
There are two natural representations of a linear subspace U of R n of dimension k. It can be viewed either as the linear hull of k linearly independent vectors in R n or as the orthogonal complement of the linear hull of n − k linearly independent vectors of R n . Since each representation can easily be transformed into the other by solving a system of linear equations which can be done in polynomial time if U is generated by rational vectors, either representation is equally appropriate.
For a k-dimensional linear subspace U ⊂ R n and a convex body K ∈ K n we denote the orthogonal projection of K on U by (K ; U ). The k-dimensional volume of the orthogonal projection of K on U is denoted by σ (K , U ). It is often called the k-dimensional outer quermass; we however use the term k-shadow volume. For the maximum and minimum k-shadow volume of a convex body K we write Q k (K ) and q k (K ), respectively.
Note that the restriction to orthogonal projections comes naturally, since on one hand the volume of nonorthogonal projections of a polytope can be made arbitrarily large and on the other hand it is easy to see that minimum projections are necessarily orthogonal.
We assume that the dimensions of the subspaces which are considered for the projections depend only on the dimension n of the original space R n . We use a function θ: N → N with θ(n) ≤ n − 1 to specify the dimension of the subspaces for each n ∈ N. The function θ will not be considered as part of the input. Hence its computation does not affect the running time of the algorithms. In the following we mainly focus on the decision problems related to maximal and minimal projections: The first of these is as follows:
of the orthogonal projection of P on U is greater than or equal to λ?
The problems H-MAX-θ(n)-PROJ, V-MIN-θ(n)-PROJ, and H-MIN-θ(n)-PROJ are defined accordingly. We also speak of MAX-θ(n)-PROJ for H-polytopes, etc., if this seems more appropriate. OPTMAX-θ(n)-PROJ, OPTMIN-θ(n)-PROJ, etc., denote the corresponding optimization problems.
Note that in order to solve the stated problems it is strictly speaking not necessary to compute the volume of the optimal projections. All that is required is to determine whether there exists an appropriate subspace. It is clear, however, that the volume of an optimal projection of a given polytope can be approximated by means of any algorithm for the corresponding decision problem within a binary search framework. (This would be different, however, for optimization versions of the problems that ask for an optimal subspace.) It is, hence, not very surprising that for many (but not for all!) choices of functions θ the problems MAX-θ(n)-PROJ and MIN-θ(n)-PROJ are no easier than volume computation, a problem which is known to be #P-hard in general [DF] , [Kh] . Hence on the side of intractability results our main interest here is in simple classes of polytopes for which the problem of computing the volume is easy.
In Section 2 we analyze the computational complexity of the shadow problems. Our main results show that these problems are not just hard because the volume is involved. For example, MAX-(n − 1)-PROJ is already NP-complete for simplices. Note that the volume of a rational V-presented simplex is just the n!th fraction of a corresponding determinant, and hence its volume can be computed in polynomial time. Also, the volume of a projection of a simplex on any rational hyperplane can be computed in polynomial time. This is part of the reason why, when restricted to the class of simplices, MAX-(n − 1)-PROJ is in NP. 
is NP-complete for simplices MIN-(n−1)-PROJ can be solved in polynomial time for simplices. However, in general MIN-(n − 1)-PROJ is NP-complete for H-presented bipyramids over parallelotopes. The proof uses the fact that the problem of computing the inradius of certain zonotopes is NP-hard, a result that is also proved here. Table 2 gives an overview of our complexity results for shadow minimization; k is again an arbitrary fixed positive integer.
As an additional consequence of the complexity result for inradius computations of zonotopes we show that the following location problem is NP-complete:
n , a positive rational λ. Question: Does there exist a nonzero vector y ∈ Q n and a real number γ ∈ Q such that the square of
For a survey on MINSUM, some of its applications, and for additional references see [KM] , [MS2] , and [MS3] .
In Section 3 we present (deterministic and randomized) approximation algorithms for all shadow problems. In particular we give a randomized algorithm which solves H-OPTMAX-(n − 1)-PROJ with probability 1 − β ∈ [0, 1) up to a relative error of
in running time that is polynomial in n, m, 1/ε, and ln(1/β).
Computational Complexity
All information concerning the volumes of projections on hyperplanes is encoded in the projection polytope. Let P be a proper polytope in R n with facets F 1 , . . . , F m with (n − 1)-dimensional volume µ i = vol n−1 (F i ) and corresponding outer normal vectors u 1 , . . . , u m ∈ S n−1 , respectively. For abbreviation, we writeũ i = µ i u i and call the vectorsũ i the scaled (outer facet) normal vectors of P. It is elementary to see (see [BF1] or [Sc] ) that
T. Burger and P. Gritzmann and that, for each u ∈ S n−1 , the shadow volume in direction u equals
Note that the right-hand side of (1) is the support function of the zonotope
called the projection polytope of P. Its importance in our context comes from the fact that
where r n and R n denote the (Euclidean) inradius and circumradius, respectively. We also obtain a description of the optimum directions. Each maximizing direction is parallel to a vertex of Z P ; minimizing directions are orthogonal to a facet of Z P ; see [MW] , [Ma] , and [BGK] . In order to be able to deal with projections on lower-dimensional subspaces we begin with a few geometric transformations that can be used for extending some hardness results.
We only consider transformations from results for maximum projections on hyperplanes in detail here. Other transformations (from maximum projection on lines and from minimum projection on hyperplanes and lines) can be treated similarly, see [Bu] .
A central tool employed in this section is the mixed volume V : (K n ) n → R which generalizes the ordinary volume. For a definition and elementary properties of the mixed volume we refer to [Sc] . Of particular importance to us is the following connection between mixed volume and volume of projection, which is a consequence of Theorem 19.4 in [BZ] , see also p. 294 of [Sc] .
Proof. Since the reverse inequality is obvious we have to show that 
Of course, equality holds for z l+1 = e n+1 .
Since
It thus remains to show that
We write z l+1 = 1 − ζ 2ẑ + ζ e n+1 for someẑ ∈ S n−1 × {0} and ζ ∈ [0, 1] and consider two alternatives.
which implies (3). Now let ζ ≤ √ 3/2. Elementary analytic geometry shows that
Therefore,
It is easy to check that the numerator of the fraction on the right-hand side assumes its maximum for ζ = 1/ 1 + η 2 /ρ 2 and is, therefore, not greater than 1 + η 2 /ρ 2 . The latter is at most 2 because η/ρ ≤ √ 3. So (3) follows again. Now we generalize the previous lemma by continuing the process of constructing pyramids. We also formulate it in a computational manner so that we can apply it directly later. Lemma 2.3. Let W ∈ {V, H}, let P ⊂ R n be a proper W-polytope of size L, and let k be a positive integer. There is a proper k-fold pyramid P k ⊂ R n+k over P such that
Proof. By use of the ellipsoid algorithm, we can compute, in time polynomial in L, a rational point q 0 and a rational number ρ 0 ≥ 2 −4L such that q 0 + ρ 0 B n ⊂ P. We embed P in R n × {0} k and call it P 0 . For i = 1, . . . , k, we define inductively
Then q i = q 0 + i j=1 ρ j e n+ j and ρ i = 3 −i ρ 0 , for i = 0, . . . , k. By elementary geometry,
It remains to show that P k can be presented the same way as P in polynomial time. This is obvious for V-polytopes. For H-polytopes note that if
where w 1 , . . . , w m ∈ R n \{0}, β 1 , . . . , β m ∈ R, and p = q +ηe n+1 for some q ∈ R n ×{0} and some positive η ∈ R, then
Thus an H-presentation of P k can be computed in polynomial time.
The following lemmas can be proved in a similar way, see [Bu] for details.
Lemma 2.4. Let W ∈ {V, H} and let P ⊂ R n be a symmetric proper W-polytope of size L. Let k be a positive integer. There is a constant γ , depending only on k and P, and a k-fold pyramid P k ⊂ R n+k over P such that
The constant γ and a W-presentation of P k can be computed in time polynomial in k and L. 
A W-presentation of P k can be computed in time polynomial in k and L. Lemma 2.6. Let P ⊂ R n and let k ∈ N as in Lemma 2.5. There is a constant γ , depending only on k and P, and a k-fold prism P k ⊂ R n+k over P such that
The constant γ and a W-presentation of P k can be computed in time polynomial in k and L.
We are now ready to deduce results concerning the computational complexity of shadow optimization stated in Section 1. We begin with shadow maximization.
It is easy to check that the projection polytope of a proper simplex
n is the parallelotope
where w 1 , . . . , w n is the dual basis of v 1 , . . . , v n and w 0 = − n i=1 w i . In particular, the vectors w 0 , . . . , w n ∈ R n can be computed from v 1 , . . . , v n in polynomial time, and vice versa. Thus for proper simplices MAX-(n − 1)-PROJ is equivalent to the problem [−1, 1]-PARMAX 2 of bounding the square of the Euclidean norm of (H-or S-) parallelotopes from below. The latter problem is NP-complete [BGKvL] , so the former is NP-hard. Since projection volumes of simplices can easily be computed using the projection polytope, the problem is also in NP. Thus we have proved the first part of the following theorem.
Theorem 2.7. MAX-(n − 1)-PROJ is NP-complete for (V-or H-) simplices. Further, the problem of deciding whether the maximum (n − 1)-shadow volume of a given (V-or H-) simplex is attained for more than one hyperplane is NP-hard.
The latter statement follows from the fact that UNIDIAM, the uniqueness problem associated with [−1, 1]-PARMAX 2 , is NP-hard [GK1] .
With the aid of Lemma 2.3 we can extend this NP-completeness result to MAX-θ(n)-PROJ for a large class of functions θ: N → N. We need another polynomially bounded function θ : N → N corresponding to θ such that, for all n ∈ N,
We embed a given proper simplex S in R n × {0} θ (n) ⊂ R n+θ (n) , and then construct an (n + θ (n))-simplex S over S as described in Lemma 2.3. Since θ(θ (n) + n) = n − 1 we have reduced MAX-(n − 1)-PROJ to the problem of finding the maximum volume of the θ(n)-dimensional projections of S . That proves the following theorem. 
It is easy to see that θ (n) is bounded by a polynomial in n if, and only if, θ(n) ≥ α β √ n for some positive α, β ∈ R. In this case the reduction can be accomplished in polynomial time. Examples of pairs of functions θ, θ are listed in the following table where k is a fixed positive integer:
In Theorem 2.8 the relation between θ and θ implies a lower bound for θ(n). In the following we want to deduce a similar result for slowly increasing functions θ . The problem MAX-1-PROJ is equivalent to the problem of bounding the diameter of a given polytope from below. That problem is NP-complete for centered H-parallelotopes [BGKvL, Theorem 15] . We can extend this result using k-fold bipyramids over parallelotopes. Lemma 2.4 shows that we need to have a polynomially bounded function θ : N → N corresponding to θ, construct a bipyramid P in R n+θ (n) and then project on (θ (n) + 1)-dimensional subspaces. Thus the auxiliary function θ is related to θ by the condition
This leads to the following theorem for H-polytopes.
Theorem 2.9. Let polynomial time functions θ, θ : N → N be given such that, for all n ∈ N, θ(θ (n) + n) = θ (n) + 1. Then the problem MAX-θ(n)-PROJ is NP-hard for symmetric H-polytopes that are k-fold bipyramids over parallelotopes.
It is easy to check that if θ(n)
Examples of pairs θ, θ are given in the following table where k is again a fixed positive integer:
The problem of computing the diameter is easy for V-polytopes. Just determine the distance for every pair of vertices. The natural generalization of this approach to two-dimensional subspaces fails. More precisely, among the optimal two-dimensional subspaces there need not be one parallel to the affine hull of a triple of vertices; the regular simplex provides a simple example. The computational complexity of the problem of maximizing the θ(n)-shadow volume remains open for V-polytopes for functions θ greater 1 that are in o(n 1/k ) for any fixed positive integer k. Of course, the above lifting techniques allow us also to extend the results of [DF] and [Kh] . 
We now turn to shadow minimization. First we consider the projection on hyperplanes. For simplices, the minimum problem is easy to solve, since the normal vector of an optimal hyperplane is orthogonal to at least n − 1 outer normals. Thus there are only n+1 n−1 = O(n 2 ) directions to consider. It is even easier for parallelotopes since in that case the number of alternatives reduces to n. Hence MIN-(n − 1)-PROJ is in P when restricted to V-or H-simplices or H-parallelotopes.
For an arbitrary polytope with m facets, this characterization does not suffice, since there are m n−1 directions to consider, which is proportional to m n−1 . It turns out that the minimum problem becomes NP-hard for H-presented bipyramids over parallelotopes. For the proof, we proceed in two steps.
Since the minimum shadow of a polytope P equals the inradius of the corresponding projection polytope Z P , the first (and major) step is to prove NP-hardness for the problem of computing the inradius of a zonotope. Since we want to prove NP-hardness of MIN-(n−1)-PROJ for a class of polytopes for which volume computation is easy, we prove NP- Proof. The problem is in NP since for a zonotope Z (being a symmetric polytope) the inradius equals half the width, and the width is attained for a direction which is orthogonal to a facet of Z and, therefore, orthogonal to n − 1 of the vectors generating Z .
Using the fact that [−1, 1]-PARMAX 2 is NP-complete, we proceed as follows. We consider an arbitrary proper parallelotope P in R n centered at the origin. We embed P's polar P
• in a hyperplane H ⊂ R n+1 parallel to R n × {0} at a sufficiently small positive height α and consider the zonotope Z which is generated by the segments joining 0 and the vertices of the embedded P
• . Then we show that (since the height is sufficiently small) the insphere of Z is uniquely determined by the minimum of the distances of the center of Z to the facets of Z which contain the origin. Thus the inradius problem for Z is related to the norm maximization problem for P by polarity.
We now give the details of the proof. Consider an instance (n, z 1 , . . . , z n , λ) of [−1, 1]-PARMAX 2 . Of course, z 1 , . . . , z n are a basis of R n . Let v 1 , . . . , v n be the corresponding dual basis, and put v n+i = −v i for i = 1, . . . , n. Clearly, v 1 , . . . , v 2n can be 230 T. Burger and P. Gritzmann computed in polynomial time. Then
Let L be the size of the above H-presentation of P and let
We show that
see Fig. 1(a) . In fact, let
Then it is easy to check that
which shows the asserted inclusion. The zonotope Z has center c = nαe n+1 . Let B be a maximum inscribed ball B centered at c, and let q be a point where B touches the boundary of Z . Since
Finding Optimal Shadows of Polytopes 231 Z and r n+1 (Z ) < c 2 = nα = 2 −4L ≤ r n (P • ) we can assume that 0 < q, e n+1 < α. Let p be the (unique) point on the line through 0 and q such that p, e n+1 = α. By the similarity of the triangles conv{0, p, αe n+1 } and conv{0, q, c} it follows that
see Fig. 1(b) . Therefore, r 2 n (P • ) ≤ 1/λ if, and only if, r 2 n+1 (Z ) ≤ n 2 α 2 /(λα 2 + 1). Thus we have reduced the given instance of [−1, 1]-PARMAX 2 to the instance (n, v 1 , . . . , v n , α, n 2 α 2 /(λα 2 + 1)) of INRADCROSSZON. Clearly, the reduction runs in polynomial time.
We now show that zonotopes of the form appearing in INRADCROSSZON occur as projection polytopes of certain H-polytopes. Using this fact we can, in a second step, reduce INRADCROSSZON to MIN-(n−1)-PROJ and establish NP-hardness of MIN-(n−1)-PROJ for bipyramids over parallelotopes.
Lemma 2.12. Let w 1 , . . . , w n ∈ R n × {0} be linearly independent vectors. Define the parallelotope P =
,0 and the bipyramid P = conv(P ∪ {±(1/α)e n+1 }) for some positive α ∈ R. Then
where w i = w i + αe n+1 and w n+i = w i − αe n+1 , i = 1, . . . , n.
Proof. It is easy to check that (n + 1, 4n; ±w 1 , . . . , ±w 2n , 1, . . . , 1) is an H-presentation of P . Let F = P ∩ H w,1 be a facet of P and let F = P ∩ H w ,1 be one of the two corresponding facets of P . Of course, w ∈ {±w 1 , . . . , ±w n } and w ∈ {±w 1 , . . . , ±w 2n }. Then
which implies, for the scaled normalw ,
By (2), the assertion (5) follows.
We now reduce INRADCROSSZON to MIN-(n − 1)-PROJ. 
By Lemma 2.12,
Therefore, r n+1 (Z ) = r n+1 (Z ) ≤ λ if, and only if,
Clearly, the fraction (2 vol n (P))/(nα) and an H-presentation of P can be computed in time bounded by a polynomial in the size of the given instance. Thus we have polyno-
The explicit expression (6) for Z P shows that any optimum direction is rational with size bounded polynomially by the input size. Furthermore, for a given rational vector v ∈ R n \{0}, one can check in polynomial time if σ (P , v ⊥ ) ≤ λ. This implies that the restricted problem is in NP.
The previous construction allows us to deduce the second assertion directly from the NP-hardness of UNIDIAM [GK1] .
Using Lemma 2.5 we can again extend the result of Theorem 2.13 to projections on lower-dimensional subspaces.
Theorem 2.14. Let polynomially bounded functions θ, θ : N → N be given such that, for all n ∈ N, θ(θ (n) + n) = n − 1 and θ(n) ≥ α β √ n for some positive α, β ∈ R. Then the problem MIN-θ(n)-PROJ is NP-hard for H-presented prisms over bipyramids.
We now turn to the NP-hardness of MIN-θ(n)-PROJ for functions θ that are only slowly increasing. Here we start from the fact, proved in [GK2] , that the problem of computing the width of a simplex is NP-hard. Using Lemma 2.6 we obtain NP-hardness of MIN-θ(n)-PROJ for certain functions θ: N → N. Again a second function θ is needed, related to θ by the equation θ(θ (n) + n) = θ (n) + 1. Further, in the case of V-polytopes the condition θ (n) = O(log n) must hold. We show that this condition is satisfied if θ(n) ≤ α log n for all n, where α is some positive real number. So suppose the latter is the case. Then
for all n ∈ N. The assumption θ (n) > n for infinitely many n ∈ N implies that n < θ (n) < α log(2θ (n)) for infinitely many n which is impossible. Therefore, θ (n) = 
for some positive α, β ∈ R. Then W-MIN-θ(n)-PROJ is NP-hard for k-fold prisms over simplices.
For general polytopes Lemma 2.5 allows us again to extend the results of [DF] and [Kh] to show that MIN-θ(n)-PROJ is #P-hard.
Theorem 2.16. Let W ∈ {V, H}, and let functions θ, θ : N → N be given such that, for all n ∈ N, θ(θ (n) + n) = n and
We close this section by determining the computational complexity of the location problem MINSUM introduced in Section 1. The connection between MINSUM and zonotopes was established in [KM] , where it was also proved that the problem is in P when the dimension is fixed. Here we show its intractability when the dimension is part of the input.
Theorem 2.17. MINSUM is NP-complete.
, and set ω 1 = · · · = ω 2m = 1, defining an instance of MINSUM. Then among the optimal hyperplanes for this instance there is one, say H y,0 , through the origin. Then
Hence u = y/ y 2 is a direction for which the breadth of the zonotope Z =
Further, u must be orthogonal to a facet of Z whose distance from the origin is precisely r n (Z ). The NP-hardness of MINSUM follows now from Theorem 2.11.
To see that MINSUM is in NP let an arbitrary instance (n, m, v 1 , . . . , v m , ω 1 , . . . , ω m , λ) of MINSUM be given. For any y ∈ R n \{0} and γ ∈ R, we have
T. Burger and P. Gritzmann a function which is piecewise linear in γ . Therefore, for a given y, the minimum is attained at a vertex of its graph, whence |γ − v i , y | = 0 for at least one index i 0 , say. Let u = y/ y 2 and
Then we have
where b denotes the breadth function. Finally note again that a direction u minimizing b(Z i 0 , u) is orthogonal to a facet of Z i 0 . Thus u is orthogonal to at least n − 1 of the vectors v i − v i 0 , implying that MINSUM is in NP.
Polynomial-Time Approximations
It is easy to devise approximative algorithms based on polynomial-time approximations of the Löwner-John ellipsoid. In fact, using Theorem 4.6.1 of [GLS] it can be shown that OPTMAX-θ(n)-PROJ can be solved approximately in polynomial time with relative error O(n 3θ(n)/2 ). Using [KT] this can be improved for H-polytopes essentially to O(n θ(n) ). The same error bound can also be obtained for V-polytopes by use of the randomized algorithm given in [KLS] .
While these error bounds seem rather weak one cannot hope for substantially better bounds when deterministic algorithms are used. In fact, using [BF2] and [BF3] in conjunction with Lemmas 2.2 and 2.5 it follows that a deterministic algorithm that outputs, for a convex body K ⊂ R n given by a strong optimization oracle, estimates Q k (K ) and Q k (K ), k ∈ {1, . . . , n − 1}, such that
that are based on s calls to the oracle must make an error
Of course, a similar result holds for q k .
In the following we show, however, that the positive results can be improved for H-MAX-(n − 1)-PROJ. We utilize again the fact that all relevant information about the volumes of projections on hyperplanes is encoded in the projection polytope.
As was pointed out before, each maximizing direction is parallel to a vertex of Z P while minimizing directions are orthogonal to a facet of Z P . Hence there are finite algorithms for finding optimum (n−1)-shadows for polytopes when the m scaled normals are known. The time complexity of the algorithms is O(m n ) for both the minimum and the maximum problem [MS1] . In fixed dimension, the problem of computing the scaled normals of a proper (W-or H-) polytope is also in P; see [GK3] for a survey on volume computation.
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In trying to extend this result to the case of the dimension being part of the input, we encounter major obstacles. The computation of the scaled normals of a proper polytope is #P-hard, and even if they are available, the problems of computing the circumradius and the inradius of a zonotope are both still NP-hard, see [BGKvL] and Section 2. Further, note that the binary size of the volume of H-polytopes is, in general, not bounded by a polynomial in their size [La] . By Lemmas 2.2 and 2.5 the same is true in general for maximum and minimum shadows of H-polytopes.
In order to devise approximative algorithms suppose first that we have access to an oracle O ρ , which, for a given (V-or H-) polytope in R n , returns its n-dimensional volume with a positive relative error of ρ. Later we examine how such oracles can be obtained.
When an approximative volume oracle is available and the facet normals of the given polytope are known, vectors close to the scaled normals can be used to present an approximation of the projection polytope. The next lemma gives an estimate of how the initial error affects accuracy of the corresponding approximation of the circumradius of the projection polytope.
Lemma 3.1. Let m ∈ N, let z 1 , . . . , z m , z 1 , . . . , z m ∈ R n \{0}, and set Z =
