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ABSTRACT
Unsharp masking is an image enhancement technique used to obtain a
Modulation Transfer Function (MTF) greater than unity within a given spatial
frequency band. In unsharp masking, the mask forms a slightly blurred
version of the original image. The result is more severe in the high
frequency region than at low frequencies. The final image is made by
combining the original positive and the blurred negative images. The
subjective quality of images resulting from unsharp masking is a function
of the frequency response of the human eye. This study evaluates the
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I. INTRODUCTION
The unsharp-masking technique is used in fields ranging from
industrial printing to aerial photography and map making. It can be described
as a form of spatial fitering to increase the amplitude of high spatial
frequencies in the output image. This study involves the application of
digital linear filters since they offer many advantages over photographic
processing techniques, including faster processing, more consistent
imaging, and a wider range of enhancement capabilities.
Image Restoration
Image restoration is used to remove degradations caused by the
original imaging process. For example, image blur is a distortion of the
spatial frequency spectrum and may be removed by appropriate modification
of the spectrum of the degraded image. Such a modification may be
performed directly on the Fourier transform of the image by spatial
filtering. Correcting the degradation can also be accomplished in the
spatial domain by convolving with the proper spread function. For example,
printing scanners perform unsharp masking during the scanning process.
Image Enhancement
Image enhancement techniques seek to improve the visual appearance
of an image, or to convert the image to a form better suited for human or
machine analysis. Most image enhancement techniques are linear and shift-
invariant (LSI) and therefore fit well into linear system theory. There is
some evidence to indicate that an image with a distorted spectrum (for
example, an image with edge overshoot) can actually be more pleasing
subjectively than a perfectly reproduced original (Pratt, 1978) . This
implies that image quality is a highly subjective process for proper
enhancement filter selection.
Unsharp Masking
First proposed by Yule (1944), unsharp masking involves making a
blurred image, i.e. one with diminished high frequency components. The final
image is produced by registering the original and the unsharp mask.
High-
frequency modulation increases relative to that at lower frequencies. Thus,
the modulation at all frequencies is somewhat decreased. This requires
that the masked image be recorded on a film that has a gamma (film
contrast) greater than unity. The greater the degree of enhancement, the

















Figure 2 Three different unsharp masking
transfer functions (Armitage,Lohmann and Herrick)
1. Photographic Method
In the photographic method, Yule proposed this procedure to produce
the unsharp mask : a transparent or diffusion sheet is used as a spacer
between the original image and the masking film and the
original-spacer-masking film combination is rotated below an off-axis
point source of light to obtain annular illumination. A blurred image is
recorded on the masking film that is then registered with the original
image. The combination of these two images is exposed on a higher contrast
film to produce the final enhanced image. Scarff (1981) investigated the
quantification of unsharp masking technique using photographic method.
Armitage,Lohmann and Herrick (1965) described a method to
absolutely increase modulation in a band of frequencies. In modulation
transfer theory, this means the Modulation Transfer Function (MTF) is
greater than unity for those frequencies. In their proposal, there are three
possible methods for producing the mask from the input : (1) defocusing
(as in the most common form of unsharp masking); (2) lateral shift with
double exposure (the mask is a double-exposed copy of the input with a shift
in the x direction between the exposures); (3) ring smearing (the mask is
moved in a circular path during the exposure so that each point in the input
is smeared into a circle on the mask). The corresponding transfer functions
are shown in Figure 2.
2. Digital Image Processing Method
In digital image processing, a digital record of the gray levels in the
image are stored and manipulated in a computer to produce an
"enhanced"
image after the signal is converted back into gray tones. Levi (1974)
surveyed unsharp masking and related image enhancement technique. Berman
(1985) investigated image reconstruction using unsharp masking. He
compared image restoration using the Wiener filter with unsharp masking
for a one-dimensional tribar target.
Unsharp masking can be described as a digital linear filter in
frequency domain process. Linear filters can be implemented either by
convolution in the spatial domain or by multiplication in the frequency
domain. Image processing functions in the spatial domain may be expressed
as
g (x,y)
- T [ f (x,y) j (1)
where f(x,y) is the input image, g(x,y) is the processed image, and T is an
operator on f, defined over some neighborhood of (x,y). A number of
differential operators have been used as edge enhancement function, most
notably the second derivative and the Laplacian. The unsharp masking
operator can be obtained from digital Laplacian by subtracting a blurred
version of f(x,y) from itself (Gonzalez and Wintz, [1978]).





It can be derived :





where h(x,y) is a blurring operator, h(x,y) - ^
From the definition of impulse response and because convolution is
linear. The equation (2) can be rewritten as :
g(x,y) = [5(x,y) - h(x,y)] * f(x,y) (3)






















In the frequency domain, another form of unsharp masking filter can
be expressed it as the difference of two Gaussian functions. The gain and
location of the peak center can be obtained by varying the two factors B and
k, as shown in figure 3.




B determines the sharpness, and k determines the center of the peak.
d is the area under Gaus function.
Frequency
Figure 3 Unsharp masking frequency response
Subjective Quality Factor
Subjective image quality is the result of subjective attributes, such
as contrast and sharpness. Each depends on one or more objective or
physical quantities. The subjective quality factor (SQF) measures image
quality by using the MTF curve in the frequency region to which the eye is
most sensitive (Granger and Cupery, 1972). The SQF was defined to simulate
the operation of the human visual system as shown in Figure 4. It provides a
8
quantitative way to evaluate and express the image quality of a
reproduction. SQF was used in this study to define the quality of images.










Figure 4 Subjective Quality Factor Passband
At a normal viewing distance of 34 cm, the region of sharp visual
response corresponds to a spatial frequency region of 0.5 to 2.0 cycles per
mm. A relationship has been developed that assigns quality descriptors with
values of the SQF, as shown in Figure 5. The quality descriptor assigned by
an observer can be predicted with excellent accuracy based on the spatial
frequency content of the available visual information (Granger, [1974] ).
The information that corresponds to the quality descriptor is contained in
the area beneath the system MTF within the defined spatial passband.
Figure 6 illustrates the different region of the SQF curves that are visible
under two magnifications (Ml and M2). Greater magnification pushes the
passband to higher spatial frequencies. Also, a change in magnification can



















0 1 2 3 4 5 6
Linear Image Quality Scale
7
Figure 5 The relationship correlates quality




A category analysis was used as the statistical method in this study.
Successive categories are used to estimate the parameters which
characterize the distribution of discriminal processes associated with a
preference toward a set of stimuli ( Woodbury and Bartleson, 1962]). The
prominent advantage of the method of successive categories over the
method of paired-comparisons is a practical one. The difference between
them is that the law of categorical judgements relates to the relative
positions of stimuli with respect to category boundaries rather than with
respect to one another. To estimate the mean discriminal processes for n
stimuli requires n responses from each subject, rather than the n(n-1)/2
demanded by a complete paired-comparisons procedure. The law of
categorical judgements may be expressed mathematically as ( Bartleson and
Grum, 1 984) :




= the mean location of the Xth category boundary,
R|
- the mean response to stimulus j,
Sk
= the dispersion of the Xth category boundary,
S|
= the dispersion of stimulus j,
rk
= the correlation between momentary positions of stimulus X-and
category boundary k on the scale, and
Z1k
= the normal deviate corresponding to the proportion of times
stimulus y'is placed below boundary k
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II. OBJECTIVE
The principal objective of image enhancement techniques is to
process a given image so that the result is more suitable than the original
image for a specific application. The hypothesis of this study is that the
peak center of an unsharp masking band must be located within a certain
spatial frequency range which corresponds to the human eye passband
response to obtain the best perceived image quality.
Since the final prints are viewed by human observers, evaluating the
procedures must be a subjective process. Through the use of SQF, the
unsharp-masking parameters that maximize image quality at a 34 cm
viewing distance can be found. In addition, the relationship between image
quality and the shape and size of the unsharp masking filter is investigated.
Therefore, two different gain values of the unsharp masking filter will be
used to study image quality as a function of mask size. The filters
chosen
have peaks at low (0.3 line pair/mm - 0.3 In/mm), medium (0.9 In/mm) and




Three continuous-tone monochrome images were used in this study.
These images were digitized by HELL 300 DC scanner into a 512 x 512 array
quantized to 8 bits/pixel. The original digitized images were displayed on
and photographed off a CRT. In this study, the originals were, chosen as
they cover large spatial frequency region, denoted "kid", "snow", and
"tree"
as shown in Figures 7, 8, and 9. All programming was done in FORTRAN and
processed on the VAX-1 1/785 computer system. The intermediate results
were viewed on a DEC VT240 monitor and printed out by HP Laser Printer.
The final images were copied off the CRT onto Kodak negative film type Tmax
ASA 100 using a Dunn Instruments Graphics Camera and printed on Kodak






The unsharp masking technique requires no knowledge of the original
image to obtain the enhanced image. All that is needed is an estimate of the
transfer function of the system. In most optical system, the various lenses
and stops are circular and exhibit radial symmetry about the optical axis of
the system, at least to a first approximation. As a result, it is often useful
to express certain functions of such a system in polar coordinates
(Gaskill,1978).






Figure 8 Original image
"snow"
Figure 9 Original image
"tree"
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The two-dimensional radially symmetric Gaussian function can be






- x2 + y2 and d is the area under the Gaus function
The unsharp masking filter was produced by expressing it as the
difference of two Gaussians of different widths as shown in Figures 10 and
11.
H2(f) - (1 + B) GausU]
(7)
H2(f) = B Gaus[-L-|
(8)
Hfl-H.fO-Hafl) (9)
where B determines the gain and k determines the peak location.
The modulation B and the width ratio k of the two Gaussian functions
can be varied to obtain the optimum peak location of the unsharp masking
filter. The chosen filter had peaks at three different spatial frequencies:
low (0.3 In/mm), medium (0.9 In/mm), and high (1.5 In/mm) frequency with
two different gains (1.2 and 1.4). The Fourier-transformed images were
multiplied by the transfer function in the frequency domain and inverse
transformed back into the spatial domain to obtain the final images. The




































The processed images were shown in Figures 12,13, and 14. The film
was processed in D-76 developer and the paper in D-72 developer. All
developing and printing was done using standard Kodak recommended
methods. Tone reproduction control was maintained by acquiring
"normal"
densities for the digital grayscales. Since all other factors were kept
constant, the processed images were printed at the same exposure as the




paper and a subjective
analysis was done by a panel of thirty judges.
The final prints included the original image, the degraded version, and
the unsharp-masked image by different gains at low, medium and high
frequencies. In this study, twenty-four prints were viewed by thirty
observers. These prints were presented one at a time to each observer in a
random fashion. The observers were asked to judge the image quality at a
34 cm viewing distance in a Macbeth viewing booth with a D-50 fluorescent
light source illumination 1240 cd/m2. This was used to provide a standard
illumination of the subjective visual evaluation of the prints. The
subjective visual evaluation was based upon the
observers'
overall
impression and preference. The subjective judgement table is shown in
Table 1.
Figure 12(A) Processed image
"kid"
(a) Original (b) Degraded
(c) Gain 1.2, peak at 0.3 In/mm
(d) Gain 1.2, peak, at 0.9 In/mm
(a) <b)
(c) (d)
Figure 12(B) Processed image
"kid"
(a) Gain 1.2, peak at 1.5 In/mm
(b) Gain 1 4. peak at 0.3 In/mm
(c) Gain 1.4, peak at 0.9 In/mm
(d) Gain 1.4, peak at 1.5 In/mm
Figure 12(A) Processed image
"kid"
Figure 12(B) Processed image
"kid"
Figure 13(A) Processed image
"snow"
(a) Original (b) Degraded
(c) Gain 1.2, peak at 0.3 In/mm
(d)Gain 1.2, peak at 0.9 In/mm
(a) (b)
(c) (d)
Figure 13(B) Processed image
"snow"
(a) Gain 1,2, peak at 1.5 In/mm
(b) Gain 1.4, peak, at 0.3 In/mm
(c) Gam 1 .4, peak at 0 9 In/mm
(d) Gain 1.4, peak, at 1,5 In/mm
Figure 13(A) Processed image
"snow"
:** -*r^. en . f?^ -**
Figure 13(B) Processed image
"snow"
Figure 14(A) Processed image
"tree"
(a) Original (b) Degraded
(c) Gain 1.2, peak at 0,3 In/mm
(d)Gain 1,2, peak at 0,9 In/mm
(a) (b)
(c) (-)
Figure 14(B) Processed image
"tree"
(a) Gain 1.2, peak at 1.5 In/mm
(b) Gain 1.4, peak at 0.3 In/mm
(c) Gain 1.4, peak at 0 9 In/mm












Figure 14(B) Processed image
"tree"
Table 1. Subjective Judgement Table
Rank : 1.unusable, 2.poor, 3.unsatisfactory, 4acceptable,














The sampling theorem states that any band-limited function can be
specified exactly by its sampled values at regular intervals, provided that
the intervals are smaller than specified by the Nyquist criterion (i.e. the
sampling rate must be twice that of the highest spatial frequency to be
resolved in the reconstructed image).
By proper sampling, the width of the 512 x 512 image is 142 mm,
then the sampling rate to) is 142/512 (mm/pixel). The sampling increments
in the spatial and frequency domains are related by
N*AX *AF= 1 (,0>
thus.AF = 1/142 (In/mm). This scaling factor was used in the program for
unsharp masking filter design. The maximum frequency fmax
- 1/2AX = 1.8028
In/mm .
The MTF of the scanner can be obtained by taking the Fourier
transform of the line spread function. If the line spread functin of the
scanner is assummed rectangular, then the MTF can be derived :
l(x) Rectfg]
(11)









The MTF of the entire imaging system was obtained by multiplying the
MTFs of the scanner and the unsharp masking filter. The SQF value of the
system was calculated by numerical integrating the system MTF between






+ MTF(l) + MTFfv^l +
MTf(2) 25
These plots are shown in Figures 15, 16, 17, 18, 19, 20, 21 and 22.
The experimentally determined SQF value of the scanner was 83.0. For
the unsharp masking filter of gain 1.2 at low, medium and high frequencies ,
the SQF values were 41.2, 88.8 and 86.5 respectively. For a gain of 1.4, the
SQF were 54.5, 95.2, and 90.5.
Category Analysis
(14)
The method of category analysis involves classifying images in
accordance with a rating scale.. The rating scale was a set of categories by
which a subject was required to partition a set of stimuli into mutually



























































































































































































































































































The frequency of ratings was obtained by adding the number of
observations in each category for each print. The frequency of ratings was
transformed into cumulative proportions of ratings P
k
for each print, as in
table 2. From a table of the normal probability distribution, these
proportions P
k
were transformed into corresponding normal deviates Y k
in table 3 .
When the value of cumulative proportions did not lie between 0.01 and
0.99, the sampling of variance of the normal deviate could not be directly
calculated. For this reason, in table 3, a Y k
value was estimated when the
corresponding P k
in table 2 was larger than 0.99 or less than 0.01.
To find the missing values in table 3, the estimation procedure was
as follows. The mean difference was calculated by subtracting Y k values in
adjacent columns and then averaging these differences. These mean
differences were then taken as the expected increment in Y.^ values in
those cases where no entry existed.
Table2. Cumulative proportions, pjk, of rating over
seven categories for twenty four samples
41
Category
1 2 3 4 5 6 7
Image
KidO 0.000 0.000 0.267 0.867 1.000 1.000 1.000
MO 0.567 0.900 1.000 1.000 1.000 1.000 1.000
Ml 0.033 0.366 0.900 1.000 1.000 1.000 1.000
M2 0.000 0.000 0.000 0.433 0.933 1.000 1.000
M3 0.000 0.000 0.000 0.433 0.833 0.967 1.000
OM1 0.000 0.300 0.933 1.000 1.000 1.000 1.000
OM2 0.000 0.000 0.067 0.300 0.667 0.967 1.000
OM3 0.000 0.000 0.033 0.267 0.800 1.000 1.000
SnowO 0.000 0.133 0.467 0.933 1.000 1.000 1.000
MO 0.600 0.900 1.000 1.000 1.000 1.000 1.000
Ml 0.167 0.633 1.000 1.000 1.000 1.000 1.000
M2 0.000 0.00 0.100 0.667 0.933 1.000 1.000
M3 0.000 0.067 0.400 0.733 0.933 1.000 1.000
OM1 0.200 0.633 0.900 1.000 1.000 1.000 1.000
OM2 0.167 0.600 0.867 1.000 1.000 1.000 1.000
OM3 0.000 0.000 0.133 0.500 0.800 1.000 1.000
TreeO 0.000 0.000 0.100 0.767 1.000 1.000 1.000
MO 0.433 0.900 1.000 1.000 1.000 1.000 1.000
Ml 0.133 0.567 0.867 1.000 1.000 1.000 1.000
M2 0.000 0.000 0.200 0.567 0.800 0.967 1.000
M3 0.000 0.000 0.200 0.400 0.733 0.933 1.000
OM1 0.067 0.433 0.900 0.967 1.000 1.000 1.000
OM2 0.000 0.000 0.033 0.333 0.667 1.000 1.000
OM3 0.000 0.000 0.000 0.300 0.633 0.967 1.000
42
Table3. Normal deviates, Yjk, associated with the Pjk
Category
Image
KidO (-3.203) -2.067 -0.622 1.112 (2.253) (3.416)
MO 0.169 1.282 (2.727) (3.957) (5.098) (6.261)
Ml -1.838 -0.342 1.282 (2.512) (3.653) (4.816)
M2 (-3.980) (-2.844) (-1.399) -0.169 1.498 (2.661)
M3 (-3.980) (-2.844) (-1.399) -0.169 0.966 1.838
OM1 (-1.660) -0.524 1.498 (2.728) (3.869) (5.032)
OM2 (-4.079) (-2.943) -1.498 -0.524 0.432 1.838
OM3 (-4.419) (-3.283) -1.838 -0.622 0.842 2.005
SnowO (-2.248) -1.112 -0.083 1.498 (2.639) (3.802)
MO 0.253 1.282 (2.727) (3.957) (5.098) (6.261)
Ml -0.966 0.342 (1787) (3.017) (4.158) (5.321)
M2 (-3.863) (-2.727) -1.282 0.432 1.498 (2.661)
M3 (-2.634) -1.498 -0.253 -0.622 1.498 (2.661)
OM1 -0.842 0.342 1.282 (2.512) (3.653) (4.816)
OM2 -0.966 0.253 1.112 (2.342) (3.483) (4.646)
OM3 (-3.693) (-2.557) -1.112 0.000 0.842 2.005
TreeO (-3.863) (-2.727) -1.282 0.729 (1.870) (3.033)
MO -0.169 1.282 (2.727) (3.957) (5.098) (6.261)
Ml -1.112 0.169 1.112 (2.342) (3.483) (4.646)
M2 (-3.423) (-2.287) -0.842 0.169 0.842 (2.005)
M3 (-3.423) (-2.287) -0.842 -0.253 0.622 1.498
OM1 -1.498 -0.169 1.282 1.838 (2.979) (4.142)
OM2 (-4.419) (-3.283) -1.838 -0.432 0.432 (1.595)
OM3 (-4.353) (-3.217) (-1.772) -0.542 0.342 1.838
Total Yjk -60.209 -32.299 1.474 29.769 57.148 85.058
Avg. Y<, -2.509 -1.346 0.061 1.240 2.381 3.544
-1.136 -1.445 -1.230





-0.695 0.712 1.891 3.032 4.195
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To get the missing value in column n-1, the mean differences between
two adjacent columns were added. To get values in column n+1, the mean
differences were subtracted from the estimates in column n. These
estimates were recorded in parenthesis in the appropriate cells.
The boundaries of categories were obtained by adding all the normal
deviates Y/A in each column and dividing by the number of samples. The
boundary scale was then shifted by adding the average of the values in
columns 3 and 4 to each boundary. The midpoint of the fourth category,
equidistant from the upper bound of category 3 and the upper bound of
category 4, was the average of these two boundaries.
The cumulative proportions were plotted against the shifted
boundaries on normal probability paper. The intercept of the line of the best
fit with the value p=50% provided an estimate for the mean boundary scale
of a print. Therefore, each print had a boundary scaled mean value to
represent its image quality in the method of category analysis.
44
IV. RESULTS AND DISCUSSION
The boundary mean values and the SQF values of each print for three
different images were analyzed by the method of linear regression. This
method provided a close approximation and the best possible fit to the data
points. The MINITAB software package on VAX/VMS was used to do the linear
regression analysis. Linear regressions were performed to relate the SQF
value to the boundary mean value for the three different images and to the
averaged boundary mean value of the three images. By using the proper
regression equation, all boundary mean values were transformed into
corresponding SQF values. The boundary mean values and SQF values for
different frequencies and gains are shown in table 4. The regression plots
are shown in Figures 23, 24, 25, 26 and 27.
The linear equation and R-square value for each image are shown
below :
Linear equation
B.M.V. = -3.22 + 0.0587 * SQF
B.M.V. = -3.50 + 0.0553 * SQF
B.M.V. = -3.28 + 0.0600* SQF
B.M.V. = -3.33 + 0.0579 * SQF
The smaller R-square value for
"snow"
implies that the image












Table4. Boundary Mean Value and SQF Value






























Ml- Gain 1.2, Peak at 0.3 In/mm
M2- Gain 1.2, Peak at 0.9 In/mm
M3- Gain 1.2, Peak at 1.5 In/mm
0M1- Gain 1.4, Peak at 0.3 In/mm
0M2- Gain 1.4, Peak at 0.9 In/mm
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Also, an increase in gain corresponded to a higher SQF value for each
frequency region as shown in Figure 28. In table 4, it shows that the SQF
value of the unsharp masking filter at medium frequencies (0.9 In/mm) was
higher than at low and high frequencies. This is due to the fact that the
filter covered more of the eye response passband at medium frequencies
than in the low and high frequency regions.
Figure 28











To describe unsharp masking as a linear filter in terms of modulation
transfer theory, the operation involved must be approximately linear, In this
study, the unsharp masking filter was designed and processed linearly using
digital techniques, The peak center of the unsharp masking filter can be
located within any desired spatial frequency region by varying the
parameters Involved. The peak center was varied to study the variation in
image quality as a function of peak center.
The evaluation of an image must depend on the purpose for which the
image was obtained and the manner in which the image Is to be examined.
Since most image enhancement techniques seek to Improve the visual
appearance of an image, subjective evaluation of image quality is the most
important criterion. In this study, the relationship between image quality
and the shape of the unsharp masking filter was found to be well predicted
by the SQF image quality measure,
The result of this study shows that to maximize Image quality, the
peak center of the unsharp masking band must be located within the range of
spatial frequencies where the human eye response is most sensitive.
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VI. SUGGESTIONS FOR FUTURE STUDIES
The images used in this study were continuous-tone monochrome
images. Similar research can be done with color images. Different effects
could result in the three bands (red, green, and blue). The subjective
responses to color may be significantly different from those with
monochrome images. This study was restricted to images without noise.
Research to investigate the relationship between the image quality and
noise should be valuable.
However, the visual perception of observers, and the final image
quality is a function of all image
enhancement techniques. The SQF can be





This appendix contains all the computer programs for this thesis. All
programs were written in FORTRAN on the VAX-1 1/785.
1 . MASK.FOR Main program
2. FFT2DB.FOR 2-D Fast Fourier Transform Subroutine

















a Required Subroutines : FFT2DB.F0R ( two dimensional FFT routine ) +
* SCALE. FOR ( scales the gray level values to
J
* fit the 0 - 255 range ) *
* O PIXIN.FOR ( reads in binary image ) *
* @ PIXOUT.FOR ( writes image to binary form ) *
*-
@ Provided by Carl Salvaggio *
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA.AAAAAAAAAAAAAAAA:*
A
This program allows users to choose an unsharp masking filter
implements the image enhancement on 512 x 512 , 8 bits images
The filter is composed of two different Gaussian filters and
effected in the frequency domain. The user is prompted for the
amplitude of the Gaussian function, the ratio of the width of
the two Gaussian functions and the cutoff frequency he/she desires
Written by : Chia-Chin Liu
M.S. Thesis.
Center for Imaging Science









[dentif ication : *
A
The oringinal 512 x 512 , 8 bit iamge
*
The final processed image ^
Image in real number form *
Image in complex number form ^
The Gaussian filter with amplitude higher than 1.0
*
The Gaussian filter with narrower width
*
The mask function composed of two Gaussian functions *
Variable to choose different filters *
Transition point between low and high frequency *
Input for desired amplitude
*



























INTEGERS IMAGE(512,512) , NEWIMAGE( 512 ,512 )
INTEGER I, J, M, N, CHOICE
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REAL B, K, PI, X, Y, R, CUTOFF, DELTA_F
REALM RIMAGE(512,512)
COMPLEXES CIMAGE(512,512), GAUS1 ( 512 ,512) , GAUS2< 512,512) , MASK ( 512 ,511
PARAMETER (PI = 3.141592654, M = 512, N = 512, DELTA_F = 1.0/284.0)









* Input the desired data : amplitude, width ratio and cutoff frequency









ENTER THE RATIO OF THE WIDTH OF THE TWO GAUSSIAN FUNCTIONS
'
) K
ENTER THE CUTOFF FREQUENCY
'
*) CUTOFF
A Convert the image to complex form
DO I = 1,M
DC J = 1,N
CIMAGE(I,J) = CMPLX(REAL(IMAGE(I,J) ) , 0.0)
END DO
END DO
* Fourier transform to the frequency domain
CALL FFT2DB(C IMAGE, M, N, 1)
* Processing in frequency domain
* Inquire filter type
TYPE*,
'



















DO I = IrM
DO J = 1,N
X = (I - (M/2 + 1)) * DELTA_F
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Y = (J - (N/2 + 1)) a DELTA_F
R = SQRT(REAL( X ** 2 + Y ** 2))
GAUS1(I,J) = (1+B) * EXP ( -PI * (R /CUTOFF) ** 2)
GAUS2(I,J) = B * EXP(-PI a (R/(K*CUTOFF) ) ** 2)
MASK (I, J) = GAUS1(I,J) - GAUS2(I,J)
a Filtering
IF (CHOICE .EQ. 1) CIMAGE(I,J) = CIMAGE(I,J) * GAUS1(I,J)
IF (CHOICE .EQ. 2) CIMAGE(I,J) = CIMAGE(I,J) * GAUS2(I,J)
IF (CHOICE .EQ. 3) CIMAGE(I,J) = CIMAGE(I,J) * MASK(I,J)
END DO
END DO
a Inverse transform the image to the space domain
CALL FFT2DB(CIMAGE, M, N, -1)
a Convert to real numbers
DO I = 1,M
DO J = 1,N
RIMAGE(I,J) = REAL(CIMAGE(I,J) )
END DO
END DO
A Scale the gray level valuec to fit the 0
- 255 range
CALL SCALE ( R IMAGE , NEWIMAGE , M , N , 2 5 5 . 0 )













a This subroutine computes the Fast Fourier Transform of any 2D image
*
A ForB - 1 Forward transform, ForB = -1 Back transform *
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA^
a Algorithm : a
a 1. Checkerboard the input array. ( Required subroutine CHECKER ) *
a 2. Fast Fourier Transform the 2D array. Required subroutines : *
a A. FFT2D ( Make 2D array to ID then transform by rows and bring it
*
a back to 2D) a
a B. TW0_0NED ( Transfer 2D array into ID arrray)
*
* C. FFT ( Compute the ID FFT)
"
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A D. ONEJTWOD ( Transfer ID array into 2D array)
*
* 3. Transpose the matrix, column to row. ( Required subroutine TRANSPOSE) *
a 4. Fast Fourier Transform the 2D array. +
a 5. Checkerboard the output array. >
a A
a a All required subroutines are included in FFT2DE.F0R subroutine *
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
A A
* Written by : Chia-Chin Liu a
A A
* M.S. Thesis *
* Center for Imaging Science
--
a Rochester Institute of Technology a
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA,-1
SUBROUTINE FFT2DB (IMAGE, M, N, ForB)
IMPLICIT NONE




WORKING ... PLEASE BE PATIENT
!'
CALL CHECKER (IMAGE, M, N)
CALL FFT2D( IMAGE, M, N, ForB)
CALL TRANSPOSE (IMAGE, M, N)
CALL FFT2D( IMAGE, M, N, ForB)







* TTirS subroutine checkerboards the two dimensional array.
SUBROUTINE CHECKER ( ARRAY , M, N)
IMPLICIT NONE
INTEGER I, J, M, K
REAL CHECK
COMPLEX ARRAY (M,N)
DO I = 1, M
DO J = 1, N
CHECK - (-1) aa (T + j)





AAAAAAAA AAA AA AAA AAAAAAAA A AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAJ-AAAAAAAAAAAAAAAAAA + AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA. AAAAAAAA
* This subroutine transfers the 2D array to ID then computes the FFT and
* transfer back to 2D array
SUBROUTINE FFT2D (ARRAY, M, N, ForB)
IMPLICIT NONE
INTEGER I, J, M, N, ForB
COMPLEX ARRAY ( M , N ) , 0NED(512)
DO I = 1, M
CALL TW0_0NED (ARRAY, ONED, M, N, I)
CALL FFT (ONED, N, ForB)




AAAAAAAAAAAAAAAAAAAAAA A A AAAAAAAA AAA AA AAA A A A AAA AAA A A A A AAA AAA AAA
A A AAA A AAA A AAAAA A A
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
* This subroutine transfers the 2D array to ID
SUBROUTINE TW0_0NED (TWOD, ONED, M, N, I)
IMPLICIT NONE
INTEGER I, J, M, N
COMPLEX ONED(N), TW0D(M,N)
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A This subroutine transfers the ID array to 2D
SUBROUTINE ONE_TWOD (ONED, TWOD, M, N, I)
IMPLICIT NONE
INTEGER I, J, M, N
COMPLEX ONED(N), TW0D(M,N)





AAA A AAA AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA^ A
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA^
* This subroutine computes the ID FFT.
SUBROUTINE FFT (ARRAY, N, ForB)
IMPLICIT NONE
INTEGER M, N, ForB, IROW, ITER, NXP2, NXP, IT, MX, MXP
INTEGER I, J, K, Jl , J2, Nl , N2, IREM
COMPLEX ARRAY(N), W, T
REAL WPWR, ANGLE, PI
PARAMETER (PI = 3.1415926)
ITER = NINT(L0G(REAL(N))/L0G(2.0)) ! ITER
= LOG(2) OF N
NXP2 = N
DO IT = 1,ITER 1 TRANSFORM STARTS
HERE
NXP = NXP2
NXP2 = NXP / 2
WPWR = PI / FLOAT(NXP2) ! PI / N
DO MX = 1,NXP2
ANGLE = FLOAT (MX- 1) * WPWR
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W = CMPLXf COS (ANGLE), ForB * -SIN( ANGLE) )
DO MXP = NXP,N, NXP
Jl = MXP - NXP 4 MX
J2 = Jl + NXP2
T = ARRAY (Jl) - ARRAY (J2)
ARRAY (Jl) = ARRAY(Jl) 4 ARRAY (J2)




N2 = N / 2
Nl = N-l
J = 1
DO 65 I = 1,N1
IF (I .GE. J) GOTO 55
T = ARRAY(J)
ARRAY(J) = ARRAY(I)
ARRAY(I) = T ! EXCHANGE ARRAY(I) AND ARRAY(J)
55 K = N2
60 IF (K .GE. J) GOTO 65
J = J - K
K = K / 2
GOTO 60
65 J = J 4 K
IF (ForB .EQ. 1) GOTO 75






AAAAAAAA AAAAAAAAAAAAAAAAAAAAAAAAAAAA AAA AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA A AAA AAA A A
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
* This subroutine transposes the column of a matrix into the row.
SUBROUTINE TRANSPOSE (ARRAY, M, N)
IMPLICIT NONE
INTEGER IROW, JCOL, M, N
COMPLEX ARRAY(M,N), TEMP( 512 ,512 )
DO IROW = 1, M
DO JCOL = 1, N




DO IROW = 1 , M
DO JCOL = 1 , N













* This subroutine scales the gray level values to fit into 0-255 range:
J-
* Written by : Chia-Chin Liu
A A
A M.S. Thesis
* Center for Imaging Science
s






* Variable Identification : a
A >
* IMAGE : Output scaled image as integer form
~
* RIMAGE : Input image as real number form *
* MAX : Maximum pixel value of the input image *
* KIN : Minimum pixel value of the input image
x
* LARGE : The largest pixel value of the dynamic range ^
a -1
aaaaaaa+aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaah
SUBROUTINE SCALE (RIMAGE, IMAGE,M,N, LARGE)
IMPLICIT NONE
INTEGER M, N, I, J
INTEGER*2 IMAGE( 512 , 512 )
REALM RIMAGE(512,512)
REAL MAX, MIN, LARGE
a Initialize the maximum & minimum value
MAX = RIMAGE(1,1)
MIN = RIMAGE (1,1)
* Set the pixel values which are greater than 255 equal to 255, less than
* 0.0 equal to 0.0 and find out the max & min.
DO I = 1,M
DO J = 1,N
IF (RIMAGE(I,J) .GT. 255.0) RIMAGE(I,J)
= 255.0
IF (RIMAGE(I,J) .LT. 0.0) RIMAGE(I,J)
= 0.0
IF (RIMAGE(I,J) .GT. MAX) MAX
= RIMAGE(I,J)





a Scale the input image to an integer (range 0-255).
DC I = 1,M
DO J = l,N





AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA A AAAAAAAAAAAAA A AAAAAAAAAAAAAAAAAAAAA
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