Abstract. The prediction of wind speed is very important when dealing with the production of energy through wind turbines. In this paper, we show a new nonparametric model, based on semi-Markov chains, to predict wind speed. Particularly we use an indexed semi-Markov model that has been shown to be able to reproduce accurately the statistical behavior of wind speed. The model is used to forecast, one step ahead, wind speed. In order to check the validity of the model we show, as indicator of goodness, the root mean square error and mean absolute error between real data and predicted ones. We also compare our forecasting results with those of a persistence model. At last, we show an application of the model to predict financial indicators like the Internal Rate of Return, Duration and Convexity.
Introduction
The variations of wind speed, in a certain site, are strictly related to the economic aspects of a wind farm, such as maintenance operations, especially in the off shore farms, pitch angle control on new wind turbines and evaluation of a new site. Many scholars have proposed new models that can allow the prediction of wind speed, minutes, hours or days ahead. Many of these models are based on neural networks [1] , autoregressive models [2] , Markov chains [3] , hybrid models where the previous mentioned models are combined [4] , [5] and other models [6] [7] [8] . Often, these models are either focused on specific time scale forecasting, or synthetic time series generation.
The approach we propose here is based on indexed semi-Markov chain (ISMC) model that was advanced by the same authors in [9] and applied to the generation of synthetic wind speed time series. In [9] we showed that our model is able to reproduce correctly the statistical behavior of wind speed. The ISMC model is a nonparametric model because it does not require any assumption on the form of the distribution function of wind speed. In this work we use the same model to forecast future values of wind speed. We will show that this model performs better than a simple persistence model, by comparing the root mean square errors and the mean absolute errors. The ISMC model is able to forecast wind speed at different time scale without loosing the goodness of forecasting which is almost independent from the time horizon.
The economic aspect of the wind turbine energy production is taken into account by evaluating financial indicators of an investment in wind farm (Internal Rate of Return, Duration and Convexity). We also consider two different cases: the first one by using the energy price adding the government incentives and the second without them.
The paper is organised as follows: first, in Section 2, we describe the database and the used commercial wind turbine. Next, in Section 3, basic notation and definitions on the indexed semi-Markov chain model are provided. Section 4 is the most important part of the paper; it contains the relevant results about wind speed forecasting. Continuing, Section 5 demonstrates the economic application of the model to a real dataset. Finally, Section 6 presents some concluding remarks.
Database and commercial wind turbine
The database used in this work is the same used in our precedent work [9] [10] [11] [12] [13] [14] , in which it is possible to find a more accurate description and additional information. In this analysis, for the validation of the forecasting model and in order to analyze the behavior at different time scales, we need to resample the original data at different sampling frequencies: namely 30 minutes, 1 hour and 2 hours.
In this work we are going to use the same database also to test our model in the production of energy from a commercial wind turbine which has the blades at a given altitude. Then, we need to consider that the altitude from the ground influences the speed of wind. In particular, it is well known in the literature (see [15] ) that the wind speed has the following dependence from the altitude:
where v h is the wind speed at the height of the wind turbine hub, v rif is the value of the wind speed at the height of the instrument, h and h rif are respectively the height of the wind turbine and of the instrument (h = 50m and h rif = 22m) and z 0 is a factor that takes into account the morphology of the area near the wind turbine. This parameter for a region in which there are no buildings or trees varies from 0.01 to 0.001, instead for the offshore application it is equal to 0.0001. For our analysis we consider a mean value for an onshore application, then we choose z 0 = 0.005.
In Figure 1 we show the real database and its probability density function that follows a Weibull distribution with the following form:
where k is the shape parameter and λ is the scale parameter. The two parameters have been estimated by a maximum likelihood procedure and, for our database are λ = 2.18 and k = 1.58. We also estimated the two parameters for the transposed database, we found that the shape parameter remains the same while the scale parameter is λ = 10.91. The semi-Markov model we use in our analysis is based on a discrete state space which means that uses only discretized wind speed. For this reason we select 8 discretized wind speed states (see Table 1 ) chosen to cover all the wind speed distribution. between wind speed and produced energy is made through a commercial 10 kW Aircon HAWT wind turbine. The power curve of this turbine is plotted on The general formulation of the ISMC model has been developed in [9, [16] [17] [18] here we only discussed it informally.
Semi-Markov processes have similar idea as those that generate Markov processes. The processes are both described by a set of finite states v n whose transitions are ruled by a transition probability matrix. The semi-Markov process differs from the Markov process because the transition times T n are generated according to random variables. Indeed, the time between transitions T n+1 − T n is random and may be modeled by means of any type of distribution functions. In studies concerning wind speed modeling the states v n indicates discretized wind speed at the nth transition and T n the time in which the nth change of wind speed occurs.
In (D'Amico et al, 2013), different semi-Markov models were applied to wind speed modeling and it was shown that the semi-Markov models over perform the Markov models and therefore they should be preferred in the modeling of wind speed.
In order to better represent the statistical characteristics of wind speed, in a recent article, the idea of an ISMC model was advanced in the field of wind speed, see [9] . The novelty, with respect to the semi-Markov case, consists in the introduction of a third random variable defined as follow:
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This variable can be interpreted as a moving average of order m + 1 executed on the series of the past wind speed values (v n−1−k ) with weights given by the fractions of sojourn times in that wind speed (T n−k − T n−1−k ) with respect to the interval time on which the average is executed (T n − T n−1−m ). The ISMC model considers that the probability of changes in wind speed do depends also on this new variable. In a simple semi-Markov model it depends only on the present wind speed and on the transition time. The ISMC model can be considered as an m order semi-Markov chain where the dependence is given only by the averaged last m states. Also the process U m has been discretized, Table 2 shows the states of the process and their values.
3.4 -6 5 >6 Table 2 :
The parameter m must be optimized as a function of the specific database. The optimization is made by finding the value of m that realize the minimum of the root mean square error (RMSE) between the autocorrelation functions (ACF) of real and simulated data, see [9] . In our analysis m = 7. The reasons to introduce this index of memory are found in the presence of a strong autocorrelation that characterize the wind speed process. In the same work we have shown that if a too small memory is used, the autocorrelation is already persistent but decreases faster than real data. With a longer memory the autocorrelation remain high for a very long period and also its value is very close to that of real data. If m is increased further the autocorrelation drops again to small values. This behavior suggests the existence of an optimal memory m. In our opinion one can justify this behavior by saying that short memories are not enough to identify in which status (low, medium low, medium, medium high, high, see Table 2 ) is the index U m , too long memories mix together different status and then much of the information is lost in the average.
The one step transition probability matrix can be evaluated by considering the counting transition between the three random variables considered before. Then, the probability p i,j (t, u) represents the transition probability from the actual wind speed state i, to the wind speed state j, given that the sojourn time spent in the state i is equal to t and the value of the process U m is u. These probabilities can be computed as:
where n ij (t, u) is the total number of transitions observed in the database from state i to state j in next period having a sojourn time spent in the wind speed i equal to t and the value of the index process equal to u. The ISMC model revealed to be particularly efficient in reproducing together the probability density function of wind speed and the autocorrelation function, see [9] .
Wind speed forecasting
In this section the ISMC model is used to forecast future wind speed states by using a one step ahead forecasting procedure, for different time horizons and for various time scales. Particularly, we tested our model using the previously described databases with a sampling frequency of 10 minutes, 30 minutes, 1 hour and 2 hours.
For each one of the sampling frequencies, the database is divided into two subsets: the first part is used to find the transition probability matrix (as described in the previous section), we will call this part the setting period; the second part is used to compare the model forecasting with real data (called testing period). As a first attempt to verify the model performance, we used two years of data as setting period and one year as testing. Once the transition matrix is set, the forecasted states are computed as follows:
where k is the number of states in which wind speed is discretized and p i,j (t, u) is the transition probability matrix. The formula represents the expected value of the next transition given that the present wind speed value is i, the sojourn time spent in the state i is equal to t and the value of the index process U m is u.
In Figure 3 we show the results obtained using our model for the four different time scales. In the figure the black continuous line represents real data while the dashed red line is the predicted series. In this figure the predicted series are long 100 time horizon (specific time depending on the sampling frequency).
Already from this figure, it is possible to note that the goodness of the prediction does not fall down at the increasing of the length of the forecasted series. This is an important result comparing our model with others used in literature for the same purpose. Once the model is set, for a specific site, the forecasting can be made for a long time. To better verify this point, in the We compare our model with a simple persistence model. This simple method is often used for its simplicity and for its efficiency for very shortterm predictions. It assumes that the wind speed at time t + ∆t is equal to the wind speed at time t. Commonly this method is used to compare the behavior of new forecasting models [19] . Overall our model has a higher efficiency in the forecast for all the time scales and time horizons. The persistence model does not change its goodness of forecasting at varying of the time horizon. Then we compare our results with the persistence model at different time scales. In Table 4 there are the values of the RMSE and MAE for the different time scales and time horizons. As it is possible to note the persistence model has less precision on the forecasting of the wind speed with respect to our model. 
Economic application
An important aspect of wind speed model is that they can be used to forecast the economic validity of an investment in wind farm. We here show how the ISMC model can be used with this aim. We choose to evaluate the Internal Rate of Return, the Duration and the Convexity of the investment on a wind farm in the chosen specific site. We conduced two separate analysis: in the first one we consider an investment for a period of 15 years, which corresponds to the period in which the government incentives on the energy price are still present. In the second case we consider an investment without the government incentives and in this case, being the price of the energy lower than in the previous case, the period of the investment is greater and equal to 30 years. For the analysis we use the database of wind speed described before. Given that it is composed of only 5 years of wind speed we apply a bootstrap procedure in order to have the sufficient number of data for the analysis. The database has been adapted to the blade height by using the mother described in equation 1. To compare real data with the ISMC model we generate, through Monte Carlo simulation, 1000 possible scenarios of wind speed time series of length 15 years for the firs case and 30 years for the second case, the sampling period is 10 minutes.
Energy production
According to the power curve described in Figure 2 wind speed has been transformed into power, and then, in produced energy at a specific time window. In Figure 4 it is shown the comparison between the distribution of the produced energy in a 10 minutes interval for real and synthetic data. Being the transformation from wind speed into energy not linear, this comparison shows that our model is able to reproduce correctly also a real case of energy production. In fact the values obtained in the two cases are almost identical. The particular form of these distributions is due to the existence of a cut-in wind speed, under which no energy is produced, and a part of the power curve that remain with constant value, from 10 m/s until 32 m/s, in which the wind turbine produce energy at its rated power. This explain the existence of the two modes. In Figure 5 we show the distribution of energy produced in 1 year. The comparison is made again between real and synthetic data. The mean value and the standard deviation of the real annual energy produced are 147.4±42.9 kW h instead for the simulated case we have 148.8 ± 38.5 kW h. The cut part of the right side of each histogram is due to the presence of a cut-off wind speed, that is the value of the wind speed at which the wind turbine is stopped for structural reason. For wind speed over this value there is no production of electrical energy.
Financial indicators and results
We will compare some financial indicators computed on the real time series, generated through the bootstrapping procedure explained before, and the simulated date generated through the ISMC model by means of Monte Carlo simulation. Just to remind, we are going to consider two different cases. In the first case we compute the cash flow obtained by the selling of energy, produced by the wind turbine, taking into account the government incentives on the selling price. In Italy for a wind farm with a rated power under 1 M W and until 15 years from the setup of the plant, the price of the energy is fixed, at the time of writing, to 0.291 e/kW h. In this case we consider a cash flow of 15 years. The second case takes into account the selling of energy at the market price, without the government incentives. In this second case we fix the energy selling price at 0.027 e/kW h and, being it smaller than the price with the incentives, the considered period of the cash flow is extended to 30 years.
For each case we generate 1000 possible scenarios and we evaluate the financial indicators for both real and synthetic data. The trajectories are transformed into power through the power curve of the wind turbine chosen, then in energy by considering the time between two successive steps and after in euro by multiplying for the specific price considered. The annual cash flow are built and at time 0 is considered the coast of the initial investment. Commonly for wind turbines with a rated power under 100 kW it is considered a price of 3000 efor each kW . This price takes into account the main cost of the turbine, the setup cost and also the annual maintenance. Being our wind turbine a 10 kW of rated power, we can easily choose as initial investment 30000 e. At last the financial indicators for all the scenarios are evaluated to compare the results obtained by real data and the synthetic one. The indicators chosen are the IRR (internal rate of return), the Duration and the Convexity. The IRR is the annualized effective compounded return rate that makes the net present value of all cash flows equal to zero, then it can be evaluated as follow:
Where CF is the cash flow of the year s, r is the internal rate of return and n is the number of years of the investment. The second indicator (Duration) represents the length of the mean life of the cash flow of an investment weighted with their actualized values and can be formalized as follow:
The last financial indicator is the Convexity that is a measure of the sensitivity of the duration of an investment to changes in interest rates. This indicator can be evaluated with the following formula:
The notation inside the two previous formulas of the Duration and Convexity are the same of the IRR with the difference of the interest rate r that in these two last cases we consider equal to 3%. Figures 6, 7, 8 show the histograms of the financial indicators evaluated for all the 1000 scenarios, for real and simulated data, and for the two cases with and without the government incentives. As it is possible to note, for each pair of indicators and for each specific case of the period of investment, the mean values of the indicators are almost the same for real and simulated data.
Discussion and conclusion
In previous works we presented new stochastic models, all based on a semiMarkov approach, to generate synthetic time series of wind speed. We showed that all the models perform better than corresponding Markov chain based models in reproducing statistical features of wind speed. Using these results, here, we tried to apply the model which we recognized to be the best among those, namely the indexed semi-Markov chain (ISMC) model, to forecast future wind speed in a specific site. The ISMC model is a nonparametric model and because of this it does not need any assumption on the distribution of wind speed and on wind speed variations.
In previous papers we showed that the ISMC model is able to reproduce correctly, and at the same time, both the probability distribution function of wind speed and the autocorrelation function.
The results presented in this paper show that the model can be efficiently used to forecast wind speed at different time horizons. The forecast performance is almost independent from the time horizon used to forecast; the model can be used without degradation during the considered horizon time, at different time scales (we showed this for time scales ranging from 10 minutes to 2 hours). The number of data needed to reach a good forecast performance do depend on the time scale used for forecasting; the model always works better than a simple persistence model.
The financial analysis shows that our model can be used to perform the evaluation of a specific site for the investment of a wind farm with a limited number of sampling data. All these characteristics suggest that the advanced ISMC model may be used both for modeling wind speed data and for wind speed prediction. Therefore, it may be utilized as input data for any wind energy system.
