ABSTRACT. Deformation quantization on varieties with singularities offers perspectives that are not found on manifolds. The Harrison component of Hochschild cohomology, vanishing on smooth manifolds, reflects information about singularities. The Harrison 2-cochains are symmetric and are interpreted in terms of abelian * -products. This paper begins a study of abelian quantization on plane curves over l C, being algebraic varieties of the form l C 2 /R, where R is a polynomial in two variables; that is, abelian deformations of the coordinate algebra l C[x, y]/(R). To understand the connection between the singularities of a variety and cohomology we determine the algebraic Hochschild (co-)homology and its Barr-Gerstenhaber-Schack decomposition. Homology is the same for all plane curves l C[x, y]/R, but the cohomology depends on the local algebra of the singularity of R at the origin.
The Hochschild complex of any commutative algebra decomposes into smaller complexes; in the case of an algebra A generated by N generators, into N sub-complexes [B] [Fl] [GS] . The topology of a smooth manifold is related to the restriction of the Hochschild complex to alternating maps A ∧ → A, dual to simplicial homology, and the only component with non-vanishing cohomology. But on varieties with singularities other components of the Hochschild complex come into play, which suggests the use of cohomological methods for the study of singularities.
Examples of quantization on singular varieties had been known in connection with geometric quantization (and * -quantization) on coadjoint orbits of Lie algebras, but the cohomological implications had not been recognized. (See [BFFLS] , [Fr] .) The connection between singularities and cohomology was studied by Harrison [H] , who was the first to describe the component of Hochschild cohomology that has become known, if not widely known, as Harrison cohomology. The 2-cochains of this complex are symmetric. On a commutative algebra every exact Hochschild 2-cochain is symmetric, so that triviality is not an issue if C 1 is antisymmetric. But it is an important consideration in the case of abelian * -products.
The BGS idempotents.
The p-chains of the Hochschild homology complex of a commutative algebra A are the p-tuples a = a 1 ⊗ · · · ⊗ a p ∈ A ⊗p , and the differential is defined by da = a 1 a 2 ⊗ a 3 ⊗ · · · ⊗ a p − a 1 ⊗ a 2 a 3 ⊗ a 4 · · · ⊗ a p + · · · + (−) p a 1 ⊗ · · · a p−2 ⊗ a p−1 a p .
The p-cochains are maps A ⊗p → A, and the differential is δC(a 1 , · · · , a p+1 ) = a 1 C(a 2 , · · · , a p−1 ) − C(da) − (−) p C(a 1 , · · · , a p )a p+1 .
After the pioneering work of Harrison [H] and Barr [B] , the complete decomposition of the Hochschild cohomology of a commutative algebra was found by Gerstenhaber and Schack [GS] . The Hochschild cochain complex splits into an infinite sum of direct summands. (If the algebra is generated by N generators then there are only N nonzero summands.) The decomposition is based on the action of S n on n-cochains, and on the existence of n idempotents e n (k), k = 1, · · · n, in l CS n , k e n (k) = 1, with the property that δ • e n (k) = e n+1 (k) • δ.
Thus we have Hoch n = n k=1 H n,k , Hoch n = n k=1 H n,k with H n,1 =Harr n and H n,1 =Harr n . A generating function was found by Garsia [Ga] ,
where d σ is the number of descents, σ(i) > σ(i + 1) , in σ(1 · · · n).
1 The simplest idempotents are
e 3 (1)123 = 1 6 2(123 − 321) + 132 − 231 + 213 − 312 ,
e 3 (2)123 = 1 2 (123 + 321) (3)
The Hochschild chains decompose in the same way, with d • e n (k) = e n−1 (k) • d.
Summary. Section 2 is concerned with abelian * -products on an arbitrary plane curve. The space of equivalence classes of first order abelian deformations of the algebra of polynomials on l C[x, y]/(R) is isomorphic to the local algebra of the singularity of R at x = y = 0. The Harrison component Harr 3 = H 3,1 of Hoch 3 vanishes, which implies that there are no obstructions to continuing a first order abelian * -product to higher orders. In this paper the strategy that leads to the calculation of Hochschild cohomology calls for a preparatory investigation of a homological complex that is not strictly Hochschild, but rather its restriction A → A + to the non-unital subalgebra A + of positive degree; this has no effect on the cohomology. In Section 3 the Hochschild homology is calculated for the case of a plane curve, with its BGS decomposition. In Section 4 the Hochschild cohomology is investigated; the result in Theorem 4.9. Section 5 contains a detailed calculation of the BGS decomposition for the singularity of x n = 0 at x = 0.
2 Associative * -products and cohomology.
2.1 Formal * -products. A formal, abelian * -product on a commutative algebra A is a commutative, associative product on the space of formal power series in a formal parameterh with coefficients in A, given by a formal series
where C 0 (f, g) = f g. This must be interpreted as an identity inh; thus k m,n=0
3)
The formal * -product (2.1) is associative to order p if Eq(2.3) holds for k = 1, · · · p. A first order abelian * -product is a product 4) associative to first order inh, which is the requirement that C 1 be closed,
Suppose that a formal * -product is associative to order p ≥ 1; this statement involves C 1 , · · · , C p only, and we suppose these cochains fixed. Then the condition that must be satisfied by C p+1 , in order that the * -product be associative to order p + 1, is
(2.5)
The left hand side is closed, and thus it is seen that the obstructions to promote associativity from order p to order p + 1 are in Hoch 3 . There is an important difference between the two cases of symmetric and antisymmetric C 1 . If C 1 , · · · , C p are symmetric, then the left hand side of (2.5) has the symmetry of the idempotent e 3 (1) (a Harrison cochain) and it is the symmetric part of C p+1 that is relevant, while the antisymmetric part of C p+1 must simply be closed. Symmetry of the * -product can therefore be maintained to all orders. If C 1 is antisymmetric, and p = 1, then the left hand side has the symmetry of e 3 (1) + e 3 (3). The first part must be balanced on the right hand side by means of the symmetric part of C 2 ; the second part must vanish, and this condition is the Jacobi identity for C 1 .
The obstructions against continuing a formal, first order, abelian * -product to higher orders are in Hoch 3 ; more precisely, they are in H 3,1 = Harr 3 (A, A). A formal * -product is trivial if there is an invertible map E : A → A, in the form of a formal series
A first order, abelian * -product is trivial if there is a 1-cochain E 1 such that
Deformations on a curve.
In view of the theorem of Hochschild, Kostant and Rosenberg [HKR] cited earlier, there can be no non-trivial, abelian * -products on a smooth manifold. It is natural to turn to varieties with singularities, and especially algebraic varieties. It is the aim of this paper to explore the phenomena, with elementary methods of calculation, in the case of plane curves over l C,
where R is a l C-polynomial. The algebras of interest are the coordinate algebra
with generators x, y and a single polynomial relation R. The polynomial R can be transformed, by a linear change of variables, to either of the forms 8) where the polynomial P is of order less than m in x and the polynomial Q is of order less than n in y.
Either form gives rise to a Poincaré-Witt basis for A, for example,
The deformed algebra has a Poincaré-Witt basis of the same form. Let W be the map that takes a * -monomial of this basis to the same ordinary monomial of the original basis. Let Rh := W (R * ) and let Mh := l C 2 /Rh. Then, morally, the * -product is trivial if there is a bijection E : Mh → M such that Rh → R. However, sinceh is a formal parameter, the following definition is preferred.
Definition. A * -product, as defined in this section, is trivial if there is a mapping by a formal power series inh, E
2.4. First order * -product on a curve. Consider a first order, associative and abelian * -product on the algebra (2.7), with the polynomial R in the form R = y n − Q(x, y). A change of variables ensures that (x i y j ) * (x k y l ) = x i+k y j+l for j + l < n and
The first order deformation (2.10) is trivial if there is a derivation E such that
See Subsection 4.6. 12) and define a * -product on A by setting f * g = f g +hf − g − . Then Q 1 = 1 and we seek E such that E(x 2 + r 2 − y 2 ) = 1. The general solution to this equation is
Example. Let
with α ∈ A. Of course, this breaks down if r 2 = 0, and the simple reason why there is no solution in this case is that there is no differential operator E such that the polynomial E(x 2 − y 2 ) contains a constant term.
2.6. Proposition.Let X be the space of polynomials in x and y, of degree less than n in y, and let DR be the gradient ideal of R. As a vector space, X coincides with A and DR consists of all differentials of R. The space of equivalence classes of essential, first order * -products on A is the space X/DR,
Homology.
This section deals with the homology of a modified Hochschild complex. The strategy that is used in this paper, to calculate the Hochschild cohomology of A, begins by a determination of the homology on the algebra A + , the subalgebra with positive degree of A. The n-chains of this homology on A + are n-tuples a = a 1 ⊗ a 2 ⊗ · · · a n , a i ∈ A + , i = 1, · · · N .
2-chains.
Every 'Hochschild' 2-chain is homologous to a 2-chain of the form x ⊗ a + y ⊗ b. It will be convenient to re-label the generators,
It is closed if
x i a i = 0. We shall suppose that R has no constant term and no linear terms, then a has the representation
where
and where b, c are in the unital augmentation A of A + . The first term is exact if b ∈ A + , the second term is exact if c ∈ A + and (a section of) H 2 = Z 2 /B 2 is spanned (over l C) by the chains
The second one is homologous to a symmetric chain that is a basis for Harr 2 = H 2,1 .
Example.
If R = y 2 − x n , then Harr 2 has dimension 1 and every symmetric, closed 2-chain is homologous to a l C-multiple of x ⊗ x n−1 + x n−1 ⊗ x − 2y ⊗ y.
3-chains.
Every 3-chain is homologous to one of the form
If a is closed it takes the form
This implies that
with α, β in A. Thus any closed 3-chain is homologous to one of the form
The first (second) term is exact unless c 1 (c 2 ) is in l C. Adding an exact, alternating 3-cycle we get an alternative section of Z 3 /B 3 with a basis that consists of the two chains (The GS idempotents were defined in the introduction)
Thus Hoch 3 = H 3,2 has dimension 2 and Harr 3 = 0.
Another way to reach this conclusion is to differentiate (3.1).
The result is (c 1 x 2 + c 2 x 1 ) ∧ R, which is in Z 2,2 and which implies that (3.1) ∈ Z 3,2 .
Example. If
It is straightforward to prove the following.
3.6. Proposition. Let
Then for n > 1 every closed n-chain is homologous to an n-chain in the linear span of the two linearly independent polynomials in P n .
The dimension of Hoch n is 2; the basis is
, each component one-dimensional over l C, and Hoch 2k−1 =
and thus
We have M k M k+1 = R times the unit matrix and
If a ∈ C p,k , then da ∈ C p−1,k , and R sh a is homologous to some b ∈ C p+1,k+1 . Hence if P p−1 ∈ C p−1,k , then P p+1 is homologous to a C p+1,k+1 chain.The action of these maps between spaces with cohomology is shown in the diagram.
A southeast arrow represents the map a → R sh a; a southwest arrow is the action of the differential. The projections of {P 2k+1 i } i=1,2 form a basis for H 2k+1,k+1 and the projections of P 2k 1 (resp. P 
One may attempt to interpret this relation as fixing the value C(da), recursively in the degree of the argument. The obstruction to this is da = 0, but if a is exact then (4.1) is satisfied automatically by virtue of its being true for arguments of lower degree. It is enough, therefore, to verify closure for a basis of representatives of Hoch p+1 . A closed p-cochain C is a coboundary if there is a (p − 1)-cochain E such that
This relation can be solved for E(da), recursively by increasing degree, except for the obstruction presented by da = 0. But if a = db then C(a) is determined by δC(b) = 0. So it is enough to examine (4.2) for a complete set of representatives of Hoch p . The most useful interpretation is this. Given any closed p-cochain a "gauge transformation" is the addition of an exact p-cochain, C → C + ∆C, with
The space Hoch p is the spac of closed, gauge-invariant p-cochains. 
If any BGS component

4.2.
Closure for p = 1. The 2-homology is spanned by x 1 ∧ x 2 and x i ⊗ R i . We shall replace the latter bŷ
The relation δC(x 1 ∧ x 2 ) = 0 is trivial. The formula
This is the result 2.6. For the algebra l C[x, y], Z 1 is the space of vector fields with coefficients in the unital augmentation of the same algebra, but for A = l C[x, y]/R, Z 1 is the algebra of vector fields that annihilate R (the algebra of vector fields tangential to the curve).
4.3.
Closure for p = 2. For homology we use the basis (3.3); it is enough to examine one of the two,
The first two arguments are exact; a certain amount of calculation is needed to verify that these terms are of the same form as the third one. We need the following simple formula, satisfied by closed 2-cochains.
Now it follows easily that
Therefore, we can interpret the condition δC(a) = 0 as fixing the value C(da), provided only that
Example: (Eq.(4.8) is satisfied if R = x 2 y 3 , C(x ∧ y) = xy.
Theorem. Closure of a p-cochain C implies that its values for exact arguments are given recursively in the polynomial degree as in (4.1). Conversely, (4.1) can be solved recursively for all C(da), if and only if the following conditions hold
4.5. Gauge invariance for p = 1. Trivial, all 1-cochains are gauge invariant, H 1 = Z 1 .
4.6.
Gauge invariance for p = 2. We must examine evaluations on the homology basis. To begin with, ∆C(x 1 ∧ x 2 ) = 0, so that the evaluation C(x 1 ∧ x 2 ) is gauge invariant. To examine the supplementary homology space, set
Hence, in a gauge where C vanishes on arguments of lower degrees, ∆C(R) ∈ DR and we have recovered Proposition 2.6.
4.7.
Gauge invariance for p = 3. We have
With the help of the identity
and another one, similar, we can reduce (4.9) to
A similar, further reduction leads to the result that, if δC vanishes on arguments of lower orders, then
We recall that ∆C(a) = δE(a 1 ) and remember from Subsection 4.3 that δE = 0 implies that ∂ i RE(x 1 ∧ x 2 ) = 0. The above result is thus natural; the calculation is needed only to fix the numerical coefficients.
Proposition. If the gauge is fixed by the condition that C(a) = 0 for arguments a of lower degree, then the remaining gauge transformations take the following form,
Proof (outline). (a) The statement reflects the structure of (3.4). The dimension of H p,k , over the local algebra, more or less, coincides with the dimension of H p,k . 'More or less' comes from the existence of homologies of lower orders, as the complete calculation in Subsection 4.7 shows.
(b) We have
The chains Q i , S ij , T i are closed and, unless R 1 or R 2 is linear, exact. The reduction exemplified in (4.6) and in (4.7) is then available. The result is
= 0. (14) (c) The last case (P 2k 2 ∈ C 2k,k+1 ) is simpler than the others and we give the details in that case only. Let τ ∈ S p be the reversing permutation. Garsia's formula tells us that the chains C p,k correspond to the character τ → (−) k , so the projection e 2k (k + 1)P
, with a i ∈ C 2k−1 closed and with the same symmetry:
k+1 . The symmetry of C 2k−1,k (where the homology is) is (−) k ; therefore a 1 and a 2 are exact. The reduction process encounters no homology and leads to zero.
Putting it all together we get the following result. 
5 Deformation of x n = 0.
Here we complete the calculation of Hochschild cohomology of the algebra A = l C[x]/x n , n ≥ 2. This purely algebraic problem, though not associated with a curve, is nevertheless very similar to that posed by curves. In the context of singularity theory it is one of the standard forms. The chains are restricted to positive degree. This subalgebra of A is denoted A + .
Homology. For convenience, xxx
2 ... shall stand for either x ⊗ x ⊗ x 2 ... or x, x, x 2 , ... . The spaces H p are one-dimensional for p ≥ 1 and representative elements of Z p are x, xx n−1 , xx n−1 x, ..., or (xx n−1 ) k for p = 2k and (xx n−1 ) k x for p = 2k + 1.
Closed co-chains.
with a − = a 2 ... a p+1 , a + = a 1 ... a p . We interpret this relation, in the first place, as a recursion relation that determines the cochain C on exact arguments, in terms of its values on arguments of lower degree. For example, if the 1-cochain C is closed, then C(
is determined for k = 2, ..., n − 1 by C(x), and C(x) ∈ A + (thus restricted to positive degree).
The obstruction to this interpretation of (5.1) is da = 0; in this case closure requires the relation
But if a = db, then this last relation is automatic, since
The real obstruction is thus the presence of homology. When a = xx n−1 x... , then (5.2) reduces to Homology selects the argument here also. The truth of the Proposition is obvious except for the possibility of accidental cancellations. Here, nevertheless, is a direct proof.
Proof of Proposition 5.3, case p = 2k. For p = 2k and m = 1, 2, ..., α, α = k(n − 2) + 1, let
It may be shown by induction that
Posing δC(φ m ) = 0 for m < α, we find that the left hand side of (5.3)vanishes identically:
2 From now on dots indicate a sequence in which x and x n−1 alternate.
Iteration ends with x n C(a
Proof of Proposition 5.3, case p = 2k − 1. For m = 1, 2, ... α = k(n − 2) + 1, set
If δC(ψ m ) = 0, m < α, then the left hand side of (5.4) is
The proof of Proposition 5.3 is complete. The implication is that, if a (2k − 1)-cochain C is closed, then C(x...x) ∈ A + .
Exact co-chains. Exact p-cochains have the form
The obstruction to interpreting this relation as a recursion relation to determine the E(da) is da = 0. Here too, the real obstruction, when C is closed, is the existence of homology. The most useful interpretation is this. Given any closed p-cochain a "gauge transformation" is the addition of an exact p-cochain, C → C + ∆C, with
The space H p is the space of gauge invariant evaluations of closed p-cochains. To illustrate, here is the situation for 2-cochains, when n = 3. Closure,
Gauge transformation
By means of gauge transformations we can, for example, reduce C(xx) to zero. Cohomology is the existence of the gauge invariant object
5.5. Theorem. The space of the gauge-equivalent evaluations, and the associated cohomology spaces on Z p (A, A) are as follows
Proof. By direct and straightforward calculation we obtain, for p = 2k,
and for p = 2k − 1, 2 l=0 x l ∆C(φ α−1 ) = 0.
Proposition. The BGS
If (xx n−1 ) k−1 is of type H 2k−2,k−1 , then the right hand side is of type H 2k−1,k , and (xx n−1 ) k is of type H 2k,k . Since xx n−1 is indeed of type H 2,1 the result follows by induction. Similarly,
and the same argument applies mutatis mutandi.
where Hom is inner Hom-space in tensor category of Z-graded spaces,
The formula for the differential in C • (F, F ) is the sum of a super-version of the formula for the differential for an ordinary algebra (in degree 0), and a term arising from the differential in F itself (see e.g. section 5.3 from [L] for the case of the homological Hochschild complex).
Lemma 1 If φ :Ã→A is a quasi-isomorphism between two dga-s, then the corresponding cohomological Hochschild complexes are quasi-isomorphic.
Proof: Algebra A can be considered as a differential graded bimodule overÃ via the homomorphism φ :Ã→A. Let us consider three complexes and natural homomorphisms between them:
Now all three complexes carry complete decreasing filtrations with the associated quotients (and maps between them)
We see that associated quotients are quasi-isomorphic, and applying spectral sequences we get that C • (Ã,Ã) and C • (A, A) are quasi-isomorphic. Q.E.D. For graded supercommutative A one can define the Hodge decomposition for Hochschild cochains, and Harrison cohomology in the same way as in the usual non-graded case. In lemma from above the quasi-isomorphism between Hochschild cohomology of the resolution and of algebra itself is manifestly compatible with the Hodge decomposition.
A3 Calculation of Hochschild and Harrison cohomology for complete intersections
The cohomological Hochschild-Kostant-Rosenberg theorem says that the Hochschild cohomology of the algebra R of functions on an algebraic affine super-manifold M is the algebra T R of polyvector fields on M . Moreover, there is a canonical quasi-isomorphism T R →C
• (R, R) mapping polyvector field f v 0 ∧ . . . ∧ v n where f ∈ R, (v i ) i=1,n are derivations of R, to polylinear operator
The super version of this theorem is also true, e.g. for R = F as above algebra T F = T R is C[z 1 , . . . , z n , η 1 , . . . , η n ; α 1 , . . . The proof is parallel to one for the cohomological complex. An example of this calculation for the case of truncated polynomial ring can be found in [L] , exercise E.4.1.8 and Proposition 5.4.15.
