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Abstract
The move-to-root heuristic is a self-organizing rule which attempts to
keep a binary search tree in near-optimal form. It is a tree analogue
of the move-to-front scheme (also known as the weighted random-to-
top card shuﬄe or Tsetlin library) for self-organizing lists. We study
convergence of the move-to-root Markov chain to its stationary distri-
bution and show that move-to-root converges two to four times faster
than move-to-front for many examples. We also discuss asymptotics
for expected search cost. For equal weights, cn/lnn steps are neces-
sary and suﬃcient to drive maximum relative error to 0.
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11 Introduction and Summary
Suppose that a collection of n records is arranged in a sequential list. As-
sociated with the ith record is a weight yi measuring the frequency of its
use. We assume that yi > 0 and normalize so that
P
yi = 1. At each unit
of time, independently of all other moves, item i is removed from the list
with probability yi and replaced at the front of the list. This process, which
gives a Markov chain on the permutation group Sn, is known as the move-to-
front (MTF) heuristic for self-organizing lists. Other names are the weighted
random-to-top card shuﬄe, the Tsetlin library, and the heaps process. Back-
ground references for this model include Rivest (1976), Bitner (1979), Hen-
dricks (1989), and Fill (1993). Fill (1993) and Diaconis (1993) study rates of
convergence for MTF under various assumptions on the weights.
There has been recent interest in self-organizing rules for other data struc-
tures. In particular, the binary search tree is a commonly used structure
which exploits the ordering of records to achieve faster search time. Records
are stored at the nodes of a tree in such a way that a traversal of the tree
produces the records in their linear order.
Allen and Munro (1978) introduced the move-to-root (MTR) heuristic for
binary search trees. Dobrow and Fill (1993) show that the Markov chain for
MTR can be derived by lumping the Markov chain for MTF and determine
numerous characteristics of the chain.
In Section 2 we review binary search trees and give some of the relevant
results from previous work. (See Dobrow and Fill (1993) for more details.)
In Section 3 we analyze the convergence of the MTR chain to its stationary
distribution. Roughly, the results are as follows. For most weight classes, if
k steps are necessary and suﬃcient for convergence of MTF with respect to
total variation distance, then k/2 steps are suﬃcient for MTR and k/4 steps
are necessary. These bounds are gotten by common techniques: Suﬃciency
is proven by exhibiting a natural coupling of the MTR chain. Necessity
is shown by identifying a speciﬁc event from which variation distance can
be suitably bounded from below. We have been unable to bridge the gap
between k/4 and k/2.
In Section 4 we study convergence of expected search cost, the average
cost of accessing a record. In the case of equal weights (pi ≡ 1/n) we show
that cn/lnn steps are necessary and suﬃcient to drive the maximum relative
error to 0.
22 Binary search trees and move-to-root
A binary tree is a ﬁnite tree with at most two “children” for each node and
in which each child is distinguished as either a left or right child. Consider
a binary tree in which the nodes are labeled with elements of some linearly
ordered set. Inorder traversal is a common method for traversing the tree:
visit the root after visiting the left subtree and before visiting the right
subtree. If this traversal yields the labels in order, the tree is called a binary
search tree. For example, the set of all binary search trees on 3 nodes is given
by:
Figure 1.
Consider the ordered, indexed set of [n]: ={1,2,...,n} of n records. Let
Bn be the set of all labeled binary search trees on n nodes. It is easy to show
that |Bn| =
￿
2n
n
￿
/(n+1), which is the nth Catalan number. In what follows
we use the term “tree” for binary search tree.
The move-to-root (MTR) operation is deﬁned as a series of simple ex-
changes between nodes. A simple exchange for a requested record j is as
follows:
(i) Do nothing if j is the root.
(ii) If j is the left child of its parent m, the resulting tree will be the
same as the original except for the subtree whose root was m. Record j
is “rotated” up to m so that j becomes the root of this subtree. The old
left subtree of j doesn’t change in relation to j. The old right subtree of j
becomes the left subtree of m. The old right subtree of m keeps its relation
to m. The transformation is best understood by examining Figure 2-L.
(iii) If j is the right child of m, perform the analogous transformation.
(See Figure 2-R.)
The MTR operation performs a sequence of simple exchanges until the
requested record is moved to the root of the tree. For n-node trees it is easily
shown that the sequence of operations generated by MTR gives an ergodic
3(aperiodic, irreducible, and positive recurrent) Markov chain on the space
Bn.
Figure 2.
For T ∈ Bn and i 6= j, we say that i is an ancestor of j in T, and write
i< T
a j,i fj is an element of the subtree which has i as its root. A tree is
uniquely determined by its ancestry relations.
A key observation for analyzing MTR is based on Lemma 3.2 in Allen
and Munro (1978), which we reproduce, with a slight extension:
Lemma 2.1 Suppose record i has been requested at least once in a tree mod-
iﬁed according to MTR. If i<j ,then i< a j if and only if the most recent
request for i has occurred since the most recent request (if any) for any of
i +1 ,...,j. Similarly, if i>j , then i< a j if and only if the most recent
request for i has occurred since the most recent request for any of j,...,i−1.
Proof When either simple exchange or MTR is used, if i is requested then i
is the only record which becomes an ancestor of any records. Also, i will cease
to be an ancestor of j>iif and only if an element k, where i<k≤ j,i s
requested. This gives the ﬁrst part of the lemma. The second part is shown
similarly.
Consider the operation of inserting records into an initially empty tree.
This deﬁnes a mapping t : Sn → Bn where for σ ∈ Sn, t(σ) is the tree
obtained by successively inserting records σ1,...,σ n into an empty tree. Do-
brow and Fill (1993) show that the MTR chain can be obtained by lumping
the MTF chain with respect to the mapping t. In particular,
Theorem 0 Let Q denote the transition matrix for MTR and P the
transition matrix for MTF. Let Π(T) denote the set of permutations that are
mapped to a given tree T by t. Then for S,T ∈ Bn and k ≥ 0,
Q
k(S,T)=
X
σ∈Π(T)
P
k(π,σ) for all π ∈ Π(S). (1)
43 Convergence rates for MTR
Let 0 <p 1 ≤ p2 ≤···≤pn be a ﬁxed ordered list of weights with
P
pi =1 .
Let σ ∈ Sn and suppose that y = p◦σ is such that yi = pσ(i) is the probability
of requesting record i at any step of MTR. Let Qk
T denote the distribution
of MTR at time k when the chain is started at tree T. Let Q∞ denote the
stationary distribution of MTR. Note that for ﬁxed p the quantities Qk
T and
Q∞ depend on the permutation σ.
Our measure for the distance between the MTR chain at time k and its
stationary distribution will be the usual total variation distance. We treat
the worst initial T:
d(k;y) := max
T∈Bn
kQ
k
T − Q
∞kTV = max
T∈Bn
max
A⊆Bn
|Q
k
T(A) − Q
∞(A)|.
For general background on variation distance see Aldous and Diaconis (1986,
1987). Taking maxima over all orderings of the weights leads to the maximum
variation distance
d(k) := max
σ∈Sn
d(k,p ◦ σ).
Given a triangular array of weights pn =( pn,i,i=1 ,...,n),n≥ 1,
say that k = k(n,c) steps are suﬃcient for total variation convergence to
stationarity if there exists positive constants α and β such that for each
ﬁxed c we have d(k) ≤ αe−βc + o(1) as n →∞ . Say that k = k(n,c)
steps are necessary for convergence to stationarity if there exists a function
h, independent of n, such that d(k) ≥ h(c) and h(c) > 0 is bounded away
from 0. In the case of uniform, Zipf’s law, and generalized Zipf’s law weights,
as discussed below, we will even be able to take h(c) → 1a sc →− ∞ .I f
k(n,c)=f(n)+cg(n) steps are necessary and suﬃcient for convergence to
stationarity where g(n)=o(f(n)), we say that a “cutoﬀ” occurs.
We stress that, by our deﬁniton, if k steps are suﬃcient for MTR under
a class of weights, then k steps are suﬃcient for all orderings of the weights
and all initial trees.
For s>1, let ζ(s): =
P∞
i=1 i−s. Let ln
(i) denote the ith iterated logarithm
of n. We will consider the following choices of weights, where each weight
class pi is listed up to the constant of proportionality.
5Weights pi ∝
Uniform 1
Zipf’s law 1/(n − i +1 )
Generalized Zipf’s law (GZL) 1/(n − i +1 ) s,s > 0 ﬁxed
Power law is,s > 0
Geometric θn−i, 0 <θ<1 ﬁxed
The weights we have chosen are standard examples and cover a very
wide class. See Knuth (1973) for an interesting discussion of the motivation
for using Zipf’s and generalized Zipf’s law weights. For large n, generalized
Zipf’s law with s =l n4 /ln5 . =0 .86 approximately fulﬁlls the “80–20” rule of
thumb that has often been observed for commercial computing applications;
this rule states that 80% of the transactions deal with the most active 20%
of the ﬁle. Generalized Zipf’s law weights with s slightly larger than 1 are
suggested by Schwartz (1963) as a model for word frequencies. Diaconis
(1993) treats uniform, geometric, and generalized Zipf’s law weights for MTF.
Knuth (1973) discusses the “wedge-shaped” distribution obtained by letting
pi ∝ i, which we have generalized and dubbed the power law.
Theorem 1 Table 1 give rates of convergence to stationarity for MTR.
Table 1.
Weights Suﬃciency Necessity
Uniform 1
2n(lnn + c) 1
4n(lnn − c)
Zipf’s law 1
2nlnn(lnn − ln
(2) n + c) 1
4nlnn(lnn − ln
(2) n − c)
GZL
0 <s<1 1
2
n
1−s(lnn − ln
(2) n + c) 1
4
n
1−s(lnn − ln
(2) n − c)
s>1
ζ(s)
2 ns(lnn − ln
(2) n + c)
ζ(s)
4 ns(lnn − ln
(2) n − c)
Power law cns+1 cns+1
Geometric cθ−n cθ−n
6Remarks:
1. Since the MTR chain can be derived by lumping the MTF chain, we
know that the total variation distance at time k for MTR can never be larger
than for MTF. However, our results for uniform, Zipf’s law, and GZL weights
explicitly quantify the speedup in the rates of convergence: MTR is two to
four times as fast as MTF. In the case of geometric and power law weights,
no cutoﬀ occurs. We have not investigated speedup in this case; any constant
factor can be absorbed in c.
2. Another, more locally sensitive, measure of discrepancy between dis-
tributions is separation, deﬁned here for initial tree S by
sS(k) := max
T
 
1 −
Qk(S,T)
Q∞(T)
!
.
For a detailed treatment of separation, which bounds variation distance, see,
e.g., Diaconis and Fill (1990).
It is not diﬃcult to show that the worst case (over initial trees and or-
derings of the weights) separation for MTR is, for any set of weights, equal
to the worst case (over initial lists) separation for MTF. This follows from
lumpability and Theorem 4.1 in Fill (1993) along with the observation that
Π(T) is a singleton when T is the tree corresponding to either of the permuta-
tions id = (1,...,n) or rev = (n,...,1). Thus, for example, nlnn+cn steps
are necessary and suﬃcient for separation for MTR in the case of uniform
weights.
For MTF, the lead order terms for the number of steps that are necessary
and suﬃcient for convergence are the same for total variation distance and
separation. Interestingly, this is not the case for MTR: the discrepancy is at
least a factor of 2 for uniform, Zipf’s law, and GZL weights.
3.1 Proof of Theorem 1: Suﬃciency
Coupling is a probabilistic technique which is useful for bounding variation
distance. Let X =( Xn) and Y =( Yn) be two copies of the MTR chain
such that the X-chain has an arbitrary initial distribution and the Y -chain
is started in stationarity. A coupling time T is a stopping time such that
Xn = Yn for all n ≥ T. Total variation distance is bounded above by the tail
probability of a coupling time. That is,
d(k;y) ≤ P(T>k ),k ≥ 0. (2)
7Before describing the coupling we introduce some terminology following
Dobrow and Fill (1993). For R ⊆ [n], write r1 <r 2 < ··· <r m for the
elements of R. Deﬁne r0 := 0 and rm+1 := n +1 . Let
gi(R): =ri+1 − ri − 1,i =0 ,...,m,
denote the number of integers in the interval (ri,r i+1). Then gi(R) is called
the i-th gap of R.
Theorem 2 For an n-node tree suppose record i is requested with probability
yi. Under MTR, let T be the ﬁrst time that the sequence of selected records
has no gap of size greater than 1. Then
d(k;y) ≤ P(T>k ) ≤
n−1 X
i=1
(1 − yi − yi+1)
k. (3)
Before proving Theorem 2 we state a lemma. For T ∈ Bn, write T k for
the tree obtained after k steps of MTR.
Lemma 3.1 Let i ∈ [n] and let r1,r 2,... be a sequence of record requests.
Suppose k = min{m : rm = i}. Then for all S,T ∈ Bn,j∈ [n], and k0 ≥ k,
(a) i< T k0
a j if and only if i< Sk0
a j, and
(b) j< T k0
a i if and only if j< Sk0
a i.
Proof Without loss of generality we can assume that record i is stored
at the root node in S and T and that k = 1. The lemma is then an easy
consequence of Lemma 2.1.
We now prove Theorem 2.
Proof Consider the following coupling of the MTR chain: Begin with X,Y ∈
Bn. Now select records according to MTR. When a record is selected, move
that record to the root in both X and Y . We claim that at the ﬁrst time T
that the set of records requested at least once has no gap of size greater than
1 and thereafter, the two processes have the same value. Thus, by deﬁnition,
the coupling time T has the property that if record i has not been requested
by time T then records i − 1 and i + 1 have.
By Lemma 2.1 in Dobrow and Fill (1993), to show that the two trees
agree at time T it suﬃces to show
8i<
XT
a j ⇒ i<
Y T
a j for all i,j ∈ [n].
We suppose i<j ; the case i>jis handled similarly. Suppose i< XT
a j. Let
R = {r1,...,r T} be the set of records requested through time T.
If i ∈ R then i< Y T
a j by Lemma 3.1(a). If i/ ∈ R then i +1∈ R since
R has no gaps of size greater than 1. If j ∈ R then i< Y T
a j by Lemma 3.1.
If j/ ∈ R we will derive a contradiction. Since j/ ∈ R and i +1∈ R,w eh a v e
j 6= i + 1. Thus there exists i<m<jsuch that m ∈ R. Suppose that m
is ﬁrst requested at time k0 ≤ T. Then i 6<Xk0
a j. Since i/ ∈ R it follows that
i 6<Xk00
a j for all integers k00 ∈ [k0,T]. In particular, i 6<XT
a j.
The ﬁrst inequality in (3) follows since T is a coupling time. Let Ai be
the event that neither of the records i and i + 1 has been requested by time
k. Then
P(T>k )=P(∪
n−1
i=1 Ai), (4)
and the second inequality in (3) follows from subadditivity.
Remarks:
1. In the case of MTF, the ﬁrst time T 0 that all but one of the records
has been requested is a coupling time. Note that the distribution of our T,
unlike that of T 0, depends on the order σ of the weights.
2. Our coupling time is not a fastest coupling time, for which the inequal-
ity in (2) would be an equality. For example, stopping when both trees agree
is faster (but still not fastest).
Theorem 3 For weights 0 <p 1 ≤· · ·≤pn, suppose there exists positive
constants α and β such that
n−1 X
i=1
(1 − pi)
2k ≤ αe
−βc. (5)
Then k steps are suﬃcient for MTR.
Proof Recalling the notation set forth at the beginning of Section 3, in
particular y = p ◦ σ, the proof is a direct consequence of Theorem 2 via the
9following chain of inequalities:
d(k;y) ≤
n−1 X
i=1
(1 − yi − yi+1)
k
≤
n−1 X
i=1
[(1 − yi)(1 − yi+1)]
k
≤
 n−1 X
i=1
(1 − yi)
2k
!1/2  n−1 X
i=1
(1 − yi+1)
2k
!1/2
≤
n−1 X
i=1
(1 − pi)
2k.
The third inequality here is from Cauchy–Schwarz.
For a ﬁxed class of weights, let k be the number in the suﬃciency column
of the table in Theorem 1 corresponding to that weight class. To prove
suﬃciency in Theorem 1 it is enough to show that
n−1 X
i=1
(1 − pi)
2k ≤ αe
−βc,
for positive constants α and β. For uniform, Zipf’s law, and GZL weights,
Diaconis (1993) shows that
n X
i=2
(1 − pi)
2k ≤ αe
−βc (6)
for positive constants α and β. It is easy to see for these weights that if k
steps are suﬃcient, then kp1 →∞ . Thus
n−1 X
i=1
(1 − pi)
2k ≤
n X
i=2
(1 − pi)
2k +( 1− p1)
2k
≤
n X
i=2
(1 − pi)
2k + e
−2kp1
=
n X
i=2
(1 − pi)
2k + o(1)
≤ αe
−βc + o(1).
10A similar analysis can be done for geometric and power law weights.
Diaconis treats the former. In the latter case it follows from Diaconis’s
Theorem 3 that cns+1 steps suﬃce. In both cases kp1 is approximately a
constant times c, which doesn’t alter the results.
Remarks:
1. Diaconis (1993) gives general conditions on a triangular array of
weights in order for the cutoﬀ phenomenon to occur for MTF. For such
weights the inequality (6) is satisﬁed and kp1 →∞ . At this level of gen-
erality, if k steps are suﬃcient for MTF, then k/2 steps are suﬃcient for
MTR.
2. Given the factor of 2 discrepancy in Theorem 1, it is natural to inves-
tigate the source of error in the two inequalities in (3). We show that in the
case of uniform weights the second inequality, at least, is quite sharp. For
uniform weights it is not diﬃcult to determine the exact distribution of T
of Theorem 2. By considering a variant of the coupon collector’s problem it
follows that
P(T>k )=
n X
u=1
Pk(u)P(Eu), (7)
where Pk(u) is the probability that throwing k balls into n urns leaves exactly
u urns empty and Eu is the event that picking u numbers at random from [n]
leaves a gap of size greater than 1. The probability P(Eu) is easily computed,
while Pk(u) is well-known from ordinary coupon collecting. We have made
a careful asymptotic analysis of (7) and ﬁnd that the subadditive bound on
(4) gives the correct lead order term.
3.2 Proof of Theorem 1: Necessity
From the deﬁnition of total variation distance it follows that for any event B
and any starting tree T, d(k) is bounded from below by |Qk
T(B) − Q∞(B)|.
Let T = t(rev), where rev is the reversal permutation. That is, T has
record n at the root, and record i + 1 is the parent of record i for i =
n − 1,...,1. For 1 ≤ i ≤ n − 1, let Yi := yi + yi+1 and deﬁne Ai to be the
event that i is an ancestor of i + 1. To compute Qk
T(Ai) note that record i
is not an ancestor of i +1i nT. To become an ancestor by time k, record
i must be requested. After its last request, record i + 1 cannot be selected.
11Conditioning on when record i is last requested, we ﬁnd
Q
k
T(Ai)=yi
k−1 X
j=0
(1 − Yi)
j =
yi
Yi
(1 − (1 − Yi)
k).
Letting k →∞shows that
Q
∞(Ai)=yi/Yi. (8)
Now let N :=
P
i odd IAi, where IA is the indicator of the event A. Then
E
∞(N)=
X
i odd
Q
∞(Ai)=
X
i odd
yi/Yi, (9)
and
E
k
T(N)=
X
i odd
yi
Yi
(1 − (1 − Yi)
k). (10)
For |i − j|≥2,Q ∞(Ai ∩ Aj)=Q∞(Ai)Q∞(Aj). Hence
Var
∞(N)=
X
i odd
Q
∞(Ai)(1 − Q
∞(Ai)) =
X
i odd
yiyi+1
Y 2
i
≤
n
4
. (11)
To compute Qk
T(Ai ∩ Aj), we condition on the times records i and j are last
requested:
Q
k
T(Ai ∩ Aj)=yiyj
k−2 X
l=0
(1 − Yi)
l
k−2−l X
m=0
(1 − Yi − Yj)
m
+yjyi
k−2 X
l=0
(1 − Yj)
l
k−2−l X
m=0
(1 − Yj − Yi)
m
=
yiyj
YiYj
"
Yj
Yi + Yj
− (1 − Yi)
k +
Yi
Yi + Yj
(1 − Yi − Yj)
k
#
+
yjyi
YjYi
"
Yi
Yj + Yi
− (1 − Yj)
k +
Yj
Yj + Yi
(1 − Yj − Yi)
k
#
=
yiyj
YiYj
h
1 − (1 − Yi)
k − (1 − Yj)
k +( 1− Yi − Yj)
k
i
≤
yiyj
YiYj
h
1 − (1 − Yi)
k − (1 − Yj)
k +( 1− Yi)
k(1 − Yj)
k
i
= Q
k
T(Ai)Q
k
T(Aj).
12Thus Cov
k
T(IAi,I Aj) ≤ 0 and
Var
k
T(N) ≤
X
i odd
Q
k
T(Ai)(1 − Q
k
T(Ai))
=
X
i odd
￿yi
Yi
−
yi
Yi
(1 − Yi)
k
￿￿yi+1
Yi
+
yi
Yi
(1 − Yi)
k
￿
≤
X
i odd
 
yiyi+1
Y 2
i
+
yi(yi − yi+1)(1 − Yi)k
Y 2
i
!
≤
X
i odd
 
yiyi+1
Y 2
i
+
y2
i
Y 2
i
(1 − Yi)
k
!
.
We have
Var
k
T(N) − Var
∞(N) ≤
X
i odd
y2
i
Y 2
i
(1 − Yi)
k
≤
X
i odd
yi
Yi
(1 − Yi)
k
= E
∞(N) − E
k
T(N)= :∆ k. (12)
Now let B := {N ≤ E∞(N) − ∆k/2}. Once we determine appropriate
values of k we will show that the probability of B is small in stationarity and
large until k steps of MTR.
From Chebychev’s inequality,
Q
∞(B) ≤
4Var
∞(N)
∆2
k
(13)
and
Q
k
T(B)=Q
k
T(N − E
k
T(N) ≤ ∆k/2) ≥ 1 −
4Var
k
T(N)
∆2
k
. (14)
From (12),
Var
k
T(N)
∆2
k
≤
Var
∞(N)+∆ k
∆2
k
=
Var
∞(N)
∆2
k
+
1
q
Var
∞(N)
 
Var
∞(N)
∆2
k
!1/2
.
Hence
d(k) ≥ d(k;y) ≥ Q
k
T(B) − Q
∞(B)
≥ 1 −
4
q
Var
∞(N)
 
Var
∞(N)
∆2
k
!1/2
−
8Var
∞(N)
∆2
k
. (15)
13Now choose σ = rev, so that y1 ≥ y2 ≥ ··· ≥ yn. Further, assume for
deﬁniteness that n is odd. We then have
Var
∞(N)=
X
i odd
yiyi+1
(yi + yi+1)2
=
X
i odd
pn+1−i pn−i
(pn+1−i + pn−i)2
≥
1
4
X
i odd
 
pn−i
pn+1−i
!2
≥
n
8
min
1≤i≤n−1
 
pi
pi+1
!2
. (16)
Also,
∆k ≥
1
2
X
i odd
(1 − yi − yi+1)
k
=
1
2
X
i odd
(1 − pn+1−i − pn−i)
k
=
1
2
X
j odd
(1 − pj−1 − pj)
k ≥
1
2
X
j odd
(1 − 2pj)
k,
which, in combination with (11), gives
Var
∞(N)
∆2
k
≤
n
hP
j odd(1 − 2pj)k
i2. (17)
To make further progress in bounding (17) we need some conditions on
the weights. The following theorem, following roughly along the lines of
Theorem 2 in Diaconis (1993), gives a general result for obtaining a lower
bound on variation distance.
Theorem 4 For a triangular array of weights 0 <p n,1 ≤ ··· ≤ pn,n with
Pn
j=1 pn,j =1 , suppose that the following conditions are satisﬁed:
A1 max1≤j≤n−1
pn,j+1
pn,j = O(n1/2).
A2 There exists a function f with f(n) →∞such that
pn,j
pn,1
≤ 2, 2 ≤ j ≤ f(n).
A3 There exists a function g with g(n)/n1/2 →∞such that
pn,j
pn,1
=1+( 1+o(1))
j − 1
g(n)
, uniformly in 2 ≤ j ≤ f(n).
14A4 g(n)/(b(n,c)f(n)) = O(1) and b(n,c)pn,1 = o(1) as n →∞ , where
b(n,c): =l n
 
g(n)
√
n
!
− lnln
 
g(n)
√
n
!
+ c.
Then k(n,c)=b(n,c)/(2pn,1) steps are necessary for convergence to sta-
tionarity for MTR.
Remark:
For our weight classes it is easy to check whether these conditions are
satisﬁed. Condition A1 is very weak and holds, even with O(n1/2) reduced
to O(1), for all our weights. The condition A2 fails for geometric and power
law weights, and condition A3 fails for uniform weights. All of the conditions
are satisﬁed for generalized Zipf’s law weights for any s>0, with f(n)=
(1 − 2−1/s)n and g(n)=n/s. The result of Theorem 1 for generalized Zipf’s
law weights is then straightforward.
We now prove Theorem 4. As indicated in the above remark, this will
conclude the proof for necessity in Theorem 1 for Zipf’s law and GZL weights.
After the proof of Theorem 4 we will treat the cases of uniform, power law,
and geometric weights.
Proof For ease of notation we write pj for pn,j. Assume that conditions
A1–A4 hold. Let k = b/(2p1).
From condition A1 and (16) it follows that there exists a constant δ>0
such that Var
∞(N) ≥ δ for all n. Combining this with (15), we obtain
d(k) ≥ 1 − 4(δ
−1/2 +2 )
 
Var
∞(N)
∆2
k
!1/2
(18)
provided Var
∞(N)/∆2
k ≤ 1. The remaining course of the proof is clear. We
need to make Var
∞(N)/∆2
k suitably small (using (17)) in order to ensure
that d(k) is close to 1.
By condition A2, for 1 ≤ j ≤ f(n) we have 0 ≤ 2pj ≤ 4p1, and p1 = o(1)
follows (for example) from A3. Hence, uniformly for 1 ≤ j ≤ f(n),
−k ln(1 − 2pj)=k(2pj + O(p
2
1)) = 2kpj + O(bp1)=2 kpj + o(1),
15where the last equality is from A4. This gives
X
j odd
(1 − 2pj)
k ≥
X
1≤j≤f(n)
j odd
(1 − 2pj)
k ≥ (1 + o(1))
X
1≤j≤f(n)
j odd
e
−2kpj.
At the same time, by A3
X
1≤j≤f(n)
j odd
e
−2kpj =
X
1≤j≤f(n)
j odd
exp[−b(pj/p1)]
=
X
1≤j≤f(n)
j odd
exp
(
−b
"
1+( 1+o(1))
j − 1
g(n)
#)
=
e−b [1 − exp{−(1 + o(1))bf(n)/g(n)}]
1 − exp{−(1 + o(1))2b/g(n)}
. (19)
From A4 and (19) it follows that
X
1≤j≤f(n)
j odd
e
−2kpj ≥ (1 + o(1))e
−bg(n)
2b
￿ (20)
for some positive constant ￿. We conclude from (17) and (20) that
Var
∞(N)
∆2
k
≤ (1 + o(1))ne
2b
 
2b
￿g(n)
!2
=( 1 + o(1))
"
2n
1/2e
b b
￿g(n)
#2
=( 1 + o(1))
4
￿2e
2c,
the last equality holding by A4.
Uniform weights do not satisfy A3, but from (17),
Var
∞(N)
∆2
k
≤
n
h
n
2(1 − 2
n)k
i2 =
4
n
￿
1 −
2
n
￿−2k
.
Setting k =( n/4)(lnn + c),
Var
∞(N)
∆2
k
≤ e
c + o(1),
16and thus d(k) ≥ 1 − 8ec + o(1).
The proof of Theorem 1 for geometric weights follows from Theorem 3 in
Diaconis (1993). For completeness we give essentially the same argument for
power law weights.
Suppose record i is requested with probability yi = p1 and record i +1
is requested with probability yi+1 = p2. Let B = {i< a i +1 }. As we have
shown (recall (8)), Q∞(B)=p1/(p1 + p2) ≤ 1/2. If we start from a tree
in which i is an ancestor of i + 1, then B necessarily occurs if i + 1 is not
requested. So
d(k) ≥| Q
k(B) − Q
∞(B)|≥(1 − p2)
k − 1/2
≥ e
−4k/(
n+1
2 ) − 1/2=e
−c − 1/2 → 1/2a sc & 0
for k = c
4
￿
n+1
2
￿
, where we have used the bound 1−x ≥ e−2x for 0 ≤ x ≤ 1/2.
Remarks:
1. In Diaconis’s treatment for MTF, the “bad” event B is the event that
record i is to the left of record i + 1. Our event B is the lumped version of
this in the context of trees.
2. In the case of uniform weights we can show that k =( n/4)(lnn − c)
steps are necessary regardless of the starting state. For initial tree T deﬁne
the event Ai by
Ai :=
(
{i is an ancestor of i +1 }, if i +1<T
a i
{i + 1 is an ancestor of i}, if i< T
a i +1 .
With this event Ai the necessity part of the proof of Theorem 1 goes through
similarly.
4 Expected search cost
4.1 General weights
In his Section 5, Fill (1993) obtains rates of convergence and explicit upper
and lower bounds for the discrepancy between expected search cost at time
k and in stationarity for uniform, geometric, and Zipf’s law weights under
MTF. There are two diﬃculties in extending these results to MTR: First,
17expected search cost for MTR depends heavily on the order of the weight
vector y; second, there is no monotone relationship between the weights and
the discrepancy at time k and in stationarity. These are in marked contrast
to MTF for linear lists.
In this subsection we make some observations about the behavior of ex-
pected search cost for general weights. In the next subsection we analyze the
case of uniform weights.
Given T ∈ Bn, the cost of accessing record i in T is equal to the number
of comparisons used in searching for i in T. This is just one greater than
the level of the node containing record i (where we deﬁne the level of the
root node to be 0). Let LT(i) denote the level of record i in T. The average
search cost for T, denoted ASC(T), is deﬁned to be
ASC(T): =
n X
i=1
yiLT(i).
We denote by ESC
∞ the expected search cost over Bn in stationarity:
ESC
∞ = E[ASC(T)] with T ∼ Q
∞.
Denote by ESC
k
π the expected search cost over Bn at time k when the initial
distribution of the MTR chain is π. Allen and Munro (1978) show that
ESC
∞ =1+2
X
i<j
yiyj
yi + ...+ yj
. (21)
For i<j , let Yij := yi + ...+ yj. To calculate ESC
k
π, let 1(A) denote the
indicator of A and note that
LT(i)=1+
X
j6=i
1(j<
T
a i),
Q
k
T(i< a j)=1(i<
T
a j)(1 − Yij)
k +
yi
Yij
(1 − (1 − Yij)
k),
and
Q
k
T(j< a i)=1(j<
T
a i)(1 − Yij)
k +
yj
Yij
(1 − (1 − Yij)
k).
18W en o wh a v e
ESC
k
π =1 +
n X
i=1
yiE
k
πL(i)
=1 +
X
T∈Bn
π(T)
X
i<j
h
yiQ
k
T(j< a i)+yjQ
k
T(i< a j)
i
(22)
=1 +
X
T∈Bn
π(T)
X
i<j
h
(yi1(j<
T
a i)+yj1(i<
T
a j))(1 − Yij)
k
+
2yiyj
Yij
(1 − (1 − Yij)
k)
#
=1 + 2
X
i<j
yiyj
Yij
+
X
T∈Bn
π(T)
X
i<j
" 
yi1(j<
T
a i)+yj1(i<
T
a j) −
2yiyj
Yij
!
(1 − Yij)
k
#
= ESC
∞ + D(π,k)
with
D(π,k): =
X
i<j
 
yiQπ(j< a i)+yjQπ(i< a j) −
2yiyj
Yij
!
(1 − Yij)
k.
Note that we recover (21) by letting k →∞ .
We will focus on the case for which the initial state is a deterministic tree
T, and write
D(T,k)=
X
i<j
 
yi1(j<
T
a i)+yj1(i<
T
a j) −
2yiyj
Yij
!
(1 − Yij)
k. (23)
Note that the quantities ESC
∞, ESC
k
T, and D(T,k) depend on the or-
dering of the weights. We will sometimes write ESC
∞(y), ESC
k
T(y), and
D(T,k;y) to indicate this dependence.
In studying convergence rates for expected search cost we would like to
bound the relative error D(T,k)/ESC
∞ in a fashion similar to Fill (1993)
for MTF. However, the dependence of (23) on both the initial tree and the
permutation σ appears to make such a study, in general, intractable.
On the basis of intuition and Fill’s results for MTF, it might seem a
reasonable guess that D(T,k) is largest when the initial tree is the degenerate
19tree t(id) (corresponding to the identity permutation, as described at the end
of Section 2) and the weight vector is taken in increasing order, but this is not
the case. For example, for n = 3 take y(1) =( .1,.1,.8) and y(2) =( .1,.8,.1).
Then
ESC
∞(y
(1))=1 .437 ≥ 1.375=E S C
∞(y
(2)).
Letting T1 = t((1,2,3)) and T2 = t((1,3,2)), one can show by direct cal-
culation that D(T1,k;y(1)) ≤ D(T2,k;y(2)) for all k and hence also that
D(T1,k;y(1))/ESC
∞(y(1)) ≤ D(T2,k;y(2))/ESC
∞(y(2)).
Numerical experiments with n = 4 show that minσ ESC
∞(p ◦ σ) is not
uniformly achieved for all p by any particular permutation σ.
Nor is it true that maxσ ESC
∞(p ◦ σ) is achieved by taking the weights
to be equal. Letting y =( .255,.235,.245,.265) gives higher expected search
cost than y =( .25,.25,.25,.25). Interestingly, numerical experiments suggest
that maxσ∈Sn ESC
∞(p ◦ σ) is achieved at the two lists (p3,p 1,p 2,p 4) and
(p4,p 2,p 1,p 3). However, we do not know how in general to characterize the
ordering, if any, which maximizes ESC
∞(y).
4.2 Uniform weights
In the case of general weights, the observations in Section 4.1 damper hopes
of getting reasonable bounds for the relative error in approximating ESC
∞
by ESC
k
T. In the case of equal weights, however, we show that k = cn/lnn
steps are necessary and suﬃcient to drive the maximum relative error to 0.
Theorem 5 For T ∈ Bn, let E(T,k): =D(T,k)/ESC
∞ be the relative error
in approximating ESC
∞ by ESC
k
T.L e tk = cn/lnn with c>0.I fpi ≡ 1/n,
then for n ≥ 5 suﬃciently large that c ≥ (lnnln2)/(n − 4),
1
48c
e
− 6c
ln 5 ≤ max
T E(T,k) ≤
1
c
.
Proof For equal weights it is clear from (23) that D(T,k) is maximized by
taking T to be any tree having the property that for all i<jeither i< T
a j
or j< T
a i. In particular,
max
T
D(T,k)=D(t(id),k)
20=
n−1 X
i=1
n X
j=i+1
1
n
 
1 −
2
j − i +1
! ￿
1 −
j − i +1
n
￿k
=
1
n
n−1 X
i=1
n−i+1 X
j=2
 
1 −
2
j
! ￿
1 −
j
n
￿k
≤
1
n
n−1 X
i=1
n−i+1 X
j=2
e
−jk/n
≤
e−2k/n
1 − e−k/n.
From (21) we have
ESC
∞ =2
￿n +1
n
￿
Hn − 3 ≥ lnn, (24)
where Hn :=
Pn
i=1 i−1 is the nth harmonic number. Thus
max
T E(T,k)=E(t(id),k) ≤
e−2k/n
(1 − e−k/n)lnn
.
It is straightforward to show that e−2x/(1 − e−x) ≤ 1/x for x>0. Thus for
c>0, taking k = cn/lnn gives
max
T E(T,k) ≤
1
c
.
For the lower bound, assume, for simplicity, that n is even. Then
D(t(id),k) ≥
1
n
n/2 X
i=1
n/2 X
j=2
 
1 −
2
j
!￿
1 −
j
n
￿k
≥
1
2
n/2 X
j=2
 
1 −
2
j
!
e
−2jk/n
≥
1
6
n/2 X
j=3
e
−2jk/n
≥
n
12k
(e
−6k/n − e
−ke
−2k/n)
≥
n
24k
e
−6k/n
21for n ≥ 5 and k ≥ (nln2)/(n−4), where we have used the bound 1−x ≥ e−2x
for 0 ≤ x ≤ 1/2. We have ESC
∞ ≤ 2lnn for n ≥ 3; taking k = cn/lnn gives
max
T
E(T,k) ≥
1
48c
e
−6c/lnn
≥
1
48c
e
−6c/ln5
for n ≥ 5 and c ≥ (lnnln2)/(n − 4).
Remarks:
1. Asymptotically, the only lack of sharpness in the upper bound of
Theorem 5 comes from (24). Indeed, it is not hard to show that
lim
n→∞max
T E(T,cn/lnn)=
1
2c
.
2. A perfect tree on n =2 m − 1 nodes is a binary search tree in which
all leaves have the same depth. A complete tree of height h is formed from a
perfect tree of height h − 1 by adding one or more leaves at depth h; these
leaves must be ﬁlled in at the leftmost available positions. We can show for
uniform weights that the complete tree (call it Tn)o nn nodes minimizes
D(T,k) of (23) over T ∈ Bn for every k ≥ 0. Furthermore, for n =2 m − 1
we have
D(Tn,k)=−
￿
1+
1
n
￿ n X
j=2
￿
2j
−1 − 2
−blog2(j−1)c
￿￿
1 −
j
n
￿k
,
from which one sees that k = n1−1/c steps are suﬃcient to make
max
T [−E(T,k)] = −E(Tn,k) > 0
small. We have not investigated necessity, but (for n =2 m − 1) this result
shows that Theorem 5 gives a worst-case rate for convergence (measured by
absolute value of relative error) for expected search cost.
3. For MTR with equal weights, expected search cost converges to s-
tationarity much faster that does the distribution of the tree, which takes
22of order nlnn steps. This discrepancy in rates was observed by Fill (1993)
for the linear list case for uniform, Zipf’s law, and geometric weights. As
for those examples for MTF, expected search cost for MTR using uniform
weights exhibits no cutoﬀ phenomenon.
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