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ABSTRACT 
Concatenated codes have long been used as a 
p r a c t i c a l  means of achieving long block or con- 
s t r a i n t  l engths  f o r  combating errors on very noisy 
channels .  The i n n e r  and o u t e r  encoders a r e  nor- 
mally separa ted  by an i n t e r l e a v e r ,  so t h a t  decoded 
e r r o r  b u r s t s  coming from the  i n n e r  decoder are  
randomized before  e n t e r i n g  the  o u t e r  decoder. In 
t h i s  paper w e  exaaine the  e f f e c t i v e n e s s  of t h i s  
i n t e r l e a v e r  by c a l c u l a t i n g  t h e  cut-off ra te  o f  the 
"outer channel" seen by t h e  o u t e r  decoder with and 
without  i n t e r l e a v i n g .  The r e s u l t s  show that  
i n t e r l e a v i n g  can never h u r t  t h e  performance of a 
concatenated code, and t h a t  when t h e  i n n e r  code 
ra te  i s  n e a r  t h e  cut-off rate of t h e  "inner chm- 
nel" ,  i n t e r l e a v i n g  can  s i g n i f i c a n t l y  improve code 
performance . 
I. INTRODUCTION 
Forney [ l ]  f i r s t  introduced concatenated 
codes as a p r a c t i c a l  means o f  implementing codes 
w i t h  l o n g  block or c o n s t r a i n t  length.. Further  
u s e  has shown t h e s e  codes t o  be  extremely powerful 
as means of  combating e r r o r s  on very noisy chan- 
n e l s .  In t h i s  paper, we examine t h e  performance 
of concatenated coding systems as measured by 
t h e i r  e f f e c t i v e  channel cut-off rate. 
Concatenated coding systems are u s u a l l y  im- 
plemented by employing tw l e v e l s  of coding, as 
i l l u s t r a t e d  i n  F igure  1 below. 
F igure  1. Concatenated Coding System 
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Binary d a t a  from t h e  information source i s  
s e r i a l l y  p a r t i t i o n e d  i n t o  K-bit blocks t h a t  a r e  
subsequent ly  used as input  s i g n a l s  t o  a ZK-ary 
block encoder known as the  o u t e r  encoder. Usually 
p 2 L a r y  Reed-Solomon (RS) codes are used f o r  t h i s  
purpose. The output  o f  the  2s sncoder  (Q-ary sym- 
b o l s )  is converted back i n t o  b i t s  and s e r i a l l y  en- 
coded by a second encoder ( t h e  inner  encoder) ,  
which may be  e i t h e r  b lock  o r  convolu t iona l ,  and 
t h e  r e s u l t a n t  sequence o f  channel symbols is s e n t  
over  t h e  phys ica l  channel. Decoding is  accom- 
p l i shed  i n  t h e  r e v e r s e  order .  
For purposes o f  i l l u s t r a t i o n ,  we consider  the  
i n n e r  channel t o  be a Binary Symmetric Channel 
(BSC) der ived from forc ing  hard d e c i s i o n s  on an 
a d d i t i v e  white gauss ian  noise  (AWGN) channel. 
This  channel is  r e p r e s e n t a t i v e  of  t h e  deep space 
channel where concatenated codes have m e t  with a 
g r e a t  d e a l  of  success .  The o u t e r  channel ( t h e  
channel presented to  the  RS code) is no longer  
memoryless, b u t  has  been transformed i n t o  a non- 
uniform ( t i m e v a r y i n g )  channel by t h e  inner  de- 
coder. To c a l c u l a t e  t h e  performance of  t h e  over- 
a l l  concatenated coding scheme r e q u i r e s  i n v e s t i -  
g a t i n g  the  channel produced by t h e  inner  encoder- 
BSC-inner decoder combination which Forney [I] has  
c a l l e d  t h e   superc channel'^. 
CRANNeL MODELS lx* --
McELiece and S t a r k  [ 2 ]  have suggested some 
models f o r  channels wi th  "block interference".  In 
a block i n t e r f e r e n c e  channel ,  t h e  noise  s ta t is t ics  
are a s s m e d  t o  be  cons tan t  f o r  t h e  t i m e  required 
t o  send K b i t s  of  d a t a ,  but  vary independently 
from one block o f  K b i t s  t o  the  next .  Xn p a r t i -  
c u l a r ,  McEliece and S t a r k  have evaluated t h e  chan- 
n e l  c a p a c i t y  and cut-off  rate f o r  a two state 
b lock  i n t e r f e r e n c e  channel. When t h e  channel i s  
i n  the  q u i e t  s ta te ,  no e r r o r s  are made i n  t rans-  
mission. The noisy s t a t e  i s  represented by a BSC 
wi th  a crossover  p r o b a b i l i t y  of  s. (A t o t a l l y  
noisy  channel has  s=1/2). However, even when t h e  
channel is i n  t h e  noisy  s ta te ,  it is poss ib le  t o  
r e c e i v e  t h e  K b i t a  of  d a t a  c o r r e c t l y  with prob- 
a b i l i t y  ( l - ~ ) ~ .  In t h i s  model, t h e  p r o b a b i l i t y  of  
being i n  a p a r t i c u l a r  s ta te ,  p ( s ) ,  depends on t h e  
phys ica l  channel ( fad ing ,  b u r s t  no ise ,  frequency 
hopping, e t c )  and is f ixed  and independent of t h e  
block length  K. 
To eva lua te  t h e  performance of a concatenated 
code, we propose a modified form of t h e  above 
model t h a t  provides a b e t t e r  match t o  t h i s  coding 
appl ica t ion .  We assume t h a t  a rate R=R/N block 
code is used on the  inner  channel and t h a t  a de- 
coding error occurs  with p r o b a b i l i t y  PBE(K). That 
is ,  t h e  channel i s  i n  t h e  noisy s t a t e  with t h i s  
p r o b a b i l i t y .  When t h e  channel is i n  t h e  noisy 
s t a t e ,  each information b i t  i s  decoded i n c o r r e c t l y  
wi th  p r o b a b i l i t y  8 .  Various methods can be used 
t o  estimate the  decoded information b i t  e r r o r  ra te  
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from the  block e r r o r  p r o b a b i l i t y  ( s e e ,  f o r  exan- 
p l e ,  Clark and Cain [ 3 ] ) .  For non-systematic 
codes,  s = 1 / 2  g i v e s  a good estimate f o r  t h e  decoded 
information b i t  e r r o r  rate,  given t h a t  a block 
e r r o r  has  occurred. For systematic codes,  an im- 
proved estimate is s=d/N, where d i s  t h e  minimum 
d i s t a n c e  of t h e  code. The channel i s  i n  the quie t  
s t a t e  (s-0) with  p r o b a b i l i t y  ~-PBE(K), and no de- 
coding e r r o r s  are made. With p r o b a b i l i t y  PBE(K) 
t h e  channel is i n  t h e  noisy s t a t e  and decoding 
e r r o r s  are always made. The important d i f f e r e n c e  
between t h i s  model and t h a t  used by McEliece and 
S t a r k  i s  t h a t  i n  t h i s  model the  p r o b a b i l i t y  of be- 
i n g  i n  t h e  noisy  s ta te  is dependent on t h e  length 
o f  t h e  " in te r fe rence"  blocks ( information word 
l e n g t h ) .  
When convolut ional  codes are used on the 
i n n e r  channel ,  a more complex model of  t h e  super- 
channel  i s  needed t o  compute performance measures. 
The reason i s  t h a t  e r r o r  events  i n  convolut ional  
coding have d i f f e r e n t  lengths .  Forney [41 has  de- 
r i v e d  some random coding r e s u l t s  on the  l e n g t h s  of 
t h e s e  e r r o r  events .  To i l l u s t r a t e  t h i s  point ,  
c o n s i d e r  the  e r r o r  environment generated with an 
(N,l,K) (1 N output  length  K s h i f t  r e g i s t e r  convo- 
l u t i o n a l  code). Using hard d e c i s i o n s  on t h e  AWGN 
channel ,  V i t e r b i  [ 5 1  shows t h a t  t h e  decoded event 
e r r o r  p r o b a b i l i t y  a t  any time dur ing  maximum nke- 
l ihood decoding i$ bounded by 
where T(X) is one form of t h e  code generat ing 
func t ion ,  and p is t h e  c rossover  p r o b a b i l i t y  
forced  by us ing  hard dec is ions .  The decoded &- 
formation b i t  error p r o b a b i l i t y  is bou- 
For small va lues  of p (high signal-to-noise 
r a t i o s ) ,  t h e  most l i k e l y  error event  (when the 
a l l - z e r o  sequence is  s e n t )  i s  t h a t  t h e  minimum 
weight pa th  is decoded ins tead  o f  t h e  al l -zero 
path. I f  t h e  information sequence corresponding 
t o  t h e  minimum weight pa th  has  weight b and length 
L,  then  t h e  t y p i c a l  event e r r o r  causes  b b i t  
e r r o r s  and has length  L. Therefore ,  w e  can use 
t h e  above block code model wi th  "block length"=L, 
and s=b/L. For l a r g e r  values  of p (lower s ignal-  
to-noise r a t i o s ) ,  longer  event e r r o r s  become more 
l i k e l y  and cannot be  ignored. In t h i s  case a more 
g e n e r a l  channel model f o r  the o u t e r  channel is  re- 
qui red  to  e v a l u a t e  the  cut-off r a t e .  
111. THE CUT-OFF RATE 
The o b j e c t i v e  is  t o  f ind  the maximum achiev- 
a b l e  coding r a t e  f o r  t h e  concatenated coding sys- 
t e m .  Define the  cut-off r a t e  of  t h e  inner  channel 
as Qi and t h a t  of the  o u t e r  channel a s  Roo. Now 
i f  a r a t e  R code is  used on t h e  inner  channel, the 
maximum o v e r a l l  code rate i s  given by 
Rmax R ' Roo. (3)  
I f  the c rossover  p r o b a b i l i t y  of  t h e  inner  BSC is 
p ,  then t h e  cut-off r a t e ,  R g i ,  i s  given by 161: 
(4) 
For inner  code rates R<Roi ,  t h e  random coding 
bound on t h e  block error p r o b a b i l i t y  is given by 
-N(&i-R) -K[ (&i/R)-lI 
PBE(K) $ 2 = 2  , ( 5 )  
where N ,  K, and R a r e  t h e  block length ,  informa- 
t i o n  block length  and code rate of t h e  inner  code, 
r e s p e c t i v e l y .  For non-systematic codes, t h e  de- 
coded information b i t  e r r o r  rate f o r  t h e  block 
code i s  equal  t o  f r g i v e n  t h a t  a block decoding 
e r r o r  has  occurrred.  Therefore ,  t h e  uncondi t ional  
b i t  error p r o b a b i l i t y  of t h e  decoded output  is 
-l-K[ Q i / R ) - l  I 
pb (1/2)*PBE(K) $ 2 . ( 6 )  
W e  now proceed to  e v a l u a t e  t h e  cut-off rate 
o f  t h e  o u t e r  code. 'bo p o s s i b i l i t i e s  are con- 
s idered.  I f  f u l l  i n t e r l e a v i n g  is used, then t h e  
o u t e r  channel can be  t r e a t e d  as a memoryless chan- 
n e l  and the  cut-off rate can b e  c a l c u l a t e d  i n  t h e  
usua l  way. I f  i n t e r l e a v i n g  is not  used, then t h e  
channel is t r e a t e d  as a 2 K a r y  memoryless channel 
and t h e  cut-off rate i s  evaluated by methods t o  be 
presented in the  next  sec t ion .  
A. I n t e r l e a v i n g  
If we i n t e r l e a v e  t h e  b i t s  e n t e r i n g  t h e  super- 
channel, t h e  channel seen by t h e  o u t e r  coding sys- 
tem becomes a memoryless BSC with a b i t  e r r o r  
p r o b a b i l i t y  given by eqn. ( 6 )  above. Note t h a t  we 
are s t i l l  using coding, so t h a t  t h e  block e r r o r  
p r o b a b i l i t i e s  given are unchanged. Under t h i s  
assumption, we c a l c u l a t e  t h e  cut-off rate f o r  t h e  
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Table 1. wi th  I n t e r l e a v i n g  
The o u t e r  channel cut-off rate i s  c a l c u l a t e d  as a 
func t ion  of  t h e  r a t i o  o f  t h e  inner  code ra te  t o  
t h e  inner  c h a n n e z - o f f  rate,  and t h e  informa- 
t i o n  word length  K. 'Ihe p r o b a b i l i t y  o f  being i n  
t h e  noisy  s ta te  (b lock  decoding e r r o r )  is  obtained 
from t h e  random coding bound ( 5 )  f o r  t h e  p a r t i -  
c u l a r  va lues  of K and R / % i  i n  the  t a b l e .  Table 2 
gives  t h e  maximum a t t a i n a b l e  coding r a t e  of t h e  
o v e r a l l  system, normalized by t h e  inner  channel 
cuc-off rate,  Rgi. 
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Table 2. & x / k i  with I n t e r l e a v i n g  
The maximum va lues  f o r  each value of K are u n d e r  
l ined .  For a given value of  K, note  t h a t  t h e  max- 
i m u m  value o f  h a x / Q i  does not occur a t  the  lor 
e s t  value of  R (which presents  t h e  b e s t  channel  to 
t h e  o u t e r  coder) .  Ins tead ,  t h e r e  is a l o c a l  m u i -  
mum f o r  each K t h a t  d r i f t s  toward t h e  higher  r a t e s  
as K increases .  This i s  reasonable  s i n c e  t h e  code 
performance should improve f o r  increas ing  block 
l e n g t h s  as long as t h e  coding rate R is below Rgi. 
I n  a d d i t i o n ,  %Iax i n c r e a s e s  as  R increases ,  given 
t h a t  K i s  s u f f i c i e n t l y  large.  For t h e  s h o r t e r  
block l e n g t h s  (e.g., K 4  o r  K=8) a lower r a t e  
i n n e r  code is requi red  to  "clean up" t h e  inner 
channel ,  and as a consequence t h e  o v e r a l l  coding 
ra te  s u f f e r s .  
The l i m i t i n g  va lues  are of i n t e r e s t .  From 
Table 1, we see t h a t  Ro,, approaches 1 as K 
i n c r e a s e s ,  and from Table  2 w e  note  t h a t  %,/Rgi 
t ends  toward R / k i  wi th  increas ing  K. When K is 
small, lower inner  code rates R y i e l d  a higher  
o v e r a r l c o d i n g  rate. 
B. Inner  Channel as a 2 b r y  Memoryless Channel 
I f  no i n t e r l e a v i n g  is used, it is d i f f i c u l t  
t o  j u s t i f y  using a random coding bound of t h e  Ro 
type  s i n c e  t h e  channel is not  memoryless. How- 
e v e r ,  i f  we th ink  o f  t h e  K f i  ex tens ion  o f  the 
channel  as producing a memoryless channel whose 
i n p u t  and output  symbols correspond to blocks of 
length  K ,  then we can c a l c u l a t e  t h e  channel cut- 
o f f  r a t e  f o r  t h i s  memoryless 2 K a r y  channel. Fol- 
lowing Maasey [ 6 ]  w e  have 
where g and y are t h e  channel input  and output  K- 
t u p l e s ,  r e s p e c t i v e l y ,  f (y l& i s  the  channel tran- 
s i t i o n  p r o b a b i l i t y ,  O(2)  i s  t h e  channel input  dis- 
t r i b u t i o n ,  and M-ZK. me c a l c u l a t i o n  i n  eq. ( 8 )  
begins  by f i r s t  c a l c u l a t i n g  
(9) 
S 
That is ,  f ( i ( 5 )  is  c a l c u l a t e d  f o r  an average chan- 
ne l .  (This  assuues t h a t  the  r e c e i v e r  has no "side 
information" about the  s ta te  of t h e  channel, AS 
def ined  by McEliece and S t a r k  [ 2 ] ) .  
As an example, consider  a two s t a t e  channel 
(s=O <=> "quiet", and a#O <=> "noisy"). Let 
Pr(s#O) - PBE(K)=c, and Pr(s=O) = l-Pgg(K) = 1-E. 
Given t h a t  no block e r r o r  occurs  (s=O), 
f (y1Iy=O)  = 1 , y = f 
(10) 
I f  t h e r e  i s  a block decoding e r r o r ,  then we assume 
t h a t  t h e  event (yx_i never occurs .  In  t h i s  case ,  
t h e  e n t r i e s  f o r  each element i n  t h e  channel t ran-  
s i t i o n  matr ix  f o r  which y? must be normalized by 
t h e  p r o b a b i l i t y  t h a t  . L e t  a = l - ( l - ~ ) ~  be  t h e  
p r o b a b i l i t y  t h a t  1% a block of  K b i t s .  Then 
(11) 
- 0  ' Y ' X  
where i = dH(f,i) = Hamming d i s t a n c e  between 5 and 
1. 
The average channel t r a n s i t i o n  p r o b a b i l i t y  is  
obtained as follows: 
f(Ylf) = 8 f(ylx,s*) - + ( r -€)f(y(g,s=O) 
= ( 1 4  * Y ' X  (12) 
I f  eq. (12) i s  put i n t o  mat r ix  form, i t  is easy t o  
see t h a t  t h e  channel is symmetric, and therefore  
Q(f)=l/M maximizes Ro,, i n  eq. (8 ) .  S u b s t i t u t i n g  
i n  eo. ( 8 )  we obta in  
Since t h e  term i n s i d e  of  the  square bracke ts  i s  
independent of  y. t h e  summation over  y reduces t o  
a m u l t i p l i c a t i o n  by M, and 
2 
K 
-N( Qi-R)  
With c=P~E(K) < 2 
represent  the  recoding of  a non-systematic code, 
we have I I 
, and choosing s=1/2 t o  
Some sample c a l c u l a t i o n s  of  Ro,, a r e  shown i n  Table 
3. The corresponding va lues  f o r  h a x / Q i  a r e  
found i n  Table 4. As i n  t h e  case o f  i n t e r l e a v i n g ,  
approaches 1 f o r  R / Q i  < 112, and i n  a l l  cases  
increases  with increas ing  block length  f o r  f ixed 
rate. With K f ixed ,  Ro, decreases  with increas ing  
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Table  4. g,/Rgi without In t e r l eav ing  
From Table 4 we see t h a t  t he  normalized va lue  of 
hax a l s o  inc reases  with K f o r  a f ixed  va lue  of 
R I Q i .  However, f o r  a fixed K, t h e  va lue  of 
does not monotonically decrease with 
R / R o i ,  bu t  i nc reases  t o  a m a x i m u m  va lue  a t  
R/%i=1/2, and then decreases  a s  the inner  code 
r a t e  increases .  For a fixed K ,  t he re  is some 
optimum value  of R/Rgi t h a t  maximizes t h e  t o t a l  
o v e r a l l  coding r a t e  achievable.  
It is  of i n t e r e s t  t o  note the  asymptotic be- 
I f  we t ake  the havior  
l i m i t  a s  K+O of Roo i n  eq. (151, we gee tha t  
o f  Ro, a s  K becomes large.  
-(K/2) [ (Rgi/R)-2I 1 (16) I 2 K R& * 1- - log2 1+2 
From Eq. (16) above, it is easy t o  see tha t  
Rgi 
R h  * 1 when R <  -
2 
%i and R b  + - - 1 when - <  R < Mi. (17) 
R 2 
Rgi 
when R < - Theref o r e ,  
2 %ax + R 
and 
hax * Rgi - R when - Rgi < R < Rgi. (18) 2 
Figure  2 shows the  normalized va lues  o f  &,,ax when 
i n t e r l e a v i n g  is  used. Figure 3 shows the normal- 
ized  hax when in t e r l eav inn  is not used. 
Figure 3. Rmax/Roi without In t e r l eav ing  
IV. DISCUSSION OF RESULTS 
From Figures  2 and 3 we see t h a t  t he re  is 
some optimum inner  code r a t e  R which maximizes the  
o v e r a l l  coding r a t e  achievable .  When in t e r l eav ing  
is  used, t h i s  optimum inner  code r a t e  increases  
with increas ing  K, approaching the cut-off r a t e  
Rgi o f  the inner  channel a s  K becomes l a rge .  (h 
t h e  o t h e r  hand, when in t e r l eav ing  i s  not used, the 
optimum inner  code r a t e  is always 112 Rgi .  In 
both cases ,  t h e  maxhllm o v e r a l l  coding r a t e  
achievable increases  with increas ing  K, approach- 
ing a maximum of Rgi  with in t e r l eav ing  and 112 Qi 
without i n t e r l eav ing .  
It is i n s t r u c t i v e  t o  compare t h e  in te r leaved  
and non-interleaved cases  on t he  same graph. 
F igure  4 shows both t h e  in te r leaved  case  (dot ted  
curves) and the  non-interleaved case  ( s o l i d  
curves)  f o r  t h ree  d i f f e r e n t  va lues  of K: K=8, 
K=32, and K*. We see  t h a t  t h e  maximum achievable  
coding r a t e  bax is l a r g e r  with in t e r l eav ing  than 
without i n t e r l eav ing  f o r  any f i n i t e  K and a l l  
inner  code r a t e s  R. The d i f f e rence  is p a r t i -  
c u l a r l y  s i g n i f i c a n t  when R > 112 Rgi. For l a r g e  
K(K+O) , t he  two curves a r e  merged when RdlI2 Rgi , 
but  when R > 112 Rei, + Rgi f o r  the in t e r -  
leaved curve whereas + 0 f o r  t he  non- 
in te r leaved  curve. These r e s u l t s  c l e a r l y  i n d i c a t e  
t h a t  i n t e r l eav ing  should be used between t h e  inner  
and ou te r  codes in  order  t o  maximize the  o v e r a l l  
achievable coding r a t e .  
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Figure  4. f o r  K=8, 32, and m 
----I-- with in t e r l eav ing  
without i n t e r  leav ing  
The s i t u a t i o n  may not be a s  c l e a r  i f  we con- 
s i d e r  t h e  channel capac i ty  of t h e  o u t e r  channel 
i n s t ead  of t he  cut-off r a t e .  McEliece and Stark 
[ 2 ]  have shown tha t  i n  t h e  case  of a block inter-  
fe rence  channel with a f ixed  p robab i l i t y  (inde- 
pendent of K) of being i n  the noisy  s t a t e ,  inter-  
Leaving causes the  channel capac i ty  t o  decrease 
while t h e  cut-off r a t e  increases .  An ana lys i s  of 
some s p e c i f i c  codes led them t o  the  conclusion 
t h a t  capac i ty  vas a b e t t e r  measure of 
code performance i n  t h a t  case ,  and hence that  
using a code designed t o  c o r r e c t  bu r s t  errors 
g ives  b e t t e r  performance than a random- 
e r ro r -co r rec t ing  code with in t e r l eav ing .  We are  
c u r r e n t l y  inves t iga t ing  channel capac i ty  f o r  the 
concatenated code case,  and hope t o  r epor t  t h e  re- 
s u l t s  of t h i s  research  i n  the near future .  
Some o the r  a reas  under cu r ren t  i nves t iga t ion  
inc lude  extending t h e  above r e s u l t s  t o  the  case  of 
convolu t iona l  inner  codes and the  u s e  o f  s ide 
informat ion  obta ined  from the  inner  decoder by the 
o u t e r  decoder. As pointed out i n  Sec t ion  11, the 
model must be modified t o  include more than 2 
s t a t e s  when t h e  inner code is  convolu t iona l ,  s ince 
t h e  e r r o r  events  a r e  of d i f f e r e n t  lengths .  In the 
case  of  s i d e  information, t h e  inner  decoder can 
d e l i v e r  a r e l i a b i l i t y  i n d i c a t o r  along with each 
decoded block t o  the ou te r  decoder. We are cur- 
r e n t l y  inves t iga t ing  the e f f e c t s  these  a l t e r a t i o n s  
i n  the  model w i l l  have on the ca l cu la t ions  o f  cut- 
o f f  r a t e  and capac i ty ,  and on the  performance of a 
concatenated coding system both with and without 
i n t e r l eav ing .  
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