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Chapter 1
Introduction
In the field of singularly perturbed reaction- and/or convection-diffusion problems
the research area of a priori error analysis, both for finite difference or finite element
methods, has already been thoroughly investigated. In particular for either mesh
adapted methods, various stabilized methods or a combination of both optimal
rates of convergence or supercloseness have been achieved that are robust, i.e.
independent of the smallness of the perturbation parameter ε 1. To distinguish
a few works we name [1], [2], [3], [4], [5] and the comprehensive monograph [6].
All of the articles mentioned above have in common that they assume that the
solution behaves nicely in that it obeys certain regularity assumptions. Typically,
it is assumed that the exact solution u is part of the Sobolev space H3(Ω), i.e.
having square integrable third order weak partial derivatives. In general, however,
these regularity requests are not satisfied for various reasons. Here, we are going to
exclude low regularity stemming from non-smooth data and focus on a diminishing
of regularity due to corner singularities on polygonal domains Ω. In fact, even
for the most standard model problems on the unit square for which a priori error
estimates have been conducted, H3 regularity is not satisfied in general, but merely
u ∈ H3−δ(Ω) holds for all δ > 0. To circumvent this dilemma, typically the authors
impose compatibility conditions on the data of the PDE. In the simplest case of
a rectangle it suffices to set f(x) = 0, with f being the right hand side of some
PDE and x refers to any corner point in the domain.
The present thesis originated from the question of what can be shown if this
rather unrealistic additional assumption is dropped. We were interested in ε-
robust a priori estimates for convergence and superconvergence that include some
1
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regularity parameter that is adjustable to the smoothness of the exact solution.
Moreover, numerical experiments were intended to confirm these theoretical results
and give further insight into the actual impact of corner singularities on the rates
of convergence and supercloseness.
As a first step, originating from a subsequent work to my diploma thesis, semi-
robust supercloseness estimates were derived for the standard convection-diffusion
problem on the unit square that do without the full H3 norm which, in general,
is infinite. Using fractional order Sobolev-Slobodeckii spaces Hs(Ω), s ∈ R+ to
measure the regularity of the exact solution u, in [7] we proved
‖uI − uh‖1,ε ≤ C(ε 12h1+σ + h1+σ + h2)‖u‖2+σ,
for the finite element method, using bilinear elements on a structured mesh.
In this thesis, however, we aim for ε-robust upper bounds on the numerical errors
in the energy norm as well as bounds for supercloseness of the numerical solution
to the interpolant of the exact solution in the same norm.
A major problem that arises when seeking for the numerically observed error de-
cay is that the exact solution with all its singular layer behavior is not known at
all. Moreover, since we strive for reliable rates of convergence we wanted to do
without computations that apply the double-mesh principle, which itself can pos-
sibly be a reason for higher orders of convergence due to unforeseen supercloseness
phenomena. This predicament invariably leeds to the use of reference solutions as
a substitute for the exact solution, i.e. very fine numerical solutions that are by
orders of magnitude more accurate than the considered numerical approximations
on successively refined meshes.
To obtain good numerical reference solutions one either could solve the current
problem by using medium order elements on a very fine mesh or exploiting the
benefits of exponential p-convergence in combination with exponential grading at
the singular corners to obtain high order reference solutions on a rather coarse
mesh. We intend to do both and various combinations, comparing the separate
sets of results and accepting the outcome if and only if they are sufficiently close
to each other.
In Chapter 2, we investigate two model problems in detail. First, for the sheared
unit square whose interior angle ω defines the regularity parameter, theoretical
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bounds are derived that indicate a continuous decrease of order of superconver-
gence with respect to shrinking regularity. Here we use the technique of weighted
Sobolev spaces that allows to locally adjust weights according to the specific sin-
gularity, in contrast to fractional order Sobolev spaces where regularity is regarded
as a global concept. It turns out that for our model problem singular corner layers
are weak in a sense that lower order terms have less impact the smaller one chooses
the perturbation parameter ε.
Afterwards, we investigate the situation of incoming corners. On the L-shaped
domain we prove convergence and superconvergence of bilinear and higher order
elements in connection with a grading towards the singular vertex. We show that
in these cases full supercloseness for bilinear elements and optimal (higher order)
convergence can be recovered if an appropriate grading is applied.
In both parts numerical experiments are intended to illustrate the interplay be-
tween either regularity and rates of convergence for the first or between perturba-
tion parameter, grading and the polynomial order of the method for the second
problem.
Finally in Chapter 3, two more singular model problems are investigated by means
of computing the performance of the finite element method in dependence on the
regularity of the exact solution.
To practically realize and apply the thereby required highly demanding aspects
of the finite element method such as arbitrary order finite elements, interpolation
between unrelated meshes, computation of errors using reference solutions, quick
and easy mesh design, display of derivatives of the solution to investigate the
singular structure of the numerical solution and many more, it seemed almost un-
feasible to use any already available FE-software. Most, if not all readily available
software packages have a user interface with limited possibilities. At least at one
point there would have been difficulties or restrictions of some kind to realize the
intended concepts. And if not, the learning curve of making oneself familiar with
available software such that all desired modifications may be applied as intended
seemed to me almost as steep as writing ones own FE-code.
This inspired me to set up a new, self-contained FE-software from scratch under
the primary ideals of simplicity, transparency and clarity while at the same time
preserving generality, flexibility and high efficiency. The second part of my thesis
thus is dedicated to the documentation and explanation of a software that has
been developed in Matlab over the last three years and will be launched under
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the acronym
SOFE,
standing for Simple & Sophisticated Object-oriented Finite Elements. For me,
it seems almost miraculous how SOFE started out very small and easy and over
a period of three years accumulated an extensive amount of features (e.g. adap-
tive hp-FEM in up to three space dimensions, arbitrary elements, discontinuous
Galerkin, arbitrary operators, arbitrary order isoparametric boundary approxima-
tion, etc.) that enable to keep up with many FE-tools available. Nevertheless, its
major advantage lies in its clear structure and flexibility that makes it particularly
appealing for researchers that intend to investigate new versions or just the many
different faces of the finite element method as well as for educational purposes.
In Chapter 4, it will be demonstrated how the core aspects of the finite element
method in its most abstract sense are represented in the code structure and how
their interplay is designed to realize the primary ideals mentioned above. Every
component, such as the Mesh, the Element, the FE-Space and the DoF-Manager
will be explained in detail with emphasis on the basic ideas, i.e. the underlying
design, rather than a line by line explanation of the code. Thereby, we would like
to note that no emphasis is put on the precise and correct use of OOP terminology
(inheritance, polymorphism, etc.). Rather we intend to present all concepts in an
intuitive way such that it can be understood without a firm background in object-
oriented programming.
We would like to conclude with the remark that the presented software is still
in the process of evolution. Because of its flexibility it is specifically inclined
towards new extensions. Some of the next possible features that are intended
are for instance given by the inclusion of arbitrary order (p ≥ 3) C1-elements,
treatment of arbitrary level hanging nodes, hybrid-dG FE-spaces for up to three
space dimensions, automatic hp-refinement, multigrid or other fast solvers for e.g.
the Navier-Stokes system, and isogeometric or NURBS-enhanced finite element
methods (NEFEM).
Chapter 2
Analytical investigations of
singularly perturbed model
problems with low regularity
2.1 Finite element superconvergence on Shishkin
meshes for convection-diffusion problems with
corner singularities
2.1.1 Introduction
Consider the following convection-diffusion boundary value problem on a family
of domains {Ωω}ω
Lu := −ε∆u+ b · ∇u+ cu = f in Ωω (2.1)
u = 0 on ∂Ωω. (2.2)
Here the domain Ωω is defined as follows: Starting with the unit square Ωpi/2 :=
(0, 1)2 we introduce a degree of freedom ω that describes the degeneration of the
square into a sheared parallelogram. More precisely, for every member of the
family Ωω, the parameter ω ∈ [pi2 , pi) denotes the interior angle at the origin, see
Figure 2.1.
5
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1
1
x
y
b
ω
−x0
Ωω
Figure 2.1: sheared unit square Ωω
Since we do not want to consider low regularity as an effect of non-smooth data
we assume all coefficients to be sufficiently regular, i.e. for instance at least f ∈
H1(Ωω). Thus, by the shift property of the elliptic operator L, one has in the
interior of the domain u ∈ H3(D) for all domains D such that D¯ ( Ωω. To
guarantee unique solvability of the weak formulation we furthermore make the
standard assumption:
c− 1
2
div b ≥ β0 > 0.
In this article we intend to generalize the proof of superconvergence estimates that
appear in the literature, in particular cf. [3] and [4], to the case of low regular
solutions. If one aims at relaxing the regularity assumption there exist several
possible approaches that are conceivable. On the one hand in [7] we gave semi-
robust a priori estimates where exclusively fractional order Sobolev-Slobodeckii
spaces were used as a tool. The main result there states that if the solution
lies in the space H2+σ(Ω) for some sharply given σ ∈ (0, 1) then the order of
supercloseness between the numerical solution uh and the interpolant of the exact
solution uI is diminished according to this very regularity parameter σ. More
precisely, one obtains the following bound in the ε-weighted H1 norm, ‖ · ‖2ε :=
ε‖∇(·)‖20 + ‖ · ‖20, showing the dependence on σ:
‖uI − uh‖1,ε ≤ C(ε 12h1+σ + h1+σ)‖u‖2+σ.
Hereby, the constant C is independent of ε and h but the norm of u still depends
on ε, in general.
On the other hand one can also think of decreasing the integrability parameter
q, such that one at least has u ∈ W 3,q(Ω) for some q < 2. In this paper we do
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not follow this idea but consider weighted Sobolev spaces. In our understanding
weighted spaces seem most appropriate due to the local character of singularities
of the solution. We define the weighted spaces by equipping the L2 norm of the
highest order partial derivatives with some appropriate weighting function. The
resulting modification of the ordinary Sobolev norms are given by the following
Definition 2.1. Fix some weighting parameter α > 0 and some integer k > 0.
Let D ⊂ R2 be some domain and M ⊂ D¯. The α-weighted Sobolev seminorm
(with respect to the set M) of a k-times weakly differentiable function u ∈ L2(Ω)
is defined to be
|u|2k, α,D :=
∑
|m|=k
‖rα∂mu‖20, D,
where r(x) := dist(x,M).
Moreover, the α-weighted Sobolev space Hkα(D) is defined as the subset of all
functions u ∈ Hk−1(D) with finite α-weighted seminorm of order k. Thus, the
natural norm in Hkα(D) is
‖u‖2k, α,D := ‖u‖2max{k−1,0}, D + |u|2k, α,D.
Remark 2.2. In this article the set M will consist of a single point, the origin
0 ∈ Ωω, where under Assumption 1 the only corner singularity will be located.
In view of the singular perturbed character of our model problem we are con-
fronted with additional difficulties: As in the case of sufficiently high regularity,
the derivation of estimates strongly relies on the availability of a solution decom-
position into smooth parts and rapidly decaying layer parts of the solution with
sufficient information on upper bounds of the respective components. Furthermore
it is not apparent how the singularity near the origin interacts with the layer parts
of the solution. So far, almost no information on this topic has been published
in the literature. Here, we want to work with the results stated in [8], where the
author analytically describes the intricate interaction of boundary layers and cor-
ner singularities in unbounded convex cone domains in combination with outflow
vector fields for a singularly perturbed convection-diffusion problem. The final re-
sult states a decomposition of the solution into layer and singular parts including
pointwise bounds for the respective terms and its derivatives.
To simplify the notation in the analysis let us assume that the convection field is
constant and can be written as b := bb0 with some constant b > 0 and some unit
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vector b0 ∈ R2 that satisfy
min{(b0,n1), (b0,n2)} =: β > 0
where n1,n2 denote the normal vectors at the lower left corner of Ωω (i.e. the
outflow boundary). Note that despite this assumption it is possible to extend
the analysis to non-constant vector fields. The crucial requirement is that the
direction of b has to be bounded away from being parallel to the edges such that
the occurring boundary layers do not degenerate into parabolic layers.
It is, however, still not excluded that the upper-right corner singularity, that is
propagated into the domain by the convection field, has significant effects on the
rate of superconvergence as well. Unfortunately, the precise structure of this sin-
gular behavior is completely different from the lower left corner singularity and
less than well understood in a sense that no tight upper bounds are available. This
undesirable behavior of the solution may be removed if one imposes an appropri-
ate compatibility condition on the right hand side f . For the unit square some
classical analysis reveals that this condition is satisfied if f vanishes in the upper
right vertex, cf. [9].
In the case of opening angles, i.e. whenever ω > pi
2
, things become much more
complicated. Indeed, in [10] it is stated that f then must be orthogonal to some
dual singular function s = s1 + s2 where s1 is explicitly known and behaves like
a negative power of the distance to the vertex and s2 ∈ H1(Ωω) is supported on
the whole domain. Unfortunately this orthogonality condition is, in general, not
verifiable. More details about the structure of this condition can be found in [8]
and [11]. For now we make the following
Assumption 1. LetD ⊂ Ω be a neighbourhood of the inflow corner xin = (1−x0, 1),
then the solution u satisfies u ∈ H3(D), i.e. the presence of inwardly propagated
boundary layers is excluded.
Finally, under this assumption, the analysis in [8] suggests a solution decomposi-
tion into smooth-, layer-, and singular layer parts. Let us first summarize these
results for our purposes.
Proposition 2.3. Let Ωω, ω ∈ [pi2 , pi), be some sheared unit square introduced
above. Furthermore let u ∈ H10 (Ωω) denote the weak solution to (2.1) with suffi-
ciently regular data.
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Then the regularity u ∈ H32− pi
ω
+δ(Ωω), for all δ > 0, holds and the solution admits
a decomposition
u = S + E + Z, (2.3)
where
• S ∈ H3(Ωω) is the smooth part that satisfies
‖S‖3 ≤ C
uniformly in ε.
• E = E1 + E2 are the standard exponentially decaying edge layer terms that
admit the following pointwise bounds
|∂kni∂ltiEi| ≤ Cε−k exp(−
βdi
ε
), 0 ≤ k + l ≤ 3, i = 1, 2,
where
d1(x) := dist(x, {x : x+ x0y = 0}),
d2(x) := dist(x, {x : y = 0})
and ∂ni (∂ti respectively) denotes the directional derivative in orthogonal
(tangential) direction to the respective linear submanifolds.
• Z is the additional term capturing both the corner layer and corner singu-
larity at the origin.
Beside the standard exponentially decaying bounds for E1 and E2, we have point-
wise estimates on the m-th partial derivatives of Z
|∂mZ| ≤ C

ε−m exp(−pr
ε
) m ∈ {0, 1},
ε−m(1 + ln r
ε
) exp(−pr
ε
) m = pi
ω
,
ε−m(1 + ( r
ε
)pi/ω−m) exp(−pr
ε
) m > pi
ω
, (2.4)
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uniformly in ε. The constant p is positive, independent of ε and depends moderately
on the angle ω and the lower bound of the convection field b,
p = β sinω.
One observes that the interplay between the corner layer and the edge singularity
occurs in a multiplicative manner. Finally, this detailed knowledge of the structure
of the solution u allows to analyze the finite element discretization on a Shishkin
mesh (see Section 2.1.2).
Supercloseness estimates in the case of sufficient regularity of the solution on the
unit square have already been thoroughly investigated in [3], [4] and [1]. Assuming
that the singularly perturbed character of the problem is not resolved by the
discretization, i.e.
ε ≤ CN−1,
(an assumption that we will make throughout this chapter) the main results therein
state that on a Shishkin mesh both with and without streamline diffusion stabi-
lization (SDFEM) one theoretically obtains supercloseness of order two, i.e.
‖uI − uN‖ε ≤ C
(
lnN
N
)2
Galerkin FEM,
‖uI − uN‖SD ≤ C
(
lnN
N
)2
SDFEM.
Here, the numerical solution is denoted by uN , where the value N counts the
number of elements in one coordinate direction. Moreover, the second left hand
side denotes the streamline diffusion norm which will be introduced in Section
2.1.4.
2.1.2 Discretization
First, let us discretize (2.1) with the Galerkin finite element method using bilinear
finite elements on a structured tensor product partition T N of Ωω into closed
quadrilateral elements {Ki}i=1...N . Let V N ⊂ H10 (Ωω) denote the corresponding
finite dimensional subspace. Then the discrete problem reads:
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Find uN ∈ V N such that
aGal(u
N , vN) := ε
∫
Ωω
∇uN · ∇vN dx +
∫
Ωω
(b · ∇+ c)uN vN dx =
∫
Ωω
fvN dx,
(2.5)
for all vN ∈ V N .
Furthermore, to resolve the boundary layers, we define T N to be the piecewise
uniform partition that one obtains by shearing an ordinary Shishkin mesh with
transition points τx, τy (cf. Figure 2.2 and compare [6]). We obtain the following
(1, 0)
(−x0, 1)
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Figure 2.2: analyzed mesh T N
subdomains associated with T N :
Ω0 := {x ∈ Ω0 | ((d1(x), d2(x)) > (τx, τy))}
Ωx := {x ∈ Ω0 | d1(x) < τx, d2(x) > τy}
Ωy := {x ∈ Ω0 | d1(x) > τx, d2(x) < τy}
Ωxy := {x ∈ Ω0 | ((d1(x), d2(x)) < (τx, τy))},
where again di measures the orthogonal distance to the edge that corresponds to
Ei. Additionally, for notational purposes, we need a further subdivision of the
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domain Ωω. Let us define
Ω∗0 :=
⋃
{K ⊂ Ω¯0 |K ∩ Ωx ∪ Ωy 6= ∅}
Ω∗x :=
⋃
{K ⊂ Ω¯x |K ∩ Ω¯xy 6= ∅}
Ω∗y :=
⋃
{K ⊂ Ω¯y |K ∩ Ω¯xy 6= ∅}
ΩR := {x ∈ Ω¯ω | |x| < R}.
The transition points τx and τy of the Shishkin mesh divide the number of mesh
intervals in half and are chosen such that both the edge layer terms E1, E2 and the
corner layer term Z have decayed sufficiently in the respective coarsely discretized
parts. From the analysis it turns out that sufficient decay specifically means being
of less or equal order O(N−2.5). In particular with the choice
R := 2.5
ε
p
lnN ⇐⇒ exp
(
−pR
ε
)
= N−2.5 (2.6)
and
τ := τx = τy = R =⇒ exp
(
−βτ
ε
)
≤ exp
(
−pR
ε
)
= N−2.5
this decay condition is satisfied.
2.1.3 Analysis of the Galerkin FEM
Recall that the term superconvergence denotes the (higher order) convergence of
the numerical solution uN to the bilinear nodal interpolant of the exact solution.
Hence, we are interested in the asymptotic decay of ‖uN − uI‖ε as N →∞.
The analysis leading to the desired estimates starts as follows: First we exploit
coercivity of the bilinear form. Subsequently by Galerkin orthogonality one can
substitute the numerical solution uN for the exact solution u in the first argument:
‖uN − uI‖2ε ≤ c−1coerc aGal(uN − uI , uN − uI) = c−1coerc aGal(u− uI , uN − uI). (2.7)
For brevity, let us set the finite element function uN − uI =: vN and consider
arbitrary vN ∈ V N as the second argument in the sequel. If we now insert the
solution decomposition (2.3) for u, the bilinear form as well decomposes into three
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parts:
‖uN − uI‖2ε ≤ C{aGal(S − SI , vN) + aGal(E − EI , vN) + aGal(Z − ZI , vN)}.
Since the properties of both the smooth part S and the layer parts Ei (i = 1, 2)
do not differ from the analysis in [3] one is able to carry over parts of the proof.
However, one has to be aware of the fact that this work merely considers square
domains. Analogous statements on parallelograms are easily obtainable by apply-
ing a transformation of variables subject to a linear mapping to the unit square.
Hence we immediately recall from [3], formulae (5.5) and (5.4),
aGal(S − SI , vN) ≤ C ln
1
2 N
N2
‖vN‖ε, (2.8)
aGal(E − EI , vN) ≤ C
(
lnN
N
)2
‖vN‖ε. (2.9)
Thus, what is left to consider is the third term involving the mixed layer-singularity
part Z. The bilinear form aGal(·, ·) may be written as two major parts, a diffusion
term and a convection-reaction term , i.e.
aGal(Z − ZI , vN) = ε
∫
Ω
∇(Z − ZI) · ∇vN dx +
∫
Ω
(b · ∇+ c)(Z − ZI)vN dx.
(2.10)
Each term will be estimated separately in the following subsections.
The term Z entirely captures the singular behaviour of the exact solution u. To
treat this singular term in the context of weighted Sobolev spaces H3α(Ω), we need
some special kind of interpolation estimate that will be given by the following
lemma. The proof is completely constructive and hence gives a good intuitive
understanding of the use of weights.
Lemma 2.4. Let Q := (a1, b1)× (a2, b2) ⊂ Ω := (0, 1)2 and hi := (bi−ai), i = 1, 2,
w ∈ H1α(Ω) and r(x) = dist(x,0) then
‖w − ΠQw‖20,Q ≤ C
(
h2−2α1 ‖rα∂1w‖20, Q + h2−2α2 ‖rα∂2w‖20, Q
)
with ΠQw :=
1
|Q|
∫
Q
w(x) dx.
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Proof. We assume that w ∈ C1(Ω) and do the following calculations. The claim
follows from a density argument.
‖w − ΠQw‖20,Q ≤
≤ 1|Q|
∫
Q
∫
Q
(w(x)− w(y))2 dx dy
≤ 2|Q|
∫
Q
∫
Q
(w(y1, x2)− w(x1, x2))2 dx dy + 2|Q|
∫
Q
∫
Q
(w(y1, y2)− w(y1, x2))2 dx dy
=
4
|Q|
∫∫
Q×Q
1{x1≤y1}(x1, y1)(w(y1, x2)− w(x1, x2))2 dx dy + [. . .]
≤ 4|Q|
∫∫
Q×Q
1{x1≤y1}(x1, y1)
(∫ y1
x1
r−αrα∂1w(η, x2)dη
)2
dx dy + [. . .]
≤ 4|Q|
∫∫
Q×Q
1{x1≤y1}(x1, y1)
∫ y1
x1
(η2 + x22)
−αdη
∫ y1
x1
(η2 + x22)
α∂1w(η, x2)
2dη dx dy + [. . .]
≤ 4|Q|h2
a1+h1∫
y1=a1
y1∫
x1=a1
y1∫
x1
(η2 + a22)
−αdη
a2+h2∫
x2=a2
y1∫
x1
(η2 + x22)
α∂1w(η, x2)
2dηdx2dx1dy1 + [. . .]
≤ 4|Q|h2
a1+h1∫
y1=a1
y1∫
x1=a1
y1∫
x1
(η2 + a22)
−αdηdx1dy1 ‖rα∂1w‖20,Q + [. . .]
≤ 4
a1+h1∫
a1
a1+h1∫
x1
(η2 + a22)
−αdηdx1 ‖rα∂1w‖20,Q + 4
a2+h2∫
a2
a2+h2∫
x2
(a21 + η
2)−αdηdx2 ‖rα∂2w‖20,Q.
Note that due to symmetry in the terms we omitted estimates of the second
summand by using the symbol [. . .]. Now we have to distinguish two cases. First,
if dist((a1, a2), (0, 0)) ≥ h1 we estimate
a1+h1∫
a1
a1+h1∫
x1
(η2 + a22)
−αdηdx1 ≤
a1+h1∫
a1
a1+h1∫
x1
h−2α1 dηdx1 ≤
h2−2α1
2
.
Otherwise, for the same term, we blow up the domain of integration and integrate
to get a similar bound:
a1+h1∫
a1
a1+h1∫
x1
(η2 + a22)
−αdηdx1 ≤
2h1∫
0
2h1∫
x1
η−2αdηdx1 =
22−2α
2− 2αh
2−2α
1 .
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Before applying this lemma in the analysis of the diffusion term let us first compute
the H3α seminorm of Z for later use.
Lemma 2.5. Let Z be the singular layer part defined above. Then Z ∈ H3α(Ωω)
holds for all α > 2− pi
ω
with the following upper bound in terms of powers of ε
‖∂3Z‖0,α ≤ Cε−2+α.
Proof. We use the pointwise bounds (2.4) and compute
‖∂3Z‖20,α ≤ Cε−6
∫ 2
0
r2α
(
1 + (
ε
r
)3−
pi
ω
)2
e−
2pr
ε r dr
ρ:= r
ε≤ Cε−6ε2+2α
∫ ∞
0
ρ2α+1
(
1 + (
1
ρ
)3−
pi
ω
)2
e−2pρ dρ
≤ Cε−4+2α.
Note that the integral in the penultimate estimate converges both at infinity be-
cause of the decaying exponential function and at zero if the integrand grows slower
than ρ−1 for ρ→ 0, i.e.
2α + 1− 2(3− pi
ω
) > −1⇐⇒
2− pi
ω
< α. (2.11)
2.1.3.1 Diffusion term
Continuing from (2.10) let us now estimate the diffusion term. First, consider
elements in the fine part of the mesh, i.e. K ⊂ Ωxy. We introduce zero as a
virtual degree of freedom using the fact that∫
K
(p− pI)x vNx dx =
∫
K
(p− pI)y vNy dx = 0
on every element K, for all quadratic polynomials p ∈ P2 and vN ∈ Q1 (see
[12], where the author suggests this modified idea going back to [13]). This can
most easily be verified by a direct calculation on the reference element and some
subsequent affine mapping. Hence, we may insert an arbitrary quadratic polyno-
mial and obtain one power of h by the Cauchy-Schwarz inequality and a standard
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interpolation estimate∫
K
∇(Z − ZI) · ∇vN dx =
∫
K
∇((Z − p)− (Z − p)I) · ∇vN dx
≤ Ch|Z − p|2,K‖∇vN‖0,K .
If now p ∈ P2 is chosen to be an arbitrary quadratic polynomial such that
∂mp =
1
|K|
∫
K
∂mZ dx,
for all multi-indices m ∈ {γ ∈ N2 | |γ| = 2}, we can apply Lemma 2.4 to bound
the contribution on K:∫
K
∇(Z − ZI) · ∇vN dx ≤ Ch2−α|Z|3, α,K‖∇vN‖0,K (2.12)
≤ C
(
ε lnN
N
)2−α
|Z|3, α,K‖∇vN‖0,K . (2.13)
By summing up and using Lemma 2.5 we obtain
ε|
∫
Ωxy
∇(Z − ZI) · ∇vN dx| ≤ C√ε
(
ε lnN
N
)2−α
|Z|3, α‖vN‖ε,Ωxy (2.14)
≤ C√ε
(
lnN
N
)2−α
‖vN‖ε,Ωxy . (2.15)
For elements outside the outflow corner region, i.e. K ⊂ Ω0 ∪ Ωx ∪ Ωy, we benefit
from the fact that the corner layer term Z has decayed sufficiently:
ε|
∫
Ω\Ωxy
∇(Z − ZI) · ∇vN dx| ≤ √ε{‖∇Z‖Ω\Ωxy + ‖∇ZI‖Ω\Ωxy} ‖vN‖ε,Ω. (2.16)
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After replacing the layer function itself by its pointwise exponential upper bound
one obtains
‖∇Z‖Ω\Ωxy ≤ Cε−1‖e−
pr
ε ‖Ω\ΩR
≤ Cε−1
(∫ 1
R
e−
2pr
ε r dr
) 1
2
≤ C
(∫ ∞
R/ε
e−2pρρ dρ
) 1
2
≤ C(1 + lnN) 12 e− pRε
≤ C (lnN)
1
2
N2.5
.
As the bilinear interpolation operator is not uniformly H1 stable with respect to
ε, i.e. ‖∇ZI‖0 ≤ C‖∇Z‖0 does not hold in general with a constant independent
of ε, the techniques for the second part in (2.16) involve slightly more effort. We
separately consider the three subdomains Ω0, Ωx and Ωy. On Ω0 an application of
an inverse inequality together with the decay property (2.6) for all O(N) elements
K ⊂ Ω¯∗0 and the pointwise upper bounds (2.4) for the remaining elements yields
‖∇ZI‖Ω0 ≤ N‖ZI‖Ω0 ≤ CN
∑
K⊂Ω∗0
N−2N−5 + ‖e− prε ‖2Ω0\Ω∗0

1
2
≤ C
{
1
N2
+
(lnN)
1
2
N2.5
}
.
On Ωx and Ωy the procedure is similar in that the treatment of the N elements
K ⊂ Ω¯∗x or K ⊂ Ω¯∗y is different to the remaining elements. Here, however, instead
of using an inverse estimate we directly apply the exponential bound on the first
derivatives of Z which can be done since on every element one has
max
K
|∇ZI | ≤ max
K
|∇Z|,
by the mean value theorem. Hence,
‖∇ZI‖2Ωx∪Ωy ≤ C
{
N(N−2 ε lnN)(ε−2N−5) + ε−2‖e− prε ‖2Ω\ΩR
}
≤ C
{
ε−1
lnN
N6
+
lnN
N5
}
.
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By collecting all ingredients we can now give the final estimate for the diffusion
term
ε|
∫
Ω
∇(Z − ZI) · ∇vN dx| ≤ C
{
√
ε
(
lnN
N
)2−α
+
(lnN)
1
2
N3
}
‖vN‖ε. (2.17)
2.1.3.2 Convection and reaction term
By performing integration by parts and exploiting the fact that we have homo-
geneous Dirichlet boundary conditions one realizes that it essentially remains to
consider bounds for the L2 interpolation error of Z:∣∣∣∣∫
Ω
(b · ∇+ c)(Z − ZI)vN dx
∣∣∣∣ = ∣∣∣∣∫
Ω
(Z − ZI)(c−∇ · b)vN dx−
∫
Ω
(Z − ZI)b · ∇vN dx
∣∣∣∣
≤ (‖Z − ZI‖+ ε− 12‖Z − ZI‖Ω\Ω∗0)‖vN‖ε + A,
(2.18)
where
A =
∣∣∣∣∣
∫
Ω∗0
(Z − ZI)b · ∇vN dx
∣∣∣∣∣ ≤ 2‖Z‖∞,Ω∗0 ∑
K⊂Ω∗0
∫
K
|b · ∇vN | dx
≤ CN−2.5
∑
K⊂Ω∗0
N−1‖b · ∇vN‖0,K
≤ CN−2.5
∑
K⊂Ω∗0
‖vN‖0,K
≤ CN−2‖v‖ε. (2.19)
Note that it is precisely in (2.19) where we need a sufficient decay of order
O(N−2.5). It remains to bound the bilinear interpolation error on the various
subdomains
D ∈ {Ω∗0,Ω0\Ω∗0,Ωxy,Ωx,Ωy}.
On the corner part Ωxy we use a standard interpolation estimate and the a priori
bound (2.4) for the second derivatives of Z that correspond to ω > pi
2
. The
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alternative case ω = pi
2
including the logarithmic expression is straightforward:
‖Z − ZI‖0,Ωxy ≤ Cε2
(
lnN
N
)2
|Z|2,Ω
≤ C
(
lnN
N
)2(∫ ∞
0
(1 + (
ε
r
)2−pi/ω)2 e−
2pr
ε r dr
) 1
2
≤ Cε
(
lnN
N
)2(∫ ∞
0
ρ(1 + (
1
ρ
)2−pi/ω)2 e−2pρ dρ
) 1
2
≤ Cε
(
lnN
N
)2
. (2.20)
By collecting all powers of ρ in the last integral one indeed checks finiteness as
long as ω < pi.
For the remaining subdomains D we first apply a triangle inequality
‖Z − ZI‖D ≤ ‖Z‖D + ‖ZI‖D.
While the layer function Z itself is easily bounded with the help of the pointwise
upper bounds (2.4)
‖Z‖D ≤ C‖e−
pr
ε ‖D ≤ C‖e−
pr
ε ‖Ω\ΩR ≤ Cε
(lnN)
1
2
N2.5
,
the interpolant is bounded as follows depending on the subdomain:
‖ZI‖Ω∗0 ≤ C(NN−2N−5)
1
2 ≤ CN−3
‖ZI‖Ω0\Ω∗0 ≤ C‖e−
pr
ε ‖Ω\ΩR ≤ Cε
(lnN)
1
2
N2.5
‖ZI‖Ωx∪Ωy ≤ C{N(N−2ε lnN)N−5 + ‖e−
pr
ε ‖2Ω\ΩR}
1
2 ≤ C
{
ε
1
2
(lnN)
1
2
N3
+ ε
(lnN)
1
2
N2.5
}
.
The collection of the lowest order terms yields the estimate for the convection-
reaction term:∣∣∣∣∫
Ω
(b · ∇(Z − ZI) + c(Z − ZI))vN dx
∣∣∣∣ ≤ C
{
√
ε
(
lnN
N
)2
+
1
N2
}
‖vN‖ε.
(2.21)
Let us now summarize the main result by gathering the just derived bounds (2.17)
and (2.21). After recalling the known estimates (2.8) and the relation (2.11)
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between α and ω we arrive at the following result
Theorem 2.6. Under the assumptions made above the following supercloseness
error bound for the solution of (2.1) holds:
‖uI − uN‖ε ≤ C
(
√
ε
(
lnN
N
) pi
ω
−δ
+
(
lnN
N
)2)
, for all δ > 0. (2.22)
It is remarkable that, due to the factor
√
ε, the theoretical bound suggests that a
diminishing of the rate of superconvergence is not immediately observable unless
the discretization is fine enough. Hence for small values of ε and moderate N we
expect to observe the full rate of superconvergence although the solution is too
singular to be in H3(Ωω). Gradually, the order of superconvergence is supposed
to drop until the term of diminished order dominates fully.
2.1.4 Analysis of the streamline diffusion FEM
We introduce the streamline diffusion method by defining the augmented bilinear
from
aSD(u, v) := aGal(u, v) + aStab(u, v)
where
aStab(·, ·) : H2(Ωω, T N)×H1(Ωω) −→ R
aStab(u, v) =
∑
K⊂Ω0
δK
∫
K
(−ε∆u+ b · ∇u+ cu)b · ∇v dx
and H2(Ωω, T N) := {v ∈ H1(Ωω) | ∀K ∈ T N : v|K ∈ H2(K)}. The numbers
δK ≥ 0 are appropriately chosen piecewise constant parameters. Thus, the solution
to the streamline diffusion method is defined as follows: Find uN ∈ V N such that
aSD(u
N , vN) =
∫
Ωω
fvN dx +
∑
K⊂Ω0
δK
∫
K
f b · ∇vN dx for all vN ∈ V N .
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Moreover, we define the streamline diffusion norm as a natural energy norm asso-
ciated with the bilinear form aSD(·, ·):
‖v‖2SD = ‖v‖20 + ε‖v‖21 +
∑
K⊂Ω0
δK‖b · ∇v‖20,K .
Typically, one stabilizes outside the layer region where the δK ’s are chosen to be
of order O(N−1) in the convection dominated case. Thus, analogous to [4], we set
δK =
N−1 K ⊂ Ω¯0,0 else.
With this choice and for N sufficiently large, it can be shown that
aSD(u
N , vN) ≥ 1
2
‖vN‖2SD for all vN ∈ V N .
We refer to the monograph [6], in particular to Section III.3.2.1 therein, for details.
This coercivity estimate, and the fact the ε-weighted H1 norm is weaker than the
SD-norm defined above, allows to do a similar analysis to (2.7) in the stabilized
case. The analysis involving the smooth part S and the edge layer terms E1, E2
has already been done in [4]. Hence, here again just estimates for the singular
corner layer term Z are of interest.
To give an upper bound of this final term aStab(Z−ZI , vN), we need the following
lemma.
Lemma 2.7. There exists a constant C independent of ε such that
ε‖∆Z‖L1(Ω0) + ‖∇Z‖L1(Ω0) ≤ CN−2.5.
Proof.
ε‖∆Z‖L1(Ω0) + ‖∇Z‖L1(Ω0) ≤ Cε−1
∫ r0
R
e−
pr
ε
(
1 +
(r
ε
) pi
ω
−2)
r dr
= Cε
∫ r0
ε
R
ε
e−pρ(1 + ρ
pi
ω
−2)ρ dρ
≤ C
∫ ∞
R
ε
e−pρdρ ≤ Ce− pRε ≤ CN−2.5.
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Now we can bound the remaining term:
|aStab(Z − ZI , vN)| =
∣∣∣∣∣ ∑
K⊂Ω0
δK
∫
K
(ε∆Z + b · ∇(Z − ZI) + c(Z − ZI))(b · ∇vN) dx
∣∣∣∣∣
≤ CN−1
∑
K⊂Ω0
(ε‖∆Z‖L1(K) + ‖∇Z‖L1(K))‖b · ∇vN‖∞,K+
CN−1
∑
K⊂Ω0
(‖∇ZI‖0,K + ‖Z − ZI‖0,K)‖b · ∇vN‖0,K
≤ CN−1{ε‖∆Z‖L1(Ω0) + ‖∇Z‖L1(Ω0)}‖b · ∇vN‖∞,Ω0+
CN−
1
2{‖∇ZI‖0,Ω0 + ‖Z − ZI‖0,Ω0}‖vN‖SD
≤ C{N 12 (ε‖∆Z‖L1(Ω0) + ‖∇Z‖L1(Ω0))+
N−
1
2 (‖∇ZI‖0,Ω0 + ‖Z − ZI‖0,Ω0)}‖vN‖SD
≤ CN−2‖vN‖SD,
where in the penultimate estimate we used an inverse inequality to switch from
the L∞ to the L2 norm of b ·∇vN . Observe that the expression ∆ZI is indeed zero
on each element as we use a piecewise bilinear finite element space. Altogether,
we obtain a similar result for the SDFEM as for the Galerkin method.
Theorem 2.8. Under the assumptions made above the following supercloseness
error bound for the streamline diffusion discretization holds:
‖uI − uN‖SD ≤ C
(
√
ε
(
lnN
N
) pi
ω
−δ
+
(
lnN
N
)2)
for all δ > 0. (2.23)
Remark 2.9. Note that eventually the knowledge of supercloseness makes it pos-
sible to apply a post-processing procedure to the numerical solution to obtain a
higher order approximation with little additional effort. For details we refer to [3]
and [4].
2.1.5 Numerical Experiments
In this section we want to illustrate our results by computing orders of supercon-
vergence for the following boundary value problem
−ε∆u+ b · ∇u+ u = f in Ωω, (2.24)
u = 0 on ∂Ωω.
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The convection field b is set to be the constant unit vector that precisely cuts the
angle ω in half, i.e.
n1 · b = n2 · b,
where again n1 and n2 denote the exterior normal vectors of the two boundary
edges adjacent to ω. Together with the constraint |b| = 1 this uniquely defines
the convection field:
b =
1√
1 + (x0 − 1)2
(
x0 − 1
1
)
.
Moreover, we consider some special right hand side f : The choice is motivated by
the intention to sufficiently eliminate the (theoretical) impact of the upper right
corner singularity that is convected into the domain. From regularity analysis
(compare [14], [15], [16] and [11], Lemma 8.4.3.1) it is known that the leading
coefficient c in front of the highest singular term, the so called stress intensity
factor, at some vertex with interior angle α may be expressed by the following
formula:
c =
1
pi
∫
Ω
∆(ηu) r−
pi
α sin(
pi
α
ϕ) dΩ.
Thereby η denotes an arbitrary cut-off function equal to one in a neighborhood
of the respective vertex and vanishing in every other conical point of the do-
main. From this expression one realizes that this factor becomes less significant
the smaller the solution u and its derivatives are on the support of η. This leads
to the following choice of a piecewise linear function that vanishes in the upper
right part of the domain:
f(x, y) = max{0, 1− x− (1 + x0)y},
see Figure 2.3. Strictly speaking, as the compatibility condition is not met by f
the disruptive corner singularity will not be eliminated completely. Nevertheless,
the corresponding stress intensity factor becomes sufficiently small such that any
effect is not noticeable until extremely fine discretizations.
The singular perturbation parameter will vary between ε ∈ {10−2, 10−3, 10−6},
whereas the magnitude of shearing will be x0 ∈ {0, 12 , 2, 3}, corresponding to ap-
proximately ω ∈ {pi
2
, 2.03, 2.7, 2.8}, respectively. As no exact solution will and
can be prescribed, the numerical errors are determined with the help of a higher
order reference solution using Q4-elements on the finest mesh (N = 1024). Note
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Figure 2.3: Right hand side for x0 = 0.5
that for different test problems with known solutions we observed that the respec-
tive orders of convergence both against a reference solution and the exact solution
were almost identical. Moreover, for problem (2.24) almost the same orders where
obtained for different choices of reference solutions (e.g. Q3-elements (N = 1024)
or Q2-elements (N = 2048) ).
Both for the Galerkin method and the SDFEM we compute the following exper-
imental orders of (super)convergence (EOC) as powers of lnN/N . The data has
to be compared with the theoretical orders, TOC = pi
ω
, that asymptotically are
expected to occur in the refinement procedure. Our results clearly reveal lower
orders with a growing interior angle. Moreover, smaller values of the perturbation
parameter ε indeed slow down the decrease in order of convergence, as expected
from the main results (2.22) and (2.23). Further investigations show that in both
cases the first order convergence of ‖u− uN‖ε and ‖u− uN‖SD are not affected by
the loss of regularity, as they just require a minimal smoothness of u ∈ H2(Ωω)
that is automatically given for convex domains Ω.
N x0 = 0 x0 = 0.5 x0 = 2 x0 = 3
16 2.2989 1.9276 1.4077 1.1057
32 2.0361 1.9034 1.6156 1.3696
64 1.9995 1.9318 1.6729 1.4653
128 1.9981 1.9419 1.5421 1.2874
256 1.9990 1.9232 1.3264 1.0585
512 1.9955 1.8992 1.1726 0.9863
1024 1.9982 1.8636 1.1311 1.1209
TOC 2.0000 1.5442 1.1731 1.1141
Table 2.1: EOC for ‖uI − uN‖ε, Galerkin, ε = 1e− 2
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N x0 = 0 x0 = 0.5 x0 = 2 x0 = 3
16 2.5825 2.1584 1.4388 1.1281
32 2.1445 1.9451 1.6910 1.4745
64 2.0354 1.9660 1.8453 1.7159
128 2.0081 1.9781 1.8724 1.7622
256 2.0038 1.9876 1.7813 1.5891
512 2.0036 1.9780 1.5850 1.3113
1024 1.9987 1.9745 1.3537 1.1301
TOC 2.0000 1.5442 1.1731 1.1141
Table 2.2: EOC for ‖uI − uN‖ε, Galerkin, ε = 1e− 3
N x0 = 0 x0 = 0.5 x0 = 2 x0 = 3
16 2.6058 2.2116 1.4586 1.1364
32 2.1892 1.9847 1.7038 1.4824
64 2.0543 1.9712 1.8701 1.7573
128 2.0103 1.9780 1.9476 1.9026
256 1.9933 1.9813 1.9763 1.9591
512 1.9918 1.9868 1.9841 1.9686
1024 1.9967 1.9942 1.9752 1.9329
TOC 2.0000 1.5442 1.1731 1.1141
Table 2.3: EOC for ‖uI − uN‖ε, Galerkin, ε = 1e− 6
N x0 = 0 x0 = 0.5 x0 = 2 x0 = 3
16 2.5210 1.0674 2.0418 1.1437
32 2.1166 1.9251 1.7098 1.3666
64 1.9473 1.9041 1.7111 1.4652
128 1.6628 1.7261 1.6557 1.2874
256 2.1681 2.0495 1.4353 1.0585
512 2.0682 1.9497 1.1849 0.9863
1024 2.0319 1.8831 1.1345 1.1209
TOC 2.0000 1.5442 1.1731 1.1141
Table 2.4: EOC for ‖uI − uN‖SD, SDFEM, ε = 1e− 2
N x0 = 0 x0 = 0.5 x0 = 2 x0 = 3
16 2.8425 2.3645 1.6845 1.4063
32 2.3101 2.0555 1.7417 1.5061
64 2.1002 2.0004 1.8519 1.7223
128 2.0333 1.9941 1.8736 1.7537
256 2.0196 1.9967 1.7758 1.5786
512 2.0118 1.9764 1.5684 1.3076
1024 2.0099 1.9617 1.3584 1.0993
TOC 2.0000 1.5442 1.1731 1.1141
Table 2.5: EOC for ‖uI − uN‖SD, SDFEM, ε = 1e− 3
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N x0 = 0 x0 = 0.5 x0 = 2 x0 = 3
16 2.8244 2.3837 1.7173 1.4533
32 2.3180 2.0776 1.7671 1.5384
64 2.1224 2.0156 1.8904 1.7734
128 2.0484 2.0025 1.9564 1.9090
256 2.0193 1.9991 1.9818 1.9624
512 2.0071 1.9979 1.9864 1.9697
1024 2.0024 1.9976 1.9760 1.9333
TOC 2.0000 1.5442 1.1731 1.1141
Table 2.6: EOC for ‖uI − uN‖SD, SDFEM, ε = 1e− 6
2.2 Convergence and supercloseness of a singu-
larly perturbed convection-diffusion problem
on the L-shaped domain
2.2.1 Introduction and notation
In this section we want to go one step further and analyze a singularly perturbed
boundary value problems on a non-convex domain. In this case the exact solution
u even fails to be in H2(Ω), again due to the presence of a singularity at the non-
convex corner. Thus, in particular, the techniques applied in the previous section
are not directly applicable.
So far, the issue of robust convergence for the singularly perturbed setting on a
non-convex domain that includes singularities has been an open question. Note
that, because of u /∈ H2(Ω , one may not even expect first order convergence,
in general. In [17], for a singularly perturbed reaction-diffusion problems on the
L-shaped domain, the authors investigated a finite difference scheme and proved
almost second-order convergence of their method in the discrete maximum norm.
Here, we want to establish an analogue robust convergence result for the finite
element method in the same natural energy norm ‖·‖1,ε as in the previous section.
Additionally, we are interested in studying the applicability of graded meshes with
grading locally near the strongest singularity to allow for higher order convergence
of the numerical solution in the context of p-FEM and superconvergence for bi-
linear elements. Specifically, we intend to show how, by the use of an appropriate
grading, finite element spaces with piecewise higher order polynomials may admit
optimal convergence despite low regularity locally near the incoming corner.
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As it turns out, in the singularly perturbed regime the impact of the strongest
singularity is moderate in the sense that its induced lower order part of the con-
vergence bound is multiplied by some small number of order ε1/2. We also show
that the additional application of grading near the singularity indeed allows to
recover the optimal convergence in a continuous way. Finally, extensive numerical
studies shall serve to illustrate and verify the theoretical results.
To specify the problem, let us consider the standard Galerkin finite element method
for the same differential operator as in (2.1) with homogeneous Dirichlet boundary
conditions
−ε∆u+ b · ∇u+ cu = f in Ω
u = 0 on ∂Ω. (2.25)
In contrast to the previous section, we define Ω to be the L-shaped domain with
incoming corner at the origin
Ω¯ := (0, 1)2 ∪
(
(0, 1)2 −
(
1
0
))
∪
(
(0, 1)2 −
(
0
1
))
.
The convection field b ∈ L∞(Ω)2 thereby is required to satisfy the condition
b ≤ (β1, β2)T < (0, 0)T ,
such that exponential boundary layers occur at the south and west boundary
segments of Ω, see Figure 2.4.
By standard means, we consider the weak formulation to problem (2.25) with
bilinear form a(·, ·) and variational space V = H10 (Ω) and seek our numerical so-
lution in the finite dimensional subspace V N ⊂ V as formulated in (2.5). Here,
however, the definition of V N generically comprises both bilinear as well as higher
order quadrilateral elements. Thereby, we emphasize that, in the same way as in
Section 2.1 we make the reasonable assumption that ε ≤ CN with some moderate
constant C, since otherwise the use of the ordinary Galerkin method allows to
obtain results in a much less complicated way.
Finally, let us state the convention that estimates which, up to some constant,
lead to a given bound are abbreviated by the symbol . , if the involved con-
stant is independent of the mesh parameter N and the smallness of the singular
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perturbation ε.
2.2.2 Solution decomposition and a priori bounds
In the analysis we strongly rely on the availability of a decomposition of the exact
solution in smooth and various layer parts that characterize the observed behav-
ior. For convection-diffusion problems on the unit square such decompositions are
widely used - mostly formulated as assumption. In [2] the authors could prove
a Shishkin-type decomposition for the unit square under certain compatibility
assumptions on the data. While in the absence of compatibility conditions, for
reaction-diffusion problems a rigorous prove on arbitrary polygons has been given
in [18], the situation for convection-diffusion problems is more involved. The first
result in that direction has been published in [8]. Therein B. Kellogg proved the
singular behavior of the exact solution of a convection-diffusion problem near the
outflow corner of an unbounded convex cone. While in the previous section we
directly used these result in our decomposition, here we need to assume that the
exact solution can be decomposed in the following way that canonically generalizes
Kellogg’s bounds to singularities at non-convex corners:
Assumption 2. For the analysis assume that
u = uS + uL + uC ,
where
a) uS is smooth and bounded in H
p+1(Ω) independent of ε, i.e. ‖uS‖p+1 ≤ C
b) uL comprises all edge layer terms. The condition on the sign of the convection
field b results in four smooth exponential layers, (Ei)
4
i=1, at the boundary
segments parallel to x = 0, y = 0 and x = −1, y = −1, each of which satisfy
the respective pointwise bounds (multi-index γ ∈ N2):
Chapter 2. Analytical investigations 29
|DγE1(x)| . ε−γ1e−β1(x+1)/ε,
|DγE2(x)| . ε−γ2e−β2y/ε,
|DγE3(x)| . ε−γ1e−β1x/ε,
|DγE4(x)| . ε−γ2e−β2(y+1)/ε.
(−1,0)
(−1,1)
(0,−1)
(0,0)
b
(1,−1)
(1,1)
E4
E3
E2
E1
Figure 2.4: Exponential bound-
ary layers
c) uC constitutes the singular corner layer term satisfying
|DγuC(x)| . ε−|γ|
(r
ε
) 2
3
−|γ|
e−βr/ε, (2.26)
where β := min{β1, β2} and r = |x| denotes the distance from the origin.
We remark that the ultimate assumption is motivated by both [18, Proposition
2.6.14], where the author proved a bound of identical structure for reaction-
diffusion problems on polygons, and the main result in the previously cited paper
[8] whose canonical generalization to non-convex polygons yields our assumption
(2.26). Also note that in practise five more singular components are contained in
the exact solution. For the analysis we purposely omit all those “weaker” singular
corner layers sitting at the right-angled vertices of Ω as their effect is dominated
by the singularity originating from the incoming corner. For two of them (at
(−1, 0) and (0,−1)) their impact has already been analyzed in the previous sec-
tion. We will comment on their presence later on in the analysis. Moreover, the
parts located at (−1, 1) and (1,−1) are even weaker than the previous two as their
derivatives are not scaled with negative powers of ε. In general, the last singularity
at the upper right corner is carried into the domain, resulting in a weak interior
layer of large second derivatives. Unfortunately, there is no theoretical result that
satisfactorily describes this behavior. In our numerical experiments we will ex-
clude its presence by demanding a compatibility condition on the right hand side
of (2.1),
f(1, 1) = 0.
Although this conditions does not completely eliminate the interior layer, it further
diminishes its impact on the convergence behavior, compare Subsection 2.2.5.
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To illustrate the various parts of the exact solution, in Figure 2.5 and 2.6 we
display derivatives of uL and uC of a reference solution solved on a very fine mesh.
Figure 2.5: First and second (pure) derivatives of edge layers uL
Figure 2.6: Plot of ∂xuC and ∂xxuC in the vicinity of the incoming corner
2.2.3 Discretization
In order to obtain good results for the solution of our boundary value problem, the
finite element space must account for the complicated structure of the solution by
resolving the occuring layers and singularities. The thus obtained improved ap-
proximation properties are realized by using a Shishkin mesh to deal with the
outflow layers in combination with a specially adapted grading that ensures an
appropriate treatment of the singularity of the corner layer uC . Hereby, the math-
ematical description of the L-shaped mesh as a union of three Shishkin meshes on
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(shifted) unit squares turns out to be most suitable. Thus, let us decompose the
L-domain as follows:
Ω¯ =
3⋃
m=1
Ω(m), with
Ω(1) = [−1, 0]× [0, 1],
Ω(2) = [0, 1]× [0, 1],
Ω(3) = [0, 1]× [−1, 0].
(1,1)(−1,1)
(1,−1)(0,−1)
(−1,0) (0,0)
Ω(2)
Ω(3)
Ω(1)
Figure 2.7: Coarse dis-
section of Ω
We describe the construction of the submesh T (2) on Ω(2) in detail. The respective
submeshes T (1) on Ω(1) and T (3) on Ω(3) are easily obtained by reflecting T (2)
along the axis x = 0 or y = 0, respectively, and adjusting the transition points or
grading parameters, if necessary.
As T (2) has a tensor product structure, we begin by defining 1D grids in x- and
y-direction first. To this end, let N ∈ N be some fixed integer divisible by three
and set n := N/3. Moreover, for any boundary face of Ω(2) we prescribe transition
points and grading parameters by
τk ∈ (0, 1
3
], and
µk ∈ (0, 1), k = 1, 2, 3, 4,
see Figure 2.8.
Here, the index k counts the respective sides of Ω(2) in counterclockwise direction,
starting from the bottom. We use these parameters to define one dimensional
grids ~x := [xi]
N
i=0 and ~y := [yi]
N
i=0, m = 1, 2, 3, as the following row vectors:
~x :=
[(
τ4
(
i
n
)1/µ4)n
i=0
,
(
τ4 +
i(1− τ2 − τ4)
n
)n−1
i=1
,
(
1− τ2
(
n− i
n
)1/µ2)n
i=0
]
~y :=
[(
τ1
(
i
n
)1/µ1)n
i=0
,
(
τ1 +
i(1− τ3 − τ1)
n
)n−1
i=1
,
(
1− τ3
(
n− i
n
)1/µ3)n
i=0
]
,
compare Figure 2.9.
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Ω(2)
τ1
τ2
τ3
τ4
Figure 2.8: Location of transition points τk for Ω
(2)
Figure 2.9: 1D grid specified by ~x for τ4 = τ2 = 0.1 and µ4 = µ2 = 0.5
After creating a tensor product from the one dimensional grids ~x and ~y we define
T (2) to be the set of all quadrilateral elements K(2)ij := [xi−1, xi]× [yj−1, yj], i.e.
T (2) := {K(2)ij | i, j = 1, . . . , N}.
Subsequently, elements K
(1)
ij and K
(3)
ij on Ω
(1), Ω(3) respectively, are obtained by
reflecting elements K
(2)
ij along the respective coordinate axes x = 0 and y = 0.
The collections of all (K
(1)
ij )
N
ij=1 and (K
(3)
i,j )
N
ij=1 finally yield the remaining two
submeshes T (1) and T (3).
We finish the definition of the mesh for Ω by setting T := T (1)∪T (2)∪T (3), fixing
the two global scalars τ ∈ (0, 1
3
] and µ ∈ (0, 1) and setting
(µ1, µ2, µ3, µ4, τ1, τ2, τ3, τ4) = (µ, µ, 1, 1, τ, τ,
1
3
,
1
3
) on Ω(1),
(µ1, µ2, µ3, µ4, τ1, τ2, τ3, τ4) = (µ, 1, 1, µ, τ,
1
3
,
1
3
, τ) on Ω(2),
(µ1, µ2, µ3, µ4, τ1, τ2, τ3, τ4) = (1, 1, µ, µ,
1
3
,
1
3
, τ, τ) on Ω(3).
As usual on Shishkin meshes, the parameter τ will depend on the perturbation pa-
rameter  and the discretization parameter N . We require that both the boundary
and corner layers have decayed sufficiently outside the layer region. By demand-
ing a decay of O(N−k) the concrete assumption of the layer structure suggests the
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choice
τ =
kε
β
lnN. (2.27)
We leave k as a parameter that will be specified when necessary. To get a glimpse
of the complete picture, Figure 2.10 shows the defined mesh for the the concrete
set of parameters ε = 0.01, N = 30, µ = 0.5 and k = 2, while Figure 2.11 clarifies
the indexing of elements.
Figure 2.10: S-mesh
for the L-shaped do-
main, (ε,N, µ, k) =
(0.01, 30, 0.5, 2)
K
(1)
22 K
(2)
22
K
(2)
21
K
(3)
21
K
(3)
22
K
(1)
21
K
(2)
12
K
(1)
11
K
(1)
12
K
(3)
11
K
(3)
12
K
(2)
11
Figure 2.11: Labeling
of elements locally around
(0, 0); no grading
Next, for all elements in T (2) let us define local mesh widths by
h
(2)
i = xi − xi−1
k
(2)
j = yj − yj−1, i, j = 1, . . . , N. (2.28)
By symmetry we extend the definition to T (1) and T (3). As the mesh is piecewise
equidistant except near the outflow boundary where grading is applied, the mesh
widths are piecewise constant almost everywhere, as well. The following lemma
clarifies that in the graded layer regions we can express the local mesh width in
terms of the distance of the individual element from the origin.
Lemma 2.10. Let T be the mesh introduced above and h(m)i , k(m)j , m = 1, 2, 3
be the mesh widths according to (2.28). Then the following bound holds for all
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i, j = 2, . . . , n:
h
(m)
i . τµN−1
(
dist(K
(m)
ij ,0)
)1−µ
,
k
(m)
j . τµN−1
(
dist(K
(m)
ij ,0)
)1−µ
,
where 0 := (0, 0)T denotes the zero vector in R2.
Proof. Exemplarily, we only give a proof of the bound in x-direction as the latter
is derived completely analogously. Moreover, we assume that m = 2 since the
general case follows from symmetry. First, recall that by the definition of T (2), for
i = 1, . . . , n the x-coordinate of mesh points are defined as
xi = τ(in
−1)1/µ. (2.29)
Using the mean value theorem and the fact that 1/µ is strictly greater than one,
one estimates the difference by
h
(2)
i = xi − xi−1 = τn−1/µ(i1/µ − (i− 1)1/µ) ≤
τn−1/µ
µ
i1/µ−1 (2.30)
To get an expression without an explicit dependence on the index, we isolate i in
(2.29) and insert into (2.30) to obtain
h
(2)
i ≤
τµ
µ
n−1x1−µi .
Since n = N
3
and for all i = 2, . . . , n it holds
xi ≤ 2
1
µ dist(K
(2)
ij ,0)
the claim follows.
To discretize the variational formulation to (2.25), we introduce the finite dimen-
sional subspace V N ⊂ H10 (Ω) defined by quadrilateral finite elements of pth order
on the graded Shishkin mesh T defined above, i.e. set
V N := {uN ∈ H10 (Ω) | ∀K ∈ T : uN |K ∈ Qp}.
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Moreover, for any sufficiently regular function u ∈ ⋃δ>0H1+δ(Ω) we denote its
Lagrange nodal interpolant with respect to T by uI . This notation intentionally
omits the order of the interpolant as it will be clear from the context.
2.2.4 Convergence analysis
As a consequence of the singular perturbation of our problem, the convergence
analysis cannot simply be based upon the best approximation property of the
Galerkin solution uN . This is due to fact that we cannot achieve continuity of the
bilinear form with respect to the ε-weighted H1 norm
a(u, v) ≤ C‖u‖1,ε‖v‖1,ε.
Thus, while in the non-singularly perturbed case one would be able to reduce
bounding the discretization error to finding bounds for the interpolation error,
here a direct application of Ce´a’s Lemma fails, compare [6, p. 80].
Instead, as an intermediate step, consider the distance between the Galerkin solu-
tion and the Lagrange interpolant of the exact solution, ‖uI−uN‖1,ε. In combina-
tion with the interpolation error and a triangle inequality one obtains the desired
estimate
‖u− uN‖1,ε ≤ ‖u− uI‖1,ε + ‖uI − uN‖1,ε. (2.31)
We will see that in some cases the latter summand can be shown to be of higher
order than the interpolation error, a property also known as supercloseness of
the numerical solution to the interpolant of the exact solution. As the closeness
contribution in fact can be reduced to the interpolation error let us start with a
detailed investigation of the interpolation error of the
2.2.4.1 Interpolation error
Under the background of avoiding unnecessary technicality, we note that it is
possible to invoke some well known results that reduce the effort to the treatment
of the critical singular corner layer term. In fact, if one considers the restriction
of the solution to one of our three subdomains Ω(m), m = 1, 2, 3, one realizes that
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the sum of the smooth-, boundary layer- and the rectangular corner layer parts of
the solution (if present)
u˜ := uS + uL + uR (2.32)
at worst behaves as in the equivalent well studied singularly perturbed model
problems posed on the unit square (0, 1)2 ⊂ R2. We want to recycle the known
results to obtain bounds for u˜. For now, let us further assume that there are no
corner singularities coming from the rectangular corners, i.e. uR = 0. We comment
on their presence afterwards. Let us first state bounds for the interpolation error
in finite element spaces of polynomial degree p. The result will be shown by closely
following and generalizing the proof in [6, Lemma 3.107] with respect to higher
order derivatives.
Lemma 2.11. Choose k ≥ p+1 and let u˜ := uS+uL. Then the following Lagrange
interpolation error holds
‖u˜− u˜I‖1,ε .
(
N−1 lnN
)p
. (2.33)
Proof. From the classical interpolation estimate it follows immediately that
‖uS − uIS‖1,ε . ε
1
2
(
N−1 lnN
)p
+
(
N−1 lnN
)p+1
, (2.34)
as ‖uS‖p+1 ≤ C, independent of ε. Next, by Assumption 2 the layer parts have the
same analytical behavior as their counterparts for a convection-diffusion problem
posed on the unit square. They can consequently be handled in a very similar
way: Without specifying the full details in notation, we first note that uL further
decomposes into (four) layer contributions related to the individual boundary seg-
ments. By the construction of the mesh, any such contribution, for now generically
referred to as E, can be assigned a unique decomposition of Ω:
Ω¯ = Ω¯E ∪ Ω¯E,∗.
Thereby ΩE denotes the subdomain where E has decayed sufficiently, i.e.
|E(x)| ≤ N−(p+1), (x ∈ ΩE),
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whereas by the choice of τ , ΩE,∗ refers to the fine mesh region of the mesh related
to E. Wherever E is small we immediately obtain
‖E − EI‖0,ΩE ≤ 2N−(p+1)|ΩE| . N−(p+1),
and by an inverse inequality
|E − EI |1,ΩE . ‖E‖1,ΩE +N‖EI‖1,ΩE
. ε− 12
∫ ∞
τ
e−
2βs
ε ds+N‖E‖∞,ΩE
. ε− 12N−(p+1) +N−p.
On ΩE,∗, E can either decay parallel to the x- or y- direction. Without loss of
generality we just present the steps for the first case:
‖E − EI‖20,ΩE,∗ .
∑
i,j∈N,i+j=p+1
(
εN−1 lnN
)2i
N−2j‖∂ix∂jyE‖20,ΩE,∗
.
∑
ε2iN−2(i+j) (lnN)2i ε1−2i
. ε
(
N−1 lnN
)2(p+1)
,
and
|E − EI |21,ΩE,∗ .
∑
i,j∈N,i+j=p
(
εN−1 lnN
)2i
N−2j
(
‖∂i+1x ∂jyE‖20,ΩE,∗ + ‖∂ix∂j+1y E‖20,ΩE,∗
)
.
∑
ε2iN−2(i+j) (lnN)2i ε1−2(i+1)
. ε−1
(
N−1 lnN
)2p
.
By summing up all contributions on the individual subdomains one arrives at
‖uL − uIL‖1,ε .
(
N−1 lnN
)p
,
which together with (2.34) concludes the proof.
Remark 2.12. Using essentially the same arguments as in the previous lemma, it
is possible to generalize maximum norm estimates for the interpolation errors as
has been given in [5, Lemma 8] for the unit square. If we denote ΩB ⊂ Ω to be the
subdomain defined by the fine part of the mesh that is related to the four outflow
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boundary segments, compare Figure 2.12, then the generalization reads
‖u˜− u˜I‖∞,ΩB . (N−1 lnN)p+1,
‖u˜− u˜I‖∞,Ω\ΩB . N−(p+1). (2.35)
ΩB
Figure 2.12: Location of outflow region ΩB
So far, the presence of singular corner layers has been excluded. Unfortunately, for
the singularity at the upper right corner that is carried into the domain, little is
known analytically such that there are no known sharp bounds. On the contrary,
interpolation estimates for the layers sitting at the two convex outflow corners
have been given in the previous section. They suggest the additional influence of
terms of (possibly) lower order
O(ε 12 (N−1 lnN)2−δ), ∀δ > 0.
While for two more convex corners at the lower right and upper left part of Ω
we suspect analogous bounds, the situation for the inflow corner layer is far more
complicated as its large derivatives are as well present along the streamline em-
anating from that vertex in the interior of the domain. We thus have to assume
that certain compatibility conditions on the data diminish its impact. We will
specify the details in our concrete numerical experiments in Section 2.2.5.
The primary work that remains to be done now concentrates on the interpolation
error of the corner layer part uC , whose description in terms of pointwise upper
bounds has been given in Assumption 2. The way in which this term will be
bounded is threefold. The first category considers the three elements (independent
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of the discretization level) having non-empty intersection with the incoming corner.
Secondly, we treat all remaining elements in the graded region around that corner
and conclude with all elements on which this layer part has sufficiently decayed.
Compare Figure 2.13 for a visualization of the thus induced partitioning of Ω.
Ωr
Ω0
Ω00
τn−1/µ
τ
Figure 2.13: Partition of Ω into Ω00, Ω0 and Ωr (not true to scale)
(i) We set Ω00 :=
⋃3
m=1K
(m)
11 and note that all mesh widths are equal and can
be bounded as follows
∆ := h
(m)
1 = k
(m)
1 = τn
− 1
µ
(2.27)
. εN−
1
µ lnN, m = 1, 2, 3.
On Ω00 we apply an inverse inequality and do all further estimates using only
first order information of uC . Therefor, recall from Assumption 2 that
|DαuC | . ε−|α|
(r
ε
) 2
3
−|α|
,
since Ω00 ⊂ B(0, ε). Hence,
‖uC − uIC‖1,ε,Ω00 .
(
ε|uC |21,Ω00 + ‖uC‖20,Ω00
) 1
2 +
(
ε
1
2 ∆−1 + 1
)
‖uIC‖0,Ω00
.
(∫ √2∆
0
(
ε−
1
3 r−
2
3 + ε−
4
3 r
4
3
)
rdr
) 1
2
+
(
ε
1
2 + ∆
)
‖uC‖∞,Ω00
. ε 12N−
2
3µ (lnN)
2
3 + εN−
5
3µ (lnN)
5
3
. ε 12N−
2
3µ (lnN)
2
3 . (2.36)
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(ii) The second category joins all elements in the set
K := {K(m)ij | i, j = 2, . . . , n, m = 1, 2, 3},
the union of which we denote by Ω0. Note that the aspect ratio of these
elements is independent of ε such that we do the estimates with respect to the
maximal element width denoted by ∆K . Since low regularity of the solution
occurs as an effect of corner singularities, the solution and thus its part uC
is in fact smooth on Ω0. Hence even for p
th order Lagrange interpolants and
appropriate nonnegative integers p+ 1 ≥ s ≥ k one has
|uC − uIC |k,K . ∆s−kK |uC |s,K , (2.37)
with seminorms of possibly large magnitude.
In what follows we intend to replace the element widths ∆K by two different
upper bounds:
∆K . r(x), (2.38)
∆K . τµN−1r(x)1−µ, ∀x ∈ K, (2.39)
with (2.38) following from the definition of the mesh points, while (2.39) is
a direct consequence of Lemma 2.10. Subsequently, by applying (2.26) and
(2.27) we continue from (2.37):
|uC − uIC |2k,K . ∆2(s−k−α)K ∆2αK |uC |2s,K
.
(
τµN−1
)2(s−k−α) ∫
K
r2α+2(1−µ)(s−k−α)ε−2s
(r
ε
) 4
3
−2s
e−
2βr
ε dx
. ε2µ(s−k−α)−2s
(
N−1(lnN)µ
)2(s−k−α) ∫
K
r2α+2(1−µ)(s−k−α)
(r
ε
) 4
3
−2s
e−
2βr
ε dx.
A summation over all K ∈ K together with the substitution ρ := r/ε and
integration with respect to polar coordinates yields
|uC − uIC |2k,Ω0
. ε2−2k
(
N−1(lnN)µ
)2(s−k−α) ∫ ∞
0
ρ2(s−k)−2µ(s−k−α)+
7
3
−2se−2βρdρ.
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Eventually, note that the last integral is finite if and only if
−1 < 2(s− k)− 2µ(s− k − α) + 7/3− 2s, or equivalently
µ <
5− 3k
3(s− k − α) . (2.40)
Hence, by setting s = p + 1 and k ∈ {0, 1} one obtains for the Lagrange
interpolant of order p
‖uC − uIC‖1,ε,Ω0 . ε
1
2
(
N−1(lnN)µ
)(p−α)
+ ε
(
N−1(lnN)µ
)(p+1−α)
, (2.41)
for arbitrary α ∈ (0, 1) provided that the grading parameter µ satisfies the α
dependent condition (2.40). Clearly, the second summand is dominated by
the first one. Moreover, the right hand side of condition (2.40) is smaller for
k = 1. By choosing µ ∈ (0, 1) to be its upper bound (2.40) for k = 1 one
is able to express (2.41) in terms of the grading parameter: For arbitrarily
small δ > 0 it holds
‖uC − uIC‖1,ε,Ω0 . ε
1
2N−min{p,
2
3µ
−δ} (lnN)
2
3 . (2.42)
Nevertheless, note that hereby the underlying constant grows as δ → ∞.
Comparing with category (i), this bound is of (almost) the same order as
(2.36) obtained on Ω00.
(iii) As the final step, it remains to bound the singular corner layer part on
Ωr := Ω\(Ω00 ∪ Ω0).
As we are going to exploit the exponential decay property of uC , recall that
on Ωr the pointwise bounds (2.26) and the choice of the transition point
(2.27) imply
|uC | . N−k(k lnN) 23 .
The L2 error does not lead to difficulties: Since ‖uIC‖∞ ≤ ‖uC‖∞ holds
trivially, one immediately gets
‖uC − uIC‖0,Ωr ≤ ‖uC − uIC‖∞,Ωr . N−k(lnN)
2
3 .
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The estimation of the H1 interpolation error is more involved. Here again
symmetry allows to reduce our focus to the unit square case. Hence, we
may adopt the bounds from Section 2.1.3.2. The only additional difficulty
remains in rewriting the derived estimates in terms of the parameter k. One
obtains
|uC − uIC |1,Ωr ≤ |uC |1,Ωr + |uIC |1,Ωr . N−(k−
1
2
) + ε−
1
2N−(k+
1
2
)(lnN)
1
2 , (2.43)
and hence for ε ≤ N−1,
‖uC − uIC‖1,ε,Ωr . N−k(lnN)
2
3 . (2.44)
We summarize the result of this subsection in the subsequent theorem:
Theorem 2.13. Let T be the graded Shishkin mesh for the L-shaped domain Ω,
defined above. Assume k ≥ p+1 and fix some grading parameter µ ∈ (µ0, 1). Then
for arbitrarily small δ > 0 the following bound holds for the Lagrange interpolation
error.
‖u− uI‖1,ε ≤ Cµ0,δ
(
(N−1 lnN)p + ε
1
2N−min{p,
2
3µ
−δ}(lnN)
2
3
)
. (2.45)
Proof. The claim follows from putting together the bounds for the singular corner
layer (2.36), (2.42) and (2.44) as well as for smooth and boundary layer parts
combined in (2.33).
2.2.4.2 Closeness error
The closeness measure, ‖uN −uI‖1,ε, is derived from the coercivity estimate of our
bilinear form. Additionally, by Galerkin orthogonality it holds
‖uN − uI‖21 . a(uN − uI , uN − uI) = a(u− uI , uN − uI). (2.46)
As we will see, finding bounds for the closeness measure can be partially reduced
to our already derived interpolation estimate. In fact, for the diffusion term one
immediately obtains with a mere application of the Cauchy-Schwarz inequality
ε
∫
∇(u− uI) · ∇(uN − uI) dx ≤ ‖u− uI‖1,ε ‖uN − uI‖1,ε. (2.47)
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With maximum norm estimates for the interpolation error at hand, the remaining
part of the bilinear form can be estimate in very similar way to [6, Theorem 3.109].
Because of unboundedness of higher order derivatives, this technique, however,
fails in combination with the singular corner layer. Thus, we perform two steps,
with respect to u˜ and uC . First, by applying the maximum norm estimates (2.35)
we bound the smooth and the edge layer terms. Thereby, the analysis requires to
consider the splitting in outflow region and its complement
Ω¯ = Ω¯B ∪ Ω¯cB,
compare Figure 2.12. On the complement we apply an inverse inequality whereas
on ΩB we can benefit from smallness of its measure. For brevity let us set v :=
uN − uI :∣∣∣∣∫
Ω
(b · ∇+ c)(u˜− u˜I)v dx
∣∣∣∣ = ∣∣∣∣∫
Ω
(u˜− u˜I)(c− divb)v dx−
∫
Ω
(u˜− u˜I)b · ∇v dx
∣∣∣∣
. ‖u˜− u˜I‖0‖v‖0 + ‖u˜− u˜I‖0,Ω\ΩB‖b · ∇v‖0,Ω\ΩB+
‖u˜− u˜I‖0,ΩB‖b · ∇v‖0,ΩB
(2.35)
. (N−1 lnN)p+1‖v‖0 +N−(p+1)‖b · ∇v‖0,Ω\ΩB+
(N−1 lnN)p+1ε
1
2 (lnN)
1
2‖b · ∇v‖0,ΩB
. (N−1 lnN)p‖v‖1,ε. (2.48)
Unboundedness of the corner layer term requires an alternate splitting that allows
to do without maximumnorm estimates. As uC is radially symmetric and thus
behaves identical on Ω(m), m = 1, 2, 3, we can mimic the steps from the previous
section on the unit square. The initial estimate therein (2.18) results in the L2
interpolation error on Ω0 (compare (2.41), second summand) and terms that are
bounded by exclusively exploiting the decay property. Thereby, these latter terms
are of less or equal order than the integral corresponding to (2.19) which is bounded
by O(N−(k− 12 ))‖v‖1,ε. Hence, there holds∣∣∣∣∫
Ω
(b · ∇+ c)(uC − uIC) v dx
∣∣∣∣ . ε 12N−min{p, 22µ}+1(lnN) 23 +N−(k− 12 )
By combining this result with (2.45), (2.46), (2.47) and (2.48) one derives the final
closeness result
Theorem 2.14. Under identical conditions as made in Theorem 2.13 the closeness
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error ‖uI − uN‖1,ε is of (at least) the same order in terms of N → ∞ as the
interpolation error.
Remark 2.15. It is possible to obtain more refined results for the closeness error.
In [5] the authors prove that for a special approximation of the true solution, the
so called vertices-edges-element interpolant introduced by Q. Lin, in the context
of the streamline diffusion method (SDFEM) one gains half an order which results
in the supercloseness result
‖uI − uN‖SD . N−(p+ 12 ).
For bilinear elements both the Lagrange and Lin’s interpolant coincide and one can
in fact prove superconvergence of (almost) second order under optimal grading.
This will be the content of the next subsection.
For the sake of completeness, let us state the final convergence result which now
follows immediately from the splitting in interpolation and closeness error (2.31).
Theorem 2.16. Let T be the graded Shishkin mesh for the L-shaped domain Ω,
defined above. Assume k ≥ p + 1 and fix some grading parameter µ ∈ (µ0, 1).
Then for arbitrarily small δ > 0 the following convergence estimate holds for finite
elements of order ≥ p,
‖u− uN‖1,ε,Ω ≤ Cµ0,δ
(
(N−1 lnN)p + ε
1
2N−min{p,
2
3µ
−δ}(lnN)
2
3
)
.
2.2.4.3 Supercloseness for bilinear elements
In Section 2.1 we remarked that the known supercloseness analysis essentially
has to be extended to account for the presence of corner singularities, i.e. by
doing without compatibility made in the analysis. This allows to use results from
[3], where this setting has been investigated for the unit square. Since in the
case of an L-shaped domain, on every subdomains Ω(m), m = 1, 2, 3, the solution
(at worst) behaves like the unit square model problem, similar estimates can be
transferred, yielding the following supercloseness bound for the regular part u˜
(recall the assumption ε ≤ N−1):
‖u˜I − u˜N‖1,ε . (N−1 lnN)2. (2.49)
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In comparison to the analysis in Section 2.1, the additional difficulty in the treat-
ment of the singular part on the L-shaped domain lies in the fact that uC fails to
be an element of H2(Ω). Fortunately, it turns out that this does not constitute a
major pitfall in the analysis. This low regularity is only due to the local behaviour
of uC near the incoming corner. In particular, we can utilize integrals including
derivatives of (theoretically) arbitrary order as long as their domain of integration
is bounded away from the origin.
With the analysis from the interpolation error at hand it is easy to bound the
diffusion term of the bilinear from. In fact, it suffices to consider a partitioning of
all elements into the three cases laid out in Section 2.2.4.1. Thus one immediately
gets the respective estimates (again abbreviating v := uI − uN):
(i) By (2.36) one obtains
ε
∫
Ω00
∇(uC − uIC) · ∇v dx . ε
1
2 |uC − uIC |1,K‖v‖1,ε,Ω00
. ε 12N−
2
3µ (lnN)
2
3 ‖v‖1,ε,Ω00 .
(ii) For K ⊂ Ω¯0, analogously to Section 2.1.3.1, we add and subtract the “hid-
den” degree of freedom∫
K
∇(p− pI) · ∇q dx = 0, p ∈ P2, q ∈ Q1
on all elements in that category. Since all such elements are bounded away
from the singularity, the singular term uC is in fact smooth and the occurring
integrals exist even though being of large magnitude. Hence, we can apply
(2.12) from Section 2.1 with α = 0 obtaining
∑
K
ε
∫
K
∇(uC − uIC) · ∇v dx .
∑
K
ε
1
2 ∆2K |uC |3,K‖v‖1,ε,K
. ε 12N−min{2,
2
3µ
−δ} (lnN)
2
3 ‖v‖1,ε,Ω0 ,
where for the ultimate estimate we used the same arguments as in Section
2.2.4.1(ii) for quadratic elements, i.e. p = 2, s = 3 and k = 1.
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(iii) For the remaining elements we proceed identically to the steps for the inter-
polation error. More precisely, from (2.43) we obtain
ε
∫
Ωr
∇(uC − uIC) · ∇v dx .
(
ε
1
2N−(k−
1
2
) +N−(k+
1
2
)(lnN)
1
2
)
‖v‖1,ε,Ωr .
Finally, it remains to bound the convection-reaction part of the bilinear form.
Again by restriction to individual square subdomains this term can be bounded
in the same way as in Subsection 2.1.3.2. In fact, as the only necessary alteration,
one needs to substitute the L2 interpolation error on Ω00 ∪ Ω0 derived in Sec-
tion 2.2.4.1(i)+(ii) for the originally used estimate (2.20). Hence, for the slightly
enlarged factor for the transition point of k = 2.5 one gets∣∣∣∣∫
Ω
(b · ∇+ c)(uC − uIC)v
∣∣∣∣ . {ε 12N−min{2, 23µ−δ}(lnN) 23 +N−2} ‖v‖1,ε.
We summarize the resulting bound for supercloseness in the following
Theorem 2.17. Let T be the graded Shishkin mesh for the L-shaped domain Ω,
defined above. Assume k ≥ 2.5 and fix some grading parameter µ ∈ (µ0, 1). Then
for arbitrarily small δ > 0 the following supercloseness bound holds
‖uN − uI‖1,ε,Ω ≤ Cµ0,δ
(
(N−1 lnN)2 + ε
1
2N−min{2,
2
3µ
−δ}(lnN)
2
3
)
.
Having derived theoretical bounds, the next section shall serve as an illustration of
their sharpness and demonstrate the interplay between the perturbation parameter
ε, the grading µ and the polynomial order p of the finite element space.
2.2.5 Numerical Experiments
By means of the following computations we intend to confirm the theoretical
bounds derived in the previous section. At first, for ε ∈ {1, 10−2, 10−4, 10−6}
we calculate the rates of convergence and supercloseness for bilinear finite ele-
ments on a set of various graded meshes (varying µ). Subsequently, we want to
investigate the performance of higher order Qp elements p = 2, 3, 4 again varying
the strength of grading µ. Thereby, we consider boundary value problems with
both constant and nonconstant coefficients.
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Clearly, in both cases the exact solution is unknown. Since we want to investigate
the actual nature of singularities and their effect on the numerical scheme, the
assumption of a pretended exact solution is not an option. We want to substitute
a reference solution for this missing ingredient. Using this approach, however, one
has to guarantee that the error of the reference solution (still being an approxi-
mation) is at least one, better several orders of magnitude below the actual errors
of interest.
To gain confidence in using reference solutions we use three different, independent
approaches:
(i) FEM, h-version: A very fine mesh is combined with Qp elements of order
p = 4. Having between 500 and 700 grid points per subdomain and space
dimension the resulting meshes consist of about one million elements and
roughly ten million unknowns.
(ii) FEM, hp-version: The second and third approach benefit from high accuracy
due to exponential convergence. Thereby it suffices to consider a fix coarse
mesh and increasing the polynomial order. Boundary layers are resolved by
designing the mesh such that one layer of anisotropic elements is located
along the outflow boundary (transition point τ ∼ pε).
The impact of the present corner singularities that in fact would prevent
exponential convergence without any special treatment is eliminated by ap-
plying an exponential grading to the mesh in the vicinity of corners, compare
[18]. Although in his book, [18], Melenk only considered reaction-diffusion
problems it is also possible to apply the techniques to convection-diffusion
problems as long as interior layers as a result of corners at the inflow bound-
ary are excluded. In our computations the applied polynomial order varies
between p = 20 and p = 30. Figure 2.14 displays a sample mesh for ε = 1,
i.e. transition point τ = 1
3
(iii) FEM, hp-version with hanging nodes: The last reference solution merely dif-
fers from the previous by its refinement rule for realizing the grading at the
vertices. By dividing a marked element into four subelements, this approach
produces hanging nodes obeying the one-irregular rule. Thereby, we require
the resulting finite element space to be conforming. Hence, continuity is
preserved by constraining all degrees of freedom at irregular edges (details
of how this is realized in the software is described in Chapter 4). In other
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Figure 2.14: Conforming exponentially graded mesh for the hp-reference so-
lution
respects, the same range of polynomial orders as for the second type of ref-
erence solution is applied. A complete picture of a typical mesh for ε = 10−2
and p = 20 is visualized in Figure 2.15.
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Figure 2.15: Non-conforming exponentially graded mesh for the hp-reference
solution
Having these three reference solutions at hand we proceed as follows: Before ac-
cepting the actual errors of interest for bilinear elements on a sequence of uniform
refined meshes, we compare the three numerical errors computed against the re-
spective reference solutions. The obtained errors finally are accepted if they are
sufficiently close to each other. For our concrete numerical experiments we ac-
cepted our results if they are identical at least up to three digits of accuracy.
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Let us first consider the following boundary value problem with constant coeffi-
cients on the L-shaped domain Ω.
−ε∆u+ ux + uy + u = 1− 1
2
(x+ y), in Ω
u = 0, on ∂Ω.
The reader will check immediately that the right hand side vanishes at the inflow
corner (1, 1)T . We require this special choice to diminish the impact of interior
layers due to inwardly propagated singularity stemming from that corner. Thus,
large or unbounded norms of that singular part of the solution may only occur in
higher order derivatives that are not required in the analysis.
In Tables 2.7 (ε = 1) to 2.10 (ε = 10−6) we list our computed values for the
EOC as powers of N−1 lnN (powers of N−1 for ε = 1) both for the numerical
error ‖u−uN‖1,ε and the closeness error ‖uI −uN‖1,ε (in bold case) using bilinear
elements. Additionally, the bottom row displays the respective error values of the
finest solution. The columns differ by the strength of grading that is applied to the
current mesh. Subsequently, in Tables 2.11 to 2.13, we document the performance
of higher order elements again for various values of the grading parameter µ, fixing
ε = 10−4.
The second example covers the case of non-constant coefficients., i.e. we propose
the following boundary value problem
−ε∆u−
(
1 + 1
2
sin(2pix)
2− cos(2piy)
)
· ∇u+ (3 + sin(2pixy))u = 1− 1
2
(x+ y), in Ω
u = 0, on ∂Ω.
Its numerical solution in a 12th order piecewise polynomial space on a very coarse
layer adapted mesh together with the convection field b is visualized in Figure 2.16.
Similarly to the first example, in Tables 2.14 to 2.17, we list the computed errors
and rates for the modified problem with non-constant coefficients, while in Tables
2.18 to 2.20 the corresponding data for higher order polynomials is summarized.
Several observation can be made from our numerical computations. First, one
notices that the results for bilinear elements are ε-robust in the sense that no
deterioration of rates or final errors occur with ε approaching zero. In fact, all
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Figure 2.16: Solution and convection field to the second model problem
ε = 1
n\ 1µ 1 2/3 1/2 1/3 1/4 1/5
22
0.910 0.958 0.968 0.942 0.849 0.728
0.897 1.229 1.416 1.479 1.402 1.281
23
0.884 0.970 0.988 0.989 0.978 0.956
0.671 1.085 1.392 1.679 1.732 1.691
24
0.849 0.974 0.994 0.997 0.995 0.991
0.648 1.022 1.362 1.777 1.886 1.891
25
0.811 0.976 0.997 0.999 0.999 0.998
0.655 1.005 1.346 1.830 1.952 1.967
26
0.775 0.977 0.998 1.000 1.000 0.999
0.661 1.001 1.339 1.863 1.979 1.990
27
0.744 0.978 0.999 1.000 1.000 1.000
0.664 1.000 1.336 1.885 1.988 1.997
final error
2.402e-03 1.295e-03 1.287e-03 1.543e-03 1.859e-03 2.194e-03
4.926e-04 1.168e-04 3.788e-05 1.055e-05 9.925e-06 1.269e-05
Table 2.7: Exp 1: Observed rates of convergence and closeness for ε = 1
computed values seem to stabilize for smaller values of the perturbation param-
eter. Furthermore, for both problems a decline of convergence is observable for
an insufficient strength of grading. In case of ε = 1 (where rates are computed
as powers of N−1) the rates of superconvergence even closely approach 2
3
, in ac-
cordance with the a priori knowledge of regularity u ∈ H1+ 23−δ(Ω). Consistently,
these non-optimal rates could be improved by increasing µ until optimal orders are
obtained. Thereby, the bottom row reveals that the smallest final error is obtained
for the respective optimal value for µ according to Theorem 2.16 and 2.17.
Chapter 2. Analytical investigations 51
ε = 10−2
n\ 1µ 1 2/3 1/2 1/3 1/4 1/5
22
0.822 1.053 0.938 1.159 1.482 1.663
1.575 1.806 1.652 2.402 2.927 3.022
23
0.909 0.994 1.009 1.060 1.105 1.101
1.773 1.839 1.892 1.993 2.036 2.096
24
0.960 1.008 1.022 1.043 1.066 1.090
1.895 1.933 1.946 1.977 2.030 2.104
25
0.981 1.017 1.024 1.035 1.049 1.064
1.904 1.958 1.981 1.998 2.020 2.053
26
0.988 1.018 1.022 1.028 1.037 1.047
1.703 1.925 1.991 2.005 2.016 2.033
27
0.988 1.017 1.018 1.022 1.028 1.035
1.212 1.814 1.986 1.997 2.003 2.012
final error
2.373e-02 1.680e-02 1.598e-02 1.578e-02 1.593e-02 1.618e-02
1.074e-03 4.330e-04 3.647e-04 3.588e-04 3.613e-04 3.656e-04
Table 2.8: Exp 1: Observed rates of convergence and closeness for ε = 10−2
ε = 10−4
n\ 1
µ
1 2/3 1/2 1/3 1/4 1/5
22
0.830 1.051 0.935 1.162 1.484 1.663
1.590 1.791 1.615 2.408 3.019 3.164
23
0.915 0.995 1.012 1.062 1.103 1.096
1.779 1.844 1.893 1.982 1.972 2.000
24
0.964 1.009 1.024 1.045 1.068 1.093
1.905 1.944 1.947 1.972 2.026 2.106
25
0.986 1.018 1.025 1.036 1.050 1.065
1.964 1.986 1.984 1.993 2.014 2.046
26
0.995 1.019 1.022 1.029 1.038 1.048
1.984 2.001 1.999 2.002 2.012 2.028
27
0.998 1.017 1.019 1.023 1.029 1.036
1.976 2.005 2.003 2.004 2.010 2.018
final error
2.297e-02 1.657e-02 1.581e-02 1.562e-02 1.577e-02 1.603e-02
5.521e-04 3.514e-04 3.460e-04 3.456e-04 3.474e-04 3.506e-04
Table 2.9: Exp 1: Observed rates of convergence and closeness for ε = 10−4
Similarly, for higher order polynomials the predicted higher orders of convergence
could be confirmed for sufficiently strong grading. Even fourth order convergence
could be attained for the first model problem. For two last instances in the se-
quence of fourth order numerical solutions to the PDE with non-constant coeffi-
cients, the computation of a reliable reference solutions failed since the numerical
error itself was too small. We marked these cases with the symbol x.xxx and
displayed the errors of the penultimate instance in parenthesis.
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ε = 10−6
n\ 1
µ
1 2/3 1/2 1/3 1/4 1/5
22
0.830 1.051 0.935 1.162 1.484 1.663
1.590 1.791 1.615 2.408 3.019 3.164
23
0.915 0.995 1.012 1.062 1.103 1.096
1.780 1.844 1.893 1.982 1.972 1.996
24
0.964 1.009 1.024 1.045 1.068 1.093
1.906 1.944 1.947 1.972 2.026 2.106
25
0.987 1.018 1.025 1.036 1.050 1.065
1.965 1.986 1.984 1.993 2.014 2.046
26
0.996 1.019 1.022 1.029 1.038 1.048
1.988 2.001 1.999 2.002 2.012 2.028
27
0.999 1.017 1.019 1.023 1.029 1.036
1.995 2.005 2.003 2.004 2.010 2.018
final error
2.296e-02 1.657e-02 1.581e-02 1.562e-02 1.577e-02 1.603e-02
5.442e-04 3.514e-04 3.460e-04 3.456e-04 3.474e-04 3.506e-04
Table 2.10: Exp 1: Observed rates of convergence and closeness for ε = 10−6
p = 2
n\ 1µ 1 2/3 1/2 1/3 1/4 1/5
22 1.613 1.887 1.786 2.436 2.931 3.045
23 1.793 1.875 1.920 2.027 2.125 2.188
24 1.909 1.955 1.962 1.997 2.060 2.143
25 1.960 1.991 1.992 2.005 2.033 2.074
26 1.963 2.002 2.003 2.009 2.023 2.044
final error 1.574e-03 1.015e-03 9.919e-04 9.921e-04 1.574e-03 1.024e-03
Table 2.11: Exp 1: Observed rates of convergence for p = 2, ε = 10−4
p = 3
n\ 1µ 1 2/3 1/2 1/3 1/4 1/5
22 2.312 2.556 2.456 3.458 4.330 4.505
23 2.602 2.660 2.696 2.826 2.953 3.126
24 2.769 2.828 2.841 2.869 2.936 3.057
25 2.518 2.827 2.927 2.945 2.966 3.008
26 1.430 2.381 2.923 2.981 2.989 3.004
final error 2.282e-04 7.193e-05 4.970e-05 4.985e-05 4.802e-05 4.842e-05
Table 2.12: Exp 1: Observed rates of convergence for p = 3, ε = 10−4
p = 4
n\ 1µ 1 2/3 1/2 1/3 1/4 1/5
22 2.998 3.186 3.122 4.449 5.737 5.961
23 3.317 3.387 3.445 3.584 3.726 4.056
24 2.751 3.242 3.630 3.735 3.791 3.922
25 1.082 1.878 3.188 3.875 3.897 3.929
26 0.695 1.151 1.969 3.846 3.902 3.933
final error 1.718e-04 4.274e-05 1.097e-05 2.577e-06 2.488e-06 2.431e-06
Table 2.13: Exp 1: Observed rates of convergence for p = 4, ε = 10−4
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ε = 1
n\ 1
µ
1 2/3 1/2 1/3 1/4 1/5
22
0.922 0.965 0.977 0.954 0.857 0.732
1.149 1.451 1.598 1.534 1.343 1.154
23
0.898 0.975 0.992 0.995 0.988 0.968
0.717 1.192 1.522 1.769 1.770 1.682
24
0.865 0.979 0.996 0.999 0.998 0.996
0.644 1.055 1.432 1.838 1.918 1.911
25
0.827 0.980 0.998 1.000 1.000 0.999
0.650 1.013 1.378 1.870 1.967 1.975
26
0.790 0.981 0.999 1.000 1.000 1.000
0.658 1.003 1.352 1.890 1.985 1.992
27
0.757 0.981 0.999 1.000 1.000 1.000
0.663 1.000 1.341 1.912 1.985 1.993
final error
2.122e-03 1.195e-03 1.202e-03 1.445e-03 1.738e-03 2.050e-03
4.166e-04 9.869e-05 3.208e-05 9.745e-06 1.064e-05 1.442e-05
Table 2.14: Exp 2: Observed rates of convergence and closeness for ε = 1
ε = 10−2
n\ 1
µ
1 2/3 1/2 1/3 1/4 1/5
22
0.874 1.043 0.980 1.204 1.436 1.518
1.715 1.863 1.835 2.342 2.599 2.352
23
0.938 1.006 1.030 1.079 1.113 1.124
1.845 1.911 1.960 2.053 2.075 2.242
24
0.972 1.015 1.031 1.054 1.079 1.104
1.921 1.967 1.986 2.028 2.094 2.185
25
0.987 1.019 1.027 1.040 1.056 1.072
1.883 1.967 1.997 2.021 2.052 2.096
26
0.991 1.018 1.023 1.031 1.041 1.052
1.610 1.916 1.996 2.016 2.033 2.057
27
0.990 1.016 1.019 1.024 1.031 1.038
1.101 1.785 1.986 2.012 2.022 2.036
final error
1.109e-02 8.308e-03 7.979e-03 7.921e-03 8.020e-03 8.173e-03
4.620e-04 1.790e-04 1.471e-04 1.436e-04 1.451e-04 1.478e-04
Table 2.15: Exp 2: Observed rates of convergence and closeness for ε = 10−2
ε = 10−4
n\ 1
µ
1 2/3 1/2 1/3 1/4 1/5
22
0.884 1.043 0.987 1.209 1.425 1.491
1.746 1.892 1.883 2.364 2.645 2.423
23
0.945 1.009 1.033 1.082 1.112 1.123
1.875 1.936 1.973 2.028 1.978 2.093
24
0.977 1.017 1.032 1.056 1.082 1.108
1.952 1.996 2.003 2.035 2.096 2.183
25
0.992 1.020 1.028 1.042 1.057 1.074
1.980 2.007 2.008 2.022 2.050 2.094
26
0.997 1.019 1.023 1.031 1.042 1.053
1.986 2.007 2.007 2.014 2.030 2.052
27
0.999 1.016 1.019 1.024 1.031 1.039
1.966 2.001 2.003 2.007 2.015 2.028
final error
1.032e-02 7.903e-03 7.613e-03 7.568e-03 7.670e-03 7.824e-03
2.003e-04 1.378e-04 1.357e-04 1.358e-04 1.370e-04 1.390e-04
Table 2.16: Exp 2: Observed rates of convergence and closeness for ε = 10−4
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ε = 10−6
n\ 1
µ
1 2/3 1/2 1/3 1/4 1/5
22
0.884 1.043 0.987 1.209 1.425 1.491
1.747 1.892 1.883 2.365 2.648 2.428
23
0.946 1.009 1.033 1.082 1.112 1.123
1.875 1.937 1.973 2.028 1.976 2.090
24
0.977 1.017 1.032 1.056 1.082 1.108
1.952 1.997 2.003 2.035 2.096 2.183
25
0.992 1.020 1.028 1.042 1.057 1.074
1.981 2.007 2.008 2.021 2.049 2.093
26
0.997 1.019 1.023 1.031 1.042 1.053
1.992 2.008 2.007 2.014 2.028 2.051
27
0.999 1.016 1.019 1.024 1.031 1.039
1.994 2.002 2.001 2.004 2.012 2.026
final error
1.031e-02 7.899e-03 7.609e-03 7.565e-03 7.667e-03 7.821e-03
1.962e-04 1.376e-04 1.358e-04 1.360e-04 1.372e-04 1.392e-04
Table 2.17: Exp 2: Observed rates of convergence and closeness for ε = 10−6
p = 2
n\ 1µ 1 2/3 1/2 1/3 1/4 1/5
22 1.780 2.511 2.332 3.055 3.472 3.455
23 1.877 2.365 2.532 2.656 2.656 2.578
24 1.938 2.282 2.387 2.471 2.535 2.583
25 1.971 2.226 2.307 2.370 2.418 2.458
26 1.956 2.168 2.253 2.304 2.340 2.372
final error 6.697e-04 1.945e-04 1.570e-04 1.574e-04 1.774e-04 2.080e-04
Table 2.18: Exp 2: Observed rates of convergence for p = 2, ε = 10−4
p = 3
n\ 1µ 1 2/3 1/2 1/3 1/4 1/5
22 2.440 3.595 3.337 4.611 5.263 5.068
23 2.654 3.463 3.780 4.010 3.879 3.807
24 2.751 3.138 3.519 3.718 3.821 3.878
25 2.339 2.095 3.041 3.551 3.641 3.706
26 1.215 1.260 2.147 3.372 3.480 3.553
final error 1.202e-04 2.917e-05 7.977e-06 3.329e-06 3.968e-06 5.170e-06
Table 2.19: Exp 2: Observed rates of convergence for p = 3, ε = 10−4
p = 4
n\ 1µ 1 2/3 1/2 1/3 1/4 1/5
22 3.108 4.691 4.473 6.173 7.063 6.597
23 3.296 3.676 4.630 5.389 5.080 5.068
24 2.448 1.613 2.593 5.743 5.098 5.158
25 0.941 1.127 1.609 3.394 4.392 4.740
26 0.686 1.087 1.491 x.xxx x.xxx x.xxx
final error 9.260e-05 2.306e-05 5.839e-06 (1.889e-06) (1.513e-06) (2.045e-06)
Table 2.20: Exp 2: Observed rates of convergence for p = 4, ε = 10−4
Chapter 3
Numerical experiments on
selected model problems
3.1 A convection-diffusion problem with parabolic
layers
In this Section we want to investigate the performance of higher order quadrilateral
elements for a model problem that has previously been analyzed by Franz et al.
[19] for bilinear finite elements. Without assuming any compatibility conditions
on the data the authors therein investigated a singularly perturbed convection-
diffusion problem with two parabolic and one exponential layer. Their analysis is
based on the former papers [20] and [21] wherein the structure of the occurring
corner singularities had been investigated in great detail. The rather complicated
bounds that arise make it difficult to analyze the method in terms of higher order
convergence or supercloseness. Since, in [19], only first order convergence could
be proven we are interested in the numerical performance of higher order elements
for various values of ε, as well as a comparison of our results based on a highly
accurate reference solution versus the ones obtained by a double-mesh principle.
As the basis for our computations let us reconsider the second of the two test
problems proposed in [19] which has non-constant coefficients:
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−ε∆u− (2− x)(1 + y(1− y))ux + (3
2
+ sin(piy))u = (2− x)(3
2
− sin(piy)) in Ω,
u = 0 on ∂Ω.
Figure 3.1: Solution u for moderate values of ε
For four different but still moderate values of ε the changing solution is depicted
in Figure 3.1. For ε → 0 one observes the strong exponential layer forming at
x = 0 while two parabolic layers occur at the boundary segments y = 0 and y = 1.
For the numerical experiments we let the perturbation parameter vary between
ε ∈ {10−3, 10−6, 10−9} and apply finite elements with polynomial degrees of order
p = 1, 2, 3, 4, 5 and 6 on the same structured Shishkin mesh as introduced by Franz
et al.
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In contrast to [19] where the authors computed their errors based on the double-
mesh principle, we again want to proceed as outlined in Section 2.2 and use more
accurate reference solutions on different FE-spaces as a means to obtaining more
reliable results. The numerical errors in the ε-weighted H1 norm ‖u− uN‖1,ε
together with its computed experimental orders of convergence α, which measure
rates of type O((N−1 lnN)α), are summarized in Table 3.1-3.3. Additionally,
results showing supercloseness to the bilinear interpolant ‖uI−uN‖1,ε are combined
in Table 3.4.
N\p 1 2 3 4 5 6
22 3.870e-1 0.750 2.216e-1 1.265 1.257e-1 1.803 7.115e-2 2.441 3.995e-2 2.991 2.164e-2 3.367
23 3.119e-1 0.835 1.540e-1 1.484 7.481e-2 2.173 3.526e-2 2.743 1.690e-2 3.323 8.212e-3 3.929
24 2.223e-1 0.923 8.435e-2 1.742 3.100e-2 2.481 1.160e-2 3.195 4.391e-3 3.917 1.670e-3 4.623
25 1.441e-1 0.970 3.719e-2 1.897 9.660e-3 2.745 2.582e-3 3.588 6.967e-4 4.385 1.901e-4 4.836
26 8.778e-2 0.990 1.412e-2 1.961 2.377e-3 2.897 4.131e-4 3.800 7.419e-5 4.165 1.607e-5 2.969
27 5.148e-2 0.993 4.904e-3 1.988 4.988e-4 2.960 5.331e-5 3.694 7.859e-6 2.633 3.243e-6 2.146
28 2.952e-3 1.612e-3 9.519e-5 6.746e-6 1.801e-6 9.758e-7
Table 3.1: Numerical errors and EOC for ε = 10−3
N\p 1 2 3 4 5 6
22 3.935e-1 0.758 2.202e-1 1.228 1.236e-1 1.748 6.942e-2 2.268 3.900e-2 2.789 2.194e-2 3.305
23 3.163e-1 0.827 1.547e-1 1.468 7.479e-2 2.094 3.615e-2 2.713 1.749e-2 3.329 8.476e-3 3.942
24 2.262e-1 0.918 8.529e-2 1.710 3.200e-2 2.464 1.203e-2 3.202 4.533e-3 3.928 1.714e-3 4.630
25 1.469e-1 0.967 3.818e-2 1.872 1.005e-2 2.745 2.671e-3 3.595 7.156e-4 4.406 1.945e-4 4.926
26 8.966e-2 0.988 1.468e-2 1.952 2.473e-3 2.898 4.258e-4 3.822 7.535e-5 4.479 1.570e-5 3.522
27 5.263e-2 0.996 5.126e-3 1.983 5.184e-4 2.937 5.424e-5 3.880 6.741e-6 3.333 2.352e-6 2.353
28 3.014e-2 1.689e-3 1.001e-4 6.183e-6 1.044e-6 6.303e-7
Table 3.2: Numerical errors and EOC for ε = 10−6
N\p 1 2 3 4 5 6
22 3.938e-1 0.759 2.202e-1 1.227 1.236e-1 1.746 6.937e-2 2.266 3.896e-2 2.785 2.191e-2 3.303
23 3.166e-1 0.827 1.547e-1 1.468 7.480e-2 2.093 3.615e-2 2.713 1.748e-2 3.330 8.472e-3 3.945
24 2.263e-1 0.918 8.533e-2 1.710 3.201e-2 2.464 1.203e-2 3.202 4.532e-3 3.931 1.711e-3 4.655
25 1.470e-1 0.967 3.820e-2 1.872 1.005e-2 2.745 2.671e-3 3.597 7.142e-4 4.434 1.919e-4 5.250
26 8.973e-2 0.988 1.468e-2 1.952 2.474e-3 2.899 4.253e-4 3.833 7.416e-5 4.745 1.314e-5 5.366
27 5.268e-2 0.996 5.129e-3 1.983 5.186e-4 2.964 5.390e-5 3.938 5.747e-6 4.734 7.286e-7 3.080
28 3.017e-2 1.691e-3 9.871e-5 5.949e-6 4.061e-7 1.300e-7
Table 3.3: Numerical errors and EOC for ε = 10−9
One clearly observes that higher order convergence is achieved despite the presence
of propagated corner singularities. The weaker ε the better the respective rates
asymptotically approach the optimal values for α. If ε is moderate and the poly-
nomial degree is high the computed rates start to decline as soon as the singularity
is sufficiently resolved and hence “seen” by the numerical solution. One may thus
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N\ε 10−3 10−6 10−9
22 1.652e-1 1.232 1.671e-1 1.460 1.677e-1 1.478
23 1.159e-1 1.509 1.098e-1 1.461 1.096e-1 1.460
24 6.286e-2 1.769 6.073e-2 1.737 6.064e-2 1.736
25 2.736e-2 1.907 2.685e-2 1.890 2.682e-2 1.889
26 1.033e-2 1.967 1.022e-2 1.957 1.022e-2 1.956
27 3.578e-3 2.009 3.562e-3 1.982 3.560e-3 1.982
28 1.162e-3 1.175e-3 1.174e-3
Table 3.4: Supercloseness ‖uI − uN‖1,ε and rates of superconvergence
conjecture that the error behaves similarly as in Chapter 2 in that it is the sum
of a higher order term plus a lower order part that is damped by some power of
ε. Apart from this phenomenon the results show robustness in the perturbation
parameter, i.e. the errors are not negatively affected by smaller values of ε.
In comparison to the computation published in [19] we obtain almost identical
results. For bilinear elements, first and second orders for the error decay and
superconvergence, respectively, are confirmed. A closer look suggests that the
errors against the reference solution are insignificantly but consistently smaller
than the ones obtained by the double-mesh principle. Moreover, the experimental
orders of convergence seem to approach their respective asymptotic limit more
evenly.
3.2 A priori analysis of discontinuous Dirichlet
boundary conditions
A classical problem in the field of singularly perturbed boundary value problems
is given by the treatment of interior layers due to non-smooth boundary data.
For instance, many different more or less sophisticated stabilization techniques
have been analyzed to dampen the effects of unwanted oscillations in the numeri-
cal solution. Thereby, classical test cases that are used for this kind of setting are
convection-diffusion boundary value problems with discontinuous Dirichlet bound-
ary conditions. Although numerical experiments show decent results, an a priori
analysis for these types of problem has not yet been given in the literature. It is
also remarkable that not even convergence may be obtained by standard means
since the exact solution fails to be in the Sobolev space H1(Ω).
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As a first step to a rigorous analysis of the singularly perturbed case we set
ε = 1 and investigate an unperturbed reaction-diffusion problem with non-smooth
boundary data. One of the first works on this topic can be found in the paper
[22]. Therein the authors propose and prove well-posedness of a suitable weighted
variational formulation for the following model problem
−∆u+ cu = f in Ω, (3.1)
u = g on ∂Ω,
with g ∈ L2(∂Ω) being some possibly discontinuous function on the boundary.
Moreover, an a posteriori error indicator for a dG-formulation is derived whose
effectiveness is demonstrated in numerical experiments.
Here, we sketch an a priori analysis and examine the experimental orders of con-
vergence for the h-version of the FEM in combination with a priori graded meshes
for different values of the polynomial order p.
3.2.1 Analytical investigation
For simplicity of notation, assume g to be smooth except at some single boundary
point P ∈ ∂Ω. Moreover, let
r(x) := |x− P |
denote the Euclidean distance of x to that singular point which will be used as a
weighting function.
We adopt the variational formulation from [22, Section 2.3] and refer to the details
therein: Find u ∈ g + H˚1α(Ω) such that
a(u, v) = f(v) ∀v ∈ H˚1−α(Ω).
This formulation relies on the weighted Sobolev spaces H1α(Ω) being defined as the
closure of C∞(Ω¯) with respect to the following weighted norm
‖u‖21,α := ‖u‖20 + ‖rα∂xu‖20 + ‖rα∂yu‖20.
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Moreover, H˚1α(Ω) denotes the subspace of H
1
α(Ω) with zero trace. The numerical
solution uN is defined by replacing the test and ansatz space with some appropriate
subspace V of both H˚1α(Ω) and H˚
1
−α(Ω).
After introducing some suitable interpolant of u in the finite element space, uI
that satisfies optimal approximation properties of respective order, the numerical
error is first bounded by the sum of closeness and interpolation error
|u− uN |1,α . |u− uI |1,α + |uI − uN |1,α. (3.2)
Note that it suffices to examine the error in the H1 semi-norm which in fact is
a norm by a weighted Poincare´-Friedrichs inequality, cf. [22, Lemma 2.5]. In
contrast to [22, Proposition 2.9] where an inf-sup condition for the bilinear form
a(., .) was proven, here we have to assume that there holds a discrete counterpart,
i.e. there exists some positive γh independent of N such that
inf
uN∈V \{0}
sup
vN∈V \{0}
a(uN , vN)
|uN |1,α|vN |1,−α ≥ γh > 0. (3.3)
By [22, Proposition 2.8] (continuity of the bilinear form) and Galerkin orthogo-
nality one quickly checks that (3.3) translates into
|uN − uI |1,α . |u− uI |1,α, (3.4)
such that it remains to bound the interpolation error. Therefore, let us introduce
an algebraic grading of the underlying mesh to resolve the jump singularity and
recover higher orders of convergence. As for the L-shaped domain, the grading
shall be parameterized by some real number µ ∈ (0, 1). For the analysis we do not
specify the concrete definition of grading but refer to the numerical experiments
for some example different to the one discussed in Section 2.2. Abstractly, for
elements with diameter hK := diam(K) we require that
hK . N−
1
µ , if P ∈ K. (3.5)
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Furthermore, it shall hold uniformly in N for a sequence of graded meshes that
all elements not intersecting the singular point satisfy
hK . rK := dist(P,K),
hK . N−1r(x)1−µ, ∀x in K, (3.6)
compare Section 2.2, Lemma 2.10.
Let us suppose that we use a pth order finite element space. Furthermore, we
denote by T˜ the set of all elements that do not include P . Note that on all such
elements the exact solution is smooth (albeit having large derivatives). Hence,
after introducing some temporary real number β ≥ 0, we estimate as follows
∑
K∈T˜
|u− uI |21,α,K .
∑
K∈T˜
(rK + hK)
2α|u− uI |21,K
.
∑
K∈T˜
(rK + hK)
2αh2pK ‖∇p+1u‖20,K
.
∑
K∈T˜
h
2(p−β)
K ‖rα+β∇p+1u‖20,K
. (N−2)p−β
∑
K∈T˜
‖rα+β+(1−µ)(p−β)∇p+1u‖20,K
. (N−2)p−β‖rα+β+(1−µ)(p−β)∇p+1u‖20,Ω.
From a priori knowledge of the strength of the singularity it is well known that
|∇p+1u| ∼ r−p−1
in a neighborhood around the singular point P . Thus, the respective seminorms
of u are bounded as soon as
α + β + (1− µ)(p− β) > p, or
β > p− α
µ
.
This inequality together with β ≥ 0 entails that
|u− uI |1,α,∪T˜ . N−min{p,
α
µ
−δ}, ∀δ > 0. (3.7)
Error contributions on the remaining fix number of elements having non-empty
intersection with P are bounded by exploiting and inverse inequality and smallness
Chapter 3. Further numerical experiments 62
of their measure. Each term is estimated as follows
|u− uI |21,α,K . |u|21,α,K + |uI |21,α,K
.
∫
K
(rαr−1)2dK +N2‖rαuI‖20,K
.
∫ N− 1µ
0
r2α−1dr +N2
∫ N− 1µ
0
r2α+1dr
. N−
2α
µ . (3.8)
Finally, by collecting (3.2), (3.4), (3.7) and (3.8) one obtains
|u− uN |1,α . N−min{p,
α
µ
−δ}, ∀δ > 0. (3.9)
3.2.2 Numerical experiments
We will verify the derived a priori rates by computing experimental orders of
convergence for the following test problem.
−∆u = 0 in Ω := (−1, 1)× (0, 1),
u = g0 on ∂Ω
under various combinations of α and µ. The Dirichlet boundary data g0 is chosen
in such a way that the exact solution may be written in polar coordinates as
u(r, θ) = θ
pi
. Note that this choice for g0 results in a jump from one to zero at the
origin.
The applied grading shall be defined as follows: Every vertex xv inside the union
ball around P is pulled towards P by the contractive mapping
xv 7→ P + |xv − P |
1
µ
−1(xv − P ).
It can be verified either analytically or numerically that the abstract requirements
on the grading, (3.5) and (3.6), are satisfied. Three typical examples of some
graded meshes in the sequence are visualized in Figure 3.2.
For polynomial degrees p = 1, . . . , 4 we compute sequences of numerical solutions
to (3.1) for various pairings of α and µ. Exemplarily, in Figure 3.3 one can find
some fine numerical solution together with the magnitude of its gradient. All
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Figure 3.2: Graded meshes for µ = 0.2
Figure 3.3: Solution u and |∇u| for (3.1)
results obtained by the outlined procedure are summarized in Tables 3.5 to 3.8.
Thereby, the obtained errors in the weighted H1 (semi-)norm | · |1,α including
experimental orders of convergence of the last three iterates of each instance are
listed. Note that here the knowledge of the exact solution does not require a
previous computation of reference solutions.
µ\α 0.2 0.4 0.6 0.8
0.2
7.194e-2 0.881 2.484e-2 1.017 1.816e-2 1.008 1.540e-2 1.007
3.861e-2 0.898 1.237e-2 1.005 9.070e-3 1.002 7.691e-3 1.002
2.054e-2 0.911 6.180e-3 1.001 4.533e-3 1.000 3.844e-3 1.000
0.4
1.398e-1 0.494 2.878e-2 0.896 1.325e-2 1.010 9.677e-3 1.008
9.903e-1 0.497 1.533e-2 0.909 6.600e-1 1.005 4.830e-3 1.002
7.001e-1 0.499 8.105e-3 0.919 3.294e-1 1.003 2.414e-3 1.001
0.6
2.208e-1 0.332 5.500e-2 0.656 1.856e-2 0.917 9.623e-3 1.022
1.753e-1 0.333 3.478e-2 0.660 9.774e-3 0.925 4.767e-3 1.014
1.392e-1 0.333 2.197e-2 0.662 5.123e-3 0.932 2.369e-3 1.010
0.8
2.878e-1 0.250 8.913e-2 0.499 3.254e-2 0.739 1.446e-2 0.940
2.420e-1 0.250 6.306e-2 0.499 1.946e-2 0.742 7.521e-3 0.943
2.035e-1 0.250 4.461e-2 0.500 1.162e-2 0.744 3.905e-3 0.950
Table 3.5: Errors and EOC for pairings of α and µ for p = 1.
We observe that the numerical results accurately reflect the theoretical predictions
(3.9). Scrutinizing the tables along diagonals starting with the bottom left one
to the top right one, it is observable how the predicted rates of convergence are
assumed provided that the respective polynomial order allows for a higher order
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µ\α 0.2 0.4 0.6 0.8
0.2
2.758e-2 0.998 2.061e-3 1.847 7.876e-4 2.013 5.704e-4 2.012
1.379e-2 1.000 5.623e-3 1.874 1.962e-5 2.010 1.423e-4 2.003
6.897e-3 1.000 1.514e-4 1.893 4.900e-5 2.002 3.555e-5 2.001
0.4
9.543e-2 0.500 1.146e-2 1.000 1.774e-3 1.491 4.349e-4 1.883
6.750e-2 0.500 5.730e-3 1.000 6.293e-4 1.496 1.166e-4 1.899
4.773e-2 0.500 2.865e-3 1.000 2.228e-4 1.498 3.099e-5 1.912
0.6
1.674e-1 0.333 3.411e-2 0.667 8.007e-3 1.000 2.127e-3 1.335
1.329e-1 0.333 2.148e-2 0.667 4.003e-3 1.000 8.432e-4 1.335
1.055e-1 0.333 1.353e-2 0.667 2.001e-3 1.000 3.344e-4 1.334
0.8
2.238e-1 0.250 6.047e-2 0.500 1.875e-2 0.751 6.506e-4 1.004
1.882e-1 0.250 4.275e-2 0.500 1.114e-2 0.751 3.246e-3 1.003
1.583e-1 0.250 3.023e-2 0.500 6.625e-3 0.750 1.621e-3 1.002
Table 3.6: Errors and EOC for pairings of α and µ, p = 2.
µ\α 0.2 0.4 0.6 0.8
0.2
1.857e-2 1.000 6.668e-4 1.996 6.653e-5 2.790 2.773e-5 2.961
9.285e-3 1.000 1.668e-4 1.999 9.305e-6 2.838 3.504e-6 2.985
4.643e-3 1.000 4.171e-5 2.000 1.274e-6 2.868 4.400e-7 2.994
0.4
8.014e-2 0.500 9.365e-3 1.000 1.274e-3 1.500 2.004e-4 2.000
5.667e-2 0.500 4.682e-3 1.000 4.505e-4 1.500 5.009e-5 2.000
4.007e-2 0.500 2.341e-3 1.000 1.593e-4 1.500 1.252e-5 2.000
0.6
1.423e-1 0.333 2.751e-2 0.667 6.266e-3 1.000 1.163e-3 1.335
1.129e-1 0.333 1.733e-2 0.667 3.133e-3 1.000 6.465e-4 1.334
8.962e-2 0.333 1.092e-2 0.667 1.566e-3 1.000 2.564e-4 1.334
0.8
1.906e-1 0.250 4.837e-2 0.500 1.449e-2 0.751 4.971e-3 1.002
1.603e-1 0.250 3.420e-2 0.500 8.616e-3 0.750 2.483e-3 1.001
1.348e-1 0.250 2.418e-2 0.500 5.122e-3 0.750 1.241e-3 1.001
Table 3.7: Errors and EOC for pairings of α and µ, p = 3.
µ\α 0.2 0.4 0.6 0.8
0.2
1.641e-2 1.000 4.337e-4 2.000 2.001e-5 2.994 2.439e-6 3.781
8.205e-3 1.000 1.084e-4 2.000 2.504e-6 2.998 1.711e-7 3.833
4.102e-3 1.000 2.711e-5 2.000 3.131e-7 3.000 1.174e-8 3.865
0.4
7.206e-2 0.500 7.656e-3 1.000 9.961e-4 1.500 1.501e-4 2.000
5.095e-2 0.500 3.828e-3 1.000 3.521e-4 1.500 3.751e-5 2.000
3.603e-2 0.500 1.914e-3 1.000 1.245e-4 1.500 9.376e-6 2.000
0.6
1.260e-1 0.333 2.299e-2 0.667 5.097e-3 1.000 1.319e-3 1.334
1.000e-1 0.333 1.448e-2 0.667 2.548e-3 1.000 5.232e-4 1.334
7.937e-2 0.333 9.123e-3 0.667 1.274e-3 1.000 2.076e-4 1.334
0.8
1.687e-1 0.250 4.069e-2 0.500 1.191e-2 0.750 4.080e-3 1.001
1.418e-1 0.250 2.877e-2 0.500 7.083e-3 0.750 2.039e-3 1.001
1.193e-1 0.250 2.035e-2 0.500 4.211e-3 0.750 1.019e-3 1.001
Table 3.8: Errors and EOC for pairings of α and µ, p = 4.
determined by α/µ. Moreover, a closer look suggests that a further increase of
the polynomial order (beyond α/µ) does not improve the rates but consistently
reduces the numerical errors by some slight amount.
Chapter 4
An object oriented
hp-implementation of the Finite
Element Method in MATLAB
The majority of open source, object oriented finite element software suffers from
a high degree of complexity. Especially the large quantity of classes involved
makes it hard to understand the role of individual components and their precise
interplay among each other such that people are rare that fully comprehend the
entire software. However, without clearness and transparency for the applying
researcher it becomes difficult to implement new aspects, changes and amendments
to the code that address core concepts of the finite element method, such as setting
up (hybrid)-discontinuous FE-spaces, realization of new interpolants, definition of
a priori hp-meshes, computation of orders of convergence by means of reference
solutions, etc.
All that is partially a result of using so called third-generation programming lan-
guages [23] like C++ or Fortran. Despite their many advantages in terms of
performance, another approach seems to be promising if one aims especially at
a clear structuring with high abstraction and generality that simultaneously pre-
serves great flexibility and good performance.
We approach this goal by using a member of the family of fourth-generation pro-
gramming languages [24], in our case Matlab. Projects organized in that way
generally are much faster to realize, more effortless to maintain and, if set up in the
right way, allow easy extensions of the code. The choice of Matlab was primarily
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motivated by the possibility to set up the code in an object oriented way under
the immediate availability of its vast libraries that take care of the linear alge-
bra, data visualization, data/array manipulation, etc. Additionally, the very utile
graphical user interface as a tool for fast code development and testing turned out
to be very beneficial. Moreover, automatic memory management, type setting and
already implemented data structures such as function handles or cell arrays help
the programmer to avoid dealing with all unnecessary background details that do
not belong to the finite element method in the first place.
The major drawback of fourth-generation programming languages is that they
are interpreted in a line-by-line manner in contrast to the usage of fast compiled
executables. This in particular becomes problematic if nested loops are used that
iterate over a large number of entities such as elements, nodes or quadrature
points. Matlab solves this problem by providing as many vectorized alternatives
as possible that avoid the necessity of loops. Thereby, a further benefit is given
by a significant code reduction that vectorized commands bring about.
However, for many crucial operations, like for instance the definition of operators
on finite element functions, the evaluation of finite element functions, global point
search or adaptive mesh refinement, no such elegant way of programming can
be used. Nevertheless, good performance of the entire software is maintained by
outsourcing these otherwise expensive operations to precompiled commands. This
is realized under the concept of Mex-files where it becomes possible to include
executables that are written in either C or Fortran directly into Matlab. Thereby
a further gain of speed becomes available by means of parallelization by means of
OpenMp.
To understand the evolution of the software the following three principles played
a core role in the development process:
1. intuitive extension,
2. rapid prototyping and
3. frequent testing.
More precisely, the program did not always have the same structure as presented
in this chapter. It originated from a single class FEM wherein the mesh, the connec-
tivity and the differential operator merely were represented by arrays or functions.
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Subsequently, in a step by step way, any new idea of what would be a next im-
mediate extension was added, thereby almost automatically suggesting the most
canonical modifications of the code such that the new feature could be robustly
incorporated into the software (1.). Thus, former properties were upgraded, out-
sourced as new related classes and furnished with further functionality. Any ex-
tension thereby was implemented in such a way that it yields a working prototype
in as little steps and time as possible (2.). This prototype immediately could be
tested on its performance (3.), thereby suggesting further adjustments, if neces-
sary, until a stable extension became available. Multiple iteration of these steps
finally provided the software with more and more functionality while keeping the
entire structure flexible to new ideas waiting to be realized. During this process
it turned out to be very helpful that, by the concept of breakpoints in Matlab,
one is able to change the code during runtime. Thus, new ideas could quickly
be implemented and tested in the most straightforward way and subsequently be
integrated into the software to yield a next robust version.
The next section shall serve as a survey of how the software is organized in the
context of object oriented programming. Subsequently, the functionality and inter-
relation of the individual classes including all relevant data structures are explained
in detail.
4.1 General structure
Before presenting the general structure of our software it is helpful to quickly re-
view the core ideas of the finite element method. These preliminary considerations
give more apparent insights on how the class structure of the object oriented code
precisely reflects the standard mathematical concepts of the FEM.
Weak formulation
The FEM starts from a weak or variational formulation of a given PDE or a system
of PDEs on some domain Ω. To simplify the presentation, here we temporarily
assume that only homogeneous Dirichlet boundary conditions occur. Inhomoge-
neous conditions on ∂Ω are discussed in detail in Section 4.3.4. Let us assume the
problem formulation reads as follows:
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Find some function u ∈ V such that
a(u, v) = f(v), ∀v ∈ V.
Here V denotes some appropriate linear subspace of L2(Ω)
d, d ∈ N, for instance
V = H10 (Ω) in case of scalar second order Dirichlet problems. The entirety of
information that is encoded in the bilinear form a(., .) and the linear functional
f ∈ V ′ constitutes the concrete problem at hand. In the FEM code it will be
represented by the central class FEM that defines the problem at hand.
Discretization
Secondly, to obtain a numerical approximation uh to u, one introduces some finite
dimensional linear subspaces V h ⊂ V . We will call this space the finite element
space and attribute the class FESpace to the administration of this mathemat-
ical concept (justification of naming “finite element” in next paragraphs). The
numerical solution is sought in this very subspace, i.e. uh ∈ V h, and shall satisfy
a(uh, vh) = f(vh), ∀vh ∈ V h.
Quadrature
In most practical applications it is unrealistic to compute a(., .) and f exactly.
A full discretization therefore relies on the application of quadrature rules. The
introduction of a class QuadRule meets this requirement. By providing quadrature
points and weights, the fully discrete problem now may be formulated as:
uh ∈ V h : ah(uh, vh) = fh(vh), ∀vh ∈ V h, (4.1)
where ah(., .) and fh are the discrete counterparts to a(., .) and f related to the
applied quadrature rule. After introducing a basis BN := {ϕ1, . . . , ϕN} of V h,
N being the number of degrees of freedom, and using the representation uh =∑N
j=1 ujϕj the standard procedure transfers (4.1) to the linear system
(a(ϕj, ϕi))
N
i,j=1 (uj)
N
j=1 = (f(ϕi))
N
i=1,
⇐⇒: AU = F
whose solution U contains basis coefficients of the numerical approximation to u.
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Finite elements
The previous steps almost completely specified the method. The remaining un-
known is merely given by the concrete choice of the basis BN . In general an
element ϕ ∈ BN can be any kind of function. The name “finite element”, however,
is justified by the use of basis functions with local support. This is realized by
introducing a mesh that triangulates the domain Ω and defining all basis functions
with respect to that mesh. Our code incorporates this concept by introducing a
class Mesh. All mesh relevant information is stored therein and included as a prop-
erty to the finite element space, FESpace, that it now partially defines. Note that
the mesh also canonically serves as the grid that is used for evaluating integrals
by the given quadrature rule.
To proceed in setting up the finite element space, the FEM realizes the definition
of basis functions with respect to the given mesh by the concept of an affine family.
The actual computations involving basis functions are pulled back to computations
on the so called reference element. In the FE-program the concept of a reference
element is given by the class Element. This class can be queried to give function
values and derivatives of (reference) basis functions in any point in the reference
domain. As for all concepts introduced above, details will be discussed in the
respective sections to come.
Handling degrees of freedom
Since by the concept of an family of reference maps there is a local and a global
way on how to consider an element of the mesh, one constantly needs to be aware
on how global basis functions are related to the local basis functions on individual
elements. In other words, in order to be able to completely describe the finite ele-
ment space, the class FESpace needs to relate Mesh and Element. This is realized
with the help of the last core class, DoFManager, that manages the distribution
of degrees of freedom amongst the physical elements. This class also renders it
possible to implement continuous, discontinuous or even more fancy kinds of finite
element spaces.
* * *
To summarize, six core classes now have been introduced:
• FEM,
Chapter 4. hpFEM implementation in MATLAB 70
• QuadRule,
• FESpace,
• Mesh,
• Element and
• DoFManager.
The development of the program started with the intention to use as few classes as
possible but as many as necessary to completely reflect the general aspects of the
finite element method. By experience, so far these six classes proved to be sufficient
to tackle all kinds of general PDEs and variations of the finite element method.
To conclude this section let us summarize the major tasks of every component in
Table 4.1. A graphical visualization of their interconnectedness can be found in
the class diagram, Figure 4.1.
QuadRule
order
getData()
getMeshFunction[...]()
assemble[...]()
get[...]Projection()
// visualization routines
FESpace
hRefine()
findElement()
Mesh
data
data2data
uniformRefine()
order
Element
dimension
getBasis()
FEM
stiffMat
loadVec
solveYourself()
solution
assemble()
DoFManager
degrees
dAGlobal
getConnectivityArray()
geoVec
Figure 4.1: Class diagram of SOFE
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FEM . . . main interface to the user
. . . defines operator by assembling linear system
. . . handles strong and natural boundary conditions
. . . visualization
FESpace . . . locally and globally evaluates FE-functions
. . . assembles canonical operators (mass matrix, L2-product, etc.)
. . . retrieves and stores information of PDE data and reference maps
in quadrature points
. . . computes interpolants
. . . visualization
QuadRule . . . returns quadrature points and weights
Mesh . . . computes information about reference mappings for all physical en-
tities (elements, faces and edges)
. . . evaluates arbitrary functions (e.g. coefficients of PDE) in collection
of local points for all physical entities
. . . performs global point search
. . . realizes uniform and local mesh refinement
. . . displays mesh and numbering of entities
Element . . . evaluates any local basis function, including derivatives, on the ref-
erence element
DoFManager . . . administers connectivity of the finite element space
. . . returns DoF arrays
Table 4.1: Major tasks of individual components
The remaining sections in this chapter explain the functioning of each individual
class in more detail. In particular, therein we will clarify how the object orient
concept of inheritance opens the full spectrum of the FEM and reveals the ver-
satility of the software. But first let us leave a comment on how the data of the
PDE (coefficients and boundary data) and the definition of the (coarse) mesh is
organized.
4.1.1 Data specification for concrete problems
Before being able to analyze some user defined problem, its data needs to be put
into the program. In SOFE any new instance of some PDE is created as some
subfolder to the Work folder, e.g. Work/myPDE. This subfolder must at least contain
the following files
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nodes.dat . . . vertices of the mesh
elementsP.dat . . . list of triangles (or tetrahedra in 3D)
and / or
elementsQ.dat . . . list of quadrilaterals
Moreover, any data that defines the PDE and is needed in the assembly routines
has to be included here. To manage visibility to the search path and to avoid
collision of files due to multiple defined problems we provide the path setting
routine
openInstance(’myPDE’).
Any call to openInstance() with a new, existing working folder removes the
previous problem from the search path and includes the new one. Thus, arbitrary
many problems may be stored simultaneously in the Work folder and accessed one
by one.
As will become more clear after this chapter documenting the software, SOFE
comes with a very high level of abstraction on multiple levels. Among other things,
this benefit entails a user interface that is straightforward and easy to apply such
that all main programs may be written in a very clear and concise way. By means
of the following commands, let us demonstrate how the structure of a simple main
file might look like.
>> openInstance(’myPDE’); % open data
>> p = pde.myOperator(elements.myElement(...)); % define problem
>> p.solveYourself(); % solve
>> p.feSpace.surfMeshFunction(p.solution, ...); % visualize
Various more detailed examples files may be found in an accompanying folder to
the software.
4.2 The FEM class
By having access to all information in the program this class constitutes the con-
trol center of the entire software. It shall be considered as the interface that
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provides the user with routines that allow all kind of modifications to the numer-
ical scheme such as changing the element orders, refining the mesh, choosing a
different quadrature rule, etc.
It is important to note that FEM still is an abstract class as it offers the two abstract,
i.e. not yet implemented routines
assemble() and
solveYourself().
In the language of OOP this means that one is not allowed to create any instances
of this class. Rather concrete subclasses (representing concrete PDEs), that inherit
from FEM and implement the concrete differential operator, must be written. We
do not go further into the details of this object oriented concepts but stress the
fact that all classes derived from FEM must implement those two abstract routines.
In Section 4.8 when the necessary information about the remaining five parts has
been gathered we explain in detail how the assembly procedure is realized.
To get an idea of how extensions from the base class FEM might look like, Figure
4.2 displays some selection of possible operators. Any new operator (PDE) can
be defined in the same way by just inheriting from FEM. Moreover, the concept of
inheritance allows to further extend the specification of a given operator without
needing to set up a new class from scratch. This, for instance, can be useful if
one aims at adding stabilizing terms to the bilinear and linear forms or extending
elliptic to parabolic or hyperbolic operators.
Stokes LinearElasticityConvDiffReac
WaveHeatConvDiffReacSUPG NavierStokes NonLinearElasticity
FEM
Figure 4.2: Possible realizations of the FEM class
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4.3 The FESpace class
We now turn our focus to the component that models the finite dimensional sub-
space that contains the numerical solution. Intuitively speaking, if the FEM class
is regarded as the brain, FESpace must be the heart of the software. In fact, it
combines and processes multiple kinds of information as it constitutes the interface
to all data about the mesh, the distribution of global degrees of freedom and the
evaluation of local basis functions on the reference element. In the code structure
this is reflected by a direct access of FESpace to each one of the class ensemble
QuadRule, Element, Mesh and DoFManager (compare Figure 4.1). Thus, the com-
bination of information from this ensemble allows to carry out several crucial tasks
that we are going to list in the following subsections.
4.3.1 Evaluation of finite element functions.
Recall that any function in the finite element space V h admits the interpreta-
tion as either some mapping f : Ωh → R and as a vector f ∈ RnDoF, where
nDoF denotes the numbers of degrees of freedom in the FE-space. We use both
representations interchangeably, identifying one with the other and interpret the
appropriate meaning in the respective context. Since the vector of coefficients is
the only way to store finite element functions on the computer without loss of
information, we need a routine that translates this representation into the related
mapping Ωh → R, i.e. that evaluates such functions at any given point. This
can be done either by using local coordinates for a list of entities (element, face,
edge) or globally. For some concrete realization, feSpace, of the class FESpace
the former alternative is provided by the routine
Y = feSpace.getMeshFunctionLoc(F, points, order, index).
This evaluation routine takes four arguments
F . . . vector of degrees of freedom
points . . . local points ∈ RnP×d
order . . . order of derivatives = 0,1,2,3
index . . . (optional) list of entities
Chapter 4. hpFEM implementation in MATLAB 75
Hereby also partial derivatives of higher order (currently up to order three) are
readily accessible. The second argument denotes the list of local points. To get
reasonable results, their location must be in the reference element used. Further-
more, depending on the spatial dimension of the PDE, the dimension argument
of points, d = 1,2,3, determines if the FE-function f is evaluated on elements,
faces or edges (depending on the spatial dimension). For order = 0 the return
argument Y stores all results in a two dimensional RnE×nP-array, with nE being the
number of entities. For order>0, i.e. if (higher order) derivatives are requested,
Y will be an order+2 dimensional tensor, where concrete partial derivatives are
addressed by the first order indices.
The second routine enables to do a global evaluation of FE-functions, i.e. cal-
culating function values and partial derivatives at any given point in the domain
independently of the mesh. This, for instance, is crucial when working with ref-
erence solutions. Also it constitutes the key to obtain the necessary information
that enables to invoke all visualization tools in Matlab. The global evaluation
command reads as follows
Y = feSpace.getMeshFunctionGlob(F, points, order).
It differs from the former routine in that just three arguments are required: The
second argument, points, thereby needs to be an element of RnP×d, with d being
the spatial dimension. In contrast to its local counterpart the return argument is
a tensor of dimension order+ 1 where the first order indices are used to address
concrete partial derivatives in respective points referenced by the remaining index.
Note that the global evaluation of any finite element function strongly relies on the
availability of an efficient global point search, i.e. for any set of points one must
be able to determine both the respective containing elements each point is located
in and their local coordinates with respect to these elements. As this routine is
offered by the Mesh class we refer the reader to Section 4.5 for details about the
global point search algorithm realized in SOFE.
Occasionally, more information about finite element functions is needed. Residual
error estimators, for instance, refer to the jump of normal derivatives along faces
of the mesh to compute their estimation. This data becomes accessible but a third
routine
U = feSpace.getMeshFunctionLocFace(F, points, leftright, order, index).
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Since in general on cannot expect any regularity across element faces, this routine
computes left (leftright set to ’L’) and right (leftright set to ’R’) sided
function values or partial derivatives of order order = 0,1,2,3 in all local points
passed in points for any face in the list index. The return argument is of the
same structure as for the local evaluation on elements. From this data all jumps
and means of function values, gradients or normal derivatives, as needed e.g. for
a posteriori error estimators, can be easily derived.
4.3.2 Information in quadrature points
With regard to assembling the differential operator of a given PDE, it is essential
that the coefficients (data of the PDE) and the derivatives of reference maps
are available in all quadrature points of the discretization. This is where FESpace
combines and prepares the information provided by the classes Mesh and QuadRule
for the assembling procedures. The four mostly used routines are given by the
following list
FQP = feSpace.getMeshFunctionIQP(F, codim, order) (4.2)
FQP = feSpace.getFunctionIQP(f, codim)
TQP = feSpace.getRefMapIQP(codim, order)
TQP = feSpace.getTrafoIQP(codim)
The first routine simply calls getMeshFunctionLoc() (see previous paragraph)
after retrieving the respective local quadrature points. This time the output argu-
ment FQP will be of dimension nE × nQ, with nQ being the number of quadrature
points as specified in the property of class type QuadRule. The second routine
offers the same possibility for Matlab’s function handles f. This time the Mesh
class is consulted to obtain a list of global quadrature points from the local ones
provided by the QuadRule property; for details we refer to Section 4.5.4.
The remaining two methods refer to the evaluation of the family of reference
maps {ΦE}E∈E . Note that the generic set of entities E may either be regarded as
containing elements, faces or edges. In three spatial dimensions, for instance, the
third routine getRefMapIQP(codim, 1) returns the Jacobi matrices
([∂1ΦE, ∂2ΦE, ∂3ΦE])E∈E
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in quadrature points on all elements, if codim = 0. It yields both tangential
vectors for any face F (codim = 1)
([∂1ΦF , ∂2ΦF ])F∈E
and for codim = 2 the single tangential vector in quadrature points on all edges
in E
(∂ΦE)E∈E .
Finally, because the assembling procedure transforms all occurring integrals over
elements to the reference element according to the usual transformation∫
E
Λ(x) dx =
∫
Eˆ
Λ(xˆ)T (xˆ) dxˆ
it requires multiplicative corrections of the differentials T such as the absolute
value of the Jacobian
T = |det([∂1ΦE, ∂2ΦE, ∂3ΦE])|
for integrals over elements or
T = |∂1ΦF × ∂2ΦF |
for integrals over faces in three dimensions. These scalars are provided by the
fourth routine getTrafoIQP(codim) for every entity of interest.
Except for routine (4.2) the main operations thereby are performed in the Mesh
class. As we will see in Section 4.5.4, the Mesh class in fact provides the possibility
to evaluate explicit function handles as well as any reference map in arbitrary local
points. To avoid repetitive computation of the reference map related information,
FESpace stores precomputed data in private arrays for quick retrieval and does
not recompute these values unless there have been changes in the finite element
space (e.g. due to mesh refinement, change of polynomial orders, etc.).
4.3.3 Assembly routines for basic operators
A further feature of FESpace is the assembly of basic and frequently used operators
or functionals on V h. On the one hand they may be used to define parts of some
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differential operator. Primarily, however, they are required to perform essential
operations such as projections and interpolations. We give a short enumeration
of some examples below. One easily amends further standard operators if they
become necessary.
1. M = feSpace.assembleMassMatrix(f, codim, index):
V = feSpace.assembleL2ProductFunctional(f, codim, index):
Expecting a function handle f these routines compute the operator or func-
tional
M :=
(∫
E
fϕjϕi dE
)nDoF
i,j=1
V :=
(∫
E
fϕi dE
)nDoF
i=1
,
with respect to the FE-space related basis B := {ϕi}i.
Hereby the set E shall be regarded as the union of either selected elements,
faces or edges (determined by codim) that are listed in the optional argu-
ment index. Thus, operators and functionals that solely act on parts of
the boundary ∂Ω may be assembled. If no third argument is provided, all
respective entities are considered.
2. M = feSpace.assembleGradMassMatrix(index)
V = feSpace.assembleGradL2ProductFunctional(gradF, index)
These routines are defined similarly as the previous two by
M :=
(∫
E
∇ϕj · ∇ϕi dE
)nDoF
i,j=1
V :=
(∫
E
∇f · ∇ϕi dE
)nDoF
i=1
.
In contrast to the ordinary L2 product functional the second routine expects
a cell array of multiple function handles gradF that represent the gradient.
3. M = feSpace.assembleDiracDeltaMatrix(f, points)
V = feSpace.assembleDiracDeltaFunctional(f, points)
Operators that are defined via evaluation in certain points may arise for
instance as the load vector for discrete Green’s functions or as Dirac delta
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coefficients for one dimensional PDEs. The previous two routines return
M :=
(∑
k
∫
Ω
δxkϕjϕi dΩ
)nDoF
i,j=1
=
(∑
k
ϕj(xk)ϕi(xk)
)nDoF
i,j=1
V :=
(∑
k
∫
Ω
δxkϕi dΩ
)nDoF
i=1
=
(∑
k
ϕi(xk)
)nDoF
i=1
.
Note that the details about the assembling process will be given in Section 4.8
when all the machinery has been introduced.
On the other hand, for discontinuous finite element spaces additional functionals
may occur e.g. in the context of the dG versions of the finite element method.
Here, we list the three most common ones, thereby using the standard notation
of jumps [·] and means 〈·〉 along faces of the mesh (the union of which we denote
by Γ). For more details about operators on discontinuous finite element spaces we
refer the reader to Section 4.8.2.
1. V = feSpace.assembleL2ProductFaceJump(f, index)
V :=
(∫
Γ
f [ϕi] dΓ
)nDoF
i=1
2. V = feSpace.assembleL2ProductFaceMeanDn(f, index)
V :=
(∫
Γ
f〈 ∂
∂n
ϕi〉 dΓ
)nDoF
i=1
3. V = feSpace.assembleL2ProductFaceFlux(b, f, index)
V :=
(∑
K
∫
∂−K
f(b · µK)ϕ+i dΓ
)nDoF
i=1
As before f and b are function handles while index constitutes the optional argu-
ment that allows to pick the union of single faces (instead of Γ) as the domain of
integration.
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4.3.4 Projections and interpolants
Another crucial part of the class FESpace is to provide various projections and
interpolants in and between finite element spaces. First, let us give insight into
the two most important ones: PD for incorporating Dirichlet boundary conditions
and PHN for taking care of hanging nodes that inevitably arise in local refinement
of quadrilateral meshes.
1. Dirichlet projector PD
This projector is the essential part in incorporating (inhomogeneous) Dirich-
let boundary conditions such as “u = uD on Γ
D ⊂ ∂Ω”. First, let us recall
how in theory inhomogeneities are incorporated into the weak formulation:
Therefor, let us introduce the enlarged finite element space Vh ⊃ V h that
additionally includes all basis functions that do not vanish on the Dirichlet
boundary. For some extended approximation uD,h of uD in Vh we seek
uh ∈ uD,h + V h such that
a(uh, vh) = f(vh), ∀vh ∈ V h.
By adopting the ansatz uh = u
D
h + wh this may be rewritten as
wh ∈ Vh : a(wh, vh) = f(vh)− a(uD,h, vh), ∀vh ∈ V h.
Thus, in comparison to the homogeneous problem the same linear system
with modified right hand side is solved for the difference of the solution to
uD,h.
The practical implementation of this concept is realized as follows: First
note that every finite element function U ∈ RnDoF in the class FESpace is
always considered as the vector of all possible degrees of freedom including
the ones associated with “boundary basis functions” ϕ ∈ Vh\V h. Secondly,
the assembling of both, the operator A and the load vector F is performed
without regard to strong boundary conditions. One thus obtains the nDoF-
dimensional linear system
AU = F. (4.3)
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In other words, the stored stiffness matrix and load vector do not consider
any strong boundary conditions.
Next, we introduce the Dirichlet projection matrix PD : RnDoF → Rm, where
m is the number of “free” degrees of freedom, i.e. the ones associated with
all ϕ ∈ V h. The mapping PD simply is obtained by taking the identity
matrix of dimension nDoF and deleting all rows related to degrees of freedom
on the Dirichlet boundary ΓD. Note that its transpose P Td : Rm → RnDoF acts
by augmenting the vector of non constrained degrees of freedom with zeros
for all constrained ones. With W ∈ RnDoF being the vector representation of
uD,h. The ansatz
U = W + P TDU0, U0 ∈ Rm (4.4)
transforms (4.3) into the overdetermined linear system
AP Td U0 = F − AW. (4.5)
So far, system (4.5) still includes equations that are a result of testing with
basis functions on ΓD. To eliminate these rows we multiply the entire system
by PD. This finally yields the corrected equations with incorporated Dirichlet
boundary conditions.
(PDAP
T
D)U0 = PD(F − AW )
U = W + P TDU0. (4.6)
This technique of including strong Dirichlet boundary conditions by first
assembling the entire system and subsequently using the ansatz (4.4) turns
out to be very flexible. Thus, for instance, it allows to easily generalize to
systems of PDEs where just single components need to satisfy strong bound-
ary conditions and in a straightforward way applies to the incorporation of
strong boundary conditions for time dependent problems.
2. Hanging nodes projector PHN
Currently, for quadrilateral elements SOFE allows the presence of hang-
ing nodes that obey the “one-irregular rule”, i.e. only up to one irregu-
lar node is allowed on faces. Without any special treatment the resulting
non-conforming meshes generate basis functions that have jumps along the
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irregular edges. Similarly to the handling of Dirichlet boundary conditions,
DoF-vectors in the software are considered to contain all degrees of freedom
of an enlarged (discontinuous) finite element space Vh that includes coeffi-
cients to basis functions related to constraint faces. The goal is to constrain
these coefficients such that continuity of FE-functions is restored.
This is realized by applying a quite similar technique to the incorporation
of strong boundary conditions. First, the element wise assembly procedure
is run without paying attention to any hanging node constraints, yielding
AU = F. (4.7)
Subsequently, we introduce the hanging nodes projector
PˆHN : Vh −→ Vh,
being assembled by the software. As the assembly of PˆHN needs to cover
arbitrary polynomial degrees, its implementation is more involved than the
construction of the Dirichlet projector PD. A detailed investigation of how
the constraining coefficients are determined can be found e.g. in [25, Section
3.6].
The transpose of PˆHN (which is also an projector) acts on finite element
functions in Vh by setting the degrees of freedom of constraint faces such
that continuity is reestablished. For instance, in the easiest case of bilinear
elements the coefficient of basis functions at hanging nodes are set to the
mean of the coefficients of basis functions at the vertices of the respective
constraining face.
To proceed, we obtain the operator PHN by deleting all rows in PˆHN that
correspond to constraint degrees of freedom. Since columns of Pˆ THN related
to constraint degrees of freedom are zero, these rows in fact only have zero
entries. The transpose of the resulting projector P THN : V
h −→ Vh maps
any vector of unknowns U0 ∈ Rm to the continuous finite element function
it represents in the enlarged finite element space Vh. Hence, we may express
U = P THNU0 and rewrite (4.7) to get the overdetermined linear system
AP THNU0 = F. (4.8)
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Lastly, in a similar manner to the consideration of strong boundary condi-
tions, the rows that correspond to testing with irregular basis functions are
removed by multiplying with PHN . Thus, the handling of hanging nodes
may be summarized as
PHNAP
T
HNU0 = PHNF
U = P THNU0. (4.9)
Since (4.6) and (4.9) incorporate their constraints in the same abstract way, one
can combine both projectors into one just by additionally deleting all rows in PˆHN
that correspond to basis functions on the Dirichlet boundary. In the code this
projector is provided by the routine
P = feSpace.getProjector(freeDoFs).
This concludes the discussion about strong boundary conditions and hanging
nodes. Finally, we remark that arbitrary level hanging nodes are intended in
future versions of the code.
Often, the application and investigation of interpolation operators, i.e. mappings
from infinite dimensional subspaces of L2(Ω) into the finite dimensional FE-space,
are of particular interest for the numerical analyst. The software allows to im-
plement a multitude of different interpolation operators, here generically denoted
by
Π : L2(Ω) −→ V h.
We just list the ones already realized and remark that new ones may be added
without any difficulties:
• Vertex interpolant: I = feSpace.getVertexProjection(f, index),
Πu(x) = u(x) ∀x vertex in index.
All degrees of freedom related to face, edge or interior bubbles as well as
those not listed in the optional argument index are set to zero.
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• Global L2 projection: I = feSpace.getGlobalL2Projection(f, index),∫
Ω
(u− Πu)ϕ dΩ = 0 ∀ϕ ∈ V h.
• GlobalH1 projection: I = feSpace.getGlobalH1Projection(f, index),∫
Ω
∇(u− Πu) · ∇ϕ dΩ +
∫
Ω
(u− Πu)ϕ dΩ = 0 ∀ϕ ∈ V h
• Local L2projection: I = feSpace.getLocalL2Projection(f, codim, index),
Πu(x) = u(x) ∀x vertex∫
E
(u− Πu)ϕ dE = 0 ∀E ∈ E , ϕ ∈ V h bubble (4.10)
Here, for codim = 0, E denotes the set of all edges, faces and elements, i.e.
the dimension of the integral has to be interpreted accordingly. If the argu-
ment codim equals one all coefficients for element bubble function are set to
zero and the respective element conditions in (4.10) are disregarded. Integers
1 < codim ≤ d (d being the space dimension) are treated analogously. Note
that thus, for codim = d, the local L2 projection coincides with the vertex
projection defined above.
• Lagrange interpolant: I = feSpace.getLagrangeProjection(f, point,
index),
∀E ∈ index,∀x ∈ L(E) : Πu(x) = u(x).
Here, the set L(E) shall denote the set of all Lagrange points on element E.
The local Lagrange points are specified in the optional parameter points.
If points is empty the canonical choice of equidistant points is used.
Note that with these interpolation routines at hand, the further tools of the soft-
ware allow to easily compare their approximation properties and analyze them in
the context of the finite element method, e.g. with respect to superconvergence
behavior.
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4.3.5 Quadrature data
In class FESpace all quadrature data on the reference element are stored in the
cell array quadRule whose components are of type QuadRule. Thereby, the
first entry quadRule{1} contains the quadrature class for the reference element,
quadRule{2} for the reference face and quadRule{3} for the reference edge (in
3D).
4.3.6 Display of FE-functions
Apart from the mere calculation of PDE-solutions, interpolants and various errors,
the researcher benefits a lot from the possibility to visualize finite element functions
in many different ways. This is where the embedding of the software into the
Matlab framework is a huge gain as it comes with a vast library in particular
concerning data post-processing and visualization. Thus, in one, two or three
space dimensions, one may easily visualize function values, derivatives, isolevels or
further aspects of some entire FE-functions or even zoomed-in parts of the same.
Since different plot routines have to be used for different space dimensions it is
quite a challenge to elegantly structure the program independent of the dimensions.
The way we choose to organize the code is to derive three subclasses that only
enhance the base class FESpace because of adding visualization routines for the
respective dimension, see Figure 4.3.
FESpace3DFESpace1D FESpace2D
FESpace
Figure 4.3: Hierarchy of finite element spaces
As an example let us list the most commonly used routines in 2D:
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• feSpace.showQuadPoints(codim)
. . . displays quadrature points on element, faces (and edges in 3D) selected
by the codimension argument codim, compare Figure 4.4.
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Figure 4.4: Quadrature points on faces and elements
• feSpace.showDegree()
. . . visualizes the mesh along with the polynomial degree of every element
thus giving a complete picture of the current finite element space, compare
Figure 4.5.
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Figure 4.5: Local polynomial degrees
.
• feSpace.surfMeshFunction(F, order, resolution, domain, axis)
. . . displays any finite element function F in terms of function values (selected
by order = 0), partial derivatives (e.g. order = {1} or order = {1,2} )
or the Euclidean norm of the vector of partial derivatives (order = 1...3).
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Here, Matlab’s plot command surf() with a meshgrid of resolution
grid points in each coordinate direction is used. To prepare the input data
for surf, global point search is executed in the background which makes
the visualization independent of the underlying mesh. Thus, it becomes
possible to extract interesting parts of the solution and plot them with higher
resolution, e.g. singularities or small scale behavior. This can be controlled
by the two optional arguments domain and axis. The argument
axis = [xmin xmax ymin ymax]
sets the bounding box in which the solution will be plotted while
domain = ’X + Y < 1’ (for instance)
expects a logical string in X and Y that describes all points that are to be
considered. Some typical figures of the solution and the norm of its first to
third partial derivatives are shown in Figure 4.6.
Figure 4.6: The surf command
• feSpace.isoSurfMeshFunction(F, order, resolution, N, domain, axis)
. . . same idea as the previous command but using Matlab’s contour() com-
mand instead. The additional argument N controls the number of isolines in
the plot, compare Figure 4.7
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Figure 4.7: The isoSurf command
• feSpace.scatterMeshFunction(F, order, resolution, index)
In contrast to the previous two plot commands this visualization tool plots
any finite element function F in local points on all chosen elements that
correspond to some equidistant grid on the reference element. In contrast
to the surf-commands, here the FE-function is not interpolated but single
particles are visualized. Moreover, the role of order is the same as above
while the optional argument index can be used to specifically address se-
lected elements. Figure 4.8 displays the solution together with some first,
second and third partial derivative using some low value for resolution.
• feSpace.scatterMeshFunctionFace(F, order, typeStr, resolution,
index)
Finally, there is a counterpart to the previous visualization command that
solely works on faces. Note that in general it makes no sense to talk about
derivatives (or even function values for discontinuous FE-spaces) on faces.
This routine enables to visualize left and right sided values, jumps and means
of some finite element function or its partial derivatives. As an example we
plot the solution of some simple PDE and its ∂x partial derivative together
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Figure 4.8: The scatter command
with their respective jumps along the interior faces both for the continuous
and discontinuous Galerkin method, Figure 4.9 and 4.10.
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Figure 4.9: The scatter command for faces (CG)
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Figure 4.10: The scatter command for faces (DG)
4.4 The QuadRule class
The third essential building block, QuadRule, represents the smallest and simplest
one. It exclusively serves as the provider of all necessary quadrature data on
the reference element. Any derived subclass of the abstract class QuadRule must
implement the single routine
[points, weights] = getData().
Currently, there are provided Gauss quadrature rules of arbitrary order for various
GaussIntervall GaussRect GaussTri GaussCube
QuadRule
GaussTet
+ getData
Figure 4.11: Possible realizations of the QuadRule class
domains. These particular quadrature classes carry the additional property order
that needs to be defined when calling the constructor. In Figure 4.11 we display
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a possible hierarchy of quadrature classes. New quadrature rules may easily be
amended by just providing the getData() routine.
4.5 The Mesh class
For any version of the finite element method it is essential that there exists a
mesh that describes the discretized domain. To realize a flexible and extensive
FE-software, there are a multitude of important information that need to be ex-
tracted from, as well as operations that are to be performed on the mesh. All these
tasks are combined in the crucial Mesh class. It is remarkable that this compo-
nent of the software requires more lines of code than any other class, thus clearly
demonstrating its significance.
General and dimension independent routines are coded in the base class Mesh.
Since, however, a multitude of operations such as mesh refinement, computation
of connectivity data and reference maps differ in one, two and three dimensions we
derive subclasses, as shown in Figure 4.12, to store the specialized routines. From
these subclasses further ones may be derived as for example Shishkin, Bakhvalov-
or graded meshes that allow a precise control of their properties, defining param-
eters, etc.
Mesh
Mesh1D Mesh2D
Graded Shishkin [...]
Mesh3D
Figure 4.12: Hierarchy of mesh classes
The purpose of the Mesh class mainly consists in the following: It must
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1. provide the connectivity of the mesh,
2. evaluate reference maps and their derivatives,
3. be able to uniformly and locally refine itself and
4. offer global point search
In the next sections we will go through all four points one by one and clarify
their realization. To get a more thorough understanding, however, we begin by
introducing the data structures that are used to store information about the mesh.
4.5.1 Data structures and mesh-connectivity
To set up a new user defined mesh, one only needs to supply the most basic data
format for meshes. More precisely, just the two basic arrays nodes and elements
have to be prescribed as text files, cf. Section 4.1.1. Herby it is important to
heed the ordering of local degrees of freedom according to the reference element,
compare Section 4.6. To intuitively capture the idea let us provide the two dimen-
sional sample mesh in Table 4.2 and Figure 4.13 which serves as the base of our
explanations. We omit examples for three dimensional meshes as they are handled
in much the same way.
nodes.txt elements.txt derived faces
0.0 0.0 1 2 4 3 1 2
1.0 0.0 8 7 1 2 7 8
1.0 1.0 7 6 2 5 6 7
0.0 1.0 2 5
2.0 0.0 3 4
2.0 -1.0 1 4
1.0 -1.0 2 3
0.0 -1.0 1 8
2 7
5 6
Table 4.2: Data file node.txt and elements.txt and derived substructure of
faces for the sample mesh shown in Figure 4.13
From these two basic arrays all substructures like the array of faces (and edges
in 3D) are derived by the code (Table 4.2), and thus don’t have to be provided
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Figure 4.13: Example mesh described by node and elem
by the user or mesh generator. Describing the geometric entities vertex, element,
face and edge (in 3D) these data arrays then are stored in one single cell array as
Mesh.data{1} . . . nodes,
Mesh.data{2} . . . elements,
Mesh.data{3} . . . faces,
Mesh.data{4} . . . edges (in 3D).
The mere availability of this “raw data” does not suffice to perform crucial tasks
like uniform and local refinement, global point search, distributing global degrees
of freedom by the DoFManager class, handling hanging nodes, etc. It is rather
necessary to have further data structures that encode the connectivity of the given
mesh. In other words, in general one greatly relies on the knowledge of neighboring
elements, neighboring faces, whether two nodes constitute a face, etc..
This is realized by providing the routines displayed in Table 4.3. With these
Chapter 4. hpFEM implementation in MATLAB 94
routines the Mesh class computes the connectivity information on request and
stores the result in a second cell array Mesh.data2data for further retrieval, not
recomputing unless the mesh connectivity changes.
routine stored in dimensions
A = getNodes2Face() Mesh.data2data{3,1} nN×nN
B = getNodes2Elem() Mesh.data2data{2,1} nN×nN
C = getFace2Elem() Mesh.data2data{3,2} nF×2
D = getElem2Face() Mesh.data2data{2,3} nE×nFL
E = getElem2Elem() Mesh.data2data{2,2} nE×nFL
F = getFace2Face() Mesh.data2data{3,3} [..]×nF
G = getNode2Elem() Mesh.data2data{1,2} [..]×nE
H = getNode2Face() Mesh.data2data{1,3} [..]×nF
Table 4.3: Provided routines to access further connectivity (2D case)
Hereby, the integers nN,nF,nE,nFL refer to the number of nodes (vertices), the
number of faces and the number of elements in the mesh as well as the number
of local faces. The symbol [..] indicates that columns are considered as sets of
unspecified size. Let us throw light on the meaning of each get[...] routine by
means of our example. The entries of arrays A to H defined by the first column
of Table 4.3 exemplarily are
A12 = A21 = 1, A34 = A43 = 5, A48 = 0 faces specified by nodes
B72 = 2, B27 = 3, B34 = 0, B43 = 1 elements specified by nodes
C9,• = (2, 3), C2,• = (2, 0) neighboring elements to face
D1,• = (1, 7, 5, 6), D3,• = (3, 10, 4, 9) faces of element
E1,• = (2, 0, 0, 0), E2,• = (0, 3, 1, 0) neighboring elements to element
F•,1 = {6, 7, 8, 9}, F•,10 = {3, 4} adjacent faces to faces
G•,2 = {1, 2, 3}, G•,8 = {2} adjacent elements to node
H•,2 = {1, 4, 7, 9}, H•,8 = {2, 8} adjacent faces to node.
Remark 4.1. Here we just outlined the connectivity routines in two spatial dimen-
sions. In 3D the additional data structure
Mesh.data2data{4,1} = getNodes2Edge()
stores which nodes constitute an edge and allows the derivation of six additional
connectivity arrays that e.g. give access to neighboring edges for any face
Mesh.data{3,4} = getFace2Edge()
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or neighboring edges for any element
Mesh.data{2,4} = getElem2Edge().
Further details can be found directly in the code to Mesh3D.
4.5.2 Orientation of faces and edges
It is clear that most of the “sub-entities” face (or edge) are shared by two (or
more) physical elements in the mesh. This is where the dilemma of orientation
comes into play: For any face, let’s say, it is conceivable that the local orientations
(i.e. choice of local coordinate system) induced by the two sharing elements do not
coincide. Thus the necessity arises to fix a global orientation for every sub-entity
in the mesh and distribute orientation flags for faces (and edges) on every physical
element that indicate which concrete local coordinate systems has been chosen.
We will first introduce how global orientations are fixed and subsequently explain
the data structures that allow every single element to consider the choice of coor-
dinate systems on its faces (and edges).
Global orientations of faces and edges
Which coordinate system do we choose on a given sub-entity? First, for faces in
2D or edges in 3D one merely has to fix a direction. The natural choice is to orient
from the lower to the higher node index, see Figure 4.14, left.
Secondly, for three dimensional meshes we can treat triangular and quadrilateral
faces in the same manner: The origin of the coordinate system is chosen to be the
node with the smallest node index. The two adjacent edges are candidates for the
coordinate axes. The first axis is chosen to point towards the vertex with smaller
index. Simultaneously, this uniquely defines the second axis, compare Figure 4.14,
middle & right.
Relating local and global orientation
Having fixed the local orientation of faces (and edges) on the reference element, cf.
Section 4.6, and the respective global orientations in the physical mesh we need
to relate these two different concepts to one another. In other words, from the
viewpoint of a single physical element on must be able to tell how to modify local
orientations to arrive at the global ones.
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Figure 4.14: Global orientation for one and two dimensional sub-entities
Here, we just mention that there are eight different possibilities to orient quadri-
lateral faces while on triangles one has to distinguish between six different ori-
entations. We will skip the details here and refer the reader to the monograph
[25]. The Mesh class provides the orientation flags by the following routine (two
routines in 3D):
orient = mesh.getOrientFace()
orient = mesh.getOrientEdge().
The return argument orient is an array of dimension nE × nFL (nE × nEdL re-
spectively) and contains flags that indicate how the respective local sub-entities
are oriented. Our trivial 2D example generates the following orientation flags on
faces:
orient =

1 1 -1 1
-1 -1 1 -1
-1 -1 1 -1

Hereby the (i, j)th entry is equal to one if local and global orientation coincide on
local face j of global element i. The negative sign indicates that the local and
global orientations are in opposite directions.
In three dimensions, edges are handled in the same manner while the situation
becomes more involved for faces in that more than two types of orientation have
to be distinguished for every face (6 for triangular and 8 for quadrilateral faces).
In what follows, orientation of faces and edges will play a major role in the defini-
tion of global basis functions. This task primarily is handled in the DoFManager
classes. For more information on how orientation issues are considered in the
assembly we refer to Section 4.7 and 4.8.
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4.5.3 Data evaluation on the mesh
As a standard operation, explicit representations of functions, e.g. the coefficients
of some PDE, need to be discretized, i.e. evaluated in all quadrature points. The
following versatile method deals with this request:
F = mesh.getFunctionLoc(f, points, order, index). (4.11)
This routine is independent of the spatial dimension. The first input argument f
is given by a function handle that represents the explicit representation of some
coefficient or boundary data. Much versatility is offered in the list of local points
points. It in fact may represent a collection of one, two or three dimensional
points. This choice determines if the output F refers to function values in local
points on elements, faces or edges. The third argument order = 0/1 adjusts the
request for function values or derivatives. Currently derivatives are computed by
finite difference quotients, although it is conceivable to do the computations by
transferring explicit function handles of derivatives directly to the routine. The
last argument index is optional and is set if single entities are requested, e.g. data
evaluation on the boundary.
Moreover, the Mesh class enables to perform numerical integration by providing
the routine
I = mesh.integrate(f, quadRule, index).
Hereby, the first argument f may either be a function handle or, more frequently
used, its discretization, i.e. the array of values in local quadrature points on every
element returned by (4.11). In the latter case f must be compatible with the
second argument quadRule of type QuadRule that itself determines if integration
is performed on elements, face or edges. Finally, the optional argument index
again allows to restrict the domain of integration by choosing all entities of interest.
The return argument I both provides individual contributions on every element,
face or edge as well as their total sum.
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4.5.4 Reference maps
Usually, all operations both in the assembly of operators as in the evaluation of
FE-functions are not performed on the physical elements {K}K∈T themselves but
rather pulled back to the reference element of choice, Kˆ (cf. Section 4.6). It
therefore becomes essential to have available sufficient information about these
mediating or so called reference maps
ΦK : Kˆ −→ K.
In fact, every element is equipped with its own such map such that this topic
becomes a global issue.
For high flexibility one must be able to access any reference map in multiple
ways: Zero order information, i.e. the ordinary evaluation, is needed to compute
global points, given their local counterparts on Kˆ. First order information is
used to either compute Jacobians, as e.g. listed in integral transformations, or
express derivatives in terms of global coordinates with respect to the local ones.
In some cases even second order information is required, e.g. due to non-constant
reference maps in combination with second order terms that need to be expressed
in local derivatives - as required by the SDFEM or in the context of residual error
estimators. Moreover, it is not enough to just provide element maps. In many
cases, primarily in the context of stabilized methods or discontinuous FEM, one
as well requires information about faces relative to the reference face to compute
faces integrals of jumps, means, etc.. Consequently, information contained in the
reference maps
ΦF : Fˆ −→ F (F face),
ΦE : Eˆ −→ E (E edge)
also must be provided by the code.
The Mesh class elegantly realizes these demands by the routine
R = mesh.getRefMapLoc(points, order, index).
The points argument hereby defines a list of local points on reference objects.
Depending on its dimension one either addresses ΦK ,ΦF or (in 3D) ΦE for all K,F
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or E ∈ index (optional third argument). The remaining second argument order
may assume integers 0,1 or 2 and determines whether the return argument R lists
either function values, first or second derivatives. Thus, for example, in using a
quadrilateral mesh in 3D, the call
R = getRefMapLoc([0.2, 0.8], 1, 77)
returns (
(∂1Φ77)(0.2, 0.8), (∂2Φ77)(0.2, 0.8)
)
,
i.e. the tangential derivatives of the reference map ΦF corresponding to face 77
in the specified local point.
Furthermore, the computation of the multiplicative change T ∈ C(Rd,R) in the
differential when transforming integrals to some reference object Eˆ,∫
E
f(x)dx =
∫
Eˆ
f(ΦE(xˆ))T (xˆ)dxˆ,
is directly available by routines in the subclasses Mesh1D, Mesh2D or Mesh3D. The
concrete realizations of these routines
T = mesh.getTrafoLoc(points, index)
has been transferred to the respective dimension-related subclasses because, de-
pending on the codimension of E, this factor may either be the absolute value of
the Jacobian on elements, the length of the cross product of the two tangential
vectors for faces in three space dimensions, or the length of the single tangential
vector for one dimensional objects in general space dimension.
Lastly, for the sake of completeness, we supply the normal vector fields nF for faces
of the mesh. For any point p of some face F , nF (p) is uniquely determined by the
orientation of F , the property to be perpendicular to the tangent hyperplane at
F in p and the normalization constraint. In our software the subclasses Mesh2D
and Mesh3D provide the routine
N = mesh.getNVecLoc(points, index)
that returns the desired vector field N in the desired query points points for any
face listed in the optional parameter index.
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4.5.5 Refinement
In the finite element analysis modifications of the underlying mesh are an in-
dispensable tool. In particular much flexibility in the refinement of the mesh is
wanted. Our finite element code supports uniform refinement for quadrilateral
and simplicial meshes both in one, two and three space dimensions. A call to
mesh.uniformRefine(n)
performs n uniform refinement steps on the current mesh.
Moreover, local refinement routines for 2D quadrilateral and triangular meshes
and 3D quadrilateral meshes are implemented (the treatment of adaptivity for
tetrahedral meshes may be added without any problems and will be included as
the next update to the code). Local refinement is realized by the routine
[eta, order] = mesh.aRefine(toRefine, eta, order),
where toRefine lists all indices of marked elements that are to be refined. The
remaining two in- and output arguments, eta and order, serve as lists of error
indicators and polynomial orders for all elements in the mesh that must be up-
dated in the refinement process. Descendants in the refined mesh will adopt the
polynomial order of their ancestors and are assigned an equal portion of their error
indicators. For triangular meshes we subdivide elements by the so called longest
edge bisection (as will be implemented for tetrahedral meshes). On the contrary,
adaptive refinement of quadrilateral meshes both in n = 2 and 3 space dimensions
are performed by uniformly dividing the marked elements into 2n descendants,
thus generating hanging nodes. The refinement algorithm thereby guarantees that
only one-level hanging nodes may occur in successive refinements. Also compare
Section 4.3.4 for the conforming treatment of hanging nodes.
Note that besides these standard operations more special refinements like exponen-
tial grading towards singular corners can and have been implemented in specialized
subclasses of the Mesh class.
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Some adaptivity algorithms additionally require coarsening routines. These oper-
ations are provided for 2D quadrilateral and triangular meshes:
[eta, order] = mesh.aCoarsen(toCoarsen, eta, order).
The arguments are analogous to the refinement routine except that toCoarsen
lists all nodes that will be removed.
While the process of marking elements is usually performed by some error estima-
tor here we want to decouple the refinement procedure from a posteriori estimators
and illustrate adaptivity in our code by generating a priori refined meshes. This is
realized by marking elements according to some mesh metric (weighting) function
d : Ω→ R. For any element K, the error indicator η may be defined independently
of any FE solution as
η(K) := d(xB(K))|K|,
where xB(K) denotes the barycenter of element K. Of course, different ideas in the
definition of η are feasible. To illustrate our choice, Figure 4.15 displays adaptively
refined meshes related to the fictitious mesh metric d in the third subplot.
Figure 4.15: A priori adaptively h-refined meshes and mesh metric d
Remark 4.2. We would like to remark that a priori mesh design is not limited to
the h-version of the FEM. A priori p- or hp-mesh designs are as well conceivable
and turn out to be quite useful. Without specifying a concrete refinement strategy,
in Figure 4.16 and 4.17 we list p- and hp-refined meshes, both for triangles (left)
and quadrilaterals (middle), according to the random weight functions dˆ and d˜
(right) that control the relative distribution of polynomial degrees.
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Figure 4.16: A priori adaptively p-refined meshes according to weight function
dˆ (right)
Figure 4.17: A priori adaptively hp-refined meshes according to weight func-
tion d˜ (right) and mesh metric d (above)
4.5.6 Global point search
In Section 4.3 we discussed the two different interchangeable representations of a
finite element function v ∈ V h ⊂ V ⊂ L2(Ω) both as a real valued function on the
discretized domain, v : Ωh → R, or as a vector v ∈ RnDoF. In fact, finite element
codes do all their operations with the latter representation as DoF-vectors. The
storage of FE-functions in that way conveniently allows to evaluate v at any given
pair of local point and corresponding element. On the contrary, to restore the
former representation, i.e. to be able to evaluate v at any given global point
x ∈ Ωh, it is necessary to determine both its containing element K : x ∈ K ∈ T h
and its local coordinates xˆ on the reference element Kˆ.
The main usage of global evaluation is given by the (fast) interpolation of FE-
functions between unrelated meshes, e.g. in obtaining the L2 projection of a
FE-function v ∈ V h1 related to some mesh T h1 onto the FE-space V h2 that itself
corresponds to a second, totally unrelated mesh T h2 . Moreover, post-processing
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routines, e.g. the ones that prepare data for the many visualization tools in Mat-
lab, require global search.
The easiest way to realize global search would be to test every element K ∈ T h
whether or not it contains x by inverting its reference map ΦK . Unfortunately,
this brute force strategy bears the disadvantage that if the number of elements M
and the number of query points N increase it becomes more and more expensive
(complexity O(MN)) and thus infeasible. Hence, with regard to mesh interpo-
lation where M,N can be of order one million a more clever strategy has to be
pursued.
In the following we outline the algorithm used by our software. It substantially
relies on the availability of the solution to a classical optimization problem, the
so called nearest neighbor search (NNS). Given a point cloud in space in consists
in finding the closest neighbors in that cloud for all members in a second set of
query points. Interestingly, according to [26], Donald Knuth called it the post-
office problem, referring to an application of assigning to a residence the nearest
post office. In Matlab an implementation of optimal complexity O(N logM)
is available by the class KDTreeSearcher which uses a search tree to achieve
logarithmic complexity. This tool at hand, the complete global search algorithm
may be summarized as follows:
For each query point p, DO:
1 Find the nearest barycenter q ∈ K0 in the list of barycenters of all elements.
2 Determine the patch P(K0) of all elements having nonempty intersection with
K0 (elements are closed), cf. Figure 4.18
3 Successively compute pˆ = Φ−1K (p) for all O(1) elements K ∈ P(K0) until the
containing element is found, i.e. until we obtain a preimage pˆ that lies inside
the reference element.
4 Return preimage and containing element. END
Remark 4.3. Note that in step 3 the traversal inside of a given patch can be
organized even more efficiently by using the information of the preimage to decide
which element to visit next. While in 2D there is no observed gain in computational
time, this strategy leads to a decent speed up in three space dimensions where the
Chapter 4. hpFEM implementation in MATLAB 104
100
292
484196
124
220
316
 36
356
420
 68
228452
100
148
 56
164
 36
212 200
228 248
Figure 4.18: Patches related to respective element K0 = K100
number of neighbors is significantly larger.
Moreover, note that it is still possible to construct (distorted) examples where for
few points the proposed algorithm fails to find a containing element. These O(1)
points may be marked and treated by a subsequent brute-force-search traversing
all elements in the mesh.
Finally, it remains to specify how ΦK is inverted in practise. Let us specify the
problem formulation:
Given some global point p, find the unique preimage pˆ such that
p = ΦK(pˆ).
In the affine case of meshes consisting of straight sided triangles or parallelograms
the situation is almost trivial. More precisely, one directly calculates
pˆ = (DΦK)
−1(p− v1),
where DΦK denotes the constant Jacobian of ΦK and v1 the first local vertex of
element K.
However, already for general isoparametric bilinear elements the reference map
becomes nonlinear and even highly nonlinear for isoparametric elements of higher
order, where
ΦK =
∑
i
~ci,Kϕˆi,
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with geometry describing coefficients ~ci,K (cf. Subsection 4.5.7) and local (higher
order polynomial) basis functions ϕˆi. There are no chances to analytically invert
ΦK in these cases. Instead, we apply a standard Newton’s method to approxi-
mately solve
p− ΦK(pˆ) = 0
for pˆ. More precisely, after choosing an initial guess pˆ0 , e.g. the barycenter of K,
we iterate
pˆk+1 = pˆk −DΦK(pˆk)−1 (ΦK(pˆk)− p) , k = 0, 1, 2, . . .
until convergence.
4.5.7 Curved meshes
The Mesh class comes with the great feature to perform all operations on isopara-
metric curved elements, if desired. As we will see, by putting this concept into a
more general, canonical framework the software does not distinguish at all between
curved and non-curved elements but rather treats the latter as a special case of the
former. Thus, sub-, super- and isoparametric elements are realized along the way.
In contrast to most descriptions or realizations of isoparametric elements found in
the literature which only allow quadratic or at most cubic boundary segments our
version permits the usage of piecewise polygonal boundaries of arbitrary order.
Furthermore, to my knowledge, Lagrange basis functions are the consistent means
in the literature to describe the nonlinear reference mappings. Here, however, we
pursue a new approach and are going to apply hierarchical basis functions (as for
the finite element space). As we will see, they entail many advantages compared
to the standard approach, cf. [27].
Note that isoparametric approximation is not the only way to treat curved bound-
aries. The realization of isogeometric boundary approximations, either by the
blending method or by using a NURBS version of the FEM are conceivable as well
and intended in future versions of the code.
To set up the general framework one needs to consider a different, more inte-
gral approach to isoparametric elements. From my experience, it seems that this
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paradigm is the most natural one as it could be realized in the software with min-
imal effort.
To begin, let us introduce a further, vector valued continuous finite element space,
Mh ⊂ C(Ωh)n (n being the space dimension), assigned to the Mesh class that
stores some current mesh T h. In the code this FE-space is included as a property
of type FESpace, cf. Figure 4.1. In contrast to the first FE-space, V h ⊂ V (cf.
Section 4.3), associated with the FEM class and which is typically used to describe
solutions to PDEs or approximation problems, Mh is interpreted as the space of
mesh-characterizing functions m that describe the actual location of any point in
Ωh. Thus, one might say, the mesh is not what it appears to be by just looking at
its nodal points and connectivity information. This, in fact, constitutes only the
special case if m ∈Mh is the identity mapping x 7→ x.
Again, similarly to V h, functions m ∈ Mh are handled by identifying them with
matrices m ∈ RnDoF×n, where nDoF denotes the number of vector valued degrees of
freedoms in Mh.
In the simplest case of straight sided elements where no distortion of the mesh
occurs, the values at degrees of freedom of the mesh-characterizing function m
simply are given by the coordinates of the vertices and thus m coincides with the
standard node array mesh.data{1}, cf. Section 4.5.1.
In the general case, however, one is free to consider higher orders and thus attains
more flexibility. The polynomial orders for Mh thereby are independent of the
polynomial orders in V h, i.e. sub-, iso- and superparametric elements are realized
at ease.
To gain some further insight let us consider the unit square Ω := (0, 1)2 discretized
by a mesh consisting of just one element which we equip with a fourth order finite
element space Mh. This mesh in its undeformed state is represented by some
mesh-characterizing function m ∈ Mh whose higher order degrees of freedom are
zero. By assigning non-zero values to these DoFs the mesh will be deformed.
Figure 4.19 illustrates this process: The top row displays the first and second
component of some arbitrary chosen m plotted on the mesh in its undeformed
state. The bottom row displays the same mesh-describing FE-function m ∈ Mh,
but this time on the deformed mesh it describes. In our case Ωh happens to be
a piecewise fourth order approximation of a circle. Note that it holds that any
function m ∈ Mh in fact is the identity mapping x 7→ x when regarded as a
function over the curved mesh it describes.
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Figure 4.19: Illustration of a mesh-characterizing FE-function
In practice the additional FE-space Mh is added to the code by simply providing
a FESpace variable to the Mesh class. Moreover, the current state of the mesh,
i.e. the corresponding mesh describing function m ∈ Mh ∼= RnDoF×n, is stored in
the mesh property geoVec. Interestingly, compared to a former non-isoparametric
version of the code, these two amendments, plus the change that routines providing
information about the reference maps (cf. Subsection 4.5.4) now use the variable
geoVec instead of previously a list of vertices as their input data, constitute the
only alterations that lead to the upgrade towards an isoparametric version of the
software.
The potential of of this new feature is fully revealed as soon as we know of a pro-
cedure that transforms a representation of some domain Ω into its approximating
coefficient vector geoVec ∈ RnDoF×n. There are various ways by which this can be
done.
First, we propose a new way to generate curved meshes for a huge class of geome-
tries in two and three space dimensions. The big advantage of our method is that
it works under minimal information about the geometry. In fact, the only neces-
sary information about Ω is an implicit description of its boundary in terms of a
signed distance function (SDF). To describe geometries, signed distance functions
have already been applied in various ways, primarily in the context of level set
methods [28]. One of their main advantages is that they can be obtained from
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raw image data, cf. [29], and thus allow a straightforward discretization of a huge
class of domains. To recall its definition consider the following:
Definition 4.4. The signed distance function dΩ : Rn → R associated with some
domain Ω is defined by
|dΩ(x)| = min
y∈∂Ω
|x− y|,
where it is assumed that dΩ is negative in the interior and positive outside of Ω.
One example of the use of SDFs is given by the diffuse domain approach [30]
where the authors embed complicated domains inside a bounding box and include
information about Ω directly into the differential equations by means of a signed
distance function which itself generates a cut-off function for Ω. Despite its high
flexibility in terms of moving meshes this approach bears the disadvantage of
needing a high number of elements to resolve the boundary ∂Ω, i.e. to minimize
the annoying side effects of the word diffuse in the naming of the method.
A second occurrence of SDFs in this context will be the starting point to our
proposed method to capture curved domains. In his paper [31], P.-O. Persson sug-
gested a simple but very effective and flexible implementation of a mesh generator
for triangular elements just based on a SDF representation of the domain. His
ingenious idea was to model a triangular mesh as an arrangement of connected
springs. A system of linear ODEs is used to solve for equilibrium. The exter-
nal forces on the spring system, thereby are generated by repeated projection of
boundary nodes to the zero level of the SDF which represents the boundary ∂Ω.
We refer the interested reader to [31] for more details.
Our method goes one step further and uses a mesh as generated by Persson’s
mesh generator plus the underlying SDF to determine the remaining degrees of
freedom in the geometry vector geoVec. The idea is to project every single straight
boundary segment on a curved approximation to parts of ∂Ω, see Figure 4.20.
We choose the local L2 projection and in the following illustrate the procedure:
Let us assume we are given a signed distance function d that implicitly describes
some domain Ω. Additionally let T h be the straight sided mesh which represents a
polygonal approximation Ωh of Ω. Furthermore, we introduce the shape describing
FE-space Mh of order p, i.e. we intend to use pth order vector valued polynomials
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Figure 4.20: Projection of mesh boundary segment to part of ∂Ω
to approximate the boundary. Note that Mh is related to T h. Thus, we may
express
Mh = {
∑
j
~cjϕj | ~cj ∈ Rn}, (4.12)
where B := {ϕj}j denotes the hierarchical basis of order p with respect to T h.
Since for any edge E := AB only the corresponding bilinear basis functions related
to vertices A and B and the corresponding edges bubble functions are nonzero on
E, the actual location of the boundary as described by some function m ∈Mh can
be modeled without the need to consider interior basis functions. With Γ := ∂Ωh,
let us assume we are given a parameterization f : Γ→ ∂Ω of the curved boundary
∂Ω that we are going to approximate. Let mΓ denote the L2 projection of f onto
the space of pth order polynomials on Γ, defined by the vector valued identities∫
Γ
mϕ dΓ =
∫
Γ
fϕ dΓ ∀ϕ ∈ B. (4.13)
Remark: Note the many trivial conditions 0 = 0 for interior basis functions
included in (4.13).
By the representation (4.12) we obtain the linear system
∑
j
~cj
∫
Γ
ϕjϕi dΓ =
∫
Γ
fϕi dΓ
=⇒: AC = F, (4.14)
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with the boundary related mass matrix A, unknown coefficient matrix C and the
load vector F that encodes the curved boundary ∂Ω. Although we do not have
access to the explicit representation f , we can still evaluate the right hand side
by using its implicit counterpart d. This becomes possible due to the fact that
the integrals are evaluated by using quadrature rules with points and weights
{pk,E, wk,E}k,E related to the straight sided boundary edges E:∫
Γ
fϕi dΓ =
∑
k
wk,Ef(pk,E)ϕi(pk,E).
Since f(pk,E) describes the physical location of the isoparametric global quadrature
point pk,E, cf. Figure 4.20, it merely remains to project pk,E to the zero level of
our signed distance function d by the same procedure as outlined in [31]:
f(pk) := pk −∇d(pk)d(pk).
After discarding the trivial conditions 0 = 0 (that are not assembled in practise)
the fully discrete system (4.14) is solved for (the boundary part of) C. Finally,
the coordinates of all interior vertices are added to C before it is assigned to be
the new geoVec property of the mesh.
Remark 4.5. We just mention that in dealing with higher order isoparametric
meshes the use of hierarchical basis functions brings about a critical advantage
compared to the alternative use of Lagrange basis functions. Besides the failure
of the procedure sketched above, one always would need to determine coefficients
of interior degrees of freedom when adjusting the boundary faces to some curved
geometry. The otherwise unevenly distorted elements would spoil optimal conver-
gence of the numerical scheme, cf. [32]. On the contrary, the convenient decoupling
of inner and outer DoFs naturally arises when using hierarchical bases.
A short demonstration is given by Figure 4.21 which shows a polygonal approxi-
mation of the unit circle with hole together with its curved counterpart that uses
tenth order polynomials to approximate the boundary. A simple Laplace test
problem with unit right hand side is solved on the curved mesh. The solution u is
displayed in Figure 4.22 together with its first partial derivative ∂yu.
Relative boundary change
As a second approach to isoparametric modeling, let us present the following idea
to create curved meshes. In contrast to the previous option that prescribes the
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Figure 4.21: Straight sided and isoparametric approximation of curved do-
main
 
 
 
 
Figure 4.22: Solution u and ∂yu on circle with hole
absolute position of Ω by means of a signed distance function, now we allow the
user to define relative changes of the boundary. More precisely, let us prescribe
some continuous mapping g : ∂Ωh → Rn that models the relative change of the
boundary, i.e. suppose that for the new mesh-characterizing function m there
holds the relation
m|∂Ωh(x) := x + g(x), x ∈ ∂Ωh.
Since this solely defines m on the boundary, the remaining interior values are
obtained by solving for the minimum energy extension defined by
∆m = 0 in Ωh (4.15)
m∂Ωh = x 7→ (x + g(x)) on ∂Ωh.
The extended m thus automatically determines the location of interior vertices of
the new mesh in a canonical way. Note that in contrast to the first method curved
interior edges may occur as well.
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Let us illustrate this straightforward but yet versatile technique by another con-
crete example. We would like to emphasize that the original mesh T describing
Ωh does not have to be a polygon and thus start with a curved approximation of
the unique circle with bigger hole. The mesh together with the solution of the
Laplace test problem is depicted in the top row of Figure 4.24. Next, let us apply
the relative boundary shift
g(x) = g(x1, x2) :=
(
−1
2
)
+
1
10
(
sin(2pix2)
cos(2pix1)
)
,
which is a sum of a translation and some arbitrarily chosen trigonometric distor-
tion. Both components of the minimum energy extension of m|∂Ωh according to
(4.15) are visualized in Figure 4.23. After feeding the geoVec property of the Mesh
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Figure 4.23: Mesh-characterizing function m defined by relative change g
class with m we can solve the test problem once more on the newly deformed mesh
T˜ . Together with the solution, T˜ is plotted in the bottom row of Figure 4.24.
From the two different presentations above the reader might get a glimpse to the
almost limitless possibilities when it comes to shaping curved domains. It even
is conceivable and subject to future research to include equations for m into the
PDE to model problems with moving domains. Thereby, let us emphasize that
in SOFE one may deal with isoparametric boundary approximation of arbitrary
order. This feature itself comes as a major benefit of using hierarchical bases as
the fundamental ingredient of isoparametric modeling.
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Figure 4.24: Deformed mesh by prescribing change in boundary position
It remains to state the interface in the code. On the one hand, given a function
handle of some signed distance function sdf the former approach is applied by a
call to
mesh.adjust2SDF(sdf).
On the other hand, changes in geoVec according to the latter approach are realized
by a call to
mesh.moveBoundary(g),
where g accepts a cell array of function handles describing the relative boundary
movement in the respective coordinate directions.
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4.6 The Element class
The evaluation of basis functions on the reference element is another important
ingredient in the background of the program. Both the assembly of any operator or
right hand side functional and the post-processing or evaluation of finite element
functions, as outlined in the description of the FESpace class, require access to
local basis functions and their derivatives. The base class Element again acts
as an abstract class whose subclasses, the specific elements, must implement the
abstract routine
B = obj.getBasis(points, order),
where points denotes the list of local points on the reference element and order
determines what derivatives are requested. So far, we implemented hierarchical
elements of arbitrary order p, both for quadrilaterals (class Qp) and simplices
(class Pp). These elements cover all spatial dimensions d ≤ 3 simultaneously. The
getBasis routine recognizes the concrete selection by the dimension of the points
argument. Its realization will be discussed in detail in the following subsections.
Furthermore, one may easily amend any new kind of conceivable elements, for
instance Lagrange elements or elements from the Raviart-Thomas family by in-
heriting from the Element class, cf. Figure 4.25. Let us remark that our choice
of preferring hierarchical elements over Lagrange elements primarily stems from
their flexibility and clarity in the construction of the basis functions with regard
to higher orders and the p-version of the finite element method. Moreover, as
could be seen in the previous section, hierarchical basis functions allow an elegant
realization of isoparametric finite element spaces.
4.6.1 The 1D building blocks of the hierarchical basis
Since we strive for the concrete Element class to be as flexible as possible, it is
intended to provide information about higher order derivatives of basis functions
with arbitrary polynomial degree. Hence, it is not conceivable to precompute these
local functions symbolically in order to store them in a hard-coded way. Rather,
one should be able to generate the information of prescribed order directly any
time it is requested.
In our implementation we closely follow the approach outlined in [25]. The idea
is to build all basis functions on the reference element, Kˆd in d dimensions, by
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PpQp RT/[...]
Element
getBasis()
Figure 4.25: All specific elements inherit from the Element class
using one dimensional shape functions as building blocks. These functions carry
the advantage that they can be easily evaluated regardless of both the polynomial
order and the order of derivatives. This evaluation thereby is completely explicit
(no linear systems involved) due to the use of orthogonal polynomials that come
with stable recurrence relations for their evaluation.
We are going to define these shape functions on the interval I := [−1, 1] as follows
N0(x) :=
1
2
(1− x), N1(x) := 1
2
(1 + x),
Nk(x) :=
1
‖Lk−1‖0
∫ x
−1
Lk−1(t)dt, k = 2, 3, . . . , (4.16)
where Lk denotes the Legendre polynomial of order k on I being normalized such
that Lk(1) = 1, ∀k ≥ 0 (compare (4.21)). Note that only the first two shape
functions are interpolatory, i.e. the degrees of freedom associated with N0 and
N1 are function values in x = −1 and x = 1 respectively, while the degrees of
freedom for the remaining Nk’s have no special interpretation. By definition and
since orthogonality of the collection {Lk}k implies zero mean of Lk for all k > 0,
all shape functions of at least second order vanish in the endpoints of I. Since
N0 and N1 are linearly independent linear functions and for k > 1 all Nk are
polynomials of exact degree k, the collection {Nk}pk=0 forms a basis for the set of
all polynomials up to degree p.
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To avoid integration when evaluating the shape functions according to (4.16), the
following relation between Legendre polynomials proves to be very helpful
Lk−1(x) =
1
(2k − 1)
d
dx
(Lk(x)− Lk−2(x)). (4.17)
Integrating (4.17) and inserting into (4.16), one obtains an alternate, computable
recurrence relation for all higher order shape functions
Nk(x) =
1√
4k − 2(Lk(x)− Lk−2(x)). (4.18)
To access higher order derivatives a further profound relation turns out to be very
instrumental. In what follows we merely state the necessary facts and refer the
reader to [33] or any other textbook about orthogonal polynomials for a rigorous
treatment of the subject. Indeed, the class of Legendre polynomials are a sub-
set of a much more general class of orthogonal polynomials, the so called Jacobi
polynomials J
(α,β)
k with k ∈ N0 and α, β > −1. These functions are defined as the
solution of the Jacobi differential equation on the interval I and may be expressed
explicitly by the Rodrigues formula
J
(α,β)
k :=
(−1)k
2kk!
(1− x)−α(1 + x)−β d
k
dxk
[(1− x)α+n(1 + x)β+n]. (4.19)
A crucial benefit when it comes to evaluating the polynomials is given by the fact
that they admit the following efficient recurrence relation for k > 1:
AJ
(α,β)
k (x) = B(x)J
(α,β)
k−1 (x) + CJ
(α,β)
k−2 (x), with (4.20)
A = 2k(k + α + β)(2k + α + β − 2)
B(x) = (2k + α + β − 1) ((2k + α + β)(2k + α + β − 2)x+ α2 − β2)
C = −2(k + α− 1)(k + β − 1)(2k + α + β).
The family of Jacobi polynomials thus forms a complete orthogonal basis in the
weighted L2 space
L
(α,β)
2 (−1, 1) := {f : (−1, 1)→ R |
∫ 1
−1
|f(x)|2(1− x)α(1 + x)βdx <∞},
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with normalizing constant
〈J (α,β)k , J (α,β)l 〉L(α,β)2 (−1,1) = c
(α,β)
k δkl,
c
(α,β)
k =
2α+β+1
2k + α + β + 1
Γ(α + k + 1)Γ(β + k + 1)
Γ(n+ 1)Γ(α + β + n+ 1)
, (4.21)
where Γ denotes the well known Gamma function. The crucial connection to
Legendre polynomials is made if we choose α = β = 0. Then formula (4.19)
coincides with the definition of the Legendre polynomials, i.e. Lk = J
(0,0)
k . From
this relation finally emerges the possibility to apply the following nice property:
Up to a constant the class of Jacobi polynomials is closed under differentiation,
i.e. there holds
dn
dxn
J
(α,β)
k (x) = 2
−nΓ(k + n+ α + β + 1)
Γ(k + α + β + 1)
J
(α+n,β+n)
k−n (x). (4.22)
In particular, using (4.18) and (4.22) for α = β = 0, arbitrary derivatives of Lk
and by (4.18) any derivative of all one dimensional shape functions now may be
expressed as
dn
dxn
Nk(x) =
1
2n
√
4k − 2
(
(k + n)!
k!
J
(n,n)
k−n (x)−
(k + n− 2)!
(k − 2)! J
(n,n)
k−n−2(x)
)
(4.23)
while simultaneously being easily computable by means of the recurrence relation
(4.20).
Since for our program the one dimensional reference element of choice will be the
unit interval Kˆ1 := [0, 1], we eventually apply the linear transformation
a : [0, 1] −→ [−1, 1],
x 7−→ 2x− 1
and redefine (we deliberately retain the symbol) the shape functions by
Nk := Nk ◦ a : [0, 1] −→ R,
for all k ∈ N. In Figure 4.26 we plotted a selection of six shape functions together
with their first and second derivatives.
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Figure 4.26: Function values and derivatives of selected shape functions
4.6.2 Reference elements Kˆd
In what follows, we present a survey of all implemented reference elements, in-
cluding local numbering of faces, edges and vertices and their respective local
orientation. Concerning the construction of the FE-space, this information is es-
sential when assembling the global connectivity arrays in the class DoFManager,
see Section 4.7.
Regardless of the spatial dimension all local basis functions will be constructed by
applying the previously defined shape functions {Nk}k. As a convention, variables
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in the reference space will be denoted by ξ, η and ζ, while functions with domain
Kˆd are decorated by the hat symbol.
4.6.2.1 The unit interval
In one space dimension the choice for the reference element will be the unit interval
Kˆ1 := [0, 1]. Suppose we are interested in using a p
th order finite element space.
In this most simple case we can just copy the definition of the shape functions and
set
ϕˆk := Nk−1, k = 1, . . . , p+ 1.
Hence, the first two local basis functions will be the standard linear Lagrange
polynomials to points x = 0 and x = 1 while the remaining p − 1 functions are
represented by polynomials of increasing order that vanish at the endpoints.
4.6.2.2 Quadrilateral element in 2D
In higher space dimensions the definition of reference elements involve more effort.
Canonically, the extension of the unit interval to 2D is given by its tensor product,
hence we define Kˆ2 := [0, 1]
2. Again we are interested in a pth order element. We
first prescribe the numbering of geometric entities (vertex, face, interior) plus its
orientation. Thereby one is free to choose any particular ordering (orientation) as
long as it is used consistently throughout the code. Here we consider the choice
depicted in Figure 4.27. Based upon this numbering we assign local functions ϕˆdk,i
related to the geometric entity k, where the index d corresponds to its dimension.
For brevity, if the integers i and k can assume only one value they are omitted.
Thus, e.g., ϕˆ13,i refers to the i
th function related to the third face and ϕˆ2i constitutes
the ith inner basis function.
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Figure 4.27: Local numbering of geometric entities for Kˆ2
At first, every vertex is linked with its standard linear Lagrange basis function,
i.e.
ϕˆ01(ξ, η) := N0(ξ)N0(η),
ϕˆ02(ξ, η) := N1(ξ)N0(η),
ϕˆ03(ξ, η) := N0(ξ)N1(η),
ϕˆ04(ξ, η) := N1(ξ)N1(η).
Further, we assign basis functions ϕˆ1k,i to face k = 1 . . . 4, where they coincide with
the one dimensional basis functions in the previous subsection when adopting the
fixed local orientations as indicated by arrows heads in Figure 4.27. Note that it
is here where we need to know the orientation of the respective face as indicated
by the arrow in Figure 4.27. Moreover, the face functions show a linear decay in
the orthogonal coordinate direction and vanish identically on the remaining faces.
More precisely, for i = 1, . . . , p− 1 let us define
ϕˆ11,i(ξ, η) := Ni+1(ξ)N0(η)
ϕˆ12,i(ξ, η) := N1(ξ)Ni+1(η)
ϕˆ13,i(ξ, η) := Ni+1(ξ)N1(η)
ϕˆ14,i(ξ, η) := N0(ξ)Ni+1(η).
Chapter 4. hpFEM implementation in MATLAB 121
Finally, we turn our focus to all inner basis functions. As mentioned, we are free to
choose a concrete ordering as long as it remains fixed. For indices α, β = 1, . . . , p−1
the most simple description defines inner basis functions ϕˆ2i in lexicographic order,
ϕˆ2α+(p−1)(β−1)(ξ, η) := Nα+1(ξ)Nβ+1(η).
Note that one might as well choose a different, natural numbering where polyno-
mials of lower order are counted first.
To conclude the description of the quadrilateral reference element it remains to
relate (p+1)2 degrees of freedom to the individual basis functions. This is realized
by first counting all functions on vertices, faces and finally in the interior. Hence
we induce an indexing of basis functions according to their degree of freedom (thus
dropping the dimension superscript). More precisely, we relate
ϕˆi := ϕˆ
0
i , i = 1, . . . , 4
ϕˆ4+(k−1)(p−1)+i := ϕˆ1k,i, k = 1, . . . , 4, i = 1, . . . , p− 1
ϕˆ4p+i := ϕˆ
2
i , i = 1, . . . , (p− 1)2.
Figure 4.28: Local basis functions ϕˆ4, ϕˆ5, ϕˆ16, ϕˆ19 for Kˆ2 with p = 4
All basis functions thus defined constitute the space of two dimensional polyno-
mials up to degree p, i.e.
Qp,2 := span{(ξ, η) 7→ ξmηn |m,n = 0, . . . , p} != span{ϕˆi | i = 1, . . . , (p+ 1)2}.
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Thus, it becomes possible to identify every function on the reference element fˆ ∈
Qp,2 with its corresponding vector of coefficients vfˆ ∈ R(p+1)
2
. An illustration is
given by Figure 4.28 where we display one vertex related, two edge and one interior
bubble functions.
4.6.2.3 Quadrilateral element in 3D
As a benefit of the tensor product structure it does not require much additional
effort to go one step further and set up the three dimensional (even four dimen-
sional) reference element for quadrilateral meshes. That is why we do not list the
complete basis but merely pick a representative of every type of basis functions:
In a very similar manner let us define basis functions related to the
• 8 vertices: {ϕˆ0k | k = 1 . . . 8}, e.g. ϕˆ07 := N0(ξ)N1(η)N1(ζ),
• 12 edges: {ϕˆ1k,i | k = 1 . . . 12, i = 1 . . . p− 1}, e.g. ϕˆ18,5 := N1(ξ)N7(η)N1(ζ),
• 6 faces: {ϕˆ2k,i | k = 1 . . . 6, i = 1 . . . (p− 1)2}, e.g. ϕˆ22,1 := N2(ξ)N0(η)N2(ζ),
• interior: {ϕˆ3i | i = 1 . . . (p− 1)3}, e.g. ϕˆ31 := N2(ξ)N2(η)N2(ζ).
Again this assignment strongly relies on a given enumeration of all geometric
entities and their respective orientation. Our concrete choice is sketched in Figure
4.29. Similarly to the 2D case, the enumeration of basis functions within faces
and interior is completely arbitrary (lexicographic, increasing polynomial degree,
etc.) but has to be fixed once. By construction the union of all sets above forms
a collection of
8 + 12(p− 1) + 6(p− 1)2 + (p− 1)3 = (p+ 1)3
linear independent basis functions. Hence, unisolvency in Qp is guaranteed and
we subsequently define a new indexing of all basis functions in terms of (p + 1)3
local degrees of freedom:
ϕˆi := ϕˆ
0
i , i = 1, . . . , 8
ϕˆ8+(k−1)(p−1)+i := ϕˆ1k,i, k = 1, . . . , 12, i = 1, . . . , p− 1
ϕˆ8+12(p−1)+(k−1)(p−1)2+i := ϕˆ
2
k,i, k = 1, . . . , 6, i = 1, . . . , (p− 1)2
ϕˆ8+12(p−1)+6(p−1)2+i := ϕˆ
3
i , i = 1, . . . , (p− 1)3.
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Figure 4.29: Local numbering of geometric entities for Kˆ3
As in the two dimensional case, the construction yields a basis of the space of
Figure 4.30: Local basis functions ϕˆ5, ϕˆ9, ϕˆ54, ϕˆ61 for Kˆ3 with p = 3
polynomials up to order p, i.e.:
Qp,3 := span{(ξ, η) 7→ ξlηmζn | l,m, n = 0, . . . , p} != span{ϕˆi | i = 1, . . . , (p+ 1)3}
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Any function fˆ ∈ Qp,3 may again be identified with some vector vfˆ ∈ R(p+1)
3
. In
Figure 4.30 we display a vertex related, an edge, a face and one interior bubble
function.
A great benefit of the tensor product structure of quadrilateral elements is that
one is able to obtain derivatives of arbitrary order without any difficulties. In the
next two subsections that specify the triangular and tetrahedral reference element
we will see that here the situation is more involved due to the fact that the product
rule for differentiation extensively comes into play.
4.6.2.4 Triangular element
The triangular reference element, Kˆt2, is given by the unit simplex
Kˆt2 := {(ξ, η) ∈ R2+ | ξ + η ≤ 1}.
Our choice of numbering and orientation is concretized in Figure 4.31.
1 2
3 2
1
3
Figure 4.31: Local numbering for triangular reference element
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It is natural to define all basis function with respect to the barycentric coordinates
λ1(ξ, η) = 1− ξ − η,
λ2(ξ, η) = ξ,
λ3(ξ, η) = η.
In an analogous manner as for the quadrilateral 2D element we prescribe vertex,
face and interior bubble functions. Again the vertex and edge bubble functions
are either required to match the shape functions {Nk}k (with respect to the orien-
tation) or vanish identically on the respective edges. Retaining the notation from
Subsection 4.6.2.2 we define vertex functions by
ϕˆ01 := λ1,
ϕˆ02 := λ2,
ϕˆ03 := λ3.
and for i = 1, . . . , p− 1 face functions via
ϕˆ11,i := λ1λ2N˜i+1(λ2 − λ1),
ϕˆ12,i := λ2λ3N˜i+1(λ3 − λ2),
ϕˆ13,i := λ3λ1N˜i+1(λ1 − λ3),
where N˜i denotes the modified shape functions (here again on [−1, 1]) having no
roots at x ∈ {−1, 1}:
N˜i(x) := lim
t→x
Ni(t)
(1− t)(1 + t) .
By construction these basis functions coincide with the one dimensional shape
functions on the respective edge they are assigned to. Furthermore, they van-
ish on the remaining edges and, in contrast to the quadrilateral element, decay
quadratically along lines emanating from the opposite vertex.
To form a complete basis, it remains to fix interior bubble functions. For integers
(α, β) ∈ {(m,n) ∈ N+ |m+ n ≤ p− 1} we define in increasing order
ϕˆ21
2
(α+β−1)(α+β−2)+β := λ1λ2λ3N˜α+1(λ2 − λ1)N˜β+1(λ3 − λ1). (4.24)
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Finally by consecutively ordering all vertex, face and interior functions simi-
larly to Subsection 4.6.2.2 we obtain the newly indexed set of basis functions,
(φˆi)
(p+1)(p+2)/2
i=1 , for the triangular reference element.
Figure 4.32: Local basis functions ϕˆ1, ϕˆ10, ϕˆ11, ϕˆ15 for Kˆ
t
2 with p = 4
Note that in contrast to the quadrilateral element there is no canonical, symmetric
way to define interior bubbles. In fact, definition (4.24) is not invariant with
respect to cyclic permutation of the barycentric coordinate functions. Nevertheless
all linear independent
3 + 3(p− 1) + (p− 1)(p− 2)
2
=
(p+ 1)(p+ 2)
2
functions (φˆi)
(p+1)(p+2)/2
i=1 indeed form a basis of the following alternative space of
all 2D polynomials up to order p:
Pp,2 := span{(ξ, η) 7→ ξmηn |m,n ≥ 1 ∧m+ n ≤ p}
!
= span{ϕˆi | i = 1, . . . , 1
2
(p+ 1)(p+ 2)}.
In particular, any reference function fˆ ∈ Pp,2 can be identified with some vector
vfˆ ∈ R(p+1)(p+2)/2. Compare the shape of selected basis functions in Figure 4.32.
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4.6.2.5 Tetrahedral element
Finally we gather all important information about the tetrahedral reference ele-
ment with domain
Kˆt3 := {(ξ, η, ζ) ∈ R2+ | ξ + η + ζ ≤ 1}.
The local numbering and orientation is chosen as displayed in 4.33.
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Figure 4.33: Local numbering for tetrahedral reference element
Accordingly, we define basis functions related to the
• 4 vertices: {ϕˆ0k := λk | k = 1 . . . 4},
• 6 edges: {ϕˆ1k,i | k = 1 . . . 6, i = 1 . . . p− 1}, e.g. ϕˆ16,5 := λ3λ4N˜5(λ4 − λ3),
• 4 faces: {ϕˆ2k,i | k = 1 . . . 4, i = 1 . . . 12(p− 1)(p− 2)},
e.g. ϕˆ22,1 := λ1λ2λ4N˜2(λ2 − λ1)N˜2(λ4 − λ1),
• interior: {ϕˆ3i | i = 1 . . . 13(p− 1)(p− 2)(p− 3)}.
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Note that in contrast to the triangle the four barycentric coordinates for the 3D
simplex are defined as
λ1(ξ, η) = 1− ξ − η − ζ,
λ2(ξ, η) = ξ,
λ3(ξ, η) = η,
λ4(ξ, η) = ζ.
For the remaining basis functions, we use multi-indices
(α, β, γ) ∈ {(m,n, o) ∈ N+ |m+ n+ o ≤ p− 1}
to define interior bubbles in increasing order
ϕˆ3I(α,β,γ) :=
4∏
n=1
λnN˜α+1(λ2 − λ1)N˜β+1(λ3 − λ1)N˜γ+1(λ4 − λ1),
where the index function I is defined by
I(α, β, γ) :=
1
6
(α+β+γ−1)(α+β+γ−2)(α+β+γ−3)+ 1
2
(β+γ−1)(β+γ−2)+γ.
Eventually, a consecutive numbering of all vertex, face, edge and interior functions
yields the complete set of basis functions, (φˆi)
(p+1)(p+2)(p+3)/3
i=1 for the tetrahedral
reference element. Indeed, they span the polynomial space
Pp,3 := span{(ξ, η, ζ) 7→ ξmηnζo |m,n, o ≥ 1 ∧m+ n+ o ≤ p}
!
= span{ϕˆi | i = 1, . . . , 1
3
(p+ 1)(p+ 2)(p+ 3)} ∼= R(p+1)(p+2)(p+3)/3.
Let us close this section with a visualization of selected basis functions on Kˆt3, see
Figure 4.34.
4.7 The DoFManager class
The purpose of the remaining component in our software consists in assisting the
finite element space FESpace to create a link between the reference element and
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Figure 4.34: Local basis functions ϕˆ1, ϕˆ8, ϕˆ24, ϕˆ35 for Kˆ
t
3 with p = 4
the finite element mesh, i.e. connecting the Element and the Mesh class in the
software.
DoFManagerDG1 DoFManagerDG3
DoFManager
DoFManager2
DoFManager3DoFManager1 DoFManagerHyDGDoFManagerDG2
Figure 4.35: Hierarchy of DoFManagers
The connection of DoFManager to the Mesh class is given directly with the latter
being a property of the former. The association to a specific reference element
is more indirect. In some cases, as with the DoFManager2 or DoFManager3 class
which unify the distribution of Qp and Pp related DoFs in two respectively three
space dimensions, it might be possible to combine the handling of several elements
into one DoFManager. In general, however, for any newly implemented reference
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element one needs to derive a corresponding new subclass from DoFManager that
manages the global distribution of its local DoFs. Thereby, the only requirement
a subclass of DoFManager needs to satisfy is to implement the abstract method
update()
which newly determines the connectivity of the mesh and is called every time the
mesh or polynomial degrees on physical elements have changed.
Moreover, any DoFManager subclass clearly specifies the kind of conformity it gen-
erates, i.e. if the resulting FE-space will be continuous, discontinuous, H1(div)-
conforming, etc. To illustrate, Figure 4.35 displays various realizations of sub-
classes. While continuous and discontinuous FE-spaces have already been im-
plemented, ones that are hybrid-discontinuous, H1(div) conforming, etc. can be
added without much effort.
We emphasize that the connection between the reference element and the mesh
is made by assigning global degrees of freedom to local ones for every element in
the mesh. In fact, this assignment may be performed in a very general way for
arbitrary (not necessarily polynomial) basis functions on the reference element,
thereby retaining a great deal of flexibility. Note that for now we think of global
basis functions as real valued functions having support on just one element. Hence,
for the moment it is helpful to forget about continuous FE-spaces and begin with
a description of the most general procedure:
Let
B := {ϕˆi}Ni=1
be the list of N completely arbitrary, local basis functions. We may consider this
set as a pool from which every single one of the M physical elements is able to
choose its global basis functions from. This actual choice is stored in the so called
connectivity array of the finite element space C ∈ ZN×M . The interpretation of
the entries in C is as follows:
• A positive entry Cij = k > 0 states that the local DoF i in element j is
assigned the global DoF k or, in terms of basis functions, that the global
basis function with index k restricted to element j coincides with ϕˆi when
pulled back to the reference element. The restriction has to be done since
global DoFs may be distributed repeatedly.
Chapter 4. hpFEM implementation in MATLAB 131
• If Cij = 0 one simply reads that there is no mapped global equivalent of the
local basis function i on element j.
• Because of orientation issues it often becomes necessary to assign −ϕˆi in-
stead of ϕˆi. To avoid redundancy in the definition of B (by including both
ϕˆi and −ϕˆi) this minus sign is encoded in the connectivity array and is sup-
posed to be applied in the assembly routines: Similarly to the first point,
a negative entry Cij = k < 0 states that the global basis function with in-
dex |k| restricted to element j coincides with −ϕˆi when pulled back to the
reference element.
Note that by assigning zeros to the connectivity array C it even becomes possible
to list many more functions in B than are actually used to set up the finite element
space. Moreover, it is by far not prohibited to repeatedly assign the same index
k ∈ Z to local DoFs on different or even the same element, thus defining global
basis functions whose supports cover patches of elements.
This repeated distribution induces some kind of entanglement between the cor-
responding basis functions. Entanglement of degrees of freedom is an important
concept to set up conforming, for instance continuous, finite element spaces. In
the most simple case of continuous linear elements the situation is as follows:
To ensure continuity a global basis function that has non-zero trace on the bound-
ary of its support must be entangled with every neighbor that has the same trace
on the intersection of their supports. Thus, more that one global basis function
(with support on just one element) form a composite continuous global basis func-
tion in the usual sense which is supported on several elements in the mesh.
Although the most important application of entanglement of global basis func-
tions is to deal with conformity issues, one might in general think of many more
applications, where basis functions are even entangled without their support being
connected in space.
Remark 4.6. We remark that for some operations (as the assembly of integrals on
faces) one also needs to set up a face related connectivity array D that is consistent
with C. Exemplarily, for continuous FE-spaces this consistency is given by the
following condition:
“For some element e with some face f : If the trace on f of basis function i on e
coincides with the face basis function l on f , then there must hold |Cie| = |Dlf |”.
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Here entanglement even becomes necessary for discontinuous FE-spaces. On the
contrary, hybrid-discontinuous spaces still allow functions that live independently
on faces and thus do not require entanglement with element related basis functions.
Before concluding with more concrete information about the management of de-
grees of freedom let us state the interface. The DoFManager class communicates
with the finite element space, FESpace, by the following routine:
C = doFManager.getConnectivityArray(codim, index).
It returns the array C that contains connectivity information of all entities with
codimension codim that are listed in index.
In what follows we comment on how to generate connectivity arrays for the two
most widely used kinds (continuous and discontinuous) of FE-spaces in combina-
tion with higher order hierarchical basis functions.
4.7.1 Continuous FE-space
We begin by discussing the consistent assignment of local polynomial degrees.
Observe that in a continuous FE-space it is not possible to have two neighboring
elements with varying polynomial degrees and full local polynomial space. In
order to preserve continuity we need to introduce separate integers defining local
polynomial orders for the element bubbles, faces bubbles and edge bubbles. When
the user prescribes local polynomial orders for every element (being the order
of element bubbles) the corresponding orders on faces and edges are determined
automatically by the minimum rule:
“Polynomial orders for faces (edges) are set to be the minimum of all polynomial
degrees of adjacent elements (faces).”
That way C0-conformity may be achievable by some appropriate connectivity array.
The assembly of this desired connectivity array C requires a bottom-up approach
for the distribution of degrees of freedom. The naming will be clarified by the
following algorithm. Here, we only present the 2D case - the analogue in three
dimensions is obtained in a very like manner:
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Assume we have a mesh consisting of
nv vertices,
nf faces of degree (q
f
i )
nf
i=1,
ne elements of degree (q
e
i )
ne
i=1,
with positive integers qfi , q
e
i that are consistent with respect to the minimum rule.
To assemble C, consider the following five steps:
1. Distribute the DoFs numbered 1, . . . , nv to all vertices. Although the node
index and the degree of freedom associated with some vertex are unrelated it
is most convenient to distribute vertex DoFs according to the node indices.
2. Distribute DoFs nv+1, . . . , nv+
∑nf
i−1(q
f
i −1) to all faces in any order. These
DoFs are associated with the higher order face bubbles.
3. Distribute DoFs nv +
∑nf
i−1(q
f
i − 1) + 1, . . . , nv +
∑nf
i−1(q
f
i − 1) +
∑ne
i−1N(q
e
i )
to all faces, where
N(q) = (q − 1)2 for quadrilaterals and
N(q) =
1
2
(q − 1)(q − 2) for triangles.
Again the order does not matter. It is natural, however, to first distribute all
DoFs to higher order bubbles associated to some particular element before
moving to the next one.
4. The next step is to combine information from the first two steps to build
the face-connectivity D array and information from step one to three to
construct the element-connectivity array C. Thereby it is crucial to have
access to the mesh connectivity, e.g. information about which faces belong
to a particular element (mesh.getElem2Face(), cf. Section 4.5.1).
5. Finally, it remains to incorporate orientation information from the Mesh
class into the finite element space. Without this important modification
the FE-space would only be continuous when using a maximal polynomial
degree of two. This is due to the fact that whenever some oriented face
−→
AB,A < B (cf. 4.14) has different orientation flags with respect to its left
and right sided element, the corresponding left and right odd face bubbles
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differ by their sign. To resolve this issue, for every element (column in C)
we change the sign of all face DoFs that correspond to odd face bubbles if
the associated face has an odd orientation with respect to the considered
element. The signature of DoFs indicates that the global basis function ϕ
related to that degree of freedom has changed its sign. Thus, conformity
is ensured as long as these flags are interpreted correctly in the assembly
routine (cf. Section 4.8). Note that a more complicated and less economic
way of incorporating orientation into C would be to return both, positive and
negative face functions by element.getBasis() and connect the relevant
DoF with either one or the other (depending on the face orientation).
To illustrate this important concept that constitutes one of the core design prin-
ciples of the software, we give a short example. The sample mesh is taken from
Section 4.5 (Table 4.2 and Figure 4.13). To the three present elements therein
we assign the polynomial degree vector qe = (2, 3, 1)T . From the minimum-rule
it follows that the faces carry polynomial degrees qf = (2, 3, 1, 1, 2, 2, 2, 3, 1, 1)T .
In Figure 4.36 we display the distribution of degrees of freedom for vertices, faces
and elements and their compact representation in connectivity arrays C and D.
Thereby, notice how orientation flags are set for entries in C that refer to odd face
bubbles on faces where local and global orientation disagree.
4.7.2 Discontinuous FE-space
For discontinuous finite element spaces we just briefly mention the difference to
the previous section. In contrast to this approach every element has its full local
polynomial space, i.e. the polynomial order for interior, face and edge bubbles
coincide for every element. This allows to set up the connectivity arrays in a top-
down approach. More precisely, we first assign local DoFs for every element which
defines C. Subsequently one determines the left and right sided face connectivity
arrays (stored in a 3D tensor D). Finally, note that the inclusion of orientation in-
formation is not necessary, but simplifies the structure of the code in the assembly
routines, for instance of discontinuous Galerkin operators.
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Figure 4.36: Distribution of DoFs and connectivity arrays C,D for sample
mesh
4.7.3 Vector valued FE-space
By some clever reinterpretation of entries in the connectivity matrices the com-
plexity of handling vector valued finite element spaces may in fact be reduced to
the scalar valued case. In 2D (analogously in 3D) the idea goes as follows:
Let B and ~B denote the scalar and vector valued basis to some finite element space
V , i.e.
B := {ϕi}i, basis for V,
~B :=
{(
ϕi
0
)}
i
⋃{( 0
ϕi
)}
i
, basis for V 2.
Now, instead of thinking in terms of a vector valued basis with scalar coefficients
we change our paradigm and regard a scalar basis with vector valued coefficients,
i.e. we identify the two different ways of representing some vector valued finite
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element function u ∈ V 2,
u =
∑
i
d1,i
(
ϕi
0
)
+
∑
i
d2,i
(
0
ϕi
)
=
∑
i
(
d1,i
d2,i
)
ϕi =
∑
i
~diϕi.
The same procedure as outlined in the previous section now yields connectivity
matrices that encode a linkage between physical basis functions ϕi and an identifier
I(~di) of its vector valued degree of freedom ~di. The scalar DoFs d1,i and d2,i, i.e.
the actual degrees of freedom, eventually are extracted from I(~di) by the relations
d1,i = 2I(~di)− 1,
d2,i = 2I(~di). (4.25)
These relations allow both to determine the kth component dk given the identifier
of some vector DoF ~d and vice versa, given a scalar DoF to determine the cor-
responding vector DoF as well as its position k. This reinterpretation enables to
deal with vector valued FE-spaces without increasing the complexity of the code.
Let us summarize that the DoFManager treats vector valued FE-spaces in the
very same manner as scalar ones. The only difference lies in the interpretations of
entries in both C and D. This interpretation must be considered when implement-
ing concrete differential operators. The application of this idea in the assembly
routines will be discussed in the next section.
4.8 Implementation of operators
With all the available machinery that is provided by the five core classes FESpace,
QuadRule, Mesh, Element and DoFManager, the assembly process of a huge class
of operators may be encoded in a very elegant way. This elegance, as a result of a
high level of abstraction, shows up in a unified description of operators regardless
of the concrete FE-space (element, mesh, orders, etc.), the spatial dimension of
the domain and if applicable even the number of components of vector valued
finite element spaces, i.e. for V = V (Ω ⊂ Rn)d it is possible to implement a
unified assembly routine in terms of n and d. Even the discretization of mixed
finite elements as for the Stokes equation may be assembled in a very elegant and
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concise way as a single operator on an appropriate subspace of
V = H1(Ω ⊂ Rn)n × L2(Ω ⊂ Rn),
independently of n = 2, 3.
While assembly routines for discretized functionals, i.e. real valued operators,
directly compute the load vectors, the assembly routines for discretized operators
return the triple
[entry,doFI,doFJ] = genericOperator(...)
that will subsequently be assembled into a sparse matrix by the Matlab routine
S = sparse(doFI, doFJ, entry).
To improve the performance, although not necessary, all operators are written in
the programming language C and are included into Matlab by means of Mex-
Files. Together with the possibility to parallelize over elements using parfor loops
in the OpenMP framework, this outsourcing results in a significant speed up, thus
ensuring fast assembly.
In the following subsection we give some examples of operators and functionals on
continuous, discontinuous and vector valued FE-spaces.
4.8.1 Continuous FE-spaces
Consider the well known bilinear form of a standard convection-diffusion-reaction
problem
a(u, v) := A(∇u,∇v) + (B · ∇u, v) + (Cu, v),
u, v ∈ V = H1(Ω ⊂ Rn), n = 1, 2, 3,
with scalar coefficients A,C ∈ L∞(Ω) and some vector field B ∈ L∞(Ω)n. A
convection-diffusion-reaction operator S : V → L2(Ω) is associated with a(., .) by
means of the dual pairing
〈Su, v〉V ′×V := a(u, v).
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Having introduced a basis {ϕi}nDoFi=1 that describes our finite element space V the
standard procedure defines the discretized operator Sh that can be identified with
the following stiffness matrix
Sh = (a(ϕj, ϕi))
nDoF
i,j=1
Because of the locality of basis functions the assembly is performed in a loop over
all elements, i.e. the practical computation of entries Shij relies on the following
reduction steps which in mathematical notation for the Laplace operator may look
as follows
set Shij =
∫
Ω
∇ϕj · ∇ϕi dΩ, ∀i, j global DoF
⇐⇒ increment Shij +=
∫
E
∇ϕj · ∇ϕi dE, ∀E ∀i, j global DoF
⇐⇒ incr. ShC(I,E)C(J,E) +=
(
DΦ−T (Q)∇ˆϕˆJ(Q)
)(
DΦ−T (Q)∇ˆϕˆI(Q)
)
w(Q) |detDΦ(Q)| ,
∀E ∀Q∀I, J local DoF on E,
where E denotes a generic element, Q a generic quadrature point with weight
w(Q) and C the connectivity array introduced in Section 4.7.
The elegance of the assembly routines is rooted in the fact that not more has to
be added to the code. The astonishing similarity and thus simplicity compared to
the mathematical notation can be seen in the following pseudocode fragment to
assembleCDR.c
Input:
A . . . RnE×nQ data array for diffusion coefficient
Bvec . . . (RnD)nE×nQ data array for convection coefficient
C . . . RnE×nQ, data array for reaction coefficient
dB . . . (RnD)nB×nQ gradient of local basis functions
B . . . RnB×nQ local basis functions
DPhi . . . (RnD×nD)nE×nQ Jacobian matrix
W . . . RnQ quadrature weights
CA . . . ZnB×nE connectivity array,
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where nE denotes the number of entities (here elements), nQ the number of quadra-
ture points, nB the number of local basis functions on the reference element and
nD the number of spatial dimensions.
Output:
doFI . . . RnDoF2 row indices for entries into stiffness matrix
doFJ . . . RnDoF2 column indices for entries into stiffness matrix
stiffMat . . . RnDoF2 entries into stiffness matrix
Assembly routine:
cnt = 1; stiffMat = zeros(nDoF*nDoF,1); // initialization
loop over elements E
loop over quadrature points Q
dX = abs(det(DPhi[E,Q]))*W[Q]; // differential
loop over local basis J //ansatz functions
if (CA[J,E] == 0) continue;
loop over local basis I //test functions
if (CA[I,E] == 0) continue;
oFlag = sign(CA[J,E])*sign(CA[I,E])); // orientation flag
doFJ[cnt] = abs(CA[J,E]);
doFI[cnt] = abs(CA[I,E]);
U = B[J,Q]; V = B[I,Q]; // basis: u(x) = uˆ(xˆ)
gradU = solve(DPhi’,dB[J,Q]); // gradient: solve DΦ′∇u = ∇ˆuˆ
gradV = solve(DPhi’,dB[I,Q]);
stiffMat[cnt] += oFlag*(
A[E,Q]*dotProduct(gradU,gradV) +
dotProduct(Bvec[E,Q],gradU)*V +
C[E,Q]*U*V)*dX; // bilinear form
cnt++;
Remark 4.7. Note that the code can easily be modified such that A represents
a matrix valued diffusion coefficient. Secondly, to parallelize over elements one
merely needs to precompute and store the start value of the counter cnt for every
element. Thus instances of the outer loop decouple.
In what concerns the assembly of load vectors, we look at the most common right
hand side functional which is given by the L2 product. The assembly of its discrete
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counterpart is conducted in an analogous way as outlined above for operators. As
the code is self-explanatory we just present the implementation of
assembleL2Product.c
Input:
F . . . RnE×nQ data array for load function
B . . . RnB×nQ local basis functions
trafo . . . RnE×nQ differential correction (dependent on codimension)
W . . . RnQ quadrature weights
CA . . . ZnB×nE connectivity array
nDoF . . . Z total number of degrees of freedom
Output:
load . . . RnDoF load vector
Assembly routine:
load = zeros(nDoF,1);
loop over elements E
loop over quadrature points Q
dX = trafo[E,Q]*W[Q];
loop over local basis I
doFI = CA[I,E];
if (doFI == 0) continue;
oFlag = sign(CA[I,E]);
load[abs(doFI)] += oFlag*F[E,Q]*B[I,Q]*dX;
Remark 4.8. Note that due to its high abstraction, the routine assembleL2Product.c
allows the computation of L2 products independently of the codimension of the
domain of integration. This particularly becomes important when incorporating
Neumann or Robin boundary conditions, where integrals over faces occur.
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4.8.2 Discontinuous FE-spaces
The most well known application of discontinuous finite element spaces is given
by the discontinuous Galerkin methods in all its variations. Clearly, an ordinary
Galerkin method cannot be used in combination with discontinuous basis func-
tions as in this case there wouldn’t be any coupling between basis functions on
neighboring elements.
Although the dGFEM is realized in the software, for clarity we just document
the most simple way to work with discontinuous FE-spaces - introducing a weak
coupling by means of penalizing jumps of traces on all faces of the mesh. The
functional analytic description of the related operator is somewhat more involved:
Let F denote the set of all faces in the mesh. As these faces are oriented (cf.
Section 4.5.2) we can talk about traces of functions u ∈ V on the left (uL) and
on the right (uR) for some particular face. To proceed, let H˜ := L2(∪F)2 denote
the linear vector space of all two-component square-integrable functions on the
union of all faces with elements u = (uL, uR) ∈ H˜. One can easily check that
it is possible to transform H˜ into a Hilbert space by defining the quotient space
H := H˜/X, where the linear subspace X is defined by
X := {u = (u+, u−) ∈ L2(∪F)2 |uL = uR} ⊂ H˜,
and by introducing the scalar product
〈u, v〉H×H :=
∑
F∈F
∫
F
(uL − uR)(vL − vR) dF
=:
∑
F∈F
∫
F
[u][v] dF.
Now we can define the jump or penalization operator by
J : H −→ H
〈Ju, v〉H×H :=
∑
F∈F
∫
F
P [u][v]dF
where P ∈ L∞(∪F) denotes some bounded penalization function.
The pseudocode algorithm for the assembly of the discrete operator on V h ⊂ H
reads as follows:
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Input:
P . . . RnF×nQ penalty coefficient in nQ quadrature points for all nF faces
B . . . RnB×nQ local basis functions
trafo . . . RnF×nQ differential correction for transformed face integrals
W . . . RnQ quadrature weights
CA . . . ZnB×nF×2 face connectivity array on left and right side of face
Output:
doFI . . . RnDoF2 row indices for entries into discrete operator
doFJ . . . RnDoF2 column indices for entries into discrete operator
jumpMatrix . . . RnDoF2 entries into discrete operator
Assembly routine:
cnt = 1; jumpMat = zeros(nDoF*nDoF,1); // initialization
loop over faces F
loop over quadrature points Q
dX = trafo[F,Q]*W[Q]; // differential
loop LRJ = 0..1 //left or right side for ansatz functions
loop LRI = 0..1 //left or right side for test functions
loop over local basis J //ansatz functions
if (CA[J,F] == 0) continue;
loop over local basis I //test functions
if (CA[I,F] == 0) continue;
oFlag = sign(CA[J,F,LRI])*sign(CA[I,F,LRJ]));
doFI[cnt] = abs(CA[I,F,LRI]);
doFJ[cnt] = abs(CA[J,F,LRJ]);
jumpMat[cnt] += pow(-1,LRI+LRJ)*oFlag*
P[F,Q]*B[I,Q]*B[J,Q]*dX
cnt++;
There are merely three minor differences to the code for the mass matrix for con-
tinuous scalar FE-spaces. First, we need to insert two more loops that switch
between the left and right side of any face both for the test and the ansatz func-
tions. Moreover the face connectivity array CA must carry information about the
distribution of global DoFs on both sides of the face. Finally, one needs to be
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aware of the sign of the increments to entries into the discrete operator: If ansatz
and test functions are located on the same side of some face they have a positive,
otherwise a negative contribution.
4.8.3 Vector valued assembly
As discussed in Subsection 4.7.3, one major advantage of our FE-software design, in
particular with regards to the management of DoFs, becomes apparent when deal-
ing with vector valued basis functions. In fact, only two more loops iterating over
the components of test and ansatz vectors have to be included. Exemplarily, we
demonstrate the practical implementation of the following generalized L2-product
operator:
Md : (L2(Ω))
d −→ (L2(Ω))d
〈Mu, v〉 :=
∫
Ω
uTAv dΩ,
for some coefficient matrix A ∈ L∞(Ω)d×d. Its discretization Mdh is returned by
the routine assembleMass.c :
Input:
A . . . (RnD×nD)nE×nQ data matrix A
B . . . RnB×nQ local basis functions
trafo . . . RnE×nQ differential correction (dependent on codimension)
W . . . RnQ quadrature weights
CA . . . ZnB×nE connectivity array
Output:
doFI . . . R(nD*nDoF)2 row indices for entries into discrete operator
doFJ . . . R(nD*nDoF)2 column indices for entries into discrete operator
massMatrix . . . R(nD*nDoF)2 entries into discrete operator
Assembly routine:
cnt = 1; stiffMat = zeros(nD*nDoF*nD*nDoF,1); // initialization
loop over elements E
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loop over quadrature points Q
dX = trafo[E,Q]*W[Q]; // differential
loop over local basis J //ansatz vector
if (CA[J,E] == 0) continue;
loop over local basis I //test vector
if (CA[I,E] == 0) continue;
oFlag = sign(CA[J,E])*sign(CA[I,E])); // orientation flag
loop over components dJ //ansatz vector
loop over components dI //test vector
doFJ[cnt] = nD*abs(CA[J,E]-1)+dJ;
doFI[cnt] = nD*abs(CA[I,E]-1)+dI;
massMatrix[cnt] += oFlag*A[dI,dJ,E,Q]*B[J,Q]*B[I,Q]*dX;
cnt++;
Observe that the only difference to the non-vector valued code consists in the last
two loops traversing the components of test and ansatz vector and the modified
assignments of global DoFs as suggested by (4.25). If we were to fix dI referring
to the second and dJ to the first component of test or ansatz vector respectively,
quadrature point contributions to the approximation∫
Kˆ
ϕˆJAˆ21ϕˆI| detDΦE|dKˆ
are computed on the reference element and related to the correct indices of the
entry triple. Finally, note that the distribution of degrees of freedom is organized
in such a way that DoFs belonging to the same vector are grouped together. Figure
4.37 visualizes this fact displaying all nonzero entries of Mdh , d = 1, 2, 3 for bilinear
elements on a structured mesh consisting of 16 elements.
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Figure 4.37: Nonzero entries into Mdh for d = 1, 2, 3
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4.9 Computation and analysis of errors
For the numerical analyst a major point of interest is how well a certain method
performs. In the field of finite element analysis, ideally the error, i.e. the difference
between the numerical and the exact solution e := u−uh needs to be computed in
some suitable norm. Moreover, (weighted) norms of concrete partial derivatives or
even more general functionals of uh or e might be of interest to gain more insight
into the performance of the method.
In fact, one of the original motivations to write a new flexible and transparent FE-
code was the idea to access any conceivable information that one can extract from
a given finite element space; hence, one might say, to create a software that rather
fits the needs of the numerical analyst than the ones of the applying engineer. As
a result, we will see that SOFE is particularly suited to all kinds of error analysis.
In what follows, we present three kinds of how a concrete FEM problem may
be scrutinized: At first, we show how the error against some highly accurate
approximation of the exact solution or against the exact solution itself may be
computed and close with a small excursion into the field of a posteriori error
analysis.
4.9.1 Errors against exact solution
We introduce the class ErrorAnalyis as the responsible component for evaluating
errors against known exact solutions. This class is not an integral part of the FE-
software but one of the many conceivable ways of its application. The way it
is connected to SOFE is highlighted in Figure 4.38. The two most important
properties it contains are the problem at hand of type FEM and some quadrature
class of type QuadRule that may be different from the one used in the finite element
computations. We instantiate this class by calling
EA = ErrorAnalysis(pde, qOrder, nDeriv),
where pde is of type FEM, quadOrder assumes some positive integer - the order
of the Gauss quadrature rule to evaluate the errors, and nDeriv the number of
derivatives that are required (to economically avoid excessive computing of higher
order information).
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get[...]Projection()
// visualization routines
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Mesh
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data2data
uniformRefine()
order
Element
dimension
getBasis()
FEM
stiffMat
loadVec
solveYourself()
solution
assemble()
ErrorAnalysis
getL2Error()
update()
getH1Error()
get[...]()
Estimator
estimate()
estimate()
Residual
DoFManager
degrees
dAGlobal
getConnectivityArray()
geoVec
Figure 4.38: Enhanced class diagram of SOFE
Both the exact solution and its derivatives (provided by .m-files in the current
work directory) as well as the current numerical solution including derivatives
are evaluated in quadrature points and stored in local variables. Finally the
integrate() routine from the Mesh class is invoked to perform integration. Note
that ErrorAnalysis needs to be updated (calling EA.update()) every time some
aspect of the FE-space changes, e.g. after mesh refinement.
As an illustrating example let us consider the steps that lead to the computation
of the L2 norm of the error e = u − uh. After having determined a quadrature
point representation of u and uh by means of both
Uex = mesh.getFunctionLoc(...),
Uh = feSpace.getMeshFunctionLoc(...)
an approximation to the quantity EL2 := ‖u− uh‖0,Ω is obtained by calling
EL2 = (pde.feSpace.mesh.integrate((Uex-Uh).∧2, quadRule))∧0.5.
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Having created an instance EA of the ErrorAnalysis class these steps are per-
formed automatically by a call to
EL2 = EA.getL2Error().
While the computation of various standard norms and seminorms has already been
implemented in the code, it is easy to amend new functionals of the numerical error
ad libitum.
4.9.2 Errors against reference solution
In frequent cases where the exact solution is unknown, a highly accurate refer-
ence solution may substitute for the missing ingredient. That is where the class
ErrorAnalysisRef comes in. Its code structure is almost identical to the one of
its counterpart introduced above. In fact, the only difference is that it carries the
additional property pdeRef of class type FEM. This new property is supposed to de-
scribe the same problem as in pde but using a much higher dimensional FE-space.
Although, in general, solutions to pde and pdeRef will live on totally unrelated
meshes, the availability of fast global point search, cf. Section 4.5.6, makes it
possible to interpolate easily between meshes. In fact, the reference solution may
thus be evaluated globally as if it were the exact solution.
Because of its similarity to analyzing errors given the exact solution, we will just
mention the interface of ErrorAnalysisRef:
EA = ErrorAnalysisRef(pde, pdeRef, qOrder, nDeriv),
and refer to the program code for details.
4.9.3 A posteriori error estimation
A posteriori error analysis is a broad field in finite element research. Our software
allows to include either well-known or new error estimators or indicators in a very
elegant way. As has already been suggested in Figure 4.38, one merely needs
to implement a concrete version of the abstract class Estimator. This class, in
our case Residual, contains a single property pde being an object of type FEM. It
becomes thus possible to access the full spectrum of information contained therein,
Chapter 4. hpFEM implementation in MATLAB 148
in particular the one necessary to describe and realize the desired error estimator.
The abstract routine that needs to be realized by any subclass of Estimator is
given by
Estimator.estimate().
As an illustration, we exemplarily present aspects of the most standard means
for a posteriori analysis: The so called residual error estimator for the following
convection-diffusion-reaction problem
−a∆u+ b · u+ cu = f, in Ω, (4.26)
u = 0, on Γ := ∂Ω.
After having computed a numerical solution uh by the finite element method we
are seeking a quantity η ∈ R that estimates the error in the energy norm
η ≈ ‖u− uh‖e := a(u− uh, u− uh) 12
by solely using information about the data in (4.26) and the numerical solution
itself. The quantity η, which derivation can be found e.g. in [34] or [35], is given
by the following set of equations,
η =
(∑
K
η2K
) 1
2
,
η2K = h
2
K‖R‖20,K + hK‖J‖20,∂K , (4.27)
R = f + a∆uh − b · ∇uh − cuh, (4.28)
J =
0 on Γ[∂uh
∂n
]
on Γint
, (4.29)
where Γint denotes the union of all interior faces of the current mesh.
The evaluation of η may now be performed in a most straightforward way:
At first, the element residual (4.28) is computed by invoking two core routines
that have been introduced in Section 4.3 and 4.5:
feSpace.getMeshFunctionLoc(...)
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for function values and derivatives of the numerical solution uh in quadrature
points on every element and
mesh.getFunctionLoc(...)
for values of the coefficients in quadrature points on every element. Thereby the
concrete subclass Residual possesses its own user specified property quadRule of
type QuadRule.
As a second step, the face residual or face jump term (4.29) needs to be computed.
We therefore apply the routine
feSpace.getDnMeshFunctionLocFace(V, points, leftRight) (4.30)
provided by FESpace which implicitly invokes the previously introduced routines
feSpace.getMeshFunctionLocFace(V, points, leftright, order) (4.31)
and
mesh.getNVecLoc(V, points). (4.32)
Hence the jump in quadrature points on every face is obtained by[
∂uh
∂n
]
F
=
∂uh
∂n |F,left
− ∂uh
∂n |F,right
= ∇uh|F,left · nF −∇uh|F,right · nF
=ˆ (4.31) ∗ (4.32)︸ ︷︷ ︸
(4.30)
−(4.31) ∗ (4.32).
The respective L2 norm of element residuals, ‖R‖20,K , and face jump residuals,
‖J‖20,F , subsequently are obtained by performing numerical integration using the
Mesh class routine
mesh.integrate(...),
as introduced in Section 4.5.3, invoked with the estimator specific quadrature rule.
The mesh connectivity array that stores all faces to respective elements,
E2F = mesh.getElem2Face(),
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(compare Section 4.5.1) finally allows to combine all contributions to J from faces
to element contributions, i.e. to obtain ‖J‖20,∂K as a sum of respective values of
{‖J‖20,F}F .
Finally, the missing ingredient hK is retrieved by invoking the Mesh routine
h = mesh.getHmax().
These steps fully allow the computation of element contributions ηK , cf. (4.27),
from which we immediately obtain the a posteriori estimation η.
Note from the above practical derivation, that the computation of η is completely
abstract in terms of the used finite element space. This in particular allows to
work with both quadrilaterals and simplices independent of the space dimension
and the polynomial degree. To illustrate the full functionality of the now available
residual error estimator let us present three short examples.
1. Comparison between exact error e and estimation η
Let us consider the simple Laplace problem
−∆u = f in Ω := (0, 1)2, (4.33)
u = 0 on ∂Ω,
with the source term f such that
uex = (e
x − 1)(1− x) sin(piy)
solves (4.33). For both triangles and quadrilaterals on uniformly refined
regular meshes we vary the polynomial degree from p = 1 to p = 6 uniformly
on all elements. The error in the energy norm against the exact solution e is
computed as outlined in the previous section, while we obtain the a posteriori
estimation η by performing the procedure described above. In Figure 4.27
and 4.40 one can compare the error decay for various polynomial degrees
(1-6); thereby the connected lines refer to the true errors e while the single
marks show their respective estimations η.
One immediately sees that for every polynomial, both for triangles and
quadrilaterals, the error is systematically overestimated by some (almost)
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Figure 4.39: e and η for Qp ele-
ments, p = 1...6
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Figure 4.40: e and η for Pp ele-
ments, p = 1...6
constant factor. Approximations to the asymptotic effectivity indices Ieff =
η/e are displayed in Table 4.4.
p Qp Pp
1 6.7 7.4
2 7.7 9.3
3 14.5 15.4
4 19.0 21.6
5 27.4 31.7
6 33.0 39.9
Table 4.4: Comparison of effectivity indices η/e
2. Automatic mesh refinement in 2D
The element wise contributions ηK may as well be utilized as error indicators
in the automatic mesh refinement process. Here it is interesting if various
polynomial degrees generate different meshes and in what way their differ-
ences may appear. Hence, let us change problem (4.33) by setting f ≡ 1
such that weak corner singularities are present. This time we vary the poly-
nomial degree between p ∈ {1, 2, 3, 5, 7} and successively refine 20% of all
elements with the largest contribution ηK until a certain treshold of 526 el-
ements is reached. The final meshes are summarized in Figure 4.41. One
observes that, as expected, higher order error indicators drive the refinement
where the exact solution has large derivatives, i.e. in the vicinity of corner
singularities.
3. Automatic mesh refinement in 3D
Finally, let us have a look at the same Laplace problem with unit right hand
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Figure 4.41: Meshes with 526 elements generated by {ηK}K
side and zero Dirichlet boundary conditions posed on the unit cube. Because
of much higher computational costs compared to two space dimensions, here
it becomes even more important to refine the mesh only where it is necessary.
A fourth order polynomial finite element space is used to drive the automatic
adaptivity. In Figure 4.42 we plot the resulting mesh together with selected
isosurfaces of the numerical solution as well as isosurfaces of the norm of its
first and second derivatives.
Figure 4.42: Adaptively computed solution in 3D
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