In this work we develop a distributed least squares approximation (DLSA) method, which is able to solve a large family of regression problems (e.g., linear regression, logistic regression, Cox's model) on a distributed system. By approximating the local objective function using a local quadratic form, we are able to obtain a combined estimator by taking a weighted average of local estimators. The resulting estimator is proved to be statistically as efficient as the global estimator. In the meanwhile it requires only one round of communication. We further conduct the shrinkage estimation based on the DLSA estimation by using an adaptive Lasso approach. The solution can be easily obtained by using the LARS algorithm on the master node. It is theoretically shown that the resulting estimator enjoys the oracle property and is selection consistent by using a newly designed distributed Bayesian Information Criterion (DBIC). The finite sample performance as well as the computational efficiency are further illustrated by extensive numerical study and an airline dataset. The airline dataset is 52GB in memory size. The entire methodology has been implemented by Python for a de-facto standard Spark system. By using the proposed DLSA algorithm on the Spark system, it takes 26 minutes to obtain a logistic regression estimator whereas a full likelihood algorithm takes 15 hours to reaches an inferior result.
INTRODUCTION
Modern data analysis often needs to deal with datasets of huge sizes. In many cases, the size of the dataset could be too huge to be conveniently handled by one single computer. As a consequence, it has to be stored and also processed on many connected computer nodes, which thereafter are referred to as a distributed system. More precisely, a distributed system refers to a large cluster of computers, which are typically connected with each other via wire protocols like RPC and HTTP. As a consequence, they are able to communicate with each other and accomplish the intended data analysis tasks of huge scale in a collective manner.
By using a distributed system, we are able to break a large scale computation problem into many small pieces and then solve them in a distributed way. A key challenge faced by statistical computation on a distributed system is the communication cost.
The communication cost refers to the wall-clock time cost needed for data communication between different computer nodes, which could be expensive in the distributed systems (Zhang et al., 2013; Shamir et al., 2014; Jordan et al., 2018) . In this work, we consider a "master-and-worker" type distributed system with strong workers. We assume the workers are strong in the sense they are modern computers with reasonable storing and computing capacity. For example, a worker with 32 CPU Cores, 128G RAM, 512G SSD hard disk could be a very strong worker. As one can see thereafter, the most popularly used Hadoop (Apache Software Foundation, 2019a) and Spark (Apache Software Foundation, 2019b) systems belong to this category. Typically the workers do not communicate with each other directly. However, they should be connected with one common master node, which is another computer with outstanding capacity. As a consequence, most data should be distributed on workers and most computations should be conducted on workers. This enables us to solve a large scale computation problem in a distributed way. In contrast, the master should take the responsibility to coordinate with different workers.
For this "master-and-worker" type distributed system, the communication cost is mostly between the master and workers. One can easily verify that good algorithms for some simple moment estimates (e.g., sample mean) can be easily developed using this type of distributed system. For example, in order to compute sample mean on a distributed system, one can first compute sample mean on each worker, which is known as a map process. Then, each worker reports to the master the resulting sample mean and the associated sample size. Thereafter, the master can compute the overall sample mean by a weighted average of the sample means from each worker, which is known as a reduce process. Such an "MapReduce" algorithm requires only one "master-andworker" communication for each worker. It requires no direct communication between workers. Because most computation are accomplished on the workers, it also makes a good use of the strong worker capacity. As a result, the algorithm can be considered as a good one. Unfortunately, cases like sample mean are rather rare in statistical analysis.
Most statistical algorithms do not have an analytical solution (e.g., the maximum likelihood estimation of a logistic regression model), and thus require multiple iterations (e.g., Newton-Raphson iteration or stochastic gradient descent type of algorithms).
Those iterations unfortunately lead to substantial "master-and-worker" communication, which is communicationally expensive. Therefore, developing algorithms, which are highly efficient computationally, communicationally and statistically for distributed systems becomes a problem of great interest.
In literature, the common wisdoms to tackle a distributed statistical problem could be classified into two categories. The first one is "one-shot" (OS) or "embarrasingly parallel" approach, which requires only one round communication. Specifically, the local worker computes the estimators in parallel and then communicate to the master to obtain an average global estimator (Zhang et al., 2013; Liu and Ihler, 2014; Lee et al., 2015; Battey et al., 2015; Fan et al., 2017) . Although this approach is highly efficient in communication, it might not achieve the best efficiency in statistical estimation in most occasions (Shamir et al., 2014; Jordan et al., 2018) . The second approach is iterative algorithms, which require multi-rounds of communication between the master and the workers. This approach typically requires multiple iterations to be taken so that the estimation efficiency can be refined to match the global (or centralized) estimator (Shamir et al., 2014; Wang et al., 2017; Jordan et al., 2018) .
Both approaches are also studied in the sparse learning problem using 1 shrinkage estimation. For the first approach, Lee et al. (2015) investigated the distributed high dimensional sparse regression using the OS approach by combining local debiased 1 estimates. Battey et al. (2015) revisited the same problem but further considered distributed testing and estimation methods in a unified likelihood framework, in which a refitted estimation is used to obtain an oracle convergence rate. For the second approach, both Wang et al. (2017) and Jordan et al. (2018) have developed iterative algorithms to solve the sparse estimation problem, and in theory they prove the error bounds match the centralized estimator. However, to our best knowledge, there are no guarantees to ensure the model selection consistency (Fan and Li, 2001 ) and also no criterion has been established for consistent tuning parameter selection . In addition, all of the above methods assume independent and identical samples stored in each worker, which is practically questionable since the distributed dataset might share great heterogeneity from worker to worker. We would like to remark that the heterogeneity cannot be avoided because it is mainly due to the practical need to record data across time or space (for example).
In this work we aim to develop a novel methodology to tackle a sparse estimation problem with low dimension (p < n, n is the local sample size). The data in different workers are allowed to be heterogenous but sharing the same regression relationship.
The proposed method borrows the idea of the least squares approximation (LSA, Wang and Leng, 2007) and can be used to handle a large class of parametric regression models on a distributed system. Specifically, let Y ∈ R be the response of interest, X be the associated predictor with finite dimension, and θ ∈ R p be the corresponding regression coefficient. The objective is to estimate the regression parameter θ and conduct variable selection on a distributed system, which has one master and many strong workers. Assume the data, denoted by (Y i , X i ) with 1 ≤ i ≤ N , are distributed on different workers. Further assume the sample size on each worker is large enough and of the same order. Under this setting, we propose a distributed LSA (DLSA) method. The key idea is illustrated as follows.
(1) First, we estimate the parameter θ on each worker separately by using local data on distributed workers. This can be done efficiently by using standard statistical estimation method (e.g., maximum likelihood estimation). By assuming the sample size of each worker is large enough, the resulting estimator and its asymptotic covariance estimate should be consistent, but not statistically efficient, as compared with the global estimates.
(2) Next, each worker passes the local estimator of θ and its asymptotic covariance estimate to the master. Since we do not consider a high dimensional model setting, the communication cost in this regards should be negligible.
(3) Once the master receives all the local estimators from workers, a weighted least squares type objective function can be constructed. This can be viewed as a local quadratic approximation to the global log-likelihood functions. As one can expect, the resulting estimator shares the same asymptotic covariance with the full size MLE method (i.e., the global estimator), under appropriate regularity conditions. The major steps of the DLSA method are further illustrated in Figure 1 . Given the DLSA objective function on the master node, we can further conduct shrinkage estimation on the master. This is done by formulating an adaptive Lasso type (Zou, 2006; Zhang and Lu, 2007) objective function. The objective functions can be easily solved by the LARS algorithm (Efron et al., 2004) with minimal computation cost on the master. Thus no communication is further required. Accordingly, a solution path can be obtained on the master node. Thereafter, the best estimator can be selected from the solution path in conjunction with the proposed Distributed Bayesian Information Criterion (DBIC). We show theoretically the resulting estimation is selection consistent and as efficient as the oracle estimator, that is the global estimator obtained under the true model.
To summarize, we aim to make the following important contributions to the existing literature. First, we propose a Master with Strong Workers (MSW) distributed system framework, which solves a large scale computation problem through a communication efficient way. Second, given this MSW system, we propose a novel DLSA method, which easily handles a large class of classical regression models, such as linear regression, generalized linear regression, Cox's model and many others. Third, due to the simple quadratic form of the objective function, the analytical solution path can be readily obtained using the LARS algorithm on the master. Then the best model can be selected by the DBIC criterion easily. Lastly but also the most importantly, the proposed DLSA method fully takes advantage of the specialty of MSW system, which pushes the intensive computation to the workers and therefore is computationally, communicationally and statistically efficient as much as possible. Furthermore, we would like to make a remark here that although the proposed DLSA is designed for distributed system, it can also be applied on a single computer, when there is a restricted memory constraint (Chen et al., 2018) .
The rest of this article is organized as follows. Section 2 introduces the model setting and the least squares approximation method. Section 3 presents a communication efficient shrinkage estimation and a distributed BIC criterion. Numerical studies are given in Section 4. An application to the U.S. Airline Data with size more than 52GB
is illustrated using the DLSA method on the Spark system in Section 5. The article is concluded with a brief discussion in Section 6. All technical details are delegated to the Appendix.
STATISTICAL MODELLING ON DISTRIBUTED SYSTEMS

Model and Notations
Suppose in the distributed system there are totally N observations, which are in-
where Y i ∈ R is the response of interest and X i ∈ R p is the corresponding covariate vector. Specifically, the observations are distributed in K local workers. Define S = {1, · · · , N } to be the whole sample observations. Decompose S = ∪ K k=1 S k , where S k collects the observations distributed on the kth worker. Obviously, we should have
Define n = N/K be the average sample size for each worker. Then, we assume |S k | = n k and all n k s diverge in the same order O(n). That is c 1 ≤ min k n k /n ≤ max k n k /n ≤ c 2 for some positive constants c 1 and c 2 . We know immediately that N = n k . In practice, due to the data storing strategy, the data in different workers could be quite heterogenous, e.g., they might be collected according to spatial regions. Despite the heterogeneity here, we assume they share the same regression relationship, and the parameter of interest is given by θ 0 ∈ R p . We focus on the case that p is fixed.
Let L(θ; Z) be a plausible twice-differentiable loss function. Define the global loss
, whose global minimizer is θ = arg min L(θ) and the true value is θ 0 . It is assumed that θ admits the following asymptotic rule
for some positive definite matrix Σ ∈ R p×p as N → ∞. If L(θ; Z) is the negative loglikelihood function, then θ is the global MLE estimator. Correspondingly, define the local loss function in the kth worker as
as n k → ∞ for a positive definite matrix Σ k . The goal is to conduct statistical analysis based on the data on the local worker and minimize the communication cost as much as possible.
Least Squares Approximation and Variance Optimality
In this section we motivate our approach through least squares approximation to the global loss function, which takes a local quadratic form. To motivate the idea, we start from decomposing and approximating the global loss function using Taylor's expansion techniques as follows,
where the last equation uses the fact thatL k ( θ k ) = 0, and C 1 and C 2 are some constants. Typically, the minimizer θ k will achieve the convergence rate √ n k . Intuitively, the quadratic form in (2.1) should be a good local approximation to the global loss function. This inspires us to consider the following weighted least squares objective function,
where α k = n k /N . This leads to a weighted least squares estimator (WLSE), which takes an analytical form in the following,
It is remarkable that the estimatorθ in (2.2) can be easily computed on the distributed system. Specifically, the local worker sends θ k and Σ k to the master node and then the master node produces the WLSE by (2.2). As a result,, the above WLSE requires only one round communication. Hence it is highly efficient in communication.
Note that instead of taking simple average of local estimators θ k in literature, the analytical solution in (2.2) takes a weighted average of θ k using weights Σ −1
k . This will result in a higher statistical efficiency if the data are stored heterogenously. To investigate the asymptotic properties of the WLSE, we assume the following conditions.
(C1) (Parameter Space) The parameter space Θ is a compact and convex subset of R p . In addition, the true value θ 0 lies in the interior of Θ.
(C2) (Covariates Distribution) Assume the covariates X i (i ∈ S k ) from the kth worker are independently and identically distributed from the distribution F k (x).
(C3) (Identifiability) For any δ > 0, there exists > 0, such that
is nonsingular at the true value θ 0 . In addition, let
(C5) (Smoothness) Define B(δ) = {θ * ∈ Θ| θ * − θ 0 ≤ δ} be a ball around the true value θ 0 with radius δ > 0. Assume for almost all Z ∈ R p , the loss function
In addition, assume there exist functions M ijl (Z) and δ > 0, such that
where
The above conditions are standard conditions to establish the asymptotic properties for M -estimators. First, the Condition (C1) assumes the parameter space to be convex (Jordan et al., 2018) . Next, Condition (C2) states about the distribution of the
it allows for the heterogenous distribution of covariates across workers. We would like to remark that the heterogeneity is a common phenomenon in distributed systems, while it has been ignored in many existing literature. The Condition (C3) assures the identifiability of the local loss functions across all workers. Lastly, Condition (C4) and (C5) are standard regularity conditions of the loss functions, which require certain degrees of local convexity and smoothness of the loss functions. These conditions are widely assumed in literature to guarantee the asymptotic convergence of the estimators (Fan and Li, 2001; Lehmann and Casella, 2006; Jordan et al., 2018) .
Given the conditions, we can establish the asymptotic properties of WLSE in the following Proposition 1 and Theorem 1.
Proposition 1. Assume Condition (C1)-(C5). Then we have
The proof of Proposition 1 is given in Appendix A.1. Proposition 1 separates √ N ( θ − θ 0 ) into two parts, namely, the variance part and the bias part. Particularly, one should note that the variance order is the same as the global estimator θ, which is
, while the bias order is related to the number of local workers K. Consequently, if the local sample size is sufficiently large, the bias should be sufficiently small and thus the global statistical efficiency can be achieved. We state this result in the following Theorem.
Theorem 1. (Global Asymptotic Normality) Assume Conditions (C1)-(C5)
and further assume n/N 1/2 → ∞. Then we have
achieves the same asymptotic normality as the global estimator θ.
The proof of Theorem 1 is given in Appendix A.2. It can be concluded that we should require the local sample size to be of an order larger than √ N , which is practically easy to satisfy. Otherwise, we should have N/n 2 = K/n → ∞. This implies that the number of workers is even larger than the average local sample size n. This is obviously not the case in practice. In the next section we further discuss the shrinkage estimation based on the DLSA method.
COMMUNICATION-EFFICIENT SHRINKAGE ESTIMATION
Distributed Adaptive Lasso Estimation and Oracle Property
Variable selection is a classical but critically important problem. That is because, in practice, the number of available covariates is typically large but only a small number of covariates are related to the response. With an appropriate variable selection technique, one can discover the important variables with high probability. In the last decades, various variable selection techniques are well studied (Tibshirani, 1996; Fan and Li, 2001; Zou, 2006; Wang and Leng, 2007; Zhang et al., 2010) . However, how to conduct variable selection on a distributed system has not been sufficiently investigated. Currently, the existing approaches mostly focus on the 1 shrinkage estimation and develop corresponding algorithms (Lee et al., 2015; Battey et al., 2015; Wang et al., 2017; Jordan et al., 2018) . However, to our best knowledge, there are three problems still unsolved on a distributed system. They are, respectively, (a) most of the current works do not establish the oracle properties of the shrinkage estimators, (b) no consistent tuning parameter selection criterion is given and investigated, and (c) the computation will be heavy if one needs to conduct estimation and select the tuning parameters simultaneously.
To solve the above problems, we first define some notations. Without loss of generality, we assume the first d 0 (0 < d 0 < p) to be nonzero, i.e., θ j = 0 for
For simultaneous variable selection and parameter estimation, we follow the idea of Wang and Leng (2007) and consider the adaptive Lasso objective function on the master (Zou, 2006; Zhang and Lu, 2007) ,
By the adaptive Lasso method, different amount of shrinkage λ j is imposed on each estimator to improve the estimation efficiency (Zou, 2006; Zou and Li, 2008) . Compared to the LSA approach of Wang and Leng (2007), we have the following key differences.
First, θ is the combined WLSE from local workers. Second, Σ is constructed by the local asymptotic covariance estimators Σ k . Consequently, to achieve a global convergence rate, one needs to carefully balance the local convergence rate of θ k and Σ k to that of the global ones.
Define θ λ = arg min θ Q λ (θ). Then we could establish the √ N -consistency as well as the selection consistency result of θ λ under certain conditions of λ = (λ 1 , · · · , λ p ) .
Theorem 2. Assume the condition (C1)-(C5). Let
The proof of Theorem 2 is given in Appendix A.3. Note here a λ controls the largest amount of penalty on the true nonzero parameters. Consequently, this amount cannot be too large, otherwise it will result in a highly biased estimator. In contrast, b λ is responsible for producing sparse solutions of irrelevant covariates. Therefore b λ should be sufficiently large to produce an effective amount of shrinkage.
By Theorem 2, we know that with probability tending to one we have θ
In the meanwhile θ 
a positive definite matrix. Further assume for any M ⊃ M T , it holds that
, where M F = {1, · · · , p} denotes the whole set.
Condition (C6) seems not very intuitive. Nevertheless, it is a condition well satisfied by most maximum likelihood estimators. More detailed discussion has been provided by Wang and Leng (2007) . We then have the oracle property in the following theorem.
By Theorem 2 and 3, we know that as long as the tuning parameters are approximately selected, the resulting estimator is selection consistent and as efficient as the oracle estimator. It is remarkable that tuning a total of p parameters simultaneously is not practically feasible. To fix the problem, we then follow the tradition of Zou (2006) and to specify 
The Distributed Bayes Information Criterion
Although it has been shown that asymptotically that the oracle property can be guaranteed as long as the tuning parameters are approximately selected, it is still unclear how to conduct variable selection in practice. That motivates us to design a BIC type criterion, which could select the true model consistently in a completely data driven manner (Zhang and Lu, 2007; Chen and Chen, 2008; Zou and Zhang, 2009; Wang et al., 2013) . Specifically, to consistently recover the sparsity pattern, we consider a distributed Bayesian Information Criterion (DBIC) based criterion as follows,
where df λ is the number of nonzero elements in θ λ .
The design of the DBIC criterion is in spirit similar to the BIC criterion used in Wang and Leng (2007) . The difference is that the DBIC uses the WLSE estimator θ and the average of distributed covariance estimators Σ to construct the least squares objective function. Intuitively, if θ and Σ approximate the global estimator θ = arg max L(θ) and asymptotic covariance very well, then the DBIC criterion should be able to conduct consistent tuning parameter selection. That is, the resulting model should be selection consistent (Shao, 1997) .
To formally investigate the theoretical performance of DBIC, we first define some notations. First, define the set of nonzero elements of θ λ by M λ . Given a tuning parameter λ, M λ could be underfitted, correctly fitted, or overfitted. We could then have the following partition,
where R − denotes the underfitted model, while R + denotes an overfitted one. We show in the following Theorem that the DBIC can consistently identify the true model. log N/N . Then we have
By Theorem 2 and 3, we know that with probability tending to one we should have
Consequently, the sequence λ N here plays a role as a reference sequence which leads to the true model. Accordingly, Theorem 4 implies that the optimal λ selected by DBIC will consistently identify the true model. This is because any λ leading to inconsistent model selection result should perform worse than λ N in terms of DBIC values. This result does not imply that the tuning parameter selected by DBIC happens to be λ N . It only states that any inconsistent λ should be at least worse than λ N , but λ N leads to consistent model selection result.
NUMERICAL STUDIES
Simulation Models and Settings
To demonstrate the finite sample performance of the DLSA method, we conduct a number of simulation studies in this section. Five classical regression models are presented and corresponding DLSA algorithms are implemented. For each model, we consider two typical settings to verify the numerical performance of the proposed method. They represent two different data storing strategies together with the competing methods. The first strategy is to distribute data in a complete random way.
Thus, the covariates on different workers are independent and identically distributed (i.i.d). In contrast, the second strategy allows for covariate distribution on different workers to be heterogenous. The estimation efficiency as well as the variable selection accuracy are evaluated. The examples are given as follows.
Example 1. (Linear Regression).
We first consider one of the most popular regression analysis tools, i.e., the linear regression. Particularly, we generate the continuous response Y i by a linear relationship with the covariates X i as follows,
where the noise term ε i is independently generated using standard normal distribution N (0, 1). Following Fan and Li (2001) , the true parameter is set as θ 0 = (3, 1.5, 0, 0, 2, 0, 0, 0) .
Example 2. (Logistic Regression).
The logistic regression is a classical model which deals with binary responses (Hosmer Jr et al., 2013) . In this example, we generate the response Y i independently by Bernoulli distribution given the covariate X i as
We follow Wang and Leng (2007) to set the true parameter θ 0 = (3, 0, 0, 1.5, 0, 0, 2, 0) .
Example 3. (Poisson Regression).
In this example, we consider the Poisson regression, which is used to model counted responses (Cameron and Trivedi, 2013) .
The responses are generated according to Poisson distribution as analysis (Fan et al., 2002) . Specifically, we set the hazard function to be
where t i is the survival time from the ith subject. In practice, we generate the survival time from exponential distribution with mean exp(−X i θ 0 ). The true parameter θ 0 is set as θ 0 = (0.8, 0, 0, 1, 0, 0, 0.6, 0) . Next, the censoring time is generated independently from an exponential distribution with mean u i exp(X i β), where u i is sampled from uniform distribution U [1, 3] . This censoring mechanism produces about 30% censored data (Fan et al., 2002) .
Example 5. (Ordered Probit Regression). Last, we consider the ordered Probit regression model, which is widely used to model ordinal responses (Harrell Jr, 2015) . Specifially, the responses take value of Y = 1, · · · , L, which represents natural orders. Given the covariates X i , the ordinal responses are independently generated as follows,
where Φ(·) denotes the distribution function for the standard normal distribution, and For each example, two different data storing strategies are considered. They lead to different covariate distributions F x (x). Specifically, the following two settings are investigated.
• Setting 1 (i.i.d Covariates). We first consider the setting that the data are distributed independently and identically across the workers. Specifically, the covariates X ij (1 ≤ i ≤ N, 1 ≤ j ≤ p) are sampled from the standard normal distribution N (0, 1).
• Setting 2 (Heterogenous Covariates). Next, we look at the case that the covariates distributed on each worker are heterogenous. This is usually the common case in practice. Specifically, on the kth worker, the covariates are sampled from multivariate normal distribution N (µ k , Σ k ), where µ k is generated from uniform distribution U [−1, 1], and Σ k = (σ k,ij ) = (ρ
Performance Measurements
In this section, we give performance measurements and summarize simulation results with respect to the estimation efficiency as well as the variable selection accuracy.
The sample sizes are set as N = (10, 20, 100) × 10 3 . Correspondingly, the number of workers is set to be K = (5, 5, 10). Furthermore, we also consider a case with huge sample size by setting N = 10 8 , which yields about 5G in-memory data. The simulation is conducted on the Spark system with K = 64.
For a reliable evaluation, we repeat the experiment for R = 500 times. For the rth replication, denote θ (r) and θ (r) as the global estimator and WLSE respectively.
To measure the estimation efficiency, we calculate the root mean square error (RMSE)
for the jth estimator as RMSE θ,j = {R
The RMSE for the global estimator θ can be defined similarly. Then the relative estimation efficiency (REE) with respect to the global estimator is given by REE j = RMSE θ,j /RMSE θ,j for j = 1, · · · , p.
Next, based on the WLSE, we further conduct shrinkage estimation on the master node. Let M (r) be the set of selected variables in the rth replication using the DBIC criterion. Correspondingly, θ 
Simulation Results
We compare the proposed DLSA method with (a) OS estimator (Zhang et al., 2013) , and (b) CSL estimator (Jordan et al., 2018) . The simulation results are summarized in Table 4 ), all the methods could achieve REE ≈ 1 when N = 100, 000 and K = 10. However, in the heterogeneous setting (i.e., Setting 2), The finite sample performances of the three competing methods are quite different. The proposed DLSA method achieves the highest efficiency than the other two methods, which is also asymptotically efficient as the global estimator. For instance, the REE of the DLSA estimation for the logistic regression (i.e., Table 3 ) is near to 1 in the second setting with N = 20, 000 and K = 5, while the REEs of the OS and CSL method are around 0.88 and 0.37 respectively. Although the OS estimator is less efficient than the DLSA estimator, it is still consistent as N increases. The CSL method behaves worst under this situation. That is because it only uses the local hessian matrix, therefore it could result in a highly biased estimator in this case.
With respect to the shrinkage estimation, one could observe that the adaptive Lasso estimator is able to achieve higher estimation efficiency in the second setting than the global estimator. For example, the REE for the shrinkage DLSA (SDLSA) method could be even higher than 1 for the Cox's model in Setting 2 (i.e., Table 5 ). Lastly, the newly designed DBIC method does a great job to identify the nonzero variables with high accuracy. To see this, one could observe for example in the ordered Probit regression (i.e., Table 6 ), the MS is controlled well to be around 3 and the CM is near to 1.
APPLICATION TO AIRLINE DATA
For illustration purpose, we study a real dataset with large size. Specifically, the dataset considered here is the U.S. Airline Data. The dataset is available at observations. This leads to the raw dataset as large as 12 GB on a hard drive. After dummy transformation described in Table 7 , the overall in-memory size is over 52 GB, even if all the dummies are stored in the sparse matrix format. Thus this dataset can hardly be handled by one single computer. All the numerical variables are standardized to have mean zero and variance one.
The Spark System and MLE
To demonstrate our method, we set up a Spark-on-YARN cluster on Aliyun Could Server (https://www.aliyun.com/product/emapreduce). This is a standard industrial level architecture setup for a distributed system. The system consists of one master node and two worker nodes. Each node contains 64 virtual cores, 64GB of RAM and two 80GB SSD local hard drives. The dataset is stored in Hadoop Data File
System (HDFS).
Since the RAM is larger than the raw data size, one may wonder whether the logistic regression task can be run on a single node. Unfortunately it is practically infeasible. This is because much larger memory (typically > 128GB) is needed for operating on matrices of such a huge size. Even for the installed Spark system, a task of this huge size cannot be directly performed using some existing algorithm library (e.g. Spark ML). This is because the Spark is a very memory consuming system. For example, to compute a single distributed matrix with size about 1GB memory, one might need each worker to have 2GB memory in practice. This overhead memory consumption grows significantly as the size of the data matrix increases. See for some discussions in Chen and Guestrin (2016) .
If one insists to compute the traditional MLE based on the entire dataset, then a stochastic gradient decent (SGD) algorithm (Zhang, 2004) has to be used. To this end, the entire dataset needs to be randomly shuffled first. Then, the SGD algorithm would optimize the log-likelihood function in an iterative manner. For each iteration, a batch of the data are randomly sampled and then use that for calculating the log likelihood and its gradient. A heuristic batch size and learning rate are used. The total computational time is 15.4 hours and the resulting log-likelihood is about −1.71× 10 8 . This serves as an important benchmark to gauge the performance of the other competing methods (e.g., DLSA and OS methods).
The DLSA and OS Method
Fortunately, both the proposed DLSA and OS method allow us to develop a userfriendly Spark algorithm with very limited computer resource. As the algorithm is designed in a batch fashion, thus it is highly efficient in memory usage. The algorithm is developed in Python and run on a Spark system (see Algorithm 1 for details). It can be freely downloaded from https://github.com/feng-li/dlsa. We then use our algorithm to fit the model.
To this end, the entire dataset is randomly partitioned into 1139 subgroups. The sample size for each subgroup is about 100, 000. Next, for each subgroup of data, we creat a virtual worker (i.e., an executor in the Spark system) so that the computation about each worker can be conducted in a parallel manner. By doing so, the computation power of the entire Spark system can be maximized for both DLSA and OS methods.
Finally, we find that 26.2 minutes are needed for DLSA and 25.3 minutes are needed for OS method. The corresponding log-likelihood values are given by, respectively, −1.62 × 10 8 and −1.65 × 10 8 . Compare these results with that of the traditional MLE, we find that the traditional MLE is extremely difficult to compute. It costs more that 15 hours and reaches an inferior result (i.e., smaller log-likelihood value). In contrast, the log-likelihood value of the DLSA is the best.
Variable Selection Results with BIC
We next apply the proposed shrinkage DLSA method (referred to as SDLSA) with the BIC criterion to conduct variable selection. It is remarkable that this can be fully conducted on the master and no further communication is needed. It takes only 0.2 seconds to accomplish the task. After the shrinkage estimation, we are able to reduce the 181 variables to 157 variables.
The detailed results are summarized in Table 1 . First, with respect to time effects, both yearly and seasonal trends are found. The coefficient for the Year is 6.12, which implies as the year increases, the airline delays become more severely. Next, the passengers are likely to encounter delays in May, June, October, November, and December 
CONCLUDING REMARKS
In this article, we develop a novel DLSA algorithm, which is able to perform large scale statistical estimation and inference on a distributed system. The DLSA method could be applied to a large family of regression models (e.g., logistic regression, Poisson regression, Cox's model). First, it is shown that the DLSA estimator is as statistically optimal as the global estimator. In the meanwhile, it is computationally efficient and only requires one round of communication.
Furthermore, we develop the corresponding shrinkage estimation by using an adap- Table 1 : Coefficients for the logistic model estimated with SDLSA using BIC criterion. The carrier and airport abbreviations are assigned by International Air Transport Association. We denote "Airport", "Origin" and "Destination" by "A", "O" and "D", respectively. tive Lasso approach. Theoretically, the oracle property is proved. A new DBIC measure for distributed variable selection is designed, which only needs to be performed on the master and requires no further communication. We prove the DBIC measure to be selection consistent. Lastly, numerical studies are conducted with five classical regression examples. In addition, a Spark toolbox is developed, which is shown to be computationally efficient both in simulation and an airline data analysis.
To facilitate future research, we discuss here several interesting topics. First, the DLSA method require the objective function has continuous second order derivatives.
This assumption might be restrictive and cannot be satisfied on some specific regression models, e.g., the quantile regression. Consequently, the relaxation of this assumption can be investigated and corresponding distributed algorithms should be designed for such regression models. Second, the dimension considered in our framework is finite.
As a natural extension, one could study the shrinkage estimation properties in the high dimensional settings. Lastly, the algorithm is designed for the independent data, while in practice the dependent data (e.g., time series data, network data) is frequently encountered. It is then interesting to develop corresponding algorithms by taking account for the dependency structure.
APPENDIX A Appendix A.1: Proof of Proposition 1
Note that θ − θ 0 takes the form
In the following we denote Σ k by Σ k ( θ k ) to make it more clear. By Slutsky Theorem, to prove (2.4), it suffices to verify,
where cov{V
We prove them respectively in the following.
Proof of (A.1).
Recall that θ k is a √ n-consistent estimator of θ 0 . This enables us to conduct Taylor's expansion of Σ
where θ * lies on the line joining by θ 0 and θ k . By Condition (C5) we have
. Therefore the order of the first term is O p (1/ √ n k ). In addition, we have
Hence (A.1) is proved.
Proof of (A.2).
Recall that θ k is the local minimizer of L k (θ). Therefore it
where θ * lies between θ 0 and θ k . By standard arguments,
where the second equation is implied by
By condition (C4), it can be concluded cov{ Note that the objective function Q λ (θ) in (3.1) is a strictly convex function. Then the local minimizer is also a global minimizer. To establish √ N -consistency result, it suffices to verify the following result (Fan and Li, 2001 ), i.e., for an arbitrarily small > 0, there exists a sufficiently large constant C, such that,
where the second equality holds because we assume θ 0j = 0 for j > d 0 . Further note that we assume that √ N a N → p 0. Consequently the last term of (A.6) is o p (1). Next note that the first term of (A.6) is lower bounded by λ
. Consequently, with probability tending to 1, we have the first term uniformly larger than 0.5λ
, which is positive due to Condition (C4). In addition, by K/ √ N → 0, we have ∆ N = O p (1). Consequently, as long as C is sufficiently large, the first term will dominate the last two terms. Then the result of (A.5) is proved.
Proof of Selection Consistency.
It suffices to verify that P ( θ λ,j = 0) → 1 for any d 0 < j ≤ p. Note that Q λ (θ) can be rewritten as
where C is a constant. Define Ω = Σ −1 and Ω (j) denotes the jth row of the matrix Ω.
If θ λ,j = 0 for some j > d 0 , then the partial derivative can be calculated as
Theorem 1, and Theorem 2 (a). Consequently the first term of (A.7) is O p (1). Next, by the condition we know that
we have sign( θ λ,j ) = 1 or -1, thus the second term (A.7) goes to infinity. Obviously the equation will not be equal to zero. This implies P ( θ λ,j = 0) → 1 as a result.
Appendix A.3: Proof of Theorem 3
We first rewrite the asymptotic covariance Σ into the following block matrix form:
where Σ 11 ∈ R d 0 ×d 0 . Similarly, we partition its inverse matrix Ω into corresponding 4 parts, Ω = (Ω 11 , Ω 12 ; Ω 21 , Ω 22 ). By Theorem 2, with probability tending to 1, we have
should be the global minimizer of the objective function,
By Theorem 2, it can be concluded that with probability tending to 1, θ
should be nonzero (otherwise the √ N -consistency result in Theorem 2 will not hold). As a result, the partial derivative ∂Q λ (θ)/∂θ j should exist for 1 ≤ j ≤ d 0 , which yields,
) is a d 0 -dimensional vector with its jth component given by 0.5λ j sign( θ λ,j ).
By (A.8), it can be derived that (A.9) where the second equality is due to that
and Ω 12 → p Ω 12 by (A.1), and 
By Theorem 1, we have the above is asymptotically normal with mean 0 and the inverse asymptotic covariance matrix is given by (Σ 11 − Σ 12 Σ To establish the selection consistency property of the DBIC criterion, we consider the following two cases for any M λ = M T . The first is the underfitted case and the second the overfitted one.
1. Underfitted Model. Note that λ N satisfies the condition in Theorem 2,
given the model identified by M. Consequently, by definition we should have
where the last convergence is due to (A.1). Since Σ is positive definite by Condition
> 0 with probability tending to 1. One could then conclude immediately that P (inf λ∈R − DBIC λ > DBIC λ N ) → 1.
2. Overfitted Model. We next consider the overfitted model. In contrast, let λ be an arbitrary tuning parameter which over selects the parameters. We then have
As a result, the first term of (A.10) is O p (1). Similarly, by Theorem 2, θ λ N is √ N -consistent, thus the second term of (A.10) is also O p (1). As a result, (A.10) diverges to infinity as N → ∞. This implies P (inf λ∈R + DBIC λ > DBIC λ N ) → 1. This completes the proof.
Algorithm 1: Spark implementation Input: The model function for modelling each partitioned data Output: The weighted least squares estimatorθ, covariance matrix Σ, distributed Bayesian Information Criterion DBIC λ Steps:
Step (1). Pre-determine the overall cluster available memory as M ram , total number of CPU cores as C cores , and the total data size to be processed as D total ;
Step (2) Define the number of batched chunks N chunks to allow for out-of-memory data processing. We recommend that N chunks should be at least greater than 3 × D total /M ram in a Spark system ;
Step (3). Define the number of partitions
Step ( 
Step (6). Aggregate R i over both partitions and chunks and return p × (p + 1) matrix R f inal .
Step (7). Returnθ by Equation (2.2), Σ, and DBIC λ by Equation (3.4).
• Because the final step in DLSA algorithm is carried out on master node and data transformation from worker nodes to the master node is required, a special tool "Apache Arrow" (https://arrow.apache.org/) is plugged-in our system to allow efficient data transformation between Sparks distributed DataFrame to Python Pandas DataFrame. 
