Abstract. We discuss an idealized model for compression molding, had by taking an asymptotic limit for highly non-Newtonian materials. We interpret the changing pressure distributions as being dictated by a Monge-Kantorovich mass transfer on a fast time scale, and thereby derive a nonlocal geometric law of motion for the air/plastic interface.
Introduction.
The deformation of polymer plastic during compression molding is physically complicated, entailing often complex and changing flow patterns, and moving free boundaries. It is consequently interesting to model certain aspects of this behavior by means of simplified mathematical equations. We study in this paper such a model, proposed by the first author (Aronsson [A] ) as an asymptotic limiting case of a Hele-Shaw type flow for highly non-Newtonian fluids. The overall point is that the resulting equations, although of course only caricatures of the true physics, nevertheless admit a rigorous and fairly detailed mathematical analysis, displaying velocity and pressure distributions which seem at least qualitatively correct.
Outline. Sections 2 and 3 below recount the derivation of our model from [A] and [B] , and in particular make clear the many simplifying physical hypotheses. The main idea is to study the material behavior in an asymptotic limit of certain power-law behavior. We as well "hide" explicit mention of the air/plastic free boundary Γ t by introducing various multivalued operators. These in fact make possible the subsequent rigorous mathematical analysis.
In §4,5 we construct a weak or generalized solution to our transformed compression molding problem, starting from an essentially arbitrary initial shape U 0 . This general evolution allows for the merging of different parts of the flow, the disappearance of holes, etc. To build this, we firstly find a sequence of approximations, had by discretizing in time, and along the way carefully record properties of these approximations. In §5 we send the time step to zero and extract a subsequence of the approximations converging to a weak solution of the full problem. The point is that the corresponding evolution, although highly nonlinear and highly nonlocal, nevertheless gives rise to contractions in the L 1 -norm, provided we turn attention to w, the indicator function of the plastic region.
Theorem 5.1 records our main existence and uniqueness assertion. The difficult mathematics of §4,5 done with, we turn in the remaining sections to working out some further formal, unproved consequences of our theory, and most importantly derive in §6 a nonlocal geometric law of evolution for the free boundary. This reads: the ridge being, roughly speaking, the set of points within the plastic region equidistant to two or more closest boundary points. The term "ridge distance" is explained in §6. Bergwall [B1, B2] earlier obtained (1.1), (1.2) by a different argument. In §7 we specialize our rule (1.1), (1.2) to various special geometric situations, deriving several nontrivial, and perhaps testable, predictions about the free boundary motion. The concluding §8 provides some interesting geometric calculations for general, smooth flows governed by (1.1), (1.2).
a. Geometric notation. We suppose that at each moment of time t, the compressed plastic lies between two infinite horizontal plates, the lower at height zero and the upper at height h = h(t) > 0.
Let us assume (2.1)ḣ(t) < 0 for 0 ≤ t < T, T ≤ ∞ being the time when the two plates meet. For each 0 ≤ t < T , denote by U t the open subregion above which the plastic lies. That is, we assume that at time t the plastic occupies the volume U t × (0, h) ⊂ R 3 , at least approximately. Then (2.2) Γ t := ∂U t represents the projection of the air/plastic interface onto R 2 . A basic problem will be to track {Γ t } t≥0 as time evolves. b. Velocity, pressure, strain and stress. We write v = (u, v, w) for the material velocity and p for the pressure. The linearized strain rate tensor (or stretching tensor) is
The stress tensor T has the form (2.4) T = −pI +T, and we hypothesize that the deviatoric stressT is given by the constitutive law
where |Σ| 2 = tr(ΣΣ T ). We further assume η to have the power-law structure (2.6) η(|Σ|) = K|Σ| σ−1 , K and σ denoting positive material constants.
The full flow equations read
where ρ denotes the density and g = (0, 0, −g) is the gravity vector. The operator
c. Averages. Since we will assume 0 < h 1, we expect the first two components of the velocity vector v = (u, v, w) to be physically most important. It therefore seems appropriate to introduce the height averages:
Physically we should have w = 0 along the fixed bottom plate {z = 0}, but w =ḣ along the moving top plate {z = h}. Consequently the identity div v = 0 transforms to read
d. Hele-Shaw approximations. We next dramatically simplify the flow equations (2.7) by additionally hypothesizing that viscosity effects and pressure gradient effects predominate, in accordance with the usual Hele-Shaw assumptions. In particular, we ignore the acceleration term Dv Dt and the body force g in (2.7). Then (2.3), (2.4) and (2.7) imply (2.10)
D denoting the gradient with respect to the spatial variables. We further simplify by assuming the pressure p does not depend on z and that w may henceforth be taken to be zero in computing Σ. Additionally, as the velocities u, v are 0 on {z = 0, h}, we predict that the derivatives u z , v z are much larger than u x , u y , v x , v y , and consequently that the latter may be ignored within the stretching tensor Σ. Incorporating all these simplifying hypotheses into (2.10) yields the identities
As p, and so p x , p y , do not depend on z, we conclude
owing to symmetry about the level {z = h/2}. Now
by (2.6)
We insert this equality into (2.11) and integrate, to deduce
and A an appropriate material constant. Hence
Recalling then the incompressibility condition (2.9) we conclude (2.13) div |Dp|
where we have rescaled to set all constants equal to one.
e. Rescaling time. We effect a further simplification by hereafter supposing (2.14)ḣ h ≡ −1, T = +∞.
Indeed if (2.14) fails, we can change variables in time by
Then θ > 0, lim s→∞ θ(s) = T , and (2.14) holds provided we reinterpret˙=
In view of (2.14), our PDE now becomes
f. Boundary conditions. Finally on the air/plastic interface Γ t = ∂U t let us suppose (2.16) p = 0 on Γ t , after our having subtracted atmospheric pressure. We also take (2.17)
V denoting the outward normal velocity of the free boundary Γ t . Since the unit outer normal field is ν = − Dp |Dp| on Γ t , (2.17) simply asserts that the leading edge of the deforming plastic moves with the velocity of the flow.
Remark. Let us pause here to check a consequence of our model thus far. We compute
In this calculation H 1 denotes one-dimensional Hausdorff measure. Therefore in view of (2.14), we derive the conservation of mass assertion:
g. Sending σ → 0. Our compression model thus far comprises the PDE (2.15), with the free boundary conditions (2.16), (2.17). This is a "p-Laplacian" version of a particular form of the Hele-Shaw flow.
We intend next again to simplify the structure by taking the limit σ → 0, corresponding to an extremely shear-thinning flow, supporting, as we shall see, "infinitely fast/infinitely slow" mass transfer effects. Our rationale here is severalfold. First and foremost, we will see that the resulting asymptotic problem is much simpler in structure than the corresponding flow for σ > 0. Roughly speaking, as σ → 0 in (2.15) the viscous effects become "instantaneous" and consequently easier to monitor. Much of the analysis will therefore drastically simplify, and we will accordingly be able to obtain various ODE and/or geometric motion laws for Γ t that exactly describe the limit flows. In addition the resulting mathematics is fairly elegant. We will for instance find that the flows, although highly nonlinear, correspond to contractions in L 1 . Lastly, taking the limit σ → 0 is supported by numerical and experimental evidence. For instance, Folgar, Lee and Tucker in [F-L-T] report that the flow patterns do not much depend on σ, once σ is sufficiently small. In the next section we scrutinize our problems (2.15)-(2.17) in the limit σ → 0.
Formal asymptotic limits as
a. Asymptotics. Again following Aronsson [A] , we propose now to analyze the limit σ → 0 of our compression problem (2.15)-(2.17). First of all, let us transform notation, so as to be consistent with the mathematics references. Hereafter we introduce the parameter p according to 1
and then write u p = u p (x 1 , x 2 , t), for x = (x 1 , x 2 ), to denote the pressure. Thus our sending σ → 0 is equivalent to letting p → ∞. Fix a time t ≥ 0, and consider the PDE
where for the moment we ignore the dependence of the free boundary Γ t (and thus U t ) on p and we temporarily ignore as well the motion in time of Γ t . It is convenient to recast (3.1) into abstract form, by writing
The functional I t p [·] is convex and lower semicontinuous on L 2 (U t ). The precise meaning of (3.2) is that
The reformulation (3.2), (3.3) suggests that we can compute the limit p → ∞ of (3.1) by setting
(U t ) and |Dv| ≤ 1 a.e.
+∞ otherwise.
Thus we interpret the problem resulting from (3.1) in the limit p → ∞ as saying
for all v as above. We also expect (3.5) |Du| ≤ 1 a.e. in U t .
Furthermore, according to the general mass transfer theory (as explained for instance in [E] ), there exists for each time t > 0 a function a such that (3.6) − div(aDu) = 1 in U t in the weak sense, which means
. This function a may be interpreted as the Lagrange multiplier corresponding to the gradient constraint (3.5). In addition, (3.7)
a ≥ 0 a.e., spt(a) ⊂ {|Du| = 1}.
The physical interpretation of all this is that in the limit σ → 0:
Consequently we expect the conditions along the free boundary Γ t to read
V as before denoting the outer normal velocity. We summarize: the formal limit as p → ∞ (i.e. σ → 0) of our compression molding problem is (3.5)-(3.9), where the pressure u, the speed a, and the free boundaries {Γ t } t≥0 are the unknowns.
b. The pressure as distance function. This is still a difficult generalized HeleShaw type free boundary problem. However our central thesis is that in fact the structure of problem (3.5)-(3.9) is not really so complicated: various simplifications have actually occurred in the p → ∞ limit. We illustrate this principle by noting explicitly that
In other words, in the p → ∞ asymptotic limit the pressure u is recovered immediately from the shape of the plastic region at each time t ≥ 0: u is simply the shortest distance to the air/plastic interface Γ t . To motivate (3.10) we note that (3.2) says u p minimizes
, subject to the constraint |Dv| ≤ 1 a.e. The distance function u defined by (3.10) is the unique solution of this maximization problem.
c. Free boundary motion. Next we modify the foregoing considerations, explicitly taking into account the motion of the free boundary Γ t . Following, for instance, ElliottOckendon [E-O] , we continue to adopt an abstract viewpoint, but now consider in place of (3.1) the full evolution in time:
Let us extend u to be zero in R 2 − U t , and write
to denote the indicator function, equal to 1 on U t and 0 on R 2 − U t .
We claim next that the evolution (3.11) can be formally rewritten as
where now
Observe there is no reference to the set U t in the definition of
To confirm (3.13), let us suppose u, a, {Γ t } t≥0 comprise a sufficiently smooth solution of (3.11) to justify the following computations. Take φ to be a smooth test function with compact support in
H 1 denoting one-dimensional Hausdorff measure. But the first line of (3.11) implies for each fixed time t that (3.15)
ν being the unit outward normal. Observe ∂u ∂ν ≡ −1 on Γ t , owing to (3.10). Since V = a on Γ t , we can combine (3.14), (3.15), thereby obtaining the identity:
the last equality holding since both u and w vanish outside U t .
As the foregoing equality is valid for each φ as above, we deduce that
in the weak sense. But if |Dv| ≤ 1 and v has compact support on R 2 , then formally at least,
. Hence our assertion (3.13) follows from (3.16).
d. Weak solutions. The advantage of the formulation (3.13) is that the regions U t and their free boundaries Γ t no longer explicitly appear. Furthermore, as demonstrated in §4,5 following, the evolution (3.13) is well-posed in an appropriately weak sense, provided we regard w, and not u, as the principal unknown. The mapping t → w turns out to be fairly well behaved, although the mapping t → u need not be: see Example A in §7.
So, finally to rewrite (3.13) solely in terms of w, we introduce the multivalued graph
Then for each time t, u ∈ β(w), owing to (3.12).
Approximation.
To summarize, we have refashioned our compression problem into the multivalued evolution
Hereafter assume U 0 is a bounded open subset of R 2 , with boundary ∂U 0 having twodimensional Lebesgue measure zero: |∂U 0 | = 0. We propose to build a solution of (4.1), (4.2) as the limit as h → 0 + of the discrete time approximations
It will be convenient sometimes to rewrite (4.3) as (ii) Furthermore,
and (4.10)
is unique among functions with the foregoing properties.
Proof. 1. The proof is by induction. Assume therefore for some nonnegative integer k that (4.12)
where U k is open, bounded, and |∂U k | = 0. We consider the problem (4.3) in the transformed version (4.5), which in turn we recognize as the Euler-Lagrange equation for the variational problem of minimizing the functional (4.13) 
Define the open set (4.15)
2. We assert first that
To prove this, note that since u k+1 ≥ 0,
for some point x ∈ U k , we would derive from (4.17) the contradiction
Consequently
3. Next we prove (4.18)
To confirm this claim, first definẽ
Reasoning as above, we conclude that u k+1 ≡ũ k+1 , and in particular that U k+1 is bounded.
As we know by induction that |∂U k | = 0, we have
Set E := ∂U k+1 − ∂U k and suppose |E| > 0. Take x ∈ E to be a point of density one for E:
This means there exist points
We may assume
Thus u k+1 increases linearly, with slope 1, on the line segment [x, y] . In particular 4. Next we demonstrate that (4.10) holds and that the pair (u k+1 , w k+1 ) solves
where
for allv with |Dv| ≤ 1 a.e.; which is to say, (4.23)
for all suchv. Now take τ < 0 and setv := u k+1 + τ in (4.23). Then
has a minimum at τ = 0. We compute:
Now let τ > 0, and putv := u k+1 + τ + φ in (4.23), where φ is smooth, φ ≡ 0 onŪ k+1 ,
Let τ → 0 + and recall |∂U k+1 | = 0, to deduce
This proves (4.10). Next, take any Lipschitz function v such |Dv| ≤ 1 and v ≤ 0. Select 0 < λ < 1 and put v := (1 − λ)u k+1 + λv in (4.23). Then
(1 + h)
Taking the limit as λ → 0 yields (4.25) (1 + h)
This inequality holds if v ≤ 0. Given then any bounded v with |Dv| ≤ 1, replace v by v − c in (4.25), for c := max R n v. Then
Since |U k+1 | = (1 + h)|U k |, we conclude:
that is, (4.26)
for all bounded v with |Dv| ≤ 1. Since we can if necessary redefine v off U k+1 , the inequality (4.26) is valid for each function v with |Dv| ≤ 1. But this means precisely that
to a different initial setÛ 0 . We establish next a comparison result, namely that
The first inequality implies
and thus (4.29)
Likewise the second line of (4.28) says
This inequality and (4.29) imply (4.31)
That is,
Take now any point x ∈ U k+1 − U k and write δ :
there exists a point y ∈Ū k such that u k+1 increases at rate one along the closed segment
Observe that sinceÛ k ⊃⊃ U k , there exists a point z lying on the open segment (x, y) with z ∈Û k − U k . Let r = |x − z| > 0. Then, since u k+1 increases at rate one along S,
Thus (4.31) impliesû k+1 (z) ≥ δ + r.
Since |Dû k+1 | ≤ 1 a.e., it follows that
So each point in U k+1 − U k is the center of a ball lying inÛ k+1 . The same is true for each
SinceÛ k ⊃⊃ U k , the same conclusion holds with U k replaced by a small translation in any direction. Thus a small translation ofÛ k+1 in any direction likewise lies withinÛ k+1 , and so assertion (4.27) follows.
6. Suppose now that U k ⊂ B 0 (0, R) ⊂⊂ B 0 (0, R + ε) =:Û k . By symmetry and (4.24)
This containment holds for all ε > 0, and assertion (iv) of the theorem follows.
It remains to show uniqueness of the pair (u
as above, and also
. Suppose |Dv| ≤ 1. Then (4.32) implies
and thus
is also a minimizer. But then we deduce as before that
Since |Du k+1 | ≤ 1, |Dû k+1 | ≤ 1 a.e., this implies
As u k+1 ,û k+1 both vanish outside some large ball, we deduce that u k+1 ≡û k+1 , U k+1 = U k+1 , and therefore w k+1 ≡ŵ k+1 .
Remark. We note also
To see this, observe first that (4.31) implies 
Combining, we deduce
, the integrand is in fact nonnegative. Thus we must have had equality above; that is,
Rewriting, we deduce
and so
But (4.34) says the term on the left is zero. Consequently u
k+1 ≥ u k on U k−1 .
This implies (4.33).
Remark. Observe also from (4.8), (4.10) that
Next recall that if E is a measurable subset of R n , the perimeter of E is
the supremum taken over C 1 vector fields φ φ φ with compact support, such that |φ φ φ| ≤ 1 on R n . Let us hereafter assume:
Proof. 1. Assume first f is smooth, with compact support, 2 < p < ∞, and the pair u, w solve
where β ε : R → R is a smooth, strictly increasing function approximating β. Assuming u, w are smooth, we differentiate the PDE (4.37) with respect to x k :
Take δ > 0, multiply (4.38) by
(|Du| 2 +δ 2 ) 1/2 , and integrate:
Writing out
, we note that the integrand of the second term on the left is pointwise nonnegative. Thus
But since u = β ε (w) and β ε > 0, it follows that (4.39)
2. Next take f = f ε to be a smooth approximation to (1 + h)
cf. [E-G2, p. 172] . We fix p < ∞ and solve (4.37). Then (4.39) implies
3. Now write w = w ε,p to display the dependence of the solution of (4.37) on ε, p. Thus (4.40) 
for some sequence p k → ∞. We have
0 ≤ w ε ≤ 1. Here BV denotes the bounded variation seminorm. From (4.37) it follows that
. Now from the uniform bounds (4.42) we can select a sequence ε j → 0 such that
But |Du ε | ≤ 1 a.e., and so we may also assume u ε j → u uniformly. Then
As (4.43) says
for all v with |Dv| ≤ 1 a.e., we deduce (4.44)
This in turn implies that u minimizes
Thus, by uniqueness of minimizers,
Additionally (4.44) implies w ≡ 0 on R 2 −Ū k+1 . Since |∂U k+1 | = 0, we deduce
Assume now we take a different starting setÛ 0 , and defineÛ k (k = 1, . . . ) as above.
Proposition 4.3. We have
Proof. Consider in addition to the PDE (4.37) the PDE
Let γ : R → R be smooth, with 0 ≤ γ ≤ 1, γ ≥ 0. Then from (4.37), (4.47) we deduce
The second term inside the integral on the left is nonnegative and can be discarded. After approximation we thereby obtain:
Since β ε is strictly increasing and u = β ε (w),û = β ε (ŵ), we see that
Letting p → ∞ and then ε → 0 as in the previous proof, we obtain estimate (4.46).
Remark. A similar proof shows
for the symmetric difference
To see this, take γ above to be a smooth approximation of
Weak solutions.
In this section we prove that the approximations (4.3), (4.4) converge as h → 0 to a weak solution of (4.1), (4.2).
Theorem 5.1. There exists a pair (u, w) solving (4.1), (4.2) in the sense that:
(ii) w t is a nonnegative Radon measure.
for any other solution built by the algorithm in §4. 
and thus, upon passing if necessary to yet a further subsequence and reindexing, we deduce 
, for all but at most countably many times
, N ≤ ∞. This is so since ν(R 2 × {t = s}) = 0 for all but at most countably many times s.
We can define then for each "jump" time t k ∈ J,
u(·, t).
Then u is defined now for all times t > 0, and |Du| ≤ 1 a.e. (We will see from Example A of §7 that the mapping t → u need not be continuous when "a hole disappears".) 2. We assert
This means that (5.10)
for each v with |Dv| ≤ 1. To prove this, recall from (4.22) that Multiply by h and sum:
It remains to analyze the limiting behavior of the term
Estimate of A 1 : We have
We assert next that we can constructū
24
To see this, observe that if I denotes any of the closed subintervals making up
It follows by a simple compactness argument that there must then exist δ > 0 with the property that for all s, t ∈ I, the inequality |t
We subdivide I into finitely many subintervals of length less than δ, setū to equal u at the endpoints of these subintervals, and extendū linearly. Since u is nondecreasing in the variable t, we check that (5.18) follows. Then
Thus lim sup
and so (5.19) lim
Estimate of A 2 : We estimate using (4.35) that 
5. Note next that since w h j ∈ {0, 1} a.e. and w h j → w a.e., we likewise have w ∈ {0, 1} a.e.. In particular for a.e. t:
where the set E t has finite perimeter,
and
The last equality here follows from (4.35). In addition, we claim
To verify this, note that 
In particular since u(·, t) = 0 on Γ t ⊇ spt(w t ), (5.25) implies
But this in turn implies (5.27) spt(w t ) = Γ t ; as otherwise u defined by (5.26) would not equal 0 on all of Γ t . Hence
and, in particular, 
For this, we note first that (4.27) implies that
Suppose in particularŨ 0 is compactly contained within U 0 . Then for fixed ε > 0 sufficiently small, the ε-translate ofŨ 0 in any direction also lies in U 0 . Remark. Notice from the example of an outward pointing corner, discussed in §7.B following, that although spt(w t ) = Γ t , this does not mean that each point of Γ t is moving.
Geometric motion of the interface.
Since w = χ U t and u = dist(·, Γ t ) inside U t , the entire evolution is determined by the geometric motion of the free boundary Γ t for t ≥ 0. In this section we derive heuristically the law governing the changing shape of {Γ t } t≥0 . We will adapt some terminology and methods from Bergwall [B1, B2] and [E-G1] .
First, recall from §3 that we can formally interpret our evolution as saying
in some weak sense, where the function a is the Lagrange multiplier for the constraint that |Du| ≤ 1.
An ODE along transport rays. The idea is to turn attention at each fixed time t ≥ 0 to the Lagrange multiplier a, which as we have seen in §2 is the material speed.
we have, formally,
We can as follows regard this identity as an ODE for a, for any line segment along which u is linear, with slope 1. For definiteness suppose y ∈ Γ t and the outer normal to Γ t at y is vertical. We wish to compute the outward normal velocity V at y. According to (3.11), V = a on Γ t . Now suppose κ is the curvature of Γ t at y and r = 1/κ is the radius of curvature (if κ > 0). Assume the origin is at distance r below y. Then u = dist(·, Γ t ) will decrease at rate one along some linear segment starting at a point x ∈ U t and ending at y. We say that x belongs to the ridge of U t , which is the closure of the set on which the distance function is not differentiable. The distance |x − y| is less than or equal to r. Let us now think of x, y as lying in one dimension, and so 0 ≤ x < y.
Our intention is computing V = a at the boundary point y. We will do so utilizing an ODE that we obtain upon writing a for −Da · Du in (6.1). We thereby convert the PDE (6.1) into the ODE
holding along the ray connecting y to the ridge point x.
We also need a boundary condition for the ODE, and for this we impose the condition
The equality (6.3) is motivated by Monge-Kantorovich mass transfer theory, and in particular by the papers Janfalk [J1, J2] and Evans-Gangbo [E-G1] .
The idea in the current context is that the material motion is directly towards the closest point on the boundary. So at a point x belonging to the ridge, for which there are two or more closest points on the boundary, the velocity to be consistent must be zero.
But as u = dist(·, Γ t ), we have −∆u(s) = Solving, we see
and consequently
κ − γ, γ denoting the distance along the ray from y to the ridge. We hereafter refer to this length as the "ridge distance": see Bergwall [B1, B2] for more.
A nonlocal geometric evolution. Substituting above, we obtain the geometric law of interface motion:
If κ ≤ 0, the geometry changes, but a similar derivation leads also to (6.4), (6.5).
In summary, the free boundaries {Γ t } t≥0 marking the air/plastic interface evolve according to the nonlocal geometric evolution (6.4), at least provided that Γ t , u, etc. are sufficiently smooth to justify the foregoing computations. A different derivation of formula (6.4) is to be found in Bergwall [B1, p. 29] .
A general discussion of the evolution governed by (6.4) may be found in Feldman [F] .
Examples.
We now utilize the rule V = γ 1 − κγ 2 to work out some simple cases. The following selection of examples largely overlaps those in Bergwall [B1, B2] , to whom we refer the reader for more details.
A. Compressing a ring
As a simple but instructive first explicit example, suppose U 0 is the annulus with inner radius r 0 and outer radius R 0 . Then for small time t > 0, U t is also annular, with inner radius r, outer radius R.
We have γ = Comparing (7.1), (7.2) we see that our model predicts a instantaneous increase by 1/3 in the outer velocity, at the time t * when the inner hole vanishes. At this moment the pressure u is discontinuous, as u(·, t) = dist + (·, Γ t ) at the center instantly changes from 0 to R * .
We are of course ignoring in this analysis the pressure of any air trapped within the hole.
B. Motion of corners
We next examine ramifications of the law V = γ 1 − κγ 2 if the air/plastic interface has a corner. There are two possibilities, depending upon which way the corner points.
Outward pointing corner. In this case we interpret our rule V = γ 1 − κγ 2 as predicting simply V = 0. To justify this, observe that an outward oriented corner corresponds to κ = +∞, and so we can understand the motion of Γ t at such a corner as the limiting behaviour for κ → +∞. But when 0 < κ < ∞, we have 0 < γ ≤ 1 κ . Thus the term κγ is bounded, whereas γ → 0, as κ → +∞.
Inward pointing corner. Here we predict V = +∞. Indeed, an inward pointing corner corresponds to γ > 0 and κ = −∞; so that the law V = γ 1 − κγ 2 predicts a momentarily infinite outward velocity, which in turn immediately removes the corner.
Bergwall [B1] contains photographs of some experiments (for the compression of margarine) that support these conclusions.
Motion of a wedge. The simplest case illustrating the first effect is (7.3) U 0 = {y > λ 0 |x|}, with λ 0 > 0 (although this unbounded region is not strictly speaking covered by the theory before). We look for the subsequent plastic regions to have the form (7.4) U t = {y > u(x, t)}, and derive a PDE for the height function u.
First of all, we may assume that, at least for small times t ≥ 0, the ridge of U t is the positive y-axis. We locate the point (0, z) on the y-axis for which the line segment connecting (0, z) to (x, u) is perpendicular to the tangent line to the graph of u at x. That is, and substituting above we discover (7.6)
We look for a solution of (7.6) which is linear for |x| for each time: u = λ(t)|x|. Plugging into (7.6) yields the ODE
Therefore u = (1 + λ
