In the present paper, an optimal control problem constrained by the tridomain equations in electrocardiology is investigated. The state equations consisting in a coupled reactiondiffusion system modeling the propagation of the intracellular and extracellular electrical potentials, and ionic currents, are extended to further consider the effect of an external bathing medium. The existence and uniqueness of solution for the tridomain problem and the related control problem is assessed, and the primal and dual problems are discretized using a finite volume method which is proved to converge to the corresponding weak solution. In order to illustrate the control of the electrophysiological dynamics, we present some preliminary numerical experiments using an efficient implementation of the proposed scheme.
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Introduction

Scope
Recently, mathematical modeling and numerical simulation has become an important support to experimental studies, for investigating the electrical activity in the heart, with a particular attention to irregular heartbeat (arrhythmias) and other cardiac anomalies. The most known and most used model in electro-cardiology is represented by the so-called bidomain equations (see e.g. [20, 30] ). Here we investigate a variant of that model, namely the tridomain model (see [3, 12] for more details concerning this model). Comparing to the bidomain model, the tridomain model additionally takes into account the interface effects of a volume conductor such as a perfusing bath, blood or an external matrix. From the mathematical viewpoint, the model consists in a degenerate reaction-diffusion system of partial differential equations modeling the intraand extra-cellular electric potentials of the anisotropic cardiac tissue (macroscale), coupled with an elliptic equation for the bathing medium and an ordinary differential equation, describing the cellular membrane dynamics.
In this paper we are concerned with the mathematical and numerical analysis of an optimal control problem arising in the study of certain electrophysiological phenomena in the cardiac tissue, where the tridomain model plays the role of governing state equations. Motivated by [5] , we introduce herein a notion of a weak solution for the underlying state problem and prove its well-posedness. Moreover, we present a numerical scheme for this problem based on the finite volume method for the spatial discretization. We establish existence of discrete solutions to this scheme, and we show that it converges to the unique weak solution. For the analysis of our optimal control problem, we will use the so-called Lagrangian framework, in which the control problem is set as a constrained minimization problem. Then, if the minimum of a suitable Lagrangian functional exists, it is a stationary point.
The numerical solution of an optimal control problem constrained by PDEs requires the proper discretization of the state equations, and the treatment of an optimization problem. It is known that the order in which these stages are performed (optimizing and then discretizing, or vice versa), usually depends on the problem itself, and on the nature of the control. The choice of such order is not a minor issue, since the final results obtained with both strategies are different in general (see e.g. [19] ). In our study we restrict ourselves to the optimize-then-discretize approach, that is, we will derive the corresponding optimality condition and then it will be discretized and solved. This approach has the advantage that the discrete adjoint system is naturally consistent with the adjoint PDE. For the optimization procedure, several strategies can be considered. Here we choose to use the nonlinear conjugate gradient method (see e.g. [33] ), which is a first order optimization algorithm, since it only needs the computation of the cost functional and its gradient at each minimization step. This method is known to be robust, at least for short time horizons and functionals exhibiting a quadratic behavior in a neighborhood of the minimum. In general, the numerical treatment of optimal control problems constrained by parabolic PDEs, represents a very challenging task, provided that one needs to storage state, adjoint and control variables on every time step, and on each time step one solves an elliptic PDE system. Therefore the implementation of efficient numerical schemes and advanced computational techniques is of utmost importance.
From the standpoint of our specific application, the main goal is to determine the control response of an electrical impulse which can be able to help in e.g., low-voltage defibrillation procedures. More specifically, we are interested in determining the optimal current to be applied in the external bath, so that the peaks in the transmembrane potential are damped. In this context, it is possible to regard at the particular application of implantable Cardioverter defibrillators [21] , in which the heart is paced using different sets of control parameters during a sequence of consecutive short evaluation periods, and the control can be aimed at maximizing both cardiac performance and additionally the lifetime of the device.
The control might also correspond, for instance, to a pacemaker implantation. Roughly speaking, in such procedure, a small battery-operated device (called pacemaker) is placed into the chest, to help the muscle to regularize the mechanical activity. This is a minor surgical procedure that is usually performed under local anaesthetic. The sinoatrial node is a natural pacemaker that generates the electrical impulses that drive the heartbeats. If this process stops working properly, there is a need for an artificial pacemaker. The main physiological causes are: Heart block (the heart beats more slowly or irregularly than normal), Bradycardia (the sinus node does not function properly), and heart failure (the muscle does not pumps blood efficiently enough).
To put this paper in the proper perspective, we mention that the wellposedness of the bidomain equations has been studied by several authors. Colli Franzone and Savaré [10] propose a variational formulation of the model and show after an abstract change of variable that it has a structure that fits into the framework of evolution variational inequalities in Hilbert spaces. Bendahmane and Karlsen [5] prove existence and uniqueness for the bidomain equations using the Faedo-Galerkin method and compactness theory for the existence proof. Bourgault et al. [9] proved wellposedness for the bidomain equations by first reformulating the problem into a single parabolic PDE and then applying a semigroup approach, and Veneroni [32] derives existence, uniqueness and regularity results for another formulation of the degenerate bidomain equations. From a numerical analysis point of view, several contributions have been made using finite elements methods (see [4, 29, 30] ). In the context of finite volume approximations, we mention the works by Bendahmane et al. [6, 8] , where they analyze a finite volume scheme for the bidomain equations for which they proved existence, uniqueness and convergence of the numerical scheme, and the work by Coudière et al. [11] , who introduce a discrete duality finite volume formulation for the heart-torso coupled problem.
Regarding the analysis of the optimal control in electrocardiology, we are only aware of the works [25, 26, 22] which are proposed to treat the monodomain model. In these papers, the authors present the mathematical and numerical treatment of an optimal control problem for the monodomain equations, using classical finite element methods for the spatial discretization of the problem. We recall that the monodomain model is equivalent to a scalar parabolic equation for the transmembrane potential, coupled to an ODE for the gating variable. In this nondegenerate case, an equal anisotropic ratio for the intra-and extracellular media is assumed. The recent contribution by Kunisch and Wagner [23] also includes a rigorous analysis of uniqueness and regularity of solutions for the optimal control problem related to bidomain equations. The treatment presented herein, is based on similar techniques as in Nagaiah et al. [25, 26] , but we here analyze a degenerate tridomain model, and we perform the spatial discretization using finite volume schemes.
The structure of the paper is organized as follows. In what is left of this section, we briefly recall the governing equations for the propagation of the electrical potential in the cardiac tissue and in the external bathing medium. Then, after providing some preliminaries and the wellposedness analysis of the forward problem (Section 2), in Section 3 we introduce the main ingredients of the corresponding optimal control problem. Next, Section 4 is concerned with the finite volume approximation of the primal problem. In Section 5 we outline the main features of the minimization gradient-based algorithm to treat the optimal control problem. Several numerical simulations are then performed to investigate the qualitative behavior of the model and proposed numerical scheme (Section 6). Finally, in Section 7 we draw some conclusions about the possible extensions to our work. 
The two-dimensional tridomain model
In this subsection we present a mathematical model for the propagation of electrical excitation in a thin piece of cardiac tissue in contact with an anisotropic volume conductor. We stress that here we dis-consider some 3D effects of the heart by assuming that both the tissue and bath have a small thickness of size h (see [12] for more details). Herein, the bath plane is situated at a distance of h from the tissue domain. The spatial domain for our model is a bounded open subset Ω ⊂ R 2 with a piecewise smooth boundary ∂Ω. This represents a two-dimensional slice of the cardiac muscle regarded as two interpenetrating, superimposed and anisotropic continuous media, namely the intracellular (i), and extracellular (e) tissues. These tissues occupy the same two-dimensional area, and are separated from each other (and connected at each point) by the cardiac cellular membrane. The quantities of interest are intracellular, extracellular and the bathing medium electric 
, j ∈ {e, i}, are the coefficients for intra-and extracellular conductivities. The conductivity tensor of the bathing medium M s is assumed to be a diagonal matrix. Herein, a l (x) is the unit tangent vector at the point x. Consequently, The governing equations (bidomain model in a bath, or tridomain model) are given by the following coupled reactiondiffusion system (see [3, 12] ):
( known FitzHugh-Nagumo model [13, 27] , based on macroscopic phenomenological evidence and which is often used to avoid computational difficulties arising from a large number of coupling variables. This model is specified by the following reaction terms (adapted to include the description of the field v 2 )
where Γ is the "depth" resistance between the bath and depth of the tissue, and d corresponds to the depth, and a, b, λ, θ are given parameters. Fig. 1 presents some details on the local dynamics of the FitzHugh-Nagumo model. The nullclines of the system are the solution curves for
which intersect at the equilibrium point (0, 0).
We utilize zero flux boundary conditions, representing an isolated piece of cardiac tissue:
and impose the following initial conditions (which are degenerate for the transmembrane potential v 1 ):
An equivalent formulation in the v 1 , u e , u s , w variables, which is more suitable from the implementation viewpoint, is given by
The following compatibility condition is also needed:
This condition is only included in order to deal with the well-known degeneracy in time of the bidomain equations. The electric potentials u i and u e are determined up to the same additive time-dependent constant, whereas v 1 is uniquely determined.
Remark 1.1. Note that we should add an additional compatibility condition to (1.4) concerning the relation between the stimuli to the different media:
(1.5)
Observe that in our model the intra and extracellular domains of the cardiac tissue are spatially mixed, i.e., are on a same spatial plane. However, when the depth resistance is very high (Γ → +∞), system (1.1) boils down to the standard bidomain equations.
Preliminaries and well-posedness of the state equations
By H m (Ω) we denote the usual Sobolev space of order m. Since the electrical potentials u i and u e are defined up to an additive constant, we use the quotient spaceH
We assume that the functions M j , j ∈ {e, i, s}, I ion , g and H are sufficiently smooth so that the following definitions of weak solutions make sense. Furthermore, we assume that
j ∈ {e, i, s}, and a constant C M > 0. For later reference, we now state the definition of a weak solution for the tridomain. Proof. (Sketched.) The proof of the existence result is based on introducing the following nondegenerate approximation system:
where ε > 0 is a small number.
The case v 0 = u i,0 − u e,0 with u i,0 , u e,0 ∈ H 1 (Ω). The result in [5] , provide us with the existence of the sequences of
satisfying the weak formulation
2)
3)
Substituting ϕ i = u i,ε , ϕ e = −u e,ε , ϕ s = u s,ε and φ = w ε in (2.1), (2.2), (2.3) and (2.4), respectively, and then summing the resulting equations, we have immediately at our disposal the following series of a priori estimates: there exists a constant
In addition 
, and
and, according to (
Thanks to the convergences (2.7), we readily see that the limit 
This fact will imply the existence of sequences
To pass to the limit ρ → 0 in (2.8), (2.9), (2.10) and (2.11) we need a priori estimates. The ones from the first case that are still ρ-independent are
Therefore the sequences (u j,ρ ) ρ>0
). Therefore, possibly at the cost of extracting subsequences (which are not relabeled), we can assume that there exist limits
, and (2.12) and
Arguing as in the proof of the first case, we obtain that 
The optimal control problem
In this section we present the optimal control problem governed by the tridomain model, and we prove existence of an optimal control using the arguments of e.g. [24, 34] . We stress that the major part of the analysis in this section is formal.
A cost functional which is suitable to optimize the transmembrane potential and bath current is given by
Here 
The first order optimality system characterizing the adjoint variables, is given by the Lagrange multipliers which result from equating the partial derivatives of L with respect to u i , u e , u s and w equal to zero 
and a condition analogous to (1.4), required for p e :
Ω p e dx = 0.
From the analysis above, the gradient of the reduced cost functional is written as
For the evaluation of this gradient, we first need to solve the state system (1.1) and then the coupled adjoint system (3.3).
Finite volume approximation
In this section we construct a finite volume scheme for the direct problem with anisotropic conductivities M j for j = i, e, s. We prove existence of discrete solutions to this scheme, and we show that it converges to a weak solution. To define the FV scheme for approximating solutions to the tridomain equations (1.1)-(1.3), we follow the framework developed in [1] .
Let Ω ⊂ R 2 be a bounded polygonal domain. A partition of Ω is a finite set of disjoint open polygons such that Ω is their union, up to a set of measure zero. The mesh we consider is actually the couple (D, M), which we denote by T. We set x i,i+1 = 0.5(x i + x i+1 ) (the middle-point of the segment [x i , x i+1 ]). A generic vertex of D is denoted by x K . Each x K is the center of a control volume K , as shown in Fig. 2 . The mesh M = M ∪ ∂M is the median dual mesh of D (see [16] ). In the case x K ∈ ∂Ω, we write K ∈ ∂M; if x K ∈ Ω, we write K ∈ M. In the case each D is an inscribed polygon and x D is the center of its circumscribed circle, the median dual mesh M coincides with the Voronoï dual mesh of D. Each diamond D ∈ D is a polygon with vertices
which are the triangles with 
Remark 4.1. Diamonds (respectively, sub-diamonds) serve to define the gradient (respectively, divergence) operator between the spaces of discrete functions and discrete fields defined below.
A discrete function on Ω is a set w T = (w K ) K ∈M of real values. The set of all such functions is denoted by R T . Whenever convenient, a discrete function w T is identified with the function
Similarly, a discrete function on Ω is a set w T = (w K ) K ∈M . The set of all such functions is denoted by R T . On R T , we define the scalar product: 
We define the discrete gradient operator ∇ T :
The value ∇ D w T is reconstructed in [1] from the values
Consider the simplest case where we take M as a partition into triangles. In this case, the vector g =: ∇ D u T is assembled from its projection p := Proj D g on the direction
Then we define the discrete divergence operator div
Here we mean that each
; the notation 
where the Neumann boundary condition is taken into account.
Now, we define discrete functions w
are defined similarly. We define the size of the mesh by size(T) := max max
We define cell averages of the reaction terms:
The computation starts from the initial cell averages
The finite volume schemes for problem (1.1), (1.2), (1.3) can be formally written under the following general form: find
The compatibility condition (1.4) is discretized via Equivalently, (u
Notice that the equivalence of the formulations (4.1) and (4.3) is easy to establish. Now we parametrize our mesh by
The convergence of the FV method given above is established by our main result, formulated as follows.
The convergence is understood in the following sense:
as the space of piecewise constant functions on each K ∈ T with the inner product and
.
We now define the mapping A :
for all Φ T ∈ E T . Using the discrete Hölder inequality, we then conclude that A is continuous and the task is now to show
for a sufficiently large r. But this can be done as in [8] so we omit the details. This concludes the proof of existence of at least one solution to (4.1) and (4.2). 
A priori estimates (estimates
Herein, we have used the positivity of M T i,e and the convexity inequality a(a − b)
Using the Cauchy-Schwarz inequality and the discrete Gronwall inequality, yields: there exist constants
(4.5)
Convergence of the scheme: Before passing to the limit, we prove that the family v T, t 1 of discrete solutions is relatively compact in L 1 (Q T ). We first apply the following lemma (cf. [2] ).
be a family of discrete functions on the cylinder (0, T ) × Ω corresponding to a family ( t h ) h of time steps and to a family (T h ) h of FV meshes of Ω (we understand that h size(T h ) + t h ). Assume that sup h∈(0,h max ] reg(T h ) < +∞, where reg(T h ) measures the regularity of T h .
For each h > 0, assume that the discrete functions v T h , t h satisfy the discrete evolution equations
Assume that there is a constant M such that the following uniform L
Assume 
Herein we define the mentioned norm (in Proposition 4.1) as
for any function f and p 1.
Note that as a consequence of Proposition 4.1 and (4.4)-(4.5), there exists a subsequence of u T, t = (u 6) where
What is left to show is that the limit functions v 1 , v 2 , u i , u e , u s , w constructed in (4.6) actually constitute a weak solution of (1.1), (1.2), (1.3). 
where the remainder term E 1 ϕ i is such that E 1 ϕ i (size(T), t) tends to zero as size(T) and t tend to zero. Observe that
and (because the discrete gradients are constant per diamond) 
Reasoning along the same lines as above, we conclude that also (4.7) holds for u Finally, in view of (4.6) and (4.7), we conclude that the limit
The minimization procedure
The optimization stage at the discrete level is carried out using the well known nonlinear conjugate gradient method (see e.g. [15] ). Other alternatives, such as second order algorithms, are certainly feasible (see e.g. [18] ), but we stick to the fairly simple present setting.
As mentioned in Section 1, here we consider the "optimize-then-discretize" approach, and at each iteration of the minimization procedure, the method requires the solution of the discrete state and adjoint equations. The discrete state equations can be solved by marching forward in time starting from the initial conditions (1.3), while the discrete adjoint equations can be solved by marching backward in time starting from the terminal conditions (3.4). Other alternatives such as the one shot strategy have been proposed to obtain the solution of both forward and backward problems monolithically, but we leave those for a future work. As pointed out in Section 3, the cost functional is minimized with respect to v 1 in Ω o and I s in Ω c .
To compute the optimal control, we improve the initial guess I 0 s by using the Jacobian of the reduced objectiveĴ k in the direction d k = −∇Ĵ k , the latter being also updated at each iteration step, according to the rule d
the sequence { k } k , is computed using the Hestenes-Stiefel formula [17] 
The scaling for the updating of the control at step k is given by δ k , which is updated following Armijo's rule, i.e., it is reduced by the half until the first Wolfe condition
Before presenting our numerical examples, we provide a formal description of the overall solution algorithm. 
Numerical results
This section is devoted to the presentation of numerical tests to validate the algorithm introduced in the previous section. The state and adjoint equations are discretized using a backward and forward Euler schemes in time, respectively. That is, at each iteration of the gradient algorithm, we sequentially solve the state problem by marching forward in time, whereas the adjoint problem is solved by marching backwards in time starting from terminal conditions. Even in the case of a simple square domain, the multi-query nature of the optimal control procedure is computationally demanding. This is even more severe in the case of a time-dependent problem. In our particular case, the wall-time to perform a full simulation is of about 4 hours (on a four-cores workstation of 16 GB RAM). The particular choice of numerical and optimization parameters essentially follows [25, 26] . From Figs. 3, 4 (the difference being the initial data) we can observe the evolution history of the transmembrane potential v 1 , when the control is switched on/off. The uncontrolled solution is obtained by setting I s constant in time. Notice that for the uncontrolled system, by advancing in time, the raise in the transmembrane potential propagates from the inside to the outside of the computational domain, whereas for the optimally controlled case, almost all of the wave propagation has been successfully damped. The decay of the reduced cost functional along the minimization process is depicted in Fig. 5 , where the minimum ofĴ k is plotted versus the iteration count k. We observe that the major contribution toĴ k is carried by the term with α = 10 −5 the gain in the minimization of the reduced cost is not substantial whereas the overall computation is more computationally expensive. Moreover, from the right column we notice that the quadratic rate of convergence is already achieved from the iteration count k = 50 for the values α = 10 −4 and α = 10 −5 .
Conclusion
In this paper, we presented a finite volume scheme for the numerical solution of an optimal control problem related to the tridomain equations in cardiac electrophysiology, when an external bath is considered in the model. The wellposedness analysis of the continuous problem is performed and the convergence of the numerical scheme is addressed in detail. Existence of the optimal solution and first order optimality conditions were discussed as well.
Our preliminary numerical results obtained with the aid of a finite volume formulation, are satisfactory in qualitatively assessing the proper mechanisms for low-voltage defibrillation. We hope that the compound of the mathematical problem and our results could provide more insights into the field situation. However, several improvements are envisaged from the numerical standpoint. First, a second order method such as Newton-CG will be useful to reduce the computational cost. Other possible extensions include space [7] and time adaptive strategies, discrete gradient projection methods and model order reduction techniques (see e.g. [14, 31] ).
From the mathematical and numerical viewpoint, the extension to the 3D case is straightforward, however at the modeling stage (even when a forward problem related to (1.1) has been solved in [3] ), the importance of considering a bidomain model in an external bath as part of the homogenized superimposed medium, is not yet well established in the literature. This is why our following related study will address an inverse problem considering the external bath as a different domain at the macroscale. A further application deals with studying the importance of considering an external bath not only as a passive conductor, but also as a way of introducing physiologically relevant mechanical boundary data for electromechanical cardiac models (see e.g. [28] ). Nevertheless, these topics are beyond the scope of this paper and will be discussed in more detail in a forthcoming contribution.
