An upper bound of blow up rate for impressible Navier-Stokes equations with small data in L 2 (R 3 ) is obtained.
Introduction
We consider the blow up rate of weak solutions to impressible Navier-Stokes equations
where u and p denote the unknown velocity and pressure of incompressible fluid respectively.
In this paper, we shall estimate the upper bound of blow up rate for the Navier-Stokes equations. Theorem 1.1. There is δ > 0 such that if u 0 L 2 (R 3 ) ≤ δ, and if u is a Leray-Hopf solution to the problem (1.1) and blows up at t = T , then for any small ǫ > 0, there is t 0 ∈ (0, T ), such that
Here u : (x, t) ∈ R 3 × (0, T ) → R 3 is called a weak solution of (1.1) if it is a Leray-Hopf solution. Precisely, it satisfies (1) u ∈ L ∞ (0, T ; L 2 (R 3 )) ∩ L 2 (0, T ; H 1 (R 3 )), (2) 
T 0 R 3 {−u · ∂ t φ + ∇u · ∇φ + (u · ∇u) · φ}dxdt = 0 for all φ ∈ C ∞ 0 (R 3 × (0, T )) with divφ = 0 in R 3 × (0, T ). Combining Theorem 1.1 with my former result in [31] , we have This work is supported by NSFC No.10571157. email: jzhai@zju.edu.cn Corollary 1.2. There is δ > 0 such that if u 0 L 2 (R 3 ) ≤ δ, and if u is a Leray-Hopf solution of the Navier-Stokes equations (1.1), then u is regular in R 3 × (0, ∞).
Since Leray(1934) [19] and Hopf(1951) [15] obtained the global existence of weak solutions, it has been a fundamental open problem to prove the uniqueness and regularity of weak solutions to the Navier-Stokes equations.
Energy estimates
As in [7] [8] [9] where Giga and Kohn introduced similar transformations for the blow-up problem of semi-linear heat equations, we apply
to (1.1) and consider the following new problem
where q(y, τ ) = (T − t)p(x, t). Without loss generality, in this section we take T = 1. Multiplying the first one of (2.2) by w and integrating it over R 3 , by using the second equation of (2.2) we have
Noting that
For any τ > 0, we have
Furthermore, we take differential in the equations of (2.2) and obtain
By the same strategy as in the proof of Lemma 2.1, from (2.6) as well as the equation
by taking twice differential in (2.2), we have
With the initial data u(x, t 0 ), the Leray-Hopf solution u(x, t) is regular at least in a short time interval after t 0 (see [19] [24] ). We are discussing the blow-up problem for these short time regular solutions.
(2) As a blow-up argument, we assume that u(x, t) is bounded for t < T and blows up at t = T . As a direct corollary, we can prove that u(t) H 3 (R 3 ) and ∂ t u(t) H m (R 3 ) (m = 0, 1, 2), as well as ∂ t u(t) L 2 (R 3 ) , ∂ t ∇ x u(t) L 2 (R 3 ) are bounded for t < T . So we have the same results for w(τ ) H 3 (R 3 ) and ∂ τ w(τ ) H m (R 3 ) (m = 0, 1, 2) for τ < ∞, as well as the similar results for q by the boundedness of Riesz transformation.
(
we can use Fubini theorem to obtain
we have for t < T
Moreover, from (2.9), we get (2.13)
By using (2.13), from (2.3) we get (2.5) again.
(L ∞ , L 2 )-decomposition of w
In this section we shall prove that w can be decomposed as the sum of a
Like the Littlewood-Paley analysis, we define the operators
So (2.5) can be written as
Applying the operator ∆ −1 to the first equation of (2.2), we have
Multiplying (3.4) by ∆ −1 w and integrating over R 3 we get
where div w = 0 is used to cancel the term including q. Because
Blow up rate for Navier-Stokes equations Let α ∈ (0, 1 8 ) and define
Instead of ϕ by χ, we define the operator
Applying∆ −1 to (2.2), as (3.7) we have
Combining it with (3.8), we have
For |ξ| ≤ 1, the last term is written as
and noting that ϕ(ξ) = 1 for |ξ| ≤ 1 as well as the definition of χ, A ≤ 0. For |ξ| ∈ [1, 2] , the last term is written as
and B ≤ 0. So we get (3.9) 
where the constant C(α) < ∞ depends only on α.
(2) For all β = (β 1 , β 2 , β 3 ) (β j ∈ N, j = 1, 2, 3)
for α ∈ (0, 1 8 ). So we have (1). To prove (2), we only need to consider the case |β| = 1≤j≤3 β j = 0. Since
Now we estimate the last term in the right of (3.9). We only need to consider the integration for the first function in the last term, because for another function the proof is same. Notice that
, (by Lemma 3.1 (1) and the definition of∆ −1 )
as well as
the last term in the right of (3.9) can be estimated by
So we get (3.10)
Moreover w(y, τ ) = w(y, τ ) + w(y, τ ), and for all m ∈ [4, ∞],
|w(y, τ )| 2 dy = 0.
For example, we may take δ ≤ ( α 2C ) 2 . Proposition 3.2 follows from (3.10) and Lemma 3.1. Note that 
So we have
and Fubini theorem can be used.
From (3.17)-(3.19), we get (3.20)
Note that ϕ and χ satisfy (3.16), and we can use (3.21) to obtain (3.7) for ϕ and χ again. Furthermore, notice that 1 − ϕ satisfies (3.16) 
is bounded for t < T , we can prove the same equation as (3.21) for (1 − ϕ) and ∇ y w instead of ψ and w, which can be used to obtain (4.4) of section 4 from (4.1) too.
L ∞ -estimate of w
Applying the operator ∆ 0 (see (3. 2)) to (2.6) , and integrating over R 3 we have (4.1)
Since the support set of 1 − ϕ is not compact, we can not do the same thing as in (3.6) for the 3rd term in the right side of (4.1). But with more patient, by using
As in (2.4), we have
On the other hand, as in (3.6) we have
The remainder in the right of (4.2) is
Then the right of (4.2) is larger than
Since from (3.1)
Instead of the 3rd term in the right side of (4.1) by (4.2)-(4.3), we get (4.4)
Decompose the last integration of the right side of (4.4) by w = w + w and note that
as well as the same estimates for another one. Then by Proposition 3.2, we have (4.5)
Note that (see Remark 4.4) there is δ 1 > 0 such that if for some τ 0 ≥ 0 From (3.14) , (4.6) can be satisfied provided that (3.11) is satisfied. So we have Lemma 4.1. Suppose (3.11) is satisfied. Then there is δ 1 > 0 (δ 1 ↓ 0 as δ ↓ 0) and τ 0 > 0 such that
Estimate the last term in the right side of (2.7) by using w = w + w, and note that | ∂ j w k ∂ j w l ∂ l w k dy| ≤ ∇w L ∞ (R 3 ) |∇w| 2 dy ≤ Cδ |∇w| 2 dy, | ∂ j w k ∂ j w l ∂ l w k dy| ≤ ( |∇w| 4 dy) 1/2 ( |∇w| 2 dy) 1/2 ≤ Cδ( |∇w| 2 dy) 1/2 , and | ∂ j w k ∂ j w l ∂ l w k dy| ≤ ∇w L ∞ (R 3 ) |∇w| 2 dy ≤ Cδ |∇w| 2 dy, as well as |∇w(y, τ 0 )| 2 dy + 2Cδ 1 (1 − e − 1 2 (τ −τ 0 ) ).
Considering (2.8) , and noting that div ∆w = 0 implies (∆w) · ((w · ∇)∆w)dy = 0, the last term in the right side of (2.8) can be written as the sum of the following terms |∇ 2 w| 2 |∇w|dy.
Since it can be estimated by ( |∇w| 2 dy) 1/2 ( |∇ 2 w| 4 dy) 1/2 ≤ C( |∇w| 2 dy) 1/2 ( |∆w| 2 dy) 1/4 ( |∇∆w| 2 dy) 
