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Abstract
We show that the basic hypergeometric functions
Fk(!) :=
Qr
i=1(ai; q)k
(q; q)k
Qs
j=1(bj; q)k
!k

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!
;
satisfy a recurrence relation of the form
#X
i=0
h
Ai(k) +
1
!
Bi(k)
i
Fk+i(!) = 0; #=max(r + 1; s + 2);
where Ai(k); Bi(k) are rational functions of qk , and B0(k) = B#(k)  0.
When r = s + 1 and != q, this result can be rened. Namely, we show that the functions
Fk(q) :=
Qs+1
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;
satisfy a recurrence relation of order s + 1,
s+1X
i=0
Ci(k)Fk+i(q) = 0
with rational coecients in qk . c© 2000 Elsevier Science B.V. All rights reserved.
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1. Notation
The notation used in this section is that of [1, Chapter 1] (see also [4,8]). From now on we shall
always assume that 0<q< 1.
For x; q 2 C dene the q-shifted factorial by
(x; q)n :=
n−1Y
j=0
(1− qjx); n= 0; 1; : : : : (1.1)
The basic hypergeometric series is dened by
rs
 
a1; a2; : : : ; ar
b1; b2; : : : ; bs
 q; z
!
:=
1X
k=0
Qr
i=1(ai; q)kQs
j=1(bj; q)k

(−1)kq
(
k
2
1+s−r
zk : (1.2)
Here r; s 2 Z+ and parameters a1; a2; : : : ; ar; b1; b2; : : : ; bs, and z are in C. In order to have a
well-dened series, we require that b1; b2; : : : ; bs 6= q−k ; k = 0; 1; : : : .
The q-dierence operator Dq is given by
Dqf(x) :=
(Eq − I)f(x)
(Eq − I)x =
f(qx)− f(x)
(q− 1)x ; x 6= 0 (1.3)
with Dqf(0) :=f0(0), provided f0(0) exists. Here Eq is the q-shift operator, Eqf(x) = f(qx), and
I is the identity operator, If(x) = f(x). (By convention, all the bold letter operators act on the
variable x.)
The q-integral is dened byZ z
0
f(x) dqx := z(1− q)
1X
k=0
f(zqk)qk ; z> 0: (1.4)
Given a set c of constants c1; c2; : : : ; cu, we dene the symmetric polynomials Si(c ) by8>>><
>>>:
S0(c ) := 1;
Si(c ) :=
X
t1 ; t2 ;:::; ti2f1;2;:::;ug
t1<t2<<ti
ct1ct2    cti ; i = 1; 2; : : : ; u: (1.5)
2. Introduction
The monic little q-Jacobi polynomials fpk(x; ; jq)g are dened by
pk(x; ; jq) = (−1)kq
(
k
2
 (q; q)k
(qk+1; q)k
21
 
q−k ; qk+1
q
 q; qx;
!
; k>0 (2.1)
(see, e.g., [3, Section 3:12]). The following expansion can be deduced from a general result given
in [1, Eq. (3:7:9)] (see also [9]):
rs
 
a1; a2; : : : ; ar
b1; b2; : : : ; bs
 q;!x
!
=
1X
k=0
Fk(!)pk(x; ; jq); (2.2)
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where 0<q< 1, q< 1, and
Fk(!) :=
Qr
i=1(ai; q)k
(q; q)k
Qs
j=1(bj; q)k
!k[(−1)kq
(
k
2

]s+1−r
 r+1s+1
 
a1qk ; : : : ; arqk ; qk+1
b1qk ; : : : ; bsqk ; q2k+2
 q;!qk(s+1−r)
!
: (2.3)
In the present paper, we show that the functions Fk(!) satisfy a recurrence relation of the form
#X
i=0

Ai(k) +
1
!
Bi(k)

Fk+i(!) = 0; #=max(r + 1; s+ 2);
where Ai(k); Bi(k) are rational functions of qk , and B0(k) = B#(k)  0.
In the special case when r = s + 1 and ! = q, this result can be rened. Namely, we show that
the functions
Fk(q) :=
Qs+1
i=1(ai; q)k
(q; q)k
Qs
j=1(bj; q)k
qk s+2s+1
 
a1qk ; : : : ; as+1qk ; qk+1
b1qk ; : : : ; bsqk ; q2k+2
 q; q
!
;
satisfy a recurrence relation of order s+ 1,
s+1X
i=0
Ci(k)Fk+i(q) = 0
with rational coecients in qk .
This may be considered as a partial analogue of Wimp’s result [10] (see also [7, vol. 2, pp. 135 ])
for the generalized hypergeometric functions
Uk(!) :=
Qr
i=1(ai)k
(k + )k
Qs
j=1(bj)k
!k r+1Fs+1
 
a1 + k; : : : ; ar + k; + k
b1 + k; : : : ; bs + k; 2k + + 1
!
!
and its renment given in [5] in case when != 1. Here (c)k := (c + k)= (c).
The proposed approach is a specialization of a general method (see [6]) for obtaining a recurrence
relation for the coecients of expansion with respect to q-classical orthogonal polynomials of a
function satisfying a linear q-dierence equation with polynomial coecients. Notice that the function
f(x) := rs
 
a1; a2; : : : ; ar
b1; b2; : : : ; bs
 q;!x
!
;
satises the equation
Pf(x) 
8<
:!x
 
rY
i=1
(aiEq − I)
!
Es+1−rq − (Eq − I)
sY
j=1
(q−1bjEq − I)
9=
;f(x) = 0; (2.4)
of the order  :=max(r; s+ 1) (see [1, p. 27]).
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In Section 3 we list certain properties of the little q-Jacobi polynomials, as well as of the related
Fourier coecients. The main results of the paper are given in Section 4 (see Theorems 4:2 and 4:5).
Some illustrative examples are given in Section 5.
3. Properties of the little q-Jacobi polynomials
3.1. Basic properties
The little q-Jacobi polynomials fpk(x; ; jq)g (cf. (2.1)) belong to a large q-Hahn class of basic
hypergeometric orthogonal polynomials [2,4]. The orthogonality relation for these polynomials readsZ 1
0
%(x)pk(x)pl(x) dqx = hkkl; (3.1)
where pm(x)  pm(x; ; jq); m= 0; 1; : : : ; 0<q< 1; q< 1,
%(x) := xa
(qx; q)1
(qx; q)1
(= qa); (3.2)
hk := qk(k+a)
(q; q)k(q; q)k(q; q)k(q; q)k
(q; q)2k(q2; q)2k
: (3.3)
They satisfy the three-term recurrence relation
xpk(x) = 0(k)pk−1(x) + 1(k)pk(x) + 2(k)pk+1(x);
k = 0; 1; : : : ; p−1(x)  0; p0(x)  1; (3.4)
where the coecients i(k) are given by (see, e.g. [3, Section 3:12] or [8, Section 3.1])
0(k) :=A(k − 1)C(k); 1(k) :=A(k) + C(k); 2(k) := 1: (3.5)
Here
A(k) := qk
(qk+1 − 1)(qk+1 − 1)
(q2k+1 − 1)(q2k+2 − 1) ; C(k) := q
k (q
k − 1)(qk − 1)
(q2k − 1)(q2k+1 − 1) : (3.6)
We shall need some further properties enjoyed by fpk(x)g (see, e.g. [3, Section 3:12]
or [8, Section 2]).
First, for any k 2 Z+, the polynomial pk(x) satises a second-order q-dierence equation
Lkpk(x)  f(x)DqDq−1 + (x)Dq + kIgpk(x) = 0; (3.7)
where
(x) = x(x − 1); (x) = 1− q− (1− q
2)x
q− 1 ; (3.8)
k := q(q−k − 1)(qk+1 − 1)=(q− 1)2: (3.9)
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Second, the weight function % satises the q-dierence equation
Dq(%) = %: (3.10)
Third, we have the Dq-structure relation [8, Section 3.2]
+(x)Dqpk(x) = 0(k)pk−1(x) + 1(k)pk(x) + 2(k)pk+1(x); (3.11)
where
+(x) :=(x) + (q− 1)x(x) = qx(qx − 1) (3.12)
and
0(k) := q1−k
1− qk+1
q− 1 0(k);
1(k) :=
q
q2 − 1fq− 1− [(q
−k − 1)(qk+1 − 1) + q2 − 1]1(k)g;
2(k) :=
q2(qk − 1)
q− 1 : (3.13)
Fourth, we have the following q-dierence-recurrence identities [6]:
+(x)
x − Dqf!1(k)pk(x) + !2pk+1(x)g= 1(k)pk(x) + 2(k)pk+1(x); (3.14)
where x −  is any linear divisor of + (thus = 0 or = 1=(q)), and
!1(k) := 0(k + 1)2(k + 1)=2(k + 1)− 0(k + 1);
!2(k) := 1(k)− 0(k)(1(k)− )=0(k);
1(k) := 0(k)!1(k)=0(k);
2(k) := 2(k + 1)!2(k)=2(k + 1): (3.15)
3.2. Identities for the Fourier coecients
Given a function f(x), the Fourier coecients of f are dened by
ak[f] := h−1k bk[f]; k = 0; 1; : : : : (3.16)
where
bk[f] :=
Z 1
0
%(x)pk(x)f(x) dqx:
Let X; D; P, and Q be the dierence operators (acting on k) dened by
X := 0(k)E−1 + 1(k)I + 2(k)E; (3.17)
D := 0(k)E−1 + 1(k)I + 2(k)E; (3.18)
P :=1(k)I + 2(k)E; (3.19)
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Q :=!1(k)I + !2(k)E; (3.20)
the notation used being that of (3.4), (3.11), and (3.14). Here I is the identity operator, Ibk[f] =
bk[f], and Em is the mth shift operator, Embk[f] = bk+m[f] (m 2 Z). For the sake of simplicity,
we write E in place of E1. (We adopt the convention that all the script letter operators act on the
variable k.)
Further, let us dene the dierence operators L and Z (acting on x) by
L :=(x)DqDq−1 + (x)Dq; (3.21)
Z := (x − )Dq; where (x − ) is a linear divisor of +(x): (3.22)
Using (3.4){(3.14), the following lemma can be proved.
Lemma 3.1 (Lewanowicz et al. [6]). The coecients bk[f] satisfy the identities:
bk[pf] = p(X)bk[f]; p-arbitrary polynomial;
Dbk[Dqf] = kbk[f];
Pbk[Zf] = Q(kbk[f]);
bk[Lf] =−kbk[f]: (3.23)
In the remaining part of the paper, we use the notation Z for the operator dened in (3.22) with
= 0, thus
Z  Z0 := xDq: (3.24)
Let us dene for i = 0; 1; : : : ; the operators Pi and Qi by
Pi :=i1(k)I + i2(k)E;
Qi :=!i1(k)I + !i2(k)E; (3.25)
where
!i1(k) := k!1(k + i)
iY
j=1
[#(k + j)− (k + i)];
!i2(k) := k+1!2(k)
i−1Y
j=0
[#(k)− (k + j)];
i1(k) :=#(k)!i1(k);
i2(k) := (k + i)!i2(k) (3.26)
and
(k) := 2(k + 1)=2(k + 1); #(k) := 0(k)=0(k):
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(Hence P0 =P; Q0 =Q(kI), where P and Q are dened according to (3.19), (3.20), respectively,
with = 0.)
Further, let
Rij :=
8>><
>>:
I; i < j;
i; j>0;
PiPi−1   Pj; i>j;
Ti :=Ri−1;0; i>0;
V0 :=I;
Vi :=Qi−1 : : :Q1Q0; i>1: (3.27)
Lemma 3.2. The identity
Ti bk[Z if] =Vi bk[f] (3.28)
holds for i = 0; 1; : : : .
Proof. We use induction on i. For i = 0, (3.28) is obviously true, and for i = 1 it takes the form
P0bk[Zf] = Q0bk[f], that is a disguised form of (3.23).
Now, assume that (3.28) holds for a certain i (i>1). We have
Ti+1bk[Z i+1f] =PiTibk[Z i(Zf)] =PiVi(bk[Zf]):
It can be checked that
PiQi−1 = QiPi−1; i = 1; 2; : : : ;
which implies
PiVi = Qi : : :Q2Q1P0:
Hence, by virtue of the rst part of the proof,
Ti+1bk[Z i+1f] =Vi+1bk[f]:
4. Results
4.1. General case
We shall need the following result.
Lemma 4.1. Dierence equation (2:4); satised by the function
f(x) := rs
 
a1; a2; : : : ; ar
b1; b2; : : : ; bs
 q;!x
!
; (4.1)
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can be written in the equivalent form
(Qf)(x)  Dq
8<
:
−1X
i=0
Z i

uix − vi!

f(x)

+
d−1X
j=0
ujZ j(xf(x))
9=
;+ vf(x) = 0; (4.2)
where Z := xDq;  :=max(r; s+ 1); d := s+ 1− r;
and
ui := q−d(q− 1)i
miX
h=0
(−1)h
" 
− h
i + 1
!
−
 
− mi
i + 1
!#
Sr−h(a =q);
mi :=min(− i; r); i = 0; 1; : : : ; − 1; (4.3)
vi := (q− 1)i
min(−1−i; s)X
h=0
(−1)h
 
− 1− h
i
!
Ss−h(b =q); i = 0; 1; : : : ; − 1; (4.4)
uj := u (q− 1)1+j
 
d
j + 1
!
; j = 0; 1; : : : ; d− 1; (4.5)
v := q−s−1(q− 1)−1
rY
i=1
(ai − q): (4.6)
Here the symbols Sl(a =q); Sn(b =q) have the meaning given in the denition (1:5).
Proof. Let s+ 1>r. Let us write the operator P given by (2.4) as
P = SrEs+1−rq − (Eq − I)Vs; (4.7)
where
Sr :=!x
rY
i=1
(aiEq − I) = !x
rX
j=0
(−1)r−jSj(a )E jq; (4.8)
Vs :=
sY
i=1
(q−1biEq − I) =
sX
j=0
(−1)s−jSj(b =q)E jq: (4.9)
We have
Sr = !(Eq − I)Tr−1 + !xtI ;
where
Tr−1 := x
r−1X
i=0
tiqiE iq;
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and
ti :=
rX
j=i+1
(−1)r−jSj(a =q); i = 0; 1; : : : ; r − 1;
t =
rX
j=0
(−1)r−jSj(a =q) =
rY
i=1
(ai=q− 1):
Also, we have
Es+1−rq = (Eq − I)
s−rX
i=0
E iq + I :
Thus,
SrEs+1−rq = !(Eq − I)
(
Tr−1Es+1−rq + q
r−s−1t
s−rX
i=0
E iq(xI)
)
+ qr−s−1!xtI :
Using Z = (q− 1)−1(Eq − I) and
E iq =
iX
m=0
 
i
m
!
(q− 1)mZm; (4.10)
we obtain
Us :=Tr−1Es+1−rq = q
r−s−1
r−1X
j=0
tjE j+s+1−rq (xI) =
sX
m=0
ujZ j(xI);
where
um := qr−s−1(q− 1)m
sX
h=maxf0;m−s−1+rg
 
h+ s+ 1− r
m
!
th
and
U s−r := qr−s−1t
s−rX
i=0
E iq(xI) =
s−rX
m=0
umZm(xI);
where
um := tqr−s−1(q− 1)m
 
s+ 1− r
m+ 1
!
; m= 0; 1; : : : ; s− r:
Similarly, we write
Vs =
sX
m=0
vmZm;
where
vm := (q− 1)m
sX
h=m
(−1)s−m
 
h
m
!
Sh(b =q):
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Summing up, we have
Q :=
1
(q− 1)!xP
= Dq
8<
:
sX
j=0
Z j

ujx − vj!

I

+
s−rX
m=0
umZm(xI)
9=
;+ qr−s−1 tq− 1I :
Hence the result.
In the case r > s+ 1, we start with the operator
P :=Er−s−1q P;
P being the operator given in (4.7), and proceed in a manner similar to that of the rst part of the
proof.
Now we can prove the following result.
Theorem 4.2. The functions Fk(!) (cf : (2:3)); satisfy the recurrence relation
fM+ !−1Ng(hkFk(!)) = 0 (4.11)
of order + 1; where  :=max(r; s+ 1); the dierence operators M and N are given by
M :=
0
@−1X
j=0
u^ jR−2; jVj
1
AX + vT−1−1k D; (4.12)
N :=
−1X
j=0
vjR−2; jVj (4.13)
with
u^ j :=
(
uj + uj; j = 0; 1; : : : ; d− 1;
uj; j =max(d; 0); : : : ; − 1;
d= s+ 1− r
and the notation used is that of (3:17); (3:18); (3:27); and (4:3){(4:6).
Proof. Eq. (4.2) implies
bk[Qf] = 0:
Applying the operator T−1−1k D to both sides of the above equation, and using Lemmata 3.1 and
3.2, we obtain8<
:
−1X
j=0
R−2; jVj(ujX − !−1vjI) +
d−1X
m=0
umR−2;mVmX + uT−1−1k D
9=
; bk[f] = 0:
Hence follows (4.11) with M and N given by (4.12) and (4.13), respectively.
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Corollary 4.3. The recurrence (4:11) can be written in the form
+1X
i=0

Ai(k) +
1
!
Bi(k)

Fk+i(!) = 0; (4.14)
where Ai(k); Bi(k) are rational functions of qk ; and B0(k) = B+1(k)  0.
4.2. Special case
In the special case where r = s + 1 and ! = q, the results given in the preceding section can
be rened. Namely, we show that the functions Fk(q) satisfy a recurrence in k of order s + 1 (see
Theorem 4:5). We shall need the following result.
Lemma 4.4. Function
f(x) := s+1s
 
a1; a2; : : : ; as+1
b1; b2; : : : ; bs
 q; qx
!
; s>1; (4.15)
satises the dierence equation
(Qs+1f)(x) 
1− q
q
Lf(x) +Dq
s−1X
m=0
Zm[(umx − vm)f(x)] + vf(x) = 0; (4.16)
where Z := xDq; and
um := q(q− 1)m
s+1X
j=m+2
(−1)j−1
 
j − 1
m+ 1
!
Sj(a =q) + m0 ; (4.17)
vm := (q− 1)m
sX
j=m+1
(−1)j
 
j − 1
m
!
Sj(b =q) + m0; m= 0; 1; : : : ; s− 1; (4.18)
v := (−1)s q
q− 1
s+1Y
j=1
(ai=q− 1)−  + 1: (4.19)
Proof. First observe that the operator L introduced in (3.21) can be written as
(q− 1)Lf(x) =Dq(+0 (x=q)f(x))−Dq−1 (0(qx)f(x))− q( − 1)f(x); (4.20)
where
0(x) :=(x)=x = x − 1; +0 (x) :=+(x)=x = q(qx − 1): (4.21)
Let us dene
Qs+1 := (−1)s
1
(q− 1)xEq−1Ps+1; (4.22)
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the operator Ps+1 being dened as in (2.4) for r= s+1 and !=q. Then, by (4.8), (4.9) and (4.21),
we have
Qs+1f(x) =
1
q
Dq−1 (0(qx)f(x)) +
1
(q− 1)x
sX
j=0
(−1)jx[Sj+1(a )− qj0]E jqf(x)
−Dq
sX
j=0
(−1)j+1Sj+1(b =q)E jqf(x):
Hence,
Qs+1 +
q− 1
q
L

f(x) = Tsf(x)−DqVsf(x) + 1qDq(
+
0 (x=q)f(x))− ( − 1)f(x); (4.23)
where
Ts :=
1
(q− 1)x
sX
j=0
(−1)jx[Sj+1(a )− qj0]E jq; (4.24)
Vs :=
s−1X
j=0
(−1)j+1Sj+1(b =q)E jq: (4.25)
Now, we can write
Ts f(x) =
1
(q− 1)x
sX
j=0
(−1)jq−j[Sj+1(a )− qj0]E jq(xf(x))
=DqUs (xf(x)) + v
f(x); (4.26)
where
Us :=
s−1X
i=0
ti E
i
q
with
ti := q
s+1X
j=i+2
(−1)j−1Sj(a =q); i = 0; 1; : : : ; s− 1; (4.27)
and
v := (−1)s q
q− 1
s+1Y
i=1
(ai=q− 1):
Now, on using (4.10), we obtain
Us =
s−1X
m=0
umZ
m; Vs =
s−1X
m=0
vmZ
m (4.28)
for
um := q(q− 1)m
sX
i=m+1
 
i − 1
m
!
s+1X
j=i+1
(−1)j−1Sj(a =q)
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= q(q− 1)m
s+1X
j=m+2
(−1)j−1
 
j − 1
m+ 1
!
Sj(a =q); (4.29)
vm := (q− 1)m
sX
j=m+1
(−1)j
 
j − 1
m
!
Sj(b =q); m= 0; 1; : : : ; s− 1: (4.30)
Now, using (4.24){(4.26), (4.28){(4.30), in (4.23), the result follows.
Theorem 4.5. Let s>1. The functions
Fk(q) :=
Qs+1
i=1(ai; q)k
(q; q)k
Qs
j=1(bj; q)k
qk s+2s+1
 
a1qk ; : : : ; as+1qk ; qk+1
b1qk ; : : : ; bsqk ; q2k+2
 q; q
!
(cf : (2:3)) satisfy the recurrence relation
L(hkFk(q)) = 0 (4.31)
of order s+ 1; where the dierence operator L is given by
L :=
s−1X
m=0
Rs−2;mVm(umX − vmI) +Ts−1−1k D(kI) (4.32)
with k := v−k(q−1)=q; and the notation used is that of (3:17); (3:18); (3:27); and (4:17){(4:19).
Proof. On applying the operator Ts−1−1k D to both sides of
bk[Qs+1f] = 0
and using Lemmata 3.1 and 3.2, we obtain Lbk[f] = 0 with L given by (4.32). Hence the
result.
Corollary 4.6. The recurrence (4:31) can be written in the form
s+1X
i=0
Ci(k)Fk+i(q) = 0 (4.33)
with rational coecients in qk .
5. Examples
5.1. First example
For r = s+ 1 = 2, Theorem 4.2. implies the third-order recurrence relation
fG+ !−1Hg(hkFk(!)) = 0
for the quantities
Fk(!) :=
(a1; q)k(a2; q)k
(q; q)k(b; q)k
!k 32
 
a1qk ; a2qk ; qk+1
bqk ; q2k+2
 q;!;
!
;
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where
G := f0P0 + 1Q0gX + P0−1k D;
H := 0P0 + 1Q0
and
0 := 2a1a2 − q(a1 + a2); 1 := (q− 1)a1a2;  := (a1 − q)(a2 − q)=(q− 1);
0 := q(q− b); 1 := − bq(q− 1):
Here the dierence operators X, D are dened by (3.17), (3.28), respectively, and
P0 :=01(k)I + 02(k)E; (5.1)
Q0 :=!01(k)I + !02(k)E (5.2)
with
01(k) :=
(qk − 1)(qk+1 − 1)(qk+1 − 1)2
(q− 1)(q2k+1 − 1)(q2k+2 − 1) ; 02(k) := −
(qk+1 − 1)(qk+2 − 1)
q− 1 ;
!01(k) := − q
k(qk − 1)(qk+1 − 1)(qk+1 − 1)
(q2k+1 − 1)(q2k+2 − 1) ; !02(k) := −
qk+2 − 1
q
(cf. (3.25); notice cancellation of a common factor).
Note that
G= c10(k)E−1 + (c11 + c20)(k)I + (c12 + c21)(k)E+ c22(k)E2;
H= d1(k)I + d2(k)E;
where
cij(k) := (00i(k) + 1!0i(k))j(k + i − 1) + 0i(k)j(k + i − 1)=k+i−1;
i = 1; 2; j = 0; 1; 2;
dm(k) := 00m(k) + 1!0m(k); m= 1; 2:
5.2. Second example
Theorem 4.5. implies that the functions
Fk(q) :=
(a1; q)k(a2; q)k
(q; q)k(b; q)k
qk 32
 
a1qk ; a2qk ; qk+1
bqk ; q2k+2
 q; q
!
(5.3)
satisfy the second-order recurrence relation
fD(kI) + k(u0X − v0I)g(hkFk(q)) = 0
with k := v − (1− q)k=q, and
u0(x) := − a1a2=q+ ;
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v0 (x) := − b=q;
v := − (a1 − q)(a2 − q)=[q(q− 1)]−  + 1
or, in the scalar form,
A0(k)Fk−1(q) + A

1(k)Fk(q) + A

2(k)Fk+1(q) = 0; (5.4)
where
A0(k) := (a1q
k − q)(a2qk − q)(q2k − 1)
 (q2k+1 − 1)(q2k+2 − 1)2(q2k+3 − 1);
A1(k) := q
k(qk − 1)(q2k+1 − 1)(q2k+2 − 1)(q2k+3 − 1)
fqk+1(a1 + a2)[a2qk(qk+1 − 1)− (qk+1 − 1)]
+ qk(a1a2 + q2)[a1qk(qk+1 − 1)− (qk+1 − 1)]
− b(q2k − 1)(q2k+2 − 1)g;
A2(k) := −q3k+1(qk − 1)(qk+1 − 1)(qk+1 − 1)(qk+1 − 1)
 (q2k − 1)(qk+2 − a1)(qk+2 − a2):
Now, replace  by q,  by q, ai by qai , b by q
b, and let q! 1. The limit form of (5.3) is
Uk :=
(a1)k(a2)k
k!(b)k
3F2
 
a1 + k; a2 + k; + k + 1
b+ k; +  + 2 + 2k
 1
!
and the limit form of Eq. (5.4) agrees with the equation predicted for Uk by Wimp’s theorem
(cf. [10]).
5.3. Third example
By virtue of Theorem 4.2, the functions
Fk(!) :=
(a; q)k
(q; q)k(b1; q)k(b2; q)k
!kqk(k−1) 23
 
aqk ; qk+1
b1qk ; b2qk ; q2k+2
 q;!q2k
!
satisfy the fourth-order recursion
fM+ !−1Ng(hkFk(!)) = 0;
where
M := f0P1P0 + 1P1Q0 + 2Q1Q0gX + P1P0−1k D;
N :=P1f0P0 + 1Q0g+ 2Q1Q0
and
0 := 3a− 2q; 1 := (q− 1)(3a− q); 2 := (q− 1)2a;
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0 := q(b1 − q)(b2 − q); 1 := q(q− 1)[b1(b2 − q) + b2(b1 − q)];
2 := q(q− 1)2b1b2;  := (a− q)=(q− 1):
The dierence operators X, D, P0, and Q0 are dened by (3.17), (3.18), (5.1) and (5.2), respectively,
and the operators P1 and Q1 are given by
P1 =−(q
k+1 − 1)(qk+2 − 1)(qk+1 − 1)
qk−1(q− 1)(q2k+3 − 1) I +
(qk+2 − 1)(q2k+2 − 1)
qk−1(q− 1) E;
Q1 =
q(qk+1 − 1)(qk+2 − 1)
q2k+3 − 1 I +
q2k+2 − 1
qk
E
(cf. (3.25); note cancellation of common factors which simplies the formulae).
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