Abstract: This study proposes a computationally efficient algorithm that characterises the set of allowable real parametric uncertainties while ensuring the desired output specifications are satisfied for rational systems. Along with the scaled main loop theorem, the proposed approach reformulates this NP-hard problem by using the skewed structured singular value ν, whose upper and lower bounds can be efficiently computed by existing algorithms and software. A short discussion on the extension to a multi-agent system is also included. Two numerical examples of pharmaceutical crystallisation and nasal spray demonstrate the effectiveness of the proposed algorithm.
Introduction
This paper considers the characterisation of the set of feasible real parametric uncertainties for the output of a rational system to be located in a prespecified target range. The novelty of the proposed approach lies in the use of the skewed structured singular value ν to obtain such a set of feasible parameters for a rational map from the parameter space to the output space.
The uncertainty analysis problem is motivated by various industrial initiatives for 'Quality by Design (QbD)' [1] , which have the objective of designing a manufacturing process so as to ensure that the product achieves the desired quality specifications despite perturbations in the manufacturing process. The QbD literature refers to the set of feasible parameters as the 'design space' [1] . In industrial practice, the design space is constructed from the data collected from a large number of time-consuming and expensive experiments (see [2] for a description of the state-of-the-art).
The problem is also known as 'design centring' in the electronics literature [3] [4] [5] [6] . Although optimal solutions are known for some limited cases [7, 8] , the design centring problem usually assumes convexity of the parameter-tooutput map or involves computationally expensive nonlinear optimisation [8] [9] [10] [11] [12] [13] [14] . This paper presents an efficient numerical algorithm to the problem where the map from parameter to output is rational. Unlike interval analysis [15, 16] , the proposed algorithm has small conservatism by taking the parameter correlations into account.
The proposed algorithm is applicable to any rational map from the parameter space to output. For a rational map, a convex combination of two feasible parameters does not necessarily result in a feasible output. This means that checking the boundary of the set of parameters is not sufficient to guarantee the feasibility of the parameter set. In order to guarantee that any parameter in the obtained set is feasible, this paper uses the skewed structured singular value ν, along with the scaled main loop theorem. A target set described by upper and lower bounds on each output is considered here; the same analysis can be used for an ellipsoidal target set by slight modification of the skewed structured singular value ν analysis [17] .
The paper is organised as follows. Section 2 briefly overviews mathematical background. Section 3 provides the problem statement, which is followed by Section 4 that presents the proposed algorithm. Section 5 briefly discusses an extension of the proposed approach to a multi-agent system. Section 6 applies the proposed algorithm to two numerical examples and finally Section 7 summarises the paper.
Mathematical preliminaries
This section provides the notation and mathematical background for the proposed algorithm, including the theorem on the skewed structured singular value that is critical to understanding the main idea behind the proposed approach. [18] : A 'mixed structured perturbation' ∈ is a matrix with the specified structure = diag{δ 
Definition 1 Mixed structured perturbation

Definition 2 Linear fractional transformation (e.g. [18]):
A mapping F u : C q1×p1 → C p2×q2 of the form
The existence of the inverse of I − N 11 for the perturbations under consideration can be evaluated using the structured singular value [18] . To simplify the presentation, this paper assumes that this verification is carried out before applying the algorithm. The LFT for any particular function is not unique.
In the rest of the paper, let |N | denote the determinant of a square matrix N .
Definition 3 Skewed structured singular value, e.g. [19]:
The skewed structured singular value ν of N with respect to the mixed structured perturbations 1 and 2 is defined by (see equation at the bottom of the page) This structured singular value is said to be 'skewed' because only a part of the structured perturbation matrix is scaled, while keeping the rest of the perturbation matrix fixed (as compared with the structured singular value [18] ). Although computation of the skewed structured singular value ν is NP-hard, upper and lower bounds on its value can be computed in polynomial time. The computational effort required is no more than that required for non-skewed structured singular value ν calculations [20, 21] , and a variety of computational methods are available including power iterations and semi-definite programming (e.g. [22, 23] ). [19, 20] : For any well-posed LFT in which F u (N , 1 ) is a scalar
Theorem 1 Scaled main loop theorem
The left-hand side of (1) is closely related to the problem of worst-case performance under real parametric uncertainties [24] . (Note that 2 does not appear in the left-hand side of the equation. This is not a typo. In the case of a scalar F u (N , 1 ), Definition 3 implies that 2 is a set of complex scalars whose absolute values are less than 1.)
Problem setup
In this paper, the term 'parameter' is used to refer to any variable held at a fixed value during a single experiment. For example, this could be a parameter in a model, an initial condition such as the initial concentrations in a semi-batch chemical reactor, or an operational parameter such as the cooling rate in a batch reactor.
Consider an output of a rational system
for p =p + δp, wherep is a nominal parameter vector, δp is a deviation vector and m is the dimension of the parameter vector. The remainder of the paper assumes that f (p) is a well-defined map.
Problem: For given bounds y min and y max on y selected with the nominal system in the range, that is
determine a maximum-volume box B of feasible model parameters p, centred atp such that
The above problem is different from commonly studied design centring problems in that (1)p is fixed, and (2) it 'does not assume convexity of the map f ( p)', but, rather, only assumes that f ( p) is rational.
Regarding point (1), in practice,p can be optimised first with existing algorithms for design centring before applying the proposed algorithm. The distinction given by point (2) is the major advantage of the proposed algorithm over existing methods. If the map is known to be convex, testing each vertex of the parameter set suffices, but this approach cannot be applied when the map is not convex.
Remark 1:
• For a system output that is a linear function of the parameters, a polynomial-time algorithm in [25] can be applied to determine the maximum-volume box of the feasible parameters. The optimisation for functions non-linear in the parameters can be shown to be NP-hard by using a similar proof as is used to show that the structured singular value computation is NP-hard [26] .
• As is common, the objective of the proposed algorithm is to find a connected and compact feasible set centred atp.
• For specifications on multiple system outputs, the analysis can be applied to each output and the final feasible set of parameters is determined by the intersection of the feasible sets for each output.
The proposed algorithm consists of one initialisation step and three main steps:
Step 0: replacement of p byp + δp,
Step 1: construction of LFTs,
Step 2: determination of the edge length ratios of B, and
Step 3: scaling of the box B.
The following development assumes that the system output is given as a rational function of the uncertain parameters.
Step 0: replacement of p byp + δp: It is convenient to write the problem in terms of deviation variables. For this purpose, the nominal values are subtracted and the uncertain parameter p replaced by the deviation vector δp. In addition, the output bounds are replaced by
then (4) is equivalent to
Step 1: construction of LFTs: Sincef (δp) is again a rational function of δp, the matrices N 11 , N 12 , N 21 , N 22 and 0 can be found such thatf
where
By expressing δp = W δp with δp being a normalised deviation vector such that δp ∞ = 1
Remark 2:
• Any well-posed polynomial or rational uncertain function can be written as an LFT with a perturbation matrix. This can be done, for example, by first expressing each uncertain parameter in terms of an LFT, followed by application of LFT multiplication and addition formulas [18] to compose an LFT for the overall system (see also the example in Section 6.2).
• LFTs are desired in which the dimension of is minimal, so as to minimise the computational cost of the proposed algorithm. For this purpose, existing multidimensional model reduction algorithms can be applied [27] [28] [29] . To compute the value of ν, re-ordering the perturbation matrix by using permutation matrices is needed to ensure that the same uncertain parameter appears as a block.
• Software for constructing an LFT for any rational system can be found in [30, 31] , for example.
Step 2: determination of the edge length ratios of B: From
Step 1, (6) becomes equivalent to
QbD methodologies typically specify the feasible set of real parameters in terms of a maximal box with each side being in the direction of a parameter. This characterisation is obtained by selecting W to be diagonal. The maximum volume of the feasible box of uncertain real parameters is equal to
. . , w m I nm }. Then the optimisation for construction of the design space is [12] 
The objective of Step 2 is to determine the edge length ratio of B, namely, to find λ i for
with an arbitrary fixed scalar α > 0, which will be used in
Step 3.
In industrial practice, if a practitioner who is constructing a design space has additional information on the relative expected variations in the parameters, then that information should be reflected when choosing λ i . For example, the practitioner would select a large value for λ 1 relative to other λ i if the parameter p 1 were known to be vary widely from one experiment to another. If less information were available, then the relative magnitudes of the λ i could be based on the magnitude of the nominal parameters. For example, an engineer may expect the maximum relative variation in the parameters to be constant, in which case λ i would be selected as λ i = λ 1pi /p 1 . For some problems, it may be appropriate to let λ 1 = λ 2 = · · · = λ m = 1 if all the parameters are approximately of the same order. Alternatively, the practitioner could specify λ i for all i from the axis lengths determined separately for each real parameter by solving (12) by selecting λ i = 1, λ j = 0, j = i for (13) , and let the solution to (12) be α i for i = 1, . . . , m. This optimisation has only one parameter and can be solved easily. In addition, other design centring algorithms can be used to estimate λ i .
Step 3: scaling of box B: Once is fixed, the optimisation problem (12) becomes
The optimisation problem (14) can be solved by applying bisection to α. To determine the acceptability of α for satisfying (14) , Theorem 4 is used to find upper and lower bounds on F u (N (α ), ) . These bounds are computed by introducing biases so that the upper or lower bounds plus a bias can be expressed in terms of the absolute value while ensuring the sign to be positive or negative, respectively [32] . For example, by adding a scalar value M that is large enough, the following equality holds:
The termination condition for the bisection used in this paper was
for a pre-specified > 0. In other words, the size of the parameter set was increased until an output specification was violated. Once the bisection algorithm terminates, the acceptable parameter range is found to bē
Remark 3:
• If the system output is not given in terms of a rational function, then approximation to a polynomial function (Taylor series expansion) or a rational function (Padé approximant) in conjunction with error analysis can be performed before applying the proposed algorithm. Padé approximants can provide a better approximation than a polynomial approximant for some functions, for the same computational cost [33] . Moreover, although polynomial functions can approximate any continuous function on a closed interval to within an arbitrary tolerance (i.e. the Weierstrass approximation theorem [34] ), polynomial approximants tend to be have some oscillatory characteristics, which are undesirable [33] . Nonetheless, polynomial approximants can have similar approximation accuracy as Padé approximants for some functions.
• For QbD problems, only certain structures of N and are allowed. For example, the matrix N for polynomials is sparse (mostly zeros), in which case, use of sparse matrix algebra would greatly speed up the bound calculations. As another example, if matrices could be found that pre-and post-multiplied N without changing the value of the skewed structured singular value or its bounds, and resulted in a new N matrix that has a highly banded structure, then such a scaling would allow the use of banded matrix arithmetic to speed calculations. As another example, if N is 2-block off-diagonal (i.e. of structure N = [0, N 12 ; N 21 , 0]) then the problem can be reduced to a problem of lower dimension. This latter structure as well as some additional structures have been considered in [35] .
Extension to multi-agent systems
This section briefly summarises a two-stage extension of the proposed algorithm for application to multi-agent systems.
Problem setup
Consider an output
where each x i represents an agent state. Suppose that each agent state x i can be explicitly and consistently expressed as a function of all other agent states and a parameter p i
where f i can be a function of any to all agent states except for x i , and p i is an uncertain parameter such that p i =p + δp i withp i nominal.
Problem: For given bounds y min and y max on y selected with the nominal system in the range, that is y min ≤ g(x 1 ,x 2 , . . . ,x m ) ≤ y max , wherē
determine a set of feasible model parameters p such that (21) with (18) and (19) . From the foregoing, two possible approaches for extension of the proposed algorithm to multi-agent systems can be outlined:
• One-step approach: substitute the expressions (19) for x i into y in (18), and directly find a set of p i , and • Two-step approach: first compute feasible x i from (18) and (21), then use each bound on x i to find bounds on p i from (19) .
The one-step approach is non-conservative but can be computationally expensive, whereas the two-step approach can be conservative for heterogeneous systems but is much more computationally efficient [Consider a simple case y = x On the other hand, the computational cost of the two-step approach is poly(4) + poly(2) + poly(2), where poly(4) is for the first step, and two poly (2) are for x 1 = p 2 1 and x 2 = p 2 2 in the second step.]. The one-step approach can be addressed directly using the algorithm outlined in Section 4, so only the two-step algorithm is described as follows.
Algorithm
Assuming the problem is well-posed, namely, the set of (19) are consistent, the nominal valuesx are directly computed from the nominal parameter valuesp i by solving a non-linear system of algebraic equations for which many algorithms are available (e.g. Newton's method).
Computation of feasible x i :
The first step is to find a feasible set of x. Write x =x + W x δx, with δx being a normalised deviation vector such that δx ∞ = 1, where
. . .
By writing the output in terms of an LFT with x being the uncertain parameter
the problem becomes to find W x that ensures that
The weights for the x i may be selected by the user based on the reliability of each agent. For a homogeneous system, selecting W x = αI for some scalar α and seeking the maximum α that satisfies the inequality would be appropriate. The feasible uncertainty in each agent state x i can be determined by the algorithm in Section 4.
Computation of feasible p:
The next step is to determine the feasible set of parameters to ensure that the uncertainty bounds on x i are satisfied. To simplify the presentation, only the case of diagonal W x is considered (for non-diagonal W x , the steps are coupled between each agent, and a vector version of the steps is solved). The uncertain variables are now
From the obtained feasible ranges of x i , the analysis problem is to find the possible ranges of perturbations p i that ensure
With δp i = w pi δp i with δp i being a normalised deviation vector such that δp i ∞ = 1, (25) can be written in terms of LFTs,
where N i (W x , w pi ) means that the matrix N i is a function of both W x and w pi . W x is a fixed value already found, and w pi is to be found. Therefore the problem is to determine w pi that ensures that (27) which can be solved by the algorithm in Section 4. After determining the feasible uncertainty set for each parameter p i , the overall feasible parameter set is found by taking the intersection of the m uncertain parameter sets.
Numerical examples
This section applies the proposed algorithm to two problems of finding feasible parameter sets: for the manufacture of pharmaceutical crystals to exhibit consistent operation and for the nasal spray plume width to be in the target size.
Since the exact computation of the skewed structured singular value ν is NP-hard, and its upper and lower bounds were computed using YALMIP [36] and the Skew Mu Toolbox (SMT) [37] in the following numerical examples. The ν upper bound can be used as the bound on (1), while the ν lower bounds can be used as a measure of the tightness of the gap between the ν upper bound and the exact value of ν, which is no more than the gap between the ν upper bound and the ν lower bound. From the plots, it can be seen that the gap between the upper and lower bounds on ν is tight for the two examples.
Pharmaceutical crystallisation
By fitting data to a limited number of experiments, the filtration resistance for pharmaceutical crystals manufactured by a crystalliser at the Merck company was related to five input parameters (agitation intensity, solvent ratio, temperature, charge time and seed amount) by [38] 
in which only the first two parameters p 1 and p 2 are allowed to vary for the purpose of plotting the results. To ensure that the manufacture of pharmaceutical crystals will exhibit consistent operation in the downstream process, the required output range is ±20% from the nominal output.
As seen in (28), the output is linear with respect to parameters. This example was selected to facilitate comparison of the results of the proposed algorithm with the solution obtained from an available alternative polynomial-time algorithm [25] .
In applying the proposed approach, the weight matrix was chosen from the axis lengths determined separately for each real parameter by taking
where c i is the ith element of c in (29) . The results of the two algorithms are shown in Fig. 1 . The proposed ν method (its upper/lower bounds were the same) and the method in [25] produced the same parameter box with a volume of 33.09 rpm·solvent ratio [The location of the box depends on the choice of initial condition when applying the method in [25] because this example has infinitely many boxes with the same volume in the feasible set. In this simulation, the initial guess was set to be symmetric around the nominal parameter values.]. For this example, the weight selection given by (31) with i = 1, . . . , 5 yields a maximum-volume box that is the same volume as that of the algorithm in [25] , to four significant figures.
Nasal spray
A model for the plume width of a nasal spray is [39] 
namely, the nominal parameter values for velocity and CMC concentration are 50 and 1, respectively. Suppose that an acceptable nasal spray has a plume width of 15 ≤ f ≤ 30. For the system given by (32) , there is no coupling term, hence the construction of an LFT is straightforward. One way of finding the LFT for this system is by writing
Applying the addition, multiplication and addition formulae [18] in succession for (see (35) in (13), = I 4 was used to obtain the feasible set shown in Fig. 2 . The maximum-volume box for the velocity and CMC concentration computed by the proposed algorithm is indistinguishable from the true maximum-volume box.
The proposed algorithm does not optimise the nominal parameter location, which results in a relatively small feasible parameter set in this example. An extension of the proposed approach to optimise the location of the nominal point is a topic for future work.
Summary
This paper proposes a skewed structured singular value ν based approach to characterising the feasible set of parameters that ensures satisfaction of given specifications on the 26.71 + 8.32δp 1 − 4.34δp 2. multiplication formula 3. addition formula (35) system output. By employing the skewed structured singular value ν, the NP-hard problem was solved efficiently. The main motivation for developing this approach is for applications in QbD, which is an approach that is being increasingly applied to improve the efficiency and reliability of industrial manufacturing processes. Nevertheless, the algorithm can be applied anywhere in which characterisation of the allowable uncertainty set for a rational system is desired whether the system is static or dynamic, batch, semibatch/semicontinuous or continuous.
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