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1 Introduction.
It is a source of embarrassment that the quantum Ito formula
f(Mˆt) = f(Mˆ0) +
∫ t
0
(Df(Mˆs)(dMˆs) +D
2
If(Mˆs)(dMˆs, dMˆs)) (1)
in [28], for a regular (bounded) quantum semimartingaleM , does not directly
imply the Ito formula for classical Brownian motion W :
f(Wt) = f(W0) +
∫ t
0
f ′(Ws) dWs +
1
2
∫ t
0
f ′′(Ws) d 〈W 〉s (2)
This is unsatisfactory from our present point of view, which is to derive
as much as possible of the classical theory of Brownian motion from the
theory of quantum stochastic processes. The quantum Ito formula belongs
to non-commutative probability. It is a purely operator theoretic result and
makes no reference to paths. It implies classical results by regarding random
variables as multiplication operators and using the Wiener–Ito isomorphism
between Weiner space and Fock space.
In this article we find a remedy and show that (2), and its extension to gauge
processes, includes the case where Mˆ is an essentially self-adjoint quantum
semimartingale.
The classical Ito formula (2) then follows from the quantum Ito formula (1)
as in [28, Section 7.] by taking Mˆ = B ≡ A + A†, the Brownian quan-
tum semimartingale, which is a process of unbounded essentially self-adjoint
operators.
1
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In (1) the process f(Mˆ) = {Mˆt : t ∈ [0, 1]} is defined by the Fourier func-
tional calculus, Df(X)(·) is the differential of f and D2If(X)(·, ·) is the (un-
symmetrised) ‘Ito’ second differential of f at the operator X .
The Ito formula (2) may be obtained indirectly from (1), quite simply, as fol-
lows. It was shown in [28] that (1) implies (2) when W is replaced by hn(W )
where hn is bounded twice continuously differentiable. The Ito formula for
Brownian motion then follows by approximating the function h(x) = x by
an appropriate sequence of hn, for example the sequence used in Section 13.
Lifting such an argument to non-commuting essentially self-adjoint quantum
semimartingales presents difficulties.
Let Mˆ = {Mˆt : t ∈ [0, 1]} be a symmetric quantum semimartingale:
Mˆt = Mˆ0 +
∫ t
0
(Eˆ dΛ+ Fˆ dA+ Fˆ∗ dA† + Hˆ ds). (3)
The integrands are adapted processes of operators in B(H), where H is Bose–
Fock space over L2[0, 1], and Et and Ht are self-adjoint for all t.
Mˆ is essentially self-adjoint with core D if Mˆt is essentially self-adjoint on
D for almost all t. In this case the closure of Mˆ is M = {M t : t ∈ [0, 1]}
where M t is the closure of Mˆt. The process of bounded operators
eiM = {eiM t : t ∈ [0, 1]}
may then be defined by the functional calculus.
An essentially self-adjoint quantum semimartingale Mˆ satisfies the quantum
Duhamel formula if eiM is a regular quantum semimartingale and
eiM t = I +
∫ t
0
(Eˆexp(iM) dΛ+ Fˆexp(iM) dA+ Gˆexp(iM) dA
† + Hˆexp(iM) ds), (4)
where
Eˆexp(iM)(t) = e
i(M t+Eˆt) − eiM t
Fˆexp(iM)(t) = i
∫ 1
0
ei(1−u)M tFˆte
iu(M t+Eˆt) du
Gˆexp(iM)(t) = i
∫ 1
0
ei(1−u)(M t+Eˆt)Fˆ∗t e
iuM t du (5)
November 7, 2018 3
Hˆexp(iM)(t) = i
∫ 1
0
ei(1−u)M tHˆte
iuM t du
+i2
∫ 1
0
∫ 1
0
uei(1−u)M tFte
iu(1−v)(M t+Eˆt)Fˆ∗t e
iuvM t du dv
Let f ∈ C2+(R) = {f ∈ L1(R) : p 7→ p2fˆ(p) is in L1(R)} where fˆ is the
Fourier transform of f . If pMˆ satisfies the quantum Duhamel formula for each
real p then f(M) = {f(M t) : t ∈ [0, 1]} is a regular quantum semimartingale
and satisfies the quantum Ito formula
f(M t) = f(0) +
∫ t
0
(Eˆf(M) dΛ+ Fˆf(M) dA+ Gˆf(M) dA
† + Hˆf(M) ds) (6)
where, for Xˆ in {Eˆ, Fˆ , Gˆ, Hˆ},
Xˆf(M) =
∫ ∞
−∞
fˆ(p)Xˆexp(ipM) dp
This is the case whenever M is regular and self-adjoint [28].
The original formula of Hudson and Parthasarathy will be referred to as the
quantum Ito product formula.
It was shown in [28] that (6) implies the Ito formula for a large class of
classical semimartingales, which may even have jumps. Unfortunately this
class does not include Brownian motion.
The main objectives in this article are to
(a) identify a non-trivial class, C, containing B, of essentially self-adjoint
quantum semimartingales;
(b) show that if Mˆ belongs to C then pMˆ satisfies the quantum Duhamel
formula for all real p and f(Mˆ) satisfies the quantum Ito formula for all
f ∈ C2+(R);
(c) enlarge the class C identified in (a) and (b) by showing that if Mˆ is
an essentially self-adjoint quantum semimartingale satisfying the quantum
Duhamel formula then so is the perturbation Mˆ + Jˆ whenever Jˆ is a regular
self-adjoint quantum semimartingale.
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We also touch briefly on the quantum Stratonovich formula.
We approach (a) and (b) via “chaos matrices”.
Bose–Fock space may be defined as the direct sum of Hilbert spaces, some-
times called chaos spaces:
H = H0 ⊕ H1 ⊕ · · · ⊕ Hj ⊕ · · · , .
Hj is a closed subspace of the j-fold tensor product L2[0, 1]⊗j. The symmetric
tensors {f ⊗ · · · ⊗ f : f ∈ L2[0, 1]} are in Hj . The exponential vectors,
{e(f) : f ∈ L2[0, 1]} where
e(f) = 1⊕ f ⊕
f⊗2
(2!)1/2
+ · · ·+
f⊗j
(j!)1/2
+ · · · ,
are total in H.
A matrix T with entries T ij ∈ B(H
j ,Hi) is called a chaos matrix. Every
bounded operator in H has a unique chaos matrix representation. The same
is not true of unbounded operators.
The chaos matrix approach is suited to Lindsay’s construction of quantum
stochastic integrals via the gradient process ∇ and the Hitsuda–Skorohod
process S [14]. These are processes of unbounded operators with simple
superdiagonal and subdiagonal chaos matrix representations. Lindsay’s inte-
grals are defined for non-adapted processes and are an extension of Hudson
and Parthasarathy’s integrals.
The basic processes Λ, A, A†, t of quantum stochastic calculus have uncompli-
cated chaos matrix representations. Representations leading naturally to a
definition of the chaos matrix quantum stochastic integral of a chaos matrix-
valued process with respect to dΛ, dA, dA† and ds.
The correspondence between operator-valued and matrix processes is pre-
served under the respective quantum stochastic integrations. If the opera-
tors Eˆt, Fˆt, Fˆ
∗
t and Hˆt in the quantum semimartingale (3) are represented
by chaos matrices, Et, Ft, F
∗
t and Ht and
Mt = M0 +
∫ t
0
(E dΛ+ F dA+ F∗ dA† +H ds),
then Mt is the chaos matrix representation of Mˆt for t ∈ [0, 1].
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The entries of the chaos matrix processes E, F, F∗ and H are themselves
operator valued processes that belong to Lebesgue spaces:
Eij ∈ L
∞([0, 1],B(Hj,Hi)so), F
i
j , (F
∗)ij ∈ L
2([0, 1],B(Hj,Hi)so),
H ij ∈ L
1([0, 1],B(Hj,Hi)so).
These spaces have Bochner–Lebesgue norms but measurability is with respect
to the strong operator topology on B(Hj ,Hi).
The norms are used to define a control matrix, κ = κ(M):
κij = i1/2
∥∥Ei−1j−1∥∥∞ j1/2+∥∥F ij−1∥∥2 j1/2+i1/2 ∥∥(F∗)i−1j ∥∥2+∥∥H ij∥∥1 , i, j = 0, 1, . . . .
The control matrix plays a roˆle similar to that of the dominating function in
Lebesgue’s dominated convergence theorem.
Let ℓ2 be the Hilbert space of complex sequences x = (x0, x1, . . . , xn, . . .)
t,
written as infinite column vectors, with ‖x‖2 = (
∑∞
n=0 |xn|
2)
1/2
<∞. Denote
by ℓ00 the dense subspace of sequences with finitely many non-zero entries.
The matrix κ represents an operator in ℓ2 (possibly with domain {0}.) A
vector x ∈ ℓ2 is analytic for κ if x ∈ D(κn) for n = 1, 2, . . . and
∞∑
n=0
zn
‖κnx‖
n!
has non-zero radius of convergence r(x). The vector space of analytic vectors
x with r(x) ≥ ǫ is denoted Aǫ(κˆ).
From the results of Sections 10 and 11 we obtain the following theorem which
allows us to achieve the objectives (a) and (b) above. Let E ⊂ H be the linear
span of the exponential vectors.
Theorem 1.1 Let Mˆ be a symmetric quantum semimartingale whose chaos
matrix representation M has control matrix κ and let ǫ > 0.
If ℓ00 ⊂ Aǫ(κ) then
(i) Mˆ is essentially self-adjoint with core E .
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(ii) pM satisfies the quantum Duhamel formula for each real p.
(iii) f(M) satisfies the quantum Ito formula for each f ∈ C2+(R).
The conditions of this theorem are satisfied in particular when E, F , F∗ and
H are adapted processes of (2k + 1)-diagonal chaos matrices. It is shown
in Section 5 that there is a large class of such adapted processes defined by
kernels.
The proof of essential self-adjointness uses Nelson’s analytic vector theorem.
A chaos matrix version of the quantum Ito product formula is then proved
for powers of M . A chaos matrix version of the quantum Duhamel formula
and the quantum Ito formula are then obtained in much the same way as
for regular quantum semimartingales. The operator versions of the formulae
then follow from the correspondence between quantum semimartingales and
their chaos matrix representations.
The proof of essential self-adjointness is in some respects an extension of the
proof of essential self-adjointness, on a common core, of the field operators
Φ(f) in quantum statistical mechanics [5, Proposition 5.2.3] (see also [9,
§19.3]).
We adopt two approaches to (c). The terms on each side of (4)are replaced
by their Duhamel expansions. Using elementary calculus sides are then re-
arranged and shown to be equal.
Using a more sophisticated method we prove (4) in the special case that M
is obtained from a Brownian martingale via the Weiner–Ito transformation.
Suppose thatW is classical Brownian motion and F is a real-valued bounded
adapted process in Wiener space and let M be the classical martingale
Mt =
∫ t
0
Fs dWs. (7)
The Wiener-Ito isomorphism identifies W with A+A†, the Brownian quan-
tum semimartingale, F with an adapted operator-valued process Fˆ and M
may be identified with a quantum semimartingale Mˆ . It follows from the
classical Ito formula that the quantum semimartingale Mˆ satisfies the quan-
tum Ito formula for each f ∈ C2+(R).
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We then show that if Jˆ is a regular self-adjoint quantum semimartingale
Mˆ + Jˆ satisfies the quantum Ito formula. The method is to approximate
Mˆ by a sequence hn(Mˆ) of regular quantum semimartingales. The regular
quantum semimartingale Nˆ (n) = hn(Mˆ) + Jˆ then satisfies the quantum Ito
formula. A limiting argument shows that f(Mˆ) satisfies the quantum Ito
formula.
This article is rather long even though the ideas contained in it, outlined
above, are simple. In our attempt to keep within a functional analytic cate-
gory we have had to start from scratch in some places.
The infinite matrix approach to operator theory has not proved very pop-
ular: it gives nothing new for bounded operators and the correspondence
between unbounded operators and chaos matrices is unclear. There seem
to be few results in the literature and we have had to prove those we need.
Intrinsic conditions must be found for a chaos matrix valued process to be
adapted. The cmx quantum stochastic integrals defined in this paper are
processes of chaos matrices and a balance sheet must be kept to show that
they represent the corresponding Hudson–Parthasarathy processes. Another
complication is that although the integrands for quantum semimartingales
belong to Lebesgue spaces they do not necessarily belong to the standard
Bochner–Lebesgue spaces. Finally the conditions for unbounded operators
to be essentially self-adjoint are delicate and must be checked in detail.
To keep the article to its present length we let the time interval be [0, 1],
start our processes at 0, consider functions f(x) rather than f(x, t), dispense
with the initial space and do not consider the cases of finite and countably
infinite multiplicity.
The following is a special case of Corollary 11.3 which overcomes the difficulty
with Brownian motion.
Theorem 1.2 Let Fˆ in the Bochner–Lebesgue space L2([0, 1],B(H)) be an
adapted process and let M be the quantum semimartingale
Mˆt =
∫ t
0
(Fˆs dAs + Fˆ
∗
s dA
†
s).
If Ft is the chaos matrix representation Fˆt then t 7→ Ft ij belongs to Bochner–
Lebesgue space L2([0, 1],B(Hj,Hi)).
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The control matrix κ with entries
κij = i
1
2‖F ji−1‖2 + ‖F
i
j−1‖2j
1
2
represents a symmetric linear transformation κˆ in ℓ2.
If ℓ00 consists of analytic vectors for κˆ with radius of convergence greater
than fixed ǫ then
(i) Mˆ is a process of essentially self-adjoint operators;
(ii) If f ∈ C2+(R) then
f(Mˆt) = f(0) +
∫ t
0
(
Df(Mˆs)(dMˆs) +D
2
If(Mˆs)(dMˆs, dMˆs)
)
When F = I this theorem implies the Ito formula for classical Brownian
motion.
The article is organised as follows. Section 2 is a general discussion of
chaos matrices and the operators they represent. Section 3 recalls the defini-
tions and some properties of the basic processes occurring in the theories of
Hudson–Parsatharathy and Lindsay and shows that they may be represented
as processes of chaos matrices. Adapted chaos matrix valued processes are
characterised in Section 4.
The cmx quantum stochastic integral Mt(E, F,G,H) of a quadruple of chaos
matrix valued processes (E, F,G,H) is defined in Section 6. The integrands
(E, F,G,H) are not required to be adapted. Bounds are found for the entries
in Mt. When (E, F,G,H) are adapted processes of bounded chaos matrices
it is shown thatMt represents the Hudson-Parthasarathy quantum stochastic
integral of the corresponding operator processes. This shows that the two
definitions of quantum stochastic integral are consistent.
Section 7 is devoted to properties of scalar matrices. In Section 8 the inte-
grands are allowed to be unbounded processes and sufficient conditions are
found for a cmx quantum stochastic integrals to represent the corresponding
Hudson–Parthasarathy quantum stochastic integral.
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The remainder of the article is devoted to the quantum Ito formula. A
product Ito formula is proved for adapted chaos matrix valued processes
in Section 9, a quantum Duhamel formula is proved in Section 10 and the
quantum Ito formula in Section 11.
We give, without proof, in Section 12 a quantum Stratonovich formula for
regular quantum semimartingales and pose the problem of generalising it to
the irregular case.
In Section 13 it is shown that a classical Brownian quantum semimartingale
perturbed by a regular quantum semimartingale still satisfies the quantum Ito
formula. The methods of this section seem to work only when the perturbed
processes are classical.
The Duhamel expansion is reviewed in Section 14 and used in Section 15 to
show that the set of essentially self-adjoint quantum semimartingales which
satisfy the quantum Duhamel formula is closed under perturbations by reg-
ular self-adjoint quantum semimartingales.
In Section 16 the article concludes with five open problems.
2 Chaos Matrices.
A chaos decomposition of a Hilbert space H is a decomposition of H into the
direct sum
H = H0 ⊕H1 ⊕ · · · ⊕ Hj ⊕ · · ·
of Hilbert spacesH0,H1,H2, . . .. The Hilbert spaceHj is called the jth chaos
and πj denotes the orthogonal projection onto Hj. Each ψ ∈ H is written as
a column vector ψ = (ψ0, ψ1, · · · , ψj , · · ·)t called the chaos representation of
ψ.
Let H00 = {ψ ∈ H : ψj = 0 whenever j > N = N(ψ) ∈ N}, the dense
subspace of vectors with finite chaos representations.
A chaos matrix (for the above decomposition of H) is a matrix T with en-
tries T ij ∈ B(H
j ,Hi), i, j = 0, 1, 2, . . .. We often use ‘cmx’ as shorthand
for ‘chaos matrix’. For example, ‘representation’ is short for ‘chaos matrix
representation’.
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The adjoint of T is T∗
def
== [(T ji )
∗]. If T = T∗ then T is a symmetric chaos
matrix.
A chaos matrix T is (2k + 1)-diagonal if T ij = 0 whenever |i− j| > k.
If S and T are chaos matrices and, for all i, j = 0, 1, . . ., the series
∑∞
ν=0 S
i
νT
ν
j
is convergent in the strong operator topology to U ij in B(H
j ,Hi) then the
chaos matrix U = [U ij ] is the product ST of S and T . This product will exist
if, for example, either of S and T is (2k + 1)-diagonal for some k ∈ N.
The existence of ST does not necessarily imply the existence of T∗S∗.
Lemma 2.1 Let S and T be chaos matrices. If ST and T∗S∗ both exist
then (ST )∗ = T∗S∗.
Proof. If φ ∈ Hi and ψ ∈ Hj then
〈STψ, φ〉 =
∞∑
ν=0
〈
SiνT
ν
j ψ, φ
〉
=
∞∑
ν=0
〈
ψ, (T∗)jν(S
∗)νi φ
〉
=
〈
ψ, T∗S∗φ
〉
.
Let L(H) denote the set of linear transformations inH. To each chaos matrix
T corresponds T˜ in L(H) as follows. Let
D(T ) =
ψ ∈ H :
∑∞
j=0 T
i
jψ
j is convergent to ηi(ψ) ∈ Hi for all i
and
η(ψ) = (η0(ψ), η1(ψ), η2(ψ), . . .)t belongs to H
 .
Define T˜ by letting D(T˜ ) = D(T ) and putting
T˜ ψ = η(ψ) whenever ψ ∈ D(T )
Care must be taken at this point. If T is a chaos matrix and the product
chaos matrix T 2 exists it is not necessarily true that
D(T 2) = D(T˜ 2) = {ψ ∈ D(T˜ ) : T˜ψ ∈ D(T˜ )}.
It may be that ψ ∈ D(T 2) yet ψ 6∈ D(T ).
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The C∞-vectors of a chaos matrix T are
C∞(T ) =
{ ⋂∞
k=0D(T
k) if T k exists for k = 1, 2, . . .,
∅ otherwise.
A vector ϕ ∈ H is analytic for T if ϕ ∈ C∞(T ) and the complex power series
∞∑
k=0
‖T kϕ‖
k!
zk (8)
has non-zero radius of convergence r(ϕ) = r(ϕ, T ). Then A(T ) is the vector
space of analytic vectors of T and Ar(T ) = {ϕ ∈ A(T ) : r(ϕ) ≥ r} for
0 < r ≤ ∞.
Let T be a chaos matrix and let Tˆ belong to L(H). Then T is a chaos matrix
representation of Tˆ if
(i) D(Tˆ ) ⊂ D(T ); (ii) Tϕ = Tˆ ϕ whenever ϕ ∈ D(Tˆ ).
Thus T is a cmx representation of Tˆ if and only if Tˆ is an extension of T˜ . We
shall not consider operators with more than one chaos-matrix representation.
The number operator Nˆ in H has unique diagonal chaos-matrix representa-
tion
N = diag[0, I1, 2I2 . . . , jIj . . .],
where Ij is the identity transformation in Hj. Clearly D(N) = {ψ ∈ H :
(0, ψ1, 2ψ2, . . . , jψj , . . .)t ∈ H} = D(N˜) and N˜ = Nˆ .
A chaos matrix T is bounded if D(T ) = H and T˜ is bounded. Let Bcmx(H)
be the Banach space
Bcmx(H) = {T : T is a bounded chaos matrix for H}
with ‖T‖
def
== ‖T˜‖ whenever T ∈ Bcmx(H). The completeness of Bcmx(H)
follows from part (iii) of the following theorem.
Theorem 2.2 (i) Each Tˆ ∈ B(H) has a unique cmx representation T whose
entries are given by
T ijψ
j = (Tˆ ψj)i ψj ∈ Hj (9)
Moreover
∥∥T ij∥∥ ≤ ‖T‖ for all i, j = 0, 1, 2, . . ..
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(ii) A chaos matrix T is bounded if and only if D(T ) = H.
(iii) If T is a chaos matrix with H00 ⊂ D(T ) and T˜ is bounded then T is
bounded.
(iv) With the product and adjoint operations defined above Bcmx(H) is a
von Neumann algebra. The mapping T 7→ T˜ is an isometric algebraic ∗-
isomorphism from Bcmx(H) onto B(H).
Proof. (i) It follows from the definition that any cmx representation of Tˆ
satisfies (9). If ψj ∈ Hj then ‖(Tˆψj)i‖ ≤ ‖Tˆ ψj‖ ≤ ‖Tˆ‖ · ‖ψj‖ so that (9)
defines T ij ∈ B(H
j ,Hi). Therefore the chaos matrix T is well defined by (9).
Tˆ is bounded and if ψ ∈ H then
∑∞
j=0 T
j
i ψ
j =
∑∞
j=0(Tˆ ψ
j)i = (Tˆψ)i = ηi
where η = Tˆψ. Therefore D(T ) = H and T uniquely represents Tˆ .
(ii) If T is bounded then D(T ) = H by definition.
Suppose, conversely, that D(T ) = H. Define the linear transformation T˜ i :
H → Hi by
T˜ iψ =
∞∑
j=0
T ijψ
j =
∞∑
j=0
(T ij ◦ π
j)ψ = ηi
whenever ψ ∈ H. Since T ij ◦ π
j is bounded it follows from the uniform
boundedness principle that T˜ i ∈ B(H,Hi). It follows from the definition of
D(T ) that
∑∞
i=0 T˜
iψ is convergent to T˜ ψ for each ψ ∈ H and by the uniform
boundedness principle T˜ ∈ B(H).
(iii) The bounded linear operator T˜ has a unique extension Tˆ ∈ B(H). Since
H00 ⊂ D(T ) the operator T ij is defined by (9). Therefore T represents Tˆ and
D(T ) = H.
(iv) If S, T ∈ Bcmx(H) and ψj ∈ Hj then (T 0j ψ
j, T 1j ψ
j, · · · , T nj ψ
j , · · ·)t =
T˜ ψj ∈ H. Since D(S) = H
(S˜(T˜ ψj))i =
∞∑
ν=0
SiνT
ν
j ψ
j . (10)
Therefore the series converges for each ψj ∈ Hj . By the uniform boundedness
theorem
∑∞
ν=0 S
i
νT
ν
j is convergent in the strong operator topology to U
i
j in
B(Hj ,Hi). Therefore the product chaos matrix ST exists.
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It follows from (10) that, for ϕi ∈ Hi and ψj ∈ Hj ,〈
S˜T˜ ψj , ϕi
〉
=
〈
U ijψ
j , ϕi
〉
=
〈
(ST )ijψ
j, ϕi
〉
.
Therefore ST is the chaos matrix of S˜T˜ and S˜T = S˜T˜ .
If ψj ∈ Hj and ϕi ∈ Hi then〈
T˜ ψj, ϕi
〉
=
〈
T ijψ
j , ϕi
〉
=
〈
ψj, (T ij )
∗ϕi
〉
=
〈
ψj , (T∗)jiϕ
i
〉
=
〈
ψj, T˜∗ϕi
〉
.
It follows from (i) that T∗ is the cmx representation of (T˜ )∗ and (˜T∗) = (T˜ )∗.
The transformation T 7→ T˜ is clearly linear and is therefore an isometric ∗-
isomorphism from Bcmx(H) onto B(H).
Let B(H)so denote B(H) with the strong operator topology and let Bcmx(H)so
denote Bcmx(H) with the quotient topology induced by the ∗-isomorphism
T 7→ T˜ .
An operator process is a family Tˆ = {Tˆt : t ∈ [0, 1]} of linear operators. If Tˆt
is bounded for almost all t ∈ [0, 1] then Tˆ is regular. Two operator processes
Tˆ and Tˆ ′ are identified if Tˆt = Tˆ
′
t for almost all t ∈ [0, 1].
A chaos matrix process (cmx process) is a family T = {Tt : t ∈ [0, 1]} of chaos
matrices. If Tt is a bounded chaos matrix for almost all t ∈ [0, 1] then T is
regular. Two cmx processes T and T ′ are identified if Tt = T
′
t for almost all
t ∈ [0, 1].
A cmx process T is a cmx representation of an operator process Tˆ if Tt is a
cmx representation of Tˆt for almost all t ∈ [0, 1].
The integrands of the quantum semimartingales considered by Attal and
Meyer are regular processes Fˆ = {Fˆt : t ∈ [0, 1]} where Fˆt is a bounded oper-
ator in the Bose-Fock space H for each t ∈ [0, 1]. Since B(H) is non-separable
the measurability conditions on these integrands, defined with respect to the
strong operator topology on B(H), are too weak to ensure that Fˆ belongs
to one of the Bochner–Lebesgue spaces Lp([0, 1],B(H)). Nor are they strong
enough to ensure that Fˆ is Pettis integrable. The integrand Fˆ belongs instead
to one of the following Lebesgue spaces.
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If 1 ≤ p ≤ ∞ let Lp([0, 1],B(H)so) the normed vector space of processes
Fˆ : [0, 1]→ B(H) such that
(i) t 7→ Fˆtξ is measurable for each ξ in some dense subset of H;
(ii) t 7→
∥∥∥Fˆt∥∥∥ belongs to Lp([0, 1]),
with norm, ‖·‖p, given by
∥∥∥Fˆ∥∥∥
p
=

(∫ 1
0
∥∥∥Fˆt∥∥∥p dt) 1p , 1 ≤ p <∞,
sup
t∈[0,1]
∥∥∥Fˆt∥∥∥ , p =∞.
Suppose ξ and ξ(n) in H are such that
∥∥ξ − ξ(n)∥∥ < 1/2n. Then t 7→ Fˆtξ
and t 7→ Fˆtξ
(n) belong to the Bochner–Lebesgue space Lp([0, 1],H) and∥∥∥Fˆ q ξ − Fˆ q ξ(n)∥∥∥ < ∥∥∥Fˆ∥∥∥
p
/2n. Therefore
ˆˆ
F tξ
(n) converges to
ˆˆ
F tξ for almost
all t in [0, 1] [25, Theorem 3.11]. This means that (i) may be replaced by the
condition
(i)′ t 7→ Fˆtξ is measurable for each ξ in H.
Condition (i) is used rather than (i)′ because the measurability condition
on an integrand, Fˆ , of a quantum semimartingale is that t 7→ Fˆte(f) be
measurable whenever the exponential vector e(f) belongs to a given total set
of exponential vectors in H.
A process Fˆ satisfying (i)′ is strongly measurable. The composition of strongly
measurable processes is strongly measurable.
Corollary 2.3 If Fˆ , Gˆ : [0, 1] → B(H)) are strongly measurable then so is
Fˆ ◦ Gˆ : [0, 1]→ B(H), where (Fˆ ◦ Gˆ)t = Fˆt ◦ Gˆt.
Proof. If ξ ∈ H there exists a sequence ϕ(n) of H-valued step functions
such that Gˆtξ = limn→∞ ϕ
(n)
t almost everywhere. But t 7→ Fˆt ⊗ Gˆv
(n)
t is
measurable and converges almost everywhere to Fˆt⊗Gˆtξ so that t 7→ Fˆt⊗Gˆtξ
is measurable.
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Lemma 2.4 If 1 ≤ p ≤ ∞ then Lp([0, 1],B(H)so) is a Banach space.
Proof. We follow the line of argument in [25]. Suppose 1 ≤ p < ∞ and let
Fˆ (n) be a Cauchy sequence in 1 ≤ p ≤ ∞. By extracting a subsequence it
may be assumed that
∥∥∥Fˆ (m) − Fˆ (n)∥∥∥ < 1/2n whenever m > n. This implies
that Fˆ
(n)
t is norm convergent in B(H) to Fˆt for almost all t in [0, 1]. If ξ ∈ H
then Fˆ
(n)
t ξ is almost everywhere convergent to Fˆtξ and t 7→ Fˆtξ is measurable.
By Fatou’s lemma∫ 1
0
∥∥∥Fˆt − Fˆ (n)t ∥∥∥p dt ≤ lim inf
m→∞
∫ 1
0
∥∥∥Fˆ (m)t − Fˆ (n)t ∥∥∥ dt ≤ 12np, (11)
and t 7→
∥∥∥Fˆt − Fˆ (n)t ∥∥∥ belongs to Lp[0, 1]. Thus Fˆ − Fˆ (n) and therefore Fˆ
belong to Lp([0, 1],B(H)so). It follows from (11) that Fˆ (n) is norm convergent
to Fˆ so that Lp([0, 1],B(H)so) is a Banach space.
A straightforward argument shows that L∞([0, 1],B(H)so) is also a Banach
space.
We now define the integral of Fˆ ∈ Lp([0, 1],B(H)so) for 1 ≤ p ≤ ∞. It follows
from (ii) that t 7→
∥∥∥Fˆtξ∥∥∥ belongs to Lp[0, 1] and from (i)′ that t 7→ Fˆtξ belongs
to the Bochner–Lebesgue space Lp([0, 1],H) for each ξ ∈ H [6, II.2. Theorem
2]. Define the indefinite integral, I q (Fˆ ), of Fˆ by putting
It(Fˆ )ξ ≡
(∫ t
0
Fˆs ds
)
ξ
def
==
∫ t
0
Fˆsξ ds, ξ ∈ H, t ∈ [0, 1].
If η ∈ H then
|
〈
It(Fˆ )ξ, η
〉
| =
∣∣∣∣∫ t
0
〈
Fˆsξ, η
〉
ds
∣∣∣∣ ≤ ∫ t
0
∥∥∥Fˆs∥∥∥ ds ‖ξ‖ ‖η‖
≤ t
1
q
∥∥∥Fˆ∥∥∥
p
‖ξ‖ ‖η‖ .
This shows that the indefinite integral It(Fˆ ) belongs to B(H) with
∥∥∥It(Fˆ )∥∥∥ ≤
t1/q
∥∥∥Fˆ∥∥∥
p
.
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The vector space of cmx processes is denoted Lcmx(H). Define the Frechet
spaces
Lpcmx(H)so = {T ∈ Lcmx(H) : T
i
j ∈ L
p([0, 1],B(Hj,Hi)so)},
Lpcmx(H) = {T ∈ Lcmx(H) : T
i
j ∈ L
p([0, 1],B(Hj,Hi))},
1 ≤ p ≤ ∞,
with the topology defined by the seminorms X 7→
∥∥X ij∥∥p i, j = 0, 1, . . . where
‖·‖p is the norm on L
p([0, 1],B(Hj,Hi)so) defined above.
Thus a sequence S(n) in Lpcmx(H) is convergent to S in L
p
cmx(H) if (S
(n))ij is
convergent in Lp([0, 1],B(Hj,Hi)) to Sij for all i, j. A series S
(n) is summable
(absolutely summable) if the series (S(n))ij is summable (absolutely summable)
for each i, j.
Suppose p, q, r ∈ [1,∞] with 1/p + 1/q = 1/r. If X ∈ Lpcmx(H) and Y ∈
Lqcmx(H) then the formula
(X iνY
ν
j )t = Xt
i
νYt
ν
j
defines, for each ν ∈ N, a processX iνY
ν
j ∈ L
r([0, 1],B(Hj,Hi)). If
∑∞
ν=0X
i
νY
ν
j
converges to Z ij in L
r([0, 1],Bso(Hj ,Hi)) for each i, j ∈ N the cmx process Z
is the product of X and Y . We put Z = XY .
If 1 ≤ p ≤ ∞ define Lp([0, 1],Bcmx(H)so) to be the normed vector space of
cmx processes F such that
(i) t 7→ Ft ijξ
j is measurable for each ξj in a dense subset of Hj;
(ii) t 7→ ‖Ft‖ belongs to Lp[0, 1].
As in the case of processes of bounded operator condition (i) is equivalent to
(i)′ t 7→ Ft ijξ
j is measurable for each ξj in Hj .
We note the following inclusions between these spaces.
Proposition 2.5
(i) Lp([0, 1],Bcmx(H)so) is a closed subspace of Lpcmx(H)so.
(ii) Lp([0, 1],Bcmx(H)) is a closed subspace of Lpcmx(H).
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(iii) Lp([0, 1],Bcmx(H)) is a closed subspace of Lp([0, 1],Bcmx(H)so).
(iv) Lp([0, 1],B(H)) is a closed subspace of Lp([0, 1],B(H)so)
We also have the following correspondences between regular operator pro-
cesses and regular cmx processes.
If Xˆ ∈ Lp([0, 1],B(H)so) define the cmx process X by letting Xt be the cmx
representation of Xˆt whenever t ∈ [0, 1].
If X ∈ Lp([0, 1],Bcmx(H)so) define the operator process X˜ by putting X˜t =
(X˜t) whenever t ∈ [0, 1].
Proposition 2.6 If 1 ≤ p ≤ ∞ then the mapping Xˆ 7→ X is an isometric
isomorphism from
(i) Lp([0, 1],B(H)so) onto Lp([0, 1],Bcmx(H)so);
(ii) Lp([0, 1],B(H)) onto Lp([0, 1],Bcmx(H)).
Moreover X˜ = Xˆ.
The process X is the cmx representation of Xˆ.
The relationship between unbounded chaos matrices and the operators they
represent is not straightforward. The chaos matrices are a vector space for
entrywise addition and scalar multiplication while L(H) is not a vector space.
There are non-trivial chaos matrices which represent only the trivial opera-
tor with domain {0}. Although a chaos matrices always represents a linear
transformation not every linear transformation has a chaos matrix represen-
tation. Nor is the correspondence between a chaos matrix T and the operator
T˜ always one to one.
However under some conditions symmetric chaos matrices represent unbounded
essentially self-adjoint linear transformations.
If X is in Lpcmx(H)so then
∫ t
0
Xs ds is the cmx process with entries∫ t
0
Xs
i
j ds.
Theorem 2.7 Let X be a process in Lp([0, 1],Bcmx(H)so) where 1 ≤ p ≤ ∞.
If 1/p+ 1/q = 1 and i, j = 0, 1, 2, . . . then, for 0 ≤ t ≤ 1,
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(i) X ij ∈ L
p([0, 1],B(Hj,Hi)so) with
∥∥X ij∥∥p ≤ ‖X‖p.
(ii) The linear transformation Yt
i
j defined by the formula
Yt
i
jψ =
∫ t
0
Xu
i
jψ du, ψ ∈ H
j ,
belongs to B(Hj ,Hi) and ‖Yt ij‖ ≤ t
1/q
∥∥X ij∥∥p ≤ t1/q ‖X‖p.
(iii) The series
∑∞
j=0 Yt
i
jψ
j is convergent for each ψ ∈ H.
(iv) The chaos matrix Yt with entries Yt
i
j is bounded with ‖Yt ‖ ≤ t
1/q ‖X‖p.
(v) If ψ ∈ H then
Y˜tψ =
∫ t
0
X˜uψ du.
Proof. (i) If ψ ∈ Hj then Xu ijψ = π
iX˜uψ. Since π
i is continuous and
u 7→ X˜uψ is measurable it follows that u 7→ Xu ijψ is measurable. The norm
bound follows from the fact that
∥∥Xu ij∥∥ ≤ ‖Xu‖ for all u ∈ [0, 1].
(ii)
∥∥∥∥∫ t
0
Xu
i
jψ du
∥∥∥∥ ≤ ∫ t
0
∥∥Xu ijψ∥∥ du ≤ ∫ t
0
∥∥Xu ij∥∥ du ‖ψ‖ ≤ t 1q ‖X‖p ‖ψ‖
(iii) If ϕ ∈ H00 then, interchanging finite sums and integrals,∥∥∥∥∥
∞∑
j=0
Yt
i
jϕ
j
∥∥∥∥∥ =
∥∥∥∥∥
∫ t
0
∞∑
j=0
Xu
i
jϕ
j du
∥∥∥∥∥
=
∥∥∥∥∫ t
0
(X˜uϕ)
i du
∥∥∥∥
=
∥∥∥∥∥
(∫ t
0
X˜uϕdu
)i∥∥∥∥∥
≤
∫ t
0
∥∥∥X˜u∥∥∥ du ‖ϕ‖
≤ t
1
q ‖X‖p ‖ϕ‖ .
Thus the series
∑∞
j=0 Yt
i
jψ
j satisfies the Cauchy condition for convergence.
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(iv) If ψ ∈ H and ψ(n) = (ψ0, ψ1, . . . , ψn, 0, . . .) then∥∥∥∥∥
n∑
j=0
Xu
i
jψ
j
∥∥∥∥∥ = ∥∥∥(X˜uψ(n))i∥∥∥ ≤ ∥∥∥(X˜u∥∥∥ · ∥∥ψ(n)∥∥ ≤ ∥∥∥(X˜u∥∥∥ · ‖ψ‖ .
By the dominated convergence theorem∫ t
0
(
∞∑
j=0
Xu
i
jψ
j
)
du =
∞∑
j=0
∫ t
0
Xu
i
jψ
j du =
∞∑
j=0
Yt
i
jψ
converges to ηi in Hi. If φ ∈ H then
∞∑
i=0
|
〈
ηi, φi
〉
| =
∞∑
i=0
∣∣∣∣∫ 〈Xu ijψj , φi〉 du∣∣∣∣
=
∞∑
i=0
∣∣∣∣∫ 〈(X˜uψ)i, φi〉 du∣∣∣∣ (12)
≤ ‖ψ‖ · ‖φ‖
∫ t
0
‖Xu‖ du,
where the inequality follows from the dominated convergence theorem and
the Cauchy–Schwarz inequality
∞∑
i=0
|
〈
(X˜uψ)
i, φ
〉
| ≤
∥∥∥X˜uψ∥∥∥ · ‖φ‖ ≤ ‖Xu‖ · ‖ψ‖ · ‖φ‖ .
This shows that D(Yt) = H and Yt is bounded with ‖Yt‖ ≤ t1/q ‖X‖p.
(v) It follows from (12) and the dominated convergence theorem that〈
Y˜tψ, φ
〉
=
∫ t
0
〈
X˜uψ, φ
〉
du =
〈∫ t
0
X˜uψ du, φ
〉
If K is a complex Hilbert space with chaos decomposition K =
⊕∞
j=0K
j the
forgoing analysis above may be carried out with B(H), Bcmx(H),... replaced
by B(H,K), Bcmx(H,K),....
We shall only consider two chaos decompositions in this article:
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1. Complex Hilbert sequence space ℓ2. This is the direct sum of one-dimensional
Hilbert spaces. In this case chaos matrices are called scalar matrices.
The scalar matrices have a partial ordering: κ ≺ ν if κij ≤ ν ij for all i, j.
2. Boson Fock space. Let Ht]
j = L2sym([0, t]
j) be the Hilbert space of totally
symmetric square-integrable functions on [0, t]j and let
Ht]
def
== H0 ⊕ Ht]
1 ⊕ · · · ⊕ Ht]
j ⊕ · · · . (13)
Then Ht is the Boson Fock space over L
2[0, t] often denoted F+(L
2[0, t]).
This is one of several equivalent representations of F+(L
2[0, t]). The chaos
decomposition (13) is the Fock decomposition and will be used throughout
this article. If t = 1 put h = H1] H
j = H1]
j
If g ∈ L2[0, 1] let ej(g) = (j!)−1/2g ⊗ · · · ⊗ g ∈ Hj. It is an easy consequence
of the Stone-Weierstrass theorem that E j, the linear span of {ej(g) : g ∈
L2[0, 1]} is dense in Hj . The exponential vector e(g) ∈ H is defined by
e(g)
def
== (1, e1(g), e2(g), · · · , ej(g), · · ·)t = (1, g,
g⊗2
(2!)1/2
, · · · ,
g⊗j
(j!)1/2
, · · ·)t.
The exponential domain, ES, S ⊂ L2[0, 1] is the linear span of {e(g) : g ∈ L}.
When S = L2[0, 1] then we put ES = E .
The Bose–Fock spaces H(t =
⊕∞
j=0H(t
j, with H(t
j = L2sym((0, 1]
j) are simi-
larly defined.
Both Ht] and H(t are subspaces of H and H can be identified with Ht] ⊗ H(t.
There is a unitary map U = Ut : Ht]⊗H(t → H such that, whenever g ∈ L
2[0, t]
and h ∈ L2(t, 1],
U(e(g)⊗ e(h)) = e(g + h).
For each linear transformation Tˆt] in Ht] whose domain contains the expo-
nential domain generated by L2[0, t] the formula Tˆt = U ◦ (Tˆt] ⊗ Iˆ(t) ◦ U−1
defines a linear operator in H, the ampliation of Tt].
In order to describe ampliation in terms of chaos matrices we briefly review
the construction of general Bose-Fock space over a complex Hilbert space H .
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Let H0 = C and let Hj = H ⊗ · · · ⊗H the j-fold tensor product of H with
itself. The Fock space of H is
F(H) =
∞⊕
j=0
Hj .
Let Sj be the group of permutations of {1, 2, . . . , j}. There is a unique
orthogonal projection P in F(H) such that
P (f1 ⊗ · · · ⊗ fj) = (j!)
−1
∑
σ∈Sj
fσ1 ⊗ · · · ⊗ fσj
whenever f1, . . . , fj ∈ H . The Bose–Fock space F+(H) is defined by
F+(H) = PF(H).
If H = F+(H) and Hj = PHj then the Fock decomposition
H = H0 ⊕H1 ⊕ · · · ⊕ Hj ⊕ · · ·
is a chaos decomposition of H. The exponential vector of h ∈ h is
e(h) = 1⊕ h⊕
h(2)
(2!)1/2
⊕ · · · ⊕
h(j)
(j!)1/2
⊕,
where h(j) = h ⊗ · · · ⊗ h, the j-fold tensor product of h with itself. The set
{e(h) : h ∈ H} of exponential vectors is total and linearly independent. If
h1, . . . , hj ∈ H then P (h1 ⊗ · · · ⊗ hj) is in the linear span of {h(j) : h ∈ H}.
It follows that {h(j) : h ∈ H} is a total subset of Hj .
Suppose H = H1 ⊕ H2 is the direct sum of orthogonal subspaces H1 and
H2 and let H1 and H2 be the corresponding Bose–Fock spaces. There is a
unique unitary transformation U from H1 ⊗H2 onto H such that
U(e(h1)⊗ e(h2)) = e(h1 + h2) whenever h1 ∈ H1 and h2 ∈ H2. (14)
For i = 1, 2 letHi =
⊕∞
j=0Hi
j be the Fock decomposition. Then H1j−r⊗H2r
may be regarded as a subspace of F(H)j by putting
h
(j−r)
1 ⊗ h
(r)
2 =
j−r times︷ ︸︸ ︷
h1 ⊗ · · · ⊗ h1⊗
r times︷ ︸︸ ︷
h2 ⊗ · · · ⊗ h2
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whenever hi ∈ H1. For α ∈ H1j−r and β ∈ H2r define α⊗symβ = P (α⊗β) and
put H1j−r ⊗sym H2r = P (H1j−r ⊗H2r). The vectors {h1(j−r) ⊗sym h2(r) : h1 ∈
H1, h2 ∈ H2} are total in H1j−r ⊗sym H2r. The subspaces {H1j−r ⊗sym H2r :
0 ≤ r ≤ j} of H are orthogonal.
Proposition 2.8
(i) Hj =
j⊕
r=0
(
H1
j−r ⊗sym H2
r
)
and is the closed linear span of the vectors
ψj = αj⊗symβ
0+· · ·+αj−r⊗symβ
r · · ·+α0⊗symβ
j, αj−r ∈ H1
j−r, βr ∈ H2
r.
(ii) U(H1
j−r ⊗H2
r) = H1
j−r ⊗sym H2
r.
(iii) U(αj−r ⊗ βr) =
(
j
r
) 1
2
αj−r ⊗sym β
r.
Proof. If h1 ∈ H1, h2 ∈ H2 and a, b ∈ R then, by (14),
U(e(ah1)⊗ e(bh2)) = U
(
∞∑
j=0
j∑
r=0
aj−rbr
h
(j−r)
1 ⊗ h
(r)
2
((j − r)!r!)1/2
)
=
∞∑
j=0
(ah1 + bh2)
(j)
(j!)1/2
.
Since P ((ah1 + bh2)
(j)) = (ah1 + bh2)
(j),
U
(
j∑
r=0
aj−rbr
h
(j−r)
1 ⊗ h
(r)
2
((j − r)!r!)1/2
)
=
(ah1 + bh2)
(j)
(j!)1/2
(15)
=
j∑
r=0
aj−rbr
(
r
j
)
h
(j−r)
1 ⊗ h
(r)
2
=
j∑
r=0
aj−rbr
(
r
j
)
h
(j−r)
1 ⊗sym h
(r)
2 (16)
The vectors on the right hand side of Equation (15) are total in Hj so that
(i) follows from (16). Parts (ii) and (iii) follow from equating the coefficients
of aj−rbr in (15) and (16).
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A subspace S of L2[0,∞] is admissible if
(i) χ[0,t]g belongs to S for all t ∈ [0, 1] whenever g ∈ S;
(ii) S + iS is dense in L2[0, 1],
Hudson and Parthasarathy [11] use for their integrands processes of oper-
ators whose domains contain ES for some fixed admissible subspace S of
L2[0, 1]. Fortunately, with these domain restrictions the correspondence be-
tween chaos matrix T and linear transformation T˜ is one to one.
Lemma 2.9 Let Tˆ be a linear transformation in H with ES ⊂ D(Tˆ ) for
some admissible subspace S of L2[0, 1]. If T is a chaos matrix representation
of Tˆ then for each g ∈ S, the sum
∞∑
j=0
T ije
j(g) (17)
is absolutely convergent in Hi for i = 0, 1, 2, . . ..
Consequently T is the only chaos matrix representation of Tˆ .
Proof. Since S is a complex vector space e(zg) is in ES whenever g ∈ S
and z ∈ C. Now ej(zg) = zje(g) so that the power series
∑∞
j=0 z
jT ije
j(g) is
convergent, and therefore absolutely convergent, in Hi for all z ∈ C.
If S is a cmx representation of Tˆ then
∑∞
j=0 z
jT ije
j(g) =
∑∞
j=0 z
jSije
j(g) for
all z ∈ C. Therefore Sije
j(g) = T ije
j(g) for all g ∈ S. Since S is admissible
S + iS is dense in L2[0, 1] and E jS = {e
j(g) : g ∈ S} is total in Hj. The
bounded operators Sij and T
i
j agree on E
j
S and therefore S
i
j = T
i
j . Therefore
S = T and T is the only cmx representation of Tˆ .
Similar considerations apply to the chaos decompositions of Ht] and H(t and
the corresponding exponential domains Et] and E(t.
3 Basic Processes
In quantum stochastic analysis the basic integrators have particularly simple
cmx representations: diagonal, subdiagonal and superdiagonal. This and
Lemma 2.9 make feasible a chaos matrix based theory of quantum stochastic
integration compatible with the Hudson–Parthasarathy theory.
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If J ∈ B(L2(R+)) define Λ(J)
j
j in B(H
j) by putting Λ(J)00 = 0 and
(Λ(J)jjψ)(x1, . . . , xj) =
j∑
ν=1
(Jνψ)(x1, . . . , xj),
whenever ψ ∈ Hj , j = 1, 2, . . .. In this formula Jν acts on ψ by fixing
all variables other than xν and then applying J . The theory of Lebesgue
integration shows that Jν is in B(H) with ‖Jν‖ = ‖J‖ for j = 1, 2, . . . and
ν = 1, . . . , j. Therefore Λ(J)jj is well defined with ‖Λ(J)
j
j‖ = j ‖J‖.
The second quantisation of J [5, §5.2.1] is represented by the chaos matrix
Λ(J) = diag[0,Λ(J)11,Λ(J)
2
2,Λ(J)
3
3, . . .].
If J is self-adjoint then Λ(J)jj is self-adjoint for all j ∈ N and Λ(J)
∗ = Λ(J).
If f ∈ L2[0, 1] define the adjoint pair, a(f)jj+1 in B(H
j+1,Hj) and a†(f)j+1j in
B(Hj,Hj+1), by putting
(a(f)jj+1ψ)(x1, . . . , xj) = (j + 1)
1/2
∫ 1
0
f(s)ψ(x1, . . . , xj, s) ds,
(a†(f)j+1j ϕ)(x1, . . . , xj+1) = (j + 1)
−1/2
j+1∑
ν=1
f(xν)ϕ(x1, . . . , xˆν , . . . , xj+1),
whenever, j = 1, 2, . . ., ψ ∈ Hj+1 and ϕ ∈ Hj. The ‘hat’ over xν in the above
formula suppresses xν . Then∥∥a(f)jj+1∥∥ = (j + 1)1/2 ‖f‖ , ∥∥a†(f)j+1j ∥∥ = (j + 1)1/2 ‖f‖ , (18)
and the chaos matrices
0 a(f)0
1
0 0 . . .
0 0 a(f)1
2
0 . . .
0 0 0 a(f)2
3
. . .
...
...
...
...
. . .
,

0 0 0 0 . . .
a†(f)1
0
0 0 0 . . .
0 a†(f)2
1
0 0 . . .
0 0 a†(f)3
2
0 . . .
...
...
...
...
. . .

represent, respectively, the annihilation and creation operators a(f) and
a†(f) on D(N1/2) [5, §5.2.1]. The same symbols a(f) and a†(f) denote the
matrices above and the operators they represent.
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If f is in L∞[0, 1] and j ∈ N ∪ {0} then, for ψ ∈ Hj+1 and ϕ ∈ L2([0, 1],Hj),
the formulae
∇(f)jj+1(ψ)(s)(x1, . . . , xj) = (j + 1)
1
2ψ(x1, . . . , xj, s)f(s),
S(f)j+1j (ϕ)(x1, . . . , xj+1) = (j + 1)
− 1
2
j+1∑
k=1
f(xk)ϕ(xk)(x1, . . . , xˆk, . . . , xj+1),
define an adjoint pair of bounded linear transformations
∇(f)jj+1 : H
j+1 → L2([0, 1],Hj), S(f)j+1j : L
2([0, 1],Hj)→ Hj+1.
A simple calculation shows that∥∥∇(f)jj+1∥∥ = (j + 1)1/2 ‖f‖∞ , ∥∥S(f)j+1j ∥∥ = (j + 1)1/2 ‖f‖∞ . (19)
The chaos matrices

0 ∇(f)0
1
0 0 . . .
0 0 ∇(f)1
2
0 . . .
0 0 0 ∇(f)2
3
. . .
...
...
...
...
. . .
 ,

0 0 0 0 . . .
S(f)1
0
0 0 0 . . .
0 S(f)2
1
0 0 . . .
0 0 S(f)3
2
0 . . .
...
...
...
...
. . .
, (20)
represent ∇(f), the gradient operator, and S(f), the Hitsuda–Skorohod op-
erator, on D(N1/2) [14, §1.]. We dispense with the ”ˆ” denoting operator
and let ∇(f) and S(f) stand for the matrices and for the operators they
represent. Similarly we write N for the number operator.
It follows from (19) that (N +1)−1/2∇(f) and S(f)(N +1)−1/2 are bounded
in norm by ‖f‖∞.
If t ∈ [0, 1] then
∇t
def
== ∇(χ[0,t]), St
def
== S(χ[0,t]
We will sometimes write ∇(f)(s)ϕ for (∇(f)ϕ)(s) and ∇t(s)ϕ for ∇t(ϕ)(s).
The operators ∇(f) and S(f) are formally adjoint [14]. This is reflected in
(21) below. The identity (23) is the key to the quantum Ito formula.
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Proposition 3.1 Let f, g ∈ L2[0, 1]. If ψ, θ ∈ L2([0, 1],Hj), φ ∈ L2([0, 1],Hj+1)
and ϕ ∈ Hj+1 then
〈S(f)ψ, ϕ〉 =
∫ 1
0
〈ψ(s),∇(f)(s)ϕ〉 ds = 〈ψ,∇(f)ϕ〉 ; (21)∫ 1
0
〈S(f)ψ, φ(u)〉 du =
∫ 1
0
∫ 1
0
〈ψ(s),∇(f)(s)φ(u)〉 du ds; (22)
〈S(f)ψ,S(g)θ〉 =
∫ 1
0
∫ 1
0
〈
∇(f)(u)ψ(s),∇(g)(s)θ(u)
〉
du ds
+
∫ 1
0
〈f(s)ψ(s), g(s)θ(s)〉 . (23)
Proof. For each s ∈ [0, 1] the functions ψ(s) and ϕ are completely symmetric.
Therefore 〈S(f)ψ, ϕ〉 equals
(j + 1)−
1
2
j+1∑
k=1
∫ 1
0
f(xk)ψ(xk)(x1, . . . , xˆk, . . . , xj+1)ϕ(x1, . . . , xj+1) dx
= (j + 1)
1
2
∫ 1
0
∫
[0,1]j
ψ(s)(y1, . . . , yj)ϕ(y1, . . . , yj, s)f(s)dy ds
=
∫ 1
0
〈ψ(s),∇(f)(s)ϕ〉 ds,
where dx = dx1 . . . dxj+1 and dy = dy1 . . . dyj, proving (21). This leads
immediately to (22). To prove (23) note that (j + 1) 〈S(f)ψ,S(g)θ〉 is equal
to
j+1∑
k,l=1
∫
[0,1]j+1
f(xk)ψ(xk)(x1, . . . , xˆk, . . . , xj+1)g(xl)θ(xl)(x1, . . . , xˆl, . . . , xj+1) dx
=
j+1∑
k 6=l=1
∫
[0,1]j+1
f(xk)ψ(xk)(x1, . . . , xˆk, . . . , xj+1)g(xl)θ(xl)(x1, . . . , xˆl, . . . , xj+1) dx
+
j+1∑
k=1
∫
[0,1]j+1
f(xk)ψ(xk)(x1, . . . , xˆk, . . . , xj+1)g(xk)θ(xk)(x1, . . . , xˆk, . . . , xj+1) dx
= (j + 1)
∫ 1
0
∫ 1
0
〈
∇(f)(u)ψ(s),∇(g)(s)θ(u)
〉
du ds + (j + 1)
∫ 1
0
〈f(s)ψ(s), g(s)θ(s)〉 .
The proof of (22) yields the following corollary.
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Corollary 3.2 If f ∈ L∞[0, 1] and j ∈ N ∪ {0} then(
∇(f)jj+1
)∗
= S(f)j+1j .
If Ψ is one of the basic matrices Λ(f), a(f), a†(f), ∇(f) and S(f) then Ψ
is tridiagonal. Therefore, the product chaos matrices ΨT and TΨ exist for
each chaos matrix T . For example the formulae
((∇(f)T )i−1j ψ)(s)(x1, . . . , xi−1) = (∇(f)
i−1
i (s)T
i
jψ)(x1, . . . , xi−1);
((T∇(f))ijψ)(s)(x1, . . . , xi) = (T
i
j−1(∇(f)
j−1
j ψ)(s))(x1, . . . , xi),
whenever ψ ∈ Hj define the products (composition) of the chaos matrices
∇(f)T and T∇(f). The other products are similarly defined.
4 Adaptedness
Let Tˆ = {Tˆt : t ∈ [0, 1]} be a process of operators in L(H) which is adapted
in the sense of Hudson and Parthasarathy [11, Definition 3.1]. Then Tˆt is
the ampliation of an operator Tˆt] in L(Ht]) for all t. A possible definition of
adaptedness for a cmx process T would be that the corresponding operator-
valued process T˜ be adapted. Our proof of the quantum Ito formula for
cmx semimartingales requires a more intrinsic definition of adaptedness and,
in particular, a description of ampliation in terms of chaos matrices. This
intrinsic definition is shown to be compatible with the Hudson-Parthasarathy
definition.
For each t ∈ [0, 1] there is a unique unitary U = Ut : Ht] ⊗ H(t −֒→ H
satisfying
U(e(gt])⊗ e(g(t)) = e(gt] + g(t) ∀ g ∈ L
2[0, 1] (24)
where gt] = χ[0,t]g and g(t = χ(t,1]g. The map Ut is natural and defined at the
algebraic level:
E = Ut(Et]⊗E(t)
where E , Et] and E(t are the exponential domains of H, Ht] and H(t respectively
and ‘⊗’ denotes algebraic tensor product.
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For the rest of this section fix t ∈ [0, 1] and put U = Ut. Let Tˆt] be a
linear transformation in Ht] with domain D(Tˆt]). The ampliation of Tˆt] to
U[D(Tt])⊗H(t] is the linear transformation Tˆt
def
== U◦ (Tˆt]⊗Iˆ(t) ◦U
−1. Thus for
α ∈ D(Tˆt]) and β ∈ H(t
TˆU[α⊗ β] = U[(Tˆt]α)⊗ β].
Any extension of Tˆt is said to be an ampliation of Tˆt].
If Tˆt] is bounded with cmx representation Tt] there is a unique bounded chaos
matrix Tt such that T˜t is an ampliation of Tˆt] to H. Therefore the entries of Tt
may be represented in terms of the entries of Tt]. To find this representation
we use the deconstruction of U described in Proposition 2.8.
It follows from Proposition 2.8 that if α ∈ Hj−rt] and β ∈ H
r
(t then
U(α⊗ β) =
(
j
r
) 1
2
α⊗sym β. (25)
Moreover Hj is the closed linear span of all vectors of the form
ψj = αj ⊗sym β
0 ⊕ · · · ⊕ αj−r ⊗sym β
r ⊕ · · · ⊕ α0 ⊗sym β
j, (26)
where αj−r ∈ Hj−rt] and β
r ∈ Hr(t.
If α, γ ∈ Hi−rt] and β, δ ∈ H
r
(t then
‖α⊗ β‖ = ‖U(α⊗ β)‖ =
(
i
r
) 1
2
‖α⊗sym β‖ ,
and, by polarisation,(
i
r
)
〈α⊗sym β, γ ⊗sym δ〉 = 〈α, γ〉 〈β, δ〉 .
This implies that if S ∈ B(Hj−rt] ,H
i−r
t] ) then(
i
r
)
〈(Sα)⊗sym β, γ ⊗sym δ〉 =
(
j
r
)〈
α⊗sym β, (S
∗γ)⊗sym δ
〉
, (27)
whenever α ∈ Hj−rt] , γ ∈ H
i−r
t] and β, δ ∈ H
r
(t.
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Define S ⊗sym Ir(t in B(H
j−r
t] ⊗sym H
r
(t,H
i−r
t] ⊗sym H
r
(t), where I
r
(t is the identity
in Hr(t, by putting
(S ⊗sym I
r
(t)(α⊗sym β) = (Sα)⊗sym β
whenever α ∈ Hj−rt] and β ∈ H
r
(t. It follows from (25) that
S ⊗sym I
r
(t =
(
i
r
)− 1
2
(
j
r
) 1
2
U(S ⊗ Ir(t)U
−1. (28)
We obtain following lemma directly from (27).
Lemma 4.1 If S ∈ B(Hj−rt] ,H
i−r
t] ) then(
i
r
)
(S ⊗sym I
r
(t)
∗ =
(
j
r
)
(S∗ ⊗sym I
r
(t). (29)
Theorem 4.2 Let Tt] be a chaos matrix for Ht] and let Tt be the chaos
matrix whose entries are defined by the formula
Tt
i
j =
i∧j⊕
r=0
(
i
r
) 1
2
(
j
r
)− 1
2
(Tt]
i−r
j−r ⊗sym I
r
(t) =
i∧j⊕
r=0
U ◦ (Tt]
i−r
j−r ⊗ I
r
(t) ◦ U
−1.(30)
Then
(i) U[D(Tt])⊗H(t] ⊂ D(Tt);
(ii) T˜t is an ampliation of T˜t] on U[D(Tt])⊗H(t].
Proof. If α ∈ D(Tt]) and β ∈ H(t then ηi = (T˜t]α)i =
∑∞
j=0 Tt]
i
jα
j where the
sum is convergent in Hi. Moreover η = (η0, η1, . . . , ηi, . . .)t ∈ H. Therefore
(
(T˜t]α)⊗ β
)i
=
i⊕
r=0
(Tt]α)
i−r ⊗ βr
=
i⊕
r=0
∞∑
j=0
(Tt]
i−r
j α
j)⊗ βr
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=
i⊕
r=0
∞∑
j=r
(Tt]
i−r
j−rα
j−r)⊗ βr
=
∞∑
j=0
i∧j⊕
r=0
(Tt]
i−r
j−rα
j−r)⊗ βr
=
∞∑
j=0
i∧j⊕
r=0
(Tt]
i−r
j−r ⊗ I
r
(t)(α⊗ β).
These sums are all convergent in Ht] ⊗ H(t. Therefore(
U[(T˜t]α)⊗ β]
)i
= U([(T˜t]α)⊗ β]
i)
=
∞∑
j=0
i∧j⊕
r=0
U
[
(Tt]
i−r
j−r ⊗ I
r
(t)(α⊗ β)
]
=
∞∑
j=0
i∧j⊕
r=0
(
i
r
) 1
2
(
j
r
)− 1
2
(Tt]
i−r
j−r ⊗symI
r
(t)U[(α⊗ β)](31)
=
∞∑
j=0
Tt
i
j(U[α⊗ β])
j. (32)
Equation (31) follows from (28) and the sums are all convergent in Hi. Now
∞⊕
i=0
(
(T˜t]α)⊗ β
)i
=
∞⊕
i=0
i⊕
r=0
(T˜t]α)
i−r ⊗ βr
=
∞⊕
r=0
∞⊕
i=r
(T˜t]α)
i−r ⊗ βr
=
∞⊕
r=0
∞⊕
i=0
(T˜t]α)
i ⊗ βr
which is convergent in Ht]⊗H(t to (T˜t]α)⊗ β. Therefore
∞⊕
i=0
U
[(
(T˜t]α)⊗ β
)i]
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is convergent in H. It follows from (32) that U[α ⊗ β] belongs to D(Tt),
proving (i), and also that
U
[
(T˜t]α)⊗ β
]
= T˜tU[α⊗ β].
Therefore T˜t agrees with the ampliation of Tt] on D(Tt])⊗H(t, proving (ii).
We define the ampliation of Tt] to be chaos matrix Tt defined by formula (30).
In this case we write
Tt = Tt] ⊗sym I(t.
Note that Tt is (2k + 1)-diagonal whenever Tt] is (2k + 1)-diagonal.
A cmx process T is adapted if for each t ∈ [0, 1] there exists a chaos matrix
Tt] such that Tt is the ampliation of Tt] for each t ∈ [0, 1].
It was shown in Theorem 2.2 (ii) that the map T 7→ T˜ is an isometric
isomorphism from Bcmx(Ht]) onto B(Ht]) for each t ∈ [0, 1]. This leads to the
following corollaries.
Corollary 4.3 Let Tt be a bounded chaos matrix. Then Tt is the ampliation
of Tt] ∈ Bcmx(Ht]) if and only if T˜t is the ampliation of T˜t].
Corollary 4.4 T = {Tt : t ∈ [0, 1]} is a regular adapted cmx process if and
only T˜ = {T˜t : t ∈ [0, 1]} is a regular adapted operator process.
Using the gradient operator ∇
def
== ∇(χ[0,1]) we give a characterisation of
ampliation which is significantly easier to use in computation than (30).
In what follows ∇(s)(ψ) denotes (∇(ψ))(s) whenever ψ ∈ D(N1/2).
Let Mjj−r, j ≥ r be the set of strictly monotone functions π : {1, 2, . . . , j −
r} → {1, 2, . . . , j} and if π ∈Mjj−r let πˇ be the unique function in C
j
r whose
image is disjoint from that of π. Note that |Mjr| = |M
j
j−r| =
(
j
r
)
.
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Lemma 4.5 If α ∈ Hj−rt] , β ∈ H
r
(t and s1, . . . , sr ∈ (t, 1] then
∇(s1)(α⊗sym β) =
r
1
2
j
1
2
α⊗sym ∇(s1)β; (33)
∇(s1) · · ·∇(sr)(α⊗sym β) =
(
j
r
)− 1
2
(α⊗sym 1)β(s1, . . . , sr), (34)
where 1 is the unit in H0(t = H
0 = C.
Proof.
∇(s1)(α⊗sym β)(x1, . . . , xj−1)
= j
1
2
(
j
r
)−1 ∑
pi∈M
j
j−r
πˇr=j
α(xπ1 · · ·xπj−r)β(xπˇ1 · · ·xπˇr−1, s1)
= j
1
2
(
j
r
)−1 ∑
π∈Mj−1j−r
α(xπ1 · · ·xπj−r)β(xπˇ1 · · ·xπˇr−1, s1)
=
j
1
2
r
1
2
(
j
r
)−1 ∑
π∈Mj−1j−r
α(xπ1 · · ·xπj−r)(∇(s1)β)(xπˇ1 · · ·xπˇr−1)
=
j
1
2
r
1
2
(
j
r
)−1(
j − 1
r − 1
)
(α⊗sym ∇(s1)β)(x1, . . . , xj−1)
=
r
1
2
j
1
2
(α⊗sym ∇(s1)β)(x1, . . . , xj−1),
proving (33). Repeated applications of (33) give (34).
Theorem 4.6 A chaos matrix Tt for H is the ampliation of a chaos matrix
Tt] for Ht] if and only if, for each s ∈ (t, 1],
(i) Tt∇(s) = ∇(s)Tt and (ii) T
∗
t ∇(s) = ∇(s)T
∗
t . (35)
In this case, if i, j ∈ N, then
Tt]
i
j = χ[0,t]jTt
i
jχ[0,t]i. (36)
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Proof. If Tt is the ampliation of Tt] and α
j−r ∈ Hj−rt] and β
r ∈ Hr(t then
∇(s)Tt
i
j(α
j−r ⊗sym β
r) =
(
i
r
) 1
2
(
j
r
)− 1
2
∇(s)(Tt]
i−r
j−rα
j−r ⊗sym β
r)
=
(r
i
) 1
2
(
i
r
) 1
2
(
j
r
)− 1
2
(Tt]
i−r
j−rα
j−r ⊗sym ∇(s)β
r)
=
(
r
j
) 1
2
(
i− 1
r − 1
) 1
2
(
j − 1
r − 1
)− 1
2
(Tt]
i−r
j−rα
j−r ⊗sym ∇(s)β
r)
=
(
r
j
) 1
2
Tt
i−1
j−1(α
j−r ⊗sym ∇(s)β
r)
= Tt
i−1
j−1∇(s)(α
j−r ⊗sym β
r).
It follows by linearity that Tt
i−1
j−1∇(s)ψ
j = ∇(s)Tt ijψ
j almost everywhere for
all ψj of the form (26). Since such ψj are total in Hj the identity (35)(i) is
valid.
It follows from (28) and definition (30) that T∗t is the ampliation of T
∗
t] .
Therefore the identity (35)(ii) is also valid.
Suppose conversely that Tt satisfies the identities (35) (i) and (ii) and define
Tt] by (36). If α
j−r ∈ Hj−rt] and β
r ∈ Hr(t and i ≥ j then
∇(s1) · · ·∇(sr)Tt
i
j(α⊗sym β) = Tt
i−r
j−r∇(s1) · · ·∇(sr)(α⊗sym β)
=
(
j
r
)− 1
2
Tt
i−r
j−r(α⊗sym 1)β(s1, . . . , sr),
=
(
j
r
)− 1
2
(Tt]
i−r
j−rα⊗sym 1)β(s1, . . . , sr),
=
(
i
r
) 1
2
(
j
r
)− 1
2
∇(s1) · · ·∇(sr)(Tt]
i−r
j−rα⊗sym β).
The third equality is valid since ∇(s)Tt
i−r
j−r(α⊗sym 1) = 0 whenever s ∈ (t, 1].
Therefore
Tt
i
j =
j∑
r=0
(
i
r
) 1
2
(
j
r
)− 1
2
(Tt]
i−r
j−r ⊗sym I
r
(t) (37)
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whenever i ≥ j. Now put St = Tt ∗, apply (37) to St, take adjoints and use
(29) to give
Tt
j
i = (S
i
j)
∗ =
i∑
r=0
(
i
r
) 1
2
(
j
r
)− 1
2
(St]
i−r
j−r ⊗sym I
r
(t)
∗
=
i∑
r=0
(
j
r
) 1
2
(
i
r
)− 1
2
((St]
i−r
j−r)
∗ ⊗sym I
r
(t)
=
i∑
r=0
(
j
r
) 1
2
(
i
r
)− 1
2
(S∗t]
j−r
i−r ⊗sym I
r
(t)
=
i∑
r=0
(
j
r
) 1
2
(
i
r
)− 1
2
(Tt]
j−r
i−r ⊗sym I
r
(t).
Thus Equation (37) is valid for all i, j and Tt is the ampliation of Tt] defined
by Formula (30).
The characterisation (35) does not transfer directly to operators T˜ since there
is no guarantee that the product operators ∇(s)T˜t exist on the domain of
∇(s) even when T˜t is bounded. At the formal level it is closely related to the
extended definition of adaptedness given by Attal [2, §I.1.2].
It is also related to [?, Definition 4.3.] which appears to be an integrated
version of (35)
Corollary 4.7 If S and T are adapted cmx processes then
(i) T∗ is adapted;
(ii) the product process ST is adapted whenever it exists.
Proof. (i) It is immediate from (35) that T is adapted if and only if T∗ is
adapted.
(ii) The product process ST exists if and only if (ST )∗ exists. Since S and
T are adapted
StTt∇(s) = St∇(s)Tt = ∇(s)StTt,
and
T∗t S
∗
t ∇(s) = T
∗
t ∇(s)S
∗
t = ∇(s)T
∗
t S
∗
t ,
so that (ST )t∇(s) = ∇(s)(ST )t and (ST )∗t ∇(s) = ∇(s)(ST )
∗
t whenever
s > t. Therefore (ST )t satisfies (35) and ST is an adapted process.
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5 Processes defined by Kernels
A large class of adapted processes in Lpcmx(H) may be defined using L
2 ker-
nels. Such kernel processes may be used to provide non-trivial examples of
quantum semimartingales which satisfy the quantum Duhamel and quan-
tum Ito formulae. They should not be confused with the “integral kernel
operators” studied by Obata[§4.3]OB1 For i, j ∈ N ∪ {0} let
kt
i
j(x; y) ≡ k
i
j(x; y; t), (x; y; t) ∈ [0, 1]
i × [0, 1]j × [0, 1],
where x = (x1, . . . , xi), y = (y1, . . . , yj), be a Lebesgue-measurable kernels
completely symmetric in both x1, . . . , xi and y1, . . . , yj. Suppose that kt
i
j is
bounded in the L2-norm, for each t ∈ [0, 1]:
∥∥kt ij∥∥ = (∫
[0,1]i×[0,1]j
|kij(x; y; t)|
2 dx dy
)1/2
<∞,
and let αt be the scalar matrix with entries αt ij = ‖kt ij‖. If t ∈ [0, 1] let k
i
t] j
be the restriction of kij to [0, t]
i × [0, t]j × [0, t]. The formula
(K
i
t] jθ)(x) =
∫
[0,1]j
k
i
t] j(x; y; t)θ(y) dy, θ ∈ H
i
j, (38)
defines Kt]
i
j in B(H
j
t],H
i
t])so with
∥∥Kt] ij∥∥ ≤ αt ij .
Theorem 5.1 Let Kt] be the chaos matrix for Ht] with entries Kt]
i
j defined
by (??).
(i) Then K = {Kt : t ∈ [0, 1]} is an adapted cmx process where Kt is the
ampliation of Kt] defined by (30). bb(ii) If αij ∈ Lp[0, 1] for all i, j then
K ∈ Lpcmx(H)so.
(iii) If the matrix [kt
i
j] is (2k + 1)-diagonal then so is Kt.
The adapted cmx process K represents the adapted operator valued process
K˜ = {K˜t : t ∈ [0, 1]}. However, without extra conditions on K, the process
K˜ need not be regular. Nor need the operators K˜t have a common dense
domain.
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Suppose αt belongs to Bcmx(ℓ2) for each t ∈ [0, 1]. If ψ ∈ Ht] then ν(ψ) =
(‖ψ0‖, ‖ψ1‖, ‖ψ2‖, . . .)t belongs to ℓ2 and the series
∑
i
(∑
jαij(t) ‖ψj‖
)2
is
convergent. For each ψ ∈ Ht] define
(K˜t]ψ)
i =
∞∑
j=0
K
i
t] jψ
j
K˜t]ψ =
∞⊕
i=0
(Kt]ψ)
i
(39)
These series converge since ν(ψ) ∈ ℓ2 and
∞∑
i=0
∥∥∥(K˜t]ψ)i∥∥∥2 ≤ ∞∑
i=0
(
∞∑
j=0
∥∥∥K it] jψj∥∥∥
)2
≤
∞∑
i=0
(
∞∑
j=0
αt ij
∥∥ψj∥∥)2 ≤ ‖αt‖2 ‖ψ‖2
The operator K˜t is bounded with
∥∥∥K˜t∥∥∥ ≤ ‖αt‖. We immediately have the
following proposition.
Proposition 5.2 The formulae (39) define an adapted regular operator pro-
cess K˜ = {K˜t : t ∈ [0, 1]} with K˜t = K˜t] ⊗sym I(t such that Kt] is a cmx
representation of K˜t] and Kt is a cmx representation of K˜t.
If α belongs to the Bochner–Lebesgue space Lp([0, 1],Bcmx(ℓ2)) then K˜ ∈
Lp([0, 1],B(H)).
Given a (2k+1)-diagonal matrix kˆij of L
2-kernels with
∥∥kt ij∥∥ <≤ C it is possi-
ble to construct a variety of (2k+1)-diagonal processes in Lp([0, 1],Bcmx(ℓ2)).
Choose functions t 7→ cij(t) = c
j
i (t) with |c
i
j| < α ∈ L
p[0, 1] and put kt
i
j
def
==
cij(t)kˆt
i
j . Then the process K defined by (38) belongs to L
p([0, 1],Bcmx(ℓ2)).
If the matrices {αt : t ∈ [0, 1]} have common domain D ⊂ ℓ2 then K˜ is an
operator process the operators {K˜t : t ∈ [0, 1]} have common domain D such
that {ψ ∈ H : ν(ψ) ∈ D} ⊂ D. If D contains a dense subset of the positive
cone in ℓ2 then D is dense in H.
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6 Quantum Stochastic Integrals
Lindsay [14, Definition 2.1, Proposition 2.4] extends Hudson and Parthasarathy’s
definition of quantum stochastic integrals [11] to include non-adapted inte-
grands. Lindsay’s integrals are defined in terms of the Hitsuda-Skorohod
process t 7→ St and the gradient process t 7→ ∇t. The cmx representations of
these two processes are given by (20). Their simple form facilitates a formal
calculation of the cmx representations of Lindsay’s quantum stochastic inte-
grals. This leads us to definition of the cmx quantum stochastic integrals of
cmx processes compatible with Lindsay’s definition for operator processes.
The integrators are the quadruple (Λ, A, A†, t) of basic processes:
the gauge process Λ : t→ Λ(χ[0,t]);
the annihilation process, A : t→ a(χ[0,t]);
the creation process, A† : t→ a†(χ[0,t]);
the time process tI = t.
In the definition of the gauge process χ[0,t] ∈ B(L2[0, 1]) is the operator of
multiplication by χ[0,t];
A quadruple (E, F,G,H) of cmx processes is integrable if E ∈ L∞cmx(H)so,
F,G ∈ L2cmx(H)so, and H ∈ L
1
cmx(H)so and symmetric if E = E
∗, G = F∗
and H = h∗. The processes E, F , G, and H are integrands for dΛ, dA, dA†
and dt respectively. This is consistent with, but wider than, the definition,
(57) of an integrable quadruple of operator processes introduced in [1].
For the sake of clarity and to prevent a ‘debauch of indices’ in the proofs we
have kept to this old-fashioned notation rather than using Evans’ notation
[7], [16, V §2.1]. However Mr A Belton’s extension of the Evans notation
allows a very efficient proof of the local Ito Product formula, Lemma 9.1. In
the higher dimensional case the benefits of the Evans-Belton notations are
even greater.
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Let (E, F,G,H) be an integrable quadruple of cmx processes. The formulae
M(E : dΛ) = SE∇, Mt(E : dΛ)
i+1
j+1 = St
i+1
i E
i
j∇t
j
j+1, (40)
M(F : dA) =
∫ 1
0
Fs∇(s) ds, Mt(F : dA)
i
j+1 =
∫ 1
0
Fs
i
j∇t
j
j+1(s) ds, (41)
M(dA† : G) = SG, Mt(dA
† : G)i+1j = St
i+1
i G
i
j, (42)
Mt(H : dt) =
∫ t
0
Hs ds, Mt(H : dt)
i
j =
∫ t
0
Hs
i
j ds, (43)
Mt(E : dΛ)
0
j = Mt(E : dΛ)
i
0 =Mt(F : dA)
i
0 = Mt(dA
† : G)0j = 0
where i, j = 0, 1, 2, . . ., define cmx processes
M(E : dΛ), M(F : dA), M(dA† : G), M(H, dt).
It may be helpful to think of these processes as cmx representations of the
Hudson–Parthasarathy quantum stochastic integrals∫ t
0
E˜s dΛs,
∫ t
0
F˜s dAs,
∫ t
0
dA†sG˜s,
∫ t
0
H˜s ds.
We examine the first three of these definitions in more detail. In (40) Eij de-
notes the mapping Eij : L
2([0, 1],Hj)→ L2([0, 1],Hi) defined by the formula
(Eijϕ)(s) = Es
i
jϕ(s), ϕ ∈ L
2([0, 1],Hj).
Consider the diagram
Hj+1
∇t
j
j+1
−→ L2([0, 1],Hj)
Eij
−→ L2([0, 1],Hi)
St
i+1
i−→ Hi+1
The transformations are all bounded so that Mt(E : dΛ)
i+1
j+1 = St
i+1
i E
i
j∇t
j
j+1
is a bounded linear transformation and (40) defines a cmx processM(E : dΛ).
Since ‖∇t
j
j+1‖ ≤ (j + 1)
1/2 it follows that s 7→ Fsij∇t
j
j+1 is in the Lebesgue
space L2([0, 1],B(Hj+1,Hi)so) and (41) defines a cmx process M(F : dA).
If ψ ∈ Hj then s 7→ Gsijψ is a process G
i
jψ in L
2([0, 1],Hi) and ψ 7→ St
i+1
i G
i
jψ
is a linear transformation St
i+1
i G in B(H
j,Hj+1). Therefore (42) defines a cmx
process M(dA† : G).
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To avoid reindexing we define Eij = F
i
j = G
i
j = 0 whenever i < 0 or j < 0.
The following theorem shows that the integrals defined above belong to
L∞cmx(H)so and that it is natural to choose the respective integrands in the
spaces L∞cmx(H)so, L
2
cmx(H)so, L
2
cmx(H)so and L
1
cmx(H)so.
Theorem 6.1 The formulae (40), (41), (42) and (43) define processes in
L∞cmx(H)so. Moreover
(Mt(E : dΛ)
i+1
j+1)
∗ = Mt(E
∗ : dΛ)j+1i+1 (44)
(Mt(F : dA)
i
j+1)
∗ = Mt(dA
† : F∗)j+1i , (45)
(Mt(H : dt)
i
j)
∗ = Mt(H
∗ : dt)ji , (46)∥∥M(E : dΛ)i+1j+1∥∥∞ ≤ (i+ 1) 12 (j + 1) 12 ∥∥Eij∥∥∞ , (47)∥∥M(F : dA)ij+1∥∥∞ ≤ (j + 1) 12 ∥∥F ij∥∥2 , (48)∥∥M(H : dt)ij∥∥∞ ≤ ∥∥H ij∥∥1 . (49)
Proof. The measurability of the processes follows from the measurability of
t 7→ ∇(t) and t 7→ St and an extension of Corollary 2.3. It follows from (19)
that∥∥M(E : dΛ)i+1j+1∥∥∞ ≤ sup
t∈[0,1]
∥∥Sti+1i ∥∥ ∥∥Etij∥∥ ∥∥∇tjj+1∥∥ = (i+ 1) 12 (j + 1) 12 ∥∥Eij∥∥∞ ,
proving (47). If ψ ∈ Hj+1 then
∥∥Mt(F : dA)ij+1ψ∥∥ ≤ ∫ t
0
∥∥Fsij∥∥ ∥∥∇tjj+1(s)ψ∥∥ ds
≤
(∫ 1
0
∥∥Fsij∥∥2 ds) 12 (∫ 1
0
∥∥∇t jj+1(s)ψ∥∥2 ds) 12
≤ (j + 1)
1
2
∥∥F ij∥∥2 ‖ψ‖ ,
proving (48). A similar argument gives (49).
Suppose f, g ∈ L2(0, 1). It follows from (21) that〈
Mt(E : dΛ)
i+1
j+1e
j+1(f), ei+1(g)
〉
=
〈
St
i+1
i E
i
j∇t
j
j+1e
j+1(f), ei+1(g)
〉
=
∫ 1
0
〈
Es
i
j∇t
j
j+1(s)e
j+1(f),∇t
i
i+1(s)e
i+1(g)
〉
ds
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=
∫ t
0
f(s)g(s)
〈
Es
i
je
j(f), ei(g)
〉
ds (50)
=
∫ t
0
f(s)g(s)
〈
ej(f), (E∗)s
j
ie
i(g)
〉
ds
=
∫ 1
0
〈
∇t
j
j+1(s)e
j+1(f), (E∗)s
j
i∇t
i
i+1(s)e
i+1(g)
〉
ds
=
〈
ej+1(f),St
j+1
j (E
∗)ji∇t
i
i+1e
i+1(g)
〉
ds
=
〈
ej+1(f),Mt(E
∗ : dΛ)j+1i+1e
i+1(g)
〉
.
Since {en(f) : f ∈ L2[0, 1]} is total in Hn and Mt(E : dΛ)
i+1
j+1 is bounded this
proves (44). Put G = F∗. It follows from (21) that〈
Mt(dA
† : G)i+1j+1e
j+1(f), ei+1(g)
〉
=
〈
St
i+1
i G
i
j+1e
j+1(f), ei+1(g)
〉
=
∫ 1
0
〈
Gs
i
j+1e
j+1(f),∇t
i
i+1(s)e
i+1(g)
〉
ds
=
∫ t
0
g(s)
〈
Gs
i
j+1e
j+1(f), ei(g)
〉
ds (51)
=
∫ t
0
g(s)
〈
ej+1(f), Fs
j+1
i e
i(g)
〉
ds (52)
=
∫ 1
0
〈
ej+1(f), Fs
j+1
i ∇t
i
i+1(s)e
i+1(g)
〉
ds
=
〈
ej+1(f),Mt(F : dA)
j+1
i+1e
i+1(g)
〉
,
and (45) follows as above. A similar argument gives (46).
The cmx quantum stochastic integral, M = M(E, F,G,H), of an integrable
quadruple (E, F,G,H) of chaos matrices is the process
Mt = Mt(E : dΛ) +Mt(F : dA) +Mt( dA
† : G) +Mt(H : dt). (53)
The term cmx quantum stochastic integral may also be used for the definite
integral.
M is regular if Mt ∈ Bcmx(H) for t ∈ [0, 1]. We shall us the notation
Mt =
∫ t
0
(Es dΛs + Fs dAs + dA
†
sGs +Hs ds)
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although the subscript s in the integrand is sometimes suppressed. If 0 ≤
t1, t2 ≤ 1 define,∫ t2
t1
(E dΛ+ F dA+ dA†G +H ds) =Mt2(E, F,G,H)−Mt1(E, F,G,H).
The integral behaves in behaves in the usual way with respect to t1 and t2.
The control matrix of M (of the integrable quadruple (E, F,G,H)) is the
scalar matrix κ = κ(M) with entries
κij = i1/2
∥∥Ei−1j−1∥∥∞ j1/2 + ∥∥F ij−1∥∥2 j1/2 + i1/2 ∥∥Gi−1j ∥∥2 + ∥∥H ij∥∥1 , (54)
with the convention that Eij = F
ν
j = G
i
ν = 0 if i < 0 or j < 0. It follows
from (47), (48) and (49) that∥∥M ij∥∥∞ ≤ κij i, j = 0, 1, 2, . . . .
Corollary 6.2 If κ is the cmx representation of a bounded operator in ℓ2
then M = {Mt : t ∈ [0, 1]} is a regular cmx process.
The following corollary to Theorem 6.1 is a chaos matrix version of [11, Theo-
rems 4.1, 4.4] and is used to prove the uniqueness of cmx quantum stochastic
integrals. It may be shown that, for adapted integrands, the definition of cmx
quantum stochastic integral is compatible with Hudson and Parthasarathy’s
definition of quantum stochastic integral [11].
Corollary 6.3 If M = M(E, F,G,H) is the cmx quantum stochastic inte-
gral of an integrable quadruple of cmx processes and f, g ∈ L2[0, 1] then〈
Mt
i+1
j+1e
j+1(f), ei+1(g)
〉
= (55)∫ t
0
(
f(s)g(s)
〈
Es
i
je
j(f), ei(g)
〉
+ f(s)
〈
Fs
i+1
j e
j(f), ei+1(g)
〉
+ g(s)
〈
Gs
i
j+1e
j+1(f), ei(g)
〉
+
〈
Hs
i+1
j+1e
j+1(f), ei+1(g)
〉)
ds
Proof. . The terms on the right involving E, F and G follow from (50), (51)
and (52). The remaining term is immediate from the definition of M(H :
dt).
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Corollary 6.4 The mapping t 7→ Mt
i+1
j+1 is strongly continuous and strongly
measurable.
Proof. Since
∥∥Mt i+1j+1∥∥ ≤ κi+1j+1 it follows from Lebesgue’s dominated con-
vergence theorem that t 7→
〈
Mt
i+1
j+1e
j+1(f), ei+1(g)
〉
is continuous whenever
f, g ∈ L2[0, 1]. The conclusion follows since {ek(f) : f ∈ L2[0, 1]} is total in
Hk for k = 0, 1, 2, . . ..
The following Proposition extends the uniqueness theorems of Parthasarathy
[21] Vincent–Smith [27] and Lindsay [15] to cmx quantum stochastic inte-
grals.
Proposition 6.5 If (E, F,G,H) is an integrable quadruple and∫ t
0
(E dΛ + F dA+GdA† +H ds) = 0
then E ≡ F ≡ G ≡ H ≡ 0, the zero process.
Proof. We follow Lindsay’s line of argument.
Let LstepQ = L
step
Q [0, 1] be the vector space, over Q, of Q-valued step functions
with discontinuity points in Q and, for s ∈ [0, 1], let LstepQ (sˆ) = {f ∈ L
step
Q :
f = 0 in a neighbourhood of s}. Then both {ej(f) : f ∈ LstepQ (sˆ)} and
{ej(f) : f ∈ LstepQ \ L
step
Q (sˆ)} are total subsets of H
j .
The integrand in (55) is zero almost everywhere for each f, g in the countable
set LstepQ . Therefore there exists a null set N such that
f(s)g(s)
〈
Es
i
je
j(f), ei(g)
〉
+ f(s)
〈
Fs
i+1
j e
j(f), ei+1(g)
〉
+g(s)
〈
Gs
i
j+1e
j+1(f), ei(g)
〉
+
〈
Hs
i+1
j+1e
j+1(f), ei+1(g)
〉
= 0
whenever s ∈ [0, 1] \ N , for all f, g ∈ LstepQ and i, j = 0, 1, 2, . . ..
Fix s ∈ [0, 1]\N . Then
〈
Hs
i+1
j+1e
j+1(f), ei+1(g)
〉
= 0 whenever f, g ∈ LstepQ (sˆ).
Since Hs
i+1
j+1 is bounded it follows that Hs
i+1
j+1 = 0 for all i, j. Therefore
H ≡ 0.
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Similarly f(s)
〈
Fs
i+1
j e
j(f), ei+1(g)
〉
= 0 whenever f ∈ LstepQ and g ∈ L
step
Q (sˆ).
Since {ei(g) : g ∈ LstepQ (sˆ) is total in H
j it follows that Fs
i
je
j(f) = 0 whenever
f ∈ LstepQ \L
step
Q (sˆ). These e
j(f) are total in Hj and Fs = 0. Therefore F ≡ 0
and, taking adjoints, G ≡ 0.
Finally
〈
Es
i
je
j(f), ei(g)
〉
= 0 whenever f, g ∈ LstepQ \ L
step
Q (sˆ) and, as in the
other cases, E ≡ 0.
We shall also need the following convergence theorem.
Theorem 6.6 Let (En, Fn, Gn, Hn) be a sequence of integrable quadruples
of cmx processes and suppose En, Fn, Gn and Hn converge to E, F , G, H
respectively. Then M(En, Fn, Gn, Hn) converges to M(E, F,G,H)
Proof. This follows directly from Theorem 6.1. For example, for all i, j,
lim
n→∞
∥∥M(En −E : dΛ)ij∥∥∞ ≤ limn→∞ i1/2j1/2 ∥∥Ei−1j−1 − En i−1j−1∥∥∞ = 0,
by the inequality (47). The inequalities (48) and (49) may be similarly used
to prove the convergence in L∞cmx(H)so of the sequences M(Fn − F : dA),
M(dA† : Gn −G) and M(Hn −H : dt) to the zero process.
Theorem 6.7 If (E, F,G,H) is an adapted integrable cmx quadruple then
the cmx quantum stochastic integral M(E, F,G,H) is an adapted cmx pro-
cess.
Proof. The cmx quantum stochastic integrals are given by (40), (41), (42),
(43) and (53). Consider first M =M(F : dA) given by (41). If t < s then
Mt∇(s) =
∫ t
0
Fu∇(u)∇(s) du =
∫ t
0
Fu∇(s)∇(u) du =
∫ t
0
∇(s)Fu∇(u) du
= ∇(s)
∫ t
0
Fu∇(u) du = ∇(s)Mt.
These identities may be verified by using the entry-wise definition of M in
(41) and the norm bounds (48) and computing entry-wise. In particular the
norm bounds on the entries allow the interchange of ∇(s) and the integral
over [0, t].
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If ψ ∈ L2([0, 1],Hj) and t < s then
∇(s)(Stψ)(x1, . . . , xj+1) = (j + 1)
1
2 (Stψ)(x1, . . . , xj , s)
=
j∑
k=0
χ[0,t](xk)ψ(xk)(x1, . . . , xˆk, . . . , xj , s)
+χ[0,t](s)ψ(s)(x1, . . . , xk, . . . , xj)
= j−
1
2
j∑
k=0
χ[0,t](xk)(∇(s)ψ)(xk)(x1, . . . , xˆk, . . . , xj)
= (St∇(s)ψ)(x1, . . . , xj).
Therefore ∇(s)St = St∇(s) whenever t < s.
Now M∗ = M(dA† : G) where G = F∗. Since F is adapted so is G.
M∗t ∇(s) = StGt∇(s) = St∇(s)Gt = ∇(s)StGt = ∇(s)M
∗
t
whenever t < s and M is adapted. Since M(dA† : G)∗ = M(G∗ : dA) it
follows that M(dA† : G) is adapted.
If M =M(E : dΛ) then, since E is adapted
Mt∇(s) = StEt∇t∇(s) = StEt∇(s)∇t = ∇(s)StEt∇t = ∇(s)Mt
whenever t < s. Since E = E∗ it follows thatM =M∗ so thatM is adapted.
We omit the proof that M(H : dt) is adapted.
Although the natural integrands for quantum stochastic integrals are inte-
grable quadruples of operator processes the processes are more amenable
when the operators are bounded. For example the quantum semimartingales
of Attal and Meyer [3] have integrands in the Lebesgue spaces Lp([0, 1],B(H)so)
and the quantum Ito formula [28] is valid for regular quantum semimartin-
gales.
A quantum semimartingale (non-commutative semimartingale [1, §II]) is an
adapted quantum stochastic process Mˆ = {Mˆt : t ∈ [0, 1]} with representa-
tion as a Hudson–Parthasarthy quantum stochastic integral
Mˆt = M0 +
∫ t
0
(Eˆs dΛs + Fˆ dA+ dA
† Gˆ+ Hˆs ds), t ∈ [0, 1], (56)
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where the adapted processes (Eˆ, Fˆ , Gˆ, Hˆ) with
Eˆ ∈ L∞([0, 1],B(H)so), Fˆ , Gˆ ∈ L
2([0, 1],B(H)so),
Hˆ ∈ L1([0, 1],B(H)so), (57)
form an integrable quadruple.
If there is no initial space Mˆ0 is a multiple of the identity. Otherwise Mˆ0 is
the ampliation of an operator in the initial space. It is shown in [16, §6], [11,
§4] that Mˆt is defined as an operator in H with domain E for each t ∈ [0, 1].
Sometimes Mˆt is extended to its maximal domain [3]. The representation
(56) of Mˆ is unique.
If Eˆt = (Eˆt)
∗, Gˆt = (Fˆt)∗ and Hˆt = (Hˆt)∗ for almost all t ∈ [0, 1] then Mˆ
is said to be symmetric. In this case Mˆt, with domain E , is a symmetric
operator for each t ∈ [0, 1].
If Mˆ is symmetric and the operators Mˆt are essentially self-adjoint on a
common core for almost all t ∈ [0, 1] then Mˆ is essentially self-adjoint.
If Mˆt is a bounded operator then Mˆt ∈ B(H) will always denote the unique
extension of Mˆt to H. If Mˆ ∈ L∞([0, 1],B(H)so) then the quantum semi-
martingale Mˆ is said to be regular. If Mˆ is regular and symmetric then Mˆ
is said to be self-adjoint.
The vector space of quantum semimartingales is denoted S ′ and that of
regular quantum semimartingales is denoted S.
A cmx semimartingale is a cmx quantum stochastic integral
Mt = M0 +
∫ t
0
(Es dΛs + Fs dAs +Gs dA
†
s +Hs ds), t ∈ [0, 1], (58)
where (E, F,G,H) is an adapted integrable quadruple with .
E ∈ L∞cmx([0, 1],Bcmx(H)so), F, G ∈ L
2
cmx([0, 1],Bcmx(H)so),
H ∈ L1cmx([0, 1],Bcmx(H)so)
It follows from Proposition 6.5 and Theorem 6.7 that M is adapted and well
defined by (58).
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If (E, F,G,H) is symmetric M is said to be symmetric.
IfM is regular it follows from Corollary 6.4 (ii) thatM ∈ L∞cmx([0, 1],Bcmx(H)so).
If M is regular and symmetric then M is said to be self-adjoint.
The vector spaces of quantum semimartingales and cmx semimartingales are
denoted S ′ and S ′cmx. The vector spaces of regular quantum semimartingales
and regular cmx semimartingales are denoted S and Scmx.
Theorem 6.8 Let Mˆ be a quantum semimartingale
Mˆt =
∫ t
0
(Eˆ dΛ+ Fˆ dA+ Gˆ dA† + Hˆ ds) (59)
and let M be the cmx semimartingale,
Mt =
∫ t
0
(E dΛ + F dA+GdA† +H ds),
where E, F,G,H are the cmx representations of Eˆ, Fˆ , Gˆ, Hˆ respectively. Then
(i) M is a cmx representation of Mˆ with E ⊂ D(Mt) for all t ∈ [0, 1].
(ii) The mapping M 7→ Mˆ is a bijection from S ′cmx onto S
′.
(iii) The mapping M 7→ Mˆ is an isometric isomorphism from Scmx onto S.
Proof. It follows from Proposition 2.6 and Corollary 4.4 that the formula (59)
defines a quantum semimartingale Mˆ . If t ∈ [0, 1] then Mˆt is characterised
in [11] and [16] as the unique operator in L(H) with domain E such that,
whenever f, g ∈ L2[0, 1],〈
Mˆte(f), e(g)
〉
=
∫ t
0
〈
(f g¯Eˆ + fFˆ + g¯Gˆ+ Hˆ)(s)e(f), e(g)
〉
ds.
We shall only consider the case Fˆ = Gˆ = Hˆ = 0. The proofs of the three
other cases with a single non-zero integrand are simple variants.
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If g, h ∈ L2[0, 1] then
∞∑
i,j=0
〈
g(s)Es
i
je
j(g), h(s)ei(h)
〉
≤ |g(s)h(s)|
∞∑
i,j=0
∥∥Eij∥∥∞ | 〈ej(g), ei(h)〉 |
≤ |g(s)h(s)|
∥∥∥E˜∥∥∥
∞
〈e(|g|), e(|h|)〉 , (60)
which is an integrable function.〈
Mˆte(g), e(h)
〉
=
∫ t
0
〈
g(s)Eˆse(g), h(s)e(h)
〉
ds
=
∫ t
0
〈
g(s)
∞∑
j=0
Es
i
je
j(g), h(s)
∞∑
i=0
ei(h)
〉
ds (61)
=
∞∑
i,j=0
∫ t
0
〈
g(s)Es
i
je
j(g), h(s)ei(h)
〉
ds (62)
=
∞∑
i,j=0
∫ t
0
〈
Es
i
j∇se
j+1(g), h(s)∇se
i+1(h)
〉
ds
=
∞∑
i,j=0
〈
Mt
i
je
j(g), ei(h)
〉
. (63)
(61) follows from the absolute convergence of the left hand series in (60).
The third equality is a consequence of Lebesgue’s dominated convergence
theorem gives (62) and (63) follows from the definition (40) and (21). Now
∥∥Mt ijej(g)∥∥ ≤ i 12 j 12 ‖E‖∞ ‖g‖j
(j!)
1
2
≤ i
1
2 ‖E‖∞
‖g‖j
((j − 1)!)
1
2
and
∑∞
j=0Mt
i
je
j(g) converges to ηi in Hi. Therefore, if z ∈ C,〈
Mˆte(g), e(zh)
〉
=
∞∑
i,j=0
zi
〈
Mt
i
je
j(g), ei(h)
〉
=
∞∑
i=0
zi
〈
ηi, ei(h)
〉
;
〈
Mˆte(g), e(zh)
〉
=
∞∑
i=0
zi
〈
(Mˆte(g))
i, ei(h)
〉
,
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and
∞∑
i=0
zi
〈
(Mˆte(g))
i − ηi, ei(h)
〉
= 0.
Therefore
〈
(Mˆt)e(g))
i − ηi, ei(h)
〉
= 0 for all h ∈ L2[0, 1]. Since the ex-
ponential domain is dense in H it follows that (Mˆte(g))
i = ηi for all i and∑∞
i=0 η
i is convergent in H to Mˆte(g). Therefore e(g) ∈ D(Mt) and
M˜te(g) = Mte(g) = Mˆte(g), t ∈ [0, 1], g ∈ L
2[0, 1],
Therefore M is a cmx representation of Mˆ . This proves (i) in the case
F = G = H = 0.
By linearity Mtψ = M˜tψ for all ψ ∈ E and Mt is a cmx representation of M˜t.
It follows from Corollary 4.4 that (E, F,G,H) 7→ (Eˆ, Fˆ , Gˆ, Hˆ), is a one to
one correspondence between the integrands of Scmx and the integrands of
S ′. The one to one correspondence between Mt and Mˆt now follows from
Proposition 6.5 and the uniqueness theorem for quantum stochastic integrals
[15], [27, Theorem 4.7]
The quantum Ito product formula [11, Theorem 4.5], its extension [3, Theo-
rem 4], and the functional quantum Ito formulae [28, Theorem 4.2, Theorem
6.2.] are true for regular quantum semimartingales. Using the isometric
isomorphism M 7→ M˜ of Scmx and S in Theorem 6.8 the corresponding Ito
formulae are also valid for regular cmx semimartingales.
We will reverse this procedure. The functional Ito formula will be proved for
a class of process M ∈ Scmx. The corresponding formula for the Hudson–
Parthasarathy process M˜ will be deduced from the correspondence between
quantum semimartingales and cmx semimartingales in Theorem 6.8.
We conclude this section with a sufficient condition that M be a regular cmx
process.
Theorem 6.9 If E, F,G,H are cmx processes such that (N + I)1/2E(N +
I)1/2 is in L∞cmx(H)so, F (N + I)
1/2 and (N + I)1/2G are in L2cmx(H)so and H
is in L1cmx(H)so then M(E, F,G,H) is in L
∞
cmx(H)so.
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Proof. The conditions automatically imply that the cmx quantum stochastic
integral
Mt =
∫ t
0
(E dΛ + F dA+GdA† +H ds)
exists. It follows from (19) that St(N + I)−1/2 and (N + I)−1/2∇t represent
contractions. It follows from (47) that the operator
Mt(E : dΛ) = StE∇t = St(N + I)
−1/2(N + I)1/2E(N + I)1/2(N + I)−1/2∇t
is bounded in norm by ≤
∥∥(N + I)1/2E(N + I)1/2∥∥
∞
.
Similarly, if ψ ∈ H0 ⊕ H1 ⊕ · · · ⊕ Hj for some j then
‖Mt(F : dA)ψ‖ =
∥∥∥∥∫ 1
0
Fs(N + I)
1/2(N + I)−1/2∇t(s)ψ
∥∥∥∥ ds
≤
∫ 1
0
∥∥Fs(N + I)1/2∥∥ ∥∥(N + I)−1/2∇t(s)ψ∥∥ ds
≤
∥∥F (N + I)1/2∥∥
2
‖ψ‖ .
Since such ψ are dense in H it follows that M(F : dA) is in L∞cmx(H)so.
If ψ = ψ0 + ψ1 + . . .+ ψk with ψj ∈ Hj then∥∥Mt(dA† : G)ψ∥∥2 = ∥∥St(N + I)1/2∥∥ ∥∥(N + I)−1/2Gψ∥∥2
=
k∑
j=0
∫ t
0
(
Gsψ
j(x1, . . . , xj)
)2
ds dx1 . . . dxj
≤
k∑
j=0
∫ T
0
‖Gs‖
2 |ψj(x1, . . . , xj)|
2 ds dx1 . . . dxj
≤ ‖G‖22 ‖ψ‖
2 ,
and M(dΛ : G) is in L∞cmx(H)so. The remaining case is straightforward.
It is now easy to find bounded cmx quantum stochastic integrals. If E, F,G,H
are as in Theorem 6.9 and
E˘ = (N + 1)−
1
2E(N + 1)−
1
2 , F˘ = F (N + 1)−
1
2 , G˘ = (N + 1)−
1
2G
then E˘ ∈ L∞cmx(H)so and F˘ , G˘ ∈ L
2
cmx(H)so. It follows from Theorem 6.9
that M(E˘, F˘ , G˘, H) belongs to L∞cmx(H)so.
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The use of Theorem 6.9 in the hunt for sufficient conditions on its integrands
for a quantum semimartingale to be regular may be a chimera. This is be-
cause the number operator is not adapted so that the quadruple (E˘, F˘ , G˘, H)
will not, normally, be adapted. Similar difficulties are encountered if the
number operator N is replaced by the adapted number process {Nt] ⊗ I(t,
where Nt] is the number operator for Ht].
7 Scalar Matrices
We recall Nelson’s analytic vector theorem [17]. A proof of the theorem may
be found in [30, §8.5]. If Tˆ is a self-adjoint operator in a Hilbert space H
then C∞(Tˆ ) =
⋂∞
k=0D(Tˆ
k). An element ϕ ∈ C∞(Tˆ ) is an analytic vector
of Tˆ with radius of convergence r(ϕ) if r is the radius of convergence of the
complex power series
∞∑
k=0
‖Tˆ kϕ‖
k!
zk
The set of analytic vectors of Tˆ is denoted A(Tˆ ) and Ar(Tˆ ) = {ϕ ∈ A(Tˆ ) :
r(ϕ) ≥ r}.
Theorem 7.1 (Nelson) Let Tˆ be a symmetric operator on a Hilbert space
H whose domain D(Tˆ ) contains a dense subspace D of analytic vectors. Then
(i) Tˆ is essentially self-adjoint.
(ii) D is a core for Tˆ .
(iii) If ϕ is an analytic vector of Tˆ and p ∈ C then
eipTϕ =
∞∑
k=0
pk
k!
Tˆ kϕ whenever |p| < r(ϕ)
where T is the (self-adjoint) closure of Tˆ .
Lemma 7.2 Let ν ≻ 0 be a scalar matrix. Then ℓ00 ⊂ C∞(ν˜) if and only
if ℓ00 ⊂ C∞(ν).
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In this case νkx = (ν˜)kx whenever x ∈ ℓ00.
Proof. It is enough to consider x = ej = (0, 0, . . . , 0, 1, 0, . . .)t, j = 0, 1, . . .,
which span ℓ00.
Suppose ej ∈ C∞(ν˜) for all j. A simple induction shows that, for each k,
η(k) ij =
∑
{ν ijkν
jk
jk−1
· · ·ν jkj : (j, j2, . . . , jk) ∈ Nk} (64)
is convergent for all i and j, and that
(ν˜)kej = (η(k) 0j , η(k) 1j , η(k) ij, . . .)t ∈ ℓ2.
This implies that νk exists for all k and has entries η(k) ij.
Since η(k+1) ij =
∑
{ν ijk+1η
(k) jk+1
j : jk+1 = 0, 1, 2, . . .} it follows that e
j ∈
D(νk) for all k.
Conversely, if νk exists for all k the formula (64) defines η(k) ij for all i, j and
k. If ej ∈ C∞(ν) then, for all k,
νkej = (η(k) 0j , η(k) 1j , η(k) ij, . . .)t ∈ ℓ2.
Since η(k+1) ij =
∑
{ν ijk+1η
(k) jk+1
j : jk+1 = 0, 1, 2, . . .} it follows that νk+1ej =
ν˜(νkej) and ej ∈ C∞(ν˜) for all j.
Proposition 7.3 Let Ξ ≻ 0 be a (2k+1)-diagonal scalar matrix, let ξ > 0
and let ǫ = ξ−1(4k2 + 2k)−1. Then
(i) If Ξij ≤ ξ(i+ j) for all i, j then ℓ00 ⊂ Aǫ(Ξ);
(ii) If Ξij ≤ ξ(i
1/2 + j1/2) for all i, j then ℓ00 ⊂ A∞(Ξ)
Proof. (i) It is enough to consider the case ξ = 1. A simple induction shows
that x(n) = Ξnǫj ∈ ℓ00 with x
(n)
r = 0 for r > j + nk. Assume, inductively,
that
x(n−1)r ≤ (2j + k)(2j + 3k) · · · (2j + (2n+ 1)k)(2k + 1)
n−1 (65)
for all r. Now x(n) = Ξx(n−1) and, since Ξ is 2k + 1 diagonal, the largest
entry in Ξ which can multiply a non-zero element of x(n−1) is Ξj+nkj+(n−1)k ≤
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2j + (2n + 3)k. Since Ξ is 2k + 1 diagonal at most 2k + 1 of the entries of
x(n−1) contribute to each entry of x(n). Therefore
x(n)r ≤ (2j + k)(2j + 3k) · · · (2j + (2n+ 3)k)(2k + 1)
n
‖Ξnǫj‖
n!
=
‖x(n)‖
n!
≤
(2j + k)(2j + 3k) · · · (2j + (2n+ 3)k)(2k + 1)n(j + nk)
1
2
n!
= cn.
Now
lim
n→∞
cn+1
cn
= lim
n→∞
(2j + (2n+ 5)k)(2k + 1)(j + (n + 1)k)
1
2
(n+ 1)(j + nk)
1
2
= 2k(2k + 1).
By the limit ratio test ǫj is an analytic vector for Ξ with r(ǫj) = 1/(4k
2 +
2k) = ǫ for all j. Therefore ℓ00 ⊂ Aǫ(Ξ).
(ii) Using the same argument as in (i) with the bound Ξj+nkj+(n−1)k ≤ 2(j+(n+
1)k)1/2 gives that
x(n−1)r ≤ 2
n−1[(j + k)(j + 2k) · · · (j + nk)]
1
2 (2k + 1)n−1.
The limit ratio test then shows that the power series
∑∞
n=0 z
n ‖Ξnǫj‖ /n! has
infinite radius of convergence and ǫj ∈ A∞(Ξ). Therefore ℓ00 ⊂ A∞(Ξ).
The following proposition follows directly from the definition of κ.
Proposition 7.4 Let M be a cmx semimartingale, with control matrix κ,
whose integrands E, F,G,H are (2k + 1)-diagonal matrices. Suppose there
exists a constant ξ such that∥∥Eij∥∥∞ , ∥∥F ij∥∥2 , ∥∥Gij∥∥2 , ∥∥H ij∥∥1 ≤ ξ (66)
for all i, j = 0, 1, 2, . . .. If ǫ = ξ−1(4(k + 1)2 + 2(k + 1))−1 then
(i) ℓ00 ⊂ Aǫ(κ).
(ii) If E = 0 then ℓ00 ⊂ A∞(κ).
If K is a (2k + 1)-diagonal process defined by (??) and with
∥∥kt ij∥∥ ≤ ξ
for all t ∈ [0, 1] then K satisfies (66). Thus there is a large class of cmx
semimartingales whose control matrices satisfy the conclusions of Proposition
7.3. These control matrices represent essentially self-adjoint operators.
Proposition 7.5 Let ν be a scalar matrix with ν ≻ 0, ν = ν∗.
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(i) If ℓ00 ⊂ A(ν) then ν˜ is essentially self-adjoint, with closure ν.
(ii) If ℓ00 ⊂ A1(ν) and −1 ≤ ρ ≤ 1 then
∑∞
k=0(iρν)k/k! converges entrywise
to the unique bounded scalar matrix eiρν representing eiρν .
Proof. (i) By Lemma 7.2 if x ∈ ℓ00 then x ∈ A(ν˜) and the two series
∞∑
k=0
iρk
k!
(ν˜)kx =
∞∑
k=0
iρk
k!
νkx (67)
are identical and absolutely convergent for |ρ| ≤ r(x). Therefore ℓ00 ⊂ A(ν˜).
Since ℓ00 is dense in ℓ
2 it follows from Nelson’s analytic vector theorem that
ν˜ is essentially self-adjoint. It also follows that the sum of the series (67) is
eiρνx for each x ∈ ℓ00
(ii) νkej is the jth column vector in νk. Taking x = ej , j = 0, 1, 2, . . .
in (67) shows that the columns of
∑∞
k=0(iρν)k/k! sum in ℓ2, and a fortiori
coordinatewise to the corresponding column of the matrix representing the
bounded linear transformation eiρν .
The scalar matrix of X ∈ Lpcmx(H)so is the real matrix ν(X) with entries
ν ij(X) =
∥∥X ij∥∥p , i, j = 0, 1, 2, . . . .
Processes in Lpcmx(H)so are controlled by their scalar matrices. The proof of
the following lemma is an immediate consequence of the definitions.
Lemma 7.6 Let Sn be a sequence in Lpcmx(H)so.
(i) Sn is convergent to S in Lpcmx(H)so if and only if ν(S − Sn) converges to
the zero matrix.
(ii) Sn is absolutely summable if and only if ν(Sn) is summable.
Lemma 7.7 Let p, q, r ∈ {1, 2,∞} with 1/p + 1/q = 1/r and let 0 ≺ Φ
and 0 ≺ Ψ be scalar matrices such that the product matrix ΦΨ exists. If
S ∈ Lpcmx(H)so and T ∈ L
q
cmx(H)so are such that ν(S) ≺ Φ and ν(T ) ≺ Φ
then the product process ST exists in Lrcmx(H)so and ν(ST ) ≺ ΦΨ.
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Proof. The product SikT
k
j exists in L
r([0, 1],B(Hj,Hi)) and
∥∥SikT kj ∥∥r ≤
ν(S)ikν(T )kj . Therefore
∞∑
k=0
∥∥SikT kj ∥∥r ≤ ∞∑
k=0
ν(S)ikν(T )kj = (ν(S)ν(T ))ij ≤ (ΦΨ)ij <∞
and the sequence {SikT
k
j : k = 0, 1, . . .} is absolutely summable and therefore
summable in Lr([0, 1],B(Hj,Hi)). Therefore the product process ST exists
in Lrcmx(H)so and is dominated by ΦΨ.
If ϕ ∈ H define ν(ϕ) ∈ ℓ2 by the formula
ν(ϕ) = (‖ϕ0‖, ‖ϕ1‖, . . . , ‖ϕk‖, . . .)t
Lemma 7.8 IfM ∈ L∞cmx(H)so and ν(M)k exists thenMkt exists and M˜kt =
(M˜t)
k for almost all t ∈ [0, 1].
If ψ ∈ D(Mkt ) then ν(M
k
t ψ) ≺ ν(M)kν(ψ) for almost all t.
Proof. It follows from Lemma 7.7 that Mkt exists. Let ν = ν(M). If ψ ∈ H
then ∥∥∥∥∥
∞∑
j=0
Mt
i
jψ
j
∥∥∥∥∥ ≤
∞∑
j=0
∥∥Mt ij∥∥ ∥∥ψj∥∥ ≤ ∞∑
j=0
∥∥ν ij∥∥∥∥ψj∥∥ ,
and ν(Mtψ) ≺ νν(ψ). This may be iterated to give ν(Mkt ψ) ≺ ν(M)kν(ψ).
Lemma 7.9 If X ∈ L∞cmx(H)so and ψ ∈ H with ν(ψ) ∈ A(ν(X)) then
ψ ∈ A(Xt) for almost all t ∈ [0, 1].
Proof. Let ν = ν(X). Since C∞(ν) 6= ∅ it follows by Lemma 7.7 that νk
and therefore Xk each exist for all k. Since ν t(Xk) ≺ νk for almost all t it
follows that ψ ∈ A(Xt) for almost all t.
Theorem 7.10 Let M be symmetric cmx process in L∞cmx(H)so with scalar
matrix ν = ν(M). If ℓ00 ⊂ A(ν(M)) then
(i) M˜ is essentially self-adjoint with core H00 ⊂ A(Mt) ∩ A(M˜t) for almost
all t ∈ [0, 1]
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(ii) If ℓ00 ⊂ A1(ν(M)) and ρ ∈ [−1, 1] then
∑∞
k=0(iρM)
k/k! is convergent in
L∞cmx(H)so to a process J .
For t ∈ [0, 1] let M t be the closure of M˜t. Then Jt is the cmx representation
of the unitary operator eiρM t.
Proof. By definition νk exists and by Lemma 7.8 that Mkt exists for all k.
(i) If ψ ∈ H00 then ν(ψ) ∈ ℓ00 and
∞∑
n=0
ρn
n!
‖Mnt ψ‖ ≤
∞∑
n=0
ρn
n!
‖νnν(ψ)‖ <∞ (68)
whenever |ρ| < r(ν(ψ)). By Lemma 7.8 this remains true if Mt replaced by
M˜t. Therefore H00 ⊂ A(Mt) ∩ A(M˜t) for all t ∈ [0, 1] and (i) follows from
Theorem 7.1.
(ii) It follows from Proposition 7.5 that
∑∞
k=0(ν)k/k! is entrywise convergent
to a scalar matrix. By Lemma 7.7 ν(Mk) ≺ ν(M)k = νk and, by Lemma
7.6,
∑∞
k=0(iρM)
k/k! is convergent to a process J in L∞cmx(H)so.
If ψ ∈ H00 and |ρ| ≤ 1 then by Lemma 7.8
Jtψ =
∞∑
n=0
iρn
n!
Mnt ψ =
∞∑
n=0
iρn
n!
M˜nt ψ =
∞∑
n=0
iρn
n!
(M˜t)
nψ =
∞∑
n=0
iρn
n!
Mt
n
ψ = eiρMtψ.
It follows from Theorem 2.2 (iii) that Jt is the unique cmx representation of
eiρM t
Proposition 7.11 Let p, q, r ∈ {1, 2,∞} with 1/p + 1/q = 1/r and let
0 ≺ Φ(u) and 0 ≺ Ψ(u) be continuous scalar matrix valued functions such
that the product matrix Φ(u)Ψ(u) exists for u ∈ [0, 1].
Let u 7→ Sn(u) and u 7→ Tn(u) be sequences of continuous functions Sn :
[0, 1] → Lpcmx(H)so and Tn : [0, 1] → L
q
cmx(H)so respectively such that, for
each u ∈ [0, 1],
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(a) Sn(u) converges to S(u) in Lpcmx(H)so and ν(Sn) ≺ Φ(u) n = 1, 2, . . .;
(b) Tn(u) converges to T (u) in Lqcmx(H)so and ν(Tn) ≺ Ψ(u) n = 1, 2, . . ..
Then Sn(u)Tn(u) and S(u)T (u) both exist and Sn(u)Tn(u) converges to S(u)T (u)
in Lrcmx(H)so for each u ∈ [0, 1]. Moreover and u 7→ S(u)T (u) is entrywise
Bochner–Lebesgue integrable and
lim
n→∞
∫ 1
0
Sn(u)Tn(u) du =
∫ 1
0
S(u)T (u) du.
Proof. It follows from Lemma 7.7 that Sn(u)Tn(u) and S(u)T (u) both exist
for all u ∈ [0, 1].
Suppose Φn is a sequence of scalar matrices with 0 ≺ Φn ≺ Φ such that
limn→∞Φnis the zero matrix. Then (Φn)
i
kΨ
k
j ≤ (Φn)
i
kΨ
k
j for each k for all n.
Now
∑∞
k=0(Φn)
i
kΨ
k
j = (ΦΨ)
i
j < ∞ and by a series version of the dominated
convergence theorem
lim
n→∞
(ΦnΨ)
i
j = lim
n→∞
∞∑
k=0
(Φn)
i
kΨ
k
j = 0
for all i, j. Since ν(S(u)− Sn(u)) ≺ 2Φ(u) it follows that limn→∞ν(S(u)−
Sn(u))ν(T (u)) = 0. Similarly, since ν(Sn(u))ν(T (u)−Tn(u)) ≺ Φν(T (u)−
Tn(u)) it follows that limn→∞(Sn(u))ν(T (u)− Tn(u)) = 0. Since
ν(S(u)T (u)−Sn(u)Tn(u)) ≺ ν(S(u)−Sn(u))ν(T (u))+ν(Sn(u))ν(T (u)−Tn(u))
it follows that limn→∞ν(S(u)T (u) − Sn(u)Tn(u)) = 0. By Lemma 7.6
Sn(u)Tn(u) converges to S(u)T (u) in Lrcmx(H)so for each u ∈ [0, 1].
Since Sn(u)Tn(u) ≺ Φ(u)Ψ(u) for all n and u ∈ [0, 1] it follows from the
bounded convergence theorem that u 7→ S(u)T (u) is entrywise Bochner–
Lebesgue integrable and
lim
n→∞
∫ 1
0
Sn(u)Tn(u) du =
∫ 1
0
S(u)T (u) du.
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8 Hudson–Parthasarathy Processes
Theorem 6.8 exhibits the natural correspondence between cmx semimartin-
gales and quantum semimartingales: processes with regular integrands.
In the Hudson–Parthasarathy theory there are interesting quantum stochas-
tic integrals whose integrands are processes of unbounded operators. Poly-
nomials in the Brownian semimartingale (A†A), for example, do not satisfy
the conditions of Theorem 6.8. A polynomial p(Λt, At, A
†
t), of degree greater
than one, whose coefficients are continuously differentiable functions of t may
be written as a quantum stochastic integral whose integrands are processes
of unbounded operators. For example
A2t = 2
∫ t
0
As dAs.
In this section we show that the correspondence in Theorem 6.8 may be
extended to such processes.
The integrands in the Hudson–Parthasarathy theory are adapted processes
of operators with common domain ES where S is an admissible subspace of
L∞[0, 1] [11, §3], [20, §24]. The restriction that S ⊂ L∞[0, 1] imposed in [11]
is unnecessary: cf. [20, §25] and [16, VI. 6].
Measure theoretic considerations require a slight modification of some defi-
nitions in [11], as in [20, §25]. A process Xˆ = {Xˆt : t ∈ [0, 1]} is measurable
with respect to S if t 7→ Xˆte(g) is Borel measurable, for each g ∈ S.
This definition requires only that e(g) ∈ D(Xt) for almost all t ∈ [0, 1].
Xˆ is adapted with respect to S if, for each t ∈ [0, 1], there exists a linear
transformation Xˆt] in Ht] such that Xˆte(g) = Ut[(Xˆte(gt]))⊗e(g(t)] for almost
all t ∈ [0, 1].
For the rest of this article, unless otherwise stated, the integrands of quantum
stochastic integrals and cmx quantum stochastic integrals will be adapted.
Let p = 1, 2 or∞ and define the following vector spaces of operator processes
in H
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M(ES) = {Xˆ : Xˆ is measurable with respect to S};
Lp(ES) = {Xˆ ∈M(ES) : t 7→ Xˆte(g) is in Lp([0, 1],H) for each g ∈ S};
For simplicity we let S = L2[0, 1] and put E = ES.
The usual measure theoretic conventions apply. If Xˆ ∈ Lp(E) and g ∈ L2[0, 1]
then Xˆse(g) need only be defined almost everywhere on [0, 1]. If Yˆ ∈ Lp(E)
and Yˆte(g) = Xˆte(g) for almost all t, whenever g ∈ S, then the processes Yˆ
and Xˆ are equivalent, and will normally be identified. If g ∈ L2[0, 1] define
Xˇte(g) =
{
Xˆte(g) if e(g) ∈ D(Xˆt)
0 otherwise
∀ t ∈ [0, 1].
Then Xˇ is equivalent to Xˆ and D(Xˇt) = E for all t ∈ [0, t]. If Xˆ is an adapted
process in Lp(E) then Xˇ is a process of the type considered by Hudson and
Parthasarathy [11, §3].
If Eˆ ∈ L∞(E), Fˆ , Gˆ ∈ L2(E) and Hˆ ∈ L1(E) are all adapted it follows from
[11, Theorem 4.4] that there is a unique process Mˇ = Mˇ(Eˇ, Fˇ , Gˇ, Hˇ) with
D(Mˇt) = E for all t ∈ [0, 1]:
Mˇt =
∫ t
0
Eˇ dΛ+ Fˇ dA+ Gˇ dA† + Hˇ ds
such that〈
Mˇte(f), e(g)
〉
=
∫ t
0
〈
(fgEˇ + fFˇ + gGˇ+ Hˇ)(s)e(f), e(g)
〉
ds
=
∫ t
0
〈
(fgEˆ + fFˆ + gGˆ+ Hˆ)(s)e(f), e(g)
〉
ds (69)
for all f, g ∈ L2[0, 1]. The quantum stochastic integral Mˆ = {Mˆt : t ∈
[0, 1]} of the quadruple (Eˆ, Fˆ , Gˆ, Hˆ) is defined to be the process Mˇ = {Mˇt :
t ∈ [0, 1]}. It follows from (69) that this definition is consistent with that
of Hudson and Parthasarathy [11, Theorem 4.4] and depends only on the
equivalence classes of Eˆ, Fˆ , Gˆ and Hˆ .
A cmx process X ∈ Lpcmx(H)so is a cmx representation of Xˆ ∈ L
p(E) if for
each g ∈ L2[0, 1] there exists a null set Ng such that e(g) ∈ D(Xt) and Xte(g)
is the chaos representation of Xˆte(g) whenever t ∈ [0, 1] \ Ng.
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We give a sufficient condition that this be the case.
The exponential domain, ℓ2exp, in ℓ
2 is the linear span of vectors of the form
ε(x) = (1, x, x2/(2!)1/2, . . . , xj/(j!)1/2, . . .), x ∈ C.
Theorem 8.1 Let p = 1, 2 or ∞. If X ∈ Lpcmx(H)so and ℓ
2
exp ⊂ D(ν(T ))
then
(i) X˜ ∈ Lp(E);
(ii) If X is adapted so is X˜ ∈ Lp(E).
Proof. (i) p =∞, ν ij =
∥∥X ij∥∥∞.
∞∑
j=0
∥∥Xs ijej(g)∥∥ ≤ ∞∑
j=0
∥∥Xs ij∥∥∞ ∥∥ej(g)∥∥ ≤ ∞∑
j=0
ν ij
∥∥ej(g)∥∥ = (νε(‖g‖))i,
and
∑
Xs
i
je
i(g) is absolutely convergent in Hi to ηis(g) with ‖η
i
s‖ ≤ ‖(νε(‖g‖))i‖
for almost all s ∈ [0, 1]. Therefore
∞∑
i=0
∥∥ηis(g)∥∥2 ≤ ∞∑
i=0
∥∥(νε(‖g‖))i∥∥2 = ‖νε(‖g‖)‖2 ,
and
∑∞
i=0 η
i
s(g) is convergent, for almost all s, to ηs(g) in H. For each s ∈ [0, 1]
and g ∈ L2[0, 1] define
Xˆse(g) =
{
ηs(g) whenever
∑∞
i=0 η
i
s(g) is convergent
0 otherwise.
Since the exponential vectors are linearly independent Xˆse(g) is well defined
for each g ∈ L2[0, 1] and Xˆs extends uniquely to a linear operator Xˆs : E → H.
Since t 7→ Xt ije
i(g) is measurable it is clear from above that t 7→ Xˆte(g) is
also measurable for each g ∈ L2[0, 1]. Moreover
∥∥∥Xˆse(g)∥∥∥ ≤ ‖νǫ(‖g‖)‖ for
almost all s in [0, 1] and Xˆ ∈ L∞(E).
From the definition of X˜t in Section 2 it follows that Xˆ = X˜ and X˜ ∈ L∞(E).
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(ii) p = 2, ν ij =
∥∥X ij∥∥2. If g ∈ L2[0, 1] then
‖νε(‖g‖)‖2 ≥
∞∑
i=0
(
∞∑
j=0
∥∥X ij∥∥2 ∥∥ej(g)∥∥
)2
=
∞∑
i,j,k=0
∥∥X ij∥∥2 ∥∥X ik∥∥2 ∥∥ej(g)∥∥∥∥ek(g)∥∥
≥
∞∑
i,j,k=0
∫ t
0
∥∥Xs ij∥∥ ∥∥Xs ik∥∥ ds ∥∥ej(g)∥∥∥∥ek(g)∥∥
=
∞∑
i=0
∫ t
0
∞∑
j,k=0
∥∥Xs ij∥∥ ∥∥Xs ik∥∥ ds ∥∥ej(g)∥∥∥∥ek(g)∥∥ (70)
≥
∞∑
i=0
∫ t
0
∣∣∣∣∣
〈
∞∑
j=0
Xs
i
je
j(g),
∞∑
k=0
Xs
i
ke
k(g)
〉∣∣∣∣∣ ds
≥
∞∑
i=0
∫ t
0
∥∥∥∥∥
∞∑
j=0
Xs
i
je
j(g)
∥∥∥∥∥
2
ds
=
∫ t
0
∞∑
i=0
∥∥∥∥∥
∞∑
j=0
Xs
i
je
j(g)
∥∥∥∥∥
2
ds.
It follows from the Lebesgue series theorem that, for almost all s ∈ [0, 1], the
sum
∑∞
j=0Xs
i
je
j(g) is absolutely convergent in Hj to ηjs and the direct sum⊕∞
i=0 η
j
s is convergent in H to ηs. Furthermore the above inequalities show
that s 7→ ‖ηs‖ is in L2[0, 1]. For each s ∈ [0, 1] and g ∈ L2[0, 1] define
Xˆse(g) =
{
ηs(g) whenever
∑∞
i=0 η
i
s(g) is convergent
0 otherwise.
As in (i) Xˆs extends uniquely to a linear operator Xˆs : E → H such that
s 7→ Xˆe(g) is measurable for all g ∈ L2[0, 1].
For almost all s ∥∥∥Xˆse(g)∥∥∥2 = ∞∑
i=0
∥∥∥∥∥
∞∑
j=0
Xs
i
je
j(g)
∥∥∥∥∥
2
.
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Since ν is defined on the exponential domain, it follows from the inequalities
(70) that∫ t
0
∥∥∥Xˆse(g)∥∥∥2 ds = ∫ t
0
∞∑
i=0
∥∥∥∥∥
∞∑
j=0
Xs
i
je
j(g)
∥∥∥∥∥
2
ds ≤ ‖νε(‖g‖)‖2 <∞
and Xˆ belongs to L2(E). As in (i) Xˆ = X˜ and X˜ ∈ L2(E).
(iii) p = 1, ν ij =
∥∥X ij∥∥1. If g ∈ L2[0, 1] then
∞∑
j=0
∫ τ
0
∥∥Xs ijej(g)∥∥ ds ≤ ∞∑
j=0
ν ij
∥∥ej(g)∥∥ <∞ (71)
and
∑∞
j=0Xs
i
je
j(g) is almost everywhere absolutely convergent to ηis(g) in
Hi. If ψ ∈ H then
∞∑
i=0
∥∥ϕi∥∥ ∫ 1
0
∥∥ηis(g)∥∥ ds ≤ ∞∑
i,j=0
∥∥ϕi∥∥ν ij ∥∥ej(g)∥∥ = ∞∑
i=0
∥∥ϕi∥∥ ∞∑
i=0
ν ij
∥∥ej(g)∥∥ <∞
since (‖ϕ0‖ , ‖ϕ1‖ , ‖ϕ2‖ , . . .)t ∈ ℓ2. Therefore, for each x ∈ ℓ2, the sum∑∞
i=0 x
i
∫ 1
0
‖ηis(g)‖ ds is convergent. It follows from the uniform boundedness
theorem and Lebesgue’s dominated convergence theorem that
∞∑
i=0
∫ 1
0
∥∥ηis(g)∥∥ ds <∞ and ∞∑
i=0
∥∥ηis(g)∥∥ <∞
almost everywhere. Therefore
∑∞
i=0 ‖η
i
s(g)‖
2
< ∞ almost everywhere. For
each s ∈ [0, 1] and g ∈ L2[0, 1] define
Xˆse(g) =
{
ηs(g) whenever
∑∞
i=0 η
i
s(g) is convergent
0 otherwise.
As in (ii) this extends uniquely to a linear operator Xˆs : E → H.
It follows from (71) that∫ 1
0
∥∥∥X˜se(g)∥∥∥ ds = ∫ 1
0
∥∥∥∥∥
∞⊕
i=0
∞∑
j=0
Xs
i
je
j(g)
∥∥∥∥∥ ds ≤
∫ 1
0
∞∑
i=0
∥∥∥∥∥
∞∑
j=0
Xs
i
je
j(g)
∥∥∥∥∥ ds <∞
so that the process X˜ is in L1(E). From the definition of X˜t in Section 2 it
follows that Xˆ = X˜ and X˜ ∈ L1(E).
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(ii) This follows from Theorem 4.2 (ii).
Theorem 8.2 Let (E, F,G,H) be an adapted integrable cmx quadruple such
that ℓ2exp ⊂ D(ν) whenever ν is one of the scalar matrices ν(E), ν(F ),
ν(G), ν(H).
If 0 ≤ t ≤ 1 the quantum stochastic integral
Mˆt =
∫ t
0
(E˜ dΛ+ F˜ dA+ G˜ dA† + H˜ ds) (72)
exists with D(Mˆt) = E . Moreover, if
Mt =
∫ t
0
Es dΛs + Fs dAs +Gs dA
†
s +Hs ds
then E ⊂ D(Mt) and M is a cmx representation of Mˆ .
Proof. Let S = L2[0, 1]. From the remarks preceding Theorem 8.1 and its
Corollary it follows that that the quantum stochastic integral (72) exists and
is the unique process such that〈
Mˆte(f), e(g)
〉
=
∫ t
0
〈
(fgE˜ + fF˜ + gG˜+ H˜)(s)e(f), e(g)
〉
ds (73)
for all f, g ∈ L2[0, 1].
We treat separately the individual constituents of the quantum stochastic
integrals.
(i) Let z ∈ C, g, h ∈ L2[0, 1] and let Mt = Mt(E : dΛ). If ϕ ∈ Hi then∣∣〈Mt ijej(g), ϕ〉∣∣ = ∣∣∣∣∫ t
0
〈
g(s)Es
i−1
j−1e
j−1(g),∇sϕ
〉
ds
∣∣∣∣
≤
∫ t
0
|g(s)|
∥∥Es i−1j−1∥∥ ‖g‖j−1
((j − 1)!)
1
2
‖∇sϕ‖ ds
≤ ν i−1j−1
‖g‖j−1
((j − 1)!)
1
2
∫ t
0
|g(s)| ‖∇sϕ‖ ds
= ν i−1j−1
‖g‖j−1
((j − 1)!)
1
2
i
1
2
∫ t
0
|g(s)|
(∫
[0,1]i−1
|ϕ(x; s)|2 dx
) 1
2
ds
= ν i−1j−1
‖g‖j−1
((j − 1)!)
1
2
i
1
2 ‖g‖ ‖ϕ‖ .
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Therefore
∥∥Mt ijej(g)∥∥ ≤ i 12 ‖g‖ν i−1j−1 ‖g‖j−1
((j − 1)!)
1
2
and, since ε(‖g‖) ∈ D(ν),
it follows that
∑∞
j=0Mt
i
je
j(g) is absolutely convergent to ηit in H
i. If z ∈ C
then 〈
Mˆte(g), e(zh)
〉
=
∫ t
0
〈
g(s)E˜se(g), zh(s)e(zh)
〉
ds
=
∫ t
0
〈
g(s)
∞∑
j=0
Es
i
je
j(g), zh(s)
∞∑
i=0
ei(zh)
〉
ds
=
∞∑
i,j=0
∫ t
0
〈
g(s)Es
i
je
j(g), zh(s)ei(zh)
〉
ds
=
∞∑
i,j=0
zi+1
∫ t
0
〈
g(s)Es
i
je
j(g), h(s)ei(h)
〉
ds
=
∞∑
i,j=1
zi
∫ t
0
〈
g(s)Es
i−1
j−1e
j−1(g), h(s)ei−1(h)
〉
ds
=
∞∑
i,j=1
zi
〈
Mt
i
je
j(g), ei(h)
〉
=
∞∑
i=1
zi
〈
ηit, e
i(h)
〉
.
The interchange of sum and integral in the third inequality follows from the
Lebesgue series theorem since
∞∑
j=0
∥∥Es ijej(g)∥∥ ≤ ν ijε(‖g‖) <∞
for almost all s ∈ [0, 1]. Now〈
Mˆte(g), e(zh)
〉
=
∞∑
i=0
zi
〈(
Mˆte(g)
)i
, ei(h)
〉
for all z ∈ C so that 〈ηi, ei(h)〉 =
〈
(Mˆte(g))
i, ei(h)
〉
whenever h ∈ L2[0, 1].
Therefore (Mˆte(g))
i = ηit and
ηt = (η
0
t , η
1
t , . . . , η
i
t, . . .)
t
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belongs to Ht] and e(g) ∈ D(Mt) with Mte(g) = ηt = Mˆte(g). Thus Mt is a
cmx representation of Mˆt for all t in [0, 1].
(ii) Let z ∈ C, g, h ∈ L2[0, 1] and let Mt = Mt(F : dA). If ϕ ∈ Hi then∣∣〈Mt ijej(g), ϕ〉∣∣ = ∣∣∣∣∫ t
0
〈
Fs
i
j−1∇se
j(g), ϕ
〉
ds
∣∣∣∣
=
∣∣∣∣∫ t
0
〈
g(s)Fs
i
j−1e
j−1(g), ϕ
〉
ds
∣∣∣∣
≤
∫ t
0
|g(s)|
∥∥Fs ij−1∥∥ ∥∥ej−1(g)∥∥ ‖ϕ‖ ds
≤ ‖g‖
∥∥F ij−1∥∥2 ∥∥ej−1(g)∥∥ ‖ϕ‖
= ν ij−1
∥∥ej−1(g)∥∥ ‖g‖ ‖ϕ‖ ,
and
∥∥Mt ijej(g)∥∥ ≤ ‖g‖ν ij ‖ej−1(g)‖. Since ε(‖g‖) belongs to D(ν) it follows
that
∑∞
j=0Mt
i
je
j(g) is absolutely convergent to ηit in H
i. If z ∈ C then〈
Mˆte(g), e(zh)
〉
=
∫ t
0
〈g(s)Fse(g), e(zh)〉 ds
=
∫ t
0
〈
g(s)
∞∑
j=0
Fs
i
je
j(g),
∞∑
i=0
ziei(h)
〉
ds
=
∞∑
i,j=0
zi
∫ t
0
〈
g(s)Fs
i
je
j(g), ei(h)
〉
ds
=
∞∑
i,j=0
zi(j + 1)
1
2
∫ t
0
〈
Fs
i
j∇se
j+1(g), ei(h)
〉
ds
=
∞∑
i,j=0
zi
〈
Mt
i
j+1e
j+1(g), ei(h)
〉
=
∞∑
i=0
zi
〈
ηit, e
i(h)
〉
.
Since
〈
Mˆte(g), e(zh)
〉
=
∑∞
i=0 z
i
〈
(Mˆte(g))
i, ei(h)
〉
it follows as in (i) that
ηit = (Mˆte(g))
i for all i and that Mt is a cmx representation of Mˆt for all
t ∈ [0, 1]).
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(iii) Let Mt =Mt( dA
† : G). Arguing as in (ii), if ϕ ∈ Hi then
|
〈
Mt
i
je
j(g), ϕ
〉
| ≤ i
1
2
∥∥Gij∥∥2 ∥∥ej(g)∥∥ ‖ϕ‖ ,
and Mt is a cmx representation of Mˆt for all t ∈ [0, 1].
(iv) The case Mt = Mt(H : ds) may be dealt with similarly.
Let k, m and n be non-negative integers and consider the cmx process Xt =
Xt(k,m, n) where Xt(k,m, n) equals (the cmx representation of) Λ
k
tA
m
t (A
†
t)
n.
A simple matrix calculation shows that Xt
i
j = 0 unless i = j + n−m.
Let P be the space of polynomials P in (Λt, At, A
†
t) with continuously differ-
entiable coefficients. Each polynomial P has a unique representation
Pt =
K∑
k,m,n=0
ck,m,n(t)Xt(k,m, n).
If (E, F,G,H) is a quadruple in P then (E, F,G,H) satisfies the conditions
of Theorem 8.2.
For simplicity we consider only Xt(k,m, n) where k = 1. If ψ
j ∈ Hj and
t ∈ [0, 1] then∥∥∥(A†t)nψj∥∥∥ ≤ ((j+1) . . . (j+n)) 12 ∥∥ψj∥∥∥∥∥Amt (A†t)nψj∥∥∥ ≤ ((j+1) . . . (j+n)(j+n−1) · · · (j+n−m)) 12 ∥∥ψj∥∥∥∥∥ΛtAmt (A†t)nψj∥∥∥ ≤ ((j+1) . . . (j+n)(j+n−1) · · · (j+n−m)) 12 (j+n−m)k ∥∥ψj∥∥ .
and
cj =
∥∥Xj+n−mj ∥∥ ≤ ((j+1) . . . (j+n)(j+n−1) · · · (j+n−m))1/2 (j+n−m)k.
It follows that X is in Lpcmx(H)so with ν ij = 0 if i 6= j+n−m and ν j+n−mj ≤
2cj for p = 1, 2,∞. By the limit ratio test
∞∑
j=0
c2j
xj
j!
<∞
for all x ∈ R and the domain of ν(X) contains ℓ2exp.
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Since X˜t(k,m, n) equals Λ
k
tA
m
t (A
†
t)
n on E we have the following corollary.
Corollary 8.3 Suppose the quadruple (E, F,G,H) consists of polynomials
in the basic cmx processes Λ, A, A†, t. Then the quadruple (E˜, F˜ , G˜, H˜) con-
sists of the corresponding polynomials in the basic operator processes all de-
fined on E . Let M be the cmx quantum stochastic integral
Mt =
∫ t
0
Es dΛs + Fs dAs +Gs dA
†
s +Hs ds.
Then E ⊂ D(Mt) for each t ∈ [0, 1] and, for each g ∈ L2[0, 1],
M˜te(g) =
∫ t
0
(E˜s dΛs + F˜s dAs + G˜s dA
†
s + H˜s ds)e(g).
9 The Ito Product Formula
Our original proof of the Local Ito Formula was in the spirit of [11] and used
approximation by step processes. It was excessively long and we thank Mr
A Belton for his very concise proof.
He uses the Evans notation [7]. At
1
1 = Λt, At
0
1 = At, At
1
0 = A
†
t , At
0
0 = tI. If
(E, F,G,H) is an adapted integrable cmx quadruple put
Mt
1
1(E) =
∫ t
0
Es dAs
1
1, Mt
0
1(F ) =
∫ t
0
Fs dAs
0
1,
Mt
1
0(G) =
∫ t
0
dAs
1
0Gs, Mt
0
0(H) =
∫ t
0
Hs dAs
0
0,
We thank Mr A Belton for his assistance in proving the following lemma.
Lemma 9.1 (Local Ito Formula) If α, β, γ, δ ∈ {0, 1} let X ∈ Lpcmx(H)so
and Y ∈ Lqcmx(H)so be adapted processes, where p = 2(2 − α − β)
−1 and
q = 2(2− γ − δ)−1. If i, j, µ, ν ∈ N and ν + β = µ+ γ then
Mt
α
β(X)
i+α
ν+βMt
γ
δ (Y )
µ+γ
j+δ =
∫ t
0
Mv
α
β(X)
i+α−γ
µ Yv
µ
j dAv
γ
δ
+
∫ t
0
Xu
i
νMu
γ
δ (Y )
ν
j+δ−β dAu
α
β + δ
ν
µδ
1
βδ
γ
1
∫ t
0
(Xs
i
νYs
µ
j ) dAs
α
δ (74)
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Proof. In the following formulae we use two exponents of ∇: ∇1 = ∇ and
∇0 = I. If ψ ∈ Hj+γ and ϕ ∈ Hi+α then〈
Mt
γ
δ (Y )
µ+γ
j+δ ψ,Mt
β
α(X
∗)ν+βi+αϕ
〉
=∫ t
0
∫ t
0
〈
∇β(u)Y µj ∇
δ(v)ψ,∇γ(v)(X∗u )
ν
i∇
α(u)ϕ
〉
dudv (75)
+ δµν δ
γ
1δ
1
β
∫ t
0
〈
Ys
µ
j∇
δ(s)ψ, (X∗s )
ν
i∇
α(s)ϕ
〉
ds. (76)
This identity may be checked for each quadruple α, β, γ, δ ∈ {0, 1}. The
entries in the left-hand side are given by the Definitions (40), (41), (42) and
(43). The terms S are then replaced by terms in ∇ using Proposition 3.1
which shows that ∇ = S∗ and gives commutation relations for S and ∇.
When ν = µ the integral in (76) is∫ t
0
〈
Xs
i
νYs
ν
j∇
δ(s),∇α(s)ϕ
〉
ds =
〈(∫ t
0
Xs
i
νYs
ν
j dAs
α
δ
)
ψ, ϕ
〉
. (77)
The double integral over {0 ≤ u, v ≤ t} in (76) is the sum, I1 + I2, of the
integrals over {0 ≤ u ≤ v ≤ t} and {0 ≤ v < u ≤ t}. Since X is adapted it
follows from Theorem 4.6 that ∇γ(v)(X∗u )
ν
i∇
α(u)ϕ = (X∗u )
ν−γ
i−γ∇
α(u)∇γ(v)ϕ
whenever u ≤ v. Therefore
I1 =
∫ t
0
∫ v
0
〈
∇β(u)Yv
µ
j∇
δ(v)ψ, (X∗u )
ν−γ
i−γ∇
α(u)∇γ(v)ϕ
〉
dudv
=
∫ t
0
∫ v
0
〈
Xu
i−γ
ν−γ∇
β(u)Yv
µ
j∇
δ(v)ψ,∇α(u)∇γ(v)ϕ
〉
dudv
=
∫ t
0
〈
Mv
α
β(X)
i+α−γ
ν Yv
ν
j∇
δ(v)ψ,∇γ(v)ϕ
〉
dv
=
〈(∫ t
0
Mv
α
β(X)
i+α−γ
ν Yv
ν
j dAv
γ
δ
)
ψ, ϕ
〉
(78)
Similarly
I2 =
〈(∫ t
0
Xu
i
νMu
γ
δ (Y )
ν
j+δ−β dAu
α
β
)
ψ, ϕ
〉
. (79)
The identity (74) follows immediately from (77), (78) and (79).
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Corollary 9.2 (Quantum Ito Product Formula) If the product processes
Mαβ (X)Y, XM
γ
δ (Y ), δ
1
βδ
γ
1XY
exist in Lqcmx(H)so, L
p
cmx(H)so and L
r
cmx(H)so, where 1/p+1/q = 1/r then the
product process Mαβ (X)M
γ
δ (Y ) exists in L
∞
cmx(H)so and
Mt
α
β(X)Mt
γ
δ (Y ) =
∫ t
0
Ms
α
β(X)Ys dAs
γ
δ +
∫ t
0
XsMs
γ
δ (Y ) dAs
α
β
+δ1βδ
γ
1
∫ t
0
XsYs dAs
α
δ . (80)
Proof. This follows directly from the identity (74) together with the norm
bounds (47), (48) and (49) in Theorem 6.1.
We give sufficient conditions that the conditions of Corollary 9.2 are satisfied.
Corollary 9.3 Suppose α, β, γ, δ, p, q,X, Y satisfy the conditions of Lemma
9.1 and define scalar matrices κ(X),κ(Y ) by the formulae
κ(X)ij = i
α
2ν(X)i−αj−βj
β
2 , κ(Y )ij = i
γ
2ν(X)i−γj−δj
δ
2 .
If the scalar matrix κ(X)ν(Y ) +ν(X)κ(Y ) +ν(X)ν(Y ) has finite entries
then X and Y satisfy the conditions of Corollary 9.2 and the quantum Ito
product formula (80) is valid.
Proof. It follows from the norm bounds (47), (48) and (49), that the r.h.s of
(74) is bounded by
(i+ α)
γ
2 (j + δ)
δ
2 (i+ α− γ)
α
2 µ
β
2
∥∥X i−γµ−β∥∥p ∥∥Y µγ ∥∥q
+(i+ α)
α
2 (j + δ)
β
2 (j + δ − β)
δ
2 ν
γ
2
∥∥X iν∥∥p ∥∥Y ν−γj−β ∥∥q
+δ1βδ
γ
1 (i+ α)
α
2 (j + δ)
δ
2
∥∥X iν∥∥ p ∥∥Y νj ∥∥q
≤ (j + δ)
δ
2 (i+ α− γ)
α
2κ(X)iµν(Y )
µ
j + (i+ α)
α
2 (j + δ − β)
δ
2ν(X)iνκ(Y )νj
+δ1βδ
γ
1 (i+ α)
α
2 (j + δ)
δ
2ν(X)iνν(Y )νj .
Therefore
∞∑
ν=0
∥∥Mt αβ(X)i+αν+βMt γδ (Y )µ+γj+δ ∥∥ ≤ (j + δ) δ2 (i+ α− γ)α2 (κ(X)ν(Y ))ij
+(i+ α)
α
2 (j + δ − β)
δ
2 (ν(X)κ(Y ))ij + δ1βδ
γ
1 (i+ α)
α
2 (j + δ)
δ
2 (ν(X)ν(Y ))ij .
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which is finite for all i, j. It follows that the the product processMt
α
β(X)Mt
γ
δ (Y )
exists.
Now ∥∥Mv αβ(X)i+α−γµ Yv µj ∥∥ ≤ (i+ α− γ)α2 µβ2 ∥∥X i−γµ−β∥∥p ∥∥Yv µj ∥∥
≤ (i+ α− γ)
α
2κ(X)iµ
∥∥Yv µj ∥∥ ,
and
∞∑
µ=0
∥∥Mαβ (X)i+α−γµ Y µj ∥∥q ≤ (i+ α− γ)α2 ∞∑
µ=0
κ(X)iµν(Y )
µ
j <∞.
Therefore the product chaos matrix Ms
α
β(X)Ys exists for almost all s ∈ [0, 1]
and defines a cmx process in Lpcmx(H)so. Similar arguments show that the
product chaos matrix XsMs
γ
δ (Y ) exists almost everywhere and defines a
process in Lpcmx(H)so and that, for β = δ = 1, s 7→ XsYs defines a process in
the appropriate Lrcmx(H)so.
Taking weak sums on both sides and using the DCT yields (80).
In particular if X and Y are (2k+1)-diagonal matrices for some k ∈ N then
the conditions of Corollary 9.3 are satisfied. Since the basic processes are
tri-diagonal any polynomial in them is (2k + 1)-diagonal for some k ∈ N.
Corollary 9.4 If X and Y are polynomials in the basic processes then the
quantum Ito product formula (80) is valid.
10 Quantum Duhamel Formula
In this section we show that the quantum Duhamel formula [28, Proposition
5.2] for regular quantum semimartingales remains true for some quantum
stochastic integrals and some essentially self-adjoint quantum semimartin-
gales. The proofs, which use series expansions and Nelson’s analytic vector
theorem, follow the same lines as the proof for regular quantum semimartin-
gales.
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Theorem 10.1 Let (E, F, F∗, H) be an adapted symmetric integrable cmx
quadruple and let κ be the control matrix of the process
Mt =
∫ t
0
(E dΛ+ F dA+ F∗ dA† +H ds). (81)
If ǫ > 0 and ℓ00 ⊂ Aǫ(κ) then, for −ǫ < p < ǫ,
(i) the product cmx processes
MαF µ(M + E)βGνMγ exists in Lpcmx(H)so, p =
2
µ+ ν
(82)
whenever α, β, γ ∈ N and µ, ν ∈ {0, 1}.
(ii) for n = 1, 2, . . . the formulae
En = (M + E)
n −Mn
Fn =
∑
α+β=n−1
MαF (M + E)β
(Fn)
∗ =
∑
α+β=n−1
(M + E)αF∗Mβ
Hn =
∑
α+β=n−1
MαHMβ +
∑
α+β+γ=n−2
MαF (M + E)βF∗Mγ
define an adapted symmetric integrable cmx quadruple (En, Fn, (Fn)
∗, Hn).
(iii)Mn = {(Mt)
n : t ∈ [0, 1]} is a symmetric cmx quantum stochastic integral
with
(Mt)
n =
∫ t
0
(En dΛ+ Fn dA+ (Fn)
∗ dA† +Hn ds), n = 1, 2, . . . . (83)
(iv) H00 ⊂ Aǫ(Mt) ∩ Aǫ(M˜t) and H00 ⊂ Aǫ((M + E)t) ∩ Aǫ( ˜(M + E)t) for
t ∈ [0, 1].
(v) M˜ and M˜+E are essentially self-adjoint with core H00.
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(vi) The series I +
∑∞
k=1(ipM)
k/k! is convergent in L∞cmx(H)so to a process
J(p) and
J˜t(p) = e
ipMt
(vii) The series I +
∑∞
k=1(ip(M + E))
k/k! is convergent in L∞cmx(H)so to a
process K(p) and
K˜t(p) = e
ipM+Et
Proof. The proofs for M + E are similar to the proofs for M and will be
omitted.
Since A(κ) 6= ∅ the product matrix κk exists for all k ∈ N by definition.
If ν = ν(M) is the scalar matrix of M then κ + ν ≺ 2κ and (κ + ν)k
exists for all k ∈ N. Since κ and ν have non-negative entries the product
scalar matrix κα1νβ1 · · ·καkνβk exists whenever α1, . . . , αk, β1, . . . , βk are
non-negative integers with α1 + · · · + αk + β1 + · · · + βk = n. Moreover
(κ+ ν)n is a finite sum of such monomial products.
(i) If 1, α, β, γ ≤ k then ν(Mα),ν(F ),ν((M + E)β),ν(G),ν(Mγ) ≺ (κ +
ν)k. Since M,E ∈ L∞cmx(H)so, F,G ∈ L2cmx(H)so, and H ∈ L1cmx(H)so and the
product scalar matrix (κ + ν)5k exists for all k it follows from Lemma 7.7
that MαF µ(M + E)βGνMγ exists whenever α, β, γ ∈ N and µ, ν ∈ {0, 1}.
(ii) It follows from (i) and Corollary 9.2 that the formulae in (ii) define cmx
processes En, Fn, (Fn)
∗ and Hn. The following algebraic identities follow
directly from those formulae.
En+1 = M(M + E)
n −Mn+1 + EMn + E(M + E)n −EMn
= MEn + EMn + EEn;
Fn+1 =
∑
α+β=n−1
Mα+1F (M + E)β + FMn + F (M + E)n − FMn
= MFn + FM
n + FEn;
(Fn+1)
∗ =
∑
α+β=n−1
M(M + E)αMβ + F∗Mn +
∑
α+β=n−1
E(M + E)αF∗Mβ
= M(Fn)
∗ + F∗Mn + E(Fn)
∗;
Hn+1 = HM
n +
∑
α+β=n−1
Mα+1HMβ +
∑
α+β+γ=n−2
Mα+1F (M + E)βF∗Mγ
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+
∑
β+γ=n−1
F (M + E)βF∗Mγ
= MHn +HM
n + F (Fn)
∗.
The quadruple (En, Fn, Gn, Hn) is integrable by (i) and adapted by Corollary
4.7. It follows from (i) and Lemma 2.1 than Gn = (Fn)
∗ for all n ∈ N.
(iii) Applying the Quantum Ito product formula (80) to MtM
n
t , where M
and Mn are given by (81)and (83), gives
Mn+1t =
∫ t
0
(M dMn + dMMn + dM dMn)
=
∫ t
0
(
(MEn + EM
n + EEn) dΛ+ (MFn + FM
n + FEn) dA
+(M(Fn)
∗ + F∗Mn + E(Fn)
∗)dA† + (MHn +HM
n + F (Fn)
∗)ds
)
=
∫ t
0
(En+1dΛ+ Fn+1dA+ F
∗
n+1dA
† +Hn+1ds).
(iv), (v), (vi) Since ν(M) ≺ κ and ℓ00 ⊂ Aǫ(κ) implies that ℓ00 ⊂ Aǫ(ν(M)).
Parts (iv), (v) and (vi) then follow from Theorem 7.10.
Under the above conditions we define eipMt and eip(M+E)t to be the chaos
matrices Jt(p) and Kt(p) respectively. We now have the following chaos
matrix version of the quantum Duhamel formula.
Corollary 10.2 (Cmx Duhamel Formula) The chaos matrix process {eipMt :
t ∈ [0, 1]} has a representation as a cmx quantum stochastic integral
eipMt = I +
∫ t
0
(Eexp(ipM) dΛ+ Fexp(ipM) dA+Gexp(ipM) dA
† +Hexp(ipM) ds).(84)
The integrands form an adapted integrable quadruple and are defined by the
formulae
Eexp(ipM)(t) = ip
∫ 1
0
ei(1−u)pMtEte
iupMt du = eip(Mt+Et) − eipMt
Fexp(ipM)(t) = ip
∫ 1
0
ei(1−u)pMtFte
iup(Mt+Et) du
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Gexp(ipM)(t) = ip
∫ 1
0
ei(1−u)p(Mt+Et)F∗t e
iupMt du (85)
Hexp(ipM)(t) = ip
∫ 1
0
ei(1−u)pMtHte
iupMt du
−p2
∫ 1
0
∫ 1
0
uei(1−u)pMtFte
iu(1−v)p(Mt+Et)F∗t e
iuvpMt du dv.
They have power series representations
Eexp(ipM) =
∞∑
n=0
(ip)nEn
n!
, Fexp(ipM) =
∞∑
n=0
(ip)nFn
n!
, Gexp(ipM) =
∞∑
n=0
(ip)nF∗n
n!
,
Hexp(ipM) =
∞∑
n=0
(ip)nHn
n!
,
the series converging in L∞cmx(H)so, L
2
cmx(H)so, L
2
cmx(H)so and L
1
cmx(H)so re-
spectively.
Proof. There is no loss of generality in taking ǫ > 1 and p = 1. Both M and
M + E satisfy the conditions of Theorem 7.10.
If 0 ≤ u ≤ 1 define Sk(u) in L∞cmx(H)so and Tk(u) in L
2
cmx(H)so by
Sk(u) =
k∑
α=0
(i(1− u)M)α
α!
, Tk(u) =
k∑
β=0
(iF )
(iu(M + E))β
β!
.
By Theorem 10.1, the product processes MαF (M + E)β exist in L2cmx(H)so
for all α, β ∈ N. Therefore product process Sk(u)Tk(u) exists for all u ∈ [0, 1]
and
Sk(u)Tk(u) =
k∑
α,β=0
(i(1− u)M)α
α!
(iF )
(iu(M + E))β
β!
Now u 7→ Sk(u) and u 7→ Tk(u) are continuous functions into L
∞
cmx(H)so and
L2cmx(H)so respectively and:
(a) Sk(u) converges to e
i(1−u)M in L∞cmx(H)so and ν(Sk) ≺ e(1−u)κ k =
1, 2, . . .;
(b) Tk(u) converges to (iF )e
iuM in L2cmx(H)so and ν(Tk) ≺ κeuκ k = 1, 2, . . ..
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Therefore ν(Sk(u))ν(Tk(u)) ≺ κeκ for all u ∈ [0, 1] so by Proposition 7.11
it follows that Sk(u)Tk(u) converges in L2cmx(H)so to e
i(1−u)M (iF )eiu(M+E) for
each u ∈ [0, 1] and
lim
k→∞
∫ 1
0
Sk(u)Tk(u) du = lim
k→∞
k∑
α,β=0
(iM)α(iF )(i(M + E))β
(α + β + 1)!
=
∫ 1
0
ei(1−u)M (iF )eiu(M+E) du = Fexp(iM).
If Rk in L2cmx(H)so is defined by
Rk
def
==
(∫ 1
0
Sk(u)Tk(u) du
)
−
(
k∑
n=0
inFn
n!
)
=
∑
0≤α,β≤k<α+β
(iM)α(iF )(i(M + E))β
(α + β + 1)!
then limk→∞Rk = 0 in L2cmx(H)so. This follows from Lemma 7.6 since
ν(Rk) ≺
∑
α+β>k
κα+β+1
(α + β + 1)!
≺
∞∑
n=k
κn
n!
which tends to the zero matrix as k →∞. Therefore
Fexp(iM) =
∞∑
n=0
inFn
n!
,
the series converging in L2cmx(H)so.
The proof of the power series representations are similar and will be omitted.
It follows from (83) that
eipMt = I +
∞∑
n=1
(ip)n
∫ t
0
(En dΛ+ Fn dA+ (Fn)
∗ dA† +Hn ds)
= I +
∫ t
0
(Eexp(ipM) dΛ+ Fexp(ipM) dA+Gexp(ipM) dA
† +Hexp(ipM) ds).
The interchange of the integrals with the sums is justified by Theorem 6.6.
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The next problem is to deduce from (84) a quantum Duhamel formula for
quantum stochastic integrals. When the integrands (Eˆ, Fˆ , Fˆ∗, Hˆ) are not
required to be bounded we are unable to find reasonable sufficient conditions
to ensure that integrands can be defined on E by the formulae (87). We
therefore restrict attention to the case that M is a cmx semimartingale.
If the quantum Duhamel formula is valid for all real p then the functional
quantum Ito formula may be proved as in [28, Theorem 6.2.] using the
Fourier functional calculus
f(Mt) =
∫
R
fˆ(p)eipMt dp.
Corollary 10.2 only implies that pM satisfies the quantum Duhamel formula
for |p| < ǫ. The following corollary shows this is sufficient. Repeated appli-
cations of the quantum Ito product formula of Hudson and Parthasarathy
are used to show that pM satisfies the quantum Duhamel formula for all real
p. This is true in particular if M is one of the quantum semimartingales
described in Proposition 7.4.
Corollary 10.3 Let Mˆ = {Mˆt : t ∈ [0, 1]} be a symmetric quantum semi-
martingale
Mˆt =
∫ t
0
(Eˆs dΛs + Fˆs dAs + Fˆ
∗ dA†s + Hˆs ds)
with corresponding symmetric cmx semimartingale M = {Mt : t ∈ [0, 1]}:
Mt =
∫ t
0
(Es dΛs + Fs dAs + F
∗ dA†s +Hs ds).
If there exists ǫ > 0 such that ℓ00 ⊂ Aǫ(κ) where κ is the control matrix of
M then
(i) Mˆ is essentially self-adjoint with core H00.
(ii) If M t is the closure of Mˆt then e
ipM is a regular quantum semimartingale
and pM satisfies the quantum Duhamel formula
eipM t = I+
∫ t
0
(Eˆexp(ipM) dΛ+Fˆexp(ipM) dA+Gˆexp(ipM) dA
†+Hˆexp(ipM) ds),(86)
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for all real p, where
Eˆexp(ipM)(t) = e
ip(M t+Eˆt) − eipM t
Fˆexp(ipM)(t) = ip
∫ 1
0
ei(1−u)pM tFˆte
iup(M t+Eˆt) du
Gˆexp(ipM)(t) = ip
∫ 1
0
ei(1−u)p(M t+Eˆt)Fˆ∗t e
iupMt du (87)
Hˆexp(ipM)(t) = ip
∫ 1
0
ei(1−u)pM tHˆte
iupMt du
+(ip)2
∫ 1
0
∫ 1
0
uei(1−u)pM tFˆte
iu(1−v)p(M t+Eˆt)Fˆ∗t e
iuvpM t du dv
Proof. There is no loss of generality in assuming ǫ = 1; simply replace M by
ǫM .
It follows from [23, Theorems VIII.25, VIII.21] that u 7→ ei(1−u)pM t and u 7→
eiup(M t+E˜t) are strongly continuous. Therefore the function u 7→ ei(1−u)pMtFteiup(Mt+Et)
belongs to L∞cmx(H)so for almost all t ∈ [0, 1]. Theorems 2.7 and 10.1 (vi),
(vii) now imply that Fexp(ipM)(t) is a cmx representation of Fˆexp(ipM)(t) for
almost all t. The other integrands in (85) and (87) are similarly related. By
Theorem 6.8 Equation (86) is true for −1 ≤ p ≤ 1.
Since eiM is a unitary process it follows that Eˆexp(iM) is in L
∞
cmx(H)so while
Fˆexp(iM), Gˆexp(iM) belong to L
2
cmx(H)so and Hˆexp(iM) is in L
1
cmx(H)so so that
eiM is a regular quantum semimartingale.
We now prove (86) is valid for p = 2.
By the quantum Ito product formula of Hudson and Parthasarathy, [1, The-
orem 5.], [11, Theorem 4.5],
e2iM t = I +
∫ t
0
eiMsd
(
eiMs
)
+ d
(
eiMs
)
eiMs + d
(
eiMs
)
d
(
eiMs
)
.(88)
The coefficient of dΛ is eiM Eˆexp(iM) + Eˆexp(iM)e
iM + Eˆexp(iM )Eˆexp(iM ) which
equals
eiMei(M+Eˆ)−ei2M+ei(M+Eˆ)eiM−ei2M+ei(2M+2Eˆ)+ei2M−eiMei(M+Eˆ)−ei(M+Eˆ)eiM
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= Eˆexp(i2M )
The coefficient of dA is
eiM Fˆexp(iM) + Fˆexp(iM)e
iM + Fˆexp(iM )Eˆexp(iM )
= i
∫ 1
0
ei(2−u)M Fˆ eiu(M+Eˆ) du+ i
∫ 1
0
ei(1−u)M Fˆ eiu(M+Eˆ)eiM du
+i
∫ 1
0
ei(1−u)M Fˆ eiu(M+Eˆ)
(
eiu(M+Eˆ) − eiM
)
du
= i
∫ 1
0
(
ei(2−u)M Fˆ eiu(M+Eˆ) + ei(1−u)M Fˆ ei(1+u)(M+Eˆ)
)
du
= i
∫ 1
2
0
(
ei(1−v)2M2Fˆ eiv(2M+2Eˆ) + ei(1/2−v)2M2Fˆ ei(1/2+v)(2M+2Eˆ)
)
dv
= i
∫ 1
2
0
ei(1−v)2M2Fˆ eiv(2M+2Eˆ) dv +
∫ 1
1
2
ei(1−w)2M2Fˆ eiw(2M+2Eˆ) dw
= i
∫ 1
0
ei(1−v)2M2Fˆ eiv(2M+2Eˆ) dv
= Fˆexp(i2M)
Taking adjoints, or calculating as above, the coefficient of dA† is
i
∫ 1
0
ei(1−u)(2M+2Eˆ)(2Fˆ )∗eiu2M du = Gˆexp(i2M).
The contribution of Hˆ to the coefficient of dt is
i
∫ 1
0
(
ei(2−u)M HˆeiuM + ei(1−u)M Hˆei(1+u)M
)
du
= i
∫ 1
2
0
(
ei(1−v)2M2Hˆeiv2M + ei(1/2−v)2M2Hˆei(1/2+v)2M
)
dv
= i
∫ 1
2
0
ei(1−v)2M2Hˆeiv2M dv + i
∫ 1
1
2
ei(1−w)2M2Hˆeiw2M dw
= i
∫ 1
0
ei(1−u)2M2Hˆeiu2M du
We now calculate the contribution of Fˆ and Fˆ∗ to the coefficient of dt:(
i
∫ 1
0
ei(1−u)M Fˆ eiu(M+Eˆ) du
)(
i
∫ 1
0
ei(1−v)(M+Eˆ)Fˆ∗eivM dv
)
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= −
∫ 1
0
∫ 1
0
ei(1−u)M Fˆ ei(u+1−v)(M+Eˆ)Fˆ∗eivM dudv (89)
= −
∫ 1
0
∫ 2
1
ei(2−u)M Fˆ ei(u−v)(M+Eˆ)Fˆ∗eivM dudv (90)
The change of variable uv 7→ v gives
eiM
∫ 1
0
∫ 1
0
uei(1−u)M Fˆ eiu(1−v)M Fˆ∗eiuvM dudv
=
∫ 1
0
∫ u
0
ei(2−u)M Fˆ ei(u−v)(M+Eˆ)Fˆ∗eivM dvdu (91)
Similarly(∫ 1
0
∫ 1
0
uei(1−u)M Fˆ eiu(1−v)M Fˆ∗eiuvM dudv
)
eiM
=
∫ 1
0
∫ u
0
ei(1−u)M Fˆ ei(u−v)(M+Eˆ)Fˆ∗ei(1+v)M dvdu
=
∫ 2
1
∫ u
1
ei(2−u)M Fˆ ei(u−v)(M+Eˆ)Fˆ∗eivM dvdu (92)
Subtracting Equations (91) and (92) from Equation (90), the contribution of
Fˆ and Fˆ∗ to the coefficient of dt is
−
∫ 2
0
∫ u
0
ei(2−u)M Fˆ ei(u−v)(M+Eˆ)Fˆ∗eivM dvdu
= −
∫ 1
0
∫ u
0
ei(1−u)(2M )(2Fˆ )ei(u−v)(2M+2Eˆ)(2Fˆ )∗eiv(2M ) dvdu(93)
Adding this to the contribution of H˜ the coefficient of dt is Hˆexp(i2M ). It
follows from Equation (88) that
ei2M t = I+
∫ t
0
(Eˆexp(i2M) dΛ+Fˆexp(i2M) dA+Gˆexp(i2M ) dA
†+Hˆexp(i2M) ds).(94)
and the quantum Duhamel formula is valid for 2M . It follows by induction
that the formula is valid for 2kM for all k ∈ N.
We have shown above that pM satisfies (86) if Therefore 2kpM satisfies (86)
for all k ∈ N and −1 ≤ p ≤ 1. Therefore (86) is valid for all real p.
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It follows from the concluding remarks of Section 5 that there is a large
class of (2k + 1)-diagonal quantum semimartingales whose integrands are
constructed from L2-kernels. These semimartingales satisfy the quantum
Duhamel formula.
Corollary 10.4 Let M be a symmetric quantum semimartingale
Mˆt =
∫ t
0
Eˆ dΛ+ Fˆ dA+ Fˆ∗ dA† + Hˆ ds.
with corresponding cmx semimartingale
Mt =
∫ t
0
(E dΛ+ F dA+ F∗ dA† +H ds).
If the integrands E, F , F∗ and H are processes of (2k + 1)-diagonal matri-
ces then Mˆ is essentially self-adjoint with closure M and pM satisfies the
quantum Duhamel formula for all real p.
Proof. If ψ ∈ Hj then Et ijψ = (Eˆtψ)
i and
∥∥Et ijψ∥∥ = ∥∥∥(Eˆtψ)i∥∥∥ ≤ ∥∥∥Eˆtψ∥∥∥.
Therefore ‖Et
i
j‖ ≤ ‖Et‖ for all t ∈ [0, 1] and ν ij(E) ≤ ‖E‖∞. Similarly
ν ij(F ) ≤ ‖F‖2 and ν ij(H) ≤ ‖H‖1 for all i, j. If ξ = ‖E‖∞+2 ‖F‖2+ ‖H‖1
then κ is (2k + 1)-diagonal with κij ≤ ξ(i + j) for all i, j. It follows from
Proposition 7.3 that ℓ00 ⊂ Aǫ(Ξ) for ǫ = ξ−1(4k2 + 2k)−1.
The required result now follows from Proposition 7.3 and Corollary 10.3.
The argument in Corollary 10.3 only uses the fact that (86) is valid whenever
−ǫ ≤ p ≤ ǫ and does not rely on the properties of κ. Therefore it may be
used to prove the following theorem.
Theorem 10.5 Let Mˆ = {Mˆt : t ∈ [0, 1]} be a symmetric quantum semi-
martingale. If Mˆt is essentially self-adjoint and the quantum Duhamel for-
mula (86) is valid for −1 ≤ p ≤ 1 then it is valid for all real p.
The Brownian quantum semimartingale B = A + A† is an essentially self-
adjoint process in S ′ which does not belong to Ssa. The operators Bt are
unbounded with common core D(N1/2), where N is the number operator.
Let W : L2(Ω,PW ) −֒→ H be the Wiener–Ito isomorphism. Let Bˆ = (Bˆt :
t ∈ [0, 1]) be Brownian motion. Abusing notation, let Bˆt also denote the
unbounded self-adjoint operator in L2(Ω,PW ) of multiplication by Bˆt. Then
W ◦ Bˆt ◦W−1 = Bt for t ∈ [0, 1].
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The quantum semimartingale Bˆ = A+A† with quadruple (0, I, I, 0) satisfies
the condition of Corollary 10.4 so that B satisfies the quantum Duhamel
formula
eiBt = I + i
∫ t
0
eiBs dBs −
1
2
∫ t
0
eiBs ds. (95)
This is equivalent, via the Wiener–Ito isomorphism, to the classical Ito for-
mula for the function x 7→ eix and classical Brownian motion W = {Wt : t ∈
[0, 1]}:
eiWt = I + i
∫ t
0
eiWs dWs −
1
2
∫ t
0
eiWs ds,
11 Quantum Ito Formula
As in [28] the quantum Duhamel formula in Section 10 leads, via the Fourier
functional calculus, to a functional Ito formula.
If Tˆ is a self-adjoint linear transformation in H and f and its Fourier trans-
form fˆ lie in L1(R) then define f(Tˆ ) in B(H) by the Bochner integral
f(Tˆ ) =
∫ ∞
−∞
fˆ(p)eipTˆ dp. (96)
This definition of f(Tˆ ) agrees with the usual definition via the functional
calculus.
It follows from the proof of Corollary 10.4 and the remarks preceding it that
there is a class of non-trivial quantum semimartingales, whose integrands are
(2k + 1)-diagonal processes defined by L2-kernels, satisfying the conditions
of the following theorem.
Recall that C2+(R) = {f ∈ L1(R) : p 7→ p2fˆ(p) belongs to L1(R)}.
Theorem 11.1 Let Mˆ = {Mˆt : t ∈ [0, 1]} be a symmetric quantum semi-
martingale
Mˆt =
∫ t
0
(Eˆs dΛs + Fˆs dAs + Fˆ
∗ dA†s + Hˆs ds)
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with corresponding symmetric cmx semimartingale M = {Mt : t ∈ [0, 1]}:
Mt =
∫ t
0
(Es dΛs + Fs dAs + F
∗ dA†s +Hs ds).
If there exists ǫ > 0 such that ℓ00 ⊂ Aǫ(κ) where κ is the control matrix of
M then Mˆ is essentially self-adjoint with core H00.
For each f ∈ C2+(R) the process f(M) = {f(M t) : t ∈ [0, 1]} defined by the
formula (96) is a regular quantum semimartingale which satisfies the quantum
Ito formula:
f(M t) = f(0) +
∫ t
0
(Eˆf(M) dΛ+ Fˆf(M) dA+ Gˆf(M) dA
† + Hˆf(M) ds) (97)
where
Eˆf(M) =
∫ ∞
−∞
fˆ(p)Eˆexp(ipM) dp = f(M + Eˆ)− f(M)
Fˆf(M) =
∫ ∞
−∞
fˆ(p)Fˆexp(ipM) dp =
∫ ∞
−∞
∫ 1
0
ipfˆ(p)eip(1−u)M Fˆ eipu(M+Eˆ) du dp
Gˆf(M) =
∫ ∞
−∞
fˆ(p)Gˆexp(ipM) dp =
∫ ∞
−∞
∫ 1
0
ipfˆ(p)eip(1−u)(M+Eˆ)Fˆ∗eipuM du dp
Hˆ∗f(M) =
∫ ∞
−∞
fˆ(p)Hˆexp(ipM) dp =
∫ ∞
−∞
∫ 1
0
ipfˆ(p)eip(1−u)M HˆeipuM du dp
−
∫ ∞
−∞
∫ 1
0
∫ 1
0
p2fˆ(p)ueip(1−u)M Fˆ eipu(1−v)(M+Eˆ)Fˆ∗eipuvM du dv dp
Proof. It follows from Corollary 10.3 that
f(Mt) = f(0) +
∫ ∞
−∞
fˆ(p)
∫ t
0
(Eexp(ipM) dΛ + Fexp(ipM) dA
+Gexp(ipM) dA
† +Hexp(ipM) ds) dp. (98)
so that, formally, the theorem may be proved by interchanging the order of
integration in (98). This requires a Fubini type theorem for regular quantum
semimartingales. The proof is the same as whenM itself is a regular quantum
semimartingale [28, Theorem 6.1, Theorem 6.2].
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Remark. The proof of [28, Theorem 6.1] is correct for the functions e, f, g, h
defined by the formulae [28, (48)]. The proof under the given conditions is
not quite correct. The sixth equality in that proof is not necessarily valid
under hypothesis (d). However this may be remedied by observing that in
the seventh equality the integral with respect to p may also be taken outside
of the inner product.
In order to mimic the classical Ito formula we recast Equation 98 in terms
of the differential Df(M)(·) and the Ito second differential D2If(M)(·, ·) of
f at M .
If Hˆ ∈ B(H) is a bounded self-adjoint transformation then standard pertur-
bation theory (Hille-Phillips)[10] shows that i(Tˆ + Hˆ) is the generator of a
one parameter unitary group p 7→ eip(Tˆ+Hˆ) so that f(Tˆ + Hˆ) is defined by
(96) with Tˆ replaced by Tˆ + Hˆ . We show that f has a differential at Tˆ in
the direction of H .
Proposition 11.2 Let Tˆ be a self-adjoint operator and let Hˆ and Kˆ be
bounded self-adjoint operator in H. If f ∈ C2+(R) then the first differential
Df(Tˆ )(Hˆ) and the second differential D2f(Tˆ )(Hˆ, Kˆ) both exist and are given
by the formulae
Df(Tˆ )(Hˆ) =
∫ ∞
−∞
∫ 1
0
ipfˆ(p)eip(1−u)Tˆ HˆeipuTˆ dudp; (99)
Df(Tˆ )(Hˆ, Kˆ) =
∫ ∞
−∞
∫ 1
0
∫ 1
0
−p2fˆ(p)
(
eip(1−u)Tˆ Hˆeipu(1−v)Tˆ KˆeipuvTˆ
+eip(1−u)Tˆ Kˆeipu(1−v)Tˆ HˆeipuvTˆ
)
dudvdp. (100)
Proof. Consider the Duhamel formula
ei(Tˆ+ǫHˆ) = eiTˆ+ǫ
∫ 1
0
ei(1−u)Tˆ HˆeiuTˆ du+ǫ2
∫ 1
0
∫ 1
0
ei(1−u)Tˆ Hˆeiu(1−v)Tˆ Hˆeiuv(Tˆ+ǫHˆ) dudv.
Since
∥∥∥ei(1−u)Tˆ∥∥∥, ∥∥∥eiu(1−v)Tˆ∥∥∥ and ∥∥∥eiuvTˆ∥∥∥ are all 1 it follows that∥∥∥∥∥ei(Tˆ+ǫHˆ) − eiTˆǫ −
∫ 1
0
ei(1−u)Tˆ HˆeiuTˆ du
∥∥∥∥∥ ≤ ǫ ∥∥∥Hˆ∥∥∥2 .
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Therefore∥∥∥∥∥f(Tˆ + ǫHˆ)− f(Tˆ )ǫ −
∫ ∞
−∞
∫ 1
0
ipfˆ(p)eip(1−u)Tˆ HˆeipuTˆ dudp
∥∥∥∥∥ ≤ ǫ ∥∥∥Hˆ∥∥∥2
∫ ∞
−∞
|pfˆ(p)| dp
which tends to zero with ǫ. This proves (99). A similar argument applied to
the right hand side of Equation (99) may be used to prove (100).
These differentials may be extended to all Hˆ and Kˆ in B(H) as follows: If
Hˆ = −Hˆ∗ and Kˆ = −Kˆ∗ then let
iDf(Tˆ )(Hˆ) = Df(Tˆ )(iHˆ);
D2f(Tˆ )(Hˆ, Kˆ) = iD2f(Tˆ )(Hˆ, iKˆ) = D2f(Tˆ )(iHˆ, iKˆ) = iD2f(iHˆ, Kˆ).
Each operator in B(H) is, uniquely, the sum of a self-adjoint and skew ad-
joint transformation so these definitions extend uniquely by linearity and
bilinearity. The Ito second differential , D2I , is defined via the matrix opera-
tor equation
1
2
D2f
([
Xˆ 0
0 Xˆ
])([
0 Hˆ
Kˆ 0
]
,
[
0 Hˆ
Kˆ 0
])
=
[
D2If(Xˆ)(Hˆ, Kˆ) 0
0 D2If(Xˆ)(Kˆ, Hˆ)
]
. (101)
D2If is an unsymmetrised version of D
2f and D2f(Hˆ, Kˆ) = D2If(Hˆ, Kˆ) +
D2If(Kˆ, Hˆ) [28, §2.].
We use the following notation:
Df(M)(dMˆ) = Df(M)(Eˆ) dΛ+Df(M)(Fˆ ) dA
+Df(M)(Gˆ) dA† +Df(M)(Hˆ) dt,
D2If(M)(dMˆ, dMˆ) = D
2
If(M)(Eˆ, Eˆ) dΛ+D
2
If(Mˆ)(Fˆ , Eˆ) dA
+D2If(M)(Eˆ, Gˆ) dA
† +D2If(M)(Fˆ , Gˆ) dt
The quantum Ito formula is most heuristically satisfying when Eˆ ≡ 0. In this
case it is a generalisation of the classical Ito formula for Brownian (continu-
ous) semimartingales. If Eˆ 6≡ 0 the more complicated formula [28, Theorem
6.2.], which generalises the classical Ito formula for some discontinuous semi-
martingales, is also true.
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Corollary 11.3 (Quantum Ito Formula) Suppose the symmetric quan-
tum semimartingale
Mˆt =
∫ t
0
(Fˆs dAs + Fˆ
∗ dA†s + Hˆs ds)
satisfies the conditions of Theorem 11.1.
If f ∈ C2+(R) then f(M) = {f(M t) : t ∈ [0, 1]} is a regular quantum
semimartingale and satisfies the quantum Ito formula
f(M t) = f(0) +
∫ t
0
(Df(M s)(dMˆs) +D
2
If(M s)(dMˆs, dMˆs)) (102)
Proof. This theorem is a translation of Theorem 11.1 using the above termi-
nology together with Proposition 11.2
The Brownian quantum semimartingale Bˆt = At+A
†
t , satisfies the conditions
of Corollary 11.3. It follows from (102), or directly form Equation (95), that
f(Bt) = f(0) +
∫ t
0
f ′(Bs) dBˆs +
1
2
∫ t
0
f ′′(Bs) ds
whenever f ∈ C2+(R). The analysis in [28, Section 7] and [1] shows that
Equation (102) is equivalent to the classical Ito formula for Brownian motion
f(Wt) = f(0) +
∫ t
0
f ′(Ws) dWs +
1
2
∫ t
0
f ′′(Ws) ds
Thus we have extended the quantum Ito formula for regular quantum semi-
martingales to a non-trivial class of essentially self adjoint quantum semi-
martingales containing the Brownian quantum semimartingale.
Example 11.4
For each real θ the quantum semimartingale Pt(θ) = e
iθ(t)At+e
−iθ(t)A†t is rep-
resentable as a Brownian motion. It has a conjugate quantum semimartin-
gale Qt(θ) = i(e
iθ(t)At−e−iθ(t)A
†
t), sometimes called the “upside-down” quan-
tum Brownian motion. Q(θ) is the conjugate of P (θ) by the Fourier–Wiener
transform: Qt(θ) = FPt(θ)F−1 [16, IV §2.3, VI §1.13].
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The case where θ(t) is a differentiable function of t is interesting. Let Pt =
Pt(θ(t)) and Qt = Qt(θ(t)). Then P = {Pt : t ∈ [0, 1]} and Q = {Qt :
t ∈ [0, 1]} are essentially self-adjoint quantum semimartingales with core E .
Using the characterisation (69) of quantum stochastic integrals it is easy to
check that
dPt = e
iθ(t)dAt + e
−iθ(t)dA†t +
(
eiθ(t)At − e
−iθ(t)A†t
)
θ′(t) dt.
P satisfies the conditions of Corollary 10.4. The differential form of the
quantum Duhamel formula is
deiPt = eiPtdPt −
1
2
eiPt dt+ iθ′(t)
∫ 1
0
ei(1−u)Pt(eiθ(t)At − e
−iθ(t)A†t)e
iuPtdu dt
= eiPtdPt −
1
2
eiPt dt+ θ′(t)
∫ 1
0
ei(1−u)PtQte
iuPtdu dt.
The quantum Ito formula for f ∈ C2+(R) is
d(f(Pˆt)) = f
′(Pˆs) dPˆs +
1
2
f ′′(Pˆs) ds+ θ
′(s)Df(Ps)(Qs)ds
This is the classical Ito differential continuously perturbed by the last term
which is θ′(t) times the differential of f at Pt with magnitude Qt in the
direction of the conjugate Brownian quantum semimartingale to Pt.
12 Quantum Stratonovich Formula.
Quantum Stratonovich product formulae arise naturally in the construction
of models in quantum optics [8, Section II]. They also appear in the analysis
of the quantum Liouville equation [26, op. cit.].
Care should be taken in interpreting the statement following [?, Equation
3.14.]. This could be thought to imply that the correction term in the func-
tional is the symmetrised second differential rather than the correct unsym-
metrised Ito second differential. This interpretation would lead to an incor-
rect statement of the functional quantum Stratonovich formula.
The functional quantum Stratonovich formula for regular quantum semi-
martingales may be deduced from the functional quantum Ito formula. The
details will be published elsewhere.
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Theorem 12.1 Let
Mˆt =
∫ t
0
FˆsdAs + Fˆ
∗
s dA
†
s + Hˆs ds
be a gauge-free regular self-adjoint quantum semimartingale. If f ∈ C3+(R)
then
f(Mˆt) = f(0) +
∫ t
0
SDf(Mˆs)(dMˆs) (103)
We have used the following notation.
C3+(R) = {f ∈ L1(R) : p 7→ p3fˆ(p) belongs to L1(R)}.
The quantum Stratonovich integral∫ t
0
SDf(Mˆs)(dMˆs) = so−lim
|P|→0
n−1∑
k=0
Df
(
1
2
(
Mˆtk+1 + Mˆtk
))
(Mˆtk+1 − Mˆtk)
where P is the partition 0 = t0 < t1 · · · < tn = t with |P| = max{|tk+1− tk| :
k = 0, n− 1} and the convergence is in the strong operator topology.
Care should be taken in interpretation of the Stratonovich integral since, in
general, (Atk+1 −Atk) and (A
†
tk+1
−A†tk) do not commute with (Mˆtk+1 + Mˆtk)
and
Df(Mˆs)(dMˆs) 6≡ Df(Mˆs)(Fˆs) dAs +Df(Mˆs)(Fˆ
†
s ) dA
†
s +Df(Mˆs)(Hˆs) ds.
The proof of Theorem 12.1 which uses the Taylor series expansion of f :
B(H) → B(H) to three terms with remainder depends on the regularity of
Mˆ . The control of the remainder when Mˆ is irregular becomes a serious
obstruction.
The product formula may be recovered from the functional formula, with
f(x) = x2, using 2× 2 matrix valued processes as in [28, §3].
It may also be shown that if M =
∫ t
0
FsdAs+F
∗
s dA
†
s+Hs ds is a symmetric
cmx semimartingale satisfying the conditions of Theorem 11.1 and f is a
polynomial then
f(Mt) = f(0) +
∫ t
0
SDf(Ms)(dMs) (104)
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where∫ t
0
SDf(Ms)(dMs) = se−lim
|P|→0
n−1∑
k=0
Df
(
1
2
(
Mtk+1 +Mtk
))
(Mtk+1 −Mtk)
and the se-limit is the strong entrywise limit: the limit in the strong operator
topology in each matrix entry.
Problem 1. Is the cmx Stratonovich formula (104) valid for f ∈ C4(R)∩L1(R)
and does it give rise to a corresponding quantum Stratonovich formula ?
13 Perturbation of Classical Semimartingales
For the remainder of this article we will not be concerned with chaos matrices
and the “ˆ” used to distinguish operator from chaos matrix will be dropped.
It follows from Section 5 and Corollary 10.4 that there is a large class of
irregular essentially self-adjoint quantum semimartingales which satisfy the
quantum Duhamel formula and consequently the quantum Ito formula. The
next three sections are devoted to showing that this class is closed under
perturbation by regular self-adjoint quantum semimartingales.
Theorem 13.1, the main result of this section, is a special case of Theorem
15.3. However the proof of the former is more sophisticated than the proof
of the latter, which uses rather crude expansion methods.
LetW = {Wt : t ∈ [0, 1]} be Brownian motion on (Ω,P), the classical Wiener
space for the time interval [0, 1] endowed with the Brownian filtration. If
f ∈ L2[0, 1] let ψ(f) denote the exponential martingale:
ψ(f) = e
∫ 1
0
f(s) dWs−
1
2
∫ 1
0
f(s)2 ds
If W : L2(Ω,P) −֒→ H is the Wiener–Ito isomorphism then e(f) =Wψ(f).
Let F be a bounded real-valued adapted stochastic process on (Ω,P). Then
the martingale Mt =
∫ t
0
Fs dWs satisfies the classical Ito formula:
f(Mt) = f(0) +
∫ t
0
f ′(Ms) dMs +
1
2
∫ t
0
f ′′(Ms )d 〈M〉s , (105)
where dMs = Fs dWs and d 〈M〉s = F
2
s ds.
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If F = I thenM =W◦M◦W−1 is the Brownian quantum semimartingale For
more general F the cmx representation of F = W ◦ F ◦ W−1 is complicated
and does not satisfy the conditions of Corollary 11.3 and the classical Ito
formula (105) does not directly follow from (102).
Using a martingale moment inequality [12, Exercise 3.25]
E[M4t ] ≤ 6E
[∫ t
0
|F4s| ds
]
≤ 6E
[∫ 1
0
|F4s| ds
]
so that Mt ∈ L4(Ω,P) for t ∈ [0, 1]. It follows from direct calculation that
ψ(f) ∈ L4(Ω,P).
However M is a martingale and M = {Mt : t ∈ [0, 1]} defined by
Mt =
∫ t
0
F dA+ F dA†
is a quantum semimartingale that satisfies the Ito formula
f(M t) = f(0) +
∫ t
0
f ′(M s)Fs(dAs + dA
†
s) +
1
2
∫ t
0
f ′′(Ms)F
2
s ds
for all bounded C2 functions f . By [23, VIII.3 Proposition 2] with p = 4
it follows that for each t ∈ [0, 1] the operator of multiplication by Mt is
self-adjoint on its maximal domain and that EW is a core for Mt.
These facts may be used to show that perturbations ofM by regular quantum
semimartingales satisfy the quantum Ito formula.
Theorem 13.1 Let N = N(R, S + F, S∗ + F, U) be the quantum semi-
martingale M +J where J is a regular self-adjoint quantum semimartingale:
Jt =
∫ t
0
(RdΛ+ S dA+ S∗ dA† + U ds).
Then pN is essentially self-adjoint and satisfies the quantum Duhamel for-
mula, (86), for each real p.
Corollary 13.2 If f ∈ C2+(R) then f(N) satisfies the quantum Ito formula
(97).
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We will only outline the proof, which follows that for the special case F = I
in [29]. We shall need a result from that paper.
Proposition 13.3 Let N [n] ≡ N [n](E[n], F [n], G[n], H [n]), be a sequence of
regular quantum semimartingales and let N = N(E, F,G,H) be a quantum
semimartingale such that:
(i) E
[n]
t , F
[n]
t , G
[n]
t and H
[n]
t converge strongly to Et, Ft, Gt and Ht respectively
for almost all t ∈ [0, 1];
(ii) sup{‖N [n]t ‖ : t ∈ [0, 1], n = 1, 2, . . .} = K <∞;
(iii) supn ‖E
[n]
t ‖ = α(t) ∈ L
∞[0, 1];
(iv) supn(‖F
[n]
t ‖+ ‖G
[n]
t ‖) = β(t) ∈ L
2[0, 1];
(v) supn ‖E
[n]
t ‖ = γ(t) ∈ L
1[0, 1].
Then
(a) N is regular with ‖Nt‖ ≤ K for all t ∈ [0, 1];
(b) N
[n]
t converges strongly to Nt for all t ∈ [0, 1].
We also use the following corollary of Trotter’s theorem. It is a direct conse-
quence of [23, Theorems VIII.21, VIII.25(a)].
Theorem 13.4 Let Tn and T be self-adjoint operators and suppose that D
is a common core for T and all Tn. If Tnϕ→ Tϕ for each ϕ in D then eipTn
converges strongly to eipT for each real p.
Proof of Theorem 13.1. It is enough to consider the case p = 1 and
∥∥∥Fˆt∥∥∥ ≤ 1
for all t. Then Nt = Mt + Jt is essentially self–adjoint on E by the Kato–
Rellich theorem [23, Theorem X.12]. Since Jt is bounded N t = M t + J t,
where operators are added on their common domain.
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For each n = 1, 2, . . . choose a C∞ function hn : R→ [0,∞) with hn = 0 on
(−∞,−4n]∪ [4n,∞), with hn(x) = x for x ∈ [−n, n] and with −1 ≤ h′n, h
′′
n ≤
1. By the classical Ito formula [24, IV 3.]
hn(M)t =
∫ t
0
h′n(Ms)Fs dWs +
1
2
∫ t
0
h′′n(Ms)Fˆ
2
s ds.
Moreover the multiplication operators hn(M)t, h
′
n(M)t and h
′′
n(M)t are bounded
with ‖hn(M)t‖ ≤ n and ‖h′n(M)t‖ , ‖h
′′
n(M)t‖ ≤ 1. Applying the Wiener–Ito
isomorphism, the restriction of hn(M) to E is a regular essentially self-adjoint
quantum semimartingale and, for ψ ∈ E ,
hn(M)tψ =
∫ t
0
(h′n(M s)Fs(dAs + dA
†
s) +
1
2
h′′n(Ms)F
2
s ds)ψ.
The processes
F (n) = S + h′n(M)F, G
(n) = S∗ + h′n(M)F, H
(n) = U +
1
2
h′′n(Ms)F
2
are strongly measurable and∥∥∥F (n)t ∥∥∥ , ∥∥∥G(n)t ∥∥∥ ≤ ‖Ft‖+ 1; ∥∥∥H(n)t ∥∥∥ ≤ ‖Ut‖+ 1/2;
(F (n))∗ = G(n); (H(n))∗ = H(n).
Therefore
N (n) =
∫ t
0
(Es dΛs + F
(n)
s dAs +G
(n)
s dA
†
s +H
(n)
s ds)
is a regular self-adjoint quantum semimartingale with
N
(n)
= J + hn(M)
Let ψ ∈ E . Since N (n) and R are bounded E is a common core for Mt, Nt,
N
(n)
t andRt for all t ∈ [0, 1] and n ∈ N. By the spectral theorem [23, Theorem
VIII.5 (c)] limn→∞ hn(M t)ψ = M tψ. Since J is regular N
(n)
t ϕ = hn(M t)ϕ+
J tϕ converges to N tϕ. Similarly (N
(n)
t +Rt)ϕ converges to (N t +Rt)ϕ
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It follows from Theorem 13.4 that, for each real p,
lim
n→∞
eipN
(n)
t = eipNt , lim
n→∞
eip(N
(n)
t +Rt) = eip(Nt+Rt), (106)
in the strong operator topology.
Now ‖h′n‖∞ , ‖h
′′
n‖∞ ≤ 1 and h
′
n and h
′′
n converge pointwise to 1 and 0 respec-
tively. By the spectral theorem [23, Theorem VIII.5 (d)] h′n(M t) is strongly
convergent to I and h′′n(M t) is strongly convergent to 0. Therefore
lim
n→∞
F
(n)
t = St + Ft, lim
n→∞
G
(n)
t = S
∗
t + Ft, lim
n→∞
H
(n)
t = Ut, (107)
in the strong operator topology.
The regular quantum semimartingale N (n) satisfies the quantum Duhamel
formula, [28, Proposition 5.1], for p = 1:
eiN
(n)
t = I +
∫ t
0
(E[n] dΛ + F [n] dA+G[n] dA† +H [n] ds),
where
E[n] = Eexp(iN(n))(t) = e
i(N
(n)
t +Rt) − eiN
(n)
t ,
F [n] = Fexp(iN(n))(t) = i
∫ 1
0
ei(1−u)N
(n)
t F
(n)
t e
iu(N
(n)
t +Rt) du,
G[n] = Gexp(iN(n))(t) = i
∫ 1
0
ei(1−u)(N
(n)
t +Rt)G
(n)
t e
iuN
(n)
t du,
H [n] = Hexp(iN(n))(t) = i
∫ 1
0
ei(1−u)N
(n)
t H
(n)
t e
iuN
(n)
t du
−
∫ 1
0
∫ 1
0
uei(1−u)N
(n)
t F
(n)
t e
iu(1−v)(N
(n)
t +Rt)G
(n)
t e
iuvN
(n)
t du dv.
If t, u ∈ [0, 1] and n ∈ N then∥∥∥ei(1−u)N(n)t F (n)t eiu(N(n)t +Rt)∥∥∥ ≤ ∥∥∥F (n)t ∥∥∥ ≤ ‖Ft‖+ 1.
Let ψ ∈ H. Since operator multiplication is continuous on norm bounded
sets for the strong operator topology [4, Proposition 2.4.1.]
lim
n→∞
ei(1−u)N
(n)
t F
(n)
t e
iu(N
(n)
t +Rt)ψ = ei(1−u)N tF
(n)
t e
iu(N t+Rt)ψ.
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By the dominated convergence theorem for Bochner integrals [6, Chapter II,
Theorem 3]
lim
n→∞
Fexp(iN(n))(t)ψ = lim
n→∞
Fexp(iN)(t)ψ.
Similarly Eexp(iN(n))(t), Gexp(iN(n))(t) and Hexp(iN(n))(t) converge strongly to
Eexp(iN)(t), Gexp(iN)(t) and Hexp(iN)(t) respectively, where the limits are de-
fined by (87). Therefore condition (i) of Proposition 13.3 is satisfied by the
quantum semimartingales eiN and eiN
(n)
.
Condition (ii) of Proposition 13.3 is satisfied since eiN
(n)
t is unitary.
Since ‖f ′n(Mt)‖ , ‖f
′′
n(Mt)‖ ≤ 1 the F
(n), G(n) ∈ L2([0, 1],B(H)so) and H
(n) ∈
L1([0, 1],B(H)so). Since J(R, S, S∗, U) is a quantum semimartingale∥∥Eexp(iN(n))(t)∥∥ ≤ 2 = α(t) ∈ L∞[0, 1],∥∥Fexp(iN(n))(t)∥∥+ ∥∥Gexp(iN(n))(t)∥∥ ≤ ∥∥∥F (n)t ∥∥∥+ ∥∥∥G(n)t ∥∥∥ = β(t) ∈ L2[0, 1],∥∥Hexp(iN(n))(t)∥∥ ≤ ∥∥∥H(n)t ∥∥∥+ ∥∥∥F (n)t ∥∥∥ ∥∥∥G(n)t ∥∥∥ = γ(t) ∈ L1[0, 1].
and conditions (iii), (iv) and (v) of Proposition 13.3 are satisfied.
It follows from Proposition 13.3 that eiN is a regular quantum semimartingale
and satisfies the quantum Duhamel formula (86). This outlines the proof of
Theorem 13.1.
Corollary 13.2 follows from Theorem 13.1 exactly as Theorem 11.1 follows
from Corollary 10.3.
14 The Duhamel Expansion
Another way to show that a perturbed quantum semimartingales satisfies
the quantum Duhamel formula is to expand both sides of the formula using
the classical Duhamel expansion.
Let J, J1, . . . , Jn be bounded self-adjoint operators in a Hilbert space H and
let M be a self-adjoint operator in H . Define the kernel
K(n)(M : J1, . . . , Jn)
def
==
∫
∆(n)
ei(1−u1)MJ1e
i(u1−u2)MJ2 · · · e
i(un−1−un)MJne
iunMdu
Where ∆(n) = {1 ≥ u1 ≥ · · ·uj ≥ · · · ≥ un ≥ 0} and du = du1 . . . dun.
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Then K(n)(M : J1, . . . , Jn) is a bounded linear operator and∥∥K(n)(M : J1, . . . , Jn)∥∥ ≤ ‖J1‖ · · · ‖Jn‖
n!
(108)
Now put K(0)(M,J) = eiM and K(n)(M,J) = K(n)(M : J, . . . , J).
Using the bounds (108) it may be shown that
ei(M+J) =
∞∑
n=0
inK(n)(M,J), (109)
the series being uniformly convergent in B(H). The expansion (109) is known
as the Duhamel expansion of ei(M+J). A proof may be found in [10].
If Φ1,Φ2, . . . belong to B(H) and k ≤ n then put
K(n)(M,J :
(j1)
Φ1, . . . ,
(jk)
Φk) = K
(n)(M : J1, . . . , Jn)
where
Jj =
{
Φi if j = ji, i = 1, . . . , k,
J otherwise.
This definition is independent of the order of the Φs: if τ is a permutation
of {1, . . . , k} then Thus
K(n)(M,J :
(jτ(1))
Φ τ(1), . . . ,
(jτ(k))
Φ τ(k)) = K
(n)(M,J :
(j1)
Φ1, . . . ,
(jk)
Φk)
We sometimes compress this notation by suppressing M and J . Thus
K(n) = K(n)(M,J),
K(n)(w) = K(n)(wM,wJ),
K(n)(
(j1)
Φ1, . . . ,
(jk)
Φk) = K
(n)(M,J :
(j1)
Φ1, . . . ,
(jk)
Φk)
K(n)(w;
(j1)
Φ1, . . . ,
(jk)
Φk) = K
(n)(wM,wJ : w
(j1)
Φ1, . . . , w
(jk)
Φk)
If α1, α2, α3, . . . are positive integers and σj = α1 + · · ·+ αj + j then
K(σ2−1)(
(σ1)
Φ1) =
∫ 1
0
(1− w)α1wα21 K
(α1)(1− w)Φ1K
(α2)(w) dw (110)
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K(σ3−1)(
(σ1)
Φ1,
(σ2)
Φ2) (111)
=
∫
∆(2)
(1− w1)
α1(w1 − w2)
α2wγ2K
(α1)(1− w1)Φ1K
(α2)(w1 − w2)Φ2K
(α3)(w2) dw
These identities are special cases of the following proposition.
Proposition 14.1 If α1, . . . , αn, . . . are positive integers and σj = α1+· · ·+
αj + j then
K(σn+1−1)(
(σ1)
Φ1, . . . ,
(σj+j)
Φ j, . . . ,
(σn)
Φn) (112)
=
∫
∆(n)
(1− w1)
α1 · · · (wj−1 − wj)
αj · · · (wn−1 − wn)
αnwαn+1n K
(α1)(1− w1)Φ1 · · ·
· · ·Φj−1K
(αj)(wj−1 − wj)Φj · · ·ΦnK
(αn+1)(wn) dw
Proof. The right hand side of (112) is∫
∆(n)×∆(α1)×···∆(αn)
(1− w1)
α1 · · · (wn−1 − wn)
αnwαn+1n e
i(1−u11)(1−w1)MJ · · ·
· · ·Jeiu
1
α1
(1−w1)MΦ1e
i(1−u21)(w1−w2)MJ · · ·Jeiu
2
α2
)(w1−w2)MΦ2e
i(1−u31)(w2−w3)MJ · · ·
· · ·Jeiu
j
αj
)(wj−1−wj)MΦje
i(1−uj+11 )(wj−wj+1)MJ · · ·
· · ·Jeiu
j+1
αj+1
(wj−wj+1)MΦj+1e
i(1−uj+21 )(wj+1−wj+2)MJ · · ·
· · ·Jeiu
n
αn
(wn−1−wn)MΦne
i(1−un+11 )wnMJ · · ·Jeiu
n+1
αn+1
wn+1M dwdu1 . . . dun+1
By applying the change of variables
ξ
(k)
j = wk + u
(k)
j (wk−1 − wk) w0 = 1; k = 1, . . . , n; j = 1, . . . , αk,
ξ
(k)
αk+1
= wk k = 1, . . . , n,
ξ
(n+1)
j = u
(n+1)
j wn j = 1, . . . , αn+1,
we obtain the left hand side of (112).
We will also need a second order Duhamel expansion. If J and R belong to
B(H) then
ei(M+J+R) =
∞∑
n=0
n∑
k=0
∑
1≤j1<···<jk≤n
K(n)(
(j1)
R , . . . ,
(j1)
R )
If R = 0 this reduces to (109) so that
ei(M+J+R) − ei(M+J) =
∞∑
n=0
n∑
k=1
∑
1≤j1<···<jk≤n
K(n)(
(j1)
R , . . . ,
(j1)
R ) (113)
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15 Perturbation of Quantum Semimartin-
gales
We shall need a series version of Proposition 13.3 and a lemma on quantum
stochastic differentiation under the integral sign.
Proposition 15.1 Let K(n) ≡ K(n)(E(n), F (n), G(n), H(n)), be a sequence of
regular quantum semimartingales and let N = N(E, F,G,H) be a quantum
semimartingale such that:
(i)
∑∞
n=0E
(n)
t ,
∑∞
n=0 F
(n)
t ,
∑∞
n=0G
(n)
t and
∑∞
n=0H
(n)
t converge strongly to Et,
Ft, Gt and Ht respectively for almost all t ∈ [0, 1];
(ii)
∑∞
n=0 ‖K
(n)
t ‖ = κ(t) ∈ L
∞[0, 1];
(iii)
∑∞
n=0 ‖E
(n)
t ‖ = α(t) ∈ L
∞[0, 1];
(iv)
∑∞
n=0(‖F
(n)
t ‖+ ‖G
(n)
t ‖) = β(t) ∈ L
2[0, 1];
(v)
∑∞
n=0 ‖E
(n)
t ‖ = γ(t) ∈ L
1[0, 1].
Then
(a) N is regular with ‖Nt‖ ≤ κ for all t ∈ [0, 1];
(b)
∑∞
n=0K
(n)
t converges strongly to Nt for all t ∈ [0, 1].
Lemma 15.2 For each u ∈ ∆(n) let
kt(u) =
∫ t
0
E(u) dΛ+ F(u) dA+ G(u) dA† + H(u) ds
be a regular quantum semimartingale with ‖Kt(u)‖ ≤ c <∞ for all t ∈ [0, 1]
and u ∈ ∆. Suppose also that u 7→ k(u), E(u), u 7→ F(u), G(u) and u 7→
H(u) are strong operator continuous maps from ∆(n) to L∞([0, 1],B(H)so),
L2([0, 1],B(H)so) and L1([0, 1],B(H)so) respectively. Then K = {Kt : t ∈
[0, 1} defined by
Kt =
∫
∆
kt(u) du,
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is a regular quantum semimartingale. Moreover
Kt =
∫ t
0
(E dΛ+ F dA+GdA† +H ds), (114)
where
E =
∫
∆(n)
E(u) du, F =
∫
∆(n)
F(u) du
G =
∫
∆(n)
G(u) du, H =
∫
∆(n)
H(u) du
Proof. It follows from (69) that
〈Kt(u)e(f), e(g)〉 =
∫
∆(n)
〈kt(u)e(f), e(g)〉 du
=
∫
∆(n)
∫ t
0
〈fgE(u) + fF(u) + gG(u) + H(u))(s)e(f), e(g)〉 ds
=
∫ t
0
〈fgE(u) + fF (u) + gG(u) +H(u))(s)e(f), e(g)〉 ds.
The conditions of the theorem have been chosen so that the interchange of
integrals is valid. The identity (114) now follows from the characterisation
of quantum stochastic integrals (69).
Although the following theorem is true as stated below we shall only prove
it when E = 0.
Theorem 15.3 Let M = M(E, F, F∗, H) be and essentially self-adjoint
quantum semimartingale which satisfies the quantum Duhamel formula and
let J = J(R, S, S∗, U) be a regular quantum semimartingale. Then M +
J is an essentially self-adjoint quantum semimartingale which satisfies the
quantum Duhamel formula.
Proof. By the Kato–Rellich theorem M + J is an essentially self-adjoint
quantum semimartingale.
To prove the quantum Duhamel formula we formally expand the terms on
both sides using the Duhamel expansion and equate the resulting expressions.
The formal calculations are then made rigorous.
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The Duhamel expansion (109) of ei(Mt+Jt) is
ei(Mt+Jt) =
∞∑
n=0
inK(n)(Mt, Jt) (115)
where K(n) = K(n)(M,J) and
K(n) =
∫
∆(n)
ei(1−u1)MJei(u1−u2)M · · · ei(un−1−un)MJeiunM du.
The integrand k(n) is the product of elements of S and so belongs to S. The
quantum stochastic differential dk(n) may be calculated from the quantum
Duhamel formula and the quantum Ito product formula (this is done in the
computation of dK(n) below.) Since multiplication is continuous on bounded
sets for the strong operator topology it follows that k(n) satisfies the condi-
tions of Lemma 15.2. Thus K(n) is in S and its differential may be calculated
using the formula (114).
The regular quantum semimartingale t 7→
∫ t
0
Hs ds may be incorporated in
J so that H may be assumed to be zero. To further reduce the notational
complexity we proceed in two steps.
Step 1. Assume that the coefficients E, H and R are zero. It then follows
from the quantum Ito product formula that the product of any three quantum
differentials taken from {dM, dJ} is zero. Since dJ and dM have no terms
in dΛ we must prove the simple form of the quantum Duhamel formula:
ei(Mt+Jt) = I +
∫ t
0
i
∫ 1
0
ei(1−u)(M+J)d(M + J)eiu(M+J) du (116)
+
∫ t
0
i2
∫
∆(2)
ei(1−u1)(M+J)d(M + J)ei(u1−u2)(M+J)d(M + J)eiu2(M+J) du
Fixing u0 = 1 and un+1 = 0 we have, by formula (114),
dK(n) =
n∑
j=1
∫
∆(n)
ei(1−u1)MJ · · ·ei(uj−1−uj)MdJ · · ·JeiunM du
+
∑
1≤j<k≤n
∫
∆(n)
ei(1−u1)MJ · · ·ei(uj−1−uj)MdJ · · · ei(uk−1−uk)MdJ · · ·JeiunM du
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+
n+1∑
j=1
∫
∆(n)
ei(1−u1)MJ · · · d
(
ei(uj−1−uj)M
)
J · · ·JeiunM du
+
∑
1≤j<k≤n
∫
∆(n)
ei(1−u1)MJ · · · ei(uj−1−uj)MdJ · · ·d
(
ei(uk−1−uk)M
)
J · · ·JeiunM du
+
∑
1≤j<k≤n
∫
∆(n)
ei(1−u1)MJ · · · d
(
ei(uj−1−uj)M
)
J · · · ei(uk−1−uk)MdJ · · ·JeiunM du
+
∑
1≤j<k≤n+1
∫
∆(n)
ei(1−u1)MJ · · · d
(
ei(uj−1−uj)M
)
J · · · d
(
ei(uk−1−uk)M
)
J · · ·JeiunM du
=
n∑
j=1
K(n)(
(j)
dJ) +
∑
1≤j<k≤n
K(n)(
(j)
dJ,
(k)
dJ) +
n+1∑
j=1
(
iK(n+1)(
(j)
dM) + i2K(n+2)(
(j)
dM,
(j+1)
dM )
)
+
∑
1≤j<k≤n+1
iK(n+1)(
(j)
dJ,
(k)
dM) +
∑
1≤j<k≤n+1
iK(n+1)(
(j)
dM,
(k)
dJ)
+
∑
1≤j<k≤n+1
i2K(n+2)(
(j)
dM,
(k+1)
dM ).
=
n∑
j=1
K(n)(
(j)
dJ) +
∑
1≤j<k≤n
K(n)(
(j)
dJ,
(k)
dJ) (117)
+
n+1∑
j=1
iK(n+1)(
(j)
F∗)dA† +
∑
1≤j<k≤n+1
iK(n+1)(
(j)
dJ,
(k)
dM) (118)
+
n+1∑
j=1
iK(n+1)(
(j)
F )dA+
∑
1≤j<k≤n+1
iK(n+1)(
(j)
dM,
(k)
dJ) (119)
+
∑
1≤j<k≤n+2
i2K(n+2)(
(j)
dM,
(k)
dM). (120)
The terms above may be calculated by using the multilinearity of the K(n)
then taking out the basic differentials preserving their order and then using
the quantum Ito table. For example
K(n)(
(j)
dJ) = K(n)(
(j)
S ) dA+K
(n)(
(j)
S
∗) dA† +K(n)(
(j)
R) dt,
K(n+1)(
(j)
dM,
(k)
dJ) = K(n+1)(
(j)
F ,
(k)
S
∗)
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Now write dK(n) = F (n)dA +G(n)dA† +H(n) dt. It follows from the bounds
(108) that∥∥∥F (n)t ∥∥∥ ≤ ‖Jt‖n−1(n− 1)! ‖St + Ft‖ , ∥∥∥G(n)t ∥∥∥ ≤ ‖Jt‖n−1(n− 1)! ∥∥S∗t + F∗t ∥∥ (121)
∥∥∥H(n)t ∥∥∥ ≤ ‖Jt‖n−1(n− 1)! ‖Ut‖+12 ‖Jt‖n−2(n− 2)! ‖St‖2+ ‖Jt‖n−1(n− 1)! ‖Ft‖ · ‖St‖+12 ‖Jt‖nn! ‖Ft‖2 .(122)
It follows that F (n), G(n) ∈ L2([0, 1],B(H)so) and H(n) ∈ L1([0, 1],B(H)so).
We now expand the terms on the right hand side of (116).
i
∫ 1
0
ei(1−u)(M+J)d(M + J)eiu(M+J) du
= i
∫ 1
0
(
∞∑
α=0
iα(1− u)αK(α)((1− u))
)
d(M + J)
(
∞∑
β=0
iβuβK(β)
)
du
=
∫ 1
0
∞∑
n=0
in+1
∑
α+β=n
(1− u)αuβK(α)((1− u))d(M + J)K(β) du
=
∞∑
n=0
n∑
α=0
in+1K(n+1)(
(α+1)
d(M + J))
=
∞∑
n=1
n∑
α=1
inK(n)(
(α+1)
dJ ) +
∞∑
n=0
n∑
α=0
in+1K(n+1)(
(α+1)
dM ) (123)
Similarly
i2
∫
∆(2)
ei(1−u1)(M+J)d(M + J)ei(u1−u2)(M+J)d(M + J)eiu2(M+J) du (124)
=
∞∑
n=0
∞∑
α+β=0
in+2K(n+2)(
(α+1)
d(M + J),
(α+β+2)
d(M + J)
=
∞∑
n=2
∑
1≤j<k≤n
inK(n)(
(j)
dJ,
(k)
dJ) +
∞∑
n=1
∑
1≤j<k≤n+1
in+1K(n+1)(
(j)
dJ,
(k)
dM) (125)
=
∞∑
n=1
∑
1≤j<k≤n+1
in+1K(n+1)(
(j)
dM,
(k)
dJ) +
∞∑
n=0
∑
1≤j<k≤n+2
in+2K(n+2)(
(j)
dM,
(k)
dM)
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Adding (123) and (125) and comparing with the expression (118) for dK(n)
gives
∞∑
n=0
indK(n) = i
∫ 1
0
ei(1−u)(M+J)d(M + J)eiu(M+J) du
+i2
∫
∆(2)
ei(1−u1)(M+J)d(M + J)ei(u1−u2)(M+J)d(M + J)eiu2(M+J) du
It follows from the bounds (121) and (122) that if
κ(t) = ‖Jt‖ e
‖Jt‖, β(t) = 2e‖Jt‖ ‖St + Ft‖ ,
γ(t) = e‖Jt‖(‖U‖t +
1
2
(‖St‖+ ‖Ft‖)
2
then the series K(n) and the quantum semimartingale N defined by
Nt = I +
∫ t
0
i
∫ 1
0
ei(1−u)(M+J)d(M + J)eiu(M+J) du
+i2
∫ t
0
∫
∆(2)
ei(1−u1)(M+J)d(M + J)ei(u1−u2)(M+J)d(M + J)eiu2(M+J) du
satisfy the conditions of Proposition 15.1. The quantum Duhamel formula
(116) now follows from Proposition 15.1 (b) and (115).
Step 2. The integrands E, H , S and U are zero. In this case a product of
differentials from {dM, dJ} containing more than two dMs is zero as is any
product containing the string dJ · dM · dJ .
Expanding dK(n) as in Step 1 and using the identity dΛ · dΛ = dΛ the sums
(117) are replaced by
n∑
k=1
∑
1≤j1<···<jk≤n
K(n)(
(j1)
dJ, . . . ,
(jk)
dJ ) =
n∑
k=1
∑
1≤j1<···<jk≤n
K(n)(
(j1)
R , . . . ,
(jk)
R ) dΛ = E
(n)′ dΛ.
It follows from the bounds (108) that∥∥E(n)′t∥∥ ≤ n∑
r=1
‖Jt‖
n−r ‖Rt‖
r
(n− r)!r!
.
It follows from (113) that
∞∑
0
E(n)′ = ei(M+J+R) − ei(M+J)
the coefficient of dΛ in the quantum Duhamel formula.
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Using the identity dΛ · dA† = dA† the sum (118) is replaced by
i
n∑
k=0
∑
1≤j1<···<jk+1≤n+1
K(n+1)(
(j1)
dJ, . . . ,
(jk)
dJ ,
(jk+1)
dM )
= i
n∑
k=0
∑
1≤j1<···<jk+1≤n+1
K(n+1)(
(j1)
R , . . . ,
(jk)
R ,
(jk+1)
F
∗) = iG(n)′dA†.
Using the identity dA · dΛ = dA the sum (119) is replaced by
i
n∑
k=0
∑
1≤j1<···<jk+1≤n+1
K(n+1)(
(j1)
dM, . . . ,
(jk)
dJ ,
(jk+1)
dJ )
= i
n∑
k=0
∑
1≤j1<···<jk+1≤n+1
K(n+1)(
(j1)
F , . . . ,
(jk)
R ,
(jk+1)
R ) = iF
(n)′dA.
Using the identity dA · dΛ · · ·dΛdA† = dt the sum (120) is replaced by
i2
n∑
k=1
K(n+2)(
(j1)
dM,
(j2)
dJ, . . . ,
(jk)
dJ ,
(jk+1)
dM )
= i2
n∑
k=1
K(n+2)(
(j1)
F ,
(j2)
R , . . . ,
(jk)
R ,
(jk+1)
F
∗) = i2H(n)′dt
It follows from the bounds (108) that∥∥∥F (n)t ′∥∥∥ , ∥∥∥G(n)t ′∥∥∥ ≤ n∑
r=1
‖Jt‖
n−r ‖Rt‖
r
(n− r)!r!
‖Ft‖ ,
∥∥∥H(n)t ′∥∥∥ ≤ 12
n∑
r=1
‖Jt‖
n−r ‖Rt‖
r
(n− r)!r!
‖Ft‖
2 .
The coefficient of dA† in the quantum Duhamel formula is
i
∫ 1
0
ei(M+J+R)F∗ei(M+J) du
= i
∫ 1
0
∞∑
α=0
α∑
k=0
∑
1≤j1<···<jk≤α
iα(1− u)αK(α)((1− u);
(jk)
R ,
(jk+1)
R )F
∗iβuβK(u) du
=
n∑
k=0
∑
1≤j1<···<jk+1≤n+1
in+1K(n+1)(
(j1)
R , . . . ,
(jk)
R ,
(jk+1)
F
∗)
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Similarly the coefficient of dA is
i
∫ 1
0
ei(M+J)Fei(M+J+R) du = i
n∑
k=0
∑
1≤j1<···<jk+1≤n+1
in+1K(n+1)(
(j1)
F , . . . ,
(jk)
R ,
(jk+1)
R ).
The coefficient of dt is
i2
∫
δ(2)
∞∑
α=0
K(α)F
∞∑
β=0
β∑
k=0
∑
1≤j1<···<jk≤β
K(β)(u1−u2);
(j1)
R , . . . ,
(jk)
R )F
∗
∞∑
γ=0
K(γ)(u2) du
=
∞∑
n=0
in+2
∑
α+β+γ=n
∑
α+1≤j1<···<jk≤α+β+1
K(α+β+γ+2)(
(α)
F ,
(j1)
R , . . . ,
(jk)
R ,
(α+β+2)
F
∗),
=
∞∑
n=0
n∑
k=1
in+2K(n+2)(
(j1)
F ,
(j2)
R , . . . ,
(jk)
R ,
(jk+1)
F
∗).
The quantum Duhamel formula now follows using the same argument as in
Step 2.
This method may also be used when E is non-zero but the calculations are
very tedious and we leave them to the conscientious reader.
16 Further Problems
We add five more problems to those posed in [28, §12].
This paper makes some progress with the problems in [28, §12] but pro-
vides nothing like a complete solution. The most important question is the
following.
Problem 1. If M is an essentially self-adjoint quantum semimartingale does
M satisfy the quantum Duhamel formula.
It is clear that both sides of (4) exist. Are they equal ?
Theorem 11.1 is not a generalisation of [28, Theorem 6.2] since not all regular
quantum semimartingales satisfy its conditions. The conditions in Theorem
11.1 are on (E, F,G,H) while those in [28, Theorem 6.2] are on (E, F,G,H)
and M . Moreover, a self-adjoint operator T ∈ B(H) need not have ℓ00 ∈
A(ν(T )).
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It is possible to construct a synthetic theorem containing Theorem 11.1 and
Theorem 6.2 of [28], but this would be unsatisfactory.
Problem 3. Find natural conditions on a quantum semimartingale M for
which the conclusions of both Theorem 11.1 and [28, Theorem 6.2.] remain
true.
In general the cmx representation of the quantum stochastic process F con-
sidered in Section 13 is complicated and does not satisfy the conditions of
Corollary 11.3. In that case the classical Ito formula (105) does not follow
from (102). If M is irregular the classical Ito formula for M does not follow
from [28, Theorem 6.2].
Problem 3. Find conditions on an integrable quadruple (0, F, F∗, 0), which
is not necessarily commutative, which ensure that the quantum Ito formula
(102) is valid and implies the classical Ito formula (105).
Formally, the analysis in Section 13 carries over to the case when M is an es-
sentially self-adjoint quantum semimartingale on E which satisfies the quan-
tum Ito formula. In this case h′ and h′′ must be replaced by Dh and D2Ih.
There are serious technical difficulties in finding bounds on Dh and D2Ih
which we have been unable to overcome. See for example [22].
Problem 4. Is it possible to modify the method used in Section 13 to give a
more analytic proof of Theorem 15.3 ?
The final problem is about the Stratonovich formula.
Problem 5. Is the cmx Stratonovich formula (104) valid for f ∈ C3+(R) and
does it give rise to the corresponding quantum Stratonovich formula (103) ?
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