In our world of growing machine intelligence and increasing security risks, there is a dire need for authentication to be liberated from password dependency and restrictions. This paper discusses the implementation of keystroke biometrics to enhance security using machine-learning algorithms on both Windows and Android. Our research analyzes a user's behavior for authorization purposes by capturing the user's typing pattern. The system extracts several features from the user's typing pattern to apply unary classification for user behavior analysis so that we can detect unauthorized users. Our system implements machine learning on tap dynamics in Android, allowing both training and prediction and overcoming its computational restrictions.
Introduction
Machine learning applications are making waves in tuning the intelligence of machines when it comes to everyday machine activities. The convenience provided by this intelligence has caused humans to rely more and more on machines for all sorts of activities from simple communications to completely entrusting a business into the hands of a machine. This creates a need for even stronger security systems to guard the systems we have become so dependent on. This research intends to model a machine learning-based computer security system, because what better way is there to tackle growing machine learning capabilities than to create stronger ones?
The problem with the present password security systems is their restrictions in maintaining and securing passwords. If any password information gets into malicious hands, all personal, financial, or commercial data could be at risk of exposure. To address this problem, the modeled system that we present secures a system's password through each authorized user's keystroke analysis. User behavior analytics (UBA) is the tracking, collecting, and assessing of user data and activities using monitoring systems. In our system, UBA is carried out via keystroke dynamics; that is, the system studies the patterns of human behavior when humans interact with the machine. Our focus for UBA is on keystroke dynamics as it is undeniably a recurring and irreplaceable method of interaction between human and machines. The aim is for the application's machine learner to be able to detect anomalous behavior or intruders by differentiating the behavior of a legitimate user's keystroke dynamics from that of an illegitimate user. This paper is organized as follows: in Section 2, we discuss related work; in Section 3, we present an * Correspondence: mmkhan@neduet.edu.pk overview of our approach; in Section 4, we present the various features that we extract from our data set, the algorithms, and the training and testing techniques; in Section 5 we discuss our experimental results as performance evaluation of the applied algorithms; and finally, in Section 6, we derive a conclusion and present possible future research.
Related work
In this section, we first review the studies carried out for the methods of classification used for anomaly detection via keystroke dynamics. Secondly, we briefly discuss the work carried out for the implementation of machine learning algorithms on Android, including its limitations and the research so far.
There has been significant work on using keystroke dynamics for the purpose of anomaly detection. Researchers have carried out many studies to evaluate and report the performance of different classifiers on keystroke dynamics. Some researches use multiclass classification, in which the typing samples of multiple users are used to find decision boundaries that can be used to distinguish each user from the others. Others have reviewed the application of unary classification in anomaly detection, where the typing samples of a single user are used to build a model of the user's typing behavior, and when a new typing sample is presented, the detector tests the sample's similarity to the model and outputs an anomaly score.
Forsen et al. [1] first investigated in 1977 whether users could be distinguished by the way they typed their names, and many different techniques and uses for keystroke dynamics have been proposed.
Many studies are conducted to perform a comprehensive survey of the efforts performed in this domain [2] . Research [3] was conducted to compare anomaly-detection algorithms for keystroke dynamics. The authors collected a keystroke-dynamics data set and developed a repeatable evaluation procedure to measure the performance of a range of detectors so that the results could be compared soundly. In our research, we use a similar format as their keystroke-dynamics data set.
The authors of another research paper [4] discussed the reliability of user authentication through keystroke dynamics by conducting a study on a data set of 1254 participants and concluded that the keystroke-dynamics biometric can be used for user verification instead of user identification.
The research conducted in [5] encompasses all studies done up to 2010 regarding keystroke dynamics, for summarizing the evaluations of methods and to provide future recommendations.
Another study carried out in [6] included collecting keystroke dynamics from a number-pad, where the experimental variations were kept tightly controlled by providing the same number pad to all the participants entering the dynamics.
One of the interesting studies in this domain [7] performed a comparison between typing features to calculate interperson and intraperson distances. This research led to the conclusion that it is possible to learn someone's pattern, but a large number of imitation attempts are needed for further study.
As for the second aspect of our study, there is ongoing work on the application of machine learningbased anomaly detection in the Android system as shown in the research conducted [8] [9] [10] . The computational performance restrictions are still a significant concern of studies that aim at alternatives to combat these computational restrictions as presented in [11, 12] . There has been significantly less work on machine learning in Java, Weka, and LibSVM on the Android platform.
Proposed model
Our proposed model is the application of machine learning in assisting security systems for anomaly detection. CyberSleep is both a Windows and an Android application. It works on keystroke pattern recognition based on two separate research fields of keystroke dynamics for a desktop application and tap dynamics for an Android application.
CyberSleep Windows application
The proposed system can be categorized into four main modules consisting of the GUI module, which provides the user interface and integrates the modules altogether. The data set collection module is integrated with the keylogger program, which captures user keystroke dynamics in the required data set format, and the data are fed to the next module. The machine learner module then implements a one-class support vector machine (OCSVM) as our anomaly-detection algorithm on the data set collected. Finally, the alert system module is based on SMS alert system, which freezes the system until the authorized user's confirmation is received.
CyberSleep Android application
The tap dynamics authentication system in an Android application serves the purpose of extending our research of machine learning algorithms in Java. It performs the same functionalities as the Windows desktop application. Two machine learning libraries are used on the Android platform for the classification of the keystroke dynamics collected by the keylogger program. One of these is the Waikato Environment for Knowledge Analysis (Weka).
Although it contains a number of ML algorithms, it still depends on secondary help for support vector machine (SVM) algorithms. For this reason, the second machine learning library used on Android is LibSVM. It is a library composed of a variety of SVM algorithms that perform unary, binary, and multiclass classification. This library requires its own data set format. The keylogger program stores these dynamics in the format required by the algorithms of this library. The model is trained from the training data set file and then stored in a model file. The model file is then used against the upcoming dynamics to predict the outcomes.
Since training and testing models in the Android environment require a lot of computational power, a modified version of LibSVM is used in our research that runs in the Android JNI framework to effectively reduce computation time. Figure 1 shows how the CyberSleep system takes the user through the registration process and then enters the training process. During the training process, the system only monitors the user's typing pattern and extracts the relevant features. When the training process is over, the CyberSleep system is finally implemented and can be used to authenticate users. Figure 2 represents how a keylogger program extracts the relevant information from a user's keystrokes and then uses it to train the machine learning model.
Data set and measurement
To implement the above-mentioned ideas, our first step was to collect the keystroke dynamics data of multiple users by using a keylogger program on both Windows and Android. To provide further statistics on our data set, we present different measures calculated from the features collected of the subjects.
The values of mean, median, variance, standard deviation, inner quartile, outer quartile, and interquartile range of the 28 features collected by each of the subjects on Windows and Android platforms are represented in Tables 1 and 2 . Records hold t mes, downdown t mes and up-down t mes. 
CyberSleep Windows data set
Since we are working on novelty detection, we decided that all our subjects would type the same password and the timing features of these entries would be calculated, which will help us detect unauthorized access. The password chosen for this purpose was E3n.5Zx. Our Windows data set consists of 5 different subjects typing this password into an application that runs a keylogger program in the background. The keylogger program captures the time at which every key of the password is pressed and the time at which it is released. The users were given the choice of using either the shift key or the caps-lock key for capitalizing the necessary letters in the password. As our research involves differentiating different users based on their keystroke dynamics, all users were expected to enter the password using the same means (either shift key or caps-lock key) so that the evaluation of the data set and detectors would be genuine and accurate. This arises from the fact that it is easier to differentiate two users that use different key presses rather than two users with relatively similar typing patterns.
After the down and up times of each key press are captured, the features are extracted by calculating the hold time for every key press (i.e. the difference between the up and down time of the same key), the down-down time (i.e. the difference between the down times of two corresponding keys), and the up-down time (i.e. the difference between the up time and the down time of two corresponding keys).
Thus, the data set involves 28 features (undertaking the enter key and the caps-lock key). From every password entry by each subject, 28 features are captured and stored in a csv-format. Each subject entered the password using the same keyboard to keep the environment real because an authorized person will enter the password on the same keyboard as the authorized user while illegitimate access to a system is being made. We have 5 subjects in our CyberSleep data set and every subject has 600 rows of keystroke data, which leads to a total of 5 × 600 = 3000 rows of complete data set.
CyberSleep Android data set
Keylogging the Android keyboard requires a lot of research but still some Android devices do not allow such access. For the sake of ease in research on any Android device, a number keypad was programmed into the CyberSleep Android application, which captures the up and down times at every key touch. The features were extracted the same way as they were extracted for the Windows data set. However, in the Android data set, we have an additional feature, which is the finger/thumb area in contact with the touch screen when a user presses a particular key. This adds a great deal of accuracy to our system. Hence, in the CyberSleep Android data set, we have the same 5 subjects typing the same password (which is 918720) into the number keypad of our application. Each user contributes 600 rows of data, which leads to a total of 5 × 600 = 3000 rows of complete data set. This data set is stored in LibSVM format, which is the library used in Android for machine learning purposes, as explained in Section 3.1.2.
Algorithms
We present a number of detectors that were used to evaluate the performance of our CyberSleep Windows data set. The best-known machine learning library in Python, Scikit-learn [13] , is used for implementing these algorithms.
Although we require a novel detector for our proposed model, for the sake of evaluation, we present results of different multiclass classifiers as well. These detectors include the decision trees classifier, K-neighbors classifier, logistic regression, random forest classifier, multiclass support vector machine (one against one), GaussianNB of naïve Bayes, multilayer perceptrons of neural networks, and the OCSVM (for novelty detection).
One-class SVM model
The main part of the module is the OCSVM algorithm. We use the implementation of this algorithm as described by Schölkopf et al. in [14] . This algorithm separates all the data points from the origin to feature space F and maximizes the distance from this hyperplane to the origin. This results in a binary function that captures regions in the input space where the probability density of the data is found. Thus, the function returns +1 in a "small" region (capturing the training data points) and -1 elsewhere.
A data set consisting of only positive user data (i.e. data of the authorized user) is input to the algorithm. This method of OCSVM application is called unary classification, where only positive training data are provided and a check is performed to see where the new value lies. It is different from binary classification in that binary classification separates classes by boundaries and UC separates the data by forming 'regions' of similar data. The algorithm is then adjusted according to the data set by tuning the parameters to each of the subjects in our data set to achieve the highest accuracy. The following are the OCSVM parameters: i) Nu: This parameter decides the number of outliers and the number of support vectors that are allowed.
ii) Kernel: The RBF kernel is selected as we require taking the data to a higher dimension as linear or poly dimensions classifications do not apply to our data. The RBF kernel takes the data to infinite dimensions in order to separate the classes properly.
iii) Gamma: It is a function of the RBF kernel. Gamma is the inverse of the standard deviation of the RBF kernel. It affects the variance inversely. Thus, if gamma increases, the variance decreases, and vice versa.
By inputting a single subject's data into the algorithm and applying the tuned parameters according to that user's data, the execution of the algorithm outputs a model file, which is then used to predict the upcoming data as authorized or unauthorized.
Training and testing
There are two ways in which our data set is divided for the evaluation of two different group of detectors: unary classification and multiclass classification. The same criteria are followed for both Windows and Android data set evaluations.
Multiclass classification
The main data set contains 5 subjects and 600 rows of every subject. The training set for multiclass classification comprises 400 rows of each user, which means 400 × 5 = 2000 rows of the training set. The validation set is used for tuning the parameters on the training set. Thus, the validation set comprises 100 rows of each user, which leads to 100 × 5 = 500 rows of the validation set. The testing set is used for evaluating the accuracy measures on the trained model. Thus, the testing set comprises 100 rows of each user, which leads to a total of 5 × 100 = 500 rows of the testing set.
Apart from the rows, there are 28 features that comprise the columns of the CyberSleep data set plus one feature for the label of each user as 1, 2, 3, 4, and 5, respectively. Thus, overall, we have 29 features in our sets. Each multiclass detector is trained on the training set. The related parameters are then tuned using the validation set. Finally, the accuracy measures are calculated using the testing set.
Unary-class classification
The data set criteria for unary-class classification are a bit different in the sense that it only requires a single subject's data during the training phase, because realistically we will only have the authorized data when we implement the authentication system and the detector must be trained on only the positive data and be able to detect if new data have any outliers. For this purpose of unary-classification, the training set is changed five times, and each time, 400 rows of a single user are used for the training set. The same user's 100 rows plus 25 rows of other 4 users are used as the validation set for parameter tuning. Finally, the testing set comprises 100 rows of the authorized user and 25 rows of each of the remaining 4 unauthorized users, hence 4 × 25 = 100 rows of unauthorized users. Thus, the testing set is of 200 rows, which consists of 100 rows of the authorized user and 100 rows of 4 unauthorized users.
The feature column for the training set and validation set only contains 28 features. The label column is not added since there is only one label. However, the testing set contains a test data set and a separate corresponding label data set which has only two labels: +1 for the authorized user and -1 for all the unauthorized users, to help in accuracy measures.
Experimental evaluation

Performance measurements
We use accuracy, precision, recall, and F1 score (harmonic mean of precision and recall) to judge the performance of the multiclass classification algorithms. For the case of unary classification, metric evaluation of false acceptance rate (FAR) and false rejection rate (FRR) has also been carried out.
High precision means that the algorithm returns more relevant results than irrelevant ones. Precision Harmonic mean of precision and recall yield the F1 score.
The FAR is the fraction of unauthorized samples that were incorrectly labeled as authorized users. A low FAR means that the system is good at rejecting unauthorized users. The FRR is the fraction of authorized data samples that were incorrectly labeled as an unauthorized sample. A low FRR means that the system is good at accepting authorized users.
Windows performance measure
The accuracy measures for each of the detectors are evaluated on the CyberSleep Windows data set and the results are explained in Tables 3 and 4 . Table 3 represents the accuracy, precision, recall, and F1 score evaluated on multiclass classifiers. From the evaluation results, we conclude that the multiclass support vector machine (one-against-one approach)
proved to be the best classifier with an accuracy of 90.4%, followed by the random forest classifier with an accuracy of 89.2% and so on. The evaluation results reported in Table 3 are for the Windows data set. Table 4 represents the accuracy, precision, recall, and F1 score evaluated on the unary-class classifier called OCSVM. This model was trained five times, once for each subject's training data, and then the model was tuned according to the particular subject's data, setting different values of parameters every time. Subject 4's data proved to be the most accurate, giving an accuracy of 90%. Although multiclass classifiers have given good results on our Windows data set, our proposed model requires novelty detection, so our chosen detector for this reason is OCSVM for our system.
Android performance measures
The accuracy measures for each of the detectors were evaluated on the CyberSleep Android data set and the results are explained in Tables 5 and 6 . Table 5 represents the accuracy, precision, recall, and F1 score evaluated on multiclass classifiers. From the evaluation results, we conclude that random forest proved to be the best classifier with an accuracy of 98.2%, followed by the decision tree classifier with an accuracy of 96.8% and so on. Table 6 represents the accuracy, precision, recall, and F1 score evaluated on the unary-class classifier called OCSVM. This model was trained five times, once for each subject's training data, and then the model was tuned according to the particular subject's data, setting different values of parameters every time. Subject 4's data proved to be the most accurate, giving an accuracy of 99%.
Graphical evaluation
The data points of keystroke dynamics of different subjects from the Windows data set were graphically plotted using scatter plots [13] for the analysis of correlation between the data, analyzing how far or close points are when plotted in space. Figure 3 represents a matrix of scatter plots between different features of two subjects' data of the Windows data set. Subject 4 is used as the authorized user, represented by blue points, while Subject 2 is used as the unauthorized user, represented by red points. Figure 4 represents the same concept as Figure 3 except that there is an additional feature, called finger area, that denotes the area of the finger in contact with the smart screen as the user enters the password data. Subject 4 is used as the authorized user, represented by blue points, while Subject 1 is used as the unauthorized user, represented by red points. Although multiclass classifiers have given good results on our Android data set, our proposed model requires novelty detection, so our chosen detector for this reason is OCSVM for our system.
Conclusion
In light of the proposed model and evaluation metrics, we can say that a user can implement our system on his desktop PC or Android device with the expectation that it will provide him with an authentication system and an additional level of security, where the system studies the typing pattern of the user as well as the correctness of the password. The user can expect his desktop system to be as accurate as 90% or even more, while his Android device can provide accuracy of up to 99% depending on the typing rhythm of the subject/user.
There are two possible applications of our proposed model. It can be integrated with the Windows or Android authentication system or it can be applied to any application that the user wishes to secure. In the second case, our system could be integrated with the specific application as a service.
Future work can include expanding the study of behavioral biometrics to study the user's mouse dynamics. Further work can include studying the user's file pattern usage to recognize if unusual activity has occurred. This technique can be used to detect a hacker's malicious attempts to break into a system.
