For an oriented cohomology theory A and a relative cellular space X, we decompose the A-motive of X into a direct sum of twisted motives of the base spaces. We also obtain respective decompositions of the A-cohomology of X. Applying them, one can compute A(X), where X is an isotropic projective homogeneous variety and A means algebraic K-theory, motivic cohomology or algebraic cobordism M GL.
Introduction
A cellular decomposition of a smooth projective variety X is a filtration by closed subvarieties X = X 0 ⊃ X 1 ⊃ . . . ⊃ X n ⊃ X n+1 = ∅ along with an affine bundle structure on each complement X i X i+1 over a certain smooth projective base Y i . Our first goal is to compute A(X) in terms of A(Y i ), where A is an arbitrary oriented cohomology theory in the sense of [Pa] . Namely, we prove that
where c i is the codimension of X i in X (Thm. 4.4). Note that the shift of degree by −c i in (1) holds under the assumption that A is Z-graded and push-forwards in A raise the degree by the codimension of the morphism.
If it is twice the codimension, e.g. for the singular cohomology of complex varieties, then we get −2c i in (1). If A is bigraded, which is the case for many theories, then the formula must also be changed accordingly, e.g. for the algebraic cobordism we have MGL 2 * , * (X) ∼ = n i=0 MGL 2 * −2c i , * −c i (Y i ).
Our second goal is to introduce the category of (graded) A-correspondences Cor A . The cohomology functor A factors through correspondences, and we show that the isomorphism (1) comes in fact from a certain isomorphism in the category Cor A . Taking the transposed isomorphism in Cor A and translating it back in terms of A, we get a dual formula for A(X):
where r i denotes the rank of (X i X i+1 ) → Y i as an affine bundle (Thm. 5.9). Finally, following Grothendieck [Gr] and Manin [Ma] we define the category of A-motives M A by taking the pseudo-abelian completion of Cor A . Then formula (2) can be interpreted in M A as a motivic decomposition of the cellular variety X:
where L is the Lefschetz motive (Thm. 6.5). Our research was inspired by the work of N. Karpenko [Ka] who calculated the Chow groups of relative cellular varieties. We wanted to extend Karpenko's results, using his techniques wherever possible, to arbitrary oriented cohomology theories, having in mind the algebraic cobordism MGL as a most important example. Note that Chow groups provide a special example of an oriented theory in that they have some nice extra properties that one cannot expect of other examples. In particular, there are tools enabling one to work with the Chow groups of non-regular varieties, which is used essentially in Karpenko's approach, where some of the varieties arising in the arguments do not need to be smooth, and push-forwards along morphisms of such varieties are considered. This makes a straightforward extension of the methods of [Ka] to the general case impossible since the machinery of oriented cohomology theories, producing push-forwards [Pa1] , has been developed for smooth varieties only.
For this reason, the initial version of the paper was written for cellular filtrations in which all terms X i were smooth varieties, but even in this case essential modifications of the arguments were already necessary. Briefly speaking, in order to construct a splitting of a certain localization sequence used in the proof of (1), we have to refer to a result of Hironaka on the elimination of points of indeterminacy [Hi] . It is there that we restrict ourselves to ground fields of characteristic 0. Having this splitting and assuming that all terms X i are smooth varieties, we immediately get the decompositions (1), (2) and (3).
Later A. Merkurjev pointed out to us that the assumption of smoothness of the X i could be removed if one works with cohomology groups with support rather than replacing them with absolute cohomology by means of Gysin operators (recall that supports are not assumed to be smooth in [Pa1] ). To implement this idea, one must first develop a theory of push-forwards for cohomology with support (as opposed to the absolute case), which has not been done in [Pa1] or elsewhere. We show how to define such push-forwards. However, we do not try to make a complete theory out of our definition, rather we restrict ourselves to what we really need.
The paper is organized as follows. First, we review the notion of an oriented cohomology theory (Sect. 2) and then define push-forwards for cohomology with support, proving only the expected properties that are necessary for our purposes (Thm. 3.2). Then (Sect. 4) we obtain decomposition (1). Next (Sect. 5), we introduce the category of A-correspondences and prove decomposition (2) . In section 6 we define the category of A-motives and prove motivic decomposition (3). Finally, we provide some examples of relative cellular spaces with smooth filtrations and compute their cohomology.
Conventions, notation, terminology. We fix a field k and consider algebraic varieties over it assuming that they are quasi-projective. Whenever we speak of the codimension of a morphism, it means that the morphism is assumed to be equicodimensional. However all the results can be extended to the case of non-equicodimensional morphisms by writing separate formulas on components.
We are making intensive use of the results of I. Panin presented in [Pa] and [Pa1] , where no degree indexation for cohomology groups is being displayed and the cohomology theories take their values in the category Ab of abelian groups, rather than in Ab Z or Ab Z/2 . For this reason we sometimes 'forget' to write upper indices in cohomology, though our theories are Z-graded; we hope this will not lead to a confusion.
Oriented cohomology theories
In the present section we recall the notion of an oriented cohomology theory A as defined in [Pa] and [Pa1] .
Let A
* : SmP op → Ab Z be a contravariant functor from the category of smooth pairs over a field k to the category of Z-graded abelian groups, and let A i denote its i-th graded component. Objects of SmP are pairs (X, U) consisting of a smooth quasi-projective variety X over k and an open subset U ⊂ X. A morphism f from (X, U) to (X ′ , U ′ ) is a morphism of pairs, i.e., an
The category of smooth quasi-projective varieties over k embeds into SmP by X → (X, ∅); we will denote this object of SmP simply by X. By pt = Spec k we denote the final object of SmP.
Let Z be a closed subset of X. We write A i Z (X) for A i (X, X Z) having in mind the notation used for cohomology with support. We also write
is called a pull-back. Note that pull-backs preserve the grading.
A ring cohomology theory is a contravariant functor
together with a functorial morphism of degree +1
and a cup-product
with usual properties (see [Pa, Sect. 2] ). Observe that the cup-product turns A * (X) into a Z-graded commutative ring, i.e., α ∪ β = (−1)
In the sequel we will refer to the following properties of a ring cohomology theory A * .
(Localization sequence)
. Let Y be a closed subset of a smooth variety X and Z be a closed subset of Y . Then there is an exact sequence of A * (pt)-modules (see [Pa, 2.2 
(Strong Homotopy Invariance).
Let p : E → X be an affine bundle over a smooth variety X and Z ֒→ X be a closed subset. Then the pull-back
2.5. An oriented cohomology theory is a ring cohomology theory A * together with a rule that assigns to each vector bundle E/X of rank r and a closed subset Z ֒→ X an operator th
Z (E) which is a two-sided A * (X)-module isomorphism and satisfies invariance, base change and additivity properties (see [Pa, Def. 3.1] ). This operator will be referred to as a Thom isomorphism.
An equivalent way to make a theory oriented is to endow it with first Chern classes for line bundles, i.e., to assign to each line bundle L over a smooth X an element c(L) ∈ A 1 (X) with suitable properties (see [Pa] ).
2.6. Among examples of oriented cohomology theories are higher Chow groups defined by Bloch, motivic cohomology, K-Theory, semi-topological K-theory introduced by Friedlander,étale cohomology with coefficients in µ n , and the algebraic cobordism MGL (see [Pa, Sect. 3.8] for more examples).
Observe that the notion of an oriented cohomology theory introduced in [LM] is more general than that of [Pa] . For there are no localization sequences 2.3 on the list of axioms in [LM] . Hence, we cannot say that the algebraic cobordism theory Ω defined in [LM] is an example of an oriented theory in the sense of 2.5.
An oriented cohomology theory satisfies the following important properties which will be used in the sequel.
(Projective Bundle Theorem)
. Let E/X be a vector bundle of rank n + 1 over a smooth variety X and Z ֒→ X a closed subset. Then the map
is an isomorphism, where ξ = c(O E (−1)) and E Z = E| Z is the restriction of E to Z (see [Pa, Cor. 3.17] ).
(Integration structure).
According to [Pa1, Thm. 4.1.4 ], an oriented cohomology theory A * has a unique integration structure. This means that for any projective morphism of smooth varieties f : Y → X of codimension c there is given a two-sided A * (X)-module operator
called a push-forward which satisfies certain properties (see [Pa1, Def. 4 
.1.2]).

(Projection Formula).
Let f : Y → X be a projective morphism of smooth varieties. Then for any α ∈ A(Y ) and β ∈ A(X)
2.10 (Push-forwards for closed embeddings). For a closed embedding of smooth varieties ı : Y → X of codimension c and a closed subset Z ֒→ Y , not necessarily smooth, the A * (X)-module operator ı th is defined in [Pa] as the composition
Here th N Z is the Thom isomorphism of 2.5, N = N Y X is the normal bundle to Y in X, and d Z (X, Y ) is the deformation to the normal cone isomorphism for the pair Y ֒→ X with support in Z (see [Pa1, Thm. 2 .2] for more details). Thus ı th is an isomorphism as well.
Observe that the composition
where the last map is an extension of support, is the push-forward ı * (Gysin map) induced by the embedding ı.
3 Push-forwards with support 3.1. As it was mentioned in the introduction, the theory of push-forwards for cohomology with support has not been so far developed. Partial results were obtained in [Sm] , where the case of closed embeddings was treated, under the name of local push-forwards. It can be expected to be a long exercise to extend the methods of [Pa1] , where push-forwards along arbitrary projective morphisms are constructed for absolute cohomology groups, in order to get a theory of push-forwards for cohomology groups with support. Avoiding any comments as to how long and technically complicated such an exercise could be, we want to point out that it is clear how to define such push-forwards. Let f : X → X ′ be a projective morphism of codimension d of smooth varieties over k. Let Z ֒→ X and Z ′ ֒→ X ′ be closed subsets such that
where ı th is the isomorphism of 2.10, the middle map is an extension of support, and the last map p * is defined in the proof of Theorem 3.2. In order to show that the assignment f → f * indeed provides a theory of push-forwards (also known as integration in the terminology of [Pa1] ) for cohomology with support, one must prove that these f * -s do not depend on the choice of decompositions f = p • ı and that they satisfy some standard properties of push-forwards (see [Pa1, Sect.4] ). The proofs of these properties are still lacking in full generality. However, in the present paper we will only use push-forwards with support in the situation described by the following theorem.
3.2 Theorem. There exists a rule which assigns to
• every equicodimensional projective morphism f : W → X of smooth varieties endowed with a decomposition into a closed embedding ı : W → X × P m followed by the projection p : X × P m → X, and
, where c is the codimension of f . These maps have the following properties
commutes, where Z U = Z × X U, W U = W × X U, and we assume that the decomposition for f U is induced by the decomposition for f .
is the usual push-forward f * of [Pa1] (here the last map is an extension of support). Thus it does not depend on the choice of a decomposition f = p • ı.
(iii) If f is a closed embedding and Z = f (W ), then f * = f th (see 2.10) for any choice of the decomposition.
Proof. This is a particular case of (4). Define f * to be the composition
where ı th is the isomorphism of 2.10, the middle map is an extension of support, and the last map p * is defined as follows. According to 2.7, an element a ∈ A Z×P m (X ×P m ) can be uniquely written as a sum
where
where g * is the pull-back induced by the structural morphism g : X → pt, [P m−i ] ω is the image of the class of the projective space by means of the induced map L → A(pt) from the Lazard ring to the ring of coefficients of the cohomology theory A (see [Pa1, 4.3.1] ). In other words, the definition of p * 'with support' is the same as in the absolute case.
Note that the isomorphisms ı th respect base changes via open embeddings according to [Pa1, 4.4.4] , and so do the push-forwards p * . The latter is proved in [Pa1, 4.5] in the absolute case, but the proof equally works 'with support', which proves assertion (i) of the theorem.
The diagram
commutes by the very definition of both p * -s. It follows that the composition
, which is the definition of f * in [Pa1] . This proves assertion (ii).
Let f : W → X be a closed embedding such that Z = f (W ). It remains to check that f * does not depend on the choice of a decomposition f = p • ı.
Consider the Cartesian square
(here q denotes the projection). Clearly ı can be written as ı = (f, g), with g : W → P m . Then the closed embedding s = (id, g) :
Consider the diagram 
where e is an extension of support, s * = e • s th is the usual push-forward for the closed embedding s, and q * • s * = id by [Pa1, 4.6.(56) ]. Commutativity of the upper square amounts to the following two assertions.
• Thom isomorphisms commute with the extension of support maps e (in fact, they are compatible with any pull-backs, see [Pa1] ).
• The deformation to the normal cone isomorphisms commute with the e-s, which is stated in [Pa] ; see also [Sm, 3.2 .2] for a more accurate account in the situation with support.
The bottom square commutes by [Pa1, 4.5] (see the proof of property 4 of Quillen operators which equally works 'with support'). The outer contour of the diagram can be now simplified to
(here we use the property that the maps (−) th are compatible with compositions, see [Sm, 3.2.2] or [Ne1] ), and we are done.
4 Oriented cohomology of a relative cellular space 4.1. Recall that a scheme E together with a morphism p : E → X is an affine bundle of rank r over X if X admits an open covering by U j and isomorphisms
r are affine transformations in the obvious sense.
4.2. Let X be a smooth projective variety. We call X a relative cellular space if there exists a finite decreasing filtration by closed subsets
is an affine bundle of a constant rank r i over a smooth projective variety Y i (we assume Y n = X n ). We denote by p i : E i → Y i the projection morphism.
4.3.
Among examples of relative cellular spaces are isotropic projective homogeneous varieties H = G/P , where G is a linear algebraic group (not necessarily split) and P a parabolic subgroup (see [CGM] ), and, more generally, smooth projective varieties equipped with an action of the multiplicative group G m (see [Br, Thm. 3.4 
]).
4.4 Theorem. Let A * be an oriented cohomology theory over a field of characteristic 0. Let X be a relative cellular space with a filtration X = X 0 ⊃ X 1 ⊃ . . . ⊃ X n . Assume that all X i are equi-codimensional in X and denote by c i the codimension of X i in X. Then there is an isomorphism of A * (pt)-modules
The proof consists of the following steps. First, assuming that the localization sequences induced by the filtration split, we obtain a decomposition isomorphism as stated in the theorem. Next, using the 'elimination of points of indeterminacy' by [Hi] we produce a useful diagram (8). By means of this diagram we construct sections which split the localization sequences. The properties of push-forwards with support stated in Theorem 3.2 are crucial in the last step.
Proof. I. For 0 ≤ i ≤ n − 1, consider the localization sequence (cf. 2.3)
where s * i is the extension of support and u * i is induced by the open embedding
which is an isomorphism by 2.4 and 2.10. Plugging these isomorphisms into the localization sequence we get
Assume that for each i this exact sequence splits by means of a section
Assembling these together, we obtain an isomorphism
II. Since any affine automorphism of A r can be extended to an automorphism of P r = P(A r ⊕1), we can consider the projective completion P(E i ⊕1) of the affine bundle E i /Y i the same way we do it for vector bundles.
Observe that E i is an open subset of both P(E i ⊕1) and X i . Thus P(E i ⊕1) is birationally isomorphic to the closure of E i in X i (which may not coincide with X i if the latter is not irreducible.)
Then by results of Hironaka [Hi, Cor. 3 ] "on elimination of points of indeterminacy" there exists a sequence of blow-ups of P(E i ⊕ 1) with smooth centers outside of E i , resulting in a variety W i , together with a morphism f i : W i → X i which is identity on E i . Hence, we get a commutative diagram of the form
where g i is the open embedding E i ⊂ W i and the projective morphismp i is the composite of the projection maps W i → P(E i ⊕ 1) → Y i . It can be checked (using Zariski Main Theorem) that the square part of the diagram is Cartesian. Observe that by construction W i is a smooth projective variety over k.
III. We claim that the composition
is the desired section θ i , where j i is the closed embedding X i ֒→ X. Note that we cannot consider the composition of push-forwards
as X i is not necessarily smooth and A * (X i ) is not defined in general. Instead, we fix a decomposition for j i f i as in 3.2 and consider the associated pushforward with support (j i f i ) * . By the first and third properties of pushforwards with support applied to the square part of diagram (8) 
Combining this with the diagram
A * (W i ) g * i / / A * (E i ) A * (Y i ) p * i e e K K K K K K K K K p * i O O we obtain u * i • θ i = (u * i • (j i f i ) * ) •p * i = ı th • (g * i •p * i ) = ı th • p * i = τ i .
This completes the proof of Theorem 4.4.
4.5 Remark. The restriction on characteristic of the base field is due to the fact that the resolution of singularities is required in the proofs of [Hi] .
Cellular decomposition in terms of
A-correspondences
We define the category of A-correspondences following the strategies of [Ma] . 
The category of A-correspondences, denoted by Cor
is the composition of α and β (here p 12 , p 13 , p 23 denote the projections of Z × Y × X to Z × Y , Z × X, and Y × X respectively). Observe that the push-forward (p 13 ) * exists, since the cohomology theory A is oriented (see 2.8).
The image of α ∈ Cor
is called the transpose of α and is denoted by α t . Clearly, α t ∈ Cor A (X, Y ) and (α t ) t = α. This operation makes Cor A a self-dual category.
For any α ∈ Cor
is called the product of α and β (here p 13 and p 24 denote the projections of
Observe that the product of varieties and correspondences induces a tensor product structure on Cor A .
5.4.
Let f : X → Y be a morphism of smooth projective varieties. Its graph is the morphism
op → Cor A from the category of smooth projective varieties to the category of correspondences.
5.5.
A crucial fact about the category Cor A is that the functor A restricted to projective varieties factors through it. For a correspondence α ∈ Cor A (Y, X), define its realization A(α) : A(Y ) → A(X) as follows. Identify A(Y ) with A(pt × Y ) = Cor A (pt, Y ) and assign to each β ∈ A(Y ) the composition α • β ∈ Cor A (pt, X) = A(X). This yields a covariant functor Cor A → Ab, which we will also denote by A. By (9)
Using the projection formula (see 2.9), we check that A(c(f )) = f * in the notation of 5.4. Thus we have a diagram of functors
5.6. By the Yoneda Lemma, a correspondence α ∈ A(Y, X) is an isomorphism in Cor A if and only if the induced map
is an isomorphism for any smooth projective variety T .
5.7.
Since A is graded, we may endow morphisms in Cor A with grading by setting Cor
We say a correspondence α has degree c if it is an element of the group Cor c A (Y, X). Observe that the transpose α t has degree dim Y + c − dim X.
In the sequel we will need the following fact.
Proof. We have
and projection formula 2.9 implies
This proves the lemma. Now we are ready to state and prove the main result of this section.
5.9 Theorem. Let A * be an oriented cohomology theory over a field of characteristic 0. Let X be a relative cellular space with a given filtration X = X 0 ⊃ X 1 ⊃ . . . ⊃ X n . Denote by r i the rank of the affine bundle
The key idea of the proof is the following observation. Since the section θ i (constructed by means of diagram (8)) is the composite of a pull-back and a push-forward, it can be lifted to the category of A-correspondences. In particular, the isomorphism (7) can be viewed as the realization of some isomorphism α in the category of A-correspondences. As α is an isomorphism in Cor A , its transpose α t is an isomorphism in Cor A as well. Taking its realization A(α t ) we get precisely the desired isomorphism of cohomology groups of Theorem 5.9.
Proof. We want to show that the isomorphism θ of (7) arises from some correspondence α via the functor A : Cor A → Ab Z . Recall diagram (8) and define the projective morphism
We have
where the map s = s * 0 • . . .
• s * i−1 is the extension of support A X i (X) → A(X), the first equation holds by Lemma 5.8 and the second follows from the second property of push-forwards with support (see 3.2). Now put α = (α 0 , . . . , α n ) ∈ Cor A (∐Y i , X) = Cor A (Y, X). Then A(α) = θ.
5.10 Proposition. The correspondence α is an isomorphism in Cor A .
Proof. By Yoneda's Lemma 5.6 it suffices to check that for any T ∈ Cor A the map α T :
, where the product of correspondences 1 T and α is defined in 5.3. Thus we must check that A(1 T × α) : A(T × Y ) → A(T × X) is an isomorphism for any smooth projective variety T . Another straightforward verification shows that we can insert (T ×−) throughout the proof of Theorem 4.4 and (i) get a cellular decomposition for T × X with bases T × Y i ;
(ii) get splittings θ i for T ×X the same way it was done for X by multiplying diagram (8) with T ;
(iv) check that this isomorphism arises from the correspondence 1 T × α.
This proves the proposition.
Being the transpose of an isomorphism, α t must be an isomorphism as well. Let
is the desired isomorphism of Theorem 5.9. The theorem is proved.
Decomposition of A-motives
We define the category of A-motives following [Ma] .
6.1. Recall that an additive category C is called pseudo-abelian if for any projector p ∈ Hom(X, X), X ∈ C, there exists a kernel ker p, and the canonical homomorphism ker p ⊕ ker(id X − p) → X is an isomorphism. Clearly, id X − p is also a projector in C.
Let C be an additive category. Its pseudo-abelian completion is the categoryC defined as follows. The objects are pairs (X, p), where X is an object of C and p ∈ Hom(X, X) is a projector. The morphisms are given by
.
If p 0 , p 1 , . . . , p n ∈ Hom(X, X) are projectors satisfying p i • p j = 0, ∀i = j, and n i=0 p i = id X , then inC we have
To simplify the notation we will write X for (X, id X ).
Consider the category Cor
0
A of correspondences of degree 0. The pseudoabelian completion of this category will be called the category of A-motives and will be denoted by M A . The following properties of this category can be proved by a standard reasoning (or see [Ma] ).
(i) There is a covariant functor Cor
There is a tensor product structure on M A induced by the tensor product structure on Cor A . of degree c in the category of motives, see [Ma, Sect. 8] . If αexamples of [CGM] in which the filtrations are not smooth. Observe that it is easier to deduce formulas (1) and (2) for smooth filtrations than in general, for one does not need push-forwards with support in this case. Working with smooth filtrations, one may expect to apply the arguments of the present paper to derived Witt groups as soon as one has push-forwards for them. Some results in this direction have been obtained recently in [CH] and [Ne] .
We consider the cases of completely split quadrics 7.1 and Grassmannians 7.3. In these cases it is possible to construct the varieties W i of (8) explicitly, without resolution of singularities. This implies that Corollaries 7.2 and 7.4 hold over any field of characteristic different from 2.
7.1 (Completely split quadrics). Let Q = (d + 1)H be a split projective quadric of dimension 2d. Then Q can be thought of as the hypersurface in P 2d+1 given by
x i y i = 0}.
We claim that Q has a smooth filtration defined as follows. Consider two linear subspaces of P 2d+1 of dimension d defined by the equations Clearly Z 1 ∼ = Z 2 ∼ = P d and Z 1 ∩ Z 2 = ∅. Consider the linear map π 1 : P 2d+1 Z 2 → Z 1 given by the projection to the y-coordinates. Both subspaces Z 1 and Z 2 lie in Q. It can be easily seen that the restriction π 1 : Q Z 2 → Z 1 naturally has a structure of a vector bundle of rank d. Hence, we get a smooth filtration on Q:
Theorem 6.5 applied to this filtration yields the following 7.2 Theorem. Let X = (d + 1)H, d ≥ 0, be a split projective quadric of dimension 2d. Then in the category of A-motives
In particular,
For the Chow groups A * = CH * it gives the well-known decomposition
where Z[i] is the abelian group Z put in degree i.
For the K-functor, i.e., A k (X, U) = K −k (X, U) (see [Pa, Ex. 2.1.8] ) it gives the decomposition
7.3 (Grassmannians). Let Gr(d, n) be the Grassmann variety of d-planes in the n-dimensional affine space A n . Then Gr(d, n) has a smooth filtration defined as follows.
Fix a (n − 1)-dimensional linear subspace V of A n . Then there is the induced closed embedding Gr(d, n − 1) → Gr(d, n) of smooth projective varieties, where Gr(d, n − 1) is identified with the variety of d-planes in V . Consider the complement E = Gr(d, n) Gr(d, n − 1). We claim that this is a vector bundle over Gr(d − 1, n − 1). Indeed, an element of E is a d-plane that intersects V along a linear subspace of dimension d − 1, i.e., it gives a point of Gr(d − 1, n − 1). Moreover, the set of all elements of E that intersect V along a fixed linear subspace of dimension d − 1 can be identified with the affine space of dimension n − d. This gives a vector bundle structure.
Applying this procedure recursively we get a smooth cellular filtration Theorem 6.5 recursively applied to this filtration yields the following assertion which is well-known for Chow groups [Fu] .
7.4 Theorem. Let X = Gr(d, n) be the Grassmann variety of d-planes in the affine space A n of dimension n. Then there is the decomposition of A-
where the sum is taken over all partitions λ = (λ 1 , . . . , λ d ) with 1 ≤ λ 1 < . . . < λ d ≤ n and |λ| = λ 1 + . . . + λ d . In particular, A k (Gr(d, n)) ∼ = Z #{λ|k=|λ|} .
