This paper considers the task of matching images and sentences. The challenge consists in discriminatively embedding the two modalities onto a shared visual-textual space. Existing work in this field largely uses Recurrent Neural Networks (RNN) for text feature learning and employs off-the-shelf Convolutional Neural Networks (CNN) for image feature extraction. Our system, in comparison, differs in two key aspects. Firstly, we build a convolutional network amenable for fine-tuning the visual and textual representations, where the entire network only contains four components, i.e., convolution layer, pooling layer, rectified linear unit function (ReLU), and batch normalisation. Endto-end learning allows the system to directly learn from the data and fully utilise the supervisions. Secondly, we propose instance loss according to viewing each multimodal data pair as a class. This works with a large margin objective to learn the inter-modal correspondence between images and their textual descriptions. Experiments on two generic retrieval datasets (Flickr30k and MSCOCO) demonstrate that our method yields competitive accuracy compared to state-of-the-art methods. Moreover, in language person retrieval, we improve the state of the art by a large margin.
Introduction
In contrast to retrieval within the same domain, imagetext matching focuses on retrieving the target in a different media type from the query. Given an image (text) query, we aim to search for the most relevant text (image) in a database. The common practice and inevitable challenge consists in discovering a shared feature space for both modalities using the training image-text pairs.
Feature is the engine for image-sentence matching. On both the image and text sides, the process evolves from hand-crafted features to (deeply) learned features, which are subsequently projected to pre-defined/learnable embed- Figure 1 . Illustration of the problem of directly using ImageNet pre-trained models without fine-tuning for image-text retrieval. Such off-the-shelf models do not preserve rich image details that are critical for matching languages. In this example, dogs in different colors and locations are trained as the same class dog in the ImageNet (top). This may hurt the task of image-text retrieval which requires more detail-preserving visual features (bottom). dings for efficient similarity computation. Focusing still on embedding learning, this paper addresses two interesting questions as described below.
Do off-the-shelf models provide sufficient discriminative ability for image/text representations? In the community of image-text matching, recent state-of-the-art works mostly employ off-the-shelf deep models for image feature extraction, without fine-tuning on the target multi-modality dataset [23, 14, 20, 16, 36, 26, 10, 27, 37] . These deep vision models are usually trained to classify objects into semantic categories [15, 31, 6] . Such classification models are likely to miss details such as color, number, and environment, which in fact convey critical visual cues for matching images and texts. In Fig. 1 , for example, a model trained on ImageNet [29] can correctly classify the three images as "dog"; but it may not tell the difference between black dog and white dog, or between one dog and two dogs. The ability to convey critical visual cues is a necessary component in image-text matching. Similar observations have been reported with regards to image captioning [34] .
Conversely, for the text feature, word2vec [24] is a popular choice in image-text matching [14, 11, 36, 27 ]. Aiming to model the context information, the word2vec model is learned through a shallow network to predict neighboring words. However, the word2vec model is initially trained on GoogleNews, which differs substantially from the text in the target dataset. As such, instead of using the off-theshelf model, we explore the possibility of fine-tuning the word2vec model using image-text matching datasets.
In addition to the ranking loss, how can we resort to the classification loss prevalently used in the early days of cross-media analysis? To our knowledge, some early works use human annotated broad classes for cross-media retrieval on the class level [30, 35, 38] , indicating the effectiveness of class labels in this task. In light of this early practice, this paper proposes the instance loss for instance-level retrieval, which together with ranking loss, reduces the risk of overfitting. Its design is based on our assumption that the training image/text groups, as different instances, are different from each other. Specifically, since every image/text group usually contains 1 image and 4 − 6 text descriptions, a straightforward idea is to view every image/text group as a class. Using such an unsupervised assumption, we train the network to classify every image/text group with the softmax loss. In the experiment, we show that the instance loss which classifies 113,287 image/text groups on MSCOCO [19] is able to converge without any hyper-parameter tuning. Improved retrieval accuracy can also be observed.
Our contributions are summarised as follows:
• We propose a dual-path CNN model for visual-textual embedding learning (see Fig. 2 ). In contrast to the commonly used RNN+CNN model using fixed CNN features, the proposed CNN+CNN structure conducts efficient and effective end-to-end fine-tuning.
• To regularise the dual-path CNN model and accelerate training, we further propose a simple pretext task: large-scale multi-class recognition called instance loss. The robustness and effectiveness of instance loss are demonstrated by classifying each image/text group into one of the 113,287 classes on MSCOCO [19] .
• We obtain competitive accuracy compared with the state-of-the-art image-text matching methods on three large-scale datasets i.e., Flickr30k [41] , MSCOCO [19] and CUHK-PEDES [18] .
Related Works
Deep models for image recognition. In the field of image-text matching, most recent methods directly use fixed CNN features [23, 14, 20, 16, 36, 26, 10, 27, 37] as input which are extracted from models pre-trained on Im-ageNet for object recognition. While it is efficient to fix the CNN feature input and learn a visual-textual common Figure 2 . A brief profile of our method. Our model directly learns from data rather than using fixed input features. It consists of two CNN paths for image and text, respectively. The overall loss function contains the traditional ranking loss and the proposed instance loss. Ranking loss pulls the relevant image-text pairs close and pushes the irrelevant pairs apart. The instance loss equals a softmax loss, and views every image/text group as a class. We will describe the network structure and loss function in Section 3. space, it may lead to the problems as shown in Fig. 1 since ImageNet CNN models lose image details. This motivates us to fine-tune the image CNN path in image-text matching to provide for more discriminative embedding learning.
Deep models for natural language understanding. For natural language representation, word2vec [24] is commonly used [14, 11, 36, 27] . This model contains two hidden layers, which learns from the context information. In the application of image-text matching, Klein et al. [14] and Wang et al. [36] pool word vectors extracted from the fixed word2vec model to form a sentence descriptor using Fisher vector encoding. Karpathy et al. [11] also utilises fixed word vectors as word-level input. With respect to this routine, this paper proposes an equivalent scheme to finetuning the word2vec model, allowing the learned text representations to be adaptable to a specific task, which is, in our case, image-text matching.
Recurrent Neural Networks (RNN) are another common choice in natural language processing [25, 39] . Mao et al. [23] employs a RNN to generate image captions. Similarly, Nam et al. [26] utilises directional LSTM for text encoding, yielding state-of-the-art multi-modal retrieval accuracy. Conversely, our approach is inspired by recent CNN breakthroughs on natural language understanding. For example, Gehring et al. applies CNNs to conduct machine translation, yielding competitive results and more than 9.3x speedup on the GPU [5] . There are also researchers who apply layerby-layer CNNs for efficient text analysis [8, 13, 42] , obtaining competitive results in title recognition and text content matching. In this paper, in place of RNNs which are more commonly seen in image-text matching, we explore the usage of CNNs for text representation learning.
Multi-modal learning. There is a growing body of work on the interaction between multiple modalities. One line of work focuses on class-level retrieval and leverages the class labels in the training set. Sharma et al. [30] extends Figure 3 . The network only contains four components i.e., convolution, pooling, ReLU and batch normalization. We learn the image and text representations by two convolutional neural networks, i.e., deep image CNN (top) and deep text CNN (bottom). The deep image CNN is a ResNet-50 model [6] pre-trained on ImageNet. The deep text CNN is similar to the image CNN but with different basic blocks (see Fig. 4 ). They share weight W share in the last fully connected layer. The objectives are the ranking loss and the proposed instance loss. On Flickr30k, for example, the model needs to classify 29,783 classes using instance loss.
Canonical Correlation Analysis (CCA) with supervised labels. Wang et al. [35] learns the common space based on coupled inputs with class regression. Wei et al. [38] finetunes the CNN by classifying broad categories on target datasets. Another line of work considers instance-level retrieval and, except for matched image-text pairs, does not use any class label. Ranking Loss is one of the widely used objectives [4, 12, 22, 36, 26] . Wang et al. extends Ranking Loss to model the intra-modal relationship [36] and adapts a hard sampling policy. Karpathy et al. proposes a partto-part matching approach using a global ranking objective [12] .
In this work, we also focus on instance-level retrieval and propose instance loss, a novel contribution to the crossmodality community. It views each training image/text group as a distinct class and uses the softmax loss for model training. We show that this method yields consistent improvements.
Proposed CNN Structure
In this paper, we propose a dual path CNN to simultaneously learn visual and textual representations in an endto-end fashion, consisting of a deep image CNN for image input and one deep text CNN for sentence input. The entire network only contains four components, i.e., convolution, pooling, ReLU and batch normalisation. Compared to many previous methods which use off-the-shelf image CNNs [23, 14, 16, 36, 26] , end-to-end fine-tuning is superior in learning representations that encode image details (see Fig. 3 ).
Deep Image CNN
Although the original objective of ImageNet (1,000-class object recognition) is different from our retrieval objective as per the discussion in Fig. 1 , pre-trained models can still provide for good CNN initialisation. We use ResNet-50 [6] pre-trained on ImageNet [15] as a basic model before conducting fine-tuning for visual feature learning. Given an input image of size 224 × 224, a forward pass of the network produces a 2, 048-dimension feature vector (see Fig. 3 ). We denote the 2, 048-dim vector f img as the visual descriptor of the input I. The forward pass process of the CNN, which is a non-linear function, is represented by function F img (·) defined as:
Deep Text CNN
Text processing. Next, we describe our text processing method and the text CNN structure. Given a sentence, we first convert it into code T of size n × d, where n is the length of the sentence, and d denotes the size of the dictionary. T is used as the input for the text CNN. We use word2vec [24] as a general dictionary to filter out rare words; if a word does not appear in the word2vec dictionary (3,000,000 words), it is discarded. For Flickr30k, we eventually have d = 20, 074 words as the dictionary. Every word in Flickr30k thus can find an index l ∈ [1, d] in the dictionary; for instance, a sentence of 18 words can be converted to 18 × d matrix. The text input T can thus be formulated as: Similar with the local pattern of the images, the neighbor words in the sentence may contains important clues. The filter size in the image CNN is 3 × 3 with height and width padding; the filter size in the text CNN is 1 × 2 with length padding. Besides, we also use a shortcut connection, which helps to train a deep convolutional network [6] . The output F(x) + x has the same size with the input x.
where
The text CNN need a fixedlength input. We set a fixed length 32 in this paper because most sentences contain less than 32 words. If the length of the sentence is shorter than 32, we pad with zeros to the columns of T . Now we obtain the 32 × d sentence code T . We further reshape T into the 1 × 32 × d format, which can be considered as height, width and depth known in the image CNNs [6, 15] . Position shift. We are motivated by the jittering operation in the image CNN training. For text CNN, we apply a data augmentation policy called position shift. In a baseline approach, if the sentence length n is shorter than the standard input length 32, a straightforward idea is to pad zeros at the end of the sentence, called left alignment. In the proposed position shift approach, we pad a random number of zeros at the beginning and the end of a sentence. In this manner, shift variations are contained in the text representation, so that the learned embeddings are more robust. In the experiment, we observe that position shift is of importance to the performance.
Deep text CNN. In the text CNN, filter size of the first convolution layer is 1×1×d×300, which can be viewed as a lookup table. Using the first convolutional layer, a sentence is converted to the word vector as follows. Given input T of 1 × 32 × d, the first convolution layer results in a tensor of size 1×32×300. There are two methods to initialise the first convolutional layer: 1) random initialisation, and 2) using the d × 300-dim matrix from word2vec for initialisation. In the experiment, we observe that word2vec initialisation is superior to the random initialisation.
For the rest of the text CNN, similar residual blocks are used as per the image CNN (see Fig. 4 ). Similar to the local pattern in the image CNN, every two neighbor components may form a phrase containing content information. We set the filter size of convolution layers in basic text block to 1 × 2. Additionally, we add the shortcut connection in the basic block, which has been demonstrated to help training deep neural networks [6] . We apply basic blocks with a short connection to form the deep textual network (see Fig.  3 ). The number of blocks is consistent with the ResNet-50 model in the visual branch. Given a sentence matrix T , its text descriptor f text can be extract in an end-to-end manner from the text CNN F text (·):
(3)
Objective Function

Ranking Loss Revisit
Ranking loss is a widely used objective function for retrieval problems. We use the cosine distance D(
||fx j ||2 to measure the similarity between two samples, where f is the feature of a sample. || · || 2 denotes the L2-norm. To effectively account for two modalities, we follow the ranking loss formulation as in some previous works [12, 26] . Here, I denotes the visual input, and T denotes the text input. Given a quadric input (I a , T a , I n , T n ), where I a , T a describe the same image/text group, I n , T n are negative samples, ranking loss can be written as,
text anchor (4) where D(·, ·) is the cosine similarity, and α is a margin. Given an image query I a , the similarity score of the correct text matching should be higher. Similarly, if we use sentence query T a , we expect the correct image content should be ranked higher. Ranking loss explicitly builds the relationship between image and text.
Discussion. Although widely used, ranking loss has a critical problem for the application of image-text matching. According to Eq. 4, the convergence of ranking loss requires that both the image and text branches converge. It is hard to meet this requirement because the two branches have entirely different parameters. In trying to optimise the interaction of the two modalities at the same time, ranking loss may be prone to getting stuck in a local minimum (as to be shown in Table 2 ).
Instance Loss
In this paper, we propose the instance loss for instancelevel image-text matching. We define an image and its text descriptions as an image/text group (see Fig. 5 ). In specific applications such as language based person retrieval [17, 18] , an image/text group is defined as images and its descriptions which depict the same person. Based on image/text groups, our assumption is that each image/text group is distinct (duplicates have been removed in the datasets). Under such assumption, we view each image/text group as a class. So in essence, instance loss is a softmax loss which classifies an image/text group into one of a large number of classes. Formally, we define instance loss below.
For two modalities, we formulate two classification objectives as follows,
where f img and f text are image and text features defined in Eq. 1 and Eq. 3, respectively. W share is the parameters of the fully connected layer (Fig. 3) . L denotes the loss and P denotes the probability over all classes. P (c) is the predicted possibility of the right class c. Here we enforce shared weight in the fully connected layer for the two modalities, because otherwise the learned image and text features may exist in totally different subspaces.
The final loss function is a combination of the ranking loss and the instance loss, defined as,
where λ 1 , λ 2 , λ 3 are predefined weights for different losses. As described in Section 4.3, in the first training stage, the ranking loss is not used (λ 1 = 0, λ 2 = 1, λ 3 = 1); in the second training stage, all three losses are used. Discussion. In image-text matching (a retrieval task), instance loss does not explicitly calculate the inter-modal distance as ranking loss, but helps to learn a discriminative descriptor for different instances in each modality. In our experiment, using the instance loss alone can lead to a competitive result. The effect of instance loss is two-fold. In the first training stage, when used alone, it pre-trains the text CNN so that ranking loss can find a better optimisation for both modalities in the second stage. In the second training stage, when being used together with ranking loss, it exhibits a regularisation effect on the ranking loss.
Furthermore, as shown in Fig. 5 , the dataset may contain images with similar content, i.e., dogs. The related text descriptions are also similar. In this case, instance loss encourages the model to find the fine-grained differences such as ball, stick, and frisbee to discriminate the image/text groups. In the experiment, we visualise the dog retrieval results in Fig. 7 . Our model is sensitive to the subtle differences as well.
A Two-Stage Training Procedure
We split the training procedure into two stages. Stage I: In this stage, we fix the pre-trained weights in the image CNN and use the proposed instance loss to tune the remaining part. The reason is that most weights of the text CNN are learned from scratch. If we train the image and text CNNs simultaneously, the text CNN may comprise the pre-trained image CNN. We note that even after Stage I, our network can achieve competitive results compared to previous work using off-the-shelf CNNs.
Stage II: After Stage I converges, we start Stage II for end-to-end fine-tuning of the entire network. Note that the weights of the image CNN are also fine-tuned. In this stage, we combine instance loss with ranking loss, so that both classification and ranking errors are considered. In Section 5.4, it can be observed that in Stage II, instance loss and ranking loss are complementary, thus further improving the retrieval result. After Stage II (end-to-end fine-tuning), another round of performance improvement can be observed, and we achieve even more competitive.
Experiment
Datasets
Flickr30k is one of the large-scale image captioning datasets [41] . It contains 31,783 images collected from Table 1 . Method comparisons on Flickr30k. "Image Query" denotes using an image as query to search for the relavant sentences, and 'Text Query' denotes using a sentence to find the relevant image. R@K is Recall@K (higher is better). Med r is the median rank (lower is better). "ft" means fine-tuning. † : Text CNN structure is similar to the image CNN, illustrated in Fig. 4 . * : Different protocol [23] .
Flickr, in which every image is annotated with five text descriptions. The average sentence length is 10.5 words after removing rare words. We follow the protocol in [7, 12] to split the dataset into 1,000 test images, 1,000 validation images, and 29,783 training images. Some previous work uses their train/test split. For example, Mao et al. [23] randomly selects 1000 images for testing. We use * to denote these methods in the comparison. MSCOCO [19] contains 123,287 images and 616,767 descriptions. Every images contains roughly 5 text descriptions on average. The average length of captions is 8.7 after rare word removal. Following the protocol in [11] , we randomly select 5,000 images (25,017 descriptions) as test data and 5,000 images as validation data. The remaining 113,287 images are used as training data. The evaluation is reported on 1K test images (5 fold) and 5K test images.
CUHK-PEDES [18] collects images from many different person re-identification datasets. It contains 40,206 images from 13,003 different pedestrians and 80,440 descriptions. On average, each person has 3.1 images, and each image has 2 sentences. The average sentence length is 19.6 words after we remove rare words. Examples are shown in Fig. 5 . We follow the protocol in [18] , selecting the last 1,000 persons for evaluation. There are 3,074 test images with 6,156 captions, 3,078 validation images with 6,158 captions, and 34,054 training images with 68,126 captions.
Evaluation Metric We use two evaluation metrics i.e., Recall@K and Median Rank. Recall@K is the possibility that the true match appears in the top K of the rank list, where a higher score is better. Median Rank is the median rank of the closest ground truth result in the rank list, with a lower index being better.
Implementation Details
The entire network only uses four components i.e., convolution, pooling, ReLU and batch normalisation. It is trained by stochastic gradient descent (SGD) with momentum fixed to 0.9 for weight update. Our implementation is based on the Matconvnet package [32] . While training, the images are resized to 224 × 224 pixels which are randomly cropped from images whose shorter size is 256. We also perform simple data augmentation such as horizontal flipping. For training text input, we conduct position shift (Section 3.2) as data augmentation. Dropout is applied to both CNNs, and the dropout rate is 0.75. For Flickr30k and MSCOCO, we set the max text length to 32; for CUHK-PEDES, we set 56 since most sentences are longer.
In the first training stage, we fixed the pre-trained image CNN, and train the text CNN only. The learning rate is 0.001. We stop training when instance loss converges. In the second stage, we combine the ranking loss as Eq. 9 (the margin α = 1) and fine-tune the entire network.
Comparison with State of the Art
We first compare our method with the state-of-theart methods on three datasets, i.e., Flickr30k, MSCOCO, and CUHK-PEDES. The compared methods include recent models on the bidirectional image and sentence re- trieval. For a fair comparison, we present the results based on different image CNN structures, i.e., VGGNet [31] and ResNet [6] . We also summarise the visual and textual embeddings used in these works in Table 1 and Table 6 . Extensive results are shown in Table 1 , Table 6 , and Note that m-CNN [22] also fine-tunes the CNN to extract visual and textual features. m-CNN encompasses four different levels of text matching CNN while we only use one deep textual model with residual blocks. While both are based on VGG-19, our model has higher performance than m-CNN. Compared with a recent arXiv work, VSE++ [3] , our result is also competitive.
Mechanism Study
The effect of Stage 1 training. We test to replace the instance loss with the ranking loss at the first stage when fixing the image CNN. As shown in Table 2 , the result is limited. As discussed in Section 4.2, ranking loss focusses on inter-modal distance. It may be hard to tune the visual and textual features simultaneously at the beginning. As we expected, instance loss performs better, which focusses more on learning intra-modal discriminative descriptors.
Two losses can works together. In Stage II, the experiment on the validation set verifies that two losses can work together to improve the final retrieval result (see Table 2 ). Compared with models using only ranking loss or instance loss, the model with two losses provides for higher performance. In the second stage, instance loss does help to regularise the model. End-to-end fine-tuning helps. In Stage II, we fine-tune the entire network. For the two general object datasets Flickr30k and MSCOCO, fine-tuning the whole network can improve the rank-1 accuracy by approximately 10% (see Table. 1 and Table. 6 ). Imagenet collects images from the Internet, while the pedestrian dataset CUHK-PEDES collects images from surveillance cameras. The fine-tuning result is more obvious on the CUHK-PEDES due to the different data distribution (see Fig. 5 ). The fine-tuned network (based on ResNet-50) improves the Recall@1 29.37%. The experiments indicate the end-to-end training is critical to image-sentence retrieval, especially person search.
Word2vec initialization helps. We compare the result using the word2vec initialisation or random initialisation for the first convolution layer of text CNN. As shown in Table. 3, it can be observed that using word2vec initialisation outperforms by 1% to 2% compared to the random initialisation. Although word2vec is not trained on the target dataset, it still serves as a good initialisation for text CNN.
Position shift vs. Left alignment: We conduct this experiment on Flickr30k validation set. As shown in Table  4 , the model using position shift outperforms the one using left alignment ∼ 5%. Position shift serves as a significant Table 6 . Experiment on MSCOCO. R@K (%) is Recall@K (high is good). Med r is the median rank (low is good). 1K test images denotes using five non-overlap splits of 5K images to conduct retrieval evaluation and report the average result. 5K test images means using all images and texts to perform retrieval. ft means fine-tuning. † : Text CNN structure is similar to the image CNN, illustrated in Fig. 4 . data augmentation method for text feature learning. In Fig. 6 and Fig. 7 , we present some visual retrieval results on CUHK-PEDES and Flickr30k, respectively. Our method returns reasonable rank lists.
Training Time
The image CNN (ResNet-50) in our method uses ∼119 ms per image batch (batch size = 32) on an Nvidia 1080Ti GPU. The text CNN (similar ResNet-50) also uses ∼117 ms Figure 7 . Qualitative Description Search results using image query on Flickr30k. Below each image we show the top five retrieval sentences (there are 5,000 candidate sentences in the gallery) in descending confidence. Here we select four black and white dogs as our query. Except for the main object (dog), we show the model can correctly recognize environment and small object. The sentences in green are the true matches, and the descriptions in red are the false matches. Note that some general descriptions are also reasonable. (Best viewed when zoomed in.) per sentence batch (batch size = 32). Therefore, the image feature and text feature can be simultaneously calculated. Although our implementation is sequential, the model can run in a parallel style efficiently.
Conclusion
In this paper, we propose a dual-path CNN which learns discriminative feature embeddings from training image/text pairs. The network is composed of simple convolutional units, without RNN components. End-to-end learning is conducted on both the image and text branches. Training takes place in two stages, and an instance loss is proposed to pre-train the network and regularise the ranking loss. The proposed method achieves competitive results on two generic retrieval datasets Flickr30k and MSCOCO. Furthermore, we achieve a +18% improvement on the person retrieval dataset CUHK-PEDES. Additional examples can be found in Appendix.
Supplementary Material for "Dual-Path Convolutional Image-Text Embedding"
A. Overview
This document includes supplementary material to "Dual-Path Convolutional Image-Text Embedding". In Section B, we add an extra experiment to find out the discriminative words. We also provide more bidirectional search examples on MSCOCO and Flickr30k in Section C, which is omitted in the paper due to the space constraint.
B. Discriminative words
The text CNN is supposed to convey the necessary textual information for image-text matching. To examine whether the text CNN discovers discriminative words, we fix the image feature. For text input, we remove one word from the sentence each time. If we remove a discriminative word, the matching confidence will drop. In this way, we can determine the learned importance of different words.
The proposed model learns discriminative words. As show in Fig. 8 and Fig. 9 , we observe that the words which convey the objective/colour information, i.e., basketball, swing, purple, are usually discriminative. If we remove these words, the matching confidence drops. Conversely, the conjunctions, i.e., with, on, at, in, after being removed, have a small impact on the matching confidence.
C. Additional examples: Bidirectional search
Additional examples of image-text bidirectional retrieval can be found in Fig. 10, Fig.11, Fig. 12 and Fig. 13 . The true matches are in green. The network can find the related image/text in the most cases. 
