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Atmtract - -For  the numerical solution of first-order ditfere~ntial equations multistep methods of the 
Adams-type are established which integrate xactly the functions ex.p(kz)x j , j  = 0,1 , . . .  ,n, where k 
is a parameter. These methods have stepsize-dependent coefficients which also depend on k. Within 
each integration segment one can choese for k the value which minimizes in a certain sense the local 
truncation error. In this way the new method leads to highly accurate results in comparison with the 
classical methods of the A~type ,  especially when the solution of the differential equation shows 
an exponential behaviour. Numerical examples are provided to illustrate this. 
1. INTRODUCTION 
There are many numerical methods available for the solution of initial-value problems which take 
advantage of special properties of the solution. In particular much efforts have been concentrated 
on the development of techniques for problems with periodic or oscillatory solutions, where the 
frequency, or some suitable substitute, can be estimated in advance. Recently we have introduced 
modified multistep methods of the Adams-, NystrSm- and Milne-type which integrate xactly 
the functions cos kz, sin kz and a set of polynomial functions [1]. Instead of treating k as a 
constant value which is a priori related in some way to the frequency of the solution, we proposed 
to calculate in each integration segment a new value of k which minimizes in some sense the local 
truncation error. 
In the present paper we want to work this idea further out for problems with exponential-type 
solutions. Special methods for such problems have already been treated by Brock and Murray 
[2], Dennis [3] and Raptis [4]. These methods can be seen as particular cases of a larger class of 
Chebyshevian multistep methods which have been studied by Lyche [5]. In all these methods, 
however, the Step dependent coefficients are kept fixed over the entire interval of integration. 
Here we shall first establish for first--order initial-value problems 
y' -- f(z, y), y(a) -- p, (1.1) 
special multistep methods of the form 
rn+q 
Yp+I -- Yp ---- h ~/~i f (Zp+l_ / ,  Yp+l - i )  • (1.2) 
i--m 
Notice that for m = 1 and m = 0 one obtains formulae respectively ofthe Adams-Bashforth-type 
and of the Adams-Moulton-type. The step-dependent coefficients/3i follow from the condition 
that the formula integrates exactly the functions exp(kz)zJ, (j = 0, 1,... , q), k being an arbitrary 
real parameter. For the derivation of the coefficients ~i we shall make use of an appropriate 
theory of interpolation which was previously developed [6]. Since at the level of interpolation the 
error term is known in closed form, it is possible to derive an analogous expression for the local 
truncation error of the corresponding multistep method. From this expression one can calculate 
a value of k which in a certain sense minimizes the local truncation error over the considered 
subsegment of integration. 
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2. MODIF IED METHODS OF THE ADAMS-TYPE  
The derivation of the modified multistep methods is based on an extension of the classical 
polynomial interpolation theory which has been treated in detail in [6]. Here we summarise 
certain results which shall be used further on. 
A function f(x) can be approximated in a unique way by a function f,,(z) of the form 
fn(x) - e kx a n)~j , (2.1) 
ki=O 
whereby k is a real free parameter, such that the error term defined as E, ( f ;  z) := f ( z )  - fn(z) 
vanishes at the (n + 1) equidistant points z.~ = xo + jh  ,( j  = 0, 1,. . .  , n) with h a non-zero real 
constant, i.e. : 
En( f ;xo+jh)=O Vj e {0,1,. . .  ,n}.  (2.2) 
Among the many equivalent expressions of fn (z) we mention 
with 
and 
- (;) ( ) fn (x )=e ssE e_ie(_l) , ,_ j s - j -1  f (x0+jh)  
j=o  n - j ' 
(2.3) 
with 
s = (x  - ~o) /h .  (2.5) 
In [6] we have shown that for any f E Cn+l([x0, zo + nh]) the error term can be written as 
En( f ;x ) -h"+le '• (  s ) k) n+l 
n 4- 1 e-k" (D, - f(t/), (2.6) 
Zo < rl(z) < Zo + nh,  
whereby t/depends on z and D~ denotes the derivative with respect o z. There exists a second 
form of the error term for which the dependence on an interior point of the interpolation segment 
occurs only in the given function f and its derivatives, namely :
E, ( f ; z )  = hn+lp, (z) (Dx - k) n+l f(~),  xo < ~(x) < zo + nh, (2.7) 
Pn(~) = ~ ~'-~(-1) n-j  (1 -  e -" ) '  e"S - ( -1)  n . (2.8) 
L.~=0 
Notice that the two functions ( , L )  ~d p,,(=) in (2.6) and (2.7) r=pectively, have in common 
(n + 1) zeros in the interval [x0, xo + nh] at the points x.i = xo + jh ,  (j = 0, . . .  , n). Whereas the 
former is a solution of the differential equation 
[(hDr) "+1 - 1] ¢(x) = 0, (2.9) 
the latter is a solution of the differential equation 
[(hOt - 0) "+1 - 1] ¢(x) = 0. (2.10) 
In order to derive the multistep formulae of the Adams-Bashforth-type w  first integrate the 
linear differential equation (1.1) over the interval [zv, xv+l] : 
xp+1 
y(zp+l) - y(zp) = f (z ,  y(x)) dx, (2.11) 
J~p  
o = hk (2.4) 
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and then we approximate the integrand by the exponential interpolation function f , ( z ,  y(z)) with 
Zo = x z, - qh = x~_,, so that on account of (2.5) s = (z - zp)]h + q. Hence, with the help of 
(2.3) we arrive at the following formula of the explicit type : 
/ xp+l  y(xp+X) -- V(Xp) ~ f,(x, y(X)) dx 
J xp  
{C ,:° "'(;)( ._, 
X f(xp_,+j,  y(xp_,+j)).  
Clearly, the local truncation error is given by 
fx  ",+' E,(f(:a, y(z)); x) dx. (2.13) 
P 
If we substitute for E, either (2.6) or (2.7) we can in both cases apply the mid-value theorem 
for integrals ince neither (~) nor p(x) change sign on the integration segment. Therefore we 
immediately arrive at the following forms of the local truncation error : 
8 : "  Ir"  (.+ } , 1o, ,IXp %,1,  
x e-l:O(D:~ - k)'+xf(0, Y(O)), xp_, < f/< xp, 
and 
l, ,lc  } /= '+~Eq( f ;x )dx=o- '~T  ~(- l )g - J (1 -  e')J / eS 'ds - ( -1 )¢  (2.15) 
× (m, - k)'+lf(~,V(~)), xp_, < ~ < xp. 
By doing the remaining calculations for particular values of q we arrive with the introduction of 
the notation yp := y(zp) at the following results :
the case q = 1 
h {ee[ee(_ 0 + 1) - 1]f(zp- l ,yp-z)  + [ee(20 - 1) - 0 + 1]f(zp, yp)} Y~+l - Vp =g~ 
{ ~ek',[d(2e ~ - 30 + 2) + O - 2],-k~(D, - k)2/(0, V(0)) (2.16) 
or 
+ ~[(e' - I )~(0- 1 )+ 021(D, - k)'f(~, y(~)) 
with zp-x < 0,~ < zp 
the case q = 2 
h {:,[e0(20~ _ 30 + 2) + 0 - 2]f(xp_~,V~-~) Vp+t - tip =~ 
+ 2ee[ee(-302 + 40 - 2) - 20 + 2]f(zp-l,Vp-1) 
+ lea(602 - 50 + 2) - 202 + 30 -- 2]f(xp, yp)} 
{ ~ek',[e'(603 - 110 ~ + 120 -- 6) + 202 -- 60 + 6]e-k0(D. - k)sf(0, Y(~7)) 
or 
+ ~r[(e'  - l)a(202 - 30 + 2) - 20a](D, - k)sf(~, V(~)) 
with zp-2 < ~,~ < x~, 
(2.17) 
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the case q = 3 
h ~[e~( -60  s + 1182 128 + 6) -  28 ~ + 68 6]f (z~_s,y~_~) Yp-F1 - -  Yp - - - -~{e 
+ 302e[eS(88~ - 1482 + 148 - 6) + 38 ~ - 88 + 6]f(x~_~, y~_~) 
+ 300[ee(-128 ~ + 1982 - 168 + 6) - 682 + 108 - 6]/(=p_~, yp_l)  
+ [eS(240 ~ - 2602 + 188 - 6) - 68 ~ + 118 ~ - 128 + 6]f(zp,y~)} 
h s kx # 4 1-y~e ,[e (128 -258a+3582-308+12)+38~ 1182+188-12]  
xe-t#(D= - k)4f(~, y(~})) 
-}- o r  
h" ,,.e 1)4(68s i18~ .i_ 128 6) + 684](D. k)4f(,~, y(,~)) (2.18) 6-~-t~ . . . .  
with zp-3  < ~), ~ < zp 
In an analogous way we obtain from (2.11) the modified formulae of the Adams-Moulton-type by 
approximat ing the integrand by f~(z,  y(z)) ,  but now with the choice z0 = zp - qh + h = z~,_~+~ 
which implies that  s = (z - zp) /h  + q - 1. It  follows that  
X f(Xp-q+j+l, y(Zp-q+j+l)), 
whereas the local truncation error is now given by 
r { / , ( )  } Eq( f  ; z) dz -h f+2et='e  - ( f -1)s  s • ,=p -1 q+ 1 ee" ds (2.20) 
x e-t#(D= - k)q+lf(f},y(f})),  zp_q+l < ~} < zp+~, 
or  
Ee(f;z) dz --0-'~" T E(-1)e-J(1 -e-e)J ee'ds _ (-1)q 
~,  • t~=o _~ (2 .21)  
x (D,,  - k)q+'f( ,~, y (0 ) ,  =~-q+l  < ,~< ,~p+l • 
The implicit Adams-Mou l ton  formulae for the lowest values of q are : 
the case q -- 1 
h 
y~+l - y~ =~ {[e' - s - 1]/(=p, yp) + e- ' [ee(0 - 1) + 1]/(=p+l,  y~+~)} 
h ~ kx, $ 
2--~e [e ( -8  + 2) - 8 - 2]e-k#(D= - k)2f(~}, y(~})) (2.22) 
or  
+ ~[_e-O(eO - 1) 2 + O2](D, - k)=f(~, Y(~)) 
with xp < f},~< zp+l 
the case q = 2 
yp+1 - yp =h-~3 {ee[ee(-8 + 2) - 8 -  2]f(zp-1, yp_1) 
+ 2[ee(20 - 2) - 82 + 2]/(=p, y~) + e-e[ee(282 - 38 + 2) + # - 2]f(=p+1, yp+~)) 
{ ~e~".le°(-282 + 68 - 6) - 02 + 6]e-~#(D. - k)~/(#, y(#)) 
or (2.23) 
+ ~[e-e(~ '  - 17( -0  + 2) - 203](D. - k)3f(~, ~(~)) 
with xp-1 < ~/,~< xp+l 
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the case q = 3 
yp+~ - y~ =6~{e2 ' [e ' (202  - 60 + 6) + O 2 - 6]] (zp-2,  yp-2) 
+ 3e°[ee( -382 + 88 - 6) - 282 - 28 + 6] f (x~-z ,  yp -O 
+ 3[ee(682 - 100 + 6) - 20 s + # ~ + 48 - 6]f(xp, yp) 
+ e-° [ee(60 a - 1102 + 120 - 6) + 202 - 60 + 6] f (xp+l ,  yp+l)} 
{ 12--~ek~, Ice(--3# s + 110 ~ -- 180 + 12) -- #s + 0: + 60 - 12] 
xe-*q(D~ - k)4f(O, Y(O)) 
+ or _ _ 
6-~[e-'(e' - 1)4(-202 + 68 - 6) + 604](D, - k)4f(~, y(~)) (2.24) 
with xp-2 < 0,~ < zp+l 
3. NUMERICAL  VERIF ICAT ION 
It is our aim to verify on a few examples whether the proposed modified multistep formulae 
(2.16)-(2.18) and (2.22)-(2.24) perform better than the corresponding classical formulae of the 
Adams-type, in particular when it is known in advance that the solution of the initial-value 
problem shows an exponential behaviour. 
We first notice that we still have at our disposal a free parameter k which can be appropriately 
chosen in the following way. According to the form of the local error terms, we attribute to k a 
numerical value which makes that the function (Dr -k )g+l f (z ,  y(z)), (q = 1,2, or 3), vanishes in 
at least one interior point of the indicated interval. Of course, we do not know the exact value(s) 
of ~ or ~ for which the error term vanishes and therefore we shall select one point in an arbitrary 
but consistent way. Since, moreover, we do not want to introduce other points than those used 
in the integration process we shall require that k is a solution of the equation 
(D .  q+~ 
- k) f(zp_LS.~j,y(Xp_LXr~j)) = O. (3.1) 
The value of k obtained from (3.1), assuming that the equation has a real solution, is used for 
the evaluation of Yp+l by means of (2.16)-(2.18) or (2.22)-(2.24). The selected point Xp_La.~j 
is easily seen to be positioned nearby the middle of the indicated interval, except for the case 
q = 1 where it is one of the edge-points. It is also clear that accurate results can be expected in 
the cases whereby k expressed by means of (3.1) as a function of p, does not vary too much for 
consecutive values of p. The evaluation of the numerical value of k via (3.1) is straightforward 
when the solution of the initial-value problem is exactly known. In practice this is never the case 
and therefore the derivatives of f (z ,  y(z)) must be calculated by means of a numerical scheme 
which can make use of the values of y(x) already calculated at preceding nodes. 
It is well-known that for starting up a computation scheme of the Adams-Bashforth-type or 
Adams-Moulton-type w need to know the value of y(x) at the first q + 1 or q nodes respectively. 
Since in all our examples the exact solution is known in analytic losed form we shall use at these 
nodes the exact values instead of calculating approximations by means of a particular single-step 
method. 
In all the following examples the calculations have been carried out in double precision arith- 
metic. If occasionally 8 = hk becomes too small it is preferable not to use directly the 0-dependent 
coefficients as given in (2.16)-(2.18),(2.22)-(2.24) which involve exponentials, but to use instead 
a truncated form of their MacLaurin-expansion in 0. Unless otherwise stated it will be assumed 
that truncated series expansions have been used systematically. Since all series converge rapidly 
for all values of 0, the number of terms of the truncated series is guaranteed to be bounded. 
Finally, it should be mentioned that we shall concentrate on the application of the Adams- 
formulae for q = 1 and q = 3. The reason is that for q = 2 we cannot expect much improvement 
with respect to the classical formulae where the maximum degree of polynomials which are 
integrated exactly is a priori increased by one. A similar phenomenon does not occur for the 
r_..AF/~21:2/3-L 
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modified formulae. The numerical verification of this fact has been carried out in the context of 
numerical quadrature in [6]. 
Example 3.1 
Our first example is the initial-value problem 
9' = -2x9, 9(~) -- e -a~ , (3.2) 
~2 
with exact solution e- . For solving (3.2) numerically we apply the predictor-corrector method 
based on the modified Adams-formulae with q = 1, that is a combination of (2.16) and (2.22). 
Since we know the exact solution we can solve (3.1) with q = I and it follows that in the evaluation 
of 9p+l the possible choices of k are given by 
2z2- I±  2~p~+1 
k, - (3.3) 
Xp 
In Table I we compare the classical predictor-corrector method for q = i and the present modified 
method for a number of starting points, for different stepsizes and for different numbers of steps. 
In comparing the results obtained with kl and kz with the corresponding classical result, we 
observe in general an improvement of 2 to 4 decimal digits, the improvement being, however, 
more pronounced when zero is not contained in the interval of integration. On  the other hand, 
the accuracy is higher with kl than with k2. This can be explained by the fact that for small 
values of zp the value of Ik2[ used in the calculations can become very large. 
Ezample 3.~ We consider the trivial problem 
y' = Ag, y(~) = e x~ , (3.4) 
whereby A is a free parameter and for which the solution is y(z) = e x=. In this case it turns out 
that for any value of q equation (3.1) has the unique solution k = A. When using this value for 
the parameter k our method should reproduce xact results within machine accuracy. This is 
confirmed by looking at the results of Table 2 and Table 3 where, respectively for q = 1 and q = 3, 
classical and modified predictor-corrector calculations based on formulae of the Adams-type are 
compared with each other. In Table 2 we show results for rather small values of A, whereas 
in Table 3 also extreme values of this parameter are considered. The last column in Table 3 
gives the results when the calculations are done without the replacement of the 0-dependent 
coefficients by a truncated series. It is verified that in general there is a decrease of accuracy 
unless 8 = hk = hA <_ -1. 
Finally, we want to compare for this example our method for q = 1 with other one-step 
methods for the numerical solution of ordinary differential equations. In particular we consider 
the methods of Usmani and Agarwal [7] and of Jacques [8]. Since these are implicit methods we 
consider the modified AdmT~-Moulton method for q = 1 based on formula (2.22). The results 
are shown in Table 4 and they clearly demonstrate he usefulness of our method. 
Ezample 3.3 The initial-value problem 
y' -- -y -  2z, y(~) -- 3e -= - 2~ + 2, (3.5) 
with exact solution 3e -x -2z  + 2, has been studied by Gerald and Wheatley [8]. For this example 
we compare for our method ifferent ways of attributing a value to the parameter h. Considering 
again the case q = 1, it follows from the prescription (3.1) that k can take for the evaluation of 
Yp+l one of the values 
-1 
k, = (3.6) 
2 ~/2 x 
I±  • 
In Table 5 we show absolute rrors associated with the choice k = kl. On the other hand we have 
also listed in Table 5 the errors obtained when k has been attributed the constant value -1 over 
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the entire interval of integration. In practice, one does not know the exact solution and therefore 
the value of k must be calculated numerically. If Yp+l has to be found and if q = 1 this value 
follows from 
k l f ' (zv)  -l- J f '2 (zp)  - f " ( zp) f (xp)  (3.7) 
= f (~p)  ' 
and the derivatives of f can be computed in terms of xp and the already evaluated value of y(zp). 
The results which are obtained with this completely numerical approach axe also listed in Table 5. 
Comparison of the different techniques leads to the conclusion that with constant/c = - I  there 
is in general a gain of accuracy of I decimal digit with respect o the classical predictor-corrector 
method. If we let k vary according to the "exact" prescription (3.6) and choose k = kl, the gain 
in accuracy varies from 2 to 12 decimal digits. In case the varying values of k are obtained via the 
numerical scheme (3.7) with/c = k~, at most one decimal dig_it is lost in accuracy with respect o 
the previous case. We have verified that the values/ci and kl which are used in the integration 
process differ by no more than 5%. 
Table 1 
Absolute errors ~(z) - ~¢.1¢(~) for the initial-value problem y' --- -2zy ,  ~(c~) ---- exp(-~2) ,  h denotes the stepsize 
and (n) is an abbreviation for 10". (a) classical predictor-corrector method of Adams-type with q = 1; (b) 
modified predictor--corrector method (q -- 1) with kt (see (3.3)); (c) modified predictor--corrector (q = 1) with k~ 
(see(3.3)). 
= h (a) (b) (c) 
0.0 1.0 0.1 -.30(-1) -.19(-3) .17(-2) 
0.0 1.0 o.01 - 25(-2) -.21(-6) 20(-4) 
1.0 2.0 0.1 -.19(-1) -.14(-4) .17(-4) 
1.0 2.0 0.01 -.92(-3) -.16(-7) .19(-7) 
0.0 2.0 0.1 -.23(-1) -.25(-4) .10(-3) 
0.0 2.0 0.01 -.11(-2) -.27(-7) .10(-5) 
3.0 4.0 0.1 -.12(-4) -.17(-9) .17(-9) 
3.0 4.0 0.01 -.36(-7) -.19(-12) .19(-12) 
0.0 4.0 0.1 -.39(-3) -.48(-9) .98(-9) 
0.0 4.0 0.01 -.68(-7) -.50(-12) .66(-11) 
-1.0 0.0 0.1 -.40(-I) -.51(-3) .66(-2) 
-1.0 0.0 0.01 -.64(-2) -.57(-6) .66(-4) 
-2.0 -1.0 0.1 -.89(ol) -.30(-3) .32(-3) 
-2.0 -1.0 0.01 -.16(-1) -.32(-6) .38(-6) 
-2.0 0.0 0.I -.31(+0) -.14(-2) .75(-2) 
-2.0 0.0 0.01 -.51(-1) -.15(-5) .6T(-4) 
-4.0 -3.0 0.1 -.76(-4) -.21(-6) .18(-6) 
-4.0 -3.0 0.01 -.29(-4) -.21(-9) .22(-9) 
-4.0 -0.0 0.1 -.24(+1) -.46(-2) .10(-1) 
-4.0 -0.0 0.01 -.46(+0) -.45(-5) .70(-4) 
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Table 2 
Absolute errors y(=) - tlcalc(=) for the initial-value problem 1 /= All, 11(c~) = exp(~a), h denotes the etetasize. (a) 
classical predictor-corrector method of Adams--type with q = 1; (b) modified predictor--corrector method (q = 1) 
with k = ~. 
a z h 
1.0 0.0 1.0 0.I 
2.0 0.0 1.0 0.I 
4.0 0.0 1.0 0.I 
-1.0 0,0 1.0 0.I 
-2.0 0.0 1.0 0.1 
-4.0 0.0 1.0 0.1 
1.0 1.5 2.0 0.01 
2.0 1.5 2.0 0.01 
4.0 1.5 2.0 0.01 
-I.0 1.5 2.0 0.01 
-2.0 1.5 2.0 0.01 
-4.0 1.5 2.0 0.01 
(a) (b) 
-.I0(+0) -.44(-15) 
-.M(+O) -.18(-14) 
-.21(+2) -.78(-13) 
-.20(-1) .56(-16) 
-.39(-1) .28(-16) 
-.47(-1) .35(-16) 
-.18(-I) .89(-15) 
-.52(+0) .50(-13) 
-.11(+3) .45(-11) 
-.34(-3) -.83(-16) 
-.19(-3) -.14(-16) 
-.14(-4) -.38(-18) 
Table 3 
Absolute errors y(=) - 11calc(=) for the initial-value problem II' = All, y(a) = exp(~a), k denotes the stepsize. (a) 
classical predlctor--corrector method of Adams-type with q -- 3; (b) modified predictor-corrector method (q ---- 3) 
with k = ~. (c) same as in (b) but without replacing coefficients by truncated series. 
A ~ h z 
1.0 0.0 1.0 0.I .51(-1) 
I0.0 0.0 1.0 0.I .14(+5) 
100.0 0.0 1.0 0.1 .17(+43) 
-1.0 0.0 1.0 0.1 .74(-2) 
-10.0 0.0 1.0 0.1 .23(-3) 
-100.0 0.0 1.0 0.1 .31(+2) 
1.o 1.o 2.0 o.1 .14(+o) 
10.0 1.0 2.0 0.1 .30(+9) 
100.0 1.0 2.0 0.1 .45(+86) 
-1.0 1.0 2.0 0.1 .27(-2) 
-10.0 1.0 2.0 0.1 .10(-7) 
-100.0 1.0 2.0 0.1 .11(-41) 
1.0 0.0 1.0 0.01 .74(-2) 
I0.0 0.0 1.0 0.01 .49(+4) 
-I.0 0.0 1.0 0.01 .I0(-2) 
-10.0 0.0 1.0 0.01 .11(-4) 
(a) (b) (c) 
-.44(-15) 
-.51(-10) 
-.25(+31) 
.s6(-16) 
.75(-18) 
.95(-8) 
.27(-14) 
.66(-6) 
-.12(+75) 
-.s3(-16) 
.27(-22) 
.36(-51) 
0 
.12(-9) 
.11(-15) 
.28(-18) 
-.42(-11) 
-.58(-10) 
-.46(+30) 
.63(-12) 
-.35(-18) 
.28(-11) 
-.11(-10) 
.3o(-6) 
-.66(+74) 
.23(-12) 
-.17(-22) 
.54(-54) 
.43(-7) 
-.46(-6) 
-.19(-7) 
.11(-14) 
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Table 4 
Absolute ¢aTors 11(z) - I/tale(x) at z = 1 for the initial-value problem y' = ~1/, ~(0) -- 1. h denotes the steplize. 
(a) c.lamc.al implicit method of Adama-Moulton-type with q = 1; (b) modified Adam~Moulton method (q = 1) 
with k = ~; (c) method of Usmsnl et al.[7]; (d) method of Jacquca [8]. 
h 
-10o.0 0.1 .55(-39) 
-10.0 0.1 .43(-5) 
-1.0 0.1 .31(-4) 
1.0 0.I -.23(-3) 
I0.0 0.I -.23(+4) 
I00.0 0.1 .27(+44) 
-100.0 0.01 .35(-44) 
-10.o O.Ol .3s(.8) 
-1.0 0.01 .31(-7) 
1.0 0.01 -.23(-6) 
lO.O O.Ol -.18(+1) 
100.0 0.01 -.28(+43) 
(a) (b) (¢) (d) 
.~5(-58) 
-.27(-19) 
.13(-14) 
-.93(-14) 
.36(-11) 
-.30(+29) 
-.30(-so) 
.11(-1~) 
-.20(-12) 
.15(-11) 
-.6o(-9) 
.20(-{-31) 
-.30(-4) 
.12(-4) 
.15(-4) 
.12(-3) 
.12(-F5) 
.27(+44) 
.35(-43) 
.18(-~) 
.15(-7) 
.11(-6) 
.97(+1) 
.27(+44) 
-.co(.10) 
.50(-5) 
.s0.(-5) 
.39(-4) 
.38(+4) 
.2~(+44) 
.26(-43) 
.81(-8) 
.51(-8) 
.~s(-7) 
.31(+1) 
.23(+44) 
Table 5 
Absolute errors y(x) - YcsIc(x) far the initial-value problem I/I = -y  - 2x, y(~) = 38 -a  - 2r, + 2. The stepsize 
h is 0.1. (a) classical predictar-corrector with q = 1; (h) modified predictor--corrector (q = 1) with k = -1;  (e) 
same as (b) but k ---- kl, see(3.6); (d) same as (b) but k --- ~1, see (3.7). 
X 
0.0 1.0 
0.0 3.0 
2.0 3.0 
5.0 6.0 
10.0 12.0 
20.0 22.0 
(a) (b) 
-.2e(-2) .13(-2) 
-.75(-1) .20(-2) 
-.55(-1) .13(-2) 
-.63(-1) .13(-2) 
-.93(-1) .19(-2) 
-.93(-1) .19(-2) 
(c) (d) 
.11(-4) .71(-4) 
.74(-5) .40(-4) 
.31(-5) ,15(-4) 
.24(-6) .99(-6) 
.15(-8) .57(-8) 
.43(-13) ,23(-12) 
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