The Shapovalov determinant and translation functors for the Virasoro algebra  by Wiesner, Emilie
Journal of Algebra 307 (2007) 899–916
www.elsevier.com/locate/jalgebra
The Shapovalov determinant and translation functors
for the Virasoro algebra ✩
Emilie Wiesner
University of Georgia, Athens, GA 30602, USA
Received 24 November 2005
Available online 13 November 2006
Communicated by Vera Serganova
Abstract
The Virasoro algebra Vir possesses a triangular decomposition; this decomposition allows us to define
the category of modules O and to obtain a decomposition of O by blocks. We use the results of Feı˘gin
and Fuchs [B.L. Feı˘gin, D.B. Fuchs, Representations of the Virasoro algebra, in: Representation of Lie
Groups and Related Topics, in: Adv. Stud. Contemp. Math., vol. 7, Gordon and Breach, New York, 1990,
pp. 465–554] to describe the blocks ofO as group orbits. Also, following the work of Jantzen [J.C. Jantzen,
Darstellungen halbeinfacher algebraischer Gruppen und zugeordnete kontravariante Formen, thesis, 1973]
in the semisimple Lie algebra setting, we use the Shapovalov determinant to study the translation of Verma
modules between blocks. In particular, for the translation (M(μ) ⊗ L(δ))[ν] of M(μ) to the [ν]-block,
we compute certain error terms aδ
j
(μ) (μ + δ + j ∈ [ν]) and give a representation-theoretic interpretation
for aδ
j
(μ).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The Virasoro algebra is the Lie algebra Vir = C − span{z, dk | k ∈ Z} with bracket [ , ] given
by
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(
j3 − j)z.
The Virasoro algebra can be decomposed into a direct sum of subalgebras Vir = Vir− ⊕h⊕Vir+,
where
Vir− = span{dn | n ∈ Z<0}; h= span{d0, z}; Vir+ = span{dn | n ∈ Z>0}.
Define an anti-automorphism φ : Vir → Vir on Vir by φ(dn) = d−n, φ(z) = z. This decomposi-
tion of Vir along with the anti-involution φ equip Vir with a triangular decomposition. (See [8,
Section 2.1]).
The triangular decomposition of Vir mirrors the triangular decomposition of semisimple Lie
algebras. Much of the representation theory of a semisimple Lie algebra follows from its tri-
angular decomposition and therefore transfers to the Virasoro algebra. In particular, for Vir we
can define the category of modules O (which includes Verma modules M(μ)) and the concept
of blocks (the partitioning of the set of simple modules in O according to their appearance as
composition factors of indecomposable modules).
The Shapovalov determinant provides a tool to study blocks. Shapovalov [10] introduced and
computed the Shapovalov determinant for Verma modules of semisimple Lie algebras g. Kac [7]
computed the Shapovalov determinant for Verma modules of Vir, and Feı˘gin and Fuchs [4] used
this determinant to describe the block structure for Vir. In this paper we rephrase the results of
Feı˘gin and Fuchs to obtain a description of the blocks of Vir as orbits of the infinite dihedral
group (Proposition 4.1 and Corollary 4.2).
Jantzen [6] used the Shapovalov determinant to study translation functors M → (M ⊗
L(γ ))[ν] for semisimple Lie algebras g. In particular, he calculated determinant formulas for
the translations of Verma modules (M(μ)⊗L(γ ))[ν], including formulas for certain error terms
a
γ
β (μ), μ + γ + β ∈ [ν]. Gabber and Joseph [5] have used these terms to define a Hecke
algebra action on the blocks of g. Here we consider translation functors for the Virasoro al-
gebra and produce results analogous to those of Jantzen. We give determinant formulas for
the blocks (M(μ) ⊗ L(γ ))[ν], including formulas for the error terms aγj (μ), μ + γ + j ∈ [ν]
(Proposition 5.7). We also describe a representation-theoretic interpretation of these error terms
(Proposition 6.3).
2. CategoryO
Let U(Vir) be the universal enveloping algebra of Vir. Then U(Vir) inherits a triangular de-
composition from Vir: U(Vir) = U(Vir−)S(h)U(Vir+), where S(h) = U(h) is the symmetric
algebra of h. For a partition λ = (λ1  · · ·  λk > 0), the weight of λ is |λ| = λ1 + · · · + λk .
Define d−λ = d−λ1 · · ·d−λk . Then the set {d−λ | λ a partition} is a PBW basis for U(Vir−).
The elements of h = HomC(h,C) are the weights of Vir. Identify each integer n ∈ Z with a
weight n ∈ h by n(d0) = n and n(z) = 0. The dominance ordering on h is given by μ < γ if
μ = γ + n for some n ∈ Z>0.
The Category O consists of Vir-modules such that
• M =⊕μ∈h Mμ, where Mμ = {m ∈ M | hm = μ(h)m for all h ∈ h};• there are μ1, . . . ,μn ∈ h such that Mμ = 0 only if μ μi for some 1 i  n;
• dimMμ < ∞ for all μ ∈ h.
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M(μ) = U(Vir) ⊗U(Vir+⊕h) Cμ.
Define v+ = 1 ⊗ 1 ∈ M(μ). The PBW basis for U(Vir−) implies that M(μ) =⊕n0 M(μ)μ+n
and {d−λv+ | |λ| = n} is a basis for M(μ)μ+n. Then dimM(μ)μ+n = p(n), where p(n) is
the number of partitions of n. The Verma module M(μ) has a unique proper maximal sub-
module, which we denote by J (μ). This implies that M(μ) has a unique simple quotient,
L(μ) = M(μ)/J (μ). Up to isomorphism, the modules L(μ), μ ∈ h, are all of the simple mod-
ules in Category O. (See [8, Section 2.3].)
In general, modules in Category O do not have finite composition series. Therefore, we use
the weaker idea of local composition series. Let M ∈O and μ ∈ h. A local composition series
for M at μ is a finite sequence of submodules M = Mn ⊇ Mn−1 ⊇ · · · ⊇ M0 = 0 and a subset
I ⊆ {1, . . . , n} such that
• for each i ∈ I , there is μi  μ so that Mi/Mi−1 ∼= L(μi);
• for i /∈ I , (Mi/Mi−1)γ = 0 for all γ  μ.
For μ ∈ h and M ∈ O there is a local composition series of M at μ, and the multiplicity of
L(μ) will be independent of the series [8, 2.6.8 and 2.6.9]. Let [M : L(μ)] be the number of
times that L(μ) appears as a local composition factor of M . For μ,γ ∈ h, define a relation
μ  γ if [M(γ ) : L(μ)] > 0. Extend this to an equivalence relation ∼. The blocks of Vir are the
equivalence classes of h generated by ∼. For each block [μ] ∈ [h], define O[μ] to be the full
subcategory of O so that for M ∈O[μ], [M : L(γ )] > 0 only for γ ∈ [μ].
Theorem 2.1. [8, 2.12.4] For M ∈O, M =⊕[λ]∈[h] M [λ], where M [λ] ∈O[λ].
3. The Shapovalov determinant
The Shapovalov determinant can be used to describe the submodule structure of Verma mod-
ules. The following result allows us to use the Shapovalov determinant to study blocks.
Theorem 3.1. [9] Let λ,μ ∈ h. Then [M(λ) : L(μ)] > 0 if and only if M(μ) ⊆ M(λ).
The Shapovalov determinant is defined in terms of the following form. We define a bilinear
form 〈 , 〉 :M(μ) × M(μ) → C by
〈
v+, v+
〉= 1; 〈xv, v˜〉 = 〈v,φ(x)v˜〉, for x ∈ U(Vir), v, v˜ ∈ M(μ).
Define Radμ〈 , 〉 = {v ∈ M(μ) | 〈v,w〉 for all w ∈ M(μ)}.
Lemma 3.2. [8, 2.8.2] Let μ ∈ h. Then
(i) M(μ)μ+n ⊥ M(μ)μ+m for m = n;
(ii) J (μ) = Radμ〈 , 〉.
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detM(μ)μ+n = det(〈d−λv+, d−λ˜v+〉)|λ|=n=|λ˜|.
For μ ∈ h, we identify μ with (h, c) ∈ C2 where μ(d0) = h and μ(z) = c.
Theorem 3.3. [7, 4.2] Suppose μ ∈ h with μ = (h, c). Then,
detM(μ)μ+n =
∏
r,s∈Z>0,
1rsn
(
(2r)ss!)p(n−rs)−p(n−r(s+1))(Cr,s(μ))p(n−rs),
where
Cr,s(μ) = Cr,s(h, c) =
⎧⎪⎪⎨
⎪⎪⎩
(h − 148 ((13 − c)(r2 + s2) − 24rs − 2 + 2c))2
− 1482 (c − 1)(c − 25)(r2 − s2)2, r = s,
h − (r2−1)(1−c)24 , r = s.
Theorem 3.3 has the following significance. Lemma 3.2 implies that detM(μ)μ+n = 0 if and
only if J (μ)μ+n = 0. Suppose detM(μ)μ+n = 0 and detM(μ)μ+j = 0 for all j < n. Then, any
0 = v ∈ J (μ)μ+n is a highest weight vector, and so M(μ + n) ⊆ M(μ). Therefore, if r, s ∈ Z>0
are such that the product rs is minimal with Cr,s(μ) = 0, then M(μ+ rs) ⊆ M(μ). Theorem 3.4
shows that for any r, s ∈ Z>0 such that Cr,s(μ) = 0, M(μ + rs) ⊆ M(μ) and all Verma module
embeddings arise in this way.
As a polynomial in h and c, Cr,s(h, c) = 0 is a hyperbola. (See Fig. 1.) As a polynomial in r
and s, Cr,s(h, c) can be factored into linear terms:
Cr,s(h, c) = K(pr + qs + m)(pr + qs − m)(qr + ps + m)(qr + ps − m),
where K,p,q,m ∈ C such that p
q
+ q
p
= c−136 , 4pqh+ (p + q)2 = m2, K = 16p2q2 . (See Fig. 2.)
For Theorem 3.4, fix one of the lines determined by Cr,s(h, c) = 0, say pr + qs + m = 0,
and denote it by L(h,c). Since Cr,s(h, c) = Cs,r (h, c), Cr,s(h, c) = C−r,−s(h, c) and C−r,s(h, c) =
Cr,s(h − rs, c), the integer points on L(h,c) exactly correspond to integer pairs {r, s}, 1 r  s,
such that Cr,s(h, c) = 0. Therefore, consider all integer points on L(h,c), as in Fig. 5. The line
L(h,c) passes through 0, 1, or infinitely many integer points. (If the line passes through two
integer points, it has rational slope and therefore passes through infinitely many integer points.)
Also, L(h,c) has nonzero slope. Thus, if it passes through infinitely many integer points (r, s)
with rs > 0 it must pass through finitely many points (r, s) with rs < 0, and vice versa.
Feı˘gin and Fuchs prove Theorem 3.4 and Theorem 6.1 (which deals with Jantzen filtrations
for M(μ)) together. Detailed proofs of both theorems can also be found in [1].
Theorem 3.4. [4, 1.9] Suppose μ ∈ h with μ = (h, c), and let L(h,c) be one of the lines defined
by Cr,s(h, c) = 0. Then the Verma module embeddings involving M(μ) are described by one of
the following four cases.
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(i) Suppose L(h,c) passes through no integer points or L(h,c) passes through one integer point
(r, s) with rs = 0. Then the Verma module M(μ) is irreducible and does not embed in any
other Verma modules. The block [μ] is given by [μ] = {μ}.
(ii) Suppose L(h,c) passes through exactly one integer point (r, s) with rs = 0. The Verma mod-
ule embeddings involving M(μ) take one of the forms in Fig. 3, where the arrow indicates
inclusion. The block [μ] is given by [μ] = {μ,μ + rs}.
(iii) Suppose L(h,c) passes through infinitely many integer points and crosses an axis at an inte-
ger point. Label these points (ri , si) so that · · · < r−2s−2 < r−1s−1 < 0 < r1s1 < r2s2 < · · · ,
as in Fig. 4. (We exclude points (r, s) where r = 0 or s = 0; these correspond to the trivial
embedding M(μ) = M(μ + 0) ⊆ M(μ).) The Verma module embeddings involving M(μ)
take one of the forms in Fig. 5. The block [μ] is given by [μ] = {μ,μ + risi}.
(iv) SupposeL(h,c) passes through infinitely many integer points and does not cross either axis at
an integer point. Label the integer points (ri , si) on L(h,c) as above. Also consider the auxil-
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Fig. 5. Case (iii). Fig. 6. Case (iv).
iary line L˜(h,c) with the same slope as L(h,c) passing through the point (−r1, s1). Label the
integer points on this line (r˜j , s˜j ) so that · · · < r˜−2s˜−2 < r˜−1s˜−1 < 0 < r˜1s˜1 < r˜2s˜2 < · · · .
The Verma module embeddings involving M(μ) take one of the forms in Fig. 6. The block
[μ] is given by [μ] = {μ,μ + risi ,μ + r1s1 + r˜j , s˜j }.
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Feı˘gin and Fuchs used the lines L(h,c) to describe Verma module embeddings for Vir. This
suggests that lines are a natural way to label blocks for Vir. This is the approach we take below
in Proposition 4.1.
Denote a line by L(M,a,b), where M is the slope and (a, b) is a point on the line. Identify a
triple (M, a, b) ∈ C3 with the weight μ = (h, c) defined by
h = (aM− b)
2 − (M− 1)2
4M , c = 13 − 6
(
M+ 1M
)
. (4.1)
Then Ca,b(h, c) = 0. If (M, a, b) is identified with μ, we write [(M, a, b)] for [μ].
For M ∈ C, write im(M) for the imaginary part of M.
Proposition 4.1.
(i) Blocks of size two are indexed by triples in the set{
(M, a, b) ∣∣ a, b ∈ Z>0; M ∈ C − Q, |M| < 1 or |M| = 1 with im(M) > 0}.
The weights in a block of size two [(M, a, b)] are indexed by triples {(M, a,±b)}.
(ii) Infinite blocks with a maximal element are indexed by triples in the set⎧⎪⎨
⎪⎩
(
p
q
,a, b
)∣∣∣∣∣∣∣
p,q ∈ Z>0, with gcd(p, q) = 1, p  q,
if 2  q, then 0 a < q2 , 0 b < p,
if 2 | q, then 0 a < q, 0 b < p2 .
⎫⎪⎬
⎪⎭
Infinite blocks with a minimal element are indexed by triples in the set⎧⎪⎨
⎪⎩
(
−p
q
,−a, b
)∣∣∣∣∣∣∣
p,q ∈ Z>0, with gcd(p, q) = 1, p  q,
if 2  q, then 0 a < q2 , 0 b p,
if 2 | q, then 0 a  q, 0 b < p2 .
⎫⎪⎬
⎪⎭
For a block [(p
q
, a, b)] with a = 0, the weights in the block are indexed by triples in the set
{(
p
q
,a,±b + 2kp
) ∣∣∣ k ∈ Z}.
For a block [(p
q
,0, b)], the weights in the block are indexed by triples in the set
{(
p
q
,0, b
)
,
(
p
q
,0,±b + 2kp
) ∣∣∣ k ∈ Z>0}.
In [3], Feı˘gin and Fuchs give a similar description of the blocks [(p
q
, a, b)] where a, b = 0.
These correspond to the blocks in case (iv) in Theorem 3.4. Note that all infinite blocks are made
up of weights μ = (h, c) ∈ R2.
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(M, a, b) is identified with μ. Since Cr,s(h, c) = 0 for at least one integer pair {r, s}, rs = 0,
the line L(M,a,b) must pass through at least one integer point (r, s) with rs = 0. Therefore, we
restrict to a, b ∈ Z. Also, (M, a, b), (M,−a,−b), ( 1M , a, b), and ( 1M ,−a,−b) all determine
the same weight μ = (h, c). Therefore, we assume M ∈ C with 0 < |M| < 1 or |M| = 1 with
im(M) 0; and a ∈ Z>0, b ∈ Z=0.
Throughout the rest of this proof, we assume (M, a, b) is identified with the weight μ. Then,
0 = Ca,b(μ) = Ca,−b(μ + ab). Therefore, the triple (M, a,−b) can be identified with μ + ab,
and μ + ab ∈ [μ]. This is the fact we use to describe blocks for Vir.
Suppose |[μ]| = 2. Then μ lies on exactly one curve Cr,s(μ) = 0, and so L(M,a,b) passes
through exactly one integer point, (a, b). Therefore, such weights are in one-to-one correspon-
dence with triples in the set {(M, a, b) | a ∈ Z>0, b ∈ Z=0; M ∈ C − Q, |M| < 1 or |M| = 1
with im(M) > 0}. Since [μ] = {μ,μ + ab}, we identify [μ] with the set {(M, a,±b)}. This
proves (i).
Suppose μ is in an infinite block. Then M ∈ Q. We assume 0 <M  1. (The arguments
for −1 M < 0 are similar.) Write M = p
q
such that p and q are relatively prime. Consider
weights μ which are maximal in their own block. Since M(μ) is not a proper submodule of
any other Verma modules, L(M,a,b) passes through only integer points (a, b) such that ab > 0.
Therefore, the triples corresponding to maximal weights are contained in the set {(M, a, b) |
0  a < q, 0  b  p}. Since (p
q
, a, b) and (p
q
, q − a,p − b) determine the same weight, the
set {(M, a, b) | 0  a < q2 , 0  b < p} (or {(M, a, b) | 0  a < q, 0  b < p2 } if q is even)
contains exactly one triple corresponding to each such weight μ.
If M = p
q
∈ Q with p and q relatively prime, the integer points on L( pq ,a,b) are (a + kq,
b + kp), k ∈ Z. Then μ + (a + kq)(b + kp) ∈ [μ], which we identify with (p
q
,0,−b + 2kp)
since L(
p
q
,a+kq,−(b+kp)) = L( pq ,0,−(b+2kp)). This may not produce all weights in the block [μ],
as in case (iv) of Theorem 3.4. Therefore, we also consider the weight μ + ab ∈ [μ], which can
be identified with (M, a,−b). Using the same argument as above, we get the triples (M,0,
b − 2kp). Therefore, the set {(p
q
, a,±b + 2kp) | k ∈ Z} is in general a set of representatives for
the elements of the block corresponding to (p
q
, a, b). If a = 0, the triples (p
q
,0, b + 2kp) and
(
p
q
,0,−b − 2kp) correspond to distinct lines but are identified with the same weight. In this
case, the set {(p
q
,0,±b + 2kp) | k ∈ Z0} forms a set of representatives of the elements of the
block. 
Let W = 〈s0, s1 | s2i = 1〉. Then define an action of W on triples (M, a, b) as follows.
• s0 is the reflection about 0: s0(M, a, b) = (M, a,−b);
• for M = ±p
q
, s1 is the reflection about p: s1(±pq ,±a, b) = (±pq ,±a,−(b − p) + p) =
(±p
q
,±a,−b + 2p).
Corollary 4.2. The blocks of Vir are generated by the action of W :
(i) a block of size two is the orbit of the subgroup 〈s0〉 ⊆ W ;
(ii) an infinite block [(p
q
, a, b)] with a = 0 or b = 0 is the orbit of W ;
(iii) an infinite block [(p
q
,0,0)] is generated by the action of {(s1s0)k | k ∈ Z0}.
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again follows immediately from the previous proposition. Now suppose a = 0 and b = 0. Note
that s0s1s0 is the reflection about −p. Also, (pq ,0,−b + 2kp) and (pq ,0, b − 2kp) determine the
same weight. Then 〈s1, s0s1s0〉 generates [(±pq ,0, b)], where we replace (pq ,0,−b + 2kp) with
(
p
q
,0, b−2kp) for k even. Finally, we have that s1s0 is translation by 2p. Then, (iii) follows. 
5. Translation functors
In this section, we use a Shapovalov-type determinant on M(μ)⊗L(δ) to describe (M(μ) ⊗
L(δ))[ν], the translation of M(μ).
Lemma 5.1. Let {wk,j | 1 j  dim(L(δ)δ+k)} be a basis for L(δ)δ+k . The sets
Bn1 =
{
d−λv+ ⊗ wk,i
∣∣ |λ| = n − k, 1 i  dim(L(δ)δ+k)},
Bn2 =
{
d−λ
(
v+ ⊗ wk,i
) ∣∣ |λ| = n − k, 1 i  dim(L(δ)δ+k)}
are bases for (M(μ)⊗L(δ))μ+δ+n. The transition matrix between these bases has determinant 1.
Proof. The set Bn1 is clearly a basis for (M(μ) ⊗ L(δ))μ+δ+n. Now,
d−λ
(
v+ ⊗ wk,i
)= d−λv+ ⊗ wk,i + ∑
l>k, |λ|=n−l
1jdimL(δ)δ+l
aλl,j d−λv+wl,j , aλl,j ∈ C.
By appropriately ordering the elements of Bn1 and Bn2 , we see that the transition matrix taking
Bn2 to Bn1 is upper triangular with ones on the diagonal. Therefore, this matrix is invertible with
determinant 1. 
Lemma 5.1 implies that M(μ) ⊗ L(δ) has a filtration by Verma modules M(μ + δ + j),
with multiplicity dimL(δ)δ+j . This filtration also carries over to blocks: (M(μ)⊗L(δ))[ν] has a
filtration by Verma’s M(μ+δ+j), with multiplicity dimL(δ)δ+j , for j such that μ+δ+j ∈ [ν].
Let μ,δ ∈ h. Since Radδ〈 , 〉 = J (δ), the form 〈 , 〉 is well-defined on L(δ) = M(δ)/J (δ).
Define 〈 , 〉 :M(μ) ⊗ L(δ) × M(μ) ⊗ L(δ) → C by
〈v ⊗ w,v′ ⊗ w′〉 = 〈v, v′〉〈w,w′〉
where v, v′ ∈ M(μ) and w,w′ ∈ L(δ). Then 〈x(v ⊗ w),v′ ⊗ w′〉 = 〈v ⊗ w,σ(x)(v′ ⊗ w′)〉.
Lemma 5.2. Suppose [ν], [γ ] ∈ [h] with [ν] = [γ ]. Then, (M(μ)⊗L(δ))[ν] ⊥ (M(μ)⊗L(δ))[γ ]
with respect to 〈 , 〉.
Proof. First we write down a basis for (M(μ) ⊗ L(δ))[ν]. Enumerate the set [ν] ∩ {μ + δ + k |
k ∈ Z0} by ν1  ν2  · · · , and let ki ∈ Z0 so that νi = μ + δ + ki . Using the filtration of
(M(μ) ⊗ L(δ))[ν] by Verma modules, choose a set {vνi,j | 1 j  dimL(μ)δ+ki } ⊆ ((M(μ) ⊗
L(δ))[ν])νi so that the set
⋃
ki<n
{d−λvνi ,j | 1  j  dimL(δ)δ+ki , |λ| = n − ki} is a basis for
((M(μ) ⊗ L(δ))[ν])μ+δ+n.
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If n < k1, then ((M(μ) ⊗ L(δ))[ν])μ+δ+n = 0, and the result follows. Suppose n  k1. Then
((M(μ) ⊗ L(δ))[ν])μ+δ+n has a basis
{
d−λvνi ,j
∣∣ ki < n, 1 j  dimL(δ)δ+ki , |λ| = n − ki} (5.1)
∪ {vνi ,j ∣∣ ki = n, 1 j  dimL(δ)δ+ki}. (5.2)
Suppose (5.2) is nonempty, so that n = ki for some i. Then μ + δ + n /∈ [γ ]. This means that
there is a basis for ((M(μ) ⊗ L(δ))[γ ])μ+δ+n consisting of elements of the form d−λ˜vγk,l where
|λ˜| > 0. For vνi ,j ∈ (5.2), 〈d−λ˜vγk,l , vνi ,j 〉 = 〈vγk,l, σ (d−λ˜)vνi ,j 〉. Since σ(d−λ˜)vνi ,j ∈ ((M(μ)⊗
L(δ))[ν])μ+δ+n−|λ˜|, the induction hypothesis implies 〈d−λ˜vγk,l , vνi ,j 〉 = 0. For d−λvνi ,j ∈ S1 and
v ∈ ((M(μ) ⊗ L(δ))[γ ])λ+μ−δ , 〈d−λvνi ,j , v〉 = 〈vνi ,j , σ (d−λ)v〉 = 0, by the induction hypothe-
sis. 
Define
det
(
M(μ) ⊗ L(δ))μ+δ+n = det(〈X,Y 〉)
X,Y∈Bn1 .
Since the transition matrix between Bn1 and Bn2 has determinant 1, det(M(μ) ⊗ L(δ))μ+δ+n =
det(〈X,Y 〉)X,Y∈Bn2 .
Lemma 5.3. Let μ,δ ∈ h and n ∈ Z0. Suppose {wk,j | 1  j  dim(L(δ)δ+k)} is a basis for
L(δ)δ+k . Then,
det
(
M(μ) ⊗ L(δ))μ+δ+n = ∏
kn
(
detL(δ)δ+k
)p(n−k)(detM(μ)μ+n−k)dimL(δ)δ+k (5.3)
where detL(δ)δ+k = det(〈wk,j ,wk,i〉)1i,jdimL(δ)δk .
Proof. Since M(μ)μ+k ⊥ M(μ)μ+k′ for k = k′,
(〈X,Y 〉)
X,Y∈Bn1 =
⎛
⎜⎝
B1 0 0
0
. . . 0
0 0 Bn
⎞
⎟⎠ ,
where Bk = (Ak〈wk,j ,wk,i〉)1i,jdimL(δ)δ+k and Ak = (〈d−λv+, d−λv+〉)|λ|=n−k=|λ|. Then,
det
(
M(μ) ⊗ L(δ))μ+δ+n = n∏
k=1
detBk =
n∏
k=1
(detAk)dimL(δ)
δ+k (detL(δ)δ+k)p(n−k). 
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det
(
M(μ) ⊗ L(δ))μ+δ+n = ∏
0kn
(
detM(μ + δ + k)μ+δ+n)dimL(δ)δ+k
× (aδk(μ)detL(δ)δ+k)p(n−k),
where
aδk(μ) =
∏
1rs
rsj
( Cr,s(μ)
Cr,s(μ + δ + k − rs)
)dimL(δ)δ+k
.
Proof. Using Lemma 5.3, we only need to show that
∏
kn
(
aδk(μ)
)p(n−k) = ∏
kn
(
detM(μ)μ+n−k
detM(μ + δ + k)μ+δ+n
)dimL(δ)δ+k
. (5.4)
The right-hand side of (5.4) is
∏
0kn
1rs
( Cr,s(μ)
Cr,s(μ + δ + k)
)p(n−k−rs)dimL(δ)(δ+k)
=
∏
k∈Z
1rs
( Cr,s(μ)
Cr,s(μ + δ + k)
)p(n−k−rs)dimL(δ)(δ+k)
︸ ︷︷ ︸
We can let the product range over all k∈Z since
p(n−k−rs)=0 for k>n and dimL(δ)(δ+k)=0 for k<0.
=
∏
k∈Z
1rs
( Cr,s(μ)
Cr,s(μ + δ + k − rs)
)p(n−k)dimL(δ)(δ+k−rs)
︸ ︷︷ ︸
We shift k→k−rs
=
∏
0kn
1rs
rsk
( Cr,s(μ)
Cr,s(μ + δ + k − rs)
)p(n−k)dimL(δ)(δ+k−rs)
=
∏
kn
(
aδk(μ)
)p(n−k)
. 
Proposition 5.5. Fix δ ∈ h. Consider μ ∈ h such that μ + n /∈ [μ] for any n ∈ Z>0 (i.e. M(μ)
is irreducible). For each [ν] ∈ [h] and n ∈ Z0, there is a projection map
Pr[ν]n :
(
M(μ) ⊗ L(δ))μ+δ+n → ((M(μ) ⊗ L(δ))[ν])μ+δ+n
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are dual bases for ((M(μ) ⊗ L(δ))[γ ])μ+δ+n.
Proof. Since μ + n /∈ [μ] for all n ∈ Z0, Lemma 5.3 implies that the contravariant form
is nondegenerate on (M(μ) ⊗ L(δ))μ+δ+n. From Lemma 5.2, distinct blocks are orthogonal
with respect to the form. Therefore, the contravariant form is nondegenerate on each block. Let
{v[γ ]1 , . . . , v[γ ]m } be a basis for ((M(μ) ⊗L(δ))[γ ])μ+δ+n, and let {v[γ ]1 , . . . , v[γ ]m } be a dual basis,
i.e. 〈v[γ ]i , v[γ ]l 〉 = δi,l .
Define the map Pr[ν]n : (M(μ) ⊗ L(δ))μ+δ+n → ((M(μ) ⊗ L(δ))[ν])μ+δ+n by
Pr[ν]n (w) = w −
∑
[γ ]=[ν]
m∑
1
〈
w,v
[γ ]
i
〉
v
[γ ]
i .
Note that 〈Pr[ν]n (w), v[γ ]i 〉 = 0 whenever [γ ] = [ν] since distinct blocks are orthogonal.
Therefore, Pr[ν]n (w) ∈ ((M(μ) ⊗ L(δ))[ν])μ+δ+n. Also, for w ∈ ((M(μ) ⊗ L(δ))[ν])μ+δ+n,
Pr[ν]n (w) = w. 
Lemma 5.6. Fix δ ∈ h and n ∈ Z0. Suppose μ ∈ h is such that μ + j /∈ [μ] and μ + δ + j /∈
[μ + δ + k] for all j, k  n with j = k.
Then the submodule of M(μ)⊗L(δ) generated by ⊕0jn(M(μ)⊗L(δ))μ+δ+j is isomor-
phic to ⊕
0jn
M(μ + δ + j)⊕dimL(δ)δ+j .
For a suitable choice of generating highest weight vectors {v+j,i | 1  i  dimL(δ)δ+j } of⊕
0jn M(μ + δ + j)⊕dimL(δ)δ+j ⊆ M(μ) ⊗ L(δ), this sum is orthogonal with respect to the
contravariant form on M(μ) ⊗ L(δ), and∏
1idimL(δ)δ+j
〈
v+j,i , v
+
j,i
〉= aδj (μ)detL(δ)δ+j .
Proof. Since [μ] = [μ + j ] for all j  n, the projection maps from the previous lemma are
well-defined.
We have assumed [μ + δ + j ] = [μ + δ + k] for j, k  n and j = k. Therefore, for
μj = μ + δ + j with j  n, the set {Pr[μj ]j (v+ ⊗ wj,i) | 1  i  dimL(δ)δ+j } is a basis for
((M(μ) ⊗ L(δ))[μj ])μ+δ+j , made up of highest weight vectors. Choose vectors {v+j,i} such that
the transition matrix from {Pr[μj ]j (v+ ⊗ wj,i)} to {v+j,i} has determinant 1; and 〈v+j,i , v+j,k〉 = 0 if
i = k. Note that∏
1idimL(δ)δ+j
〈
v+j,i , v
+
j,i
〉= det(〈Pr[μj ]j (v+ ⊗ wj,i),Pr[μj ]j (v+ ⊗ wj,k)〉)1i,kdimL(δ)δ+j .
Then, det(〈d−λPr[μj ](v+ ⊗ wj,i), d ˜ Pr[μj ](v+ ⊗ wj,k)〉)1i,kdimL(δ)δ+j isj −λ j
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i
det
(〈
d−λv+j,i , d−λ˜v
+
j,i
〉)
|λ|=n−j=|λ˜|
=
(∏
i
〈
v+j,i , v
+
j,i
〉)p(n−j)(
detM(μ + δ + j)μ+δ+n)dimL(δ)δ+j .
Therefore, we only need to determine
∏
i〈v+j,i , v+j,i〉. We do this inductively. Suppose for k < j
det
(〈
Pr[μk]k
(
v+ ⊗ wk,i
)
,Pr[μk]k
(
v+ ⊗ wk,l
)〉)
1i,ldimL(δ)δ+k = aδk(μ)detL(δ)δ+k.
Since distinct blocks are orthogonal, det(M(μ) ⊗ L(δ))μ+δ+j is
∏
kj
det
(〈
d−λPr[γk]j
(
v+ ⊗ wj,i
)
, d−λ˜Pr
[γk]
j
(
v+ ⊗ wj,i
)〉)
= det(〈Pr[μ]j (v+ ⊗ wj,i),Pr[μ]j (v+ ⊗ wj,l)〉)
×
∏
k<j
(
aδk(μ)detL(δ)
δ+k)p(k−j)(detM(μ + δ + k)μ+δ+j )dimL(δ)δ+k .
Then Lemma 5.4 implies det(〈Pr[μj ]j (v+ ⊗ wj,i),Pr
[μj ]
j (v
+ ⊗wj,l)〉) = aδj (μ)detL(δ)δ+j . 
For [γ ] ∈ [h], the set
B
[γ ]
n =
{
d−λ
(
Pr[γ ]j
(
v+ ⊗ wj,i
)) ∣∣∣∣∣ j  n, μ + δ + j ∈ [γ ],1 i  dimL(δ)δ+j , |λ| = n − j
}
is a basis for ((M(μ) ⊗ L(δ))[γ ])μ+δ+n. Define
det
((
M(μ) ⊗ L(δ))[γ ])μ+δ+n = det(〈V,W 〉)
V,W∈B[γ ]n .
Proposition 5.7. Let μ,δ ∈ h, [γ ] ∈ [h], and n ∈ Z0. Suppose μ + k /∈ [μ] for all 0 k  n.
Then,
det
((
M(μ) ⊗ L(δ))[γ ])μ+δ+n = ∏
μ+δ+j∈[γ ]
(
detM(μ + δ + j)μ+δ+n)dimL(δ)δ+j
× (aδj (μ)detL(δ)δ+j )p(n−j). (5.5)
Proof. Let n ∈ Z0 and let K be any set of positive integers between 0 and n. Fix δ ∈ h and
consider all μ ∈ h such that μ + δ + k /∈ [μ + δ + k′] for k ∈ K and k′ /∈ K . Let
MK =
∑ (
M(μ) ⊗ L(δ))[μ+δ+k].
[μ+δ+k]|k∈K
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Then,
BKn =
{
d−λ
(
PrKj
(
v+ ⊗ wj,i
)) ∣∣∣∣∣ j  n, μ + δ + j ∈ [γ ],1 i  dimL(δ)δ+j , |λ| = n − j
}
is a basis for (MK)μ+δ+n. Using the definition of the projection maps, we see that the elements of
this basis are linear combinations of the M(μ)⊗L(δ)-basis {d−λ(v+ ⊗wji ) | j  n, |λ| = n−j}
so that the coefficients are rational functions of h = μ(d0) and c = μ(z). Then det(MK)μ+δ+n =
det(〈V,W 〉)V,W∈BKn will be a rational function in h and c.
Consider a fixed μ such that μ + δ + k /∈ [μ + δ + k′] if k ∈ K and k′ /∈ K , and enumerate
the blocks {[μ + δ + k] | k ∈ K} by [μ1], [μ2], . . . , [μl]. Then the transition matrix between the
basis
⋃
i B
[μi ]
n and BKn will have determinant one. Therefore, det(MK)μ+δ+n =
∏
i det((M(μ)⊗
L(δ))[μi ])μ+δ+n. For most choices of μ, [μ + δ + k] = {μ + δ + k} for each k ∈ K and so
MK ∼=⊕k∈K M(μ + δ + k)⊕dimL(δ)δ+k . Lemma 5.6 implies that for such a choice of μ,
det
(
MK
)μ+δ+n = ∏
k∈K
det
((
M(μ) ⊗ L(δ))[μ+δ+k])μ+δ+n
=
∏
k∈K
(
a
(δ)
k (μ)det
(
L(δ)δ+k
))p(n−k) det(M(μ + δ + k)μ+δ+n). (5.6)
Since det(MK)μ+δ+n is a rational function of h and c, Eq. (5.6) holds for all μ where
det(MK)μ+δ+n is defined. In particular, if [γ ] ∩ {μ + δ + j | 0 j  n} = {μ + δ + k | k ∈ K},
then
det
((
M(μ) ⊗ L(δ))[γ ])μ+δ+n = ∏
0jn|
μ+δ+j∈[γ ]
(
aδj (μ)detL(δ)δ+j
)p(n−j)
× (detM(μ + δ + j)μ+δ+n)dimL(δ)δ+j . 
6. Jantzen filtrations and the significance of aδj (μ)
Let t be an indeterminant. For p ∈ C[t], ordp = k if tk | p and tk+1  p. Define
Nδk (μ) =
∏
1rs
rsk
(Cr,s(μ))dimL(δ)δ+k ,
Dδk(μ) =
∏
1rs
rsk
(Cr,s(μ + δ + k − rs))dimL(δ)δ+k .
Then aδk(μ) = Nδk (μ)/Dδk(μ). In this section we interpret ordNδk (μ+ t) using in terms of Jantzen
filtrations. We hope to find an interpretation of ordDδ(μ + t) in the future.k
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p(t)q(t) ⊗ [x, y]. For μ,γ ∈ h, the Verma module M(μ + tγ ) is the induced module
M(μ + tγ ) = U(Vir[t])⊗U((h⊕Vir+)[t]) Cμ+tγ .
Let 
 :C[t] → C be the C-linear map given by t → 0. This can be extended to surjective homo-
morphisms 
 : Vir[t] → Vir and 
 :M(μ + tγ ) → M(μ).
We extend the Shapovalov form to a form 〈 , 〉 :M(μ + tγ ) × M(μ + tγ ) → C[t]. Define
M(μ + tγ )j =
{
v ∈ M(μ + tγ ) ∣∣ tj divides 〈v,w〉 for all w ∈ M(μ + tγ )}.
Then M(μ + tγ ) is a g[t]-submodule of M(μ + tγ ). Define M(μ)j = 
(M(μ + tγ )j ). The
Jantzen filtration of M(μ) is
M(μ) = M(μ)0 ⊇ M(μ)1 ⊇ M(μ)2 ⊇ · · · .
Jantzen’s study of the Shapovalov determinant led to a conjecture, proved by Beı˘linson and
Bernstein [2], describing the Jantzen filtration of a Verma module for a semisimple Lie algebra g.
The general mechanism of Jantzen can be applied to the Virasoro algebra as well. In particular,
we have that M(μ)1 = J (μ); and ord(detM(μ + t)(μ+t+n)) =∑∞j=1 dimM(μ)μ+nj . (See [8,
Theorem 2.9.4].) The following is an explicit description of the Jantzen filtration of M(μ).
Theorem 6.1. [4, 2.1] Suppose μ ∈ h, μ = (h, c), and let L(h,c) be one of the lines determined
by Cr,s(h, c) = 0. Classifying μ as in Theorem 3.4, we have the following description of the
Jantzen filtration of M(μ):
• Cases (i), (ii(b)): M(μ)j = 0 for all j > 0.
• Case (ii(a)): M(μ)1 = M(μ + rs, c) and M(μ)j = 0 for all j > 1.
• Case (iii): The Jantzen filtration of M(μ) looks like
.
• Case (iv): The Jantzen filtration of M(μ) looks like
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Define a Jantzen filtration on M(μ) ⊗ L(δ) in the following way. The map 
 :C[t] → C
(t → 0) extends to a map

 :M(μ + t) ⊗ L(δ) → M(μ) ⊗ L(δ).
For each j ∈ Z0, define (M(μ + t) ⊗ L(δ))j = {v ∈ M(μ + t)⊗ L(δ) | ord(〈v,w〉) j for all
w ∈ M(μ + t) ⊗ L(δ)} and
(
M(μ) ⊗ L(δ))
j
= 
((M(μ + t) ⊗ L(δ))
j
)
.
Lemma 6.2. Let j ∈ Z0. Then, (M(μ) ⊗ L(δ))j = M(μ)j ⊗ L(δ).
Proof. Let v ∈ (M(μ+ t)⊗L(δ))j . Since distinct weight spaces are orthogonal with respect to
the contravariant form, we may assume v ∈ (M(μ + t) ⊗ L(δ))μ+δ+t+n for some n ∈ Z0. The
contravariant form is nondegenerate on L(δ)δ+j , so that there is a basis {wj,i} for L(δ)δ+j which
is orthonormal with respect to the contravariant form. Write v =∑nj=0∑i vj,i ⊗ wj,i for some
vj,i ∈ M(μ+ t). Then, for any v′ ∈ M(μ+ t), k  n, and 1m dimL(δ)δ+k , 〈v, v′ ⊗wk,m〉 =∑n
j=0
∑
i〈vj,i ⊗ wj,i , v′ ⊗ wk,m〉 =
∑n
j=0
∑
i〈vj,i , v′〉〈wj,i ,wk,m〉 = 〈vk,m, v′〉. This implies
tj | 〈vk,m,w〉 for all w ∈ M(μ) ⊗ L(δ) and so vk,m ∈ M(μ + t). 
Proposition 6.3. Let μ,δ ∈ h and [ν] ∈ [h]. Then, for each n ∈ Z0
∑
j>0
dim
((
M(μ) ⊗ L(δ))[ν]
j
)μ+δ+n = ord( ∏
0kn
μ+δ+k∈[ν]
(
N
(δ)
k (μ + t)
)p(n−k))
. (6.1)
Proof. Fix μ ∈ h. The right-hand side of (6.1) is
∑
0kn|μ+δ+k∈[ν]
1rs|C (μ)=0
p(n − k)dimL(δ)δ+k−rs .
r,s
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apply Theorem 6.1. Suppose M(μ+ l) is a submodule of M(μ). Then (M(μ+ l)⊗L(δ))[ν] has
a filtration by Verma modules M(μ + δ + k) for l  k  n such that μ + δ + k ∈ [ν]. Therefore,
dim
((
M(μ + l) ⊗ L(δ))[ν])μ+δ+n = ∑
lkn
μ+δ+k∈[ν]
dimL(δ)δ+k−lp(n − k).
Suppose μ falls into one of cases (i)–(iii). Then each term in the Jantzen filtration is either 0 or a
Verma module of the form M(μ + rs) for some r, s ∈ Z0 such that Cr,s(μ) = 0. Therefore, the
left-hand side of (6.1) is
∑
1rs
Cr,s (μ)=0
dim
((
M(μ + rs) ⊗ L(δ))[ν])μ+δ+n = ∑
0kn
μ+δ+k∈[ν]
1rs
Cr,s (μ)=0
dimL(δ)δ+k−lp(n − k).
For case (iv),
dim
((
M(μ)1 ⊗ L(δ)
)[ν])μ+δ+n = dim((M(μ + r1s1) ⊗ L(δ))[ν])μ+δ+n dimL(δ)δ+r1s1
+ dim((M(μ + r2s2) ⊗ L(δ))[ν])μ+δ+n dimL(δ)δ+r2s2
− dim((M(μ)2 ⊗ L(δ))[ν])μ+δ+n;
and
dim
((
M(μ)2 ⊗ L(δ)
)[ν])μ+δ+n = dim((M(μ + r3s3) ⊗ L(δ))[ν])μ+δ+n dimL(δ)δ+r3s3
+ dim((M(μ + r4s4) ⊗ L(δ))[ν])μ+δ+n dimL(δ)δ+r4s4
− dim((M(μ)4 ⊗ L(δ))[ν])μ+δ+n;
and so on. Therefore, in this case the left-hand side of (6.1) is
∑
i
dim
((
M(μ + risi) ⊗ L(δ)
)[ν])μ+δ+n dimL(δ)δ+ri si
=
∑
1rs|Cr,s (μ)=0
lkn|μ+δ+k∈[ν]
p(n − k)dimL(δ)δ+k−l . 
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