Abstract-High-purity germanium (HPGe) gamma cameras are an emerging technology for molecular breast imaging (MBI) due to their 2-D lateral spatial resolution, depthof-interaction (DOI) estimation, and superb energy resolution. In this simulation study, we investigate the potential imaging performance of an opposing view dual-head HPGe breast imaging system using a synthetic-projection technique, which utilizes DOI data with varying degrees of overlap in an ordered-subset estimation-maximization reconstruction algorithm to create 3-D images from which new 2-D projections are then created. The radiation transport simulator Monte Carlo N-particle was employed to generate projections from 10-mm thick HPGe detectors using tungsten parallel-hole collimators with short and wide holes. Simulations modeling 140-keV emissions from various contrast-detail and breast-torso phantoms were conducted. Synthetic projections were generated along with conjugatecounting images from collected HPGe projections. Tumor contrast, signal-to-noise ratio (SNR), and hot-spot detection measurements were used to compare images. Results show that the synthetic projections could resolve more low-contrast tumors compared to single-camera projections and conjugate-counting methods. MBI simulations also showed increased contrast and SNR in synthetic projections compared to individual projections. In conclusion, the HPGe imaging system employing a synthetic-projection technique may offer advantages over individual dual-camera projections or conjugate-counting methods in terms of contrast, SNR, and tumor detectability.
technique that utilizes specifically designed gamma cameras to image the distribution of a radiotracer, typically 99m Tc-sestamibi, which exhibits higher uptake in malignant tissues than healthy tissue [3] . These techniques have less dependence on tissue density and higher sensitivity than mammography for the detection of subcentimeter diameter tumors [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
Originally, breast-specific cameras utilized scintillator crystals, such as sodium iodide, for gamma-ray detection with average energy resolution (ER) between 13%-17% full width half maximum (FWHM) at 140 keV and around 10% FWHM at 140 keV at best [14] [15] [16] . Some MBI systems now use semiconductor elements of cadmium zinc telluride (CZT), which provide ∼6.5% FWHM at 140 keV [6] , [17] . In theory, the improved ER should provide better scatter rejection and contrast for tumors when imaging in close proximity to the chest wall [18] . However, CZT detectors often suffer energy losses of absorbed gamma-rays due to incomplete charge collection, forming a tail of low-energy events beside the photopeak (tailing effect), and resulting in count-sensitivity losses if narrow energy windows are used. The semiconductor high-purity germanium (HPGe) offers the best ER of any conventional radiation detector and does not suffer from the tailing effect [19] . Traditionally, these detectors required cooling with mounted liquid nitrogen dewars for optimal performance, making a compact imaging system for clinical and preclinical settings unrealistic. Recent technological advances have given rise to compact, mechanically cooled HPGe gamma cameras that do not require bulky liquid nitrogen dewars. We have worked with an HPGe detector with a 8-cm diameter and of 10-mm thickness that offers ∼1% ER at 140 keV and ∼1.5 mm intrinsic spatial resolution in all 3-D [20] . While this particular detector does not have a sufficiently large active area for MBI, herein, we investigate whether an HPGe detector of this type might offer some benefits for breast imaging.
We previously conducted simulations to examine the potential performance of a single breast-specific camera utilizing a conventional low-energy high-resolution, hexagonal-hole collimation using 10-mm-thick HPGe compared to a 5-mm thick CZT system. For equivalent activity imaged, the HPGe camera provided better relative sensitivity with similar tumor contrast and signal-to-noise ratio (SNR) while suppressing small-angle scatter events and background from the torso [21] . Other simulations investigating the feasibility of the HPGe camera with various parallel-hole collimators for MBI found that our choice of large-bore, square-hole collimation provided an 81% enhancement in count sensitivity and better suppression of events from the torso than the standard hexagonal-hole collimator [22] .
A consequence of selecting large-bore collimation is the sacrifice of geometrical resolution for increased count sensitivity. However, it has been shown that utilizing depth-ofinteraction (DOI) information in combination with an iterative reconstruction algorithm can compensate for collimator blurring to recover lost spatial resolution while maintaining an enhanced count sensitivity [7] , [23] , [24] . This concept is similar to the synthetic collimator [25] , where projections collected with varying degrees of multiplexing (overlap projections from adjacent collimator openings) can be used to create images with better than expected spatial resolution. Initially, nonoverlapped and multiplexed data were collected by changing pinhole-detector distances. However, we can use the DOI estimation capability of the HPGe detectors to acquire projections with different degrees of multiplexing at each detector depth. It has been determined that in 10-mm thick HPGe detectors, DOI effects can result in spatial resolution losses of 0.6 mm in pinhole SPECT [26] . Though the DOI effect may be less for our high-sensitive collimator, estimating depth events should provide a more accurate forward model and improve image resolution. Applying this processing scheme to our single HPGe camera model, we observed improved contrast in synthetic projections [27] . Although these reconstructed images lacked depth information due to the poor angular sampling of the breast, attempts at limited-angle tomography have demonstrated some level of success, even with blurring artifacts from angular under-sampling [28] [29] [30] [31] [32] [33] [34] .
A potential solution to further improve performance is utilizing a second HPGe camera opposite the first camera. Opposing dual-head gamma cameras were suggested as the preferred imaging geometry for compressed breast [14] . Using two NaI(Tl)-position-sensitive photomultiplier tubes cameras and multiplicative conjugate-counting methods for combining the projections has been shown to provide higher sensitivity for <10-mm tumors compared to a single-head imaging system in phantom studies [8] , [35] , [36] . A clinical CZTbased dual-head breast imaging system was found to have a 14% increase in sensitivity (from 41/61 to 50/61 cancers) for <10-mm tumors compared to a single camera-based upon breast imaging-reporting and data system reader scores [37] . There are clear advantages to placing a second HPGe camera on the opposite side of the breast in our imaging geometry. An increase in tumor SNR may be expected due to approximately doubling the count sensitivity. Photons currently incident upon the lead compression pad in the single camera system could instead contribute to an additional projection image in a twocamera system. The second camera would also have a closer proximity to tumors that could be occult to the camera inferior to the breast due to attenuation and depth-dependent collimator blurring. These gains, observed in other dual-head cameras, may lead to increased detectability for small tumors using HPGe detectors [36] , [37] . We also anticipate that utilizing synthetic projections with HPGe cameras will offer further advantages over just employing two cameras.
In this computational study, we investigate the potential imaging performance of an opposing-view dual-head HPGe breast imaging system using a synthetic-projection acquisition scheme and compare its performance against a single HPGe camera and traditional conjugate-counting methods.
II. METHODS
In our previous study, a Monte Carlo model of an HPGe-based single-camera breast imaging system was developed using the Monte Carlo N-particle (MCNP5) package [38] . The intrinsic properties of a benchtop HPGe detector were measured and used as inputs for our Monte Carlo model, followed by experimental validation of the model [21] . Current HPGe systems are not as large as those simulated here, however, this paper serves as motivation to develop collimators and cameras of this type. In this paper, we again utilized MCNP5 to generate projections for our dual-head breast imaging model. This single-camera model was extended to include a second camera superior to the breast. The event history, including the position of collisions, interaction type, propagating direction, and energy, of particles that deposited energy into an HPGe detector was saved using MCNP5's particle track output card. This information was analyzed within a MATLAB (MathWorks, Inc.) parser script to generate energy spectra and, subsequently, planar images from events falling within chosen energy windows.
A. HPGe Cameras
For these simulations, we modeled our HPGe detectors following the simulations of a CZT-based imaging system described in [39] and the architecture of our benchtop HPGe detector. The two HPGe cameras were positioned opposing one another at a distance of 5.5 cm apart with one camera located inferior to the field of view and the other superior to it. We modeled the 10-mm thick HPGe detectors with 0.50-mm × 0.50-mm × 1-mm voxels within the 15-cm × 20-cm × 10-mm active volume, where the 1-mm thick voxels are based on the HPGe detector's DOI capability. 1.2 × 10 6 total detector voxels comprise each HPGe detector. A fixed ER of 1.0% FWHM at 140 keV and a lateral detector resolution of 1.5 mm FWHM were modeled based on measurements with our benchtop detector [20] . HPGe has an attenuation coefficient of 0.72 cm −1 at 140 keV, corresponding to an absorption efficiency of 51% in 10-mm thick HPGe cameras. An energy window of ±2.5% around the 140-keV photopeak was applied to discriminate against primary gamma-rays not depositing its full energy or scattered photons of lower energy. No depth blurring was applied to generated projections. Surrounding each detector was 4-mm thick lead shielding and an 1.5748-mm thick aluminum entrance window with a vacuum space of 11 mm.
Previous work into appropriate collimation for MBI suggests that registered collimators with bores matched to the detector elements maximizes the exposed active area of the detector and provides good collimation resolution in this unique, near-field imaging geometry [40] [41] [42] . The collimator employed in this paper has been evaluated previously [22] , but we briefly motivate its use here. Septal thickness was first chosen and positioned to shield the gap regions between collection strips in the benchtop HPGe detectors, with additional septa placed to improve geometric spatial resolution. The collimator length was selected to satisfy the Chicago criterion to ensure artifact-free projections and minimize septa penetration [43] . The mounted square-hole tungsten collimators had a 20-mm length, 2.25-mm hole width, and 0.25-mm septal thickness, providing an angular acceptance of 12.8 • , an analytically calculated collimator resolution of 5.31 mm at 10-mm distance from the camera and a 83% increase in sensitivity (4.6×10 4 cpm/MBq) over a low-energy, high-resolution hexagonal-hole lead collimator with 20-mm length, 1.85-mm hole width, and 0.30-mm septal thickness (2.4×10 4 cpm/MBq) [22] .
Event positioning within the detectors was determined based on the first interaction within the crystal. For simplicity, no explicit modeling of the strip readout or the gap regions between strips was performed. Instead, energy blurring of 1.4 keV FWHM at 140 keV and spatial blurring of 1.5 mm FWHM was added to the model on an event-by-event basis using Gaussian distributions for the absorbed energy and the x-and y-dimensions prior to binning.
B. Generation of Synthetic Projections
A transition from a conventional planar acquisition to a synthetic-projection acquisition scheme can be accomplished with the 3-D position-estimation capability inherent to the HPGe detector in combination with wide-angle collimation. The differences between the traditional planar acquisition with an Anger camera and the approach with a detector that has DOI estimation are highlighted in Fig. 1 . The short and wide bore of our parallel-hole collimator offers an increased angular view compared to conventional collimators. The shallow depths of the detectors provide high-count and low-multiplexed data, while the deep depths acquire projections with greater overlap. Incorporating these camera projections within an iterative reconstruction generates a laterally deblurred 3-D image. Because the reconstructed image is expected to have poor depth resolution, the synthetic projections are produced by collapsing the depth information to form 2-D planar images of two types. We generate the reprojection by summing the reconstructed image across depths and the maximum intensity projection (MIP) by projecting the voxels with the largest values into the plane parallel to the cameras.
The forward problem can be represented mathematically as the following:
We apply the ordered-subset estimation-maximization (OSEM) iterative reconstruction algorithm to estimate f, the radioactivity distribution within the object, from collected projection data (p) with a priori knowledge of the system matrix (H) and zero noise (n) using the following equation:
where S refers to all detector pixels within the current subset [44] [45] [46] [47] . A vectorized version of (2) can also be utilized with MATLAB if H is stored
where H T represents the transpose of the system matrix. For the OSEM algorithm, each camera projection is treated as an individual subset, resulting in two subsets per iteration. Fifteen OSEM iterations were performed using the collected inferior and superior projections to generate and save 3-D images from which the reprojection and MIP images were then created. Average normalized mean squared error (NMSE) was calculated for each iteration using (4) given the known radioactivity concentrations of the simulated phantoms
where f j represents a reconstructed image voxel value, g j represents a phantom voxel value, g is the mean activity of the phantom, and n is the number of discretized object voxels in the FOV, equal to 330 000. The system matrix for the HPGe model was generated from Monte Carlo simulations. Utilizing Monte Carlo methods to generate H offers the benefit of inclusion of attenuation effects in the system matrix. Even though Monte Carlo simulations were employed to acquire and save the system matrix, measuring the response by scanning a point source with a real imaging system would be one means to determine a system matrix that accounts for all geometrical and detector effects. MCNP5 simulations were conducted with a total of 1.9×10 10 140-keV gamma rays emitted in an 22.5 • halfangle cone toward one HPGe detector. Even though 22.5 • exceeds the angular acceptance of the collimator (12.8 • ), it allows for inclusion of small-angle scattered events in the system matrix. The 15-cm × 20-cm × 5.5-cm FOV was discretized into 1-mm × 1-mm × 5-mm voxels for a total of 330 000 object voxels. Asymmetrical object voxels were chosen due to the expected poor depth resolution. Symmetries in the image space allowed for simulating emissions uniformly from only 1/4 of the FOV, which reduced the computational burden. Approximately 5.987×10 6 gamma rays were emitted from each object voxel to generate its own point spread functions (PSF) within the HPGe detector. The PSFs originating from 1/4 of the FOV were flipped around the lines of symmetry to produce PSFs for the remainder of the inferior and superior camera's image space. The fraction of absorbed counts in the PSF to the total number of emissions from an object voxel determined the elements of the system matrix. The PSFs comprising the system matrix on average contain 5508 counts across 1098 detector elements. The generated 3.3×10 5 × 1.2×10 6 system matrix was incorporated into the OSEM reconstruction algorithm following (3) in order to perform synthetic-projection imaging using the two sets of projection data. The generated system matrix was only used for the OSEM reconstruction algorithm in this paper and not as a projection operator for generating projection data for the phantom simulations.
C. Phantom Simulations
Here, we explain the geometric models and simulation parameters for the phantom studies. The simulations previously describing system matrix creation are separate and independent from the simulations used to generate the projection data from the phantoms.
First, a contrast-detail phantom was modeled to determine the image quality and detectability limits of various tumor sizes and activity concentrations. A diagram of the phantom is presented in Fig. 2 . The phantom consisted of a 5×5 grid of tumors evenly spaced through the FOV. Tumor diameters varied from 2-mm to 10-mm in 2 mm increments and tumor-to-background ratios (TBR) ranged from 3:1 up to 20:1. All tissues were treated as water. Two different contrastdetail phantoms were simulated with tumors placed at either a 1-cm depth from the inferior camera or at the central depth, equidistant from both cameras. 2.0×10 8 140-keV photons were emitted in a cone beam with 22.5 • half angle toward both the inferior and superior cameras, simulating a 10-min scan with 4.9 MBq of activity within the phantom and generating clinically relevant projections with ∼1800 counts/cm 2 count density. Second, we modeled a breast and torso water phantom based on the description of MBI simulations in [39] . A schematic of the imaging simulation is shown in Fig. 3 . The half-cylindrical breast had a thickness of 5.5 cm and a radius of 9.6 cm. Adjacent to the breast was a 20 cm × 20 cm × 20 cm box representing the torso, which contained a cylindrical heart and a cylindrical liver with heights of 9 cm and 14 cm, respectively, and radii of 3.50 cm and 5.25 cm, respectively. The breast contained three 1-cm diameter spherical tumors located near the chest wall (tumor 1), in the center of the breast (tumor 2), and near the outer edge of the breast (tumor 3). Three different breast phantoms were simulated with the 1-cm diameter tumors placed either at a depth of 1 cm from the inferior camera, 2.25 cm (equidistant to both cameras) or 3.5 cm from the inferior camera (equivalent to 1 cm from the superior camera). Radioactivity concentrations and emission probabilities, the fraction of total emissions from an organ, were set from clinical studies for uptake of 99m Tc-sestamibi following [39] and appear in Table I . All tissues were treated as water. A total of 8.4×10 10 140-keV photons were emitted isotropically from the breast phantom, equivalent to injecting 740 MBq of 99m Tcsestamibi and imaging 157 MBq of activity within the breast phantom for 10 min, to generate clinically relevant projections with ∼1800 counts/cm 2 count density. Ten independent MBI simulations were conducted for tumors at each depth.
D. Image Processing
An objective of this investigation was to discern the potential benefits of the second set of projection data from the superior camera by leveraging the additional data using appropriate processing methods. For comparison purposes, we first considered the performance using the planar projections individually. Planar projections for the inferior and superior cameras were generated by summing the counts over each of the ten detector depths. Conjugate-counting methods were employed to combine projections of opposing-view cameras, which suppress attenuation effects and generate a single planar image. The arithmetic (average) and geometric mean images were generated using the following:
where I 1 and I 2 are the count values of opposing pixels in the inferior and superior cameras, respectively. Finally, OSEM reconstruction was performed using the inferior and superior projections with DOI information left intact, with reprojections and MIP images generated from the resultant 3-D images.
E. Image Analysis
A single trial was conducted for each contrast-detail phantom with tumors at the two depths. A ±2.5% energy window around 140 keV was utilized for image generation. Camera projections for both the inferior and superior cameras, conjugate-counting projections, MIP and reprojected images were generated for the breast phantoms as described previously. Tumor contrast and SNR were calculated for each individual tumor by taking the mean and standard deviation of an adjacent 9×9 pixel ROI of background (B, σ B ) and a 3×3 pixel ROI centered on the tumor (T) and applying the following:
In the case that the average NMSE curve failed to converge to a local minimum for reconstructed image selection, parametric contrast versus SNR curves were considered for determining the best reconstructed images [28] . A Hough transform algorithm for identifying circles above background was applied to the contrast-detail images to assess tumor detectability by determining the minimal SNR and size of hot spots [48] . The algorithm was tasked to identify 25 hot spots with diameters greater than 2 mm using the average background, B, for each image as a minimum threshold. Identified circles were removed from each image to prevent double counting hot spots. Contrast-detail curves delineating the lowest contrast hot spot per tumor size identified by the Hough algorithm were drawn for each image type.
For the MBI simulations, simulated energy spectra parsed by the number of scatters and by event origin were produced for both cameras. To repeat, an energy window of ±2.5% around the 140-keV photopeak was applied to discriminate against primary photons which fail to deposit sufficient energy and to reject scattered photons. Camera projections for both the inferior and superior cameras, conjugate-counting projections, MIP, and reprojected images were generated for the breast phantoms as described previously. Relative count sensitivity, averaged over the three breast phantoms and normalized to the inferior camera, were calculated for the inferior and superior projections. We also calculated scatter and torso fractions, defined as the fraction of all events within the chosen energy window that scattered in the phantom and the fraction of all events within the chosen energy window that originated in the torso, respectively. Tumor contrast and SNR were calculated for each individual tumor using (7) and (8) . ANOVA statistical analysis followed by student-t test with a 95% confidence interval was performed to compare contrast and SNR between the different image processing methods. In addition, an SNR threshold of 1.5, based on the results of the Hough transform algorithm to identify tumors, was employed to determine tumor visibility in breast projections.
III. RESULTS

A. Contrast-Detail Simulations
Projections of the contrast-detail phantom with tumors at a 1-cm depth and central depth (equidistant from both HPGe cameras) were generated. For the synthetic-projection acquisition, the NMSE curves, displayed in Fig. 4(a) , show that tumors at the 1-cm and central depths have the most accurate images after four and two iterations, respectively. For greater insight on appropriate stopping criterion for the OSEM reconstruction, parametric contrast versus SNR curves for select 1-cm diameter tumors are displayed in Fig. 4(b) . Although SNR monotonically decreased, the majority of SNR-constrast curves exhibited a maximum between 2 and 7 iterations. For the contrast-detail images, the iterations with the minimum NMSE are selected for further analysis. Select coronal slices through the tomographic images are shown in Fig. 5 . The slices at these iterations illustrate the depth inaccuracy of the OSEM reconstruction with blurred activity along the acquisition axis. Displayed in Figs. 6 and 7 are the collected and generated projections of the contrast-detail phantoms, with contrastdetail curves overlaid on each projection indicating the identified tumors from the Hough transform. The images of Fig. 6 indicate that the high quality data from the inferior camera, where the tumors are in close proximity, are able to compensate for the noisy data collected in the superior camera to generate reasonable combined-projections through conjugatecounting methods. However, this does not translate into tumor detectability for the conjugate-counting methods, as the Hough transform failed to identify the high-TBR, 4-mm hot spots that were detectable in the inferior image. The reprojection and the MIP exhibited higher image quality due to their low background intensities compared to the other projections, which enables identification of the high-TBR 4-mm hot spots as well as the large, low-TBR hot spots occult to the other methods. The same result is observed in Fig. 7 , where the quality of the inferior and superior projections is low due to the larger source-to-detector distance for tumors located midway between. The individual camera and combined projections are qualitatively equal, while the MIP and reprojection exhibit reduced background relative to the other methods. Because of this, the synthetic projections have more detectable tumors, including the 20:1 TBR, 4-mm diameter hot spot and the 5:1 TBR, 10-mm diameter hot spot. Correlating the Hough transform results with the measured SNR of the tumors, we determine that an SNR threshold of 1.5 is required for tumor detectability with this HPGe system. We apply this metric to the MBI results when describing tumor visibility.
B. MBI Simulations
Projection data from the two HPGe cameras were generated for the breast phantoms with tumors at varying depths. The pulse-height distributions for both HPGe cameras parsed by scatter order and event origin are shown in Fig. 8 . The relative sensitivity and the scatter and torso fractions are tallied in Table II . The addition of the superior camera grants an increase of 105% in count sensitivity, doubling the number of recorded events compared to the inferior camera alone. According to both scatter order spectra, greater than 90% of events in the 140-keV photopeak are primary counts, followed by first and second order scattered photons. The event origin spectra reveal that organs within the torso contribute to collected projections. The inferior camera still captures counts from the liver and heart due to gamma rays penetrating the lead shielding and due to small-angle scatters originating from the heart. However, the superior camera has a larger contribution of liver events due to The 140-keV photopeak, and subsequent projection image, contains mostly primary and first order scattered photons that originate from the breast. Gamma-rays from the organs in the torso penetrate the lead shielding of the inferior camera, follow lines of sight to the superior camera, and contribute to the detector projections. lines of sight to the highly radioactive liver, resulting in larger scatter and torso fractions for the superior camera. The breast phantom projections for each camera for tumors at each of the three depths are shown in Fig. 9 . The intensity of the hot spots in each image is inversely proportional to the distance between the HPGe camera and the tumors in the phantom. Using the SNR threshold of 1.5 for tumor visibility, the tumors at a 1 cm depth are visible in the inferior projection, while conversely, the tumors 3.5 cm from the superior camera are not visible from that view. The high-count region close to the chest wall heavily contaminates the superior projections and obscures the appearance of tumor 1. This artifact is due to the out-of-view contribution from the torso, specifically the highly radioactive liver. However, tumors 2 and 3 have SNR values greater than 1.5 when close to the superior camera and in the center of the FOV.
The projections generated for tumors at the various depths using conjugate-counting methods are displayed in Fig. 10 . The average and geometric images for all depths are qualitatively similar, as the conjugate-counting technique is designed to suppress attenuation effects and generate depth-independent images. Tumors 2 and 3 are discernible, with SNR > 1.5, but all images also exhibit the liver signal contamination from the superior projections that obscures tumor 1.
The NMSE curves for the 3-D images with tumors at various depths are illustrated in Fig. 11(a) . For each breast phantom, the NMSE monotonically increases with increasing OSEM iteration. Rather than using the minimum of the NMSE curve as the reconstruction stopping criterion, the contrast and SNR of generated MIP and reprojection images are considered. Fig. 11(b) displays representative parametric contrast-SNR curves for the MIP and reprojection of the breast image with tumors at a 2.25-cm depth. Given the 1.5 SNR-threshold deduced by the Hough transform, the improving contrast, and the small changes in NMSE in the early iterations, we selected the third iteration, as it provides a fair tradeoff between contrast, SNR, and NMSE. The generated reprojection and MIP images from the third OSEM iteration are shown in Fig. 12 . Tumors 2 and 3 are visible in all reconstructed images, independent of the tumor depth within the breast phantom. The signal contamination along the chest wall, originating in the superior projection, is present in all reconstructed projections and obscures tumor 1. The average and standard deviations for contrast and SNR measurements for all methods of generated MBI projections are displayed in Fig. 13 . Contrast measurements are higher for tumors in close proximity to the camera in single-camera projections, while tumors at the center depth are nearly equivalent for all methods. The two conjugate-counting methods have indistinguishable contrast and SNR measurements, which are nearly equivalent to the mean of the inferior and superior camera image quality metrics. The reprojection and MIP images tend to exhibit greater contrast and SNR than the other methods, including statistically higher contrast and SNR than the inferior camera alone except for tumors 2 and 3 at a 1-cm depth [ Fig. 13(a) ]. Statistically significant differences in SNR are observed between the reprojection and MIP images and the inferior projection, with the reprojection exhibiting higher SNR than the MIP.
IV. DISCUSSION
In this paper, the imaging performance of an opposing dual-head HPGe breast imaging system using synthetic projections is compared to a single HPGe camera and two-camera conjugate-counting methods. Overall, the reprojection and MIP outperform the individual projections and combined planar images in terms of contrast, SNR, and tumor detection. In general, reprojecting the tomographic image offers the best contrast and SNR, although the MIP of the tomographic image provides nearly equivalent contrast in breast phantom scans and detection capability for the contrast-detail phantom.
A limitation of this simulation work is the usage of a simplistic breast and torso phantom with a set body habitus and breast thickness. Likewise, adopting an anthropomorphic model, such as the extended cardiac-torso phantom, would provide a more realistic 99m Tc-sestamibi source distribution. However, more important than simulating a realistic phantom is selecting an appropriate geometry for radiation transport. Selection of the simulation geometry was based on obtained measurements of compressed breast thicknesses and widths from a large sample population, which produced accurate energy spectra from MBI scans using a CZT-based camera [39] . Relevant information on the expected performance of these cameras can be observed with these models. Only the average body habitus is modeled in this paper and variations in patient habitus could change measured image quality and performance of the dual-head HPGe system. Scattered events contribute to the intensity and variance of the background, which lowers contrast and SNR. In our previous work comparing a single HPGe and CZT camera for breast imaging, we observed higher scatter fractions for CZT than HPGe (8.63% CZT versus 4.66% HPGe) [21] . This was due to the large asymmetric 15% energy window needed for CZT due to poorer ER (∼6.5% FWHM at 140 keV) and its low-energy tailing effect [6] , [17] . The advantage of HPGe detectors is their 1% FWHM ER, which enables tight energy discrimination. The absence of tailing effects observed in CZT serves as an additional advantage for HPGe detectors. Finally, the moderate stopping power of HPGe allows for counts to be absorbed in deeper depths, a necessity for this synthetic projection imaging. From our previous simulations, CZT and HPGe exhibited equivalent performance in terms of contrast and SNR, while reducing the injected radioactivity by 25% for the HPGe simulations. This reduction in injected radiotracer should translate to lower radiation dose and exposure to MBI subjects. A conventional lead collimator was used in the previous simulation study instead of the tungsten collimator employed in this manuscript, however, we observed similar scatter and torso fractions between the inferior HPGe cameras utilized here and previous work. Thus, we deduce that the scatter fractions in these HPGe images are small enough to not impact contrast, SNR, and lesion detection.
Throughout this paper with synthetic-projection imaging, the NMSE curves from reconstructed images tend to monotonically increase following a small number of iterations. The insufficient angular sampling leads to poor depth resolution and large NMSE values, as seen in Figs. 4 and 5. We hypothesize that the NMSE curve minimums occur in the first few iterations because the phantoms being reconstructed consist of a uniform background, a small number of hot spheres, and no randomized structure. In addition, the OSEM reconstruction algorithm is initialized assuming an uniform source activity distribution. Because the initial guesses and phantoms are fairly similar, the first few iterations yield the lowest error. Background parenchymal uptake of sestamibi yields nonuniform structure in breast projections [49] , which may require additional OSEM iterations to resolve. A consequence of more OSEM iterations would be further reductions in SNR, but with a potential increase in contrast as observe in generated parametric curves in Figs. 4 and 11. To investigate this behavior further, more sophisticated phantoms with greater anatomic structure will have to be modeled.
Upon close observation of the coronal slices from the tomographic contrast-detail images in Fig. 5 , although the activity is blurred across several voxels, the activity profiles differ for tumors located at different depths. The activity for the 1-cm depth tumors is concentrated near the inferior camera, while the centralized tumors exhibit a more uniform spread across the FOV. This could indicate some small amount of depth localization for tumors. However, additional simulations are required to determine the degree of depth sensitivity.
For the breast phantom simulations, the performance of the superior camera is impeded by the high liver activity. This is reflected in Table II , which lists the high 8.5% torso fraction of events for the superior camera compared to the inferior camera at 2.98%. Quantitatively, the image quality of the superior camera projections are comparable to the inferior camera. However, the liver signal contamination encompasses tumor 1 and obstructs its visualization as seen in Fig. 9(a) . Furthermore, the liver signal contamination is carried over to the combined conjugate-counting and the synthetic-projection images in Figs. 10 and 12 , hindering tumor detection along the chest wall. This ultimately raises questions on the accuracy of the contrast and SNR measurements for tumor 1. However, the lack of image artifacts around tumors 2 and 3 enables us to draw conclusions on breast imaging performance using the synthetic-projection scheme. For this imaging system to exhibit more reliable imaging performance along the chest wall, MBI technologists could position the cameras away from the torso in order to reduce the out-of-view contributions from the liver. Adjustments to the dual-head imaging system, such as employing slightly different parallel-hole collimation, may be required to avoid viewing the torso and enable improved tumor detection near the chest wall. With proper positioning or collimation, the advantages and benefits of using this HPGe camera could be extended toward the chest wall region.
The asymmetric image quality between inferior and superior projections is concerning for the efficacy of average and geometric projections. Combining low-quality and high-quality datasets using conjugate-counting methods yields projections with worse image quality than the higher-quality projection alone. With similar planar images (where tumors are equidistant from each camera), little improvement in image quality or detectability is observed in average or geometric mean projections. Thus, conjugate-counting methods appear to offer no benefit beyond conventional planar imaging with HPGe cameras. Reviewing the individual projections simultaneously, or only viewing the image from the detector closest to the tumor, would appear to be sufficient when synthetic projections from tomographic reconstruction are not available.
V. CONCLUSION
Monte Carlo simulations using an opposing-view, dual-head HPGe imaging system were conducted to investigate potential image processing methods and their impact on tumor detection in MBI. Adding a second camera superior to the breast provided increased count sensitivity when a synthetic-projection scheme was employed. Findings reveal that incorporating both sets of projection data into an OSEM reconstruction algorithm grants equivalent to better image performance for MBI and tumor detection capability for low-contrast tumors over singlecamera planar imaging and two-camera conjugate-counting approaches. If the effect of the liver background can be reduced, the increased count sensitivity, image quality, and tumor detectability afforded by synthetic projection using a dual-head HPGe system would make it a worthwhile pursuit.
