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4番目のスピンと 3番百むスゼンの程互作用を JZJとする.相互作男は対帯、で島るとし JZJ= J]Zとす
る.i番目のスピンに対する入力九はう
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σi = sgn(h?)ラ (4) 
となり，スピンは磁場h?と同じ方向を向く.次iこ相互作用の効果を考えてみよう (Jijチ0).式 (1)か
ら.j番目のスピンはi番目のスピンに対してみj句の出力老送ると解釈できる.Jij > 0の場合.j番






















Fiσ=(σ1γ ・・，同一1ラーσi，O"i+l，.・2 グ N)' (8) 
4番目のスピン R とんが同持号であれば，スピン状態σは変色しまいので，エネルギー E(σ}も変化
し主い i番自のスピン司とんが異符号，つまりん町 <0で品れば，スピン状態σのi番目の成分が
反転し，スピン状態は Fiσとなる.この時のエネルギ」の変化量ムEは以下のように負になるので，
ムE=E(Fiσ)-E(σ) = Ei(Fiσ) -Ei(σ) = 2hiO"i < 0， 

















p(σ) wi(Fiσ) eβσihi eー β割引
組長(σ)p(σ)=叫 (Fiσ)p(Fiσ)宇中一一一一一一一一一一一一一一 ， (11) p(Fiσ)一向(σ) e+βσ九 eー βE(Fid)
となる.確率p(σ)は，エネルギーE(σ)に依存したポルツマン因子 eβE(叫に比腕するボルツマン分
布の形で与えられる，
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て「 庁凸β叫ん品 βEi(σ) 一
{町)=今さ U もむ しー = (tanh(β(てJij丹十h?)))σesuihie一βEi(σ) ¥ ------¥1-'Lデ
3ヲeZ
となる.この式の期待鍾をとる場所在tanhの中に移動した近イ誌を平均場近itとよぶ，




































m = tanh(β(Jom + hO))， (19) 
となる.この方程式は一変数の方程式なので，園 2(a)のように，グラフを便って解の性棄を議論する
ことができる.ここでは Jo= 1， hOニ Gと奮いた.函 2(a)からわかるように，式 (19)の解の様子は
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AJ〈m)= N1 2eh(m〉， s(m)=-1土2log1之竺 1二竺logL二m (22) 
(N(l + m)/2)!(N(1 -m)/2)! - '~\""J 2 --0 2 2 
となる.分配関数は，このN(m)にボルツマン因子e一βNe(同を掛け，磁イヒmに関する積分を行うこと
で求められる，
z=Ld叫 m)時{引制)= [1 dmexp(-sNf(m))，伽 )=ε例ート(m)， 間













(m(σ)) = La m(σ)exp(βN{Jom(σ)2 十 hm(u))~= 三一三 logZ = tanh伊(Jom*十 h))，=が (25) 
































~δfδf Z = exp( -Nsf(m， in)ヲ F= N f(m， in)， ~:n = 0，読=0 (31) 
となる.最強の二つの極小条件から，




























この欝では FTモデルに関して，式(34)のマスタ←方程式から，オーダーパラメータ m の蒔間変北老
記述する方程式老導出する.ここでは笥単のために式 (18)のJoをJo= 1とする.
まずPt(σ)から時刻tにおいて，亘視的変数m(σ)がmと主る薙率Pt(m)，
Pt(m) = I:Pt(σ)伽 -m(σ)) (35) 
t7 
を定義する.式 (24)む解をm=m*とすると事オミルツマン分持に対応する?∞(m)はd(m-m*)と在
る.この類推から，Pt(m) = d(m -m(t))とおけると仮定する.式 (35)の両辺を時間接分し，式 (34)
を代入すると，
‘ N ， ， 白、、











式 (39)のふるまいを定性的に理解するためにT=O，h= 0の場合を考える.この場合， t阻 h(βm)= 
sgn(m)となる.式 (24)の解はm* 土1となる.これ誌T=Oでは，温度によるスピンの確率的な挙
動がないため，強磁性的者相互f宇用により，すべてのスピンが上在向くか下老向くかの状態が実現する
ことに対応する.ここで系の詔期状態が礎化がm(O)= mo > 0であるとすと，

















































|。ぶl・0・0 0轟 α=1 轟 a=2 轟α=n
菌 4:レプワカの導入











































zn = (2:e一倒的)n=2:eβε:Jh) (46) 
レプリカ法で詰，邑祭数 η に関して Zねの平均f直[z勺そnO)関数として求めて，式(45)のn→Gの
握限を用いて自由エネルギーの期待値を計算する.対数の平均操作の困難さに導かれて.Edwardsと
Andersonのレプリカについての物理的車観は，レプワカ法に詰晶イとしたわけである.式 (45)の η に関









[zn] = L esN(事L"， m(σ，)2)II{e議LLað~ぐ]
{σ血} ~<J 
=γ esN(寺L"m(u"y) n [ dz e-Z: e持2:Jfgfι~， ~~.J V21f {σ日} 包くJV V .-，l











x ( 2: e -1(L"，ef"，ん β三自治c.lT"，)) (印)
となる.式 (49)の被積分関数は eN の形をしているーこれに鞍点法を適用すると [zn]= e-Nnsfの形































qαγ=ιγ+ q(l-dαγ)，防α=m. (55) 
この仮定はレプワカ対称性(ReplicaSymmetryラRS)夜定と呼ばれている.もともとのレプリ力関にはます
称性が存在するので，qαγ と ma に関しても，レプリカのインデ、ツクス α やì'~こ関して故存性がないと
考えるわけである.そのよう主観点では， RS仮定法自然な夜定と考えることができる.実擦に泣n→ O






この n~こ関して η → 0 の極限を取るので，数え上げ法やデルタ関数の方法で鞍点法をもちいて分配関数
を計買できない.そこでハバーにストラトノピッチ (Hubbard-Stratonovitch)変換，













m=_f ~去暴e一告4九九t弘叫&r dz .2 .， ~ _ _ _ _， r dz 






































つぎに記櫨パターン数がp>l で，スピン数 N~こ対しては 1 0)オーダー (p'" 0(1))である場合を考
えよう [14].エネルギーは式(21)の議論と同誌に，
1 N 噌 p






z = I ~ rdmf.lD({mf.l})exp(-βNe({mμ}))ぅ D({mf.l})三:LId(m-mμ(σ))・ (63)
"-.1.μ=1σμ=1 
前節のテ、ルタ関数のフーワヱ変換を男いると，式(3)の拡張に対志する，
唱 P 噌 N p 司 N p 
f({mμ})=;zmi一台工i略 (2cosh(βL:cfm引叫=会L:t叫 (βLcymV)ヲ(悦〉
=1 i=lμ=1 
をえる.式 (64)のirEiは素子 4に関して猿立な確率変数cf~こ関する平均操f乍であるので，式 (64)
は中心極限定理をもちいて，








式 (65)が， {mμ}の中で一つだけが非Gの解をもっ場合を議論しよう.式 (65)はμの入れ替えに対し
て対称であるので，
















































N 寸 p-l N p-l 唱
hi = .'2:.Jijσ? = Cfmo +去L2二れfσJ.= efmo + I:etmμ(む)一与三σ2 (お)
jヲ正4 μ=2j手伝 μ=2 
N→ 00ではmμ(0)→0となる.pがスt:'ン数Nより十分小さければ，hi =じとなるので， i番自の
スピンの状態はもとなる.さらにこの手続きを繰り返すと，スどン状態はJI屡々に翠起パターンに近づい
ていく.そのよう主観吾から，式(75)の拐項は，記，[，意想起のシグナんと考えることができるので，シグ
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図5:スピン数N= 1000の場合の計算磯シミュレーションの結果.(a)はパターン数p= 120 (α= 0.12) 








パターン数p= 120 (α= 0.12)の時の想起の様子を菌5(a)に示す.縦軸が時刻 tをあらわし，棲軸が
各時刻でのオーバーラップ?同をあらわす.初期状態でむオーバーラップが mo三0.5である時，悲記
に成功していることがわかる.この理由は，式 (75)のmoが比較的大きいので，第2項と第3事を近似
















この耳opfieldの指摘によって，ランダムスピン系と踏科学が出会ったのであるー A訟 itヲ Gutfreundぅ
Sompolinskyは，まず記雷パターン数が有限である場合の続計力学を構築し，式(65)の鞍点方程式を導


























両方とも“spin-glassmodel of neural networks.と明記されている.最近ではスピングラスとニューラ
ルネットり関議を議論する支運は誌とんどまいが，私詰このタイトルが当時の時代の雰囲気をよくった
えているように患える.
引き込み額域:密 5(a)から素子数 N = 1000，パターン数 p= 120の時の初期状態でのオーバー
ラップ mo2: 0.5である時想起に成功し， mo壬0.4では想起に失致していることがわかる.つまり，


































































































-1±bEf-Prob[cfV =土1]一一一ー ラ μーし・ぷ v=lγ.. ，S， 2 (76) 
で生成する.式(76)に従い，記糧パターン閣のオーバーラップを計算すると，
E 竜一四句、 F 
N Lcfvcf 













1 "___2 1 f({mf.lv})ゴヱJmiw一三((log(2cosh(βLcf.lVmtv))))ラ mμV= ((tanh(βLct1v'mμ'V，)) (79) μv μ uμ'1ノF
ささほどの議論と関様に mtvは，平議状議と記憧パターンef.lV とのオ」パーラップの熟期待僅になる，
式(72)と同様に，オーバーラップm仰の動的な方程式は匡虫エネルギーの勾配系で書ける，
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にmμ =m51，μの解，つまり (m1，m2， . ，m8) = (m， 0， . . .ヲ0)を代入する.T=Oの場合老考えよう.
m1 = 1とすると，








を参考にして， 8 = 3での式(79)の鞍点方程式を陽に求める.さらにこの式を32.2と同議に，m 向。の
まわりで展開して， m ヲt: 0 を持つ条件を T~こ関して求める，
1 + 3b2 ， ，/ ~ ~， 1 -b2 






























1土moc[P[σ?と土1]= ~ ~ ~UU.，，~ . (84) 
2 
このように設定すると，オーバーラップmμ(t)に対する初期短がml(0) = fiQ， m2 (0) =向(0)= b2mo 
となる.国8(a)の横軸はmlを示し，縦軸はm2を示す.式(84)の条件では，つねに m2=m3となる
ので，霞 8~こ泣 m2 のみを書いてある.ごはこの図上では (1ラ b2 ) にまり，と2 は (b2 ヲ 1) になる.式 (84)
の拐窮状態はm2= b2mlの線上に存在する.混合状態ηはごとと2から等距離にあるので，密8では
m2=ml の線上に存在する.図 S の実線は初男3~夫態 mo= 0.2 ~こ関する軌誹である.スピン状態誌初期
状態 (0.2，0.2b2)から出発し，平笹状態(1，日)に収束している.国8からわかるように軌跡はそのまま







































































































































































































































ここでも発見法的にスピン系を用いた歪みあちデータ圧縮を考えてみよう.図12のようι，M =N C2 
次元のベヲトル {Jij}を圧縮するとする.Jijは1/2の確率で士1をランダムにとるものとする，
叫 Jtj=±11=j (90) 
ここでN次元の{σJが歪みありデータ圧縮をした結果だとする.この{σi}から元信報{Jij}老蜜号し
た結果を ~j =σtちとする.ここで元積報 Jijと複号された情報 Jij=町σjの卦け算 JijJijを考える.
もし復号結果が誤っていなげれば JijJij=十1となり，誤っていれば JijJij= -1となる.この考察か
ら，歪みありデータ圧縮の歪みをエネんギーE(σi)で計ることができることがわかる，
E(向)= -LJijJij = -LJi所 σ3 〈促)







と同様に， 2次のパリティJij=町内での覆号を，p次のパリティムTi1i2・ip= ail ai2・..aipに拡張でき
る，このとき式(91)は，
E(σみ=- ~二 Jili2. ， ipJili2. ， ip = - ~二 Jれω《σí2 ・・ σャ 倒
%1，%2，・3もp tl，乞2"包p
に拡張される.このままで誌Sourl部符号と同様に，圧縮率が(N1-P)になってしまう.そこでMurayama
とOkadaは希釈Sourl踊符号と同議に (i1，i2，.ip)の組み合わせの中からランダムに M rv O(N)領選















































雷報ピット Siの事前確率を一様だと仮定し. ~4.1 の誤り訂正符号と同様に，慢報ビット Sí の推定値
引の事後確率P({σi}!臼μ})を求めると，
P({叶!例=ト碍怖E({只})， z =玄e一叫
N 唱 p 宅 P2 
E({叶)= -2: Jij(J"iσj-Zhhぅ Jij=-寺乞cft，f，可-た乞仇μ


















期待笹{σi)の符号はh?と問符号になるーつまり Jij= 0と近似した場合， MAP 複調も MPM~菱謂も同
じ結果になり，その推定結果イは，
噌 αN ~αN N 
σfzsgn(仇 h? =αSi十:た2二三作μ十走LL付与











; OIN ~ OIN N 
ん=h?+~ンめ =αSi+方Lçfnlh+会LL付均一句)， (97) 










プワカ法を黒いて， CDMAのMAP蜜謂やMPM復調への譲和過程を議論した [38].Tanal泊と Oka弘
法，並列干渉除去法と呼ばれている CDMAの復調方法に対して，連葱記憧の欝で説明した統計神経力












強磁1主体 iー→Hopfieldー →Soぽlasー → LDPC
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