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We show that the extrinsic spin Hall effect can be engineered in monolayer graphene by decoration
with small doses of adatoms, molecules, or nanoparticles originating local spin-orbit perturbations.
The analysis of the single impurity scattering problem shows that intrinsic and Rashba spin-orbit
local couplings enhance the spin Hall effect via skew scattering of charge carriers in the resonant
regime. The solution of the transport equations for a random ensemble of spin-orbit impurities
reveals that giant spin Hall currents are within the reach of the current state of the art in de-
vice fabrication. The spin Hall effect is robust with respect to thermal fluctuations and disorder
averaging.
PACS numbers: 72.25.-b,72.80.Vp,73.20.Hb,75.30.Hx
The spin Hall effect (SHE) [1–4], that is, the appear-
ance of a transverse spin current in a nonmagnetic con-
ductor by pure electrical control, has been predicted to
occur in materials with large spin-orbit coupling (SOC).
Over the last decade, its study has lead to an intense ex-
perimental activity [5–9], due to its potential application
in spintronics. Recently, the SHE has been explored for
replacing ferromagnetic metals with spin injectors in ap-
plications [10, 11], opening the door to the development
of spintronic devices without magnetic components.
The activation and control of spin-polarized currents
is both of fundamental and technological interest. The
SHE could be used for an efficient conversion of charge
current into spin-polarized currents. The ratio of the
spin Hall current to the steady-state charge current, com-
monly known as the spin Hall angle θsH, measures this
efficiency and it is the most important figure of merit for
practical applications. Generally speaking, the SHE in
metals and semiconductors originates from (i) extrinsic
mechanisms, which are due to spin-dependent scatter-
ing of charge carriers by impurities in the presence of
SOC [1–3], and (ii) intrinsic mechanisms, entirely due to
SOC in the electronic band structure, which occur in the
absence of any scattering process. In semiconductors, the
spin Hall angles are in the range of 0.0001− 0.001 [5, 7].
On the other hand, θsH for metals can be considerably
larger, being of the order of 0.01 for Pt [12] and 0.1 in a
recent measurement performed in Ta [11].
Since its successful isolation, graphene [13] has also
become the subject of intensive study in spintronics [14–
18]. In this material, electrons can propagate ballisti-
cally and the carrier density and polarity can be con-
trolled by an external gate. Spin-orbit and hyperfine in-
teractions are extremely weak in graphene and therefore
the spin coherence length is expected to be long [19, 20].
These characteristics make graphene appealing for pas-
sive spintronic applications, e.g., as a high-fidelity chan-
nel for spin-encoded information [21]. A striking possi-
bility is to modify graphene for active spintronics. This
may be achieved via spin-orbit splitting of the band dis-
persion, e.g., by bringing heavy metallic atoms in close
contact to graphene [22], or by locally inducing sizeable
SOC (∼ 10 meV) [23, 24]. In Ref. [23], distortions in-
duced by covalently bonded impurities were predicted to
produce the desired effect, and Ref. [24] suggests local
SOC enhancement via tunneling of electrons in and out
of a heavy atom. Phenomenologically, random spin-orbit
fields have also been predicted to generate nonzero θsH
[25]. Moreover, it has been proposed that, in the pres-
ence of SOC, graphene could exhibit the quantum spin
Hall effect [26].
In this Letter, we consider a monolayer of graphene
decorated by a small density of impurities generating a
spin-orbit interaction in their surroundings. We show
that a robust SHE develops through asymmetric (skew)
scattering events. Crucially, and unlike two-dimensional
electron gases (2DEGs), for which resonant enhancement
of skew scattering [27] requires resorting to fine tuning
and sometimes to phenomena such as the Kondo ef-
fect [28, 29], our proposal takes advantage of graphene
being an atomically thin membrane, whose local density
of states easily resonates with several types of adatoms,
molecules, or nanoparticles. Resonant scatterers have
been predicted to play an important role in charge trans-
port at high electronic densities [30, 31]. Here, we ar-
gue that a similar physics is behind a huge potential
of graphene for the extrinsic SHE. The decoration with
small doses of certain particles only partially suppresses
the charge carrier mobilities of graphene devices, which
combined with large spin diffusion lengths and Fermi en-
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2FIG. 1: Schematic picture of extrinsic spin Hall effect gener-
ated by transport skewness. An impurity (sphere) near the
graphene sheet causes a local spin-orbit field with range R.
The scattering of components with positive (negative) angu-
lar momentum is enhanced (suppressed) for charge carriers
with sz = 1 (sz = −1), resulting in a net spin Hall current.
ergy tunability, makes this material a promising candi-
date for spintronic integrated circuits with SHE-based
spin-polarized current activation and control.
According to our calculations, the extrinsic spin Hall
effect in graphene, as that recently reported in hydro-
genated graphene samples [32], can originate from skew
scattering alone. The latter is absent in the first Born
approximation [33] and, therefore, we compute trans-
port relaxation rates nonperturbatively via exact partial-
wave expansions. Our results indicate that functionalized
graphene can deliver spin Hall angles comparable to those
found in pure metals (θsH ∼ 0.01− 0.1 [5, 7, 12]).
In order to investigate the extrinsic SHE and its de-
pendence on Fermi energy and temperature, we consider
a continuum model of graphene decorated with a small
concentration of impurities that locally generate SOC
over nanometer-size regions. The latter could be metal-
lic nanoparticles inducing SOC via the proximity effect,
but other physical realizations are also possible. (In fact,
adatoms in graphene often cluster due to ripples [34] or
due to a low adsorption energy [35].)
Our starting point is the continuum-limit Hamiltonian
of grapheneH0 = ~vF (τzσxpx+σypy), where p = (px, py)
is the 2D kinematic momentum operator around one
of the two inequivalent Dirac points K and K ′, vF ≈
106 m/s is the Fermi velocity, and σ and τ denote Pauli
matrices, with σz = ±1 [τz = ±1] describing states on
the A(B) sublattice [at K(K ′)]. The spin-orbit splitting
in the band structure of pristine graphene is of the or-
der of 10 µeV and therefore can be safely neglected [20].
The large scatterers considered here induce sizeable lo-
cal SOC of the intrinsic-type V(I)SO = ∆I(r)τzσzsz and/or
Rashba-type V(R)SO = ∆R(r)(τzσxsy − σysx); here, s are
Pauli matrices for spin and r = (x, y) is the charge car-
rier position. The dependence of V(I)SO in the spin and
orbital operators is the same as the SOC in flat, pristine
graphene. On the other hand, V(R)SO originates in pertur-
bations breaking mirror symmetry about the graphene’s
plane (e.g., single-site adsorption). The impurity poten-
tials are assumed to be smooth on the lattice scale and
thus sublattice symmetry breaking terms (crucial in the
single adatom limit [36]) are not considered here. For
such large scatterers intervalley scattering is negligible
and, in the long wavelength limit, assuming that poten-
tials have radial symmetry, the scatterer is described by
Vad(r) = VSO(r) + V0(r), (1)
where r = |r|, and the (spin-independent) electro-
static potential V0(r) accounts for extra scalar scattering.
Thus, for r  R, where R is the range of the potential
Vad, the wave function around the K point reads
|ψλ,k(r)〉 =
(
1
λ
)
eikr cos θ|s〉+ f
ss
λ (θ)√−ir
(
1
λeiθ
)
eikr|s〉+ f
ss¯
λ (θ)√−ir
(
1
λeiθ
)
eikr|s¯〉 , (2)
where λ = ±1 indicates the carrier polarity with en-
ergy  = λ~vF k, the ket |s = ±〉 describes the ori-
entation of the spin along the z axis, perpendicular to
the graphene plane (s¯ ≡ −s); fssλ (θ) and fss¯λ (θ) are
the elastic and inelastic (“spin-flip”) scattering ampli-
tudes at scattered angle θ, respectively. The latter is re-
lated to the T matrix satisfying the Lippmann-Schwinger
equation T () = Vad + VadG0()T (), where G0() is
the Green’s function G0() = (−H0 + λi0+)−1. Thus,
fss
′
λ (θ) ≡ fss
′
λ,KK(θ) and f
ss′
λ,ττ ′(θ) ∝ 〈λksτ |T ()|λps′τ ′〉
with τ, τ ′ = K,K ′, k = |k| = |p|, and θ = ∠(k,p).
Let us denote as Fλ(k,p) the 4× 4 matrix whose ele-
ments are fss
′
λ,ττ ′(θ) in the spin and valley subspace. The
symmetries of the Hamiltonian H(r) = H0 + Vad(r) con-
strain the general form of the 4 × 4 matrix Fλ(k,p),
which, in general, is a linear combination of the 16 matri-
ces sατβ where α, β = 0, x, y, z (where α = 0 corresponds
to the unit matrix). However, the assumption of no in-
tervalley scattering implies that Fλ(k,p) commutes with
τz, which means that β = 0, z. Accounting for the ad-
ditional symmetries of H(r), namely time-reversal plus
C∞v×{E,C2} (where E is the identity, and C2 is a rota-
3tion by pi about the z axis that also exchanges the valleys
K and K ′) leads to
Fλ(k,p) = aλs0τ0 + (bλsz + cλn · s) (kˆ ∧ pˆ)τ0, (3)
where kˆ ∧ pˆ = sin θ and n = kˆ − pˆ. The coeffi-
cients aλ, bλ, cλ are complex-valued functions of k and
kˆ · pˆ = cos θ. The matrix Fλ(k,p) ∝ τ0 and there-
fore valley indices will be suppressed henceforth. Note
that, e.g., for scatterers with intrinsic SOC, the compo-
nent of the spin perpendicular to the graphene plane (sz)
is conserved, which leads to cλ = 0. In general, when
the spin-quantization axis is chosen along the z axis, the
terms proportional to cλ describe the spin-flip scattering,
whereas the term proportional to bλ is responsible for the
skew scattering. Equation (3) can be used to show that
the spin-flip components ∝ cλ do not contribute to the
skew scattering cross section because |fss¯λ (θ)|2 is an even
function of θ. This result also applies to the ensemble of
scatterers studied below, for which charge carrier trans-
port is described by the Boltzmann equation whose col-
lision integral is determined by the elements of Fλ(k,p).
Next, we briefly explain how the spin Hall effect is en-
hanced by a single scatterer through the skew scattering
mechanism, and the important role played by resonant
scattering in graphene, as well as the main differences
with a 2DEG. To this end, let us consider a scattering
center inducing (locally) an intrinsic SOC, i.e., ∆I(r) 6=
0. As noted above, this type of SOC conserves sz and
therefore cλ = f
ss¯
λ (θ) = 0. The details of the calculation
of fssλ (θ) and the spin Hall angle are provided in the Sup-
plemental Material (SM). Here it is sufficient to realize
that, owning to the structure of the extrinsic spin-orbit
coupling term ∆Iτzσzsz [(∇V0(r)×p)·s in a 2DEG], SOC
induces left-right assymmetry |fssλ (θ)| 6= |fssλ (−θ)|. SOC
still preserves time-reversal symmetry, which then favors
up and down spins to scatter symmetrically around the
incident direction, i.e., |fssλ (θ)| = |f s¯s¯λ (−θ)|, thus explain-
ing the formation of a net spin Hall current as depicted
schematically in Fig. 1. Indeed, at the level of a single
scattering event, the skew cross section
Σs⊥ =
ˆ 2pi
0
dθ sin θ |fssλ (θ)|2 (4)
is nonzero and has opposite signs for spins up and down.
Finite (nonzero) Σs⊥ is the hallmark of skew scattering.
Clearly, the latter effect is absent in the first Born approx-
imation, according to which the scattering amplitudes at
angles ±θ coincide and hence Eq. (4) is identically zero.
Moreover, we found that, contrary to the case of a 2DEG,
a nonperturbative treatment of the SOC potential VSO
is in general required and that, in certain cases, the dis-
torted wave Born approximation, which can be success-
fully used to treat SOC in the 2DEG [27, 33], fails to
describe Σs⊥ correctly. A few examples illustrating the
FIG. 2: Skew scattering induced by SOC impurities close to
a resonance in the cross section. (a) Skeweness γ = Σs⊥/Σ
s
‖ as
a function of V0 for an intrinsic (Rashba)-type SOC scatterer
[solid black line (dashed blue line)]. Even larger values of
γ are found near sharper resonances occurring at larger V0
(not shown). (b) Transport cross section versus V0. These
panels have R = 4 nm, ~vF k = 0.1 eV, and ∆ = 25 meV.
(c) Dispersion relation inside the SOC disk scatterer. Dashed
orange lines are guidelines to the eye representing the bulk
band structure of monolayer graphene.
perturbative treatments and a discussion of their limita-
tions in graphene are provided in the SM.
As a measure of asymmetry in scattering events we
adopt the so-called transport skewness; for intrinsic SOC
scatterers, the latter is defined as γ ≡ Σs⊥/Σs‖, where
Σs‖ =
´
dθ(1 − cos θ) |fssλ (θ)|2 is the transport cross sec-
tion for a carrier with spin s [for Rashba SOC see the
discussion below Eq. (7)]. Exact evaluations show (i)
|γ| > 0 for local SOCs of the intrinsic type, (ii) local
Rashba SOCs induce |γ| > 0 provided that electron-hole
symmetry is broken by an electrostatic term, i.e., V0 6= 0,
and (iii) |γ| is maximum near resonances in Σs‖. To illus-
trate these findings, we model the SOC active impurity as
a uniform disk scatterer of radius R (see Fig. 1), accord-
ing to Vad(r) = [V0 + V(I/R)SO ]Θ(R − r), with Θ(.) denot-
ing the Heaviside step function and V(I/R)SO being intrinsic
or Rashba-type SOC with ∆I/R(r) ≡ ∆. The different
symmetries of these terms justifies studying them sep-
arately. Furthermore, it can be shown that interference
between intrinsic and Rashba SOC does not suppress the
resonant behavior of skewness (see SM). In our calcula-
tions we have taken ∆ ∼ 10 meV, which is consistent
with ab initio calculations for metal atoms adsorbed in
graphene [24, 37]. The skewness of SOC active disk scat-
terers in the vicinity of a particular resonance is shown
in Fig. 2. The function γ(V0) follows an approximately
asymmetric shape for both intrinsic and Rashba SOC.
We further note that for Rashba-only SOC the skewness
approaches zero as V0 → 0 (not shown). We also found
4that γ is larger near sharp resonances, typically occur-
ring at large V0. It is known that small doses of cer-
tain adatoms with large effective V0 values produce res-
onances near the Fermi level of graphene [31] that might
dominate charge transport (see Ref. [38] for transport
measurements in graphene covered with hydrogen). For
dilute SOC disorder, the parameter γ can therefore be
seen as a figure of merit for the capability of generating
net transverse spin currents via skew scattering. In fact,
as shown in what follows, in the absence of other sources
of impurities and at zero temperature, the spin Hall an-
gle equals γ. Crucially, the results in Fig. 2 show that
a large V0 is not a necessary condition to obtain large
skewness: although resonant impurities such as H induce
giant effective potentials V0 ∼ 100 eV (see Ref. [31] and
the references therein) and significant SOC via lattice dis-
tortion [23, 32, 36], clusters leading to VSO of tens of mili-
electron-volts most likely produce V0 values below those
found for chemisorbed adatoms. Large SOC active scat-
terers could be formed by the clustering of physisorbed
transition metals inducing significant local enhancement
of SOC, such as Au or In [22, 24].
After analyzing the SHE due to a single scatterer, we
next turn to the experimentally relevant situation of a di-
lute random ensemble of scatterers. We focus on the spin
Hall current polarized out of the plane; see the SM for a
discussion of in-plane polarization. Our goal is to com-
pute the spin Hall angle defined as θsH = jsH/jx, with
jx =
∑
s=± js·ex and jsH =
∑
s=± sjs·ey being the expec-
tation values of the (charge) longitudinal and (spin) Hall
currents, respectively. We safely neglect the quantum
side-jump contribution to jsH which is subdominant with
respect to skew scattering in the dilute regime of interest
here [39]. Semiclassicaly, the current is computed accord-
ing to js = −egv
∑
k δns(k)vk, where vk = (1/~)∇kk
is the band velocity and δns(k) = ns(k)− n0(k) denotes
the deviation of the spin-dependent distribution function
from its equilibrium value n0(k) (gv = 2 is graphene’s
valley degeneracy factor). To describe this situation, we
need to solve the Boltzmann transport equation (BTE),
which for the steady state in the presence of a uniform
electric field E = Eex reads as [40]
∇kns(k) · (−eE) =
∑
p,s′
[ns′(p)− ns(k)]Ws′s(p,k) , (5)
where Wss′(k,k
′) ∝ |fss′(θ)|2 δ(k − k′) with θ =
∠ (k,k′) is the quantum-mechanical rate for processes
with k → k′ and s → s′. Notice that skew scatter-
ing implies that Wss′(k,k
′) 6= Wss′(k′,k); cf., Eq. (3).
Here, Wss′(k,k
′) ≡∑Rα=1W (α)ss′ (k,k′) takes into account
all disorder sources, where R ≥ 1 is the number of such
sources. In linear response, the above BTE admits the
following general solution
δns(k) = ∇kn0(k) · [As(k)eE +Bs(k) (zˆ× eE)] , (6)
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FIG. 3: Spin Hall angle as a function of Fermi energy for a di-
lute random distribution of intrinsic SOC scatterers. (a) θsH
at zero temperature for impurities producing a local electro-
static potential V0. (b), (c) θsH at different temperatures and
considering a random V0 potential with uniform distribution
V0 ∈ [0,∆V ]. In all panels we have taken ∆I = 25 meV.
where n0(k) is the Fermi-Dirac distribution. With these
definitions, and at zero temperature, one finds θsH =
B↑(kF )/A↑(kF ), where kF is the Fermi momentum. The
latter expression can be evaluated in closed form:
θsH|T=0 =
τ∗‖ (kF )
τ∗⊥(kF )
= γ¯ , (7)
where τ∗−1‖ =
∑
s′,p (1− ss′ cos θ)Wss′(k,p) and τ∗−1⊥ =∑
s′,p ss
′ sin θWss′(k,p). The spin Hall angle θsH equals
the weighted skewness as defined by γ¯ = Σ¯∗⊥/Σ¯
∗
‖, where
Σ¯∗‖(⊥) ≡
∑
α
nα
n Σ
∗
‖(⊥)α = (nvF τ
∗
‖(⊥))
−1 and n =
∑
α nα
is the total areal density of impurities. The explicit so-
lutions for As(Bs) further contain the familiar scattering
times τ‖ and τ⊥ that do not enter in the ratio Bs/As. The
spin-flip contribution to “star” rates differ from standard
definitions, e.g., τ∗−1‖,flip ∼
´
dθ (1 + cos θ)Wss¯(θ) 6= τ−1‖,flip.
(For this reason, in the calculation of the skewness of a
Rashba scatterer in Fig. 2 we have used Σ‖ → Σ∗‖ =∑
s′
´
dθ(1 − ss′ cos θ)|fss′(θ)|2.) This fact has been
largely unnoticed, which we believe is a consequence of
inadequate treatments of the BTE; relaxation rates found
here, on the other hand, result from the exact solution of
linearized BTEs (see the SM for further details).
A sizeable SHE is expected in relatively clean sam-
ples when cross sections for SOC active scatterers yield
the dominant contribution to both transport and skew
cross sections; Fig. 3 shows θsH [Eq. (7)] as a function
of Fermi energy for pristine graphene decorated with
a dilute concentration of intrinsic-type SOC scatterers
(θsH induced by Rashba-type SOC is of the same order
of magnitude and hence is not shown). The values ob-
tained are comparable with those found in pure metals
|θsH| ∼ 0.01 − 0.1 [11, 12] and are robust with respect
5to thermal fluctuations and disorder averaging [compare
curves in Figs. 3(a) and 3(c)]; room temperature spin
Hall angles of the order of 0.1 are obtained for large
scatterers with effective radius of just a few nanome-
ters [see Fig. 3(b)]. Statistical distribution of scatterer
sizes does not modify qualitatively this picture, indicat-
ing that large SOC active scatterers in clean graphene
samples will drive the formation of robust spin Hall cur-
rents. Finally, we verified that time-reversal symmetry
breaking by localized magnetic moments [41] sitting at
the impurities does not suppress the SHE (see the SM).
Our findings suggest that functionalized graphene can be
used to design spintronic integrated circuits with SHE-
based spin-polarized current activation and control.
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Supplementary Material
I. ANALYTICAL SOLUTION OF BOLTZMANN
TRANSPORT EQUATIONS
In this section we solve analytically the Boltzmann
transport equation (BTE). The low-energy Hamiltonian
is given by H = H0 + V, where H0 is the graphene-only
term and V(r) = ∑i V(i)(r− ri) is the disordered (spin-
orbit) potential due to impurities located at random po-
sitions {ri}. Intervalley scattering is not considered in
the present work and hence we drop any reference to the
valley index. The BTE for a uniform graphene system
reads as [1]
∂nσ(k)
∂t
+ k˙ · ∇knσ(k) = I[nσ(k)] . (1)
In the above, nσ(k) is the carrier distribution function for
carriers with momentum k and spin projection σ along
some axis and I[.] denotes the collision integral (see be-
low). Under an external electric field E, the BTE for car-
riers in the conduction (valence) band λ = 1 (λ = −1)
becomes
− eλE · v(λ)k
(
∂n0
∂
)
=(k)
= I[nσ(k)] , (2)
in first order in E. Here, v(λ)k = λvF (cos θk, sin θk) is
the band velocity, n0 = n0() is the Fermi distribution
function evaluated at energy  and −e < 0 is the electron
charge. For simplicity we drop the band index in what
follows. The collision integral for non-interacting charge
carriers reads as
I[nσ(k)] =
∑
σ′=σ,σ¯
∑
k′
[nσ′(k
′)− nσ(k)]Wσ′σ(k′,k) , (3)
where Wσ′σ(k
′,k) is the quantum-mechanical scattering
probability for a process with k′ → k and σ′ → σ (here,
σ¯ ≡ −σ). Note that under the stated conditions this
quantity is the same in both valleys of graphene. For
isotropic Fermi surfaces the distribution function solving
Eq. (2) has the general form
nσ(k) = n
0(k)+Aσ(k)|vk| cos[φ(k)]+Bσ(k)|vk| sin[φ(k)] ,
(4)
where k = |k| and φ(x) denotes the angle that vx forms
with the direction of E. The functions Aσ(k) and Bσ(k)
contain the information needed for the calculation of
steady-state (spin-dependent) currents. Substitution of
Eq. (4) into Eq. (2) yields the following system of equa-
tions
X(k) =
∑
σ′=σ,σ¯
[
Aσ′Γ
C
σ′σ −Bσ′ΓSσ′σ −AσΓIσ′σ
]
, (5)
0 =
∑
σ′=σ,σ¯
[
Bσ′Γ
C
σ′σ +Aσ′Γ
S
σ′σ −BσΓIσ′σ
]
, (6)
where X(k) ≡ −e|E|∂n0/∂k and we have defined the
relaxation rates:
ΓCσ′σ =
ˆ
Sd2k′
(2pi)2
cos [φ(k)− φ(k′)]Wσ′σ(k′,k) , (7)
ΓSσ′σ =
ˆ
Sd2k′
(2pi)2
sin [φ(k)− φ(k′)]Wσ′σ(k′,k) , (8)
ΓIσ′σ =
ˆ
Sd2k′
(2pi)2
Wσ′σ(k
′,k) , (9)
where S denotes the area of the system. For time-
reversal invariant scattering, the relaxation rates obey
ΓXαβ = ςΓ
X
α¯β¯
where ς = 1 (ς = −1) for X = I, C (X = S)
[2]. Using these relations, the solutions of (5)-(6) can be
shown to acquire a particularly simple form in terms of
four relaxation times:
Aσ = +Aσ¯ = −
τ‖τ⊥τ∗⊥
τ‖τ∗‖ + τ⊥τ⊥
X , (10)
Bσ = −Bσ¯ = −
τ⊥τ‖τ∗‖
τ‖τ∗‖ + τ⊥τ⊥
X , (11)
where
1
τ‖
= ΓIσσ − ΓCσσ + ΓIσσ¯ − ΓCσσ¯ , (12)
1
τ∗‖
= ΓIσσ − ΓCσσ + ΓIσσ¯ + ΓCσσ¯ , (13)
1
τ⊥
= ΓSσσ + Γ
S
σσ¯ ,
1
τ∗⊥
= ΓSσσ − ΓSσσ¯ . (14)
Here, τ‖ and τ⊥ are the standard transport and “skew”
relaxation times [3], whereas τ∗‖ and τ
∗
⊥ arise due to
spin flips. Our study shows that a hierarchy of (non-
equivalent) relaxation rates emerges when a quantum
number such as spin is not conserved [4]. This fact has
been overlooked in previous approximate treatments of
the BTE in similar systems [3]. Below we show that
“star” relaxation times play a crucial role in the spin
Hall effect.
For a driving electric field along the x axis, the charge
7and spin Hall currents are defined as
jx = −egv
ˆ
Sd2k′
(2pi)2
[nσ(k) + nσ¯(k)] vk · ex , (15)
jsH = −egv
ˆ
Sd2k′
(2pi)2
[nσ(k)− nσ¯(k)] vk · ey , (16)
respectively, where gv = 2 is the valley degeneracy factor.
At zero temperature X → −e|E|δ(k − F ) the integrals
over k′ pick up only the contribution of states at the
Fermi surface, and the spin Hall angle
θsH ≡ jsH
jx
(17)
is totally determined by the star relaxation rates, i.e.,
θsH =
B↑ −B↓
A↑ +A↓
=
τ∗‖
τ∗⊥
. (18)
We note that the naive formula θsH = τ‖/τ⊥ can only
be correct in the absence of spin-flips, in which case
τ∗‖(⊥) = τ‖(⊥). When written in terms of cross sec-
tions, the physical interpretation of Eq. (18) becomes
clear. Using Wαβ(k,k
′) ∝ σαβ(θ)δ(k − k′), where
σαβ(θ) = |fαβ(θ)|2 is the impurity differential cross sec-
tion at angle θ ≡ φ(k′)− φ(k) [5], we find
θsH =
Σ*⊥
Σ*‖
≡
∑
σ′=σ,σ¯
´
dθ σσσ′(θ)σσ
′ sin θ∑
σ′=σ,σ¯
´
dθ σσσ′(θ) (1 + σσ′ cos θ)
, (19)
identifying θsH as a properly defined “skewness”, i.e., ra-
tio of a skew cross section to a transport cross section.
II. CALCULATION OF EXACT SCATTERING
AMPLITUDES
A. Scatterers Producing Intrinsic-Type Spin-Orbit
Coupling
In this section the partial-wave scattering amplitudes
{Sm} for disk scatterers endowed with spin-orbit cou-
pling (SOC) of intrinsic type is derived. The components
of the graphene spinor Ψ±(r) = (ψ±A(r), ψ
±
B(r))
T are de-
composed in radial harmonics
ψ±A(r) =
∞∑
m=−∞
gAm,±(r)e
imθ , (20)
ψ±B(r) =
∞∑
m=−∞
gBm,±(r)e
i(m+1)θ , (21)
where θ ≡ arg(kx+iky), k is the wavevector, m is the an-
gular momentum quantum number, ± represents the spin
projection and A(B) are sublattice indices. The asymp-
totic form of the radial functions gAm,±(r) and g
B
m,±(r)
determine the scattering amplitudes. The Hamiltonian
is
H = H0 + (V0 + ∆Iτzσzsz) Θ(R− r) , (22)
where H0 = vF (τzσxpx + σypy) is the low-energy free
Hamiltonian and the second term is the disk scatterer
potential. Here, Θ(.) is the Heaviside step function and
σ, τ and s are Pauli matrices for sublattice, valley and
spin, respectively. We set ~ ≡ 1 througout. The asymp-
totic form of waves at the K valley (τz = 1) having spin
projection s = s · ez is
|ψλ,k,s(r)〉 =
(
1
λ
)
eikr cos(θ)|s〉+ f
ss(θ)√−ir
(
1
λeiθk
)
eikr|s〉
+
fss¯(θ)√−ir
(
1
λeiθk
)
eikr|s¯〉 , (23)
where λ = ±1 denotes the carrier polarity, s¯ = −s and
fss(θ) and fss¯(θ) are scattering amplitudes in the elastic
and spin-flip channels, respectively. (For other choices of
quantization axis see discussion in Sec. III C.) Inside the
disk of radius R, the dispersion relation satisfies E−V0 =
λ
√
v2F k
2 + ∆2I ≡  and
|ψλ,k,s(r)〉 =
( √
+ s∆I
η
√
− s∆Ieiθk
)
eik·r|s〉, (24)
where η = sgn( + |∆I |). In order to identify the scat-
tering amplitudes, we recast the wavefunction inside and
outside the disk as a superposition of angular harmonics.
For r > R, we have E = λvF k and the partial-wave m is
given by
|ψ>m(r, θ)〉 =
(
Jm(kr)e
imθ
iλJm+1(kr)e
i(m+1)θ
)
|s〉
+ Ssm
(
H
(1)
m (kr)eimθ
iλH
(1)
m+1(kr)e
i(m+1)θ
)
|s〉, (25)
whereas for r < R one has
|ψ<m(r, θ)〉 = Cm
( √
+ s∆IJm(βr)e
imθ
iη
√
− s∆Jm+1(βr)ei(m+1)θ
)
|s〉,
(26)
with β ≡ √2 −∆2/vF . The boundary condition
ψ>m(R, θ) = ψ
<
m(R, θ) gives rise to two equations fully
determining the amplitudes Ssm. Straighforward algebra
yields
8Ssm = −
√
+ s∆IJm+1(kR)Jm(βR)− ηλ
√
− s∆IJm+1(βR)Jm(kR)√
+ s∆IH
(1)
m+1(kR)Jm(βR)− ηλ
√
− s∆IJm+1(βR)H(1)m (kR)
. (27)
Naturally, in the absence of intervalley scattering
[τz,H] = 0, calculations performed in the K and K ′ val-
leys yield the same scattering amplitudes and hence the
same transport quantities [6].
B. Scatterers Producing Rashba-Type Spin-Orbit
Coupling
If we consider a scatterer producing a Rashba-type
SOC interaction in the form
V˜ = [V0 + τz∆R (σxsy − σysx)] Θ(R− r) , (28)
the diagonalization of H˜ = H˜0+V˜ inside the disk (r < R)
yields the spectrum E−V0 = ξτz∆R +λ
√
v2F k
2 + ∆2R =
ξ(k) ≡ ξ, where ξ = ± is the chirality of the band [7].
For simplicity we restrict the subsequent analysis to car-
riers with positive polarity λ = 1 and assume || > 2|∆R|.
Eigenstates at the K valley read as
|ψk(r)〉 =
[(
1
ξ
vF k
eiθk
)
| ↑ 〉+ iξ
( ξ
vF k
eiθk
e2iθk
)
| ↓ 〉
]
eik·r.
(29)
Differently from the intrinsic SOC, Rashba-like interac-
tion entangles spin and and pseudo-spin (sublattice), im-
plying that spin-flips must be taken into account. As
before, eigenstates inside and outside the disk scatterer
can be recast into a superposition of angular harmonics.
In the region r > R we obtain
|ψ>m(r, θ)〉 =
(
Jm(kr)e
imθ
iJm+1(kr)e
i(m+1)θ
)
| ↑ 〉
+ S↑↑m
(
H
(1)
m (kr)eimθ
iH
(1)
m+1(kr)e
i(m+1)θ
)
| ↑ 〉
+ S↑↓m+1
(
H
(1)
m+1(kr)e
i(m+1)θ
iH
(1)
m+2(kr)e
i(m+2)θ
)
| ↓ 〉. (30)
In the above we assumed an incident wave with s = 1.
Inside the disk, the wave function regular at the origin is
|ψ<m(r, θ)〉 =
∑
ξ
Cξm
[(
Jm(βξr)e
imθ
i
ξ
vF βξ
Jm+1(βξr)e
i(m+1)θ
)
| ↑ 〉
+ξ
(

vF βξ
Jm+1(βξr)e
i(m+1)θ
iJm+2(βξr)e
i(m+2)θ
)
| ↓ 〉
]
,
(31)
where βξ =
√
ξ(ξ − 2ξ∆R)/vF . The matching condi-
tions at r = R yields four equations
Jm(kR) + S
↑↑
mH
(1)
m (kR) =
∑
ξ
CξmJm(βξR), (32)
Jm(kR) + S
↑↑
mH
(1)
m (kR) =
∑
ξ
CξmJm(βξR), (33)
S↑↓mH
(1)(kR) =
∑
ξ
ξ
Cξm
vFβξ
Jm+1(βξR), (34)
S↑↓mH
(1)
m+2(kR) =
∑
ξ
ξCξmJm+2(βξR). (35)
Equations (32)–(35) can be shown to obey the required
boundary conditions. Indeed, taking a superposition of
partial waves ψ =
∑
m i
mψm the correct asymptotic limit
for the Dirac equation in two dimensions is obtained, i.e.,
|ψk(r)〉 →
(
1
1
)
eikr cos θ| ↑ 〉+
√
2
ipikr
(
1
eiθ
)
eikr×
∞∑
m=−∞
eimθ
[
Sssm | ↑ 〉+ Sss¯m | ↓ 〉
]
. (36)
The scattering amplitudes can be readily identified from
the above expression:
fss(θ) =
√
2
ipik
∞∑
m=−∞
Sssm e
imθ, (37)
fss¯(θ) =
√
2
ipik
∞∑
m=−∞
Sss¯m e
imθ. (38)
C. General Expressions of Cross Sections
The formulae given above allows determination of cross
sections (or equivalently, relaxation rates) used in the
BTE (Sec. I). For instance, the “star” transport and the
“star” skew cross sections
Σ∗‖ =
∑
s′
ˆ
dθ(1− ss′ cos θ)|fss′(θ)|2 , (39)
Σ∗⊥ =
∑
s′
ˆ
dθ sin θss′|fss′(θ)|2 , (40)
9are conveniently written in terms of scattering ampli-
tudes as
Σ∗‖ =
4
k
∑
s′
∞∑
m=−∞
{
|Sss′m |2 − ss′Re[Sss
′
m (S
ss′
m+1)
∗]
}
,(41)
Σ∗⊥ =
4
k
∑
s′
∞∑
m=−∞
ss′Im[Sss
′
m (S
ss′
m+1)
∗]. (42)
These expressions together with the equations defining
the scattering amplitudes explicitly [e.g., Eq. (27)] were
used to create the plots of the skewness and spin Hall
angle shown in the main text of the Letter.
III. ADDITIONAL DISCUSSIONS
A. Time-Reversal Symmetry Breaking
In order to assess how time-reversal symmetry break-
ing potentially impacts on the spin Hall effect, it is
enough to add a local exchange fieldHB = ∆BszΘ(R−r)
to Eq. (22) and compute the spin Hall angle. Using the
representation 〈r|Ψ˜〉 referred to in Ref. 6, we obtain
H˜ = H˜0 + (V0 + ∆Iσzsz + ∆Bsz) Θ(R− r) . (43)
The dispersion relation for r < R satisfies E−V0−s∆B =
τzλ
√
∆2I + v
2
F k
2 ≡ s. As in above, for simplicity we
particularize our discussion to the conduction band λ =
1. The eigenstates inside the disk read as .
|ψ<m(r, θ)〉 = Cm
( √
s + s∆IJm(βsr)e
imθ
iτζτ
√
s − s∆IJm+1(βsr)ei(m+1)θ
)
|s〉 ,
(44)
with τ ≡ τz, ζτ = sign(s−|∆I |) and βs =
√
2s −∆2I/vF
Outside the disk we find
|ψ>m(r, θ)〉 =
(
Jm(kr)e
imθ
iτJm+1(kr)e
i(m+1)θ
)
|s〉
+ Ssτm
(
H
(1)
m (kr)eimθ
iτH
(1)
m+1(kr)e
i(m+1)θ
)
|s〉. (45)
The skewness (or equivalently, the spin Hall angle at zero
temperature) is given by
γ =
B↑ −B↓
A↑ +A↓
, (46)
where A↑ 6= A↓ and B↑ 6= −B↓ for ∆B 6= 0. In the
cases of interest the smallest energy scale will be the SOC
(in the range 1–10 meV; see main text). We have veri-
fied that near resonances large γ is obtained even in the
strong exchange field limit |∆B |  |∆I |. This simple
calculation illustrates that skew scattering is robust with
respect to time-reversal symmetry breaking e.g., via lo-
cal magnetic moments sitting at the SOC-active impurity
sites.
B. Interference Between Intrinsic and
Rashba-Type Spin-Orbit Couplings
We now briefly discuss the robustness of the spin Hall
effect with respect to admixture of SOC terms. In real-
istic scenarios adsorbed species in graphene will give rise
to local SOC terms with different symmetries, such as
intrinsic and Rashba-type SOC.
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FIG. 1: The skewness as function of the normalized eletro-
static potential for a disk scatterer producing an admixture of
intrinsic and Rashba SOC. Values of intrinsic-type SOC are
±{5, 10, 15, 20, 25} meV [positive (negative) values are shown
in left (right) panels]. Other parameters as in Fig. 2 in the
manuscript.
We consider the following model:
H˜ = H˜0 +[V0 + ∆Iσzsz + ∆Rτz(σysx − σxsy)] Θ(R−r) .
(47)
Diagonalization inside the disk of radius R yields
E − V0 + ξ∆R + λ
√
v2F k
2 + (∆I − ξ∆R)2 ≡ χ(k) ≡  .
(48)
The (non-normalized) eigenvectors in the K valley (and
for λ = 1) can be written as
|ψξ(r)〉 =
[(
e−iθk
χ(k)−∆I
vF k
)
| ↑ 〉+ iξ
(
χ(k)−∆I
vF k
eiθk
)
| ↓ 〉
]
eik·r .
(49)
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Following the same procedure as outlined in the previous
sections, we find the following set of equations:
Jm(kR) + S
↑↑
mH
(1)
m (kR) =
∑
ξ
CξmJm(βξR), (50)
Jm(kR) + S
↑↑
mH
(1)
m (kR) =
∑
ξ
CξmJm(βξR), (51)
S↑↓mH
(1)(kR) =
∑
ξ
ξ
−∆I
vFβξ
CξmJm+1(βξR),
(52)
S↑↓mH
(1)
m+2(kR) =
∑
ξ
ξCξmJm+2(βξR), (53)
where βξ =
√
(− ξ∆R)2 − (∆I − ξ∆R)2. The compe-
tition of intrinsic and Rashba couplings in the vicinity
of a resonance is demonstrated in Fig. (1). We found
that in general interference between SOC couplings do
not supress the resonant enhancement of the skewness.
C. Quantization Axis: Arbitrary Direction of the
Spin Polarization
In the main text of the Letter we have chosen to present
our results with spin quantization axis along the z di-
rection. However, they can be easily generalized to any
quantization direction. Physically, as we are dealing with
unpolarized currents in the spin Hall effect, an arbitrary
change in the quantization axis correspond to a measure-
ment of the spin polarization in an arbitrary direction.
The spin-dependent scattering amplitudes can be recast
into matrix form:
F =
(
f↑↑(θ) f↑↓(θ)
f↓↑(θ) f↓↓(θ)
)
. (54)
Changing the spin quantization axis translates into a ro-
tation in the spin space F′ = U−1FU. As an example,
let us consider the calculation of the spin polarization in
the x direction. In this case, U is a 2 × 2 Hadamard
matrix, i.e.,
H = H−1 =
1√
2
(
1 1
1 −1
)
. (55)
After performing the rotation, we find
Fx =
1
2
(
f↑↑(θ) + f↑↓(θ) + f↓↑(θ) + f↓↓(θ) f↑↑(θ) + f↑↓(θ)− f↓↑(θ)− f↓↓(θ)
f↑↑(θ)− f↑↓(θ) + f↓↑(θ)− f↓↓(θ) f↑↑(θ)− f↑↓(θ)− f↓↑(θ) + f↓↓(θ)
)
. (56)
Moreover, using
fssx (θ) =
√
2
ipik
∞∑
m=−∞
Sssm,xe
imθ, (57)
fss¯x (θ) =
√
2
ipik
∞∑
m=−∞
Sss¯m,xe
imθ, (58)
the new amplitudes Sss
′
m,x can be written in terms of the
amplitudes that were calculated in the previous sections.
As a result, the “star” cross sections in the new quantiza-
tion axis can be obtained by using the relations given by
equations 41 and 42. Our calculations show that ∆I -
scatterers give rise to zero skewness for carriers spin-
polarized along x. On the other hand, ∆R-scatterers
produces skew-scattering cross sections of the same or-
der of magnitude than those for carriers spin-polarized
along z. Physically, it means is that in order to measure
the spin Hall effect produced by intrinsic-type SOC, it is
necessary to detect the spin-polarization in the z direc-
tion while a measurement of the spin-polarization in x
only detects the spin Hall effect due to Rashba.
IV. LIMITATIONS OF PERTURBATIVE
APPROACHES: THE DISTORTED-WAVE BORN
APPROXIMATION
In this section, we provide a few examples of the limita-
tions of the distorted-wave Born approximation (DWBA)
when applied to study spin Hall effect (SHE) in graphene.
We first derive the DWBA for a general class of potentials
of the form
Va = Va(r) +Wa(r)σz , (59)
where Wa(r) denotes the sublattice symmetry breaking
term. In analogy to the derivation for a scalar potential
in the Schro¨dinger equation [8], it is necessary to write
two copies of the Dirac equation corresponding to differ-
ent potentials, V1 and V2. The scattering amplitudes (or
phase-shifts, δ
[1]
m ) of the simpler problem H1 ≡ H0 + V1
are assumed to be known. Let us denote the eigenstates
of Ha ≡ H0 + Va in a given valley by
Ψam(r, φ) = e
imφ
(
Fa(r)
Ga(r)e
iφ
)
, (60)
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FIG. 2: Comparison between the exact value of ∆δm =
δV0+SO − δV0 and the DWBA result. The parameters used in
this plot are: ∆Isz = 7 eV, V0 = 70 meV and R = 1 nm.
and a = 1, 2. We aim at finding the phase-shifts in-
duced by the sublattice breaking term W (r). Inserting
the ansatz (60) into the Dirac equation, and using the
asymptotic form of graphene wavefunctions
Ψam(r, φ) →
√
2
pikr
[
cos (kr − ϕm + δam)
λi sin (kr − ϕm + δam)
]
, (61)
where ϕm = (2m+ 1)pi/4, we find
2λ
pik
sin
(
δ[1]m − δ[2]m
)
=
ˆ ∞
0
drr
[
δV+
~vF
F1(r)F2(r)
−δV−
~vF
G1(r)G2(r)
]
, (62)
where δV± ≡ V2 ±W2 − (V1 ±W1). The above result is
still exact; the DWBA is derived by employing the “Born
approximation”: F2(r) ' F1(r) and G2(r) ' G1(r). Spe-
cializing to the case of interest, i.e., V1 = V2 = V0(r),
W1 = 0, and W2 = W (r), the DWBA yields
∆δm = − ζpik
2~vF
ˆ ∞
0
drrW (r)
[
fm(r)
2 + gm(r)
2
]
, (63)
where ∆δm = δ
[2]
m − δ[1]m is the correction to the m-
th phase-shift δ
[1]
m introduced by the sublattice breaking
term W (r). In the above, fm(gm) are the partial-wave
amplitudes of the simpler problem H1 = H0 + V0(r) and
ζ = sgn(E − V0). We can use the equation above to cal-
culate ∆δm explicitly for an intrinsic-type disk scatterer
with V0(r) = V0Θ(R−r) and W (r) = ∆IszΘ(R−r). We
find
∆δm = −ζpisz
2
∆Ik
~vFα2
ˆ αR
0
duu
[
Jm(u)
2 − Jm+1(u)2
]
.
(64)
where α ≡ |k − V0/~vF |. The above expression can be
further simplified using the properties of Bessel functions
(not shown). In Fig. 2 we can see the comparison between
this approximation and the exact result using Eq. (27)
and the relation Ssm = ie
iδsm sin(δsm). The skew cross
section can be easily calculated under the DWBA:
ΣDWBA⊥ =
2
k
∞∑
m=−∞
(∆δm −∆δm+1) cos[2(δ[1]m − δ[1]m+1)].
(65)
The DWBA seems promising to compute phase-shifts
for intrinsic-type scatterers in the presence of a scalar
potential. However, it fails to correctly describe the
skew cross section (and thus SHE) for other symme-
tries or in the presence of resonant scattering. Here, we
briefly discuss a few situations where the approximation
is not valid. Our first example is provided by a void in
graphene, which is described by the boundary condition
requiring that the A-sublattice component of the spinor
|ψk(r)〉 vanishes at r = R. Hence, the spin-independent
part of the scattering phase shift δ
[1]
m fullfils:
tan δ[1]m =
Jm(kR)
Ym(kR)
. (66)
Note the symmetry δ
[1]
−m = δ
[1]
m . If we assume that the
intrinsic-type potential only acts in the edge of the void,
i.e., W (r) = R∆Iδ(r−R)τzσzsz, then, the DWBA gives
∆δm ∝
ˆ
rdr Ψ†m(r, φ)W (r)Ψm(r, φ)
= R∆I
[Ym(kR)Jm+1(kR)− Ym+1(kR)Jm(kR)]2
Y 2m(kR)
∝ ∆I , (67)
where we have used the Wronskian identity for
Bessel function, which implies that Ym(x)Jm+1(x) −
Ym+1(x)Jm(x) = 2/(pix). Hence, within the DWBA,
δ
[2]
m = δ
[2]
−m, that is, the same symmetry as for the void
potential, which implies the absence of skew scattering
and therefore SHE.
A second example is provided by a generic Rashba-type
scatterer, for which W (r) = ∆R(r) (τ
zσxsy − σysx). It
can be shown that within the DWBA, and at the low-
est order in ∆R, only the spin-flip amplitude f
ss¯(θ) 6= 0
gets corrected and therefore the skew cross section for
z-polarization (and hence SHE) is zero in this approxi-
mation, just as in the previous example.
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