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RÉSUMÉ
Le Groupe de recherche en appareillage médical de Sherbrooke possède une expertise
unique dans la conception de scanners à tomographie d’émission par positrons. Le fonc-
tionnement de la tomographie d’émission par positrons repose sur la détection de photons
d’annihilation colinéaires par un agencement de cristaux scintillateurs, photodétecteurs,
convertisseurs temps-numérique et électronique de traitement. Une partie du groupe de
recherche s’oriente vers l’utilisation des matrices de photodiodes à avalanches opérées en
mode Geiger, aﬁn d’obtenir une meilleure résolution temporelle du système et un seuil de
détection plus faible que les générations précédentes,ce qui permet de détecter les premiers
photons émis par le cristal scintillateur.
Le convertisseur temps-numérique (TDC) développé se veut un bloc polyvalent et réuti-
lisable mesurant des intervalles de temps avec grande précision. Son développement cible
des applications de détection monophotoniques avec estampilles temporelles comme la to-
mographie optique diﬀuse, les caméras 3D ou la tomographie d’émission par positrons. Il
s’intègre ici dans un circuit intégré en CMOS 130 nm assemblé verticalement avec plusieurs
gaufres et dédié à la détection en tomographie d’émission par positron. La méthodologie de
conception du convertisseur temps-numérique s’inspire d’une approche en signaux mixtes
avec suprématie du numérique.
En simulation, le TDC développé arbore une résolution de 14,5 ps, une non-linéarité dif-
férentielle de 1 bits de poids faible, une non-linéarité intégrale de 2,2 bits de poids faible,
une fréquence de conversion de 11,1 millions d’échantillons par seconde, une plage dyna-
mique de 5 ns, une puissance moyenne consommée en moyenne de 4,5mW et une taille
de 0,029mm2. Un mécanisme pour améliorer la résolution du TDC a été intégré dans
un exemplaire du TDC. Son utilisation a permis d’obtenir une résolution de 12,6 ps sur
un exemplaire du circuit fabriqué. Ces travaux ont permis d’explorer l’architecture en
oscillateur vernier avec anneaux et d’en faire ressortir plus clairement les avantages, les
inconvénients et les écueils à surveiller lors de la conception.
Mots-clés : Convertisseur temps-numérique (TDC), Oscillateur vernier en anneaux, Dé-
tection monophotonique, Circuit intégré, CMOS 130 nm, Tomographie d’émission
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CHAPITRE 1
INTRODUCTION
En 1957, Russell Kirsch et son équipe du National Bureau of Standards ont mis au point la
première solution d’imagerie numérique [44, 53]. Depuis cette première numérisation dotée
d’une résolution de 31 kilopixels, plusieurs générations d’imageurs ont su tirer avantage
des divers processus de miniaturisation et d’intégration pour atteindre prochainement
3,2 gigapixels en un seul capteur [32]. Le développement de l’imagerie numérique a propulsé
une multitude d’applications d’imagerie allant de la caméra intégrée dans chaque téléphone
intelligent à l’imagerie médicale. Un peu à l’image du discours du More than Moore qui
décrit l’intégration grandissante de plusieurs technologies hétérogènes en semi-conducteur
à oxyde de métal complémentaire (CMOS) comme alternative à l’intégration d’un nombre
sans cesse plus grand de transistors tel que dicté par la loi de Moore, les photodétecteurs
actuels comprennent de plus en plus de fonctions spécialisées, intégrant notamment la
mesure de l’intensité et la mesure du temps d’arrivée des photons [8]. Une mesure précise
du temps d’arrivée des photons permet la mesure de temps de vol pour des applications
de caméra 3D et en tomographie d’émission par positrons (TEP) ou encore la mesure de
courbes de ﬂuorescence.
1.1 Mise en contexte
Le Groupe de recherche en appareillage médical de Sherbrooke (GRAMS) est un groupe
de recherche localisé à l’Institut interdisciplinaire d’innovation technologique (3IT) de
l’Université de Sherbrooke. Le groupe travaille principalement au développement de scan-
ners d’imagerie médicale pour petits animaux combinant la tomographie d’émission par
positrons et la tomodensitométrie (TEP/TDM) pour oﬀrir une image tridimensionnelle
présentant simultanément les informations métaboliques et physiologiques.
La mise au point d’un tel scanner réside au conﬂuent de l’imagerie médicale et de la micro-
électronique. Les scanners développés sont des équipements de haute technologie utilisant
des circuits intégrés adaptés au début de la chaîne d’acquisition aﬁn de maximiser la
performance tout en minimisant la consommation électrique et l’espace utilisé. Des cir-
cuits intégrés commerciaux plus polyvalents, dont des réseaux prédiﬀusés programmables
(FPGA), assurent le traitement des informations en deuxième ligne et la réduction de la
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quantité de données à transmettre au système de reconstruction d’image. La conception
de l’électronique se fait directement pour les applications de la TEP/TDM dans le but de
maximiser les performances du système complet.
En TEP, le radiotraceur injecté dans le sujet se désintègre en émettant un positron qui
s’annihile ensuite produisant deux photons colinéaires de sens opposés de haute énergie. Le
scanner intercepte une partie de ces photons dans des blocs de cristaux scintillateurs qui les
convertissent en photons du spectre visible. Ces derniers seront ﬁnalement transformés en
signaux électriques à l’aide d’un transducteur optique, tels un tube photomultiplicateur ou
une photodiode avalanche. Les événements de détection des photons de haute énergie sont
recombinés à l’aide de leur estampille temporelle d’arrivée permettant ainsi de calculer
une ligne de réponse.
Les versions actuelles des scanners de Sherbrooke utilisent des photodiodes avalanches
en mode linéaire comme transducteur optique. Dans le cadre de l’élaboration d’un scan-
ner de troisième génération, une partie du groupe de recherche étudie l’utilisation de la
détection monophotonique avec estampille temporelle pour la détection en tomographie
d’émission par positrons. L’architecture proposée détecte les photons visibles émis dans
un cristal scintillateur à l’aide d’une matrice de photodiodes avalanches opérées en mode
Geiger et de circuits d’étouﬀement. Aﬁn de maximiser la surface sensible, le détecteur est
développé dans un assemblage innovant en trois dimensions composé de plusieurs gaufres
de CMOS où la matrice de photodétecteurs est sur le dessus et les circuits électroniques
de contrôle et de lecture sont répartis sur les deux gaufres inférieures comme illustré à la
ﬁgure 1.1. Dans le but de mesurer le temps d’arrivée du premier photon visible dans le
détecteur, l’impulsion électrique correspondant à cette première détection est transmise à
un circuit produisant une estampille temporelle d’une grande précision, le convertisseur
temps-numérique (TDC). La conception de ce circuit de mesure temporelle est l’objet
principal du projet de recherche exposé dans ce mémoire.
Le projet de recherche s’intègre dans une perspective d’exploration de technologies de
photodétection récentes et propices à l’intégration en CMOS conjuguée à une tentative
de diversiﬁcation des applications en termes de détection monophotonique avec estampille
temporelle. Il permettra, grâce à son intégration dans un circuit intégré tridimensionnel
dédié, d’obtenir des mesures de temps d’arrivée de photons avec précision et de valider
le concept de la chaîne de détection basée sur une matrice de photodiodes avalanches en
mode Geiger lues numériquement en cours de développement.
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Figure 1.1 Assemblage 3D du photodétecteur développé. Figure inspirée d’une
œuvre originale de Robert Patti, Tezzaron ; composée par Audrey Corbeil Ther-
rien, GRAMS ; adaptée pour le présent document.
1.2 Objectifs du projet de recherche
Le circuit intégré développé par le GRAMS est une œuvre collective intégrant plusieurs
modules. La puce réalisée en CMOS 130 nm et assemblée en 3D comprend les 2e et 3e tiers
de la ﬁgure 1.1. Le convertisseur temps-numérique, objet des travaux présentés dans ce
mémoire, est situé sur un seul tiers, le 3e. L’inclusion du TDC au sein d’un circuit intégré
multipartite engendre des contraintes de conception. La fréquence d’horloge système uti-
lisée dans la puce ﬁxe la période maximale que le TDC doit subdiviser pour augmenter la
précision de la mesure en temps par rapport à un compteur binaire synchronisé sur cette
première. La période, de 5 ns correspond donc à la plage dynamique minimale du TDC.
En plus de la mesure en temps, le système, réalisé dans un projet de doctorat parallèle,
récolte une mesure en énergie en comptant le nombre de photodiodes avalanches opérées
en mode Geiger déclenchées dans un intervalle de temps donné. Ce processus, d’une du-
rée de 100 ns, déﬁnit le temps mort maximal du TDC avant que celui-ci ne dégrade les
performances du système.
La conception du convertisseur temps-numérique a pour objectif la réponse à la question
de recherche :
Peut-on réaliser un TDC en CMOS 130 nm ayant une résolution de l’ordre de
20 psRMS, un temps mort inférieur à 100 ns et une plage dynamique de 5 ns
pour une application de détection monophotonique ?
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La démarche permettant d’y arriver peut être découpée en trois sous-objectifs. Première-
ment, il s’agit de concevoir un circuit permettant d’obtenir une résolution avoisinant les
20 ps. Deuxièmement, les parties asynchrones et synchrones du TDC doivent être agencées
pour respecter un temps mort total de 100 ns. Finalement, le TDC doit être calibré sur une
plage dynamique de 5 ns. La solution développée est un circuit basé sur une architecture
d’oscillateur vernier en anneaux et conçu en CMOS 130 nm.
1.3 Plan du document
Ce mémoire démarre par une revue de l’état de l’art explorant les applications de la dé-
tection monophotonique avec estampille temporelle de même que de diverses architectures
de TDC et occupant le chapitre 2. Y succède, au chapitre 3, un survol de la méthodologie
utilisée pour la conception du circuit et la réalisation de la vériﬁcation. Les détails de la
conception du TDC suivent au chapitre 4. Les résultats de simulations et leur analyse sont
présentés au chapitre 5. Finalement, une conclusion résume le projet et ses retombées.
CHAPITRE 2
ÉTAT DE L’ART
L’ajout d’une estampille temporelle précise à la détection monophotonique permet l’émer-
gence de plusieurs nouvelles solutions d’imagerie et l’amélioration des systèmes de détec-
tion actuels. Le présent chapitre débute par un survol de la détection monophotonique
suivi d’une comparaison des architectures de convertisseurs temps-numérique ainsi que
leurs performances.
2.1 La détection monophotonique
Les dispositifs électroniques fréquemment utilisés pour la détection de photons nécessitent
l’ionisation d’atomes (ionisation directe ou eﬀet photoélectrique) par un photon incident
aﬁn de créer des porteurs libres. La multiplication des porteurs par diverses structures
d’ampliﬁcation employant un champ électrique important crée un signal électronique uti-
lisable par les circuits de traitement. Lorsque le gain et la qualité du signal sont suﬃsants
pour discerner chacun des photons incidents, on parle alors de détection monophotonique.
Les paragraphes suivants présentent tout d’abord les détecteurs utilisés pour réaliser la
détection monophotonique, suivi de quelques applications utilisant l’estampillage temporel
des événements de détection monophotonique à des ﬁns d’imagerie.
2.1.1 Les détecteurs
Tube photomultiplicateur
Un tube photomultiplicateur (PMT) est la plus ancienne méthode de détection monopho-
tonique. Le PMT intègre une photocathode, une série de dynodes et une anode dans un
tube sous vide, le tout polarisé à des tensions pouvant atteindre les milliers de volts. La
détection débute lorsqu’un photon incident frappe la photocathode, en ionise un atome,
et libère un photoélectron à l’intérieur du tube. Un champ électrique intense accélère
l’électron et en multiplie le nombre par ionisation d’impact sur les dynodes subséquentes.
Une anode capture les électrons en bout de chaine et produit une impulsion par groupe
d’électrons incidents [21].
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Bien que dirigés par le champ électrique, la portion aléatoire du parcours des électrons dans
le tube photomultiplicateur entraine une variation du temps de propagation des électrons
de l’anode à la cathode et ainsi une gigue temporelle (timing jitter) du signal de détection.
Aﬁn de diminuer la variabilité des chemins possibles entre la cathode et l’anode et donc
la gigue temporelle du signal de détection, certains PMT utilisent des micro-canaux à
polarisation graduelle comme dynode combiné à une distance anode-photocathode réduite
(MCP-PMT, ﬁgure 2.1)[19]. Ce faisant, la résolution en temps typique d’un PMT passe
de quelques nanosecondes à quelques dizaines de picosecondes [5, 20, 29, 50].
Figure 2.1 Structure de la dynode d’un MCP-PMT [50].
Comme les PMT fonctionnent sous vide, ils sont encapsulés dans un boitier de verre, ce
qui augmente leur taille, la taille des interstices dans un montage en matrice et la fragilité
du dispositif [29]. Leur principe d’opération nécessite des tensions de polarisation élevées
plus diﬃciles à maîtriser [50]. Leur sensibilité aux champs magnétiques externes nécessite
plusieurs accommodements pour être utilisés avec un imageur par résonance magnétique
ou dans certaines expériences de physique des hautes énergies [21, 22]. Le coût unitaire
élevé des PMT favorise la recherche d’autres détecteurs monophotoniques [54].
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Photodiodes à avalanche monophotoniques
Les photodiodes à avalanche monophotoniques ou photodiode à avalanche opérées en mode
Geiger (PAMP) sont des photodiodes à avalanches opérées au-delà de leur tension de
claquage inverse. Lorsqu’un photon crée un photoélectron dans la zone de déplétion de
la photodiode par eﬀet photoélectrique, une avalanche de porteurs démarre et le courant
dans la diode croît rapidement [66]. Le gain de ce mode d’opération, de 105 à 107, est
suﬃsant pour réaliser la détection de photons uniques [35].
Pour préparer la PAMP à une détection subséquente, un circuit passif ou actif doit dé-
tecter le courant, étouﬀer l’avalanche et faire redescendre le point de polarisation de la
diode sous la tension de claquage inverse. Pour une PAMP individuelle, l’emplacement de
la création de la paire électrons-trous par eﬀet photoélectrique combiné à la structure de
la diode engendre une incertitude temporelle entre le moment de l’eﬀet photoélectrique
et celui de la détection [66]. La résolution temporelle de PAMP en CMOS de quelques
micromètres peut atteindre les 20 ps en largeur à mi-hauteur (LMH) [13, 66]. Le circuit de
détection inﬂuence également la résolution en temps des PAMP. La contribution tempo-
relle des meilleurs circuits de détection est inférieure à 40 ps LMH [59, 60]. Un circuit de
mesure permettant de caractériser la contribution à l’incertitude temporelle des diverses
composantes du détecteur se doit alors d’avoir une résolution et une précision du même
ordre de grandeur que la plus petite contribution, déterminant ainsi la résolution requise
du TDC qui suivra.
Les PAMP sont préférées aux PMT dans plusieurs applications, notamment par leur faible
taille, leur plus faible tension de polarisation, leur insensibilité aux champs magnétiques,
leur meilleure eﬃcacité de détection, leur plus faible coût unitaire et leur possibilité d’in-
tégration avec l’électronique de lecture [10, 12, 13, 22, 35]. Les PAMP souﬀrent par contre
d’une sensibilité aux défauts de fabrication [59].
2.1.2 Intégration
L’intégration des détecteurs monophotoniques pour constituer un système de détection
comporte plusieurs déﬁs. Les éléments à considérer pour qualiﬁer la précision de la mesure
temporelle d’un système de détection ne se limitent pas au détecteur monophotonique,
à son électronique de lecture et au circuit de mesure temporelle [51]. Il importe de tenir
compte des eﬀets attribuables aux interconnexions physiques et à l’électronique de relais.
Dans chaque circuit, le bruit électronique cause une variation de la tension à l’intérieur du
circuit. La majorité des signaux étant numériques, le bruit en amplitude se transforme en
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gigue temporelle quand la tension de signal croise le seuil de discrimination de la cellule





Les interconnexions introduisent ce bruit électronique par couplage capacitif, couplage in-
ductif ou par réﬂexion du signal. L’électronique de relais contribue également à la gigue
temporelle par des variations de performance temporelle découlant des ﬂuctuations aléa-
toires dans la tension d’alimentation.
Plus une interconnexion entre le détecteur monophotonique et le TDC s’avère longue,
plus l’électronique de relais sera importante et moins bonne sera la précision de la mesure
temporelle pour un même système de détection.
Dans une intégration matricielle planaire de PAMP outillées pour la détection monopho-
tonique avec estampille temporelle, l’intégration de l’électronique de lecture directement
dans chaque pixel permet de minimiser les longueurs d’interconnexions par rapport à une
solution de lecture sur une puce externe. Par contre, cela limite grandement le ratio de la
surface occupée par la structure photosensible. La réalisation d’un TDC intégré par pixel
de taille minimale peut alors nuire à sa précision de mesure [56]. Les PMT ne peuvent pas
être intégrés aussi densément étant donné leur taille et souﬀrent donc d’interconnexions
plus longues. D’autres solutions passent par l’intégration en trois dimensions des détec-
teurs permettant de superposer plusieurs puces électroniques [62]. Cette approche présente
une complexité plus élevée à la fabrication et au déverminage, mais permet une intégration
beaucoup plus dense par rapport à une solution sur puce unique et un meilleur ratio de
surface photosensible.
2.1.3 Applications de la détection monophotonique
Caméra 3D
La capture directe d’images en trois dimensions peut être réalisée de plusieurs façons : par
stéréoscopie, par triangulation ou par calcul du temps de vol (TOF) des photons [54]. La
dernière méthode utilise une matrice de photodétecteurs pour imager une scène, idéalement
des PAMP vu leur faible taille et leur facilité d’intégration. Le principe consiste en une
source lumineuse pulsée et synchronisée qui illumine le champ focal de la caméra. Cette
dernière détecte directement les photons réﬂéchis. Aﬁn de minimiser le bruit optique causé
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par la lumière ambiante, l’optique de la caméra peut être munie d’un ﬁltre restreignant
la lumière entrante aux longueurs d’onde avoisinant celle de la source lumineuse [2]. Un
TDC accompagne chaque pixel de la matrice de photodétecteurs pour mesurer le temps
de vol des photons.
En théorie, la résolution maximale en profondeur de l’image est fonction de la résolution
de la mesure en temps et de la vitesse de propagation de la lumière dans le milieu. Par
exemple dans le vide, on calcule cette résolution en fonction de la résolution de la mesure
temporelle du système à l’aide de l’équation 2.2 [54, 61], où le facteur 1/2 découle du
trajet aller-retour eﬀectué par la lumière, c est la vitesse de la lumière dans le vide et z la
profondeur mesurée.
z = c2 ∗ tTOF ⇒
z
tTOF
= 299,79 km/s2 ≈ 150 μm/ps (2.2)
La résolution obtenue dans l’air est sensiblement la même. Par contre, en pratique, la gigue
de temps due à une combinaison des variations de la source lumineuse, des trajets de la
lumière dans l’environnement de mesure, du photodétecteur et du TDC limite la précision
de ces systèmes [2, 45, 47]. La précision temporelle des systèmes de caméra 3D complets
actuels est inférieure à 100 ps, permettant une résolution spatiale inférieure à 9mm après
lissage par groupe de 1000 échantillons [45, 46]. La plus grande part de l’incertitude étant
attribuée au manque de précision du circuit de mesure temporelle, une amélioration de ce
circuit permettrait de meilleures performances globales.
Tomographie optique diﬀuse
La tomographie optique diﬀuse (TOD) utilise la détection directe de photons s’étant pro-
pagés dans un corps pour caractériser ce dernier en cartographiant les coeﬃcients d’ab-
sorption et de diﬀusion des tissus en trois dimensions [4, 5, 67]. Trois méthodes diﬀérentes
existent en TOD pour l’émission et la réception des photons : la détection en ondes conti-
nues, la détection en domaine fréquentiel et la détection de photons uniques corrélés en
temps (TCSPC) [4, 5, 20]. Contrairement aux deux premières approches, la TCSPC per-
met d’obtenir plus d’information d’une même exposition, notamment en faisant la distinc-
tion entre l’absorption et la diﬀusion [20, 26]. C’est également la méthode de choix pour
l’imagerie des tissus épais étant donné la sensibilité de la détection monophotonique. L’éta-
lement du temps de transit des photons au travers des petits animaux avoisinant 1 ns/cm
LMH, une résolution temporelle de 100 ps réponds amplement aux besoins actuels de ces
systèmes d’imagerie [31].
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Tomographie d’émission par positrons
La tomographie d’émission par positrons (TEP) construit une image 3D de la répartition
d’un radiotraceur dans un sujet. Suite à la désintégration du radiotraceur, le positron
s’annihile et émet deux photons de haute énergie colinéaires de sens opposés. Un détecteur
arrête un de ces photons d’annihilation à l’aide d’un cristal scintillateur qui produit en
échange un nombre variable de photons dans le spectre de la lumière visible. Dans les
scanners actuels, des détecteurs photoniques, tels les PMT ou les photodiodes à avalanches
en mode linéaire, convertissent ces derniers photons en un signal électrique analogique [10,
17, 35].
Une estampille temporelle du moment de détection permet le regroupement des événe-
ments de détection des deux photons d’annihilation et le calcul d’une ligne de réponse.
Une meilleure résolution temporelle du système signiﬁe une fenêtre de coïncidence pouvant
être réduite, une diminution des coïncidences fortuites, une augmentation du ratio signal
sur bruit des données en coïncidence et un meilleur contraste d’image [10]. Lorsqu’elle
est inférieure à la nanoseconde, elle permet une mesure de temps de vol (TOF) dans les
scanners humains délimitant l’endroit calculé de l’émission des photons d’annihilation à
une fraction de la ligne de réponse [10, 33]. Par exemple, une résolution de 600 ps LMH
permet de contraindre l’annihilation à une section d’environ 9 cm LMH le long de la ligne
de réponse [33, 35]. La diﬀérence entre la méthode conventionnelle et la méthode TOF est
illustrée à la ﬁgure 2.2. Dans l’optique d’améliorer les performances en TOF, le photodé-
tecteur doit être capable de détecter les premiers photons individuels émis par le cristal
d’où la nécessité de recourir à la détection monophotonique avec estampille temporelle
précise [33, 55].
Figure 2.2 Comparaison entre le calcul d’une ligne de réponse dans un scanner
TEP sans la mesure TOF (gauche) et avec la mesure TOF (droite) [40].
Les PAMP sont attrayantes pour réaliser cette tâche dans un scanner étant donné leur
excellente résolution temporelle. Leurs faibles dimensions permettent une bonne résolution
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spatiale et une intégration moins volumineuse. Leur faible sensibilité aux champs magné-
tiques ouvre la voie aux scanners combinés TEP et imagerie par résonance magnétique.
C’est sans compter leur faible coût unitaire et leur faible tension d’alimentation qui en
facilite l’utilisation.
En plus de la contribution du photodétecteur et du TDC, le type de cristal [42], la forme du
cristal [33] et le couplage cristal-photodétecteur [41] contribuent à la résolution temporelle
du système. Les résolutions temporelles des meilleurs cristaux actuellement utilisés en
TEP sont de l’ordre de quelques centaines de picosecondes [33, 35, 41, 42, 55]. Plusieurs
groupes de recherche travaillent à l’amélioration constante des performances des cristaux.
Dans le développement d’un nouveau système de détection, la caractérisation de l’apport
de chacune des composantes à la gigue temporelle du système complet permet un meilleur
diagnostic en vue d’en améliorer les performances. Pour ce faire, il est nécessaire d’avoir
une résolution et une précision du TDC inférieures à la gigue de temps à mesurer. Ainsi,
des performances avoisinant 20 ps sont souhaitables pour caractériser la réponse en temps
d’un système à base de PAMP.
En résumé, l’évolution des performances des applications utilisant les détecteurs mono-
photoniques passe impérativement par une mesure temporelle plus précise dans un espace
restreint et donc la conception de nouveaux systèmes de détection avec estampilles tem-
porelles précises. Les PAMP présentent plusieurs avantages par rapport aux PMT pour
relever les déﬁs de la miniaturisation et d’une intégration plus serrée des composantes des
détecteurs ainsi que de l’augmentation des performances par une meilleure résolution en
temps. Dans le développement d’un nouveau système de détection, la caractérisation de
l’apport de chacune des composantes à la gigue temporelle du système complet permet un
meilleur diagnostic en vue d’en améliorer les performances. Pour ce faire, il est nécessaire
d’avoir une résolution et une précision du TDC inférieures à la gigue de temps à mesurer.
Ainsi, des performances avoisinant 20 ps sont souhaitables pour caractériser la réponse en
temps d’un système à base de PAMP.
2.2 Convertisseurs temps-numérique
L’appellation convertisseurs temps-numérique (TDC) désigne des circuits électroniques
servant à mesurer des intervalles de temps. Dans un circuit numérique, le convertisseur
temps-numérique le plus simple est un compteur binaire s’incrémentant à chaque cycle
d’un signal d’horloge [18, 25]. Bien que ce circuit soit rarement qualiﬁé de TDC, il fait
partie intégrante de plusieurs architectures de mesure temporelle en fournissant la partie
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brute de l’estampille temporelle avec une précision de plus ou moins la période de l’horloge
utilisée.
Les sous-sections suivantes s’attardent plutôt à faire un survol de plusieurs architectures
de TDC permettant d’obtenir une résolution inférieure à une période d’horloge système.
Les performances atteintes avec ces architectures sont ensuite comparées et compilées dans
un tableau résumé (tableau 2.1).
2.2.1 Architectures de TDC
Les diﬀérentes architectures de TDC peuvent être réparties en deux grandes familles,
les solutions analogiques et les solutions numériques. Les TDC de nature analogique
combinent un convertisseur temps-amplitude (TAC) avec un convertisseur analogique-
numérique (ADC) pour arriver à une valeur numérique représentant l’intervalle de temps
en entrée (ﬁgure 2.3) [18, 23, 25, 26, 43, 58]. Le TAC utilise le plus souvent la charge à
courant constant d’une capacité pendant l’intervalle de temps à mesurer. La conversion en
tension peut également servir d’ampliﬁcation temporelle (TA) si la capacité se décharge
au travers d’une plus grande résistance et donc plus lentement [18]. Lorsque le temps de
cette décharge est mesuré à l’aide d’un compteur, on parle d’un ADC Wilkinson [11], mais
cette multiplication temporelle sert également d’étape intermédiaire pour augmenter la
résolution entre deux étages de TDC [37].
Figure 2.3 Architecture de TDC analogique.
Les TDC numériques utilisent les délais de propagation des cellules de logique numérique
pour moduler la vitesse de propagation des signaux à mesurer combinés à des circuits
détecteurs de phase, tels des bascules ou des arbitres, discriminant de façon binaire la
diﬀérence de phase entre les signaux [18, 23, 25].
Le TDC à ligne à délai simple (TDL) fonctionne sous le principe d’un signal d’arrêt
échantillonnant la progression du signal de départ au travers d’une ligne à délai à l’aide
de circuits détecteurs de phase. La ﬁgure 2.4(a) en illustre la structure de base. Il en
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résulte alors un code thermométrique quantiﬁant le déphasage entre les fronts des signaux
d’origine en nombre d’éléments de délai traversés [18, 23, 25]. Une variante de ce concept,
adapté aux FPGA, utilise plusieurs copies du signal à mesurer sur des entrées d’un FPGA
destinées à la communication série rapide [3]. Un délai diﬀérent est appliqué à chaque
copie du signal avant que l’horloge rapide des modules de réception échantillonne toutes
les copies simultanément.
Un circuit dérivé, le TDC à ligne à délai vernier (VDL), utilise deux lignes à délai pour
raﬃner la mesure. À l’instar du TDC à chaine à délai simple, le signal d’arrêt échantillonne
la progression du signal de départ, par contre le signal d’arrêt traverse également une
ligne à délai, plus rapide que la première, tel qu’illustré à la ﬁgure 2.4(b) [18, 23, 25, 52].
L’échantillonnage par chaque détecteur de phase est ainsi étalé dans le temps. La résolution
de mesure correspond alors à la diﬀérence de temps de propagation d’un délai entre les
deux lignes, d’où l’appellation de vernier. Dans l’équation 2.3 présentant cette relation,
tlent et trapide représentent respectivement le temps de propagation entre deux détecteurs
de phases consécutifs sur la ligne à délai lente et sur la ligne à délai rapide.
tResVer = tlent − trapide (2.3)
Le TDC à oscillateur vernier (VO) utilise deux oscillateurs démarrant de façon synchrone
avec le signal de départ et d’arrêt (ﬁgure 2.4(c)). Des compteurs sensibles aux fronts
montants et descendants et synchronisés sur chaque oscillateur déterminent le nombre
d’oscillations avant que les oscillations soient en phase. Cette architecture de TDC possède
2 modes de fonctionnement successifs : un mode oscillateur et un mode vernier.
Lorsque seul le front du signal de départ est présent dans le TDC, chaque tour d’oscillateur
incrémente un compteur de tours, quantiﬁant ainsi l’intervalle à mesurer par incréments
de tlent . Il s’agit du mode oscillateur. Le fonctionnement est semblable à une ligne à délai
simple repliée sur elle-même. Le nombre de tours complet se calcule aisément à l’aide de







Une fois le signal d’arrêt arrivé au TDC, le deuxième oscillateur démarre et le mode vernier
débute. L’intervalle à quantiﬁer en mode vernier correspond au résidu du mode oscillateur,
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soit la portion non complétée de la dernière oscillation de l’anneau lent (équation 2.5).
L’intervalle à quantiﬁer peut être vu comme le déphasage entre les 2 oscillateurs. Étant
donné les périodes d’oscillations diﬀérentes, à chaque tour d’oscillateur de l’anneau lent,
l’anneau rapide retranche tResVer à la diﬀérence de phase et ce, jusqu’à ce l’oscillation rapide
rattrape la lente, marquant ainsi la ﬁn de la conversion [6, 18, 23, 25, 57]. L’équation 2.6
décrit le nombre de tours eﬀectués en mode vernier.







Aﬁn de suivre la propagation des signaux dans les oscillateurs, des compteurs sont syn-
chronisés aux oscillateurs. La fréquence du premier étage du compteur dépend directement
de la période des oscillateurs. Les compteurs peuvent être l’élément limitatif en fréquence
d’un TDC VO pour une architecture donnée. L’estampille temporelle est dérivée de la
valeur ﬁnale des compteurs.
Le TDC à oscillateur vernier en anneaux (VRO) est une combinaison de l’oscillateur ver-
nier et de la ligne à délai vernier. Un nombre impair d’inverseurs connectés en anneau
forme chaque oscillateur. La nature discrète de ce circuit d’oscillation permet l’insertion
de détecteurs de phase entre chaque inverseur diminuant ainsi les contraintes de fréquence
pour les compteurs et comparant la phase des signaux plusieurs fois par période d’os-
cillation (ﬁgure 2.4(d)) [18, 23, 25, 65]. En plus de la valeur des compteurs de tours, le
code thermo-circulaire obtenu en sortie des détecteurs de phase contribue à l’estampille
temporelle malgré une étape de décodage plus complexe.
Une autre architecture, moins fréquente dans la littérature, les pulse-shrinking TDC, tire
avantage du temps de propagation en montée diﬀérent du temps de propagation en des-
cente des circuits numériques. À la diﬀérence des architectures numériques précédentes,
ce circuit mesure la durée d’une impulsion comme dans le cas des TDC analogiques. Une
chaine à délai vernier linéaire ou conﬁgurée en anneau retranche un intervalle de temps
à l’impulsion pour chaque élément de délai traversé jusqu’à ce que l’impulsion dispa-
raisse [15, 18, 23]. Le délai total de conﬁguration en anneau doit pouvoir contenir toute
l’impulsion à mesurer. Aussi, un compteur tient le compte du nombre de tours lorsque le
circuit est conﬁguré en anneau.
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Figure 2.4 Architectures de TDC numériques : (a) ligne à délai simple, (b) ligne
à délai vernier, (c) oscillateur vernier et (d) oscillateur vernier en anneaux.
Ces architectures représentent celles les plus rencontrées dans la littérature. D’autres ar-
chitectures souvent inspirées de celles énumérées permettent également la mesure du temps
avec une grande précision. La comparaison sur la base de plusieurs critères de performance
déclinés dans les sous-sections suivantes permet de choisir l’architecture qui convient aux
besoins et contraintes d’un projet.
2.2.2 Résolution et précision
Plusieurs articles font l’éloge de la résolution atteinte, mais n’abordent peu ou pas la
précision de leurs mesures ou en font une mesure partielle ne couvrant pas toute la plage
de conversion [11]. Il importe de distinguer la résolution et la précision d’une mesure.
La résolution correspond à la plus petite unité de temps représentée par un bit du code
numérique (LSB) en sortie du TDC tandis que la précision indique la ﬁabilité de la mesure
obtenue par le système. La variation des performances des composantes, des délais de
propagation, des alimentations, de la température locale et la sensibilité au bruit sont
tous des facteurs dégradant la précision de la mesure en temps [51]. La précision s’exprime
soit en temps, soit en multiples du LSB et est idéalement la plus faible possible [18, 23, 49].
Dans un TDC analogique, la résolution est déterminée par le coeﬃcient de conversion
du temps en amplitude et par la résolution du bloc de conversion analogique-numérique
en tension. La variation de ce coeﬃcient, le couplage du bruit sur la tension analogique
représentant l’intervalle de temps et la précision du convertisseur analogique-numérique
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aﬀectent tous la précision ﬁnale du système. En progressant vers les nouvelles technologies
de CMOS, la tension d’alimentation tend à diminuer ce qui nuit au ratio signal sur bruit
des tensions analogiques et désavantage les solutions de TDC analogiques [25].
Dans un système numérique, la résolution est fonction du délai d’un inverseur ou tampon
pour les lignes à délai simples, mais peut théoriquement être inﬁnie pour les architec-
tures vernier étant donné que la résolution correspond à la diﬀérence entre deux délais
tel qu’élaboré à la section 2.2.1. Le temps de propagation minimum des inverseurs pour
la technologie CMOS 130 nm avoisine les 35 ps [65] et tend à diminuer avec les nouveaux
nœuds technologiques de fabrication. Ce temps minimum suppose comme seule charge de
sortie de l’inverseur un second inverseur de taille minimale situé à proximité. L’ajout de
connexions multiples sur le noeud de sortie de l’inverseur fait augmenter rapidement son
temps de propagation. Des techniques de propagation anticipée des signaux permettent
toutefois de propager un signal plus rapidement en échange d’une complexité d’intercon-
nexion accrue [57]. Les meilleures résolutions atteignent quelques picosecondes tandis que
la précision se mesure plutôt en dizaines et centaines de picosecondes [43, 58].
Dans un TDC numérique, l’information existe sous deux formes : niveau logique ou moment
d’un front de transition. Le bruit électronique inﬂuence peu l’information conservée sous
forme de niveaux logiques. Par contre, en se superposant à la tension sur les fronts de
transition entre les niveaux logiques, le bruit rajoute de l’incertitude temporelle sur le
moment de transition suivant l’équation 2.1 [39], où la Pente est déterminée au point de
discrimination de la cellule logique suivante.
Ainsi, le nombre de transitions que subit le signal à quantiﬁer durant sa numérisation
inﬂuence la précision temporelle du front de transition. Comme les intervalles à mesurer
plus longs passent plus de temps dans le TDC, ne serait-ce que la durée dudit intervalle, le
front de transition eﬀectue plus de transitions et engendre ainsi une précision plus faible
de la mesure ﬁnale [36, 56].
En plus du bruit électronique dans le circuit, les variations dans la conﬁguration et la
fabrication de ces cellules numériques les rendent toutes diﬀérentes. Au niveau de la conﬁ-
guration du circuit, les choix de conception au moment du dessin des masques inﬂuencent
la sensibilité au bruit des lignes transportant les signaux et la stabilité des alimentations,
des eﬀets parasites se traduisant en un niveau de bruit accru et des précisions dégradées.
En prévision de la fabrication, il est possible de minimiser les eﬀets des variations du pro-
cédé en maximisant l’aire des transistors utilisés, en portant une attention à la symétrie
de l’environnement des transistors et en minimisant l’étalement de chaque dimension du
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circuit [48]. Malgré toutes les précautions au niveau du dessin des masques, des variations
aléatoires du procédé de fabrication entrainent des diﬀérences de performance entre les
cellules logiques d’un même circuit. Les structures en oscillateur ont l’avantage de réutili-
ser toujours les mêmes éléments, ce qui aide à la linéarité diﬀérentielle sur toute la plage
de mesure.
Les architectures de circuit intégré publiées vantent des résolutions de dizaines de pi-
cosecondes pour des lignes à délai vernier [52, 63] et de quelques picosecondes pour les
structures en oscillateur [57, 64, 65], mais n’aﬃche que rarement des informations sur la
précision de l’ensemble de la plage de mesure. Au niveau des implémentations sur FPGA,
les circuits réalisés en 90 nm ont des résolutions de mesure comparables aux TDC réali-
sés en circuit intégré sur des technologies de 130 nm et plus (tableau 2.1). La versatilité
du circuit intégré spéciﬁque permet donc une meilleure performance à un même nœud
technologique.
Parmi les architectures survolées, les TDC numériques en oscillateur et réalisés en cir-
cuit intégré permettent d’atteindre les meilleures résolutions. L’architecture à oscillateur
vernier en anneaux permet des résolutions légèrement inférieures. Les implémentations
dénichées pour cette architecture fournissent toutefois une précision de mesure sous la
résolution, ce qui permet de tirer pleinement proﬁt de cette dernière.
2.2.3 Consommation
La consommation en puissance de deux TDC d’architecture semblable dans la littéra-
ture varie grandement et se retrouve rarement parmi les caractéristiques vantées dans les
résumés d’articles. Contrairement au domaine des convertisseurs de tension analogique-
numérique qui utilisent couramment un facteur de mérite prenant en compte la consom-
mation du circuit de numérisation [49], les publications abordant les TDC ne présentent
pas encore de facteur de mérite d’usage généralisé. La consommation électrique d’un TDC
est un indice de performance important qui devient critique lorsqu’il est question d’une
intégration dense de TDC sur un circuit intégré.
En comparant les architectures entre elles, il appert que les solutions de TDC analo-
giques [43, 58] ont une consommation électrique généralement supérieure aux solutions de
TDC numériques, notamment à cause de leur consommation statique [18]. La consomma-
tion électrique des solutions numériques en circuit intégré se situe fréquemment sous les
10mW [37, 57, 63–65]. Les solutions sur FPGA tendent également à consommer plus que
des architectures semblables sur circuit intégré à application spéciﬁque (ASIC), et ce, sans
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considérer la consommation de base du FPGA nécessaire pour supporter le TDC qui y est
implémenté [3].
Pour les circuits numériques, l’équation 2.7 permet d’obtenir une approximation de la
consommation électrique dynamique d’un inverseur seul, où C est la capacité de charge
d’un inverseur, V dd est la tension d’alimentation et f la fréquence d’opération [7, 18]. Cette
équation prise seule ne permet pas d’apprécier la complexité de la consommation électrique
d’un TDC. Par exemple, dans un oscillateur vernier, les oscillateurs, les compteurs et
l’électronique de lecture utilisent des cellules logiques plus complexes que les inverseurs et
opèrent tous à des fréquences diﬀérentes. L’équation permet toutefois d’indiquer des pistes
de solutions pour minimiser la consommation d’une architecture donnée. En sélectionnant
une technologie où la tension d’alimentation est faible, un designer de circuit intégré a plus
de chances d’arriver à une faible consommation pour l’ensemble du TDC. Cette relation
incite également à l’utilisation de transistors de taille minimale, diminuant leur capacité
globale, mais les rendant plus sensibles aux variations du procédé de fabrication, comme
discuté à la sous-section 2.2.2.
Pdynamique = C × V dd2 × f (2.7)
2.2.4 Fréquence de conversion
La fréquence de conversion d’un TDC, régulièrement exprimée en échantillons par seconde,
représente le nombre de numérisations possible par seconde. Son inverse, le temps mort,
peut se décomposer en plusieurs constituants : le temps de conversion, le temps de post-
traitement et le temps de remise à zéro.
Ces temps varient beaucoup d’une architecture et d’une implémentation à l’autre, mais
également en fonction de l’intervalle de temps à mesurer. Certaines architectures per-
mettent la parallélisation des opérations, diminuant le temps mort total. L’importance
accordée à la fréquence de conversion dépend grandement de l’origine du signal à quanti-
ﬁer et donc de l’application ﬁnale.
Dans les TDC analogiques, le temps de conversion débute par la transduction de l’inter-
valle de temps en tension. Une fois l’intervalle écoulé, il faut ajouter le temps de conversion
de la numérisation de la tension. L’utilisation d’un ADC ﬂash permet d’obtenir des ré-
sultats rapides tandis qu’un ADC Wilkinson nécessite plus de temps [25, 58]. Suite à la
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conversion analogique-numérique, les données sont généralement sous forme binaire et uti-
lisables instantanément, nécessitant un temps de post-traitement nul. Pour réaliser une
seconde conversion, la tension aux bornes de la capacité du circuit de transduction doit
être réinitialisée, marquant un temps de remise à zéro.
Au niveau des TDC numériques, les lignes à délai simples réalisent une conversion temps-
numérique tout au long de l’intervalle à mesurer, mais nécessitent un décodage thermo-
métrique qui ajoute un temps de post-traitement [25]. Ce temps peut être rapide dans le
cadre d’un décodeur ﬂash ou opérer itérativement selon les architectures. Suite à la numé-
risation, les éléments de détection de phase, bascules ou arbitres doivent être remis à zéro.
La présence d’un port de remise à zéro sur chaque élément rend cette opération plus rapide
au coût d’éléments plus grands. Somme toute, ce type de TDC est un des plus rapides,
atteignant 500 MHz dans une conﬁguration spéciale utilisant des délais hiérarchiques [63].
Les structures vernier eﬀectuent, par contre, leur mesure en ralentissant la progression du
signal d’arrêt ce qui engendre un temps de conversion plus substantiel. Les conﬁgurations
en oscillateurs verniers peuvent réduire le temps de conversion sur les longs intervalles si la
dualité des modes d’opération détaillée à la section 2.2.1 est conﬁgurée adéquatement [23].
Le choix du nœud technologique de fabrication aide à diminuer le temps mort diﬀéremment
selon l’architecture du TDC. Les nœuds technologiques plus récents donnent généralement
accès à des inverseurs et autres éléments logiques dotés de temps de transit plus rapides.
Dans le cadre d’un TDC numérique à ligne à délai simple, cela peut réduire les temps de
post-traitement et de remise à zéro. Pour une architecture vernier, un temps de transit
plus rapide peut également se traduire en un taux de comparaisons par seconde supérieur,
pour une même résolution de mesure.
Plusieurs implémentations de TDC à oscillateurs atteignent des fréquences de conversions
respectables supérieures à 10 MHz [57, 64, 65]. La ligne à délai simple reste donc l’ar-
chitecture numérique de choix lorsque l’application demande une fréquence de conversion
supérieure.
2.2.5 Plage dynamique
La plage dynamique d’un TDC est l’intervalle de temps maximal qu’il sera capable de
mesurer. Dans les architectures analogiques, la fonction de transfert du temps en tension
et la tension maximale que peut numériser le système déterminent la plage dynamique.
Pour un ADC donné, la capacité du condensateur utilisé et le courant de charge peut être
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modiﬁée pour ajuster la plage mesurable, modiﬁant par contre la résolution et la précision
du même coup.
De façon générale, la plage dynamique d’un TDC utilisant des lignes à délai dépend du
nombre d’éléments de délais et de l’intervalle discriminé par chaque élément de délai. La
plage dynamique évolue linéairement en fonction du nombre d’éléments de délai conçus. La
plage dynamique des structures à oscillateurs se modiﬁe facilement en variant la plage de
mesure des compteurs de tours [23, 25]. Cette caractéristique fait des TDC à oscillateurs
une architecture de choix pour la réutilisation d’un TDC d’un projet à l’autre.
2.2.6 Taille du circuit
La taille du circuit découle de plusieurs décisions de conception notamment en ce qui a
trait à l’ensemble des critères de performance cités précédemment et au choix de la tech-
nologie de conception. Dans une perspective d’intégration et de contraintes d’espace, un
TDC seul dans un FPGA n’est pas envisageable étant donné la taille importante d’un
FPGA et des circuits de support nécessaires. Les TDC analogiques en CMOS occupent
généralement plus d’espace que leurs pendants numériques [26, 58]. Du côté numérique,
les structures en oscillation sont des améliorations des structures vernier linéaires et per-
mettent de diminuer de beaucoup la taille du circuit [52]. Il importe toutefois de choisir un
type de compteur compact pour suivre le nombre de tours. Les solutions numériques, bien
qu’en moyenne plus petites, ne peuvent être départagées par architecture étant donné les
variations importantes de taille d’une implémentation à l’autre (tableau 2.1).
2.2.7 TDC hiérarchiques
En plus d’avoir recours à un compteur binaire comme premier étage de numérisation,
certaines implémentations utilisent une architecture en cascade avec plusieurs niveaux
de raﬃnement temporel aﬁn de multiplier les avantages et mitiger les inconvénients de
chaque architecture [37, 52, 63]. Les structures de TDC subséquentes ont pour mission de
quantiﬁer le résidu temporel du TDC précédent et arborent ainsi une plage dynamique plus
petite. Dans les structures de TDC numériques à oscillateurs, les deux modes d’opération,
détaillés à la sous-section 2.2.1, procurent un fonctionnement hiérarchique intrinsèque à
l’architecture d’oscillation [23, 25, 65]. Dans toute conﬁguration hiérarchique, y compris
les TDC numériques à oscillateurs, il faut porter une attention particulière à l’alignement
des échelles de mesure de chaque étage de TDC pour éviter la présence de non-linéarités
dans les codes de sortie [11].
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2.3 Synthèse
En résumé, les solutions de TDC numériques conçues en circuit intégré se démarquent clai-
rement en termes d’espace utilisé et de puissance consommée tout en restant plus adaptées
aux nouveaux nœuds technologiques que les solutions de TDC analogiques. En considé-
rant le besoin d’une résolution et d’une précision de l’ordre de 20 ps pour caractériser
une PAMP, les implémentations d’oscillateurs vernier en anneaux [64, 65] sont les seules
répondant à ces deux contraintes parmi les architectures recensées dans la littérature.
CHAPITRE 3
MÉTHODOLOGIE
La méthodologie utilisée pour mener à bien ce projet s’inscrit sous des bannières familières
dans le monde du circuit intégré : la conception en signaux mixtes (mixed-signal design),
plus précisément selon une approche avec suprématie du numérique (digital-on-top ap-
proach). Les outils de développement utilisés appartiennent majoritairement à la suite de
conception analogique et numérique de Cadence®, incluant les outils de simulation ana-
logique et numérique, de même que les outils de vériﬁcation de Mentor Graphics® et la
plateforme de développement HDL ModelSim®, rendus accessibles au travers de CMC
Microsystèmes.
Le circuit faisant l’objet de ce mémoire a été réalisé en première canadienne en participant à
une soumission groupée chapeautée par MOSIS d’un circuit intégré avec interconnexions
verticales au travers du silicium (TSV) assemblé en 3D par un partenariat regroupant
Global Foundries et Tezzaron. La majorité du développement d’un ASIC 3D s’apparente
encore au processus de conception de circuits 2D hormis quelques détails pour aligner
et interfacer électriquement les gaufres. Le développement de circuits en signaux mixtes
est bien établi et connu du GRAMS, particulièrement en ce qui a trait à l’approche avec
suprématie de l’analogique (analog-on-top).
Bien que détaillées dans un ordre logique, les sections suivantes ne sont pas les compo-
santes d’un ﬂot de conception linéaire, mais plutôt d’un processus hautement itératif. Elles
présentent l’utilité de chaque étape dans le ﬂot de conception utilisé. La ﬁgure 3.1 et le
chapitre 4 en résument l’utilisation par module.
3.1 Modélisation initiale
Le but de la modélisation initiale consiste à réduire le risque des étapes de conception
suivantes et à guider les choix architecturaux. Elle rend possible la validation rapide du
fonctionnement d’un concept de circuit par la simulation d’un minimum de fonctionnali-
tés avant d’en entreprendre la conception détaillée. Le langage de description du matériel
numérique permet de décrire rapidement des circuits à conﬁguration variable et paramé-
trable en plus d’oﬀrir une vitesse de simulation beaucoup plus rapide que son pendant
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Figure 3.1 Outils méthodologiques utilisés pour chaque étape et sous-circuit.
analogique. Le groupe de recherche étant déjà à l’aise avec le langage VHDL, ce dernier
apparait comme le choix évident pour accomplir la tâche de modélisation.
3.2 Conception du circuit
La conception du circuit en intégration à très grande échelle (VLSI) passe par la réalisa-
tion bloc par bloc d’un circuit initial et par sa maturation en fonction des résultats de
nombreuses simulations pour arriver à un circuit ﬁnal. Ce dernier contient les ajustements
réalisés suite au dessin des masques, à l’extraction des parasites et aux simulations qui en
découlent. Trois approches diﬀérentes ont été utilisées pour arriver au circuit ﬁnal.
La première approche, provenant du monde analogique, consiste à réaliser l’ensemble du
circuit, tant en versions initiale que ﬁnale, en vues schématiques. Ce processus plus long
est par contre tout à fait approprié pour les modules incluant des sous-circuits réalisés
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sur mesure et nécessitant une simulation analogique précise comme la logique d’entrée du
TDC.
La deuxième approche, qui tire des éléments des ﬂots numérique et analogique, débute par
le développement rapide d’un circuit initial en langage de description du matériel, suivi
d’une étape de synthèse logique générant une liste des interconnexions ﬁnalement importée
sous forme de vue schématique. Ce ﬂot hybride permet de gérer une complexité accrue du
circuit et de développer rapidement un module grâce au langage de description du matériel.
La vue schématique ﬁnale est propice aux modiﬁcations manuelles et aux simulations
analogiques plus précises. Considérant le déploiement actuel des outils de conception au
GRAMS, le circuit synthétisé est limité à des cellules d’une librairie numérique standard
contrairement au circuit ﬁnal.
La dernière approche employée relève du design de circuit numérique. Un code VHDL
décrit la fonctionnalité du circuit tant en version initiale que ﬁnale. Cette approche est
avantageuse pour sa rapidité de simulation et sa gestion facile des circuits complexes.
Une simulation mixte permet la validation du circuit entier grâce à la co-simulation des
sections schématiques et en langage de description matériel. Cette approche permet la
simulation de sections de circuit modélisées concurremment avec d’autres plus avancés
dans leur élaboration. En considérant les contraintes des diverses sections du TDC, il
s’agit de l’approche la plus ﬂexible et au développement le plus rapide.
3.3 Dessin des masques
Pour le dessin des masques, deux approches diﬀérentes ont été utilisées en fonction de la
nature du circuit ﬁnal. Cette séparation concorde également avec la division des portions
asynchrones et synchrones du circuit global : les vues schématiques appellent au dessin et
placement manuel tandis que les vues en description fonctionnelles proﬁtent de la synthèse,
du placement et du routage automatique assisté.
Le placement manuel nécessite plus de temps, mais permet un contrôle ﬁn sur l’appa-
riement des composantes et interconnexions et sur l’ajout de redondance au niveau des
contacts et interconnexions.
Le ﬂot automatisé, beaucoup plus rapide et versatile que la méthode précédente ne per-
met pas un aussi bon contrôle de l’appariement des composantes et des interconnexions.
L’assistance au placement et routage automatique, notamment par l’ajout de contraintes
de proximité, permet un contrôle indirect des performances temporelles entre les modules.
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Le contrôle direct est préférable à la rédaction d’une multitude de contraintes pour le
circuit qui doivent ensuite être validées. Ainsi, la conﬁguration logicielle développée pour
ce projet n’inclut pas le placement automatique des modules réalisés sur mesure.
3.3.1 Fiabilité et appariement
Dans tout circuit de mesure de précision, l’appariement de ses composantes revêt une im-
portance capitale. Les variations de performance dans les circuits proviennent de plusieurs
phénomènes déterministes ou aléatoires. Le groupe des déterministes englobe les diﬀérences
électriques dans le dessin des masques et les eﬀets de proximité au niveau thermique, ca-
pacitif ou de stress de fabrication [49]. Ces eﬀets peuvent être contrôlés directement avec
un bon dessin des masques, souvent au prix d’une plus grande utilisation spatiale. À ce
chapitre, quelques techniques diﬀérentes font partie du trousseau de méthodes mises en
œuvre dans le développement du TDC.
Lors de la fabrication de chaque couche du circuit intégré, les structures voisines inﬂuencent
la largeur réelle de chaque trace [49]. Ainsi, les transistors en périphérie d’un groupe
homogène peuvent avoir des tailles fabriquées et des performances diﬀérentes. L’ajout
de transistors au dessin des masques identique et disposés en périphérie des transistors
aux performances critiques permet de contrôler cet eﬀet de voisinage. Ces ajouts, appelés
transistors factices, sont habituellement court-circuités au niveau des métaux supérieurs.
Plusieurs eﬀets de proximité dus à la géométrie des puits intrasilicium et aux traces métal-
liques de niveaux supérieurs sont reproduits par la copie et la translation d’un sous-circuit.
La rotation des circuits est à éviter considérant la directivité de certaines étapes du procédé
de fabrication. En plus des caractéristiques électriques de chaque transistor, les intercon-
nexions inﬂuencent les performances notamment par leur capacité. Il importe ainsi de
contrôler la charge capacitive de plusieurs interconnexions critiques de façon à obtenir des
valeurs semblables.
De leur côté, les phénomènes aléatoires découlent des aléas de la fabrication au niveau
de la gaufre de circuit intégré. Ce groupe inclut les variations de dopage, de mobilité et
les imperfections physiques du circuit [49]. Plusieurs de ces phénomènes inﬂuencent les
performances des transistors proportionnellement à l’inverse de leur aire [28, 48, 49]. Il
convient alors de maximiser l’aire de chaque transistor tout en considérant les impacts sur
la taille globale du circuit et sur sa vitesse.
Pour mitiger l’eﬀet d’imperfections physiques sur le circuit, comme des contacts plus ré-
sistifs et des dimensions altérées, il importe de se distancer des contraintes minimales de
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dessin en ajoutant des contacts et vias en redondance et en dessinant des interconnexions
plus larges. Encore une fois, un compromis s’avère nécessaire pour contrôler la taille du
circuit et les capacités parasites qui croissent avec la taille des structures.
Pour les circuits numériques utilisant la librairie de cellules standard, les concepts de
transistors factices et d’aire maximale des transistors ne s’appliquent pas. Par contre,
une méthodologie combinant la copie-translation et une reproduction de l’environnement
immédiat a été mise en place pour les circuits critiques placés manuellement. Pour les
composantes bénéﬁciant du placement automatisé, une contrainte géographique déﬁnie
près de la section du TDC placée manuellement limite l’éparpillement des cellules logiques
et les longues interconnexions. De plus, le recours à des vias doubles par le routeur permet
d’ajouter une redondance des interconnexions. Cette mesure s’est avérée eﬃcace pour plus
de 60 % des interconnexions du circuit intégré de détecteur entier.
Les eﬀorts d’appariement des composantes pour chaque module sont résumés au ta-
bleau 3.1.
Tableau 3.1 Techniques d’appariement par sous-circuit. Les blocs de circuit
sont déﬁnis comme tel : (A) Cœur du TDC - Éléments de délai, (B) Cœur
du TDC - Arbitres, (C) Logique d’entrée, (D) Détection du dépassement, (E)
Compteurs de tours et (F) Logique de lecture.
Bloc de circuit A B C D E F
Ajout de transistors faux X X
Copie-translation X X X X X
Reproduction de la charge du circuit X X X
Maximiser l’aire de grille des transistors X
Redondance des interconnexions X X X X X X
Contraintes spatiales au routage automatisé X
3.4 Vériﬁcation logicielle
L’étape de vériﬁcation logicielle englobe les opérations de simulation, la réalisation des
bancs de test et la vériﬁcation fonctionnelle de haut niveau de même que la rétroaction
suivant chaque étape.
3.4.1 Banc de test logiciel
Pour assurer une bonne qualité de banc de test, il convient de réaliser des bancs de test
logiciel de haut niveau avec des stimuli représentatifs des interactions aux frontières des
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modules et de les réutiliser fréquemment. Plusieurs types de bancs de test logiciel per-
mettent de générer les stimuli et sorties du circuit. Parmi les choix considérés, notons : le
banc de test schématique, le banc de test en VHDL et celui en Verilog-A.
Un banc de test schématique est rapide à concevoir, simple à réaliser et particulièrement
adapté pour générer des signaux périodiques indépendants, tels des signaux d’horloge et
des stimuli se répétant sur une période ﬁxe. L’ajout d’interactivité dans le banc de test
s’avère complexe et en fait un choix moins intéressant pour les simulations de processus à
temps de traitement variable ou utilisant la communication numérique. Un banc de test
en langage de description du matériel, VHDL ou Verilog-A, comble ces lacunes au coût
d’un développement légèrement plus complexe. Ces langages supportent également les
interactions avec des ﬁchiers textes, ce qui permet d’automatiser la lecture des résultats et
d’eﬀectuer des analyses plus complexes. Le VHDL est tout indiqué pour le traitement de
signaux numériques. Dans la suite d’outils de Cadence® disponible pour le développement
du circuit, une simulation mixte incluant du VHDL n’est supportée que par le simulateur
AMS dont l’algorithme est limité à 4 ﬁls d’exécution. Le Verilog-A permet indirectement de
traiter des signaux numériques, mais possède l’avantage d’être supporté par le simulateur
rapide APS sur 8 ﬁls d’exécution, oﬀrant ainsi des temps de simulation réduits lors de
simulations analogiques avec parasites.
Chaque version d’un banc de test trouve ses applications : le schématique, pour les simu-
lations analogiques précises, le VHDL pour suivre le développement rapide de circuits en
description du matériel et le Verilog-A pour la vériﬁcation ﬁnale du circuit synthétisé ou
avec parasites.
3.4.2 Vériﬁcation fonctionnelle de haut niveau
Puisqu’elle nécessite beaucoup de ressources informatiques, l’approche de simulation mixte
utilisée pour la vériﬁcation à l’échelle d’un module n’est pas une solution viable pour si-
muler le fonctionnement d’un circuit intégré entier de plusieurs millimètres carrés. En
considérant les parasites analogiques intercalés entre des cellules numériques, l’élabora-
tion requiert plus de mémoire vive que disponible et les temps de simulation ne sont pas
réalistes. Pour contourner ce problème, l’industrie propose la réalisation d’un modèle en
langage de description du matériel au comportement identique à celui des blocs analogiques
après extraction des parasites. Cela permet d’obtenir des performances de simulation sem-
blables à celles en simulation numérique [9, 27, 30]. La vériﬁcation haut-niveau simule le
fonctionnement du circuit intégré en combinant le modèle de la portion analogique avec les
blocs numérique et les délais d’interconnexions numériques. Il est ainsi possible de vériﬁer
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l’interopérabilité des divers blocs développés individuellement dans un temps raisonnable,
ce qui évite plusieurs erreurs d’intégration.
3.5 Tests
Les petites dimensions et la grande intégration d’un circuit intégré sont à la fois sa force
et une diﬃculté quand vient le temps de tester et déboguer un circuit fabriqué. La plani-
ﬁcation des tests permettant de vériﬁer le fonctionnement et les performances du circuit
fabriqué débute avec la conception du circuit. Lors de la première itération d’un circuit
nouveau utilisant une technologie de fabrication nouvelle, l’inclusion de structures de test
pour des sous-sections indépendantes du circuit permet une meilleure caractérisation et
facilite le débogage. Le plan de test consigne l’ensemble des tests à réaliser et les méthodes
et équipements nécessaires pour eﬀectuer les mesures désirées.
3.6 Outils de conception
Tout au long du développement, une attention particulière a été portée en vue d’améliorer
le ﬂot de conception du circuit intégré. Qu’il s’agisse de la conﬁguration d’un module logi-
ciel pour nos besoins, de la création de cellules programmables ou de scripts automatisant
des opérations routinières, ces modiﬁcations ont été partagées aﬁn de faciliter le travail
des collègues.
3.7 Synthèse
Ce chapitre a présenté diverses méthodes utilisées dans la conception du convertisseur
temps-numérique, objet principal des travaux présentés dans ce mémoire. Une méthodolo-
gie juste et simple s’avère essentielle au déroulement d’un projet de recherche d’envergure
en permettant une vériﬁcation adéquate des performances à chaque étape de conception.
Le détail de la conception du circuit intégré, objet du chapitre suivant, fait référence aux
méthodes évoquées dans ce chapitre.
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CONCEPTION
La nomenclature utilisée dans les schémas électriques de ce chapitre prévoit qu’un «n» en
préﬁxe d’un nom de signal lui associe à un niveau logique bas l’état décrit dans son nom.
Les paragraphes suivants présentent la technologie de fabrication, l’architecture du TDC,
la validation et les structures de test.
4.1 Technologie de fabrication
La circuit intégré fabriqué est une variante de CMOS 130 nm produit par Global Foundries
et assemblé en 3D par Tezzaron. La trousse de conception comprend plusieurs saveurs de
transistors dont des transistors 3,3V et des transistors 1,5V à tension de seuil faible ou
régulière. Les transistors 1,5V à faible tension de seuil sont ceux qui oﬀrent les transitions
les plus rapides et la plus petite consommation spatiale. Le circuit du TDC conçu a
avantage à utiliser cette variété de transistors pour conserver des pentes de transitions
plus rapides, faciliter l’atteinte d’une résolution plus ﬁne et contribuer à diminuer le temps
de conversion. Ce choix ﬁxe du fait même les alimentations VDD à 1,5V et VSS à 0V.
Étant donné que plusieurs exemplaires du TDC seront intégrés dans une matrice complexe
et que la technologie sélectionnée ne possède que 5 niveaux de métallisation conﬁgurables,
le TDC ne peut donc réalistement bénéﬁcier que d’une seule alimentation globale à 1,5V.
4.2 Architecture du TDC
Le convertisseur temps-numérique conçu ici arbore une architecture de vernier à oscilla-
teurs en anneaux. Un intervalle de temps entre deux fronts montants incidents correspond
à l’information à quantiﬁer. La conﬁguration du circuit en fait un TDC hiérarchique ayant
deux modes de mesure consécutifs : un mode oscillateur et un mode vernier. La ﬁgure 4.1
présente la séquence de fonctionnement du TDC.
La ﬁgure 4.2 exhibe le schéma bloc global du circuit conçu. Lorsque le front montant du
signal de départ se présente, il est dirigé vers l’anneau oscillant le plus lentement. La quan-
tiﬁcation en mode oscillateur débute alors. Des compteurs se chargent de suivre le nombre
de révolutions dans l’anneau. À l’arrivée du signal d’arrêt, le nombre de tours complets en
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Figure 4.1 Diagramme de la séquence de fonctionnement du TDC. RàZ est un
signal asynchrone de remise à zéro.
mode oscillateur est conservé et la fraction de tour restante correspond au résidu temporel
quantiﬁé en mode vernier. Le signal d’arrêt progresse dans un anneau oscillant légèrement
plus rapidement jusqu’à ce qu’il rattrape le signal de départ. La détection du dépassement
recense l’électronique qui détecte ce rattrapage et en consigne l’emplacement sous forme
de code thermométrique. Le circuit d’encodage convertit le lieu de dépassement en un code
binaire et y concatène les valeurs de compteurs pour produire une estampille de sortie.
Les sous-sections suivantes décrivent chacune la conception d’un bloc diﬀérent du circuit.
4.2.1 Cœur du TDC
Le cœur du TDC est constitué de deux lignes à délai aux temps de propagation légèrement
diﬀérents et d’une série d’arbitres connectés entre les deux lignes à délai. Ces dernières
sont composées d’un nombre impair d’éléments de délai au comportement inverseur. La
diﬀérence de temps de propagation est liée à la résolution en mode vernier du TDC. Le
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cœur du TDC est un module aux performances temporelles critiques puisqu’il héberge les
signaux à mesurer pendant la majeure partie de la numérisation. Une partie du circuit
résultant est présenté à la ﬁgure 4.3. L’arbitre de détection de dépassement précoce est
illustré à la ﬁgure 4.10
L’importance du cœur dans le fonctionnement global du TDC, combiné à son compor-
tement numérique en fait un candidat idéal pour la modélisation initiale par description
fonctionnelle. Le ﬂot de développement analogique s’impose ensuite, étant donné l’inclu-
sion de plusieurs sous-circuits sur mesure et de leur performance temporelle asynchrone
critique.
Éléments de délai
Les éléments de délai contrôlent la propagation des fronts de signaux. Pour permettre de
suivre la progression du signal sur plusieurs tours dans le TDC, ces éléments doivent avoir
un comportement inverseur et être de nombre impair. Aﬁn d’injecter le signal d’entrée dans
l’anneau, le premier élément est muni de 2 entrées, l’une provenant du dernier élément
et l’autre de la logique d’entrée. Par souci de précision de la mesure, les éléments de
délai subséquents sont identiques et munis de deux entrées. L’ensemble de ces contraintes
pointe vers l’adoption d’une cellule NAND balancée et possédant des transistors en série
contrôlant le temps de propagation tel qu’illustré à la ﬁgure 4.4. Les ports inutilisés sont
connectés à VDD pour assurer une propagation du signal tout au long de l’anneau.
Comme l’objectif est d’avoir plusieurs copies du TDC dans un même circuit intégré et
plusieurs exemplaires de circuits intégrés avec des performances similaires, un eﬀort d’ap-
pariement des composantes s’avère crucial. Les éléments de délai bénéﬁcient donc de l’ajout
de transistors factices, de la copie-translation, de la reproduction de la charge du circuit,
d’une maximisation de l’aire des grilles des transistors et de la redondance des intercon-
nexions.
L’application de la stratégie de maximisation de l’aire des grilles de transistors donne lieu
à un compromis entre l’aire maximale, la taille du circuit et le délai de propagation, ﬁxant
ainsi aux environs de 3 × Lmin la longueur de grille des transistors pour le circuit initial.
La largeur des grilles des NAND est optimisée pour obtenir des pentes de montées et
de descentes similaires, ce qui résulte en des PMOS 2,1 fois plus larges que les NMOS.
L’ajustement des délais de propagation porte la longueur de grille entre 330 et 320 nm
avant le dessin des masques, les éléments rapides et lents proﬁtant de largeurs diﬀérentes.
Le temps de propagation est beaucoup plus sensible à la longueur des transistors qu’à leur
largeur, comme imagé à la ﬁgure 4.5. Suite au dessin des masques, l’ajout des parasites dans
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Figure 4.3 Circuit partiel simpliﬁé du cœur du TDC. Seulement 2⁄5 des éléments
de délais sont présentés, les éléments subséquents présentant une conﬁguration
analogue.
Figure 4.4 Circuit d’une cellule de délai NAND : VBIASP et VBIASN sont
des tensions de polarisation contrôlant la vitesse de propagation.
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les simulations augmente beaucoup le temps de propagation. La solution ne nécessitant pas
une refonte complète du circuit consiste alors à porter la longueur de grille des transistors
des éléments de délai à 200 nm pour les éléments rapides et une combinaison de 210 nm
pour les NMOS et 220 nm pour les PMOS des éléments lents. Avec ces tailles de transistor,
le délai de propagation d’un NAND avoisine les 200 ps.
La diﬀérence de taille entre les transistors des éléments de délai lents et rapides, équivalente
à quelques multiples de la grille de dessin, peut tout de même être considérée comme faible.
Aﬁn d’éviter que des variations de procédés ne nuisent au fonctionnement du TDC en
modiﬁant trop les temps de propagation, un mécanisme de sûreté à été prévu dès le début
de la conception sous la forme de 3 transistors d’étouﬀement série. Les transistors MP2
et MP3 de la ﬁgure 4.4 contrôlent le courant des branches de PMOS suivant la tension
VBIASP tandis que le NMOS MN0 agit suivant la tension VBIASN. Le contrôle du
courant permet d’augmenter le temps de transit des éléments de délai et permet d’ajuster
la résolution. Les tensions de contrôle restent distinctes pour les éléments lents et rapides
aux niveaux hiérarchiques supérieurs pour un total de 4 degrés de liberté. Les traces
électriques acheminant ces tensions critiques doivent toutefois parcourir l’ensemble du
circuit pour se rendre au TDC et peuvent injecter du bruit au cœur du TDC. C’est
pourquoi, dans les dernières phases de développement du circuit, après avoir simulé le
circuit avec les composantes parasites extraites du dessin des masques et selon les cas de
performances marginales, les tensions d’ajustement ont été ﬁxées aux alimentations locales
pour les exemplaires du TDC intégrés aux pixels du prototype. Les TDC de tests détaillés
à la section 4.5.2 ont toutefois conservé cette fonctionnalité dans un but exploratoire,
notamment pour augmenter la résolution de mesure en mode vernier.
Arbitres
Le détecteur de phase le plus courant est composé d’une simple bascule D. Cette com-
posante n’oﬀre malheureusement pas de traitement temporel symétrique entre ses entrées
D et CLK lors de la détection. En contrepartie, un arbitre est un détecteur de phase
spécialement conçu pour discriminer l’ordre d’arrivée des signaux incidents.
Le circuit de l’arbitre présenté à la ﬁgure 4.6 est inspiré de [34]. Dans ce circuit, les transis-
tors MN2, MN8, MP3, MP11 sont deux inverseurs interreliés semblables à la conﬁguration
d’une cellule de mémoire statique. Lorsque les entrées IN1 et IN2 ou le signal de remise
à zéro en logique négative RN ont un niveau bas, les sorties OUT1 et OUT2 arborent un
niveau haut. Dès qu’une des entrées monte en tension, la tension de la sortie correspon-
dante descend et bloque l’autre sortie à un niveau haut. Simultanément, le signal d’entrée
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Les courbes de 13,5μm, 26μm 
et 38,5μm sont superposées
Figure 4.5 Temps de propagation du NAND en fonction des tailles de transis-
tors. W correspond à la largeur des NMOS, les PMOS sont 2,1 fois plus larges,
VBIASP = 0V, VBIASN = 1,5V.
se propage dans une porte OU (non montrée) pour venir bloquer MP2 et MP12 qui assu-
raient un niveau haut en sortie. La porte OU et les transistors MP2 et MP12 permettent
un retour à l’état initial rapide lorsque les deux entrées de l’arbitre présentent des niveaux
logiques bas. Ainsi, tant que IN1 ou IN2 arbore un niveau haut, l’arbitre conserve la valeur
de ces sorties. Le tableau 4.1 présente la table de vérité de l’arbitre.
Les arbitres ne sont sensibles qu’à un seul front, le front montant dans le cas présent.
En considérant le comportement inverseur des éléments de délai, un arbitre alternera
les détections et les remises à zéro à chaque tour d’un oscillateur d’éléments de délai.
Pour discriminer la phase après chaque élément de délai, 2 arbitres, chacun conçu pour
Tableau 4.1 Table de vérité d’un arbitre.
Entrées Signal interne Sorties
RN IN1 IN2 or_out OUT1 OUT2
0 X X X 1 1
1 0 0 0 1 1
1 1 0 1 0 1
1 0 1 1 1 0
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Figure 4.6 Circuit d’un arbitre. La partie supérieure est une porte OU balancée
tandis que la partie inférieure constitue le circuit discriminateur de phase.
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discriminer une polarité, seraient nécessaires. Aﬁn de préserver une uniformité dans les
arbitres suivant les variations de procédés, minimiser la taille du circuit ﬁnal et réduire
la quantité de connexions émanant des nœuds des circuits oscillateurs, le circuit conçu
ne possède qu’une série d’arbitres sensibles aux fronts montants. Un arbitre sur deux en
alternance est prêt à réaliser une détection de phase à chaque tour.
Ce faisant, la résolution temporelle en mode oscillateur se détermine à l’aide de l’équa-
tion 4.1, où NE´l./tour est le nombre d’éléments de délai par tour, tlent , le temps de propa-
gation d’un élément de délai et le facteur 2 attribuable aux 2 tours d’oscillateur nécessaire
pour couvrir tous les arbitres. La résolution ﬁne en mode vernier du TDC se calcule à
l’aide de l’équation 4.2, où trapide est le temps de propagation d’un élément de délai rapide
et le facteur 2 découlant de la sensibilité d’un arbitre sur deux en alternance. Le position-
nement et la numérotation des arbitres sont visibles sur la ﬁgure 4.7. La numérotation
utilisée reﬂète l’ordre dans lequel les arbitres font feu considérant la sensibilité aux seuls
fronts montants et que les signaux SLOW et FAST débutent par un front montant.
tResOsc = 2 × NE´l./tour × tlent (4.1)
tResVer = 2 × (tlent − trapide) (4.2)
Pour des diﬀérences de temps d’arrivée faibles entre les deux entrées, le temps de stabilisa-
tion obtenu par simulation des sorties de l’arbitre arbore une tendance exponentiellement
décroissante comme illustré à la ﬁgure 4.8. En considérant que le prochain arbitre actif
verra ses entrées IN1 et IN2 mises à jour après le délai de 2 NAND, soit environ 400 ps,
et que cet arbitre se stabilisera en un minimum de 60 ps, le temps de stabilisation peut
Figure 4.7 Emplacement et numérotation des éléments dans le cœur du TDC.
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engendrer une erreur de l’ordre de un LSB seulement pour des intervalles à discriminer
inférieurs à la picoseconde. Cette situation n’est donc pas problématique.
Aﬁn d’assurer la symétrie dans leur traitement, les arbitres doivent avoir une performance
interne constante. Toutefois, une variation du temps de propagation des signaux n’inﬂue
pas sur la fonctionnalité du circuit. Ainsi, l’eﬀort d’appariement est appliqué localement
par l’ajout de transistors factices, la copie-translation des transistors, la reproduction de la
charge du circuit et l’ajout de redondance dans les interconnexions, sans toutefois mettre
de l’avant une grande aire de grille.
4.2.2 Logique d’entrée
La fonctionnalité assumée par la logique d’entrée consiste à détecter l’entrée d’un signal
de départ et à ne laisser passer le front d’un signal d’arrêt qu’après l’incidence du signal de
départ. Dans le circuit simpliﬁé présenté à la ﬁgure 4.9, les bascules I30 et I36 capturent les
fronts incidents. L’arbitre I35 détermine l’ordre d’arrivée des signaux. La cellule à délai I38
retarde le signal STOP_1 le temps que l’arbitre se stabilise. La porte NAND I37 bloque
le signal d’arrêt si le signal de départ n’est pas déjà passé. Les cellules I33 et I34 balancent
le temps de propagation des parcours des signaux de départ et d’arrêt. Les séquences de
réponse aux cas types font l’objet du tableau 4.2.
La fonctionnalité asynchrone et l’inclusion d’une cellule sur mesure dans le module de
logique d’entrée entrainent le développement du circuit selon un ﬂot analogique. Le be-
soin de symétrie temporelle du circuit justiﬁe l’utilisation de la copie-translation, de la
reproduction de la charge du circuit et de l’ajout de redondance dans les interconnexions.
4.2.3 Détection du dépassement
Le module de détection du dépassement décèle la ﬁn de la conversion. Il sauvegarde ensuite
l’état des arbitres du cœur du TDC sous forme de code thermométrique replié sur lui-même
Tableau 4.2 Table de vérité de la logique d’entrée.
Entrées Signaux internes Sorties
START STOP nReset START_1 STOP_1 nSTOP_premier SLOW FAST
0 0 0 0 0 1 0 0
↗ 0 1 ↗ 0 1 ↗ 0
0 ↗ 1 0 ↗ ↘ 0 0
1 ↗ 1 1 ↗ 1 1 ↗
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Figure 4.8 Délai de stabilisation simulé sans parasites de l’arbitre en fonction
de la diﬀérence du temps d’arrivée des entrées.
Figure 4.9 Circuit simpliﬁé du module de logique d’entrée.
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ou code thermo-circulaire. Une version simpliﬁée du circuit est présentée aux ﬁgures 4.10
et 4.11. Le circuit détecte ce dépassement lorsqu’un arbitre signale l’arrivée du FAST en
premier (signaux FastFirst) en capturant cet événement s’il est valide et en propageant en
sortie un bit de niveau logique bas à la position équivalente du bus en sortie (CodeThermo).
Dépassement précoce
Lorsque le signal de départ est présent dans son oscillateur lent et que le signal d’arrêt
incident arbore un déphasage légèrement inférieur à un multiple entier de la période d’os-
cillation de l’anneau lent, le premier arbitre du cœur du TDC rencontré est déjà remis à
zéro et sensible au prochain front incident. Ainsi, il détectera l’antériorité du signal d’arrêt
et se déclenchera, précipitant la ﬁn de la conversion alors qu’un résidu légèrement inférieur
à une période d’oscillation de l’anneau lent doit être quantiﬁé par le TDC. Cette situation
découle de la conﬁguration en oscillateur vernier du TDC. Ce cas spécial de dépassement
non valide est baptisé ici dépassement précoce. L’approche sélectionnée consiste à anticiper
la possibilité d’un dépassement précoce et à inhiber le circuit de détection du dépassement
régulier jusqu’à ce que, du point de vue de l’arbitre #1, le signal de départ précède le
signal d’arrêt. Ce circuit ne doit toutefois pas confondre le cas d’un signal d’arrêt inci-
dent arborant un déphasage inférieur à la résolution vernier du TDC, ce qui déclenchera
légitimement le premier arbitre.
La ﬁgure 4.10 présente le circuit implémenté dans le cœur du TDC. Le positionnement
fonctionnel de l’arbitre I39 inclus dans cette portion du circuit est illustré à la ﬁgure 4.7. Il
produit un signal de niveau logique bas nFastBeforeLast lorsque la phase du signal FAST se
présente avant le signal au dernier élément de l’anneau lent S<5>. Ce signal est acheminé
au circuit de détection du dépassement à la ﬁgure 4.11 Si l’ensemble des conditions sont
en place pour l’occurrence d’un dépassement précoce, la bascule I5 est active au lieu de
I6 et une détection de dépassement par le premier arbitre du cœur entraine le signal
Figure 4.10 Circuit simpliﬁé générant le signal nFastBeforeLast. Ce circuit fait
partie de la détection du dépassement, mais est localisé dans le cœur du TDC.
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nDepassementPrecoce vers le bas jusqu’à ce que le signal de départ paraisse de nouveau
en avance au niveau du premier arbitre.
Le dépassement est détecté quand un élément du vecteur CodeThermo adopte un niveau
logique bas. Deux bascules synchronisent le signal de contrôle pour assurer une lecture
correcte du code de sortie par le circuit de décodage thermocyclique.
Le recours à une méthodologie utilisant la description fonctionnelle permet de gérer la
complexité logique de ce module tandis que la synthèse de circuit et l’importation en vue
schématique rendent possible l’ajustement ﬁn des performances temporelles du module.
Au niveau du dessin des masques, le placement manuel des cellules standards permet
d’appliquer la stratégie d’appariement de copie-translation.
4.2.4 Compteurs de tours
Les compteurs sont essentiels pour suivre la progression des signaux dans un TDC oscil-
lateur et doivent donc être rapides. Ils peuvent s’intégrer suivant plusieurs conﬁgurations
dans un TDC à oscillateur vernier. Du fait que les compteurs sont synchronisés sur l’os-
cillateur vernier et non sur une horloge externe, une lecture sans erreur des compteurs
durant leur opération devrait s’opérer de façon synchronisée avec l’oscillateur vernier, ce
qui est peu souhaitable. Lors du développement, plusieurs architectures de compteurs ont
été évaluées : Gray, registre à décalage à rétroaction linéaire (LFSR) et binaire asynchrone.
Un compteur de type Gray est avantageux pour réduire les erreurs de lectures lorsque ce
dernier est lu en cours de compte. Comme cette fonction n’est pas utile pour le TDC actuel
et que selon des simulations préliminaires, un compteur Grey opère jusqu’à 3 fois moins
rapidement que le compteur binaire asynchrone, ce type de compteur est écarté pour ne
pas limiter le circuit dans ses performances.
La vitesse d’un compteur LFSR permet des performances temporelles semblables au comp-
teur binaire asynchrone, mais nécessite toutefois un décodage complexe en sortie. Il est
également plus énergivore étant donné le nombre élevé de transitions qu’il engendre [1].
Le compteur binaire asynchrone, également appelé ripple counter a l’avantage de nécessiter
peu de composantes, d’être rapide et d’oﬀrir un code de sortie rapidement utilisable.
Comme chaque étage opère à une fréquence deux fois inférieure à l’étage antérieur, seules
les performances temporelles du premier étage du compteur sont critiques. Un temps de
stabilisation est nécessaire avant la lecture du compteur pour permettre la propagation
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complète des signaux. Cette situation n’est pas problématique en comparaison aux autres
temps de post traitement du TDC.
À l’image des arbitres, un compteur typique n’est sensible qu’à un front montant ou descen-
dant. Comme les arbitres du TDC fournissent la position du dépassement sur deux tours
des oscillateurs, le compteur peut n’être incrémenté qu’aux deux tours, sur les fronts mon-
tants. L’ajout d’un deuxième compteur sur le front descendant permet d’avoir constam-
ment un compteur présentant une valeur stable. Le circuit de post-traitement peut ainsi
choisir le compteur le moins susceptible d’être corrompu en fonction de la position du
dépassement dans les anneaux. L’algorithme choisissant le compteur adéquat peut être
ajusté suite à la caractérisation complète du TDC fabriqué, compensant ainsi pour les
délais de la logique de détection du dépassement. Puisque le dépassement d’un compteur
entraînerait une erreur majeure dans la mesure du TDC, la profondeur des compteurs est
ajustée de façon à couvrir l’ensemble des cas rencontrés lors des simulations des variations
du procédé. Ainsi, pour un circuit aux performances typiques, tous les codes des compteurs
ne sont pas utilisés.
Les compteurs doivent également permettre de faire la distinction entre le nombre de tours
eﬀectués en mode oscillateur et ceux en mode vernier pour tirer avantage du fonctionne-
ment hiérarchique intrinsèque du TDC VRO. Une première paire de compteurs tient le
compte dans le mode oscillateur du TDC sur 2 bits : DCodd compte les fronts descendants
des tours impairs et DCeven les fronts montants des tours pairs. La deuxième paire garde le
compte total jusqu’à la ﬁn de la conversion sur 6 bits : DTodd compte les fronts descendants
des tours impairs et DTeven les fronts montants des tours pairs.
4.2.5 Circuit d’encodage
Le circuit d’encodage regroupe les fonctionnalités d’encodage de l’estampille en sortie dont
l’encodage thermo-circulaire à binaire de même qu’une machine à états ﬁnis synchrone
gérant la remise à zéro des modules. La complexité logique et la nature synchrone de
ces fonctionnalités justiﬁent le recours à un ﬂot de développement entièrement numérique
intégrant la description fonctionnelle en VHDL, la synthèse de circuit et le placement et
routage automatisé. L’utilisation d’une contrainte spatiale de routage permet toutefois de
s’assurer que la logique de contrôle du TDC soit placée dans l’environnement immédiat
du TDC. Les sous-sections suivantes détaillent la composition du code de sortie.
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Estampille en sortie
Comme le circuit en est à sa première révision, il est souhaitable de transmettre en sortie le
plus de données brutes possible par l’estampille en sortie et d’eﬀectuer un traitement ﬁnal
à l’externe à l’aide d’un système reprogrammable, ici un FPGA. Par contre, le nombre de
bits d’information dans le code de sortie du TDC est limité, il convient donc d’optimiser
l’usage de chaque bit pour en arriver à un compromis.
L’estampille temporelle brute disponible en sortie du TDC s’étend sur les 13 bits alloués.
Le détail de chacun des bits est présenté dans le tableau 4.3. Les variables DDiﬀC et DDiﬀT
du code de sortie sont déﬁnies aux équations 4.3 et 4.4.
Tableau 4.3 Aﬀectation des bits du code de sortie du TDC.
12 11 10 9 8 7 6 5 4 3 2 1 0
DDiﬀC DDiﬀT DCeven DTeven DArbitre
DDiﬀC = DCodd − DCeven ∈ {0,1} (4.3)
DDiﬀT = DTodd − DTeven ∈ {0,1} (4.4)
Encodage thermo-circulaire à binaire
Le code disponible en sortie du module de détection du dépassement est constitué d’un
vecteur de 5 bits, tous à des niveaux logiques hauts sauf 1 bit indiquant le lieu du dépasse-
ment. L’algorithme conçu retourne la position du premier niveau logique bas trouvé dans
le vecteur DArbitre encodé binaire sur 3 bits, sauvant ainsi 2 bits. La conversion, déclenchée
de façon synchrone, s’exécute en moins d’un cycle d’horloge.
4.2.6 Compteur système
Le TDC décrit jusqu’à présent mesure un intervalle avec une plage dynamique d’une
période d’horloge système de 5 ns. Dans une optique de scanner dédié à la TEP, cette
plage dynamique n’est pas suﬃsante. Ainsi, un compteur système implémenté dans le
circuit intégré hors du TDC décrit dans ce mémoire multiplie la plage dynamique de
mesure. Ce compteur opère à la fréquence système de 200MHz sur une plage de 19 bits,
couvrant ainsi plus de 2,6ms.
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Pour un compteur binaire synchrone contrôlé par une consigne asynchrone, une incerti-
tude de ±1 unité existe sur la mesure [23, 25]. Pour contourner ce problème, la logique
accompagnant le compteur système utilise une copie du signal FAST généré par la logique
d’entrée du TDC pour prélever une copie de l’estampille système au bon moment. Le
signal généré dans la logique d’entrée suit le front d’horloge utilisé comme signal d’arrêt
d’un temps déterministe, il est donc synchrone et permet d’éliminer l’incertitude dans la
logique du compteur système.
4.2.7 Post-traitement
Dans la conﬁguration actuelle, une étape de conversion sur ordinateur transforme l’estam-
pille de sortie en valeur temporelle. Avec une maitrise grandissante de l’architecture de
vernier à oscillateur en anneaux, il serait concevable d’intégrer cette conversion à même le
circuit intégré d’une révision future.
Dans le circuit implémenté, les simulations avec parasites montrent un déphasage entre
l’incrémentation des compteurs et l’oscillation du cœur du TDC. Une compensation en
post-traitement permet de garder une électronique intégrée simple tout en sélectionnant la
valeur de compteur la moins susceptible de souﬀrir d’incertitude due au signal de contrôle
asynchrone. Ainsi, la conversion utilise un calcul à base des seuils SOsc, STA et STB pour
obtenir les valeurs corrigées des compteurs DCcor et DTcor (équations 4.3 et 4.4). Il est alors
possible de convertir l’intervalle mesuré en mode vernier TVernier en utilisant l’équation 4.7,
où tResVer correspond à la résolution du mode vernier tel que déterminé par caractérisation
du TDC et NE´l./tour au nombre d’éléments traversés par période d’oscillation. L’intervalle
en mode oscillateur TOsc est calculé à l’aide de tResOsc, également déterminé par caractéri-
sation (équation 4.8). En dernier lieu, il ne reste qu’à additionner les deux contributions




DCeven + DDiﬀC − 1, DTeven > SOsc





DTeven, DArbitre = STA
DTeven + DDiﬀT − 1, STA < DArbitre < STB
DTeven − 1, DArbitre = STB
(4.6)
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TVernier = [(DArbitre − 1) + NE´l./tour(DTcor − DCcor)] × tResVer (4.7)
TOsc = DCcor × tResOsc (4.8)
TTotal = TOsc + TVernier (4.9)
4.3 Dessin des masques
Le dessin des masques de fabrication du circuit intègre les éléments de méthodologie dé-
crits à la section 3.3 et dont l’usage est résumé au tableau 3.1. La ﬁgure 4.12 présente
le résultat du placement manuel du cœur du TDC, de la logique d’entrée, de la détec-
tion du dépassement et des compteurs de tours. Cette portion du circuit mesure 100 μm
par 280 μm, soit 0,028mm2. Lors de son inclusion dans le circuit, un bus de distribution
d’alimentation entoure cette portion du circuit, rajoutant 10 μm dans chaque direction.
De plus, la logique de contrôle est assujettie au placement et routage automatisé et se
situe hors de cette zone. Les rapports de synthèse numérique indiquent que cette section
occupe 986 μm2 avant routage. La taille brute d’un exemplaire complet du TDC avoisine
donc 0,029mm2.
Suite à la conception des sous-modules individuels, les choix de placement et routage
représentent un déﬁ de taille. Aﬁn d’équilibrer la capacité parasite sur les nœuds à haute
fréquence du cœur du TDC, une architecture de bus blindé est implémentée pour minimiser
la diaphonie et équilibrer les capacités parasites sur tous les nœuds. Ainsi, toutes les traces
reliant les éléments de délais entre elles possèdent la même longueur et un environnement
similaire. Cette même stratégie s’applique aux interconnexions entre les arbitres et la
logique de détection du dépassement. Les éléments numériques placés manuellement ont
bénéﬁcié d’un routage des signaux d’horloge manuel. Ces circuits ont ensuite été simulés
comme des circuits analogiques avec parasites et variations des paramètres du procédé aﬁn
de vériﬁer l’absence de métastabilités.
4.4 Vériﬁcation logicielle
La vériﬁcation logicielle s’eﬀectue à l’aide d’un ensemble de bancs de test permettant tant
des vériﬁcations unitaires qu’au niveau du système. Parmi les bancs de test, une attention
particulière fut portée à la réalisation d’un banc de test global simulant les interactions
externes du TDC. Ce banc de test, initialement réalisé en VHDL, a été converti en Verilog-
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A pour proﬁter des performances du simulateur APS. La version ﬁnale du banc de test
permet de réaliser un balayage de l’ensemble de la plage dynamique de façon linéaire ou
par interpolation successive. La sortie, écrite dans un ﬁcher texte, permet de suivre la
progression de la simulation et, à l’aide du post-traitement, de trouver les codes erronés
sans attendre la ﬁn de la simulation. Le ﬁchier texte compile l’intervalle à mesurer, le
temps de conversion du cœur du TDC, le temps de conversion total, le code de sortie,
l’énergie et le courant RMS consommés par la section placée manuellement et l’énergie
et le courant RMS consommés par la logique numérique au placement automatique. Pour
épargner du temps de simulation, le banc de test démarre une nouvelle conversion quelques
cycles d’horloge après la ﬁn de la précédente.
Aﬁn de valider l’intégration des divers projets dans le circuit intégré, une simulation
fonctionnelle de haut niveau a été réalisée. Pour répondre aux exigences énoncées à la
section 3.4.2, un module VHDL remplace tous les circuits placés manuellement tout en
prenant soin d’en calquer les valeurs en sorties et les performances temporelles. Les sec-
tions de circuit bénéﬁciant du placement et routage assisté, déjà converties en Verilog par
la synthèse, voient les délais des cellules numériques ajustés par le logiciel de placement
et routage pour prendre en compte les délais de propagations estimés.
4.5 Structures de test
Aﬁn de valider les performances des composantes réalisées en circuit intégré, plusieurs
structures de test ont été incluses dans le circuit ﬁnal. Les sous-sections suivantes pré-
sentent plusieurs de ces structures et leur fonctionnalité prévue au moment de la concep-
tion de même que le circuit imprimé supportant les tests.
4.5.1 Chaines à délai
Les éléments de délai inclus dans le cœur du TDC jouent un rôle crucial dans la numérisa-
tion de la mesure temporelle. Aﬁn de mesurer leur contribution à l’incertitude temporelle
et la variation de leur délai de propagation en fonction de la tension de polarisation, des
chaines de NAND rapides et NAND lents contrôlés en tension sont connectées entre des
plots d’interconnexions du circuit intégré. Le schéma électrique de la ﬁgure 4.13 résume
ce circuit. L’utilisation d’un générateur d’impulsions rapide et d’un oscilloscope en sortie
permettra de déterminer leurs caractéristiques.
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Figure 4.13 Schéma électrique équivalent des chaînes à délai de test.
4.5.2 TDC de test
En plus des TDC inclus avec les matrices de pixels, 3 copies additionnelles du TDC existent
dans le circuit intégré. La ﬁgure 4.14 en détaille la conﬁguration.
Le TDC de test #0 possède des sorties supplémentaires pour aider au débogage fonctionnel.
Les signaux extraits du cœur du TDC sont : F<3>, la sortie du 3e élément élément de
délai rapide, S<3>, la sortie du 3e élément de délai lent, de même que nSlow_ﬁrst<4> et
nFast_ﬁrst<4>, les sorties de l’arbitre relié aux deux signaux précédents. Ces sorties sont
ampliﬁées et dirigées vers des plots d’interconnexions. Pour plus de ﬂexibilité, le TDC est
alimenté par des signaux de départ et d’arrêt externes transmis au travers d’un récepteur
à transmission diﬀérentielle basse-tension (LVDS). Cette conﬁguration permet d’utiliser
ce TDC de façon autonome.
Identique au TDC #0 hormis l’absence des sorties supplémentaires, le TDC #1 vise prin-
cipalement la réalisation de la mesure de la fonction de transfert. Deux méthodes sont
possibles, soit une méthode directe par incrémentation lente de l’intervalle à mesurer
généré par deux oscillateurs contrôlés en température ou une méthode statistique par l’ac-
cumulation de millions d’intervalles générés par deux signaux oscillatoires non corrélés.
La combinaison du TDC #2 et du TDC normal présent au haut de la ﬁgure 4.14 vise à
estimer la gigue temporelle des circuits du WiredOR et du Qualiﬁer. Les deux derniers
TDC peuvent servir indiﬀéremment à la mesure de la fréquence de conversion ou de la
consommation électrique.
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Figure 4.14 Schéma électrique simpliﬁé des TDC de test. Les cellules I14 à I17
assurent le transport des signaux du TDC aux plots de connexion du circuit
intégré. Les bits de conﬁguration et les sorties de données numériques des TDC
ne sont pas représentés.
4.5.3 Circuit imprimé supportant les tests
L’infrastructure de test du circuit intégré repose sur la réalisation d’une carte de circuit im-
primé (PCB). Ce circuit imprimé inclut entre autres des circuits d’alimentation, un FPGA
assurant les communications externes, des structures pour le contrôle thermique du circuit
et des oscillateurs ainsi que des interconnexions dédiées aux tests. Les signaux d’horloge
y sont distribués à l’aide d’une série de composantes à très faible gigue temporelle. Le
circuit intégré est interfacé électriquement au PCB à l’aide de microcâblages.
Aﬁn de réaliser les tests de résolution et précision, un oscillateur LM113-200 (200MHz ±25
ppm) est utilisé pour générer des signaux de départ indépendants de l’horloge système du
circuit. Un circuit de distribution d’horloge LMK01000 (80 ps RMS de gigue de phase)
permet de diviser l’horloge pour obtenir une fréquence inférieure nécessaire à la mesure de
densité de codes.
4.6 Conclusion
En synthèse, la conception du TDC vernier à oscillateurs en anneaux a été divisé en plu-
sieurs blocs. La logique d’entrée assure le conditionnement des fronts de signal incidents
dont on veut quantiﬁer la diﬀérence de phase. Le cœur du TDC réduit progressivement ce
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déphasage tout en évaluant quel signal est en avance. Le circuit de détection du dépasse-
ment identiﬁe le moment où le deuxième front rattrape le premier, marquant la ﬁn de la
conversion, et arrête le compteur de tours. Un circuit d’encodage minimise le nombre de
bits d’information à transmettre hors du TDC. Un compteur système, externe au TDC,
ajoute ensuite 19 bits pour étendre la plage de mesure. L’estampille temporelle subit alors
un post-traitement hors du circuit intégré, convertissant une série de bits en une mesure
temporelle.
Le dessin des masques du circuit intégré fait le pont entre le circuit conçu et la fabri-
cation en technologie CMOS 130 nm. Une vériﬁcation logicielle permet une rétroaction
et un raﬃnement des performances du TDC en cours de conception. Un ensemble de
circuits complémentaires conçus et implémentés permettront également de mesurer indé-
pendamment les performances du circuit réalisé. Le chapitre suivant énumère et analyse
ces performances.
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CHAPITRE 5
RÉSULTATS ET ANALYSE
Ce chapitre débute en détaillant les performances du convertisseur temps-numérique conçu
telles qu’obtenues par simulations du circuit et par la caractérisation d’un exemplaire
fabriqué du TDC. En second lieu, ces indices de performance sont analysés et des pistes
d’amélioration sont oﬀertes.
5.1 Performance du TDC
Un exemplaire intégré au circuit de détection et le TDC de test #0 ont servi à la caractéri-
sation du circuit fabriqué. Ce dernier est doté de sorties permettant d’observer directement
la période d’oscillation des deux anneaux et le comportement des arbitres comme détaillé à
la section 4.5.2. Étant donné des délais de fabrications hors normes, seuls des tests partiels
ont été réalisés sur les TDC fabriqués. Les informations sur la résolution et la précision de
la mesure ont pu être extraites du fonctionnement circuit.
Les autres indices des performances décrits ci-dessous découlent de l’analyse des résultats
d’une simulation incluant les parasites extraits de la portion du circuit placée manuelle-
ment et de la vue schématique de la portion placée automatiquement. Les tableaux 5.1
et 5.2 présentent les paramètres de simulation utilisés.
Tableau 5.1 Paramètres du simulateur.
Logiciel APS
Précision Moderate
Réduction des parasites Activé, Default
Tableau 5.2 Paramètres du banc de test.
Intervalles en entrée
Initial Final Incrément
Notation amin amax δa
Valeur 0 ps 5000 ps 330 fs
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5.1.1 Résolution et précision
La résolution du TDC est obtenue par la méthode statistique de densité des codes. Cette
méthode consiste à stimuler le TDC à l’aide d’une source non corrélée avec l’horloge
système et à construire un histogramme des codes de conversion obtenus [14, 16, 58]. Dans
un TDC idéal, la probabilité d’obtenir chaque code est identique et il en découle donc un
histogramme où les classes ont toutes une amplitude uniforme. Les aléas de fabrication
et d’opération du circuit modiﬁent la probabilité associée à chaque code de TDC et se
reﬂètent ainsi sur l’histogramme construit. Les paragraphes suivants présentent d’abord
les résultats de simulation avant d’aborder la résolution et la précision obtenue sur deux
variantes du TDC fabriquées.
La ﬁgure 5.1 présente la densité normalisée pour un TDC simulé. Pour cette simulation,
les tensions d’ajustement sont ﬁxées aux alimentations comme dans le cas du TDC intégré
au circuit de détection. Dans la ﬁgure, les deux points près d’une fréquence normalisée
unitaire correspondent aux premiers paliers en mode vernier de nouveaux incréments du
mode oscillation du TDC. Ils font l’objet d’une discussion à la section 5.2.1. Le dernier code
de TDC obtient une fréquence inférieure parce que la largeur du palier est tronquée par la
ﬁn de la plage dynamique déterminée par l’horloge de référence. Étant donné la distribution
uniforme des intervalles à mesurer en entrée, la résolution du TDC correspond à la moyenne
du nombre de conversions par code de sortie multiplié par l’incrément d’intervalles d’entrée.
L’équation 5.1 présente cette relation, où s est une liste exprimant la fréquence absolue
de chacun des codes de sortie durant la simulation exprimée en évènements par code de
TDC et δa, l’incrément de temps entre deux intervalles temporels utilisés comme stimuli
en secondes. La résolution obtenue par simulation se situe à 14,15 ps.
tResVer = s¯ × δa (5.1)
Au niveau de la précision de mesure du TDC, les équations 5.2 et 5.3 [18, 38] présentent
les formules de la non-linéarité diﬀérentielle (DNL) et de la non-linéarité intégrale (INL)
utilisées pour produire la ﬁgure 5.2. On y constate un DNL maximum de ±1 LSB et un INL
de ±2,2 LSB. Un facteur de correction calculé pour chaque palier suite à la caractérisation
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Figure 5.1 Histogramme normalisé des Codes de TDC simulé.










Pour mettre en œuvre la mesure de densité des codes sur un TDC fabriqué, un oscillateur
indépendant génère les impulsions de départ tandis que l’horloge système sert de signal
d’arrêt. L’oscillateur indépendant doit d’avoir une fréquence signiﬁcativement inférieure
à l’horloge système aﬁn d’obtenir une distribution uniforme d’intervalles à mesurer. La
résolution mesurée sur un exemplaire du TDC inclus au sein du circuit de détection et
dont les tensions d’ajustement sont ﬁxes est de 31 ps. Au niveau de la précision, le DNL
maximum avoisine les 2,15 LSB tandis que le INL brut atteint 9,6 LSB tel que présenté à
la ﬁgure 5.3. Comme la plage dynamique du TDC est ﬁxée à 5 ns par l’horloge système, le
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Figure 5.2 Précision du TDC simulé. Simulation de la plage complète de mesure
balayant les intervalles à mesurer par incréments de 330 fs.
nombre de codes de TDC utilisés varie directement avec la résolution et diﬀère ainsi des
résultats de simulation.
Des données préliminaires récoltées sur un exemplaire fabriqué de TDC de test #0 dé-
montrent la possibilité d’atteindre une résolution de mesure supérieure en modiﬁant les
tensions d’ajustement. En variant les tensions d’ajustement de l’anneau rapide, il est pos-
sible de diminuer le courant dans ces éléments de délai et donc la période d’oscillation
de l’anneau rapide. En diminuant l’écart de périodes d’oscillation des anneaux lents et
rapides, la résolution vernier est améliorée. Les sorties de test présentées aux ﬁgures 5.4
et 5.5 montrent des périodes d’oscillation médianes de 2,077 ns pour l’oscillateur lent et de
2,014 ns pour l’oscillateur rapide du TDC de test #0, résultant en une résolution en mode
vernier d’environ 12,6 ps après ajustement. Ainsi, en variant les tensions d’ajustement, le
TDC conçu atteint l’objectif de résolution du projet.
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Figure 5.3 Précision du TDC intégré au canal 1 du détecteur.
Figure 5.4 Période d’oscillation de l’anneau lent du TDC #0.
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Figure 5.5 Période d’oscillation de l’anneau rapide du TDC #0.
5.1.2 Fréquence de conversion
La ﬁgure 5.6 aﬃche le temps de conversion simulé pour chaque intervalle en entrée. La
mesure correspond au temps écoulé entre le signal de départ incident et un front montant
de l’horloge système où le signal de ﬁn de conversion est actif. Avant de convertir ces
valeurs en une fréquence de conversion, il est nécessaire de rajouter une période d’horloge
dédiée à la remise à zéro du TDC. Ce faisant, le plus long temps mort advenant une série
d’intervalles atteint 90 ns, ce qui est inférieur à la limite de 100 ns ﬁxée par le deuxième
sous-objectif. La fréquence de conversion résultante est 11,1MHz.
5.1.3 Plage dynamique
La plage dynamique se reconnait à la périodicité des codes en sortie pour des intervalles en
entrée grandissants. Sur la ﬁgure 5.7, obtenue par simulation, cette périodicité se produit
sur 5 ns, atteignant ainsi le sous-objectif relatif à la plage dynamique.
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Figure 5.6 Temps de conversion du TDC simulé en fonction de l’intervalle à
mesurer.
Figure 5.7 Fonction de transfert du TDC simulé.
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5.1.4 Consommation
Le calcul de la consommation débute par la mesure de l’énergie utilisée par une conver-
sion en simulation, tel que détaillé à l’équation 5.4, où Ei représente l’énergie consommée
durant la conversion, t0 l’instant où le signal de départ croise VDD/2 et t1 l’instant où
le signal indiquant la ﬁn de conversion est actif et qu’un front montant d’horloge se pré-
sente. La puissance moyenne de la conversion correspond ensuite à l’énergie divisée par le
temps de mesure correspondant (équation 5.5). La puissance moyenne simulée pour chaque
intervalle en entrée fait l’objet de la ﬁgure 5.8. Il importe de noter que cette puissance
inclut seulement la phase de conversion, du début de l’intervalle à mesurer jusqu’à la ﬁn
de la conversion. La remise à zéro et l’attente du prochain intervalle qui suivent la ﬁn de
la conversion diminueront la puissance moyenne réellement consommée. La moyenne sur
toute la plage de codes de TDC est 4,5mW pour une utilisation constante, soit plus de
11.1 millions de quantiﬁcations par seconde.






(t1(i) − t0(i)) (5.5)
5.1.5 Tableau résumé
Le tableau 5.3 reprend la comparaison des TDC du tableau 2.1 en y intégrant les perfor-
mances du TDC actuel, facilitant ainsi la comparaison des performances.
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Figure 5.8 Puissance moyenne du TDC en fonction de l’intervalle à mesurer
en entrée.












































































































































































































































































































La présente discussion débute en mettant en perspective les résultats obtenus tout en
suggérant quelques avenues permettant d’améliorer les performances du circuit.
5.2.1 Résolution et précision
La résolution obtenue pour le TDC intégré au circuit de détection est moins bonne que ne
le prévoyaient les simulations du circuit. Cette diﬀérence peut s’expliquer par une précision
insuﬃsante de la simulation utilisée. Il semble que l’approche consistant à varier légèrement
les tailles de transistors des éléments de délai est insuﬃsante pour garantir une résolution
du TDC en mode vernier. Le recours à des tensions d’ajustement permets toutefois de
compenser une partie des aléas de fabrication et d’obtenir un TDC dont la résolution de
12,6 ps satisfait le premier sous-objectif de la question de recherche. L’amélioration de la
résolution à l’aide des tensions d’ajustement n’est limitée que par la granularité de leur
ajustement de même que la profondeur des compteurs de tours intégrés au TDC.
Au niveau de la précision, les deux points d’amplitude plus importante dans la DNL
simulée se sont avérés une fois le TDC réalisé. Les codes de TDC correspondants identiﬁent
deux cas où le mode oscillateur a eﬀectué un nombre entier de tours complets et où le
dépassement est détecté dans le premier palier de conversion en mode vernier. Ce palier de
TDC a pour borne temporelle inférieure la coïncidence des signaux à l’entrée de l’arbitre
du dépassement précoce et pour borne supérieure la coïncidence des signaux à l’arbitre #1,
comme illustré à la ﬁgure 5.9. Lors du dessin des masques, l’arbitre du dépassement précoce
n’a pas été disposé selon le précepte de copie-translation et dispose d’un routage diﬀérent
par rapport aux autres arbitres du cœur du TDC. Une performance diﬀérente de l’arbitre
de détection du dépassement précoce par rapport aux autres arbitres du cœur du TDC
expliquerait les apex de la DNL.
Du côté de l’INL, les graphiques présentés correspondent à des valeurs non corrigées. La
courbe de INL actuelle, avec des maximums à 9,6 LSB, nuit à la qualité de la numérisation
en situant les bits de poids faibles sous l’incertitude de numérisation. L’implémentation
d’une table de correspondance permettant d’attribuer une valeur temporelle à chaque
code de TDC en fonction des données de caractérisation du TDC permettra d’améliorer
la non-linéarité intégrale.
D’autres pistes de solution peuvent être explorées pour diminuer la variabilité des délais de
propagation dans le cœur du TDC. À ce titre, l’ajout de circuits tampons directement dans















Figure 5.9 Bornes temporelles des paliers de TDC avec DNL élevé. La borne
inférieure (a) correspond à une coïncidence à l’entrée de l’arbitre du dépasse-
ment précoce. La borne supérieure (b) correspond à une coïncidence au premier
arbitre.
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le cœur du TDC permettrait de découpler les parasites électriques associés au routage des
signaux de l’oscillation des lignes à délai aﬁn d’en faciliter l’appariement et permettant
d’avoir une idée plus réaliste des capacités parasites du circuit au début du dessin des
masques, avant l’intégration avec les autres sections. L’emplacement proposé des circuits
tampons dans le cœur du circuit est présenté à la ﬁgure 5.10.
Figure 5.10 Cœur du TDC avec circuits tampons. Les circuits tampons (tri-
angles bleu) permettent de découpler l’eﬀet des parasites des traces reliant les
NAND aux arbitres et aux machines d’état du décodage (non montrées).
5.2.2 Consommation
La consommation se compare diﬃcilement avec le reste de l’état de l’art étant donné les
multiples façons de la mesurer et le peu de détails à cet égard fournis dans les publications
typiques. La conception de ce TDC n’a pas été élaborée dans une optique de réduction
de la consommation. Toutefois, en vue d’une progression vers l’intégration d’un TDC par
PAMP dans une version future du circuit, il est intéressant d’examiner les améliorations
ayant un impact sur la consommation.
Premièrement, la réduction du nombre d’éléments de délai ou de leur taille permettrait de
rapprocher les composantes du circuit, diminuant du même coup les capacités d’intercon-
nexions et la consommation électrique de chaque transition. Un mécanisme d’ajustement
embarqué intégré à chaque TDC pourrait compenser la réduction de l’eﬀort d’appariement.
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Deuxièmement, dans l’implémentation actuelle, un signal synchrone contrôle l’arrêt de l’os-
cillation de l’anneau une fois le dépassement détecté. Cette situation permet au cœur du
TDC d’osciller pendant plusieurs nanosecondes inutilement avant de s’arrêter. Un chan-
gement dans la logique de contrôle pour la rendre totalement asynchrone permettrait
rapidement de diminuer la consommation sans altérer les autres performances.
Finalement, une optimisation de la résolution en mode oscillateur pourrait également di-
minuer le nombre d’éléments de délai traversés par conversion et le temps de conversion.
Ces changements permettent à leur tour de diminuer la sensibilité au bruit du TDC et
la consommation électrique. Dans un TDC à oscillateur vernier en anneaux, l’intervalle
à mesurer obtenant un temps de conversion maximale est invariablement situé juste sous
le dernier multiple complet de la résolution en mode oscillateur, tel qu’exprimé à l’équa-
tion 5.6 où  représente un temps inﬁnitésimal et a, un intervalle de temps à mesurer.





× tResOsc −  (5.6)








Le résidu à quantiﬁer en mode vernier de même que le nombre d’incréments du mode
vernier s’obtiennent à l’aide des équations 5.8 et 5.9







Le nombre d’éléments de délai traversés est ensuite obtenu par l’équation 5.10
NE´l.Traverse´s = NToursOsc × NE´l./ToursOsc + NDe´laiVer × NE´l./De´laiVer (5.10)
En combinant les paramètre énoncés dans l’objectif de recherche, soit une résolution ver-
nier de 20 ps et une plage dynamique de 5 ns, aux choix architecturaux du TDC actuel, soit
10 éléments de délai traversés par tours en mode oscillateur et 2 éléments par comparai-
son vernier, un inconnu reste : la résolution du mode oscillateur. Les équations permettent
toutefois de tracer la ﬁgure 5.11. Le minimum de cette courbe, correspondant au temps
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Figure 5.11 Temps de conversion maximal d’un TDC à oscillateurs vernier en
fonction de la résolution en mode oscillateur. La résolution en mode vernier est
ﬁxée à 20 ps.
70 CHAPITRE 5. RÉSULTATS ET ANALYSE
de conversion minimal, suggère une résolution en mode oscillateur d’environ 730 ps pour
y arriver. Le TDC serait donc composé d’éléments de délai lents traversés en 73 ps et
d’éléments de délai rapides traversés en 63 ps. En comparaison avec les éléments de délai
à 200 ps du TDC actuel, la conversion la plus longue passe de 60,4 ns à 9,1 ns, soit une
diminution d’un facteur 6,7 du temps de conversion maximal. Bien entendu, ces change-
ments ont également un eﬀet à la hausse sur la fréquence d’oscillation de l’anneau, des
arbitres et des compteurs qui augmente la puissance consommée. Il est toutefois diﬃcile
de chiﬀrer cette hausse de puissance consommée sans développer et simuler ces circuits.
De plus, d’après les résultats de simulation présentés à la ﬁgure 4.5, la largeur de grille
nécessaire avoisine 1,4 × Lmin, avant la prise en compte des capacités parasites du nœud.
Cette situation ne concorde pas avec une stratégie d’appariement actuelle basée sur la
maximisation de l’aire des transistors du cœur du TDC, un changement de stratégie est
donc nécessaire.
À titre de second exemple, un éventuel TDC à oscillateur vernier possédant un seul élément
de délai rapide et un seul élément de délai lent, une sensibilité sur les deux fronts, une
plage dynamique de 5 ns et visant une résolution en mode vernier de 1 ps arborera le temps
de conversion maximal le plus faible si son élément de délai lent se traverse en 71 ps et
l’élément de délai rapide en 70 ps. Une diﬀérence de temps de propagation constante de
1 ps nécessiterais fort probablement un mécanisme local d’ajustement des délais. Dans ce
cas, le délai de conversion maximal devrait avoisiner les 9,9 ns, pour une résolution de
mesure grandement supérieure.
5.2.3 Taille du circuit
Parmi les architectures recensées au tableau 5.3, le TDC conçu arrive deuxième au chapitre
de la taille. Les techniques à explorer pour minimiser la taille du circuit sans changer
l’architecture consistent à router les signaux au-dessus des circuits au lieu d’opter pour des
bus comme le design actuel ou encore revoir les techniques d’appariement pour diminuer la
taille des circuits factices. Ces changements ne peuvent toutefois être réalisés sans prendre
en compte leur inﬂuence sur la précision de la mesure. En conservant seule une sensibilité
aux fronts montants pour les arbitres, les éléments de délai peuvent être modiﬁés pour
n’avoir qu’un NMOS d’ajustement, les PMOS d’ajustement occupant 4 fois plus d’espace.
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5.2.4 Résumé
Le circuit réalisé répond aux objectifs édictés dans la question de recherche, tant au niveau
de la résolution, de la fréquence de conversion que de la plage dynamique. Quelques fai-
blesses sont toutefois à noter au niveau de la précision de la mesure. La démarche d’analyse
a permis d’identiﬁer plusieurs pistes pour améliorer le circuit au niveau de la précision, de
la consommation et de la taille du circuit.
72 CHAPITRE 5. RÉSULTATS ET ANALYSE
CHAPITRE 6
CONCLUSION
Les travaux présentés dans ce mémoire décrivent la conception ayant mené à la soumission
pour fabrication d’un convertisseur temps-numérique dans une technologie CMOS 130 nm.
L’atteinte de l’objectif d’une résolution de mesure de 20 ps a été validée en simulation et
sur un exemplaire fabriqué du TDC. Les objectifs d’un temps mort maximal de 100 ns
et d’une plage dynamique de 5 ns a été démontrée par simulation. Malheureusement, la
résolution du circuit fabriqué intégré à chaque pixel s’avère inférieure aux attentes. Des
données préliminaires sur des TDC de test démontrent toutefois que l’objectif de résolution
est facilement atteignable par l’ajout de tensions d’ajustement.
L’introduction a détaillé la mise en contexte de la problématique requérant la conception
d’un TDC en circuit intégré dans le cadre du développement d’un système de photodé-
tection avec estampille temporelle basé sur des photodiodes avalanches opérées en mode
Geiger.
Au chapitre 2, une revue de l’état de l’art a identiﬁé des applications possibles en détec-
tion monophotonique telles la caméra 3D, la tomographie optique diﬀuse et la tomographie
d’émission par positrons avant de faire un survol des architectures de circuits de convertis-
seurs temps-numérique. La comparaison de ces diverses architectures a permis de cerner
l’architecture numérique de TDC à oscillateur en anneaux comme étant la plus promet-
teuse pour atteindre la résolution et précision de mesure nécessaires tout en respectant le
temps mort maximal et la plage dynamique de mesure.
Le chapitre 3 présente un survol des outils méthodologique utilisé tout au long de la concep-
tion et de la vériﬁcation du circuit du TDC. Une variété de méthodes s’inscrivant toutes
sous le joug d’un développement de circuits intégrés en signaux mixtes avec suprématie
du numérique ont permis la conception du circuit. Plusieurs stratégies d’appariement des
composantes au niveau du dessin des masques ont été détaillées. Une stratégie de vériﬁca-
tion logicielle ayant recours au langage de description matérielle Verilog-A de même que la
création d’un modèle fonctionnel VHDL pour la vériﬁcation fonctionnelle de haut niveau
ont été décrites.
Les détails de l’architecture et la conception du circuit du convertisseur temps-numérique
sont détaillés au chapitre 4. Le cœur du TDC est l’élément central contenant les éléments
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de délais NAND conﬁgurés en deux boucles dont les délais sont légèrement diﬀérents
reliées par des circuits d’arbitres. L’appariement de ces composantes est primordial en
vue d’assurer une bonne précision de mesure. Avant de se rendre au cœur du TDC, les
signaux sont validés par la logique d’entrée. Un module de détection du dépassement lit les
sorties des arbitres, détecte la ﬁn de la conversion et en sauvegarde l’état. Des compteurs
de tours suivent la progression des signaux dans les structures oscillantes avant de fournir
leurs valeurs à la logique de lecture qui produit une estampille de sortie compressée. Aﬁn
d’augmenter la plage de mesure, un compteur macro doté de 19 bits est mis en lumière.
Les structures de test permettant de déboguer le TDC et de caractériser les éléments de
délais critiques ont été incluses dans le circuit intégré. Finalement, l’ensemble du circuit
intégré est supporté par un PCB hôte doté d’une multitude de fonctionnalités essentielles.
L’interface électrique y est composée de microcâblages.
Les indices de performance du TDC simulé dont sa résolution de 14,5 ps, son DNL de 1LSB,
son INL de 2,2 LSB, sa fréquence de conversion de 11,1 Méch./s, sa plage dynamique de
5 ns, sa puissance moyenne consommée de 4,5mW et sa taille d’environ 0,029mm2 sont
présentés et discutés au chapitre 5. Un exemplaire fabriqué de TDC intégré à la matrice de
détection arbore une résolution de 31 ps, un DNL de 2,15 LSB et un INL de 9,6 LSB, tandis
qu’un exemplaire de TDC doté de tensions d ?ajustement externe a permis d’obtenir une
résolution de 12,6 ps.
La discussion sur la résolution et la précision de mesure suggère l’ajout de circuits tampons
permettant ainsi de découpler les capacités parasites des longues traces de la propagation
des signaux du cœur du TDC et l’intégration locale d’un circuit conﬁgurable d’ajustement
de la résolution. Du côté de la consommation, une diminution du nombre d’éléments
oscillateurs permettrait de diminuer les capacités d’interconnexion et donc une partie de
la consommation. Un gain substantiel pourrait toutefois être fait en modiﬁant la logique
de contrôle du cœur du TDC et en révisant le choix de la résolution en mode oscillateur.
Finalement, concernant la taille du circuit, quelques changements dans la stratégie de
dessin des masques permettraient de diminuer la consommation spatiale.
En somme, ces travaux de recherche auront permis au GRAMS d’explorer l’architecture
en oscillateur vernier avec anneaux des convertisseurs temps-numérique aﬁn d’en faire
ressortir plus clairement les avantages, les inconvénients et les écueils à surveiller pour la
conception d’une prochaine version. Le TDC a permis de valider l’architecture du système
de détection et de lecture des PAMP appliqué à la TEP. Les travaux s’inscrivent donc
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dans une étape intermédiaire avant l’intégration d’un TDC par PAMP dans les matrices
de photodétection.
Ainsi, les travaux de recherches futurs devront, non seulement, se concentrer sur la réalisa-
tion d’un TDC encore plus précis, mais également sur l’intégration d’un TDC par PAMP
aﬁn de répondre aux besoins spéciﬁques de la caméra 3D ou d’une matrice de caracté-
risation de cristaux scintillateurs pour la TEP. Étant donné la densité actuelle de 400
photodétecteurs par mm2, il est inconcevable de caractériser et de calibrer manuellement
des TDC aussi nombreux. Un prochain circuit intégré avec un TDC par PAMP devra com-
prendre un système de caractérisation des délais et de calibration. À ce titre, la conception
d’une boucle à verrouillage de phase (PLL) toute numérique est probablement la solution
permettant de mettre le plus à proﬁt les caractéristiques des nœuds technologiques avancés
et la conﬁguration en oscillateur vernier du TDC.
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