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Abstract:  Metaphor computation is an important problem of Natural Language Processing. In this paper, we made an intensive study of 
metaphor identification from different angles, including linguistical, psychological, and cognitive angles. Human categorization is a 
dynamic process of measuring difference between objects from different angles. So we propose an idea about dynamic categorization from 
multiple angles to recognize metaphors, which is different from traditional metaphor recognition methods. Our research involves three 
aspects: how to get features of concepts, how to choose angles by features and how to measure difference based on a specific angle. Then 
we did an experiment of nominal metaphor recognition based on dynamic categorization. The experimental results show that the accuracy 
of metaphorical/literal references recognition can reach 85.4%. It supports the validity, efficiency of this method. 
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本文第 1 节简要介绍了隐喻识别和属性及关系抽取的相关工作.第 2 节介绍了动态分类使用的各个角度.
第 3 节说明了使用动态分类进行隐喻识别的算法,对算法进行了实验并分析了结果.第 4 节对全文的内容进行
了总结. 
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2   动态分类 
2.1   分类依据的选取 
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2.1.3   客观属性值和认知属性值 
Veale[31]根据属性值获取的来源不同,把从 WordNet1 释义中抽取的属性值称为一种客观的描述(objective 







2.2   客观属性和客观属性值的获取 
2.2.1   客观属性值的获取 
基于 2.1.2 节的理论,本文使用基于依存关系的方法对 WordNet1 释义文本中的客观属性值进行抽取.在依
存关系识别中,本文修改了 ReVerb[35]识别模式,使其更适合进行对 WordNet 的释义文本进行客观属性值抽取.
修改部分如下: 
(1) 为了解决无法识别非连续动词短语结构的问题 ,如“he turned the light off” ,对具有依存关系
compound:prt(verb, prep)的“动词+介词”短语进行预处理,改为“turned off the light”的连续结构. 
(2) 对具有依存关系 compound(noun, noun)的名词进行预处理,使它们连接成单个名词短语,如“sodium 
aluminum silicate”. 
(3) 对相邻的关系短语只取最后一个关系短语.例如在“monkeys like to eat bananas”中识别关系短语“eat”,
而不是“like to eat”. 
(4) 使用在线英文词典 Dict2作为前置知识对关系短语进行检验,如果短语在词典中出现则识别正确,否则
降低识别粒度.这样可以使关系短语符合人类的分析标准,避免出现过长或不正确的关系. 
(5) 为区分属性知识与关系知识,使用 HowNet 对句子中潜在的名词属性进行标注,并将句子中所有的形容
词都视为潜在的属性值. 
我们使用算法 1 对关系进行抽取及属性标注. 




1. 对 S 中的任意动词 vi 和介词 pj,若满足 compound:prt(vi, pj),则将 pj 移动至 vi 的后面. 
2. 对 S 中的任意两个名词 wi 和 wj,若满足 compound(wi, wj),则将 wi 和 wj 合并为一个名词短语. 
3. 对 S 中的任意名词 wi,若其在 HowNet 中为属性,则标记为 prop.对 S 中的任意形容词 ai 标记为 value. 
4. 以 S 中的任意动词 vi 作为起点识别关系短语 ri,若 ri 不能在前置知识中验证,则 ri 的长度-1,重复进行,直
                                                                
1 WordNet, https://wordnet.princeton.edu/ 
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到 ri 被验证.将 ri 添加入 R. 
 
Table 1  Relation extraction of objective properties 
表 1  客观属性值的关系抽取 
















rel(a1,a2=prop)∧(a2;;a3=value) (a1;a2;a3) Prop(cpt,prop,value) 
我们首先使用算法 1 获得关系短语集合 R,再使用表 1 的抽取方式获得关系的谓词表示,最后按公式 1 和公
式 2 对客观属性值的关系进行扩展,从而获得 WordNet 中概念的释义文本的客观属性值. 
 a3)rel(a1,a3)rel(a2,a2)is(a1,   (1) 






2.2.2   隐藏属性补充算法 
人们在对事物的属性值进行描述时往往隐藏了对属性的描述,如“苹果是红的”隐藏了苹果的属性“颜色”.
本文提取出的属性谓词表示 Prop(cpt,prop,value)容易缺失第二项的属性信息.本文把缺失的属性信息称为隐藏
属性.我们提出一种基于 HowNet 的隐藏属性补充算法,为属性值补充其隐藏属性.隐藏属性补充算法如下: 
算法 2. 隐藏属性补充算法 
输入:一个名词概念 n 与形容词属性值 v 
输出:最合适的隐藏属性集合 Pbest: 
初始化 Pbest=∅ 
1. 选取 n 在 HowNet 中的第一义原 c. 
2. 通过概念-属性关系找到 c 关联的属性集合 Pc,通过属性值-属性关系找到 v 关联的属性集合 Pv；则输入
概念和属性值之间的关联属性集合 Pcv=Pv∪Pc. 
3. 若 Pcv≠∅,执行步骤 4,否则取得 c 的上位义原 c’,若 c≠c’,则使 c=c’,执行步骤 2,否则算法结束. 
4. 若 Pcv 存在 pi 的第二义原等于 v,将 pi 添加入 Pbest. 
5. 若 Pbest=∅,则使 Pbest=Pcv. 











过程 1.  基于客观属性值获取分类角度. 
步骤 1. 给定一个概念 c,使用属性抽取算法从 WordNet 中抽取 c 的客观属性值集合 Vc. 
步骤 2. 对于 c 的每个上位概念 hi,抽取其的客观属性值集合 Vi,使 Vc←Vc∪Vi.最终得到的集合 Vc 就是概念
c 所有客观属性值的集合. 
步骤 3. 对 Vc 中的每个属性值 vi,从 WordNet 获取对应的反义关系集合 Ai,若 Ai≠∅,则 Ai 可以作为一个分类
角度,vi 为 c 在 Ai 下的分类依据. 
表 2 展示了部分分类角度和依据. 
Table 2  Part of angles and foundations of classification based on objective properties 
表 2  部分基于客观属性值的分类角度和依据 
概念 分类依据 分类角度 
robot artificial natural/artificial 
bird warm-blooded warm-blooded/cold-blooded 
winter cold cold/hot 
princess female male/female/androgynous 
object visible visible/invisible 
2.3   认知属性和认知属性值的获取 






Table 3  Samples of LexEco and CogBank 
表 3  LexEco 和 CogBank 数据样例 
名 词 概
念 
认 知 属 性
值 
LexEco 频数 CogBank 频数 总 频
数 
pig fat 16 21 37 
greedy 1 25 26 
midget 0 20 20 
lazy 1 7 8 
flower delicate 7 29 36 
gentle 1 20 21 
fragile 2 9 11 
beautiful 6 3 9 
princess polite 2 26 28 
pretty 4 12 16 
beautiful 9 0 9 
lovely 5 0 5 
2.3.2   认知属性值的获取 
本文通过两个在线知识库 The Lex-Ecologist1(简称 LexEco)和 CogBank2获取认知属性值.LexEco 语料
来源是英文维基百科,CogBank 的英文[34]语料来源是 Google.两个知识库都统计了每个属性值出现的频数信息.
表 3 给出了 3 个名词概念的部分认知属性值,按照每个属性值在两个资源库中出现的总频数从大到小排序.在
                                                                
1 The Lex-Ecologist, http://afflatus.ucd.ie/lexeco/ 















过程 2.  基于认知属性值获取分类角度. 
步骤 1. 给定一个概念 c,从 LexEco 中获取 c 的认知属性值集合 Vlex 以及每个属性值对应的频数,从
CogBank 中获取 c 的认知属性值集合 Vcog 以及每个属性值对应的频数.概念 c 的全部认知属性集合为 Vc←Vlex
∪Vcog. 
步骤 2. 对 Vc 中的每一个认知属性值 vi,获取其对应的反义关系集合 Ai,若 Ai≠∅,则 Ai 可以作为一个分类角
度,vi 为 c 在 Ai 下的分类依据. 
步骤 3. 利用隐藏属性补充算法,对 Vc 中的每个认知属性值进行属性补充,得到概念 c 的属性集合 Pc. 
步骤 4. 对 Vc 中的每个属性值 vi,使用公式 3 计算其对概念 c 的显著度 Sig(c,vi). 






iji )vSig(c,)pSig(c,  (4) 
其中 Ix(vi)表示属性值 vi 在知识库 x 中的频数,其中 lex 表示 LexEco,cog 表示 CogBank.系数 α 和 β 是两个
可调节的参数,取值范围为[0,1],用来权衡两个知识库中数据的可信度,参数取值越高,表示相应的数据来源越可
信.根据 Giles[39]的观点,本文认为维基百科的可信度相比普通网络文本要高,根据经验取 α=0.6,β=0.4. 
步骤 5. 对 Pc 中的每个属性 pi,设对应的认知属性值为 vij,显著度为 sij=Sig(c,vij),可得 pi 的属性值向量
wi=(vi1:si1,vi2:si2,...,viNi:siNi),其中 Ni 表示 pi 所对应的属性值总数.wi 即为分类角度 pi 下 c 的分类依据.最后,使用
公式 4 计算 pi 在概念 c 中的显著度 Sig(c,pi). 
表 4 展示了”pig”的部分属性显著度信息. 
Table 4  The significance of properties of the word “pig” 
表 4  “pig”的属性显著度 
名词概念 属性 显著度 包含属性值 
pig 
Behavior 38.2 stupid, lazy, dirty,… 
Wisdom 8.2 stupid, smart, ignorant,…… 
Size 26.6 fat, midget, heavy 
Circumstances 4.8 sick, happy 
Weight 0.6 heavy 
Fatness 18.0 fat 




“the limb is a part of the forest”,因为“limb/tree”与“tree/forest”之间的部分-整体关系在语义上并不相同
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过程 3.  基于部件获取分类角度. 
步骤 1. 给定一个概念 c,通过 WordNet 中的部分-整体关系获取 c 的部件集合 Mc. 
步骤 2. 对于 c 的每一个上位概念 hi,获取其部件集合 Mi,并使 Mc←Mc∪Mi. 
步骤 3. 对 Mc 中的每个概念 mj,若能得到 mj 的非空部件集合 Mj,且 Mj⊄Mc,则使 Mc←Mc∪Mj.循环此步,直
到对任意 mj,均满足 Mj⊂Mc.最终得到的集合 Mc 就是概念 c 所有部件的集合. 
步骤 4. 当以单个部件为分类角度时,Mc 中的每个元素都能作为 c 的分类依据；以整体部件作为分类角度
时,分类依据则为整个 Mc. 
表 5 展示了部分概念的部件特征. 
Table 5  Components of concepts 
表 5  概念的部件特征 
概念 部件 
cat paw, pad, pelage, hair, belly, tail, dock, chest... 
banana vegetable, vessel, vascular tissue, duct, cell... 
table leg, tabletop, tableware 
family child, parent, sibling, relative, clansman... 
3   基于动态分类的名词性隐喻识别 





3.2   整体部件的差异性 
以整体部件作为分类角度时,两个概念之间的相似性由它们共有的部件及独有的部件决定.我们通过公式










  (5) 
从信息量的角度来看,如果两个概念具有的部件数量越多,则上述公式越有意义,如果部件数量太少则会造
成准确性上的不足 .因此,本文约定概念 c1 和 c2 之间的部件数之和不得小于 5.给定一个阈值 γ∈[0,1],当
Sim(c1,c2,part)<γ,我们认为 c1 和 c2 在整体部件的角度上具有差异性. 
3.3   基于反义关系的客观属性值差异性 






的反义词是ba       0,
         ba              1,
b)Sim(a,  (6) 
给定两个名词概念 c1 和 c2 及它们的客观属性集合 V1 和 V2,对于 V1 中的每个属性值 vi,如果 ai 具有反义词,








3.4   基于图模型的形容词差异性 





3.4.1   基于 WordNet 的形容词图模型构建 
基于图论的观点,Kamps[42]尝试利用 WordNet 中的同义关系对名词、动词、形容词和副词进行图模型的构




但是我们发现在这种方法构建的图模型中有许多反义词之间并不连通 .例如“ ugly/beautiful” , 
“pleasant/unpleasant”, “optimistic/pessimistic”等.为了增强图模型中反义词之间的连通性,我们在 Kamps[42]
的基础上,为无向图增加了形容词之间的近似关系,更改后的图模型为 G’(A,Synonymy+Similarity),其中 A 是由
WordNet 中所有形容词组成的顶集,Synonymy+Similarity 是所有形容词之间的同义关系和近似关系组成的边
集,边值权重和显著性阈值依据经验设置.G’的极大连通子图的阶数为 16852,约占整体的 78%,是 G 的 3 倍多.
原来在图 G 中不连通的反义词也在图 G’中变为连通. 
3.4.2   基于图模型的形容词相似性 
Kamps[42]曾使用语义差别法的“语义空间”中最主要的三对反义词在图模型中的最短距离来度量形容词
的倾向性.基于 Osgood 的理论,所有反义形容词对都可以用来度量形容词的某一方面特征.如公式 7 所示,形容






  (7) 
公式的相似性的取值范围是[-1,1],取值越接近 1 表示 b 与 a 差异性越小,越接近-1 表示 b 与 a 差异性越大.
显然,Sim(a,b)和 Sim(b,a)所表示的意义是不一样的.我们认为形容词之间的同义关系比近似关系在语义上的距
离更近,所以取同义关系表示的边权值为 1,近似关系表示的边权值为 1.5.表 6 展示了该算法下部分形容词之间
的相似性.给定判断形容词差异性的阈值 θ1∈(0,1), θ2∈(-1,0),当 Sim(a,b)≥θ1 时,认为形容词 a 与 b 的差异性不
显著,当 Sim(a,b)≤θ2 时,则认为形容词 a 与 b 的差异性显著. 
Table 6  Adjective similarity based on graph model 
表 6  基于图模型的形容词相似性 
形容词 a 形容词 b Sim(a,b) 
clever stupid -0.8889 
awful good -0.7143 
huge big 1.0 
clever intelligent 0,9091 
cold amazing 0.0 
wet hot 0.375 
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似性； 
(2) 把事物 A 与 B 相比,通常是把 A 与 B 最显著的某些属性值特征相比,而忽略不显著的属性值； 
(3) 越显著的属性值越能代表其属性的本质. 
两个概念的相似性越低 ,代表它们的差异性越明显 .给定两个概念 c1 和 c2 及它们共有的一个属性
p,Sim(c1,c2,p)表示在属性 p 的角度下 c2 与 c1 比较的相似性.根据假设,Sim(c1,c2,p)表示为显著相似的属性值和差
异显著的属性值的累加,当相似大于差异时表现为相似,当差异大于相似时则表现为不相似,相等时表示无法判
断.设在属性 p 下,c1 的认知属性值向量为 V1={v11,v12,…,v1n},对应的显著度向量为 S1={s11,s12,…,s1n}；c2 的认知
属性值向量为 V2={v21,v22,…,v2m},对应的显著度向量为 S2={s21,s22,…,s2m},fij 表示用公式 7 得到的属性值 v1i 和 v2j


























SD     D,
DS     S,
p),c,Sim(c 21  




算法 3.  基于动态分类的名词性隐喻识别 
输入:名词概念 A 和 B 
输出:隐喻表达/常规表达 
1. 获取 A 和 B 的整体部件、客观属性值以及认知属性值的分类角度. 
2. 基于 WordNet 中的上下位关系,若 A 是 B 的上位或下位,则输出常规表达,算法结束. 
3. 通过算法 1 的关系抽取,若 R 中存在关系 is(A,B)或 is(B,A),则输出常规表达,算法结束. 
4. 计算 A 和 B 在整体部件角度下的相似性 Sim(A,B,part),若小于阈值 γ,则输出隐喻表达,算法结束；若大
等于 γ,则输出常规表达,算法结束；若无法判断(部件太少)则进行下一步. 
5. 计算 A 和 B 在客观属性值角度下的相似性.若存在一个客观属性值使 A 和 B 的相似性为 0,则输出隐喻
表达,否则进行下一步. 
6. 计算 A 和 B 之间认知属性的相似性,若存在一个显著属性 p 使得 Sim(A,B,p)<0,或不存在任何显著属性
p’,使得 Sim(A,B,p’)>0,则输出隐喻表达,否则输出常规表达,算法结束.  
图 1 是本识别算法的主要流程图. 
3.6   实验与分析 
3.6.1   数据集 
本文从 Master Metaphor List1语料库,Collins Cobuild[43]语料库以及采用人工标注的方法从网络,新闻等
资源中标注出 580 个英文名词词对作为实验的数据集.数据集中包含 290 个隐喻表达和 290 个常规表达.我们
使用随机划分的方法,将数据分为一个大小为 80 的训练集(40 个隐喻表达和 40 个常规表达)和一个大小为 500
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的测试集(250 个隐喻表达和 250 个常规表达).特别地,对于测试数据中出现的人称代词如“I”、“he”、“she”
等,我们一律将其转换为名词“person”. 
 
Fig.1  Algorithm procedure of metaphor recognition based on dynamic categorization 
图 1  基于动态分类的名词性隐喻识别算法流程 
3.6.2   参数训练 
本文的模型需要通过训练集训练两类参数 .其一是整体部件的判断阈值 ,记作 γ.当整体部件的相似度
Sim(c1,c2,part)<γ 时,判断为隐喻,否则为常规表达.其二是形容词差异性的判断阈值,记作 θ1 和 θ2.当认知属性的
形容词相似性 Sim(a,b)≥θ1 时,认为相似性显著;当 Sim(a,b)≤θ2 时,认为相似性不显著.我们在训练集上分别对这
两组参数进行训练. 
在训练 γ 时,我们仅使用上下位及整体部件的隐喻识别方法,以此排除模型的其它部分对训练参数的影响.
我们采用最大化准确率的方法进行训练.我们发现,当 γ=0.3 时,该参数的训练效果准确率最高,为 67.3%. 
训练(θ1, θ2)与训练 γ 的方法类似,为了排除模型的其它部分对训练参数的影响,我们仅使用上下位及形容
词差异性进行隐喻识别.算法 3 的第 6 步给出了使用形容词差异性进行隐喻识别的方法.我们同样采用最大化
准确率的方法寻训练 θ1 和 θ2.我们发现，当 θ1=0.9, θ2=-0.3 时,该组参数达到最好的训练效果,准确率是 62.5%. 
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Table 7  Comparison with method of Su[44] 
表 7  实验结果与 Su[44]方法结果比较 
 Su[44]的方法 本文的方法 





似.由此可见,本文的方法具有可解释性的优势.表 8 列举了部分隐喻的识别结果及识别的角度和依据. 
Table 8  Results of metaphor identification 
表 8 隐喻识别结果 
A B 识别角度 识别依据 识别结果 是否正确 
mind eye 整体部件 Sim=0.014 隐喻 正确 
light line 整体部件 Sim=0.039 隐喻 正确 
person machine 整体部件 Sim=0.048 隐喻 正确 
anger heat 整体部件 Sim=0.0 隐喻 正确 
desire hunger 客观属性值 general:specific 隐喻 正确 
time commodity 客观属性值 mental:physical 隐喻 正确 
idea resource 客观属性值 general:specific 隐喻 正确 
money liquid 认知属性 behavior|举止 隐喻 正确 
fox mammal 语义类别 上下位关系 常规 正确 
summer season 语义类别 上下位关系 常规 正确 
pencil rod 语义类别 is 关系 常规 正确 
newspaper publication 语义类别 is 关系 常规 正确 
sugar carbohydrate 语义类别 is 关系 常规 正确 
lawyer job 整体部件 Sim=0.775 常规 正确 
magazine journal 整体部件 Sim=0.518 常规 正确 
professor scholar 整体部件 Sim=0.939 常规 正确 
hope light 整体部件 Sim=0.912 常规 错误 
mind traveler 整体部件 Sim=1.0 常规 错误 
sadness feel 客观属性值 general:specific 隐喻 错误 
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Table 9  Comparation of part angles algorithms 
表 9  本文方法与部分角度的算法对比 
 语义类别和整体部件 语义类别和客观属性值 语义类别和认知属性 本文方法 





4   结语 
我们实现了一个基于动态分类的隐喻识别方法.该方法从概念的语义类别,整体部件,客观属性值和认知属
性共四个角度对隐喻进行动态识别.在语义类别的角度,我们使用概念的上下位关系及 is 关系判断隐喻.在整体













[1]   Wang Zhi-Min. Chinese noun phrase metaphor recognition[Ph.D. thesis]. Beijing: Peking University, 2006(in Chinese with English 
abstract) 
[2]   Shutova E, Teufel S. Metaphor corpus annotated for source-target domain mappings. In: Nicoletta C eds. Proceedings of the 
Language Resources and Evaluatin Conference, 2010: 3255-3261 
[3]   Zhou Chang-Le. The survey of mental computation. Beijing: Tsinghua University Press, 2003(in Chinese) 
[4]   Shu Ding-Fang. Studies in metaphor. Shanghai: Shanghai Foreign Language Education Press, 2000(in Chinese) 
[5]   Krishnakumaran S, Zhu X. Hunting elusive metaphors using lexical resources. In: Anna F eds. Proceedings of the Workshop on 
Computational Approaches to Figurative Language. Rochester, New York: 2007: 13-20 
[6]   Yang Yun. Computational model of Chinese metaphor recognition and interpretation[Ph.D. thesis]. Xiamen University, Xiamen, 
2008(in Chinese with English abstract) 
[7]   Jia Yu-Xiang, Yu Shi-Wen. Nominal metaphor recognition based on lexicons. Journal of Chinese Information Processing, 2011, 
25(2): 99-105(in Chinese with English abstract) 
[8]   Jia Yu-Xiang, Zan Hong-Ying, Fan Ming, et al. Measuring word abstractness for metaphor recognition. Journal of Chinese 
Information Processing, 2017, 31(3): 41-47(in Chinese with English abstract) 
[9]   Kesarwani V, Inkpen D, Szpakowicz S, et al. Metaphor Detection in a Poetry Corpus. In: Beatrice A eds. Proceedings of the Joint 
SIGHUM Workshop on Computational Linguistics for Cultural Heritage, Social Sciences, Humanities and Literature. Vancouver, 
Canada: Association for Computational Linguistics, 2017: 1-9 
[10]   Feng Shuai, Su Chang, Chen Yi-Jinag. Approach to Recognizing Chinese Nominal Metaphor Based on Online-Encyclopedia. 




14 Journal of Software 软件学报   
 
[11]   Gedigian M, Bryant J, Narayanan S, et al. Catching metaphors. In: James A eds. Proceedings of the Third Workshop on Scalable 
Natural Language Understanding. New York City, New York: Association for Computational Linguistics, 2006: 41-48 
[12]   Bulat L, Clark S, Shutova E. Modelling metaphor with attribute-based semantics. EACL 2017, 2017: 523 [doi: 10.18653/v1/ 
E17-2084] 
[13]   Gutiérrez E D, Shutova E, Marghetis T, et al. Literal and Metaphorical Senses in Compositional Distributional Semantic Models. 
In: Katrin E eds. Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long 
Papers). Berlin, Germany: Association for Computational Linguistics. 2016 
[14]   Mason Z J. CorMet: a computational, corpus-based conventional metaphor extraction system. Computational linguistics, 2004, 
30(1): 23-44 [doi: 10.1162/089120104773633376] 
[15]   Tekiroglu S S, Ozbal G, Strapparava C. Exploring sensorial features for metaphor identification. In: Ekaterina S eds. Proceedings 
of the Third Workshop on Metaphor in NLP. Denver, Colorado: Association for Computational Linguistics. 2015: 31-39 
[16]   Black M. Models and metaphors: Studies in language and philosophy. Ithaca, NY, US: Cornell Univer. Press, 1962. 
[17]   Black M. More about metaphor. Dialectica, 1977, 31(3‐4): 431-457. [doi: 10.1111/j.1746-8361.1977.tb01296.x] 
[18]   Fauconnier G, Turner M B. Conceptual projection and middle spaces. 2008. [doi: 10.2139/ssrn.1290862] 
[19]   Wang X. Chinese Metaphorical Cognition & Its ERP Imaging. Beijing: Higher Education Press, 2009. (in Chinese) 
[20]   Fass D. met*: A method for discriminating metonymy and metaphor by computer. Computational Linguistics, 1991, 17(1): 49-90 
[21]   Dunn J. Evaluating the premises and results of four metaphor identification systems. In: Alexander G eds. International Conference 
on Intelligent Text Processing and Computational Linguistics. Berlin, Heidelberg: Springer. 2013: 471-486 [doi: 
10.1007/978-3-642-37247-6_38] 
[22]   Strzalkowski T, Broadwell G A, Taylor S, et al. Robust extraction of metaphor from novel data. In: Ekaterina S eds. Proceedings of 
the First Workshop on Metaphor in NLP. Atlanta, Georgia: Association for Computational Linguistics. 2013: 67-76 
[23]   Hovy D, Shrivastava S, Jauhar S K, et al. Identifying metaphorical word use with tree kernels. In: Ekaterina S eds. Proceedings of 
the First Workshop on Metaphor in NLP. Atlanta, Georgia: Association for Computational Linguistics. 2013: 52-57 
[24]   Shutova E, Kiela D, Maillard J. Black Holes and White Rabbits: Metaphor Identification with Visual Features. In: Kevin K eds. 
Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Human 
Language Technologies. San Diego, California: Association for Computational Linguistics. 2016: 160-170 
[25]   Huang Xiao-Xi, Zhang Hua, Lu Bei, et al. An Approach to Chinese Metaphor Identification Based on Word Abstractness. New 
Technology of Library and Information Service, 2015, 4: 008(in Chinese) 
[26]   Rai S, Chakraverty S, Tayal D K. Supervised metaphor detection using conditional random fields. In: Beata B eds. Proceedings of 
the Fourth Workshop on Metaphor in NLP. San Diego, California: Association for Computational Linguistics. 2016: 18-27 
[27]   Shutova E, Sun L. Unsupervised Metaphor Identification Using Hierarchical Graph Factorization Clustering. In: Lucy V  eds. 
Proceedings of the 2013 Conference of the North American Chapter of the Association for Computational Linguistics: Human 
Language Technologies. Atlanta, Georgia: Association for Computational Linguistics. 2013: 978-988 
[28]   Klebanov B B, Leong C W, Heilman M, et al. Different texts, same metaphors: Unigrams and beyond. In: Beata B eds. Proceedings 
of the Second Workshop on Metaphor in NLP. Baltimore, MD: Association for Computational Linguistics. 2014: 11-17 
[29]   Schulder M, Hovy E. Metaphor detection through term relevance. In: Beata B eds. Proceedings of the Second Workshop on 
Metaphor in NLP. Baltimore, MD: Association for Computational Linguistics. 2014: 18-26 
[30]   Miller G A. Nouns in WordNet: a lexical inheritance system. International journal of Lexicography, 1990, 3(4): 245-264 [doi: 
10.1093/ijl/3.4.245] 
[31]   Veale T, Hao Y. A fluid knowledge representation for understanding and generating creative metaphors. In: Donia S eds. 
Proceedings of the 22nd International Conference on Computational Linguistics-Volume 1. Manchester, United Kingdom: 
Association for Computational Linguistics. 2008: 945-952 
[32]   Li B, Chen J, Zhang Y. Web based collection and comparison of cognitive properties in English and Chinese. In: James F  eds. 
Proceedings of the Joint Workshop on Automatic Knowledge Base Construction and Web-scale Knowledge Extraction. Montrèal, 
Canada: Association for Computational Linguistics. 2012: 31-34 




苏畅 等: 基于动态分类的隐喻识别方法 15 
 
[34]   Li Bin, Chen Jia-Jun, Chen Xiao-He. Collection and analysis on Chinese cognitive properties based on web data. Applied 
Linguistics, 2012, (3): 134-143(in Chinese with English abstract) [doi: 10.16499/j.cnki.1003-5397.2012.03.021] 
[35]   Fader A, Soderland S, Etzioni O. Identifying relations for open information extraction. In: Mirella L eds. Proceedings of the 
Conference on Empirical Methods in Natural Language Processing. Honolulu, Hawaii: Association for Computational Linguistics. 
2011: 1535-1545 
[36]    Touretzky D S. The mathematics of inheritance systems. Burlington: Morgan Kaufmann, 1986 
[37]   Gross D, Miller K J. Adjectives in wordnet. International Journal of Lexicography, 1990, 3(4): 265-277 [doi: 10.1093/ijl/3.4.265] 
[38]   Giora R. Understanding figurative and literal language: The graded salience hypothesis. Cognitive Linguistics (includes Cognitive 
Linguistic Bibliography), 1997, 8(3): 183-206 [doi: 10.1515/cogl.1997.8.3.183] 
[39]   Giles J. Internet encyclopaedias go head to head. Nature, 2005, 438(7070): 900-901 [doi: 10.1038/438900a] 
[40]   Winston M E, Chaffin R, Herrmann D. A taxonomy of part‐whole relations. Cognitive Science, 1987, 11(4): 417-444 [doi: 
10.1016/S0364-0213(87)80015-0] 
[41]   Osgood C E, Suci G J, Tannenbaum P H. The measurement of meaning. Urbana: University of Illinois Press, 1957 [doi: 
10.2307/411335] 
[42]   Kamps J, Marx M, Mokken R J, et al. Using wordnet to measure semantic orientations of adjectives. In: Maria T eds. Proceedings 
of the 4th International Conference on Language Resources and Evaluation. Lisbon, Portugal: European Language Resources 
Association. 2004: 1115-1118 
[43]   Deignan A. English guides 7: metaphor. London: The University of Birmingham; Collins Cobuild. 1995. 
[44]   Su C, Huang S, Chen Y. Automatic detection and interpretation of nominal metaphor based on the theory of meaning. 









[19] 王小潞.汉语隐喻认知与 ERP 神经成像.北京:高等教育出版社,2009. 
[25] 黄孝喜,张华,陆蓓,等.一种基于词语抽象度的汉语隐喻识别方法.现代图书情报技术,2015,4:008 
[34] 李斌,陈家骏,陈小荷.基于互联网的汉语认知属性获取及分析.语言文字应用,2012,(3):134-143 
 
