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Theoretical accuracies are studied for asymtotic approximations of the expected
probabilities of misclassification (EPMC) when the linear discriminant function is
used to classify an observation as coming from one of two multivariate normal
populations with a common covariance matrix. The asymptotic approximations
considered are the ones under the situation where both the sample sizes and the
demensionality are large. We give explicit error bounds for asymptotic approximations
of EPMC, based on a general approximation result. We also discuss with a method
of obtaining asymptotic expansions for EPMC and their error bounds.  2000
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1. INTRODUCTION
One of the important interests in discriminant analysis is to classify a
p_1 observation vector x as coming one of two populations 61 and 62 . Let
6i : Np(+ i , 7) be the two p-variate normal, where +1 {+2 and 7 is positive
definite. If all parameters are known, the observation x may be classified to
61 or 62 according as
(+1&+2)$ 7&1[x& 12( +1++2)]y0 (1.1)
The probability of misclassification resulting from this rule is the same for
observations from either population, and is 8(&122), where 8( } ) denotes
the standard normal distribution function and 22=(+1&+2)$ 7&1(+1&+2)
is the Mahalanobis squared distance between the two populations.
When the values of the parameters are unknown, the observation x is
usually classified by the rules corresponding to (1.1), where estimators are
substituted for parameters. Assume that random samples of sizes N1 and
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N2 are available from 61 and 62 , respectively. Let x 1 , x 2 and S be the
sample mean vectors and the sample covariance matrix. Then the observation
x is usually classified to 61 or 62 according as:
(i) when 7 is known,
W0=(x 1&x 2)$ 7&1[x& 12 (x 1+x 2)]y0, (1.2)
(ii) when 7 is unknown,
W=(x 1&x 2)$ S&1[x& 12 (x 1+x 2)]y0. (1.3)
This paper is concerned with the expected probabilities of misclassification
(EPMC), i.e.,
e0(2 | 1)=P(W00 | x # 61), e0(1 | 2)=P(W00 | x # 62),
(1.4)
e(2 | 1)=P(W0 | x # 61), e(1 | 2)=P(W0 | x # 62).
In general, it is hard to obtain the exact evaluation of the EPMC’s, while
there are considerable works for their asymptotic approximations including
asymptotic expansions. It may be noted that there are two types (type-I,
type-II) of asymptotic approximations. Type-I approximations are the ones
under a framework such that N1 and N2 are large and p is fixed. For a
review of these results, see, e.g., Siotani (1982). Naturally, the accuracy of
type-I approximations will become bad as the dimension p is large. On the
other hand, type-II approximations are the ones under a framework such
that N1 , N2 and p are large. It has been noted (Wyman et al. (1990),
Fujikoshi and Seo (1998), etc.) that the type-II approximations due to
Raudy (1972) and Fujikoshi and Seo (1998) have overall the best accuracy
in the comparison with some other approximations including a type-I
asymptotic expansion due to Okamoto (1963). The purpose of the present
paper is to obtain error bounds of type-II asymptotic approximations for
the discriminant rules (1.2) and (1.3). Our error bounds are obtained by
establishing a general approximation result. We also note that the general
approximation result can be applied to a theoretical accuracy of type-I
approximations. This paper deals with error bounds for type-II asymptotic
approximations of EPMC, but will not discuss discriminant rules in a
framework such that N1 , N2 and p are large. For the latter problem, see,
e.g. Friedman (1998), Saranadasa (1993).
The present paper is organized in the following way. In Section 2 type-II
asymptotic approximations for EPMC are reviewed. In Section 3 we estab-
lish a general approximation result useful for our problem. Some explicit
error bounds are obtained for asymptotic approximations, in Section 4. In
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Section 5 we also discuss a method of obtaining asymptotic expansions for
EPMC and their error bounds.
2. TYPE II-ASYMPTOTIC APPROXIMATIONS FOR EPMC
The statistic W0 in (1.2) when x comes from 61 can be expressed as
W0=V 120 Z0&U0 , (2.1)
where
V0=(x 1&x 2)$ 7&1(x 1&x 2),
Z0=V &120 (x 1&x 2)$ 7
&1(x&+1), (2.2)
U0=(x 1&x 2)$ 7&1(x 1&+1)& 12V0 .
Since Z0 tN(0, 1) and is independent of (U0 , V0), we have
e0(2 | 1)=E(U0 , V0)[8(V
&12
0 U0)]. (2.3)
An approximation for the right-hand side of (2.3) is obtained by substituting
their expected values for U0 and V0 . Note that
E(U0)=&12 [2
2+(N1&N2) p(N1N2)&1],
(2.4)
E(V0)=22+Np(N1N2)&1.
Therefor we have
e0(2 | 1)&8(#0), (2.5)
where
#0=[E(V0)]&12 E(U0)
=& 12 [2
2+(N1&N2) p(N1 N2)&1][22+Np(N1N2)&1]&12. (2.6)
It is shown in Section 4 that the approximation 8(#0) is a type-II
asymptoyic approximation, more pricisely
e0(2 | 1)=8(#0)+O1 . (2.7)
Here Oj denotes the term of the j th order with respect to (N &11 , N
&1
2 , p
&1).
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The above approximation method when 7 is unknown has been
considered by Lachenbruch (1968). In this case we can express the W in
(1.3) when x comes from 61 as
W=V &12Z&U, (2.8)
where
V=(x 1&x 2)$ S&17S &1(x 1&x 2),
Z=V &12(x 1&x 2)$ S &1(x&+1), (2.9)
U=(x 1&x 2)$ S&1(x 1&+1)& 12D
2,
and D2=(x 1&x 2)$ S &1(x 1&x 2) is the sample Mahalanobis squared
distance between two populations. Since ZtN(0, 1) and is independent of
(U, V), we have
e(2 | 1)=E(U, V )[8(V &12U )]. (2.10)
Note that
E(U )=&
n
2(m&1) {22+
(N1&N2) p
N1 N2 = (m>1),
(2.11)
E(V)=
n2(n&1)
m(m&1)(m&3) {22+
Np
N1N2 = (m>3),
where n=N&2, N=N1+N2 and m=n& p. Let
#=[E(V)]&12 E(U )
=&{ m(m&3)(n&1)(m&1)=
12
#0 . (2.12)
Lachenbruch (1968) proposed an approximation
e(2 | 1)&8(#). (2.13)
It has been pointed in Fujikoshi and Seo (1998) that the approximation
8(#) has the same property as in (2.7). As a more simple and accurate
approximation it has been proposed to use
e(2 | 1)=8(#~ )+O1 , (2.14)
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where
#~ =&{N& pN =
12
#0 . (2.15)
This approximation was proposed by Raudys (1972) for N1=N2 and by
Fujikoshi and Seo (1997) for N1 {N2 . The e0(1 | 2) or e(1 | 2) is obtained
from e0(2 | 1) or e(2 | 1) by interchanging N1 and N2 . So we will study
asymptotic approximations of e0(2 | 1) or e(2 | 1) and their error bounds.
Wyman et al. (1990) compared the accuracy of several approximations for
e(2 | 1) in the case N1=N2 and pointed that the approximation (2.14) has
overall the best accuracy for the combinations of the parameters considered
in the study. Fujikoshi and Seo (1997) pointed similar properties for the
case N1 {N2 .
3. GENERAL APPROXIMATION AND ERROR BOUNDS
In this section we give a general approximation result useful for
approximations to the right-hand sides of (2.3) and (2.10), and their error
bounds. Let G(u, v) be a k-times differentiable function in a domain including
a point (u0 , v0). We will consider the case when G(u .v) has a functional
form of 8(v&12(u+x)). By taking the form of G we first expand G(u, v)
with respect to v at v=v0 as
G(u, v)= :
k&1
j=0
1
j ! {
 j
v j
G(u, v)=v=v0 (v&v0)
j+Rk, k , (3.1)
where
Rk, k=
1
k ! {
k
vk
G(u, v)=v=v* (v&v0)k (3.2)
and v* # (v0 , v) or (v, v0). Next we consider Taylor’s expansions for
j=0, 1, ..., k&1;
{ 
j
v j
G(u, v)= v=v0= :
k& j&1
i=0
1
i ! _

u i {
 j
v j
G(u, v)=v=v0&u=u0 (u&u0)
i
+
1
(k& j)! _
k& j
uk& j {
 j
v j
G(u, v)=v=v0&u=u*j (u&u0)
k& j,
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where uj* # (u, u0) or (u0 , u). Substituting the above expressions into (3.1)
and rearranging the resulting expressions, we obtain
G(u, v)=Gk(u, v)+ :
k
j=0
Rk, j , (3.3)
where
Gk(u, v)= :
k&1
j=0
:
j
i=0
1
i ! ( j&i)!
ci, j&i (u0 , v0)(u&u0) i (v&v0) j&i, (3.4)
Rk, j=
1
j ! (k& j)! _
 j
u j {
k& j
vk& j
G(u, v)=v=v0&u=u*j
_(u&u0) j (v&v0)k& j, ( j=0, 1, ..., k&1) (3.5)
ci, j&i (u0 , v0)=_ 
i
ui {
 j&i
v j&i
G(u, v)= v=v0&u=u0 . (3.6)
Note that Gk(u, v) is not the usual Taylor’s expansion up to the (k&1)th
order, except for
ci, j&i (u0 , v0)={ 
i j&i
ui v j&i
G(u, v)= (u, v)=(u0 , v0) .
Now we ristrict our attention to a special case when G(u .v)=
8(v&12(u+x)) on a set (&, )_(0, ), where x is any real number.
Let Hj be the j th Hermite polynominal defined by
 j
y j
,( y)=(&1) j Hj ( y) ,( y), (3.7)
where , is the density function of N(0, 1). The following Lemmas 3.1 and 3.2
are fundamemtal in deriving an asymptotic formula and its error bound.
Lemma 3.1.
(i)
 j
v j
8(v&12(u+x))=&
1
2 j
H2j&1( y) ,( y) v& j,
(ii) _ 
i
u i {
 j&i
v j&i
8(v&12(u+x))=v=v0&u=u0
=&
(&1) i
2 j&i
H2j&i&1( y0) ,( y0) v&( j&i2)0
=ci, j&i (u0 , v0 ; x), ji.
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where c0, 0(u0 , v0 ; x)=8(v&120 (u0+x)), y=v
&12(u+x) and y0=v0&12_
(u0+x).
Proof. (i) can be proved by induction, using a recurrence relation
H2j+1(x)=(x2&2j) H2j&1(x)&xH$2j&1(x)
which follows from two well known formulas Hn+1(x)=xHn(x)&H$n(x)
and Hn+1(x)&xHn(x)&nHn&1(x)=0.
(ii) follows from (i) and (3.7). We use the following notations:
hj =sup |Hj (x) ,(x)|,
(3.8)
:j ={
1
2
1
2 jj !
h2j&1,
( j=0)
( j=1, 2, ..., k)
dk=:0+:1+ } } } +:k&1
;k, k& j ={
(:1kk +d
1k
k )
k,
1
j! (k&j )! 2k&j
h2k&j&1 ,
( j=0)
( j=1, ..., k).
Lemma 3.2. Let Rk, k& j , ( j=0, 1, ..., k) be the quantities defined by (3.2)
and (3.5) for G(u, v)=8(v&12(u+x)). Then, for j=0, 1, ..., k,
|Rk, k& j |;k, k& jv&(k& j2)0 |u&u0 |
j |v&v0 | k& j. (3.9)
Proof. For j=1, ..., k, from Lemma 3.1(ii) we have
Rk, k& j =&
(&1) j
j ! (k& j)! 2k& j
H2k& j&1( yj*) ,( yj*)
_v&(k& j2)0 (u&u0)
j (v&v0)k& j,
where yj*=v&120 (uj*+x). This implies (3.9) for j=1, ..., k. So, it is sufficient
to show
|Rk, k |;k, k v&k0 |v&v0 |
k.
The result in the case v0=1 has been proved in Shimizu and Fujikoshi
(1997). For any v0>0 we can modify the proof in the case v0=1 as
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follows. Let c be a given constant such that 0<c<v0 . From (3.2) and
Lemma 3.1(i) we have
|Rk, k |c&k:k |v&v0 |k, for vc.
If 0<v<c, from (3.1) and Lemma 3.1(i) we have
|Rk, k ||8(v&12u~ )&8(v&120 u~ )|
+ :
k&1
j=1
1
j ! 2 j
|H2j&1(v&120 u~ ) ,(v
&12
0 u~ )| } v&v0v0 }
j
dk |v&v0 | &k |v&v0 | k
(v0&c)&k dk |v&v0 |k,
where u~ =u+x. The best choice of c is given as a solution of c&k:k=
(v0&c)&k dk , i.e., c=c*=v0[1+(dk :k)
1k]&1, and then we have c
*
&k:k=
(v0&c*)
&k dk=;k, kv&k0 . This completes the proof.
Lemma 3.3. Let (u0 , v0) be any given point in a set (&, )_(0, ),
and
8k(u, v; x)= :
k&1
j=0
:
j
i=0
1
i ! ( j&i)!
ci, j&i (u0 , v0 ; x)(u&u0) i (v&v0) j&i, (3.10)
where ci, j&i ’s are given by Lemma 3.1(ii). Then it holds that
|8(v&12(u+x))&8k(u, v; x)|
 :
k
j=0
;k, k& jv&(k& j2)0 |u&u0 |
j |v&v0 | k& j, (3.11)
where ;k, k& j ’s are given by (3.8).
Proof. The result follows from (3.3) and Lemma 3.2.
Theorem 3.1. Let X=V &12Z&U be a random variable such that
ZtN(0, 1), V>0 and Z is independent of (U, V ). Suppose that (U, V ) has
the kth moments. For any real numbers u0 , v0>0 and x, let
8k(u0 , v0 ; x)=E[8k(U, V; x)]
= :
k&1
j=0
:
j
i=0
1
i ! ( j&i)!
c i, j&i (u0 , v0 ; x) E[(U&u0) j (V&v0) j&i],
(3.12)
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where ci, j&i (u0 , v0 ; x)’s are given by Lemma 3.1(ii). Then
|P(Xx)&8k(u0 , v0 ; x)|
 :
k
j=0
;k, k& jv&(k& j2)0 E[ |U&u0 |
j |V&v0 |k& j], (3.13)
where ;k, k& j ’s are given by (3.8).
Proof. From the definition of X we have
P(Xx)=E(U, V )[8(V &12(U+x))].
Further, from Lemma 3.3 we have
& :
k
j=0
;k, k& jv&(k+ j)20 |U&u0 |
j |V&v0 | k& j
8(V &12(U+x))&8k(U, V; x)
 :
k
j=0
;k, k& jv&(k&j2)0 |U&u0 |
j |V&v0 | k& j.
The result (3.13) is obtained by considering the expectations of the above
inequalities with respect to (U, V ).
Corollary 3.1.1. Letting x=0 in Theorem 3.1, we have
|E(U, V )[8(V &12U )]&8k(u0 , v0 ; 0)|
 :
k
j=0
;k, k& jv&(k& j2)0 E[ |U&u0 |
j |V&v0 |k& j] (3.14)
Corollary 3.1.2 (Fujikoshi (1994)). Letting u0=0 and v0=1 in
Theorem 3.1, we have
|P(Xx)&8k(0, 1; x)| :
k
j=0
;k, k& jE[ |U j (V&1)k& j|], (3.15)
where 8k(u0 , v0 ; x) is given by (3.12) with
c0, 0(0, 1; x)=8(x),
(3.16)
ci, j&i (0, 1; x)=&(&1) i 2&( j&i)H2j&i&1(x) ,(x).
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Corollary 3.1.3. Letting u0=E(U ), v0=E(V ) and k=2 in Theorem
3.1, we have
|P(Xx)&8(#)|
;2, 0v&10 Var(U )+;2, 1v
&32
0 E[ |(U&u0)(V&v0)|]+;2, 2v
&2
0 Var(V ),
(3.17)
where #=v&120 u0 .
Remark 3.1. From Shimizu and Fujikoshi (1997) we can replace the
constants ;k, k for k6 by 12.
In this paper we study type-II asymptotic approximations for EPMC
and their error bounds, based on Theorem 3.1 or Corollary 3.1.1. On the
other hand, Fujikoshi (1994) has used Corollary 3.1.2 for a theorectical
accuracy of type-I asymptotic approximations.
4. ERROR BOUNDS
Using Theorem 3.1 we shall obtain some error bounds for the type-II
asymptotic approximations given in Section 2. First consider
82(u0 , v0 ; 0)
=8( y0)+,( y0)[v&120 E(U&u0)&
1
2H1( y0) v
&1
0 E(V&v0)], (4.1)
as an approximation for (2.3) or (2.10) where y0=v&120 u0 . Here (U, V )
should be taken as the (U0 , V0) in (2.2) for (2.3) and the one in (2.9) for
(2.10). Then, from Theorem 3.1 or Corollary 3.1.1 we have the following
error bound:
B2=;2, 0v&10 E[(U&u0)
2]+;2, 1 v&320 E[ |(U&u0)(V&v0)|]
+;2, 2v&20 E[(V&v0)
2]. (4.2)
Here the constants ;2, j ’s are expressed in terms of hj as
;2, 0= 12 h1 , ;2, 1=
1
2h2 , ;2, 2=
1
2 [- 1+h1 + 12 - h3 ]2. (4.3)
Further, ;2, 2 can be replaced by an improved constant 12 (see,
Remark 3.1.).
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Now we consider the moments of (U0 , V0) in (2.2) and (U, V ) in (2.9).
Let
z1=N&127&12(N1x 1+N2x 2&N1+1&N2+2),
z2={ NN1N2=
&12
7&12(x 1&x 2&+1++2), (4.4)
B=(7&12S7&12)&1.
Then z1 tN(0, I ), z2 tN(0, I ), and B&1tWp(n, I ). Further, z1 , z2 and B
are mutually independent. We can express (U, V ) in terms of z1 , z2 and B
as follows:
U=&
1
2
$$B$+N&12 $$Bz1&{ N1NN2 =
12
$$Bz2
+(N1N2)&12 z$1 Bz2&
1
2
(N1&N2)(N1N2)&1 z$2Bz2 , (4.5)
V=$$B2$+2 { NN1N2=
12
$$B2z2+N(N1N2)&1 z$2B2z2 ,
where $=7&12(+1&+2). The (U0 , V0) in (2.1) can be expressed as the
(U, V ) in (4.5) with B=I. Therefore, it is easily seen that
Var(U0)=N &12 2
2+
1
2
p(N1N2)&2 (N 21+N
2
2),
(4.6)
Var(V0)=4(N1 N2)&1 N22+2 { NN1N2=
2
p.
Theorem 4.1. Let u0 and v0 be defined as u0=E(U0) and v0=E(V0),
which are given in (2.4). Then
|e0(2 | 1)&8(#0)|B(2)0 , (4.7)
where
B(2)0 =;2, 0v
&1
0 Var(U0)+;2, 2v
&2
0 Var(V0)
+;2, 1v&320 [Var(U0) } Var(V0)]
12. (4.8)
It may be noted that B (2)0 consists of the terms of the first order with
respect to (N &11 , N
&1
2 , p
&1), i.e., B (2)0 =O1 . The coefficients ;2, j ’s satisfy
;2, 0<0.121, ;2, 1<0.2 and ;2, 2<1.1. Using these upper bounds for ;2, 0 ,
;2, 1 and 0.5 for ;2, 2 , in Table 4.1 we give values of the upper bounds B (2)0
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TABLE 4.1
Upper Bounds for B(2)0 in (4.7)
p N1 N2 B (2)0 ; 2=1.68 B
(2)
0 ; 2=2.56
5 10 10 0.1573 0.0800
20 20 0.0856 0.0435
30 10 0.1191 0.0630
75 75 0.0243 0.0124
10 10 10 0.0958 0.0691
20 20 0.0633 0.0400
30 10 0.0824 0.0568
75 75 0.0222 0.0121
30 30 30 0.0319 0.0230
60 60 0.0211 0.0133
90 60 0.0192 0.0120
100 100 0.0146 0.0085
in some cases. Table 4.1 shows that the upper bound is useful for moderate
values as wel as large values of p for large values of N1 and N2 , and the
asymptotic approximation 8(#) is considerably accurate.
Next we consider error bounds for the asymptotic approximations 8(#)
or 8(#~ ) to e(2 | 1). Let
E(U )=u0 , E(V )=v0 , (4.9)
where u0 and v0 are given by (2.10). Using (4.5), we have
Var(U )=
n2
2m(m&1)(m&3) _
1
m&1
24+
2(n&1)
mN2
22 {1+ N1&N2(m&1) N1=
+
2(n&1) p
N1N2 {
1
m
+
(N1&N2)2
2(m&1) N1N2=&, (m&3>0). (4.10)
Note that V can be expressed (see, e.g., Fujikoshi (1994)) as
V=Nn2(N1N2)&1 /2p ({
2)(/2n&p+1)
&2 {1+ /
2
p&1
/2n& p+2 = ,
where {2=N1N2N&122 and /2p({
2), /2n& p+1 , /
2
p&1 , and /
2
n& p+2 are
mutually independent. Using the above expression, we have
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Var(V )=
(n&1) n4
m(m&1)(m&3) _
n&3
(m&2)(m&5)(m&7)
_{\22+ pNN1N2 +
2
+
2N
N1N2 \222+
pN
N1N2+=
&
n&1
m(m&1)(m&3) \22+
pN
N1N2+
2
& , (m&7>0), (4.11)
which can be expressed as
Var(V )=
2(n&1) n4
m(m&1)2 (m&3)2 _
1
m {1+
8(m&4)
(m&5)(m&7)=
_{p&1m \22+
pN
N1N2+
2
+
N(n&3)
N1N2 \222+
pN
N1N2+=
+
4(n&1)(m&4)
m(m&5)(m&7) \22+
pN
N1 N2 +
2
& , (m&7>0).
Using these expressions, we can give an error bound.
Theorem 4.2. Let u0 and v0 be defined as u0=E(U ) and v0=E(V ),
which are given in (2.11). Suppose that m&7>0. Then
|e(2 | 1)&8(#)|B(2), (4.12)
where
B(2)=;2, 0v&10 Var(U )+;2, 2v
&2
0 Var(V )
+;2, 1 v&320 [Var(U ) } Var(V )]
12. (4.13)
In Table 4.2 we give values of the upper bound B(2) with ;2, 0=0.121,
;2, 1=0.2 and ;2, 2=0.5. Table 4.2 shows that in order to get a resonable
bound we need more large sample sizes, or large dimension and sample
sizes, in comparison with the case when the covariance matrix is known. In
fact, the cases ( p, N1 , N2)=(5, 10, 10), (10, 10, 10) are not excluded, since
the bounds are larger than 1.
Finally we consider a bound for the approximation 8(#~ ). Let
u~ 0=cu0 , c={(n&1)(m&1)(m+2)(n+2) m(m&3) =
12
. (4.14)
Then, #~ =v&120 u~ 0 . Considering an approximation 8(u~ 0 , v0 ; 0) and the
corresponding error bound, we obtain the following Theorem.
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TABLE 4.2
Upper Bounds for B (2)0 in (4.13)
p N1 N2 B (2) ; 2=1.68 B (2) ; 2=2.56
5 20 20 0.2854 0.2625
30 10 0.3206 0.2874
75 75 0.0605 0.0522
10 20 20 0.3255 0.2625
30 10 0.3522 0.2874
75 75 0.0606 0.0540
30 30 30 0.2922 0.2936
60 60 0.0842 0.0813
90 60 0.0650 0.0615
100 100 0.0457 0.0425
Theorem 4.3. Under the same condition as in Theorem 4.2 it holds that
|e(2 | 1)&8(#~ )|B (2)+h0v&120 |1&c|, (4.15)
where B (2) is defined from B(2) by substituting into
E[(U&u~ 0)2]=Var(U )+(1&c)2 u20 (4.16)
for Var(U ).
Note that 1&c=O1 , and hence the bounds in (4.12) and (4.15) are O1 .
In general, B (2)B(2). However, it has been pointed in Fujikoshi and Seo
(1998) that 8(#~ ) is more accurate than 8(#). So, it is expected that the
bound in (4.15) can be improved by a more elaborate method.
5. ASYMPTOTIC EXPANSIONS AND ERROR BOUNDS
In this section we see how useful Theorem 3.1 is in obtaining asymptotic
expansions for EPMC and their error bounds. For the purpose, we con-
sider the general result (3.13) with k= 4. We can write
84(u0 , v0 ; 0)=8( y0)+,( y0)(A1+A2+A3), (5.1)
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where y0=v&120 u0 , and
A1=v&120 E(U&u0)&
1
2 H1( y0) v
&1
0 E(V&v0),
A2=& 12H1( y0) v
&1
0 E[(U&u0)
2]
+ 12H2( y0) v
&32
0 E[(U&u0)(V&v0)]
& 18H3( y0) v
&2
0 E[(V&v0)
2],
(5.2)
A3= 16 H2( y0) v
&32
0 E[(U&u0)
3]
& 14H3( y0) v
&2
0 E[(U&u0)
2 (V&v0)]
+ 18H4( y0) v
&52
0 E[(U&u0)(V&v0)
2]
& 148H5( y0) v
&3
0 E[(V&v0)
3].
The corresponding error bound can be expressed as
B4=;4, 0v&20 E[(U&u0)
4]+;4, 1v&520 E[ |(U&u0)
3 (V&v0)|]
+;4, 2v&30 E[(U&u0)
2 (V&v0)2]
+;4, 3v&720 E[ |(U&u0)(V&v0)
3|]+;4, 4v&40 E[(V&v0)
4]. (5.3)
Here the coefficients ;4, j are expressed in terms of hj as
;4, 0= 124 h3 , ;4, 1=
1
12h4 , ;4, 2=
1
16h5 , ;4, 3=
1
48h6 ,
(5.4)
;4, 4= 116 [(
1
27h7)
14+(8+8h1+2h3+ 13h5)
14]4.
By Remark 3.1 we can use a sharp bound 0.5 for ;4, 4 .
For the case (U, V )#(U0 , V0), E(U0)=u0 and E(V0)=v0 (see (2.4)),
and using (4.5) we can see that
E(A1)=0, E(A3)=O2 , E(B4)=O2 . (5.5)
Therefore, we can obtain an asymptotic expansion for e0(2 | 1):
e0(2 | 1)=8( y0)+,( y0)[&12 H1( y0) v
&1
0 Var(U0)
+ 12H2( y0) v
&32
0 Cov(U0 , V0)&
1
8H3( y0) v
&2
0 Var(V0)=+O2 .
(5.6)
Here Var(U0) and Var(V0) are given by (4.6), and
Cov(U0 , V0)=&2N &12 2
2& p(N 21&N
2
2)(N1N2)
&2. (5.7)
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Further, if we can evaluate E(A3) and E(B4) more precisely, then we can
obtain an error bound for the asymptotic expansion (5.6). Similarly we can
use (5.1) and (5.2) for obtaining an asymptotic expansion of e(2|1) and an
error bound, though it will be complicated to compute the moments of
(U, V ) appeared in (5.2) and (5.3).
Under a type-II framework with 22=O1 it holds that
U wp &
1
2
N(N& p)&1 [22+ p(N1&N2)(N1 N2)&1],
V wp { NN& p=
3
[22+ pN(N1N2)&1].
While, under a type-I framework that N1 and N2 are large and p is fixed,
U wp & 12 2
2 and V wp 22.
For Type-I asymptotic approximations, we need to choose (u0 , v0) in
Theorem 3.1 or its asymptotic approximation as (&12 2
2, 22). For a discussion
on error bounds of Type-I asymptotic approximations, see Fujikoshi
(1994).
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