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Abstract
First a maximum coefficient notion between two real closed Hilbertian subspaces relative
to a third one is given. Many examples illustrate the study when the third subspace is trivial
or not. Then a Relative Canonical Analysis between two closed subspaces relative to a third
one is introduced; it leads to Relative (or partial) Association Measures and allows a notion of
Relative Information between subspaces.
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1. Introduction
The notion of association measure is well known in the area of statistical multivari-
ate analysis: for instance, the (classical or partial) correlation coefficient, the multiple
correlation coefficient, the correlation ratio. Recently, this notion have been extended
for Hilbertian subspaces (see [12]), so introducing a generalization which allows us to
consider several classical measures of association as particular cases. Nevertheless,
since this generalization does not concern the measures of partial association, it seems
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it would be interesting to use a similar approach for these later measures. In this paper,
in order to build a set of partial association measures for Hilbertian subspaces, we intro-
duce a Canonical Analysis (CA) between real Hilbertian subspacesH1 andH2 relative
to a third one H3. This analysis is called the Relative Canonical Analysis (RCA) and is
based on the Dauxois and Pousse’s CA [14]; when the subspaces Hi are well chosen, it
can be considered as a new version of it. If its definition needs no hypothesis, the com-
pact or countable case is in a first approach particularly interesting.
The maximum coefficient of this CA which measures the angle between H1 and
H2 relative to H3 is called the maximum coefficient between H1 and H2 relative to
H3 and is one of the Relative Association Measures (RAM) of interest. When this
coefficient is null, the notion of independence between H1 and H2 relative to H3 is
introduced. When a stochastic framework is considered, we obtain partial or relative
association measures between two random variables relative to a third one (where
some of them are classical).
Beyond its synthetic property, this RCA allows us to construct a RAM set between
Hilbert spaces; we have to use symmetric functions of its canonical coefficients
(when they exist) by following the [11] approach. So we give tools which permit
to refine the measures of the links between two subspaces relative to another one.
Finally, a notion of relative information between two closed subspaces relative to
a third one may be proposed.
Finally, let us mention that the introduction in the literature of several different ter-
minologies for the same concept leads to the fact that some papers could ignore other
important references. For instance, that is the case for the notions of principal angles,
of (maximal) canonical coefficients, of angles between subspaces and of Canoni-
cal Analysis which are close to the notions introduced in the present paper. That
is why, it seemed to us useful––without naturally wanting to aspire to the exhaus-
tiveness––to indicate references allowing to connect some related works (see e.g.
[7,8,21,22,26,31,36,40]).
2. Maximum coefficient between two closed subspaces relative to a third one
2.1. Preliminaries
Considering a real Hilbert space H , we denote by F(H) the set of the closed
subspaces of H . Let Hk (k = 1, 2, 3) be an element ofF(H); then, denoting by A
the closure of the set A, we consider for k ∈ {1, 2}
Hk,3 = Hk + H3 and Ĥk,3 = Hk,3  H3.
In all the paper the orthogonal projector onto a closed subspace E will be denoted
by E ; nevertheless, in order to simplify the notations, we will write ̂k,3 or ̂3
(resp. k; resp. k⊥ ; resp. ̂k⊥) instead of Ĥk,3 (resp. Hk ; resp. H⊥k ; resp.
̂Ĥ⊥k,3
). Then we consider the operators
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B̂ ′12 = (̂1,3 + ̂2,3 − I ) and Â′12 = B̂ ′212;
B̂12 = (̂1,3 + ̂2,3 − I )|Ĥ1,3+Ĥ2,3 and Â12 = B̂
2
12,
where B̂12 is the restriction to Ĥ1,3 + Ĥ2,3 of the operator B̂ ′12.
So (cf. [13, Remark 4.2]):
Ĥk,3 = ImHk,33⊥|Hk,3 = ImHk,3|H⊥3 .
These notations may be simplified if there is no ambiguity; for example Â (resp.
B̂) may replace Â12 (resp. B̂12). The subspace Ĥk,3 may be denoted by Ĥk: it belongs
toF(H) and its elements are those Hk,3 ones which are orthogonal to H3.
The choice of the operators Â′ and B̂ ′ (or Â and B̂) may be enlightened by the
following remarks. Asi denotes the orthogonal projector onto the closed subspace
Hi , a simple calculus shows that:
C(Hi,Hj ) = Cij = (i +j − I )2 = I − (i −j )2
= iji +i⊥j⊥i⊥ , and
S(Hi,Hj ) = Sij = (i −j )2 = ij⊥i +i⊥ji⊥ .
These non-negative operators (with Cij + Sij = I ) are respectively called in [18]
the closeness operator and the separation operator of the subspaces Hi and Hj and
interesting properties of these operators may be found in the aforementioned work.
So, with these introduced notions, Â′12 may be interpreted as the closeness operator
of Ĥ1,3 and Ĥ2,3 or as the separation operator of Ĥ1,3 and Ĥ⊥2,3 (see also Remark
2.3(c) for geometric considerations).
Furthermore, in [10], the links between the operator B ′ij = i +j − I and the
Canonical Analysis of the closed subspaces Hi and Hj are presented in a Euclidean
framework.
We can also clarify the subspace Ĥk,3 by the following.
Lemma 2.1. If Hk and H3 are closed subspaces of H with a closed sum, then
Ĥk,3 = (Hk + H3)  H3 = 3⊥(Hk),
where 3⊥ is the orthogonal projector onto H⊥3 .
Proof. The property “x = u + v (u ∈ Hk, v ∈ H3) is orthogonal to H3” is equiva-
lent to 3(u + v) = 0, so v = −3u and x = u −3u = 3⊥(u). 
Let us remark that Hk + H3 is closed as soon as k3|Hk is a compact
operator (see [14]) and let us recall that an expression of the orthogonal projec-
tor onto the closed subspace Hk + H3 is easily obtained by means of k and 3
(see [13]).
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We give now the
Definition 2.2. The maximum (canonical) coefficient between H1 and H2 relative
to H3 is the positive real number ρ1,2;3 whose square is the spectral radius ρ(Â) of
the positive selfadjoint operator Â. When the maximum coefficient is null, we say
H1 and H2 are independent relative to H3.
Remark 2.3. (a) The coefficient ρ1,2;3 is less than 1 because (see [13])
ρ(Â)  ‖Â‖∞  ‖̂1,3 − ̂Ĥ⊥2,3‖
2∞  1,
where ‖.‖∞ denotes the uniform norm on the spaceL(H) of the bounded operators
of H .
(b) Interesting assumptions are the compactness of the operator Â or that of Â′ or
also that of V̂12 = ̂1̂2|Ĥ1 ; according to [14], we are then ensured that Ĥ1,3 + Ĥ2,3
is closed and that ρ21,2;3 is the greatest eigenvalue of Â and of V̂12.
(c) When H3 = {0}, ρ21,2;3 is the spectral radius of B2 = (1 +2 − I )2|H1+H2
and is simply called the maximum canonical coefficient between H1 and H2 and is
denoted by ρ21 .
When the notion of principal angle between the subspaces Hi and Hj is studied,
we then know (see i.e. [14] or [27]) that this angle is obtained by the spectral analysis
of the operator12 (or21 or12|H1) and so the V -type operators have to be
considered.
The aperture (or the gap) between two subspaces Hi and Hj (see i.e. [30] or [6]
for the finite dimensional case) is defined as the real number ‖i −j‖∞. Then the
norm of the operator B̂ ′12 may be interpreted as the aperture between the subspaces
Ĥ1,3 and (Ĥ2,3)⊥. We may notice that this notion of gap between subspaces is also
used in Probability and Statistics: see for example [19].
Finally, the norm of the “separation” operator Ŝ′12 = I − Â′12 may be interpreted
as the square of the gap between the subspaces Ĥ1,3 and Ĥ2,3.
(d) That notion may be extended to the n subspace case (see e.g. [15,44]) relative
to another one: let (Hk)k=1,n and Hn+1 be n + 1 elements ofF(H). Consider
Â =
(
n∑
k=1
̂k − I
)2
|∑nk=1 Ĥk,n+1
and ˆk the orthogonal projector onto Ĥk,n+1 = Hk,n+1  (Hk,n+1 ∩ Hn+1). Then
we put with evident notation:
ρ1,...,n;n+1 =
√
ρ(Â).
(e) Let us recall the angle between H1 and H2 (often termed the principal angle
between the subspaces H1 and H2) is the real number θ belonging to [0, π/2] and
defined by
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cos θ(H1, H2) := sup{|〈u, v〉|; (u, v) ∈ 1 × 2},
where i is the unit sphere of Hi .
When the spectrum of B̂ is purely discrete, the eigenvectors belong necessarily to
Ĥ1 + Ĥ2 and we have:
ρ1,2;3 =
√
ρ(Â) = ρ(B̂).
When B̂ is compact, it is the same for Vˆ12 = ̂1̂2|Ĥ1 , then:
ρ1,2;3 = ρ(B̂) = ρ1/2(Vˆ12) = sup(u,v)∈Ĥ1×Ĥ2
∣∣∣∣〈 u‖u‖ , v‖v‖
〉∣∣∣∣= cos θ(Ĥ1, Ĥ2).
This is the case when one of the subspaces Ĥi is of finite dimension.
As ρ1,2;3 is a real number belonging to [0, 1], the real number θ(H1, H2;H3) (or
θ1,2;3) is naturally called the principal angle of H1 and H2 relative to H3 and its
cosinus equals the maximal coefficient ρ1,2;3.
(f) When H2 ( /= {0}) is contained in H1 and not contained in H3, then Ĥ2 is
contained in Ĥ1 and 1 is an eigenvalue of Â. In that case ρ1,2;3 = 1.
Remark 2.4. When H1 ∩ H2 is not reduced to {0}, the maximum coefficient
between H1 and H2 equals one. In that case, it is interesting to take account of
the maximum coefficient between H1 and H2 relative to H3 = H1 ∩ H2, which is
also the maximum canonical coefficient between Ĥ1 = H1  (H1 ∩ H2) and Ĥ2 =
H2  (H1 ∩ H2).
The next result gives a condition for the independence of two subspaces relative
to a third one.
Lemma 2.5. The closed subspaces H1 and H2 such that Hk + H3 (k = 1, 2) is
closed are independent relative to H3 if and only if:
∀u ∈ H1, ∀v ∈ H2, 〈u, v〉 = 〈u,3v〉.
Proof. Indeed, a null maximum coefficient between H1 and H2 relative to H3 is
equivalent to saying Ĥ1 and Ĥ2 are orthogonal, that is, for all u of H1 and v of H2:
〈u −3u, v −3v〉 = 0.
As 3 is selfadjoint, this condition yields:
∀u ∈ H1, ∀v ∈ H2, 〈u, v〉 = 〈3u,3v〉 = 〈u,3v〉. 
The independence condition between H1 and H2 relative to H3 is equivalent to
the orthogonality of Ĥ1 and Ĥ2.
It is clear that it is enough, for the general properties, to study the maximal
coefficient of two subspaces (the “independence” meaning then simply the
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orthogonality). This remark brings us to work again with the notion of Canonical
Analysis for Hilbertian closed subspaces (see [14]).
Let us remind that, given a pair (u, v) of non-null elements of H , the tensor prod-
uct u ⊗ v is the rank one operator defined by:
u ⊗ v : x ∈ H → 〈x, u〉v ∈ H.
In all the paper we will denote u⊗2 instead of u ⊗ u; when u is a unit vector, u⊗2 is
the orthogonal projector onto the subspace span{u} which is spanned by u.
Remark 2.6. Let w be a unit vector of H and put H3 = span{w}. The independence
of two closed subspaces H1 and H2 relative to H3 (or also relative to w) leads to:
∀u ∈ H1, ∀v ∈ H2, 〈u, v〉 = 〈u, 〈v,w〉w〉,
and so, for that case:
cos θ(H1, H2) = cos θ(H1, span{w}) cos θ(H2, span{w}).
Besides, the maximal coefficient of H1 and H2 relative to span{w} is:
ρ1,2;3 = ρ1/2(Vˆ12) = sup(u,v)∈H1×H2
〈
u − 〈u,w〉w
‖u − 〈u,w〉w‖ ,
v − 〈v,w〉w
‖v − 〈v,w〉w‖
〉
.
This remark applies in the particular case when B12 is compact and when H3 =
H1 ∩ H2 is a dimension one subspace spanned by a unit vector. Let us remind that
the CA of H1 and H2 is called compact when, for example, one of the operators B,
A (= B2), V12 (= 12|H1 ) or 1|H2 is compact. The maximal coefficient is then
(one of) the greatest eigenvalue(s).
When B̂12 is compact (that is the case as soon as H1 and H2 have a compact CA
and H3 is of finite dimension), then the maximal coefficient of H1 and H2 relative to
H3 is the greatest eigenvalue of Vˆ12.
2.2. A first example
Let us give a particularly instructive first example.
Example 2.7. Let {en; n ∈ N∗} be an orthonormal system of H . Without loss of
generality, even it means replacing H by span{en; n  1}, we suppose that it is an
orthonormal basis of H . Let (an)n1 a real sequence in ]0, 1[. For each non-null
integer n, one consider:
fn = e2n and gn = ane2n +
√
1 − a2ne2n−1
and the two closed subspaces
H1 = span{fn; n  1} and H2 = span{gn; n  1}.
It is easy to see that the pair (H1, H2) is in generic position, that means: ∀(i, j) ∈
, Hi ∩ Hj = {0}, where  is the set {(1, 2), (1⊥, 2), (1⊥, 2⊥), (1, 2⊥)} (see [13]).
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Furthermore, denoting by I the identity mapping of H, we have:
I =
∑
n1
e⊗2n , 1 =
∑
n1
e⊗22n and 1⊥ =
∑
n1
e⊗22n−1.
So, H⊥1 = span{e2n−1; n  1}. It also comes:
2 =
∑
n1
g⊗2n =
∑
n
(
a2ne
⊗2
2n + an
√
1 − a2n(e2n ⊗ e2n−1 + e2n−1 ⊗ e2n)
+ (1 − a2n)e⊗22n−1
)
,
hence:
⊥2 = I −2
=
∑
n
(
(1 − a2n)e⊗22n −an
√
1 − a2n(e2n ⊗ e2n−1+e2n−1 ⊗ e2n)+a2ne⊗22n−1
)
=
∑
n
(√
1 − a2ne2n − ane2n−1
)⊗2
,
which ensures that {g′n =
√
1 − a2ne2n − ane2n−1; n ∈ N∗} is an orthonormal basis
of H⊥2 .
One has besides: 〈fn, gm〉 = anδn,m and 〈e2n−1, g′m〉 = −anδn,m. Using classic
tensor product properties (see e.g. [17]), it can be deduced:
21 =
(∑
n
g⊗2n
)(∑
m
f⊗2m
)
=
∑
n,m
〈fm, gn〉 fm ⊗ gn =
∑
n
anfn ⊗ gn
and
⊥1 ⊥2 =
(∑
n
e⊗22n−1
)(∑
m
g′m ⊗ g′m
)
=
∑
n,m
〈g′m, e2n−1〉g′m ⊗ e2n−1
= −
∑
n
ang
′
n ⊗ e2n−1,
and so (cf. [13, Proposition 5.2]):
A = 21 +⊥1 ⊥2 =
∑
n
an(e2n ⊗ gn − g′n ⊗ e2n−1)
=
∑
n
a2n(e2n ⊗ e2n + e2n−1 ⊗ e2n−1). (2.1)
As a consequence, e2n and e2n−1 are two orthogonal eigenvectors of A associated
to the eigenvalue a2n. Then, when each an is distinct of any am with n /= m, a2n is an
eigenvalue of A with multiplicity 2 and the associated eigenspace is span{e2n, e2n−1}.
The operator A is then compact as soon as the sequence (an)n1 converges to zero
when n → +∞.
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Here come two interesting particular cases:
(i) The sequence (an)n is decreasing. One has: ρ1 = √ρ(A) =
√
supn a2n = a1. The
maximal coefficient is a1 (besides, when the sequence converges to zero, the
operator A is compact).
(ii) The sequence (an)n is non-decreasing and converges to 1 when n → +∞ (e.g.
this is the case for an = cos(1/n)), of course A is not compact. Then, one has:
ρ1 = √ρ(A) =
√
supn a2n = 1. So (cf. [13, Proposition 4.2]) H1 + H2 is not
closed (many other examples with such a property exist in the literature, see
e.g. [20], or [47, p. 87]).
2.3. Some properties
Proposition 2.8. When H1 and H2 are two closed elements ofF(H), the following
properties are equivalent:
(i) θ(H1, H2) > 0,
(ii) ‖k3−k‖∞ < 1,
(iii) R3−k = I −k3−k : (but also Rk = I −3−kk) is invertible,
(iv) ∃αk > 0, ∀x ∈ Hk, ‖⊥3−kx‖  αk‖x‖,
(v) ∃β > 1, ∀x ∈ H, ‖x‖  β(‖⊥1 x‖ + ‖⊥2 x‖).
(vi) H1 + H2 is closed and H1 ∩ H2 = {0}.
Proof. Some of the proofs may be found in [27] or in [13] (in particular for the
(i) ⇒ (ii), (ii) ⇒ (iii) and (ii) ⇔ (vi) properties see Proposition 4.2). Only the three
following implications are given here:
(iii) ⇒ (iv): for each x of Hk , then Rkx = x −3−kx = ⊥3−kx, and so
‖x‖ = ‖R−1k ⊥3−kx‖  ‖R−1k ‖∞‖⊥3−kx‖
and it is sufficient to choose αk = ‖R−1k ‖−1∞ .
(iv) ⇒ (v): applying (iv) to kx, for each x of H , one has:
‖x‖ = ‖kx‖ + ‖⊥k x‖  (1/αk)‖⊥3−kkx‖ + ‖⊥k x‖
 (1/αk)‖⊥3−kx −⊥3−k⊥k x‖ + ‖⊥k x‖
 (1/αk)(‖⊥3−kx‖ + ‖⊥3−k⊥k x‖) + ‖⊥k x‖,
then
‖x‖  (1/αk)‖⊥3−kx‖ + (1 + 1/αk)‖⊥k x‖
and it is sufficient to choose β = 1 + 1/αk (which is strictly greater than 1).
(v) ⇒ (i) For each (u, v) of 1 × 2, it comes:
〈u, v〉 = 〈2u, v〉  ‖2u‖.
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But, (v) implies 1 = ‖u‖  β‖⊥2 u‖, from which we deduce:
1 = ‖u‖2 = ‖2u‖2 + ‖⊥2 u‖2  ‖2u‖2 + 1/β2,
then
‖2u‖ 
√
1 − (1/β)2.
And so for all (u, v) of 1 × 2:
〈u, v〉 
√
1 − (1/β)2 < 1,
which yields (i). 
This result partially explains the interest of assumptions made in Lemmas 2.3
and 2.5.
2.4. A fruitful example
For k = 1, 2, 3, let lk be an operator with closed range belonging to the space
L(Ek,H) consisting of the bounded operators defined from Ek into H , where
(Ek, 〈·, ·〉Ek ) is a real Hilbert space. Of course, when Ek is a Euclidean space, lk
has a closed range.
Definition 2.9. We call maximal coefficient ρ1,2;3 of l1 and l2 relative to l3 the
maximal coefficient of the ranges R(l1) and R(l2) of l1 and l2 relative to R(l3). When
H3 belongs toF(H), the maximal coefficient of l1 and l2 relative to l3 = H3 is also
termed the maximal coefficient of l1 and l2 relative to H3.
Denoting by l∗k the adjoint operator of lk , we put: k = l∗k lk and km = l∗k lm with
k /= m.
The orthogonal projector onto R(lk) is lk−k l∗k , where −k is the Moore–Penrose
generalized inverse of k (which is the usual inverse when k is invertible or equiv-
alently if lk is an injective mapping).
When H3 = {0} (or l3 is the null application from E3 into H ), the maximal coef-
ficient simply denoted by ρ1,2 is the maximal coefficient of the Canonical Analysis
of the two operators l1 and l2 as defined in [15].
Using analogous notations as above for l˜k = 3⊥ lk (i.e., for example, ˜k =
l˜k
∗
lk = l∗k3⊥ lk), we obtain the
Proposition 2.10. When R(lk) and R(l3) have a compact Canonical Analysis, the
maximal coefficient of l1 and l2 relative to l3 is the maximal coefficient of l˜1 and l˜2
relative to {0}. Assuming that the operator Vˆ21 = l˜2(˜2)−˜21(˜1)−(l˜1)∗|3⊥ l2(E2) is
compact, then ρ1,2;3 is the greatest eigenvalue of Vˆ21. The operators l1 and l2 are
independent relative to l3 if and only if
12 = 13−3 32. (2.2)
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Proof. The first result comes immediately from Lemma 2.1. Under the assumption
of compactness of Vˆ21, ρ1,2;3 is (cf. [15]) the greatest canonical coefficient of the
Canonical Analysis of3⊥ l1(E1) and3⊥ l2(E2) and then is the greatest eigenvalue
of the operator R(3⊥ l2)R(3⊥ l1)|R(3⊥ l2) where R(3⊥ li ) = 3⊥ li (l
∗
i 3⊥ li )
−l∗i
3⊥ (i = 1, 2).
According to Lemma 2.5, l1 and l2 are independent relative to l3 if and only if,
for all (u, v) in E1 × E2:
〈l1(u), l2(v)〉 = 〈l1(u),3l2(v)〉,
that is
〈u,12(v)〉E1 = 〈u, l∗13l2(v)〉E1 ,
which achieves the proof. 
Let us notice that, if Ek and H are Euclidean spaces equipped with orthonormal
bases and if A and B denote the matrices of l1 and l2, it is easy to see that the maximal
coefficient ρ1,2 of l1 and l2 relative to {0} is the maximal correlation σ(A, B) of the
pair (A, B) (see [24,34] or [46]).
Non obvious choices can be made for l3 (or H3). Thus, when R(l1) ∩ R(l2) strictly
contains more than one element, the maximal coefficient of interest is the one of l1
and l2 relative to R(l1) ∩ R(l2).
2.5. Examples with H3 = {0}
That is the case where the CA of two closed subspaces and the “Relative” CA
(defined in the next section) will correspond exactly. A general example has already
been given above (Example 2.7) ; another (inspired by [47]) is the following one.
Example 2.11. Let us consider the separable Hilbert space 2(= 2(R)) of the
real sequences (un)n1 such as
∑+∞
n=1 u2n < +∞ equipped with the usual scalar
product 〈·, ·〉 : (u, v) ∈ 2 →∑n unvn. Denoting by e(k) the sequence for which
all the terms are null except the kth term which is equal to 1, then (e(k))k1 is an
2 orthonormal basis. We choose for H1 the closed subspace of sequences with
all odd terms null, that means the subspace span{fk; k  1} with fk = e(2k). The
orthogonal projector on H1 is defined by1 =∑n e(2n) ⊗ e(2n) and the image of the
sequence (xn)n by1 is the sequence (0, x2, 0, x4, . . . , x2n, 0, . . .). We choose H2 =
span{g′k; k  1} where g′k = e(2k−1) + ke(2k). The family {gk = 1‖g′k‖g
′
k;
k  1} is an orthonormal basis of H2. For each sequence u = (un) of 2, we have:
2u =
∑
k1
1
1 + k2 〈u, e
(2k−1) + ke(2k)〉(e(2k−1) + ke(2k))
=
∑
k1
u2k−1 + ku2k
1 + k2 (e
(2k−1) + ke(2k)).
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Here H1 ∩ H2 is clearly reduced to {0}. For each v = (vn)n of H1 (i.e. v2n−1 = 0),
one has:
2|H1v =
∑
k1
kv2k
1 + k2 (e
(2k−1) + ke(2k)),
thus it follows:
V12v = 12|H1v =
∑
k1
k2v2k
1 + k2 e
(2k). (2.3)
The V12 eigenvalues λ are then solutions of(
k2
1 + k2 − λ
)
v2k = 0,
for each k. That shows the eigenvalue λk = k2/(1 + k2) is associated to the eigen-
space spanned by e(2k). It may be deduced that the maximal coefficient between H1
and H2 is limk→+∞ k/
√
1 + k2 = 1 that implies that H1 + H2 is not closed because
the angle between H1 and H2 is null.
Now some elementary maximal coefficients which are classic in Probability and
Statistics are presented. All the random variables (r.v.) X(i) (i = 1, 2, 3) considered
below are defined on the same probability space (,A, P ) and with values in the
measurable space (Xi ,Bi ). The space L2(P ) is equipped with the usual inner prod-
uct 〈·, ·〉 : (U, V ) → E(UV ). Let L2(BX(i) ) denote the space of real functions which
are measurable with respect to the σ -field generated by X(i) and the sets of null P -
measure; the elements of these spaces are the (equivalence classes) r.v. which can
be written ϕ(X(i)) where ϕ is a mapping from Xi to R with a finite second order
moment relative to the distribution measure of X(i). When (Xi , 〈·, ·〉i ) is Euclidean
(resp. Hilbertian), that means a finite dimension real pre-Hilbertian space for the
scalar product 〈·, ·〉i with associated norm ‖ · ‖i , then Bi is the Borel σ -field of the
normed vector space (Xi , ‖ · ‖i ). A r.v. with values in an Euclidean (resp. Hilbertian)
space is as usual called a Euclidean (resp. Hilbertian) r.v. Let L2Xi (P ) denote the(equivalence classes) r.v. space with values in the Euclidean space Xi and which
admit second order moments. When Xi is R, the usual notation L2(P ) is used in
place to L2R(P ). We suppose that X(i) belongs to L2Xi (P ) (or ‖X(i)‖i belongs to
L2(P )) and that X(i) is centered (except mentioned).
Let i define the mapping:
i : x(i) ∈ Xi → 〈x(i), X(i)〉i ∈ L2(P ).
whose adjoint ∗i is the following mapping:
U ∈ L2(P ) → E(UX(i)) ∈ Xi .
With notations introduced in Section 2.4, i is the covariance operator of X(i) and
ij is the cross-covariance operator of X(i) and X(j) (i /= j). We put Fi := R(li) =
{〈x(i), X(i)〉i; x(i) ∈ Xi}.
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When an orthonormal basis is considered for the Euclidean spaceXi , each i(x(i))
(x(i) ∈ Xi ) is a linear combination of X(i) components and ∗i (U) (U ∈ L2(P )) is
the vector of Xi whose components are the covariances between X(i) components
and U .
Of course if necessary we may consider theXi spaces are Rpi type with the usual
scalar product: then, with a given orthonormal basis in each Euclidean spaces, we
are able to (almost instantly) translate the operator language into the matrix one.
Example 2.12. Here we suppose the spacesXi are Euclidean and we take Hi = Fi
(i = 1, 2);
This leads to the spectral analysis of the operator V12 = 1−11 12−12 ∗2|F1 or,
when the l′is are injective, of21−11 12−12 or also of−1/22 21−11 12−1/22 (see
e.g. [10]).
(a) When X(1) and X(2) are real (a.s. non-constant) r.v. with a finite second order
moment, the maximal canonical coefficient is simply the absolute value of the linear
correlation coefficient ρ12 between the r.v. X(1) and X(2). The principal part of the
Linear CA of X(1) and X(2) (cf. [10]) is:(
|ρ12|, 1√
var X(1)
X(1),
1√
var X(2)
X(2)
)
.
(b) When only X(2) is a real (a.s. non-constant) r.v., the orthogonal projector 2
onto F2 may be written 〈·, X(2)〉(X(2)/var X(2)). As the operator V21 = 21|H2 is
of rank one, only one non-null canonical coefficient exists. Then:
V21(X
(2)) = 2(1−11 ∗1(X(2))) = 〈1−11 ∗1(X(2)), X(2)〉
X(2)
var X(2)
= 〈
−1
1 
∗
1(X
(2)), ∗1(X(2))〉2
var X(2)
X(2).
The maximal coefficient (the square root of the unique eigenvalue of V21) is:
r =
√
〈−11 ∗1(X(2)), ∗1(X(2))〉2
var X(2)
,
which is also the absolute value of the multiple correlation coefficient between the
random vector X(1) and the r.v. X(2).
(c) In the general case the spaces F1 and F2 being finite dimensional, all the above
operators and V12 in particular are compact and, when k (k = 1, 2) is invertible,
the maximal coefficient is the greatest eigenvalue of the operator −1/22 21
−1
1 12
−1/22 . The independence of F1 and F2 relative to {0} means the orthogonality
between F1 and F2 that is the nullity of 12 and the lack of correlation between
X(1) and X(2) (see (2.2) with l3 = 0).
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Example 2.13. Let X(i) be for i = 1, 2 a a.s. non-constant real r.v. of L2(P ) and
X(3) a a.s. non-constant real r.v. which is non-colinear in L2(P ) to X(2). We consider
H1 = span{X(1)} and H2 = span{X(2) −3(X(2))}. From the previous example we
deduce that the maximal coefficient r is the absolute value of the coefficient of cor-
relation between X(1) and U(2) = X(2) − 〈X(2), X(3)〉(X(3)/var X(3)). Denoting by
ρij the linear coefficient of correlation between X(i) and X(j), we have:
〈X(1), U(2)〉 = (ρ12 − ρ13ρ23)
√
var X(1)var X(2) and var U(2) = (1 − ρ223)var
X(2), so the maximal coefficient is:
r =
∣∣∣∣∣ρ12 − ρ13ρ231 − ρ223
∣∣∣∣∣ .
Example 2.14. With the same assumptions and analogous notation, we now con-
sider Hi = 3⊥(R(li)) and assume that X(1) and X(3) are also non-colinear. The
maximal coefficient is here the absolute value of the correlation between U(1) and
U(2) and an easy calculus gives r = |r12.3|, where |r12.3| = |ρ12−ρ13ρ23|√
1−ρ213
√
1−ρ223
is the
partial correlation coefficient between X(1) and X(2) relative to X(3).
When X(1) is a r.v. defined on the probability space (,A, P ) with values in a
Banach spaceX1, we can introduce (cf. e.g. [38, p. 100]) the conditional expectation
EBX1(X
(1)) of X(1) relative to a sub-σ -algebraB ofA. We know that this conditional
expectation is characterized when (X1, 〈·, ·〉1) is a Hilbert space by
∀x(1) ∈ X1, 〈x(1), EBX1(X(1))〉1 = EBX1(〈x(1), X(1)〉1).
Let us recall that for a Euclidean space equipped with an orthonormal basis,
EBX1(X
(1)) is the element of X1 whose components are the usual conditional expec-
tations relative toB of the X(1)-components. WhenB is the Borel field generated by
a r.v. X(2), we simply write EX(2) instead of EX(2)X1 . The operator E
B is the orthogonal
projector of L2X1(P ) onto the closed subspace L2X1(B) consisting of the X1-val-
ued r.v. which are (equivalent classes of) B-measurable functions which admit a
covariance operator.
Example 2.15. Let X(1) be a (centered) Euclidean random vector with values in
X1 so that ‖X(1)‖21 is P -integrable and that l1 is injective and let X(2) be a r.v. with
values in the measurable space (X2,BX2).
Then we consider: H1 = F1 and H2 = L2(BX(2) ). As F1 is finite dimensional,
V12 is a finite rank operator. For each 〈x,X(1)〉1 (x ∈ X1), we have:
V12(〈x,X(1)〉1) = 1−11 ∗1EX
(2)
(〈x,X(1)〉1).
We denote by ˜12 the operator x ∈ X1 → 〈x, EX(2) (X(1))〉1, that is the analogous of
1 where X(1) has been replaced by its conditional expectation relative to X(2). Then:
V12(1(x)) = 1−11 ∗1(〈x, EX
(2)
(X(1))〉1) = 1−11 ∗1˜12(x) = 1−11 ˜12(x),
132 J. Dauxois et al. / Linear Algebra and its Applications 388 (2004) 119–145
where ˜12 = ∗1˜12 is the cross-covariance operator of X(1) and EX
(2)
(X(1)). For each
x of X1, we may remark that:
˜12(x) = E(〈x, EX(2) (X(1))〉1X(1)) = E(〈x, EX(2) (X(1))〉1EX(2) (X(1)))
= E(EX(2) (X(1)) ⊗ EX(2) (X(1)))(x),
that means, when X1 is equipped with an orthonormal basis and X(1)i is the ith
component of X(1), the matrix ˜12 of the operator ˜12 admits as generic term (for
the ith row and j th column element):
cov(EX
(2)
(X
(1)
i ), E
X(2) (X
(1)
j ))
and so the principal diagonal elements are the variances of the r.v. EX(2) (X(1)i ).
For each non-null eigenvalue λ of V12 associated to the eigenvector 1(x) (x is of
course a non-null element belonging to X1), it comes:
V12(1(x)) = λ1(x) ⇔ 1(−11 ˜12(x)) = λ1(x).
Then since 1 is injective, λ is an eigenvalue of the operator T1 = −11 ˜12 associated
to the eigenvector x. For that reason, the spectral analysis of V12 is obtained (and
the reciprocity is evident) from the spectral analysis of T1. The maximal coefficient
between R(l1) and L2(BX(2) ) is then the square root of the greatest eigenvalue of T1
(i.e., when X1 is equipped with an orthonormal basis, of the matrix −11 ˜12).
For illustration purpose of this result, let us consider the particular case where
X(1) is a centered non-constant r.v. admitting a second order moment. In that case
the matrices 1 and ˜12 are respectively reduced to the element var X(1) and
var EX
(2)
(X(1)) and the operator T1 : x → (var(EX(2) (X(1)))/var X(1))x admits
var(EX
(2)
(X(1)))/var X(1) as unique eigenvalue. The maximal coefficient ρ1 is then
the correlation ratio ηX(1)/X(2) of X(1) relative to X(2).
Example 2.16. Let X = (Xt )t∈Z be a second order possibly stationary process. For
each n of Z, let H−n (resp. H+n ) denote the linear past (resp. the future) at time n
of the process, that means the subspace span{Xt ; t  n} (resp. span{Xt ; t > n}) of
L2(P ) (or L2
Rd
(P ) in the multidimensional case).
Let −n (resp. +n ) be the orthogonal projector onto the linear past (resp. the
future) and ρn be the maximal coefficient (i.e. the maximal correlation if the Xt are
centered) between H−n and H+n . This maximal coefficient is the greatest eigenvalue
of −n+n|H−n when this operator is compact (see [28]). It is interesting to note that,
under this last hypothesis at least, an estimation of this coefficient (it is naturally
interesting only if ρn is not equal to 1) is easily obtained.
Indeed, let p, p  −n (resp. q, q  n + 1)) belong to Z and−n,p (resp.+n,q) be
the orthogonal projector onto H−n,p = span{Xt ;−p  t  n} (resp. H+n,q =
span{Xt ; n + 1  t  q}).
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The maximal coefficient ρn,p,q between H−n,p and H+n,q is then obtained by deter-
mining the greatest eigenvalue of the finite rank operator −n,p+n,q . As −n,p (resp.
+n,q) strongly converges to −n (resp. +n ) when p and q tend to +∞, we know
(see [15,16]) that the operator −n,p+n,q = −n,p−n+n+n,q uniformly converges
to−n+n when p and q tend to +∞ and consequently ρn,p,q and ρn converges to ρ
under the same conditions.
Example 2.17. We suppose that X(k) is a categorical r.v. with items a(k)i , i ∈ Ik
where Ik = {1, . . . , pk} (pk ∈ N∗ ∪ {+∞}). As the σ -fieldBX(k) is generated by the
events [X(k) = a(k)i ] (i ∈ Ik), L2(BX(k) ) is the (closed) subspace span{1[X(k)=a(k)i ];
i ∈ Ik}.
When the sets Ik are finite, the maximal coefficient between L2(BX(1) ) and L2
(BX(2) ) is the one associated to the random vectors (1[X(1)=a(1)1 ], . . . , 1[X(1)=a(1)p1 ]
)
and (
1[X(2)=a(2)1 ], . . . , 1[X(2)=a(2)p2 ]
)
.
The linear and non-linear cases join so in this example. This remark, although not
formulated in these terms, was given in certain papers (see e.g. [42]).
Example 2.18. Let (X, Y ) be a pair of real r.v. such as the distribution of Y is not
purely discrete (mostly, it will be absolute continuous with respect to the Lebesgue’s
measure);
One assumes that (X, Y ) admits a covariance operator (in fact, it is especially the
existence of the moment of order 2 for X that seems interesting). One takes the case
where Y can not be observed completely (thinking of the difficulty which one has to
know for example the incomes of some people), but one only knows Y through its
membership to certain classes.
To present very simply the problem let us suppose that π = {B1, B2} is a par-
tition of R in Borel sets and that we are able to decide only if Y belongs or not
to B1 (in the literature, it seems that B1 is always ] − ∞, 0]). It is then natural to
try to substitute in Y a r.v. Z = αY[Y∈B1] + β1[Y∈B2], (α and β are real) which is
the best correlated with X (if Y is centered, it seems natural to ask also Z to be
centered). The real numbers α and β being given, the correlation coefficient ρπ,α,β
between X and Z is called the biserial coefficient (see [43]). Naturally, the prob-
lem which arises at once later is how to choose α and β so that this coefficient is
maximal. It is clear, but it seems that many statisticians did not notice it, that this
coefficient is obtained by (semi-linear) canonical analysis (i.e. discriminant analy-
sis) of X and Z. Even more opened is the following problem: if one has the pos-
sibility of the choice of the partition, how to choose π , α and β, so that ρπ,α,β is
maximal.
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2.6. Examples with H3 /= {0}
A first example concerning conditional Discriminant Analysis can be found in
[1]. On the other hand, when in Example 2.12 the X(i)’s are not assumed to be
centered, the indicator 1 of  belongs to R(l1) ∩ R(l2). So (see Remark 2.7) what
is interesting is the maximal coefficient between R(l1) and R(l2) relative to span{1}.
It is easily seen that it is the maximal coefficient of R(l̂1) and R(l̂2) where l̂i is the
analogous mapping as li where X(i) is replaced by the centered r.v. X(i)c = X(i) −
E(X(i)). Again independence of R(l1) and R(l2) relative to span{1} means the non-
correlation between X(1) and X(2). Other examples are the following ones.
Example 2.19. Let Bi , i = 1, 2, be a complete A sub-σ -field for the probability
space (,A, P ) and let consider L2(Bi ) the space of square P -integrable Bi-mea-
surable real functions defined on . The useful maximal coefficient is the one of
L2(B1) and L2(B2) relative to L2(B1 ∩B2). This coefficient is studied by [4,5]
and denoted by ρ˜(B1,B2).
When Bi is the σ -field generated by X(i), L2(B1 ∩B2) contains at least 1.
For example, let (X(1), X(2)) be a Gaussian random vector with covariance matrix(1 ρ
ρ 1
)
with |ρ| < 1. The value of the maximal coefficient, that is between L2(B1)
and L2(B2), is one; it can be seen that the maximal coefficient of L2(B1) and
L2(B2) relative to span{1} is ρ. Thus, independence of L2(B1) and L2(B2) relative
to span{1} means that the r.v. X(1) and X(2) are independent in probability.
A remark deserves to be made here. One knows all the interest of the mixing
notion for the processes of order 2, in particular in the density estimation problems.
A mixing coefficient for sub-σ -fieldsB and C is (see e.g. [3]) the classic coefficient
ρ defined by
ρ = supU∈L2(B),V∈L2(C)
〈U − E(U), V − E(V )〉
‖U‖‖V ‖ .
This coefficient (called the Sarmanov coefficient) is the maximal coefficient between
the subspaces L2(B) and L2(C) relative to span{1}.
Two (linked) particular cases can be here indicated.
Let X = (Xt )t∈Z be a process. We denotes, for n of Z, by B−n (resp. B+n ) the
sub-σ -field generated by the family (Xt )tn (resp. (Xt )t>n) and by π−n (resp. π+n )
the orthogonal projector onto the non-linear past H−n (resp. the future H+n ) at the
time n of the process, that means the space L2(B−n ) (resp. L2(B+n )).
1. The canonical correlation between the past and the future at time 0, as studied
e.g. by [29] manifestly under compactness assumption, is then the maximal coeffi-
cient r between these two spaces.
Even there, one can envisage approximations of it. For p and q of N∗, denot-
ing by B−p and B+q the σ -fields generated by (Xt )−pt0 and (Xt )0<tq and rp,q
the maximal coefficient between the spaces L2(B−p ) and L2(B+q ), it is clear that
limp→+∞,q→+∞ rp,q = r under the compactness assumption.
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It remains naturally to approximate rp,q . This can be done by using the [15] tech-
nique, widened by [2] for random vectors with values in spaces of type Rk , by parti-
tioning theRk spaces in measurable pavements, and to Analyses of Correspondences
type.
We can also envisage rp,q estimates by using splines functions (see [33], and [11],
for example); there is no problem if Xt is real, but when Xt is multidimensional it
has to be clarified.
2. With the previous notation, it is also fruitful to be interested in the maximal
coefficients ρn,k between the spaces L2(B−n ) and L2(B+n+k) (k ∈ N). Indeed the
ρ-mixing condition when the process is (strictly) stationary means that the ρn,k limit
is zero as k tends to +∞ (and in the non-stationary case that the limit of limn∈Z ρn,k
is zero as k tends to +∞).
Example 2.20. With notation as above Example 2.12 let assume that X(i) (i =
1, 2, 3) is a centered Euclidean r.v. belonging to L2Xi (P ) and that 3 injective. The
independence of R(l1) and R(l2) relative to R(l3) means (cf. (2.2)) we have:
12 = 13−13 32.
This equality (see e.g. [25, p. 512]) expresses the fact that X(1) and X(2) are non-
correlated knowing X(3).
When Xi is equipped with an orthonormal basis {e(i)j ; 1  j  dimXi}, the X(i)
components are the X(i)j = i(e(i)j ). The independence of H1 and H2 relative to H3
may still be written:
∀j, ∀k, 〈1(e(1)j ), 2(e(2)k )〉 = 〈1(e(1)j ),3(2(e(2)k ))〉;
so we have for any (i, j):
〈X(1)j , X(2)k 〉 = X(1)j X(3)
−1
3 X(3)X(2)k
that is the non-dependence of H1 and H2 relative to H3 means the non two–two
correlation of the components of X(1) and X(2) knowing X(3).
The equivalence of this last property with the equality on the covariance operators
is well known when one chooses the Xi spaces of type Rpi provided with the usual
scalar product.
Example 2.21. In this paragraph the [9] works concerning the measures of partial
association of two r.v. relative to a third one are partially extended to Euclidean
vectors.
Let X(k) (k = 1, 2, 3) be a r.v. with values to the Euclidean space (Xk,Bk),
BX(k) be the σ -field generated by X(k) and B(X(k),X(3)) be the σ -field generated by
(X(k), X(3)). We consider:
Hk = L2(B(X(k),X(3))) for k = 1, 2 and H3 = L2(BX(3) ).
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Then:
Ĥk = {ϕk(X(k), X(3)) ∈ L2(P ); EX(3) (ϕk(X(k), X(3))) = 0}
= {ϕk(X(k), X(3)) − EX(3) (ϕk(X(k), X(3)));ϕk(X(k), X(3)) ∈ L2(P )}.
The independence of H1 and H2 relative to H3 is equivalent (see Lemma 2.5) to the
following equality which is valid for all fk = ϕk(X(k), X(3)) ∈ L2(P ):
〈f1, f2〉 = 〈f1, EX(3) (f2)〉. (2.4)
Then, one have the
Proposition 2.22. For three Euclidean r.v. X(k) (k = 1, 2, 3), the independence of
L2(B(X(1),X(3))) and L2(B(X(2),X(3))) relative to L2(BX(3) ) is equivalent to the inde-
pendence of X(1) and X(2) relative to X(3).
Proof. It follows that proposed by [9].
(⇒) For all B3 of B3, replacing in (2.4) fk = ϕk(X(k), X(3)) by (fk1B3(X(3))),
then, for all ϕk and B, it comes:
E((f1f21B3(X
(3)))) = E(EX(3) ((f11B3(X(3))))EX
(3)
((f21B3(X
(3)))))
= E(1B3(X(3))EX
(3)
(f1)E
X(3) (f2)),
which implies for all the fk:
EX
(3)
(f1f2) = EX(3) (f1)EX(3) (f2)PX(3) − a.s., (2.5)
(this equality is often considered as the definition of the independence of X(1) and
X(2) conditional to X(3)).
(⇐) Conversely, (2.4) is obtained from (2.5) by taking the mathematical expec-
tation of the two parts of this last equation. 
One can also define a conditional independence in the weak sense (but a priori
less interesting) by taking for each k = 1, 2, 3: Hk = L2(BX(k) ). Then for k = 1, 2,
one has:
Ĥk = {ϕk(X(k)) − E(ϕk(X(k)));ϕk(X(k)) ∈ L2(P )}.
The independence of H1 and H2 relative to H3 is equivalent here to the following
equality which is valid for all ϕk ∈ L2X(k) :
〈ϕ1(X(1)), ϕ2(X(2))〉 = 〈ϕ1(X(1)), EX(3) (ϕ2(X(2)))〉. (2.6)
The condition (2.4) implies of course the equality (2.6) but they are distinct.
Remark 2.23. One can however notice that the conditional independence and the
conditional independence in the weak sense can coincide. Indeed (cf. [37]) if Hi
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(i = 1, 2, 3) is a closed subspace of a centered Gaussian space H (equipped with the
scalar product induced by that one of L2(P )), saying that H1 and H2 are independent
relative to H3 means saying that the σ -fields B(H1) and B(H2) are independent
conditionally to B(H3), where B(Hi) is the σ -field of the functionals on Hi, in
other words the σ -field generated by a generative family (ξi,j )j of Hi and the null
measure sets.
One can also make mixed versions (which the interest remains to prove for some)
but one knows now that the “semi-linear” case is a way which deserves to be ex-
ploited.
Example 2.24. Here X(i) (i = 1, 2) is a centered random vector with values in
the Euclidean space (Xi , 〈·, ·〉i ) and belongs to L2Xi (P ). The r.v. X(3) is valued in
the measurable space (X3,B3). Here one considers Hi = R(i), i = 1, 2 and H3 =
L2(BX(3) ).
When H1 and H2 are independent relative to H3, we will say X(1) and X(2) are
non-correlated conditionally to X(3) or relative to BX(3) (or to L2(BX(3) )).
Remark 2.25. When X(3) is also a random vector, we have the following implica-
tions: “X(1)and X(2) conditionally independent with X(3)” implies “X(1) and X(2)
conditionally non-correlated with X(3)”, which implies “X(1) and X(2) non-corre-
lated knowing X(3)”. Of course when (X(1), X(2), X(3)) is a Gaussian vector, the
three properties are equivalent.
The conditions of the conditionally non-correlation to BX(3) may be written:
∀x(1) ∈ X1, ∀x(2) ∈ X2, 〈1(x(1)), 2(x(2))〉=〈1(x(1)), EX(3) (2(x(2)))〉,
(2.7)
or
〈x(1),12(x(2))〉1 = 〈x(1), ∗1EX
(3)
2(x
(2))〉 = 〈x(1),
X(1)EX
(3)
(X(2))
(x(2))〉1,
where 
X(1)EX
(3)
(X(2))
is the covariance operator of X(1) and EX(3) (X(2)) what is
equivalent to:
12(x
(2)) = 
X(1)EX
(3)
(X(2))
. (2.8)
When orthonormal bases {e(1)j ; j = 1, . . . , dim X1} and {e(2)k ; k = 1, . . . , dim X2}
are chosen in the Euclidean spaces, Eq. (2.8) (with x(1) = e(1)j and x(2) = e(2)k ) is
still equivalent to:
∀j, ∀k, 〈X(1)j , X(2)k 〉 = 〈X(1)j , EX
(3)
(X
(2)
k )〉,
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which means each component X(1)j of X
(1) is non-correlated with the residual of
each component of X(2) in the non-linear regression with X(3).
Example 2.26. Now X(1) and X(2) are arbitrary r.v. and X(3) is a centered random
vector with values in the Euclidean spaceX3 admitting an invertible covariance oper-
ator. One takes here:
Hi = L2(BX(i) ) (i = 1, 2) and H3 = F3 = 3(X3).
So, for i = 1, 2, one has:
Ĥi = {ϕ(X(i)) − 3−13 ∗3(ϕ(X(i)));ϕ(X(i)) ∈ L2(P )}.
Saying H1 and H2 are independent relative to H3 is equivalent to say that for all
ϕ1(X
(1)) and all ϕ2(X(2)) of L2(P ), one has:
〈ϕ1(X(1)), ϕ2(X(2))〉=〈ϕ1(X(1)), 3−13 ∗3(ϕ2(X(2)))〉
=〈∗3(ϕ1(X(1))),−13 ∗3(ϕ2(X(2)))〉X3 ,
and also
〈ϕ1(X(1)), ϕ2(X(2))〉 = 〈∗3(ϕ1(X(1))), ∗3(ϕ2(X(2)))〉X3,−13 ,
where 〈·, ·〉
X3,
−1
3
is the scalar product associated to the metric −13 .
Example 2.27. Continuing the survey, one can again consider the following case:
X(1) being a r.v. and X(2) and X(3) being random vectors, we take:
H1 = L2(BX(1) ) and Hi = i(Xi ) (i = 2, 3).
The independence of H1 and H2 relative to H3 may be written:
∀ϕ(X(1)) ∈ L2(P ), ∀x(2) ∈ X2,
〈ϕ(X(1)), 2(x(2))〉 = 〈ϕ(X(1)), 3−13 ∗32(x(2))〉 = 0,
or still
〈∗2(ϕ(X(1))), x(2)〉X2 = 〈23−13 ∗3(ϕ(X(1))), x(2)〉X2 = 0.
So it comes:
∗2(ϕ(X(1))) = 23−13 ∗3(ϕ(X(1))),
or also:
E(ϕ(X(1))X(2)) = 23−13 E(ϕ(X(1))X(3)).
In the particular case where X(3) is the normalized centered real r.v. Z, we obtain:
E(ϕ(X(1))X(2)) = 23〈ϕ(X(1)), Z〉
J. Dauxois et al. / Linear Algebra and its Applications 388 (2004) 119–145 139
and, when X(2) is also a normalized centered r.v. denoted by Y :
〈ϕ(X(1)), Y 〉 = 〈Y,Z〉〈ϕ(X(1)), Z〉,
what leads to:
η
Y/X(1)
= 〈Y,Z〉η
Z/X(1)
.
3. Canonical Analysis of two closed subspaces relative to a third one
3.1. Relative Canonical Analysis
Let H1 and H2 two elements of F(H). One knows (cf. [14]) that one can asso-
ciate to the operator A = (1 +2 − I )2 an isometric representation of H by a Hil-
bert integralH on (R,BR, µ), where µ is a positive measure (H =
∫ ⊕
R
H(x) dµ(x))
and the H(x)’s are closed subspaces of H , such as to the operator A corresponds the
multiplication operator:
f = {f (x)}x∈R → g = {xf (x)}x∈R.
This mapping allows us to represent isometrically Hi by the Hilbert integral
∫ ⊕
R
Hi(x) dν(x), where ν is the restriction of µ to {x ∈ R;Hi(x) /= 0} ∪ {0}. This kind
of joint representation of H1 and H2 obviously expands the classic simpler situation
of the finite dimension case where one obtains a joint privileged decomposition in
orthogonal direct sums of H1 and H2.
One can then propose the following very general definition (the “ ·̂ ” meaning the
replacement of the spaces Hi by the spaces Ĥi).
Definition 3.1. We define Canonical Analysis of H1 and H2 Relative to H3 any
quadruple
(Xˆ, νˆ, {Ĥ1(x)}x∈Xˆ, {Ĥ2(x)}x∈Xˆ)
so obtained by using what precedes for the spaces Ĥ1,3 and Ĥ2,3.
Naturally, when H3 = {0}, one obtains the common CA of H1 and H2 defined
in [14]. The case H3 /= {0} is deduced from this classical CA by substituting Ĥi in
Hi . The proof of the existence of countable decompositions makes play an important
role to the operator V12, where from the interest of the following.
Lemma 3.2. When B ′ (resp. A′) is compact, then H1,2 := H1 + H2 is closed. If
furthermore H1 ∩ H2 = {0}, then ‖12‖ < 1.
Proof. The only point to show is naturally the first part. When B ′ is compact, the
subspace (1 +2)(H1,2) = (B ′ − I )(H1,2) is closed in H1,2 (cf. [20]). The kernel
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of1 +2 (i.e. the orthogonal subspace of H1,2) is reduced to {0} and the restriction
of 1 +2 to H1,2 is injective and its image is H1,2. As the image of 1 +2 is
contained in H1 + H2, one concludes from it that this last space is of course closed
in H.
One can notice another possible proof by applying Proposition 4.2 of [13] to
H1  (H1 ∩ H2) and its extension when this subspace is of finite dimension, without
assuming that the analysis is compact. 
The space of compact operators on H which is a Banach space for the norm ‖ · ‖∞
is denoted by σ∞(H). Let (λi(T ))i be the full sequence of the eigenvalues of T of
σ∞(H) (i.e. each eigenvalue is repeated with regard to its multiplicity order). For
all p  1, σp(H) is the subspace of the elements T of σ∞(H) such that ‖T ‖pp :=∑
i∈N∗ |λi(T )|p < +∞; it is a Banach space for the norm ‖ · ‖p. For p = 1, σ1(H)
is the Banach space of nuclear (or trace class) operators on H . The space σ2(H)
equipped with the scalar product 〈·, ·〉2 : (T , S) → tr T S∗, is the Hilbert space of the
Hilbert–Schmidt operators.
When (for example) the operator V̂12 belongs to σp(H) (resp. σ∞(H)), the CA of
H1 and H2 relative to H3 is called a p-type (resp. compact type) RCA. It introduces
a decomposition in joint orthogonal direct sums of Ĥ1 and Ĥ2.
We may then content ourself with the principal part of the RCA:
((ρ̂l)l∈L, (̂el)l∈L, (f̂l)l∈L), (3.1)
where (ρ̂2l )l∈L is, as soon as possible, the sequence in decreasing order of the non-
null eigenvalues of V̂12 and L is the set {1, 2, . . . , n} if this operator is of finite rank
or N∗ if not. Furthermore, for each l of L, we have:
V12êl = ρ̂2l el and f̂l =
1
ρ̂l
̂kel .
This RCA is at least operational as soon as the CA of H1 and H3 on one hand
and the CA of H2 and H3 on the other hand are compact; in that case (cf. Lemma
3.2) Hi + H3 for i = (1, 2) is closed and one knows how to determine explicitly the
orthogonal projector onto this space, so to determine ̂k (k = 1, 2) and also V̂12 for
example.
Until now, only seems interesting the compact RCA because it supplies a joint
decomposition with orthogonal direct sums of Ĥ1 and Ĥ2. Nevertheless, examples
in finite dimension suggest that it can be also interesting to take into account small
eigenvalues of ̂1̂2 or V̂12 when this has a sense (for example, when the analysis
is of countable type). Let us give some examples.
Example 3.3 (Continuation of Example 2.7). From the equality x =∑n xngn, which
is valid for each x of H2, we deduce
fn ⊗ gn(x) =
〈∑
n
xngn, fn
〉
gn = anxngn = an〈x, gn〉gn,
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and from (2.1) that:
21|H2 =
∑
n
an(fn ⊗ gn)|H2 =
∑
n
a2nfn ⊗ fn.
As 1
an
1gn = fn, the CA of H1 and H2 is
((an)n1), (fn)n1, (gn)n1. (3.2)
1. This analysis is compact when (an)n is a non-decreasing sequence which satis-
fies
limn→+∞ an = 0. In particular, if we take an = ρn with 0 < ρ < 1, one has ρ1 =
a1 and the CA of H1 and H2 is:
((ρn)n1, (fn)n1, (gn)n1). (3.3)
This result is to be compared to the CA of L2(BX) and L2(BY ) when the real r.v.
pair (X, Y ) is centered Gaussian with covariance matrix
(1 ρ
ρ 1
)
and to [32] work
who characterizes distributions of pairs with a (3.2) type CA.
2. When the sequence an is chosen as an increasing converging to 1 sequence,
H1 + H2 is not a closed set and H1 and H2 does not possess a CA in a classical
sense. Nevertheless the triplet (3.2) admits the following properties:
∀n, 〈fn, gm〉 = anδn,m, H1 = ⊕n1span{fn}, H2 = ⊕n1span{gn},
which allows us to call the triplet (2.2) (cf. [14]) the countable type CA of H1 and
H2. Such an analysis gives a leading role to the smallest eigenvalues of A.
Example 3.4 (Continuation of Example 2.11). We may note that in Example 2.11
the subspaces H1 and H2 admit a countable non-compact Canonical Analysis:((
ρk = k1 + k2
)
k1
, (e(2k))k1,
(
1
ρk
2e(2k) = 1√
1 + k2 (e
(2k−1) + ke(2k))
)
k1
)
.
Example 3.5 (Continuation of Section 2.4). With the same terminology and notation
as in Section 2.4, the Canonical Analysis of l1 and l2 relative to l3 is obtained by
spectral analysis of the operator V˜12.
Example 3.6 (Continuation of Example 2.12). Here we take: Hk = R(lk)(k = 1, 2)
and H3 = {0}. It is a particular case of the previous example. Then we are led to the
spectral analysis of the following operator:
V12 = 1−11 12−12 ∗2|F1 .
The rank of V12 is the number of non-null canonical coefficients. That CA is called
the Linear CA of the r.v. X(1) and X(2).
This example has been described in [10]: in that case the obtained CA corre-
sponds exactly to the Hotelling’s CA of two Euclidean random vectors and more
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particularly to the CA of the random vectors X(1) = (X(1)1 , . . . , X(1)p ) and X(2) =
(X
(1)
2 , . . . , X
(1)
q ) where each component is a r.v. with a finite second order
moment.
(a) When X(1) and X(2) are a.s non-constant r.v. with a finite second order
moment, the principal part of this Linear CA is (|ρ12|, X(1)/
√
var X(1), X(2)/√
var X(2)), where ρ12 is the linear correlation coefficient between the two r.v. X(1)
and X(2).
(b) When only X(2) is an a.s non-constant r.v., the principal part of this Linear CA
between the random vectorX(1) and the r.v. X(2) is then:r =
√
〈−11 ∗1(X(2)), ∗1(X(2))〉X2
var X(2)
,
1
r
√
var X(2)
1
−1
1 
∗
1(X
(2)),
X(2)√
var X(2)
 ,
where the maximal canonical coefficient r is the absolute value of the multiple cor-
relation coefficient between the random vector X(1) and the r.v. X(2).
The different examples having led to “true maximal coefficients relative to” could
be revisited here. To shorten, we give only the
Example 3.7. In Example 2.24, spaces occurring in the CA of H1 and H2 relative
to H3 are:
Ĥi = {i(x(i)) − EX(3) (i(x(i)))} = 〈x(i), X(i) − EX(3) (X(i))〉; x(i) ∈ Xi .
One is led to the linear CA of the vectors X(i) − EX(3) (X(i)), i = (1, 2), so to the
spectral analysis of the covariance operator of the residual X(1) − EX(3) (X(1)) of
X(1) in the non-linear regression to X(3) and of the residual X(2) − EX(3) (X(2)) of
X(2) in the non-linear regression to X(3).
3.2. Association Measures between two closed subspaces relative to a third one
The works of [12] on the measures of association between Hilbertian spaces asso-
ciated to the RCA’s notion allows us to introduce a family of measures of relative (or
partial) association between closed subspaces.
Denoting by c0 the subspace of the real sequences converging to 0, one considers
the symmetric non-decreasing functions, that is the mappings f of a c0 subset cf
into R+ verifying the following three properties:
(i) For all x = (xn)n1 of cf and all permutation σ of N∗, xσ = (xσ(n))n belongs
still to cf and one has: f ((|xσ(n)|)n) = f (x).
(ii) For all (x, y) of (cf )2 verifying, for each n: |xn|  |yn|, then f (x)  f (y).
(iii) It exists a non-decreasing function χf defined from R into R+ such as χf (0) =
0 and, for all real a, (a, 0, . . . 0, . . .) ∈ cf and f (a, 0, . . . 0, . . .) = χf (|a|).
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A simple example of such a function is f∞ : x → max |xn|. The map fp : x ∈
lp → (∑n |xn|p) 1p , p ∈ N∗, gives other examples of symmetric non-decreasing
functions defined on cfp = lp(R), (in [39]) examples of symmetric non-decreasing
functions bounded by 1 may be found).
Now one may present the
Definition 3.8. Let ρ = (ρ̂k)k∈I be the canonical coefficients sequence of the H1
and H2 CA relative to H3 which is assumed compact (cf. 3.2) and f be a symmet-
ric non-decreasing function bounded by 1 defined on the set cf which contains ρ.
The real number f (ρ) is called an association measure between H1 and H2 relative
to H3.
This family of measures of relative association is so built as in [39] by substituting
Ĥi in Hi (i = 1, 2). One can so find in this last work the essential developments to
obtain geometric properties and estimation possibilities of these measures of relative
association. By taking for f the function f∞ above, the coefficient of partial corre-
lation (cf. Example 2.12) of X(1) and X(2) relative to X(3) is an example of measure
of relative association.
One can also note that it would be advisable to clarify the link of these measures of
relative association with the measures of partial association proposed by [9], but this
is not done in this paper. It would also be certainly interesting to compare the papers
of this author concerning the decomposition of the space of regression suggested in
the end of his article with those of [39,45].
3.3. Information between two closed subspaces relative to a third one
In [23] very closed links (in the Gaussian case) between the canonical coefficients
and the notion of information are given. According to the work of [12], one can
introduce, at least in certain particular cases (as for example in finite dimension), a
notion “of relative information” between Hilbert spaces.
With previous notations and according to [13], one considers the operator
D̂12 = ̂1̂2̂1,
and the identity I of H , then the generalized Fredholm determinant defined by:
p(D̂12) =
{
det(I − D̂12), if D̂12 ∈ σ1,∏
k[1 − λk(D̂12)] exp
(∑p−1
j=1
1
k
(λk)
j (D̂12)
)
, if D̂12 ∈ σp,
where p(D̂12) is null when 1 is an eigenvalue of D̂12 and (λk(D̂12))k is the full
non-increasing sequence of the D̂12 eigenvalues. This allows us to give the
Definition 3.9. Given three closed subspaces Hi (i = 1, 2, 3) of the real Hilbert
space H and ̂i the orthogonal projector onto Hi + H3  H3, one calls mutual
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information of H1 and H2 relative to H3, when D̂12 is element of σp for p  1,
the element of R+:
Ip(H1, H2|H3) = − 12 lnp(D̂12̂3).
Naturally when H3 = {0}, one finds the definition proposed in [12]. It remains to
gauge the interest of such a definition and to clarify the possible links with a more
general theory of information (see e.g. [41]). So, links are also to make with the
Kullback’s information and with the [35] works as regards the Gaussian case (where
one knows the non-linear–linear connections are very narrow).
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