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COUNTING SQUARE DISCRIMINANTS
THOMAS A. HULSE, CHAN IEONG KUAN, EREN MEHMET KIRAL, AND LI-MEI LIM
Abstract. Counting integral binary quadratic forms with certain restrictions
is a classical problem. In this paper, we count binary quadratic forms of fixed
discriminant given restrictions on the size of their coefficients. We accomplish
this by investigating the analytic properties of a certain double Dirichlet series,
which is a shifted convolution sum of certain classical automorphic forms.
1. Introduction
The aim of this paper is to answer an elementary question concerning the asymp-
totics of the number of integral binary quadratic forms with fixed positive discrim-
inant. Specifically, we consider the discriminant b2 − 4ac and look at the number
of integer triples (a, b, c) for which b2 − 4ac = h > 0, where a, b, c are bounded in a
box of size X ≫ h and h is fixed.
We see we have the relation
#{(a, b, c) ∈ Z3>0 : a, c ≤ X and b2 − 4ac = h} =
1
2
X∑
a,c=1
τ(4ac+ h) (1)
where τ(n) is the square-indicator function,
τ(n) =

1 if n = 0
2 if n is a nonzero square
0 if n is not a square.
Our first result concerns an asymptotic estimate of a smooth variant of this sum.
Theorem 1.1. For large X ≫ 1, we have that
∞∑
a,c=1
τ(4ac+ h)e−(
a+c
X ) = C1(h)X logX + C2(h)X +O(X
1
2+ε),
where C1(h) and C2(h) are computable constants. Furthermore, if h is a square
then C1(h) 6= 0, otherwise C1(h) = 0 and C2(h) 6= 0.
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Remark. The factor e−(a+c)/X can be exchanged for ψX(a)ψX(c) where ψX is the
characteristic function on [1, X ]. Thus we obtain a sharp cutoff result described in
(1) with the same main term and error term O(X1−δ) for δ > 0. Modifying the
inverse Mellin integral in (23), we can get δ = 5/39.
The most similar result, which motivated the work in this paper, is due to Oh-
Shah [OS] who proved following theorem.
Theorem 1.2 (Oh-Shah [OS]). For any non-zero square h ∈ Z there exists C > 0
such that
#{Q(x, y) = ax2 + bxy + cy2 : a, b, c ∈ Z, disc(Q) = h, a2 + b2 + c2 ≤ X2}
= CX logX +O(X(logX)
3
4 ).
This result is obtained via a general ergodic technique. We note that our re-
sult has a second main term and a much improved error term. However, recent
preliminary work of Oh and Shah produces an asymptotic more analogous to our
smoothed sum in Theorem 1.1. [Oh14]
Furthermore, there is a long history of study for asymptotics where the coeffi-
cients a, c are bounded by the condition ac ≤ X2. In these cases we are investigating
sums of the form
#{(a, b, c) ∈ Z3>0 : ac ≤ X2 and b2 − 4ac = h} =
1
2
∑
a,c
1≤ac≤X2
τ(4ac+ h). (2)
When we count points in this hyperbolic-shaped region instead of the box shaped
region in Theorem 1.1, we get
Theorem 1.3. For any non-zero h ∈ Z>0 and X ≫ h,∑
a,c
1≤ac≤X2
τ(4ac+ h) = B1(h)X(logX)
2 +B2(h)X logX +B3(h)X +O(X
4
5+ε).
where B1(h), B2(h), B3(h) are computable constants. Furthermore, B1(h) 6= 0 if h
is a square, and B1(h) = 0 and B2(h) 6= 0 if h is not a square.
These sums differ slightly from those in the literature, as more frequently sums
of the form∑
b≤X
σ0(b
2 − h) = #{b2 − ac = h | a, b, c ∈ Z≥1, ac ≤ X2 − h}
are investigated. For example, Bykovski˘ı [Byk84] proves the following theorem.
Theorem 1.4 (Bykovski˘ı [Byk84]). For h ∈ Z<0 there exist constantsK1(h),K2(h)
such that for X ≫ 1,∑
b≤X
σ0(b
2 − h) = K1(h)X logX +K2(h)X +O((X logX) 23 ).
and K1(h) and K2(h) have known formulas.
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The above result is notable because this is best known error term. However, it
is limited to the case where h is negative and thus not square. There is a more
general result due to Hooley [Hoo63]:
Theorem 1.5 (Hooley [Hoo63]). For h ∈ Z not a square and X ≫ h,∑
b≤X
σ0(b
2 − h) = K1(h)X logX +K2(h)X +O(X 89+ε).
This puts positive and negative h on equal footing but does not deal with the
case where h is a square.
We should also note that works due to Duke, Rudnick and Sarnak [DRS93] and
Selberg [LP82] provide a general method that may produce results similar to the
above estimates with improved error terms, but these applications do not appear
with such specificity in the literature. As far as we know, our method is the only
one that treats with the case where h is and is not a square simultaneously and
gives counts in both the hyperbolic and box-shaped geometries. While we do not
investigate the case where h is negative in this paper, our technique is the same
and we can obtain similar results.
Our approach to this problem uses the analytical properties of the double Dirich-
let series,
∞∑
a,c=1
τ(4ac+ h)
ascw
, (3)
where τ is defined as before. This Dirichlet series can be obtained from the Peters-
son inner product
〈P−
1
2
h,Y (∗, s, δ), Im(∗)
1
4 θE∗
(
4∗, 1+v2
)〉 (4)
taken over the domain Γ0(4)\H. The function θ(z)E∗
(
4z, 1+v2
)
(Im z)
1
4 will be
denoted V˜v(z) for brevity. The function P
− 12
h,Y (z, s, δ) is a Poincare´ series, often just
denoted P , and is inspired by a heuristic form given by
P
− 12
h (z, s) =
∑
γ∈Γ∞\Γ0(4)
Im(γz)se−2πihγz
j(γ, z)
|j(γ, z)| . (5)
The letters Y and δ appearing in P
− 12
h,Y (z, s, δ) are auxiliary variables that will ensure
good behavior as we describe below. This is not the standard real-analytic Poincare´
series due to Selberg [Sel65], which we could use for h negative, but analogous to a
modified version originally constructed in [HH12] to deal with the case where h is
positive.
The function V˜v is an automorphic form of half integral weight on the space
Γ0(4)\H. In order to understand the analytic behavior of (3), we use the spectral
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decomposition of the Poincare´ series. This yields
〈P, V˜v〉 =
∑
j
〈P, uj〉〈uj , V˜v〉+ 〈P, Im(∗) 14 θ〉〈Im(∗) 14 θ, V˜v〉
+
∑
a cusps
V
4π
∫ ∞
−∞
〈P,E(∗, 12 + it)〉〈Ea(∗, 12 + it), V˜v〉 dt. (6)
Here V is the volume of the hyperbolic surface Γ0(4)\H. By considering each term
in the above expansion separately, we are able to find the locations of the poles and
the residues of the meromorphic continuation of (3).
The difficulties are threefold, two of which were overcome in [HH12], where a
similar Poincare´ series of weight zero was defined and studied. Firstly, P
− 12
h , as
given in (5), is not an L2 function and has exponential growth in y. Therefore,
the spectral expansion does not exist, and we must work with a truncated function
Ph,Y (z, s) supported on a compact domain. After taking the inner product, we can
take the limit
lim
Y→∞
〈Ph,Y (∗, s), V˜v〉 (7)
to recover the Dirichlet series.
The second difficulty is that, although Ph,Y (z, s) can be given a spectral decom-
position, quantities such as 〈Ph,Y (∗, s), uj〉 do not make sense as Y → ∞. That
difficulty is overcome by introducing another auxiliary variable, δ > 0, and so the
final form of the Poincare´ series is given below in (11). After letting Y → ∞,
convergence of the Dirichlet series occurs for s in some right half-plane and in this
region, and so δ can be meaningfully sent to zero. Similarly, on the spectral side
the expansion (6) converges when Re(s) sufficiently negative as δ → 0.
The third difficulty does not have to do with the analytic complications of the
Poincare´ series, but is due to the fact that V˜v is of moderate growth and thus
not square-integrable. We overcome this by subtracting a modular form of the
same weight, character and growth as V˜v. More specifically, we subtract linear
combinations of Eisenstein series at various cusps, evaluated at specific values of
the holomorphic variable such that the resulting difference is square-integrable.
In later sections of the paper, we use inverse Mellin transforms to get from the
Dirichlet series to the truncated sum, and then move the lines of integration to
obtain the desired asymptotic results. Since the methods for obtaining Theorems
1.1 and 1.3 are very conceptually similar, save for some small differences, this paper
will only show all of the computations used for obtaining the asymptotic of the
smoothed sum in Theorem 1.1 and then give brief explanations for how to modify
the argument to obtain our other estimates.
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2. The Automorphic Function V (z)
For notational convenience, let Γ = Γ0(4), the set of matrices in SL(2,Z) which
are upper triangular when reduced modulo four. Modular forms of weight k, for k
a half-integer, are functions f on the upper half plane satisfying
f(γz) = j(γ, z)2kf(z),
where γ =
(
a b
c d
) ∈ Γ and
j(γ, z) = ε−1d
( c
d
)
(cz + d)
1
2
is the weight 12 cocycle, as in [Shi73].
Given a cusp a ∈ Q ∪ {∞}, we denote the stabilizer of the cusp,
Γa := {γ ∈ Γ : γa = a}.
For the group Γ, any cusp is equivalent to one of the three inequivalent cusps: 0, 12 ,
and ∞.
Let E(z, w) be the standard real-analytic Eisenstein series on SL(2,Z), and
E∗(z, w) := E(z, w)ζ∗(2w)
where ζ∗(w) is the completed Riemann zeta function,
ζ∗(w) = π−
w
2 Γ(w2 )ζ(w). (8)
Furthermore, for k a half integer, let Eka (z, w) be the weight k Eisenstein series
at the cusp a, as in [GH85]. Our notation differs somewhat from the notation
of [GH85], as we shift the position of the complex variable by replacing the w
with w − k2 . This amounts to using the normalized cocycle j(γ, z)/|j(γ, z)| in the
definition of the Eisenstein series instead of j(γ, z) alone. Also, note that in [GH85]
the weight is denoted by k2 but throughout this work we use k.
Finally, recall that the classical theta series,
θ(z) =
∑
n∈Z
e2πin
2z =
∞∑
n=0
τ(n)e2πinz ,
is a modular form of weight 12 and that its coefficients are the square indicator
function.
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With this background in mind, we begin by fixing a positive integer h. The
multiple Dirichlet series,
∞∑
a,c=1
τ(4ac+ h)
as+vcs
, (9)
which is obtained via an inverse Mellin transform, will aid us in estimating the
desired asymptotics in Theorems 1.1 and 1.3. Letting m = ac, we can rewrite the
above Dirichlet series as
∞∑
m=1
τ(4m+ h)
ms
∑
a|m
1
av
=
∞∑
m=1
τ(4m+ h)σ−v(m)
ms
.
We will use the Fourier coefficients of Eisenstein series of level 1 and weight 0 on
SL(2,Z)\H as a source for the divisor function, σ−v(m). Thus what we have is a
shifted convolution sum of the Fourier coefficients of the theta function and those
of the Eisenstein series.
This shifted convolution is obtained by taking the inner product of the function
Vv(z) = y
1
4 θ(z)E∗
(
4z, 1+v2
)
(10)
− 4 1+v2 ζ∗(1 + v)E
1
2
∞
(
z, 34 +
v
2
)− ζ∗(1 + v)E 120 (z, 34 + v2 )
with the Poincare´ series alluded to in the introduction. By subtracting the Eisen-
stein series in (10) we ensure that Vv(z) is indeed in L
2(Γ\H). Let
P
− 12
h,Y (z, s; δ) =
∑
γ∈Γ∞\Γ
Im(γz)sΨY (Im γz)e
−2πihRe(γz)e2πh Im(γz)(1−δ)
j(γ, z)
|j(γ, z)| (11)
be the aforementioned Poincare´ series, where ΨY is the characteristic function for
the interval [Y −1, Y ]. Again, note for brevity that we will often denote P
− 12
h,Y (z, s; δ)
as simply P . This Poincare´ series has been constructed to pick out the hth term from
the Fourier expansion of an automorphic function of weight 12 . The factor of j(γ, z)s
in the sum make P itself, as a function of z, an automorphic function of weight − 12 .
Without ΨY , the series as a function of z would be growing exponentially in the
imaginary part y of z, which would have made it difficult to exploit the spectral
decomposition of the function P . Right now, it is compactly supported, and hence
in L2(Γ\H,− 12 ).
3. The Dirichlet Series
In this section we will demonstrate that the inner product of P and first term
of Vv produces a Dirichlet series of the form we desire. As in the Rankin-Selberg
convolution, we begin by unfolding the inner product given in (7):
〈
P, Im(∗) 14 θE∗ (4∗, 1+v2 )〉 =
Y 1∫∫
Y−1 0
ys−
3
4 e−2πihxe2πhy(1−δ)θ(z)E∗
(
4z, 1+v2
) dxdy
y
.
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Substituting the Fourier expansions for θ(z) and the Eisenstein series in the in-
egrand, the inner product becomes
Y 1∫∫
Y−1 0
ys−
3
4 e−2πihxe2πhy(1−δ)
(
∞∑
n=0
τ(n)e2πinz
)(
∞∑
n=0
av(n, 4y)e
−2πin(4x)
)
dxdy
y ,
where
av(n, y) =
{
ζ∗(1 + v)y
1
2+
v
2 + ζ∗(v)y
1
2−
v
2 if n = 0
2y
1
2σ−v(n)|n| v2K v
2
(2π|n|y) if n 6= 0,
and Kv(y) is the classical K-Bessel function.
Therefore we obtain the expansion〈
P, Im(∗) 14 θE∗ (4∗, 1+v2 )〉
= τ(h)4
3
4−s
∫ Y
Y −1
e−2πyδh(4y)s−
1
4
(
ζ∗(1 + v)(4y)
v
2 + ζ∗(v)(4y)−
v
2
) dy
y
(12a)
+ 4
⌊h4 ⌋∑
m=1
τ(h− 4m)σ−v(m)|m| v2
∫ Y
Y −1
ys−
1
4 e2πy(4m−δh)K v
2
(2π|4m|y)dy
y
(12b)
+ 4
∞∑
m=1
τ(h+ 4m)σ−v(m)|m| v2
∫ Y
Y −1
ys−
1
4 e−2πy(4m+δh)K v
2
(2π|4m|y)dy
y
. (12c)
We see that by taking the respective limits of Y → ∞ and δ → 0 when Re(s) is
sufficiently large, (12c) becomes
(16π)
3
4−sΓ(s− 14 + v2 )Γ(s− 14 − v2 )
Γ(s+ 14 )
∞∑
a,c=1
τ(h+ 4ac)
as+
v
2−
1
4 cs−
v
2−
1
4
, (13)
which we see is the multiple Dirichlet series we want to study.
Now, when Re s > 14 + |Re(v2 )| we can take the limit as Y goes to infinity and
(12a) becomes
τ(h)4
3
4−s
(
( δhπ2 )
1
4−s−
v
2 ζ∗(1+v)Γ(s− 14+ v2 ) + ( δhπ2 )
1
4−s+
v
2 ζ∗(v)Γ(s− 14− v2 )
)
,
which has a meromorphic continuation to all s ∈ C. Similarly, when Re s > 14 +
|Re(v2 )|, (12b) becomes
4
⌊ h4 ⌋∑
m=1
τ(h− 4m)σ−v(m)|m| v2
(8πm)s−
1
4
∫ ∞
0
ys−
1
4 ey(1−
δh
4m )K v
2
(y)
dy
y
= 4
⌊h4 ⌋∑
m=1
τ(h− 4m)σ−v(m)|m| v2
(8πm)s−
1
4
√
π
2
M0(s+
1
4 ,
v
2i ,
δh
4m ),
as Y → ∞. The function Mk(s, z/i, δ) has a meromorphic continuation to all
(s, z) ∈ C2 for fixed k ∈ R; its general definition and other relevant properties are
due to [Hul13] and are summarized in Proposition A.2 in the appendix. Both (12a)
and (12b) contribute poles at s = 14 ± v2 .
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In order to understand the inner product of P with Vv, where Vv is as described
in (10), we also need to examine the inner product of P with the half-integral weight
Eisenstein series at the infinity cusp,
lim
Y→∞
〈P, ζ∗(1 + v)E
1
2
∞(∗, 34 + v2 )〉
=
∫ ∞
0
∫ 1
0
ys−1e2πhy(1−δ)e−2πihxζ∗(1 + v)E
1
2
∞(z,
3
4 +
v
2 )
dx dy
y
= i
1
2
π
3
4+
v
2 h
v
2−
1
4
Γ(1 + v2 )
ζ∗(1 + v)D∞(
3
4 +
v
2 ;h)(2πh)
1−sM 1
2
(s, 1i (
1
4 +
v
2 ), δ), (14)
and at the zero cusp,
lim
Y→∞
〈P, ζ∗(1 + v)E
1
2
0 (∗, 34 + v2 )〉
=
∫ ∞
0
∫ 1
0
ys−1e2πhy(1−δ)e−2πihxζ∗(1 + v)E
1
2
0 (z,
3
4 +
v
2 )
dx dy
y
= i
1
2
π
3
4+
v
2 h
v
2−
1
4
Γ(1 + v2 )
ζ∗(1 + v)D0(
3
4 +
v
2 ;h)(2πh)
1−sM 1
2
(s, 1i (
1
4 +
v
2 ), δ). (15)
Here
D∞(s;h) =
∞∑
n=1
gh(4n)
(4n)s
(16)
is the hth Fourier coefficient of E
1
2
∞(z, s), where gh(c) denotes the Gauss sum,
gh(c) =
∑
d (c)
d odd
εd
( c
d
)
e
2piidh
c . (17)
Similarly Da(s;h) is the h
th Fourier coefficient of E
1
2
a (z, s) and only differs from
D∞(s;h) in the 2-place. This is described more fully in [GH85]. In particular, in
Corollary 1.3 of [GH85], it is shown that
Da(s;h) = L
∗(2s− 12 ,
(
4h
·
)
)Fa(s;h) (18)
where Fa(s;h) is a function which is analytic for Re(s) ≥ 12 .
So to summarize, we have proven the following proposition.
Proposition 3.1. The function
Dv(s;h, δ) :=
4
(8π)s−
1
4
∞∑
a,c=1
τ(4ac+ h)
as+
v
2−
1
4 cs−
v
2−
1
4
∫ ∞
0
ys−
1
4 e−y(1+
δh
4m )K v
2
(y)
dy
y
(19)
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is absolutely convergent for Re s > 54 + |Re(v2 )| and has the expansion
Dv(s;h, δ) (20a)
= lim
Y→∞
〈Ph,Y (∗, s; δ), Vv〉 (20b)
− 4
⌊ h4 ⌋∑
m=1
τ(h − 4m)σ−v(m)m v2
(8πm)s−
1
4
√
π
2
M0(s+
1
4 ,
v
2i ,
δh
4m ) (20c)
− τ(h)(
δhπ
2 )
1
4−s−
v
2
4s−
3
4
(
ζ∗(1+v)Γ(s− 14+ v2 ) + ( δhπ2 )vζ∗(v)Γ(s− 14− v2 )
)
(20d)
+ i
1
2
π
3
4+
v
2 h
v
2−
1
4
Γ(1 + v2 )
ζ∗(1 + v)D∞(
3
4 +
v
2 ;h)(2πh)
1−sM 1
2
(s, 1i (
1
4 +
v
2 ), δ) (20e)
+ i
1
2
π
3
4+
v
2 h
v
2−
1
4
Γ(1 + v2 )
ζ∗(1 + v)D0(
3
4 +
v
2 ;h)(2πh)
1−sM 1
2
(s, 1i (
1
4 +
v
2 ), δ). (20f)
in this region.
Since (19) converges to (13) as δ → 0, in the next section we will use this
proposition and the inverse Mellin transform of (20b) to relate the asymptotic
expansion of the smoothed sum in Theorem 1.1 to the analytic properties of 〈P, Vv〉.
4. The inverse Mellin integrals
To get an asymptotic estimate of
∞∑
a,c=1
τ(h + 4ac)e−(
a+c
X
), (21)
we take an inverse Mellin transform of the equation in Proposition 3.1. The problem
will be reduced to analyzing the inner product in (20b), which is accomplished in
the next section via its spectral expansion.
Proposition 4.1. For large X ≫ 1, we have that
∞∑
a,c=1
τ(h+ 4ac)e−
a+c
X = I − cX logX − dX +O(X 12+ε) (22)
where c and d are constants that depend on h, with c 6= 0 if τ(h) 6= 0 and d 6= 0 if
τ(h) = 0, and I is defined as
I :=
(
1
2πi
)2 ∫∫
( 32 )(3)
lim
Y→∞
〈P, Vw1−w2〉Γ
(
w1+w2+1
2
)
(16π)
w1+w2−1
2 Xw1+w2 dw1 dw2.
(23)
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Proof. Let w1 = s− 14 + v2 and w2 = s− 14 − v2 . From (13), we have that
∞∑
a,c=1
τ(h + 4ac)e−
a+c
X
= lim
δ→0
(
1
2πi
)2∫∫
( 32 )(3)
Dw1−w2(
w1+w2+
1
2
2 ;h, δ)
Γ
(
w1+w2+1
2
)
(16π)
1−w1−w2
2
Xw1+w2 dw1 dw2. (24)
Using the expansion of Dw1−w2(
w1+w2+
1
2
2 ;h, δ) given in Proposition 3.1 we have
that
∞∑
a,c=1
τ(h+ 4ac)e−
a+c
X = lim
δ→0
(I − T1 − T2 + T3,∞ + T3,0) (25)
where
T1 :=
(
1
2πi
)2∫∫
( 32 )(3)
τ(h)(4π)
w1+w2−1
2
( δhπ2 )
w1
ζ∗(1 + w1 − w2)Γ(w1)
× Γ (w1+w2+12 )Xw1+w2 dw1 dw2
+
(
1
2πi
)2∫∫
( 32 )(3)
τ(h)(4π)
w1+w2−1
2
( δhπ2 )
w2
ζ∗(w1 − w2)Γ(w2)
× Γ (w1+w2+12 )Xw1+w2 dw1 dw2
is due to (20d),
T2 :=
(
1
2πi
)2 ∫∫
( 32 )(3)
Γ
(
w1+w2+1
2
)
2
1−w1−w2
2
⌊ h4 ⌋∑
m=1
τ(h − 4m)σw2−w1(m)
mw2
×M0(w1+w2+12 , w1−w22i , δh4m )Xw1+w2dw1 dw2
is due to (20c), and
T3,a := (26)(
1
2πi
)2∫∫
( 32 )(3)
i
1
2
π
3
4+
w1−w2
2 h
w1−w2
2 −
1
4
Γ(1 + w1−w22 )
ζ∗(1 + w1 − w2)Da(34 + w1−w22 ;h)Γ(w1+w2+12 )
× (2πh)
1−
w1+w2+
1
2
2
(16π)
1−w1−w2
2
M 1
2
(
w1+w2+
1
2
2 ,
1
i (
1
4 +
w1−w2
2 ), δ)X
w1+w2 dw1 dw2
is due to (20e) and (20f).
For T1, we will deal with the two terms separately. For the first integral of T1,
we shift the line of integration to Re(w2) = − 12 without passing over poles. We
can then shift the line of integration to Re(w1) = −ε, passing the simple pole at
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w1 = 0. The residue at w1 = 0 is
1
2πi
∫
(− 12 )
τ(h)(4π)
w2−1
2 ζ∗(1 − w2)Γ(w2+12 )Xw2 dw2,
which is O(X−
1
2 ). We can take δ to 0 in the shifted integral, effectively dropping
the term.
For the other term of T1, we will move the line of integration for w2 left to
Re(w2) = − 12 , picking up the residue at w2 = 0. The shifted integral term can be
dropped when δ is taken to 0 and the residue at w2 = 0 is
1
2πi
∫
(3)
τ(h)(4π)
w1−1
2 ζ∗(w1)Γ
(
w1+1
2
)
Xw1 dw1 = τ(h)X +O(X
1
2 ),
This equality is obtained by moving the line of integration to Re(w1) =
1
2 .
For T2, moving lines of integration for w1 left to Re(w1) = ε and for w2 left to
Re(w2) = ε, we can take δ to 0 and the resulting expression is O(X
ε).
For T3,a we move the line of integration for w2 to Rew2 = ε, encountering the
simple pole at w2 =
1
2 . Shifting line of integration of w1 to Rew1 =
1
2 + ε allows
us to take δ to 0 and shows that the moved integral is O(X
1
2+ε). The residue at
w2 =
1
2 is
1
2πi
∫
(3)
2i
1
2
√
π
Γ(34 +
w1
2 )
ζ(12 + w1)Da(
1
2 +
w1
2 ;h)X
w1+
1
2 dw1.
Shifting the line of integration of the above to Rew1 = ε, we pick up a pole at
w1 =
1
2 . If h is not a square, then the pole at w1 =
1
2 is simple and comes from the
Riemann zeta function and we have
lim
δ→0
(T3,∞ + T3,0) = c2X +O(X
1
2+ε),
for some nonzero, computable constant c2. If h is a square, then Da also has a pole
(see (18)), and the pole at w1 =
1
2 is a double pole instead of a simple one, and we
obtain:
lim
δ→0
(T3,∞ + T3,0) = c3X logX + c4X +O(X
1
2+ε)
where in the above, c3 6= 0 and c4 are computable constants. 
5. Spectral Expansion
The function P
− 12
h,Y (z, s; δ) is in L
2(Γ0(4)\H,− 12 ); in fact it is compactly sup-
ported, so we can expand this function in the spectrum of the Laplacian ∆− 12 . Let
the uj be an orthonormal basis of Maass forms i.e. eigenfunctions of the Laplacian
which vanish at the cusps. We parametrize the eigenvalues of these Maass forms
as 1/4 + t2j . Each Maass form has the Fourier expansion
uj(z) =
∑
n6=0
ρj(n)|n|− 12W− sgn(n)4 ,itj (4π|n|y)e
2πinx,
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where Kκ,µ(y) is the classical Whittaker function.
The continuous spectrum of L2(Γ0(4)\H,− 12 ) is spanned by the Eisenstein series
at various cusps, E
− 12
a (z,
1
2 + it), defined for Reu > 1 by
E
− 12
a (z, u) =
∑
Γa\Γ0(4)
(Imσ−1a γz)
u j(γ, z)
|j(γ, z)| .
This Eisenstein series has a meromorphic continuation to the whole complex plane
with a pole at u = 34 , and
Resu= 34 E
− 12
a (z, u) = caθ(z)y
1
4
is the residual spectrum, where ca is some constant. From this we can take the
spectral expansion of P :
P
− 12
h,Y (z, s; δ) =
∑
j
〈P, uj〉uj(z) + 〈P, Im(∗) 14 θ〉y 14 θ(z)
+
V
4πi
∑
a=∞,0, 12
∫
( 12 )
〈P,E−
1
2
a (∗, u)〉E−
1
2
a (z, u)du. (27)
Now we see what each of these inner products is
〈P, uj〉 =
∫∫
Γ0(4)\h
P
− 12
h,Y (z, s; δ)uj(z)
dxdy
y2
(28)
=
ρj(−h)
h
1
2
1
(2πh)s−1
∫ 2πhY
2πhY −1
ys−1ey(1−δ)W 1
4 ,itj
(2y)
dy
y
= (2π)−(s−1)
ρj(−h)
hs−
1
2
MY,h, 12 (s, tj , δ),
where the function MY,h,12 (s, tj , δ) is defined by context and is described in more
detail in the appendix and in [Hul13]. When Re s > 12 +maxtj | Im(tj)|, Proposition
A.1 lets us take the limit as Y → ∞ inside the sum over uj in (27), so that the
MY,h,12 (s, tj , δ) become M
1
2
(s, tj , δ).
We similarly compute
〈P−
1
2
h,Y (∗, s; δ), Im(∗)
1
4 θ〉 =
∫∫
Γ∞\Γ0(4)
P
− 12
h,Y (z, s; δ)θ(z)y
1
4
dxdy
y2
(29)
=
∫ Y
Y −1
∫ 1
0
ys−
3
4 e−2πihxe2πhy(1−δ)
(
∞∑
n=0
τ(n)e2πinz
)
dx
dy
y
=
τ(h)
(2πδh)s−
3
4
∫ 2πhδY
2πhδY −1
ys−
3
4 e−y
dy
y
,
which, for Re(s) > 3/4, uniformly converges as Y →∞ to
τ(h)
(2πδh)s−
3
4
Γ(s− 34 ).
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We use the Fourier coefficients of Eisenstein series to compute the inner product
of P and the Eisenstein series. By untiling we get that
〈P−
1
2
h,Y (∗, s; δ), E
− 12
a (∗, u)〉 =
∫ Y
Y −1
∫ 1
0
yse−2πhxe2πhy(1−δ)E
− 12
a (z, u)
dxdy
y2
.
Thus when Re s > 12 + |Reu− 12 |, we have that
lim
Y→∞
〈P−
1
2
h,Y (∗, s; δ), E
− 12
a (∗, u)〉 (30)
= i
1
2
πuhu−1
Γ(u + 14 )
Da(u;h)(2πh)
1−sM 1
2
(s, 1i (u− 12 ), δ),
and Proposition A.1 allows us to take this limit through the integral with respect
to u in (27).
The spectral expansion of the Poincare´ series, given in (27), can now be used to
complete our computation of the asymptotic expansion given in (22) by allowing
us to compute
I := lim
δ→0
(
1
2πi
)2 ∫∫
( 32 )(3)
lim
Y→∞
〈P, Vw1−w2〉Γ
(
w1+w2+1
2
)
(16π)
w1+w2−1
2 Xw1+w2 dw1 dw2.
Indeed, following from (27) we have
〈P, Vv〉 =
∑
j
〈P, uj〉〈uj , Vv〉+ 〈P, Im(∗) 14 θ〉〈Im(∗) 14 θ, Vv〉 (31)
+
V
4π
∑
a=∞,0, 12
∫ ∞
−∞
〈P,Ea(∗, 12 + it)〉〈Ea(∗, 12 + it), Vv〉 dt.
Now we can combine all the computations for the inner products of P with
various eigenfunctions. Summarizing the results, we have
lim
Y→∞
〈Ph,Y (∗, s, δ), uj〉 = (2π)−(s−1) ρj(−h)
hs−
1
2
M 1
2
(s, tj , δ), (32)
lim
Y→∞
〈Ph,Y (∗, s, δ), Im(∗) 14 θ〉 = τ(h)
(2πδh)s−
3
4
Γ(s− 34 ), (33)
and
lim
Y→∞
〈Ph,Y (∗, s, δ), Ea(∗, u)〉 = i
1
2 πuhu−1
Γ(u+ 14 )
Da(u;h)(2πh)
1−sM 1
2
(s, 1i (u− 12 ), δ).
(34)
Since an Eisenstein series is a component of each of the summands of Vv, we can
compute 〈uj , Vv〉 by general unfolding techniques to get that, for Re v > 12 ,
〈uj , Vv〉 ≪Re v [(1 + |tj + Im(v2 )|)(1 + |tj − Im(v2 )|)]
Re v
2 −
1
4 e−
pi
2 ||tj |−|Im(
v
2 )||. (35)
We can similarly treat with the other inner products of Vv in (31). Using Proskurin’s
generalization of the Kuznetsov trace formula, as referenced in [Duk88], we can show
that we have ρj(−h) ≪h e pi2 |tj |(1 + |tj |)ε on average when we sum over tjs. This
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along with line (42) of Proposition A.2 gives us that this series (31) converges locally
normally as Y →∞ for all s ∈ C away from the poles. We note, however, that the
presence of the δ−A term in (42) prevents us from taking the limit as δ → 0.
We will now proceed to substitute the spectral expansion for 〈P, Vv〉 for I in (23),
along with the variable substitutions s = w1+w22 +
1
4 and v = w1 − w2, and from
this we will obtain the following propositon. As a corollary, we get the smoothed
sum asymptotic in Theorem 1.1.
Proposition 5.1. For the I defined as in (23), we have that
I = τ(h)cX +O(X
1
2 ),
for some computable constant c which is independent of h.
Proof. We begin by dealing with each component of the spectral expansion sepa-
rately. By substituting (32) into the cuspidal part of (31), we get the discrete part
of the spectrum,
Icusp := lim
δ→0
∑
j
(
1
2πi
)2∫∫
( 32 )(3)
lim
Y→∞
〈Ph,Y (∗, w1+w2+
1
2
2 , δ), uj〉〈uj ,Vw1−w2〉
× Γ(w1+w2+12 )(16π)w1+w2−12 Xw1+w2 dw1 dw2
= lim
δ→0
∑
j
(
1
2πi
)2∫∫
( 32 )(3)
π
1
4 ρj(−h)
2
5
4−
3w1+3w2
2 h
w1+w2−
1
2
2
M 1
2
(
w1+w2+
1
2
2 , tj , δ)〈uj , Vw1−w2〉
× Γ (w1+w2+12 )Xw1+w2 dw1 dw2.
To be able to take the limit as δ → 0, we need to shift Re(w1 + w2) sufficiently
far to the left so that (43) and (44) of Proposition A.2 of the appendix allow the
sum over tj to converge independently of δ. So moving the line of integration for
w2 to Rew2 = − 34 and then doing the same for w1 to Rew1 = − 14 + ε, we pass
over simple poles at w1 =
1
2 ± 2itj − w2 and the shifted integral resulting from
Icusp is O(X
−1+ε). This follows from the same reasoning that demonstrated the
convergence of (31) as Y →∞.
For the residual terms, we use (41) of Proposition A.2 to compute the residues
of M 1
2
(s, tj , δ). Letting δ → 0 we get these become,
∑
±tj
(
1
2πi
)2 ∫
(− 34−2ε)
π
1
4 ρj(−h)
2−2itjhitj
2Γ(2itj)
Γ(14 + itj)
〈uj , V 1
2+2itj−2w2
〉Γ ( 34 + itj)X 12+2itj dw2.
(36)
The Shimura correspondence for Maass forms, as investigated by Sarnak and Gold-
feld in [Sar84], gives that each weight- 12 Maass form on Γ0(4) and eigenvalue tj
lifts to a weight-zero Maass form on Γ0(4) with eigenvalue 2tj . Since there are
no exceptional eigenvalues for weight zero and level two, as is computed explicitly
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in [LMF], there are no exceptional eigenvalues for weight- 12 and level four. Hence
(36) is O(X
1
2 ).
A similar approach is applicable to the continuous spectrum and yields the same
overall bound of O(X
1
2 ).
All that remains is the residual spectrum:
Ires := lim
Y→∞
δ→0
(
1
2πi
)2 ∫∫
( 32 )(3)
〈Ph,Y (z, w1+w2+
1
2
2 , δ), θ(z)y
1
4 〉〈θ(z)y 14 , Vw1−w2〉
× Γ (w1+w2+12 ) (16π)w1+w2−12 Xw1+w2 dw1 dw2
= lim
δ→0
(
1
2πi
)2 ∫∫
( 32 )(3)
τ(h)
(2πδh)
w1+w2−1
2
Γ(w1+w2−12 )〈θ(z)y
1
4 , Vw1−w2〉
× Γ (w1+w2+12 ) (16π)w1+w2−12 Xw1+w2 dw1 dw2.
We can shift the line of integration of w2 to Rew2 = ε without passing over poles.
Moving the line of integration of w1 to Rew1 =
1
2 , past the pole at w1 = 1 − w2,
and taking δ → 0 we get that the shifted integral vanishes and the residual term is
Ires =
1
2πi
∫
(ε)
2τ(h)〈θ(z)y 14 , V1−2w2〉 dw2 ·X =: cτ(h)X.
This completes the proof of the proposition. 
6. Sums over hyperbolic regions
In this section, we discuss how the methods given above can be modified to obtain
the results for the hyperbolic-shaped region of Theorem 1.3. Since the techniques
used are very similar, we only explain the differences and omit technical details.
The target sum can be rewritten as∑
a,c
1≤ac≤X2
τ(4ac+ h) =
∑
m≤X2
τ(4m+ h)σ0(m).
This can be obtained via Perron’s formula:∑
m≤X2
τ(4m+ h)σ0(m) =
1
2πi
∫ 1+ε+iT
1+ε−iT
∑
m≥1
τ(4m+ h)σ0(m)
ms
X2s
ds
s
+O
(
X1+ε
T
)
.
The Dirichlet series above is extremely close to the one in (9) that we used for the
smooth sum estimate, with the major difference that v = 0. It is natural to attempt
setting v = 0. However, the troubles are that Vv is not square-integrable at v = 0
and that Vv has poles at v = 0. The fix to the problem is to replace the original Vv
with the following function,
V0 =E
∗(4z,
1
2
)θ(z)y
1
4
− Constv=0[4
1+v
2 ζ∗(1 + v)E
1
2
∞(z,
3
4 +
v
2 )− e−
ipi
4 ζ∗(1 + v)E
1
2
0 (z,
3
4 +
v
2 )]
− Constv=0[4
1−v
2 ζ∗(1− v)E
1
2
∞(z,
3
4 − v2 )− e−
ipi
4 ζ∗(1 − v)E
1
2
0 (z,
3
4 − v2 )].
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From this point onwards, most calculations are similar to the smoothed sum case,
barring some additional calculations necessary on differentiating Mk(s,
z
i , δ) with
respect to the z variable as well as bounding the corresponding D0(s;h) when
Re s = 12 + ε. By choosing an optimal T , we are able to arrive at the error bound
of O(X
4
5+ε).
Appendix A.
Consider the functions
MY,h,k(s, z/i, δ) :=
∫ Y 2πh
Y −12πh
ys−1ey(1−δ)W k
2 ,z
(2y)
dy
y
. (37)
and
Mk(s, z/i, δ) :=
∫ ∞
0
ys−1ey(1−δ)W k
2 ,z
(2y)
dy
y
(38)
for s, z ∈ C, k ∈ R, Y ≫ 1, h ∈ Z≥1 and small δ > 0. These functions have
been thoroughly investigated in [Hul13] by the first author, further generalizing a
construction first studied in [HH12]. The following two propositions summarize the
relevant properties of these functions used in this work, and their proofs can be
found in [Hul13].
Proposition A.1. Let
MY,h,k(s, z/i, δ) :=
∫ Y 2πh
Y −12πh
ys−1ey(1−δ)W k
2 ,z
(2y)
dy
y
. (39)
For fixed ε > 0, Y ≫ 1, 1 > δ > 0, and A ∈ Z≥0, we have that for Re(s) >
1
2 + |Re(z)|+ ε
|MY,h,k(s, z/i, δ)−Mk(s, z/i, δ)| (40)
≪ e
−Y 2πhδ(Y h)Re s+
k
2+A+ε−2
δ(1 + | Im z|)A +
(Y −1h)Re s−
1
2−|Re z|−ε
(1 + | Im z|)A
where the implied constant is dependent on A, k, Re(s), Re(z) and ε .
Proposition A.2. Fix small ε > 0 and δ > 0, and let k ∈ R. Furthermore
let s = σ + ir where σ, r ∈ R and Im(z) = t. The function Mk(s, z/i, δ) has a
meromorphic continuation to all (s, z) ∈ C2 with simple polar lines at the points
s − 12 ± z ∈ Z≤0 when 12 − k2 ± z /∈ Z≤0. For fixed z /∈ 12Z, the residues at these
points are given by
Res
s= 12−ℓ±z
Mk(s, z/i, δ) =
(−1)ℓ2 12+ℓ∓zΓ(12 ∓ z − k2 + ℓ)Γ(±2z − ℓ)
ℓ!Γ(12 − k2 + z)Γ(12 − k2 − z)
(41)
+Oℓ,Re z
(
(1 + |t|)ℓ+ k2− 12−Re z−be−pi2 |t|δ
)
where ℓ ∈ Z≥0 and b < min(−1, 12 − σ − Re(z),−2Re(z)). If ℓ ± 2z ∈ Z≥0 then
Mk(s, z/i, δ) has a double pole at s =
1
2 − ℓ∓ z.
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For s and z at least a distance of ε > 0 from the poles, for any A ∈ R, independent
of δ, r, and t, such that A > 1 + |σ|+ |Re(z)|+ |k2 | and
Mk(s, z/i, δ)≪A,ε δ−A(1 + |t|)2σ−2−2A+k(1 + |r|)9Ae−pi2 |r|. (42)
For σ < 1− k2 −ε0 and s at least a distance of ε away from the poles of Mk(s, z/i, δ)
and δ(1 + |t|)2 ≤ 1 we have
Mk(s, z/i, δ) =
21−sΓ(s− 12 − z)Γ(s− 12 + z)Γ(1− s− k2 )
Γ(12 − k2 + z)Γ(12 − k2 − z)
(43)
+OA,b,ε0
(
(1 + |t|)2σ−2+k+2ǫ(1 + |r|)9A−2be−pi2 |r|δε0
)
while for δ(1 + |t|)2 > 1 we have
Mk(s, z/i, δ)≪A,ε (1 + |t|)2σ−2+k(1 + |r|)9Ae−pi2 |r|. (44)
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