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Abstract
A matrix A such that, for some matrices U and V, the matrix AU − V A or the matrix A −
V AU has a rank which is small compared with the order of the matrix is called a matrix with
displacement structure. In this paper the authors single out a new class of matrices with dis-
placement structure—namely, finite sections of recursive matrices—which includes the class
of finite Hurwitz matrices, widely used in computer graphics. For such matrices it is possible to
give an explicit evaluation of the displacement rank and an algebraic description, and hence a
stable numerical evaluation, of the corresponding generators. The generalized Schur algorithm
can therefore be used for the fast factorization of some classes of such matrices, and exhibits
a backward stable behavior. © 2001 Elsevier Science Inc. All rights reserved.
AMS classification: 65F05; 65F30; 15A23; 15A57
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1. Introduction
It is well known that the notion of matrix with displacement structure is used in the
literature to define classes of matrices for which fast O.n2/ factorization algorithms
can be given (see, e.g., [9]).
The displacement structure of a matrix A is related to the rank of its image under a
suitable operator, called the displacement operator. More precisely, given two square
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matrices U;V of the same order n, the displacement operator of Stein type, with
respect to the displacement pair .U; V /, is defined as the operator r1 such that
r1.A/ D A − UAV (1)
for every square matrix A of order n.
Similarly, given two square matrices of order n, W;R, the displacement operator
of Sylvester type, with respect to the displacement pair .W;R/, is defined as the
operator r2 such that
r2.A/ D WA − AR (2)
for every square matrix A of order n.
The matrices r1.A/, r2.A/ are called the displacement matrices of A of Stein and
Sylvester type, and their ranks r.r1.A// and r.r2.A// are called the displacement
ranks of A of Stein and Sylvester type, respectively.
The matrix A is said to have a displacement structure either of Stein or of Sylvester
type whenever either the rank r.r1.A// or r.r2.A// is low compared with the order
n of A. If such is the case, the displacement matrix can be expressed as the product
of two rectangular matrices of full rank, called generators.
The most general form of displacement structure, which includes (1) and (2), was
introduced in [9], where several examples of practical applications of matrices with
a generalized displacement structure are also given.
On the other hand, the study of the numerical properties of recursive matrices—a
particular class of bi-infinite matrices introduced in [1]—highlighted that such ma-
trices present a particular kind of displacement structure, as the same authors have
already remarked in [2]. Loosely speaking, a recursive matrix is a bi-infinite matrix
which can be completely described by two Laurent series—or, in the banded case,
two Laurent polynomials—the first of which gives the recurrence rule, while the
second provides the boundary conditions. It immediately follows, from the defini-
tion, that any recursive matrix M has a displacement structure of Stein type with
respect to the pair .U; V /, where U is the forward shift and V is a suitable Toeplitz
matrix depending on the recurrence rule of M, with the additional property that its
displacement rank is 0.
The aim of the present paper is to further analyze the connections between the two
notions of recursive matrix and matrix with displacement structure, by considering fi-
nite sections of recursive matrices. More precisely, we define a recursive minor to be
a finite principal minor of a recursive matrix, and we prove that every recursive minor
inherits the displacement structure of the bi-infinite matrix. In this case, however, the
displacement rank is no longer zero, but turns out to be independent of the matrix
order and only related to the recurrence rule of the original recursive matrix. This
result allows us to characterize a wide class of matrices with low displacement rank,
which includes the well-known classes of Toeplitz and Hankel matrices, as well as
another class of recursive minors which plays an important role in some applications,
and has not been previously studied from the present point of view, namely, finite
sections of Hurwitz matrices. This class comes out quite naturally in the mathemat-
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ical formulation of certain problems of computer-aided geometric design (CAGD),
notably the problem of finding the intersections of rational curves and surfaces. In
fact, this can be done by making use of the Sylvester resultant of the polynomials
describing the considered curves and surfaces, whose vanishing corresponds to their
intersection points. Since the zeroes of a nonlinear function are usually determined
by using an iterative procedure, the problem arises of finding efficient computational
algorithms for evaluating a Sylvester resultant, which turns out to be the determinant
of a finite section of a Hurwitz matrix.
The paper is organized as follows: after having summarized the main definitions
and properties in Section 2, we state and prove in Section 3 our main result, namely,
the evaluation of the displacement rank of a recursive minor. Section 4 is entirely
devoted to the analysis of the numerical aspects of fast factorization algorithms for
recursive minors. More precisely, we consider the generalized Schur algorithm pre-
sented in [9], and we note that this procedure can be applied to any strongly regular
recursive minor, provided that its recurrence rule is an ordinary polynomial of low
degree. We remark that the strong regularity assumption can be dropped by using a
suitable version [4] of the block Schur algorithm presented in [11]. We then analyze
the stability issues in the factorization of strongly regular recursive minors, and we
further restrict the choice of the recurrence rule to polynomials .t/ of low degree,
such that .1/ 6 1. Since, under these assumptions, the numerical stability of the
properly implemented factorization depends on the stability of the process of finding
the generators (see [3,13]), we prove that the generators of a recursive minor can be
explicitly described in algebraic terms, and hence evaluated in a stable manner.
Finally, in Section 5, we give some examples of recursive minors, and simply
evaluate their displacement rank and generators. We then present numerical results,
showing that, for these recursive minors, the accuracy of the generalized Schur algo-
rithm is close to that of Gaussian factorization, even for very ill-conditioned matrices.
2. Recursive matrices
In this section we recall the basic definitions and properties of Laurent series and
recursive matrices.
A Laurent series with coefficients in a given field K is a formal series in which
only a finite number of coefficients with negative index are nonzero, namely, a series
of the kind
 VD
X
i>d
ai t
i ;
where coefficients ai belong to the field K, and t is a formal variable.
For every integer i, the coefficient ai of t i in  will be denoted by hi j i. We point
out that a Laurent series such that
i < 0 ) hi j i D 0
is nothing but a formal power series.
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It is well known that the set of all Laurent series over K, endowed with the usual
sum and convolution product, turns out to be a field.
Let  D Pi>d ai t i be a Laurent series, and  D Pj>0 bj tj be a formal power
series whose constant term equals 0. The composition    is defined as the Laurent
series:
./ D    VD
X
i
ai 
i D
X
i
ai
0
@X
j
bj t
j
1
A
i
:
In the following, we will be concerned with the setM of bi-infinite matrices over
the field K, namely, matrices M V Z  Z ! K .
Let M D Tmij U be a matrix inM. For every i 2 Z the generating function of the
ith row of M—namely, the formal series whose jth coefficient equals mij —will be
denoted by M.i/:
M.i/ VD
X
j
mij t
j :
Given two nonzero Laurent series  D Pj>d aj tj ,  D Pj>h bj tj , the unique
matrix M 2M such that, for every integer i,
M.i/ D i (3)
is called the .; /-recursive matrix, and denoted by the symbol R.; /. The series
 is called the recurrence rule of M, while  is called the boundary value of M.
Equivalently, the matrix M D Tmij U is the .; /-recursive matrix whenever, for
every integer j, we have
m0j D bj ;
and for every pair of integers i; j the element mi;j can be recursively computed from
the elements of the preceding row of M as follows:
mi;j D
X
s>d
as mi−1;j−s; (4)
or, equivalently, it can be computed from the elements of the following row of M in
this way:
mi;j D
X
s>−d
Nas miC1;j−s ; (5)
where the Nas are the coefficients of the series −1, the inverse of .
A notable class of recursive matrices is the class of recursive matrices whose
recurrence rule is a monomial, namely, a Laurent series of the kind  D tk , where
k is any nonzero integer. If M D R.tk; / is such a matrix, with  D Pi bi t i , then,
according to formula (4), the element mij of M is given by
mij D bj−ki :
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We point out that this class of recursive matrices recovers three well-known types of
bi-infinite structured matrices, namely:
 A Toeplitz matrix with generating function  is the recursive matrix R.t; /.
 A Hurwitz matrix of step k and generating function  is the recursive matrix
R.tk; /.
 A Hankel matrix with generating function  is the recursive matrix R.t−1; /.
The main property of recursive matrices is the fact that—under suitable condi-
tions—they can be multiplied, and the product is again a recursive matrix. More
precisely, we have (see [1]):
Theorem 2.1 (Product rule). Let ; ;  be nonzero Laurent series; and let γ be a
formal power series whose constant term equals 0. Then
R.; /  R.γ; / D R.  γ; .  γ //: (6)
An important consequence of the product rule is that every recursive matrix
presents a kind of displacement structure—both of Stein and of Sylvester type—
with the additional property that both the corresponding displacement ranks are 0, as
mentioned in [2].
More precisely, we have:
Theorem 2.2. Let ;  be nonzero Laurent series. Set
U D R.t; t−1/; V D R.t; /; W D R.t; t/: (7)
The recursive matrix M D R.; / satisfies
r1.M/ D M − UMV D 0; (8)
and
r2.M/ D WM − MV D 0: (9)
3. Finite sections of recursive matrices
If M D Tmij U is any bi-infinite matrix, and n a positive integer, we call princi-
pal minor of order n C 1 the finite submatrix Mn of M, consisting of the rows and
columns of M indexed by 0; 1; : : : ; n.
Let M D R.; / be a recursive matrix. We remark that every finite square sub-
matrix of M of order n C 1 can be seen as the principal minor of order n C 1 of a
recursive matrix with the same recurrence rule as M. In fact, easy computations show
that the kth row of M equals the 0th row of the matrix R.; k/, and, similarly,
the jth column of M equals the 0th column of R.; tj /. Therefore, without loss
of generality, we will restrict our attention to recursive minors, namely, principal
minors of a recursive matrix R.; /. Since, in the recursive construction of such
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finite submatrices, only a finite number of coefficients of the series ;  are involved,
we will restrict ourselves to the case of recursive matrices whose recurrence rule and
boundary value are Laurent polynomials, namely, Laurent series with only a finite
number of nonzero coefficients.
Let M VD R.; /, where ;  are Laurent polynomials, and let Mn be its princi-
pal minor of order n C 1.
We now address the question whether the finite section Mn of M inherits some
kind of displacement structure. The most natural choice is to take the principal
minors Un, Vn, Wn of the previous matrices U D R.t; t−1/, V D R.t; /, and W D
R.t; t/, and consider the displacement matrices of Stein and Sylvester type of Mn
with respect to the pairs (Un; Vn), (Wn;Vn), respectively, namely
r1.Mn/ D Mn − UnMnVn (10)
and
r2.Mn/ D WnMn − MnVn; (11)
which are the finite analogs of the matrices r1.M/ and r2.M/ given in Theorem
2.2.
Our next goal is to show that, in the finite case, even if the displacement rank of
Mn is no longer zero, Mn still has a displacement structure, since it is possible to
evaluate the ranks of both matrices r1.Mn/ and r2.Mn/, which turn out to be only
dependent on the recurrence rule of the original recursive matrix M.
The proof of this result requires some preliminary arguments. First of all, if
γ VD
qX
iDp
ci t
i
is a Laurent polynomial, we denote by Tγ Un the n-truncated polynomial of γ , that is,
Tγ Un VD
nX
iD0
ci t
i : (12)
We note that the truncation operator T V γ ! Tγ Un does not commute with the con-
volution product of Laurent polynomials. Therefore, given two Laurent polynomials
γ; , it is crucial to evaluate the difference
Tγ Un − TTγ Un Un:
Such a difference turns out to be a polynomial whose number of nonzero coefficients
depends only on the Laurent polynomial . More precisely, we have:
Theorem 3.1. Let
γ VD
qX
iDp
ci t
i ;  VD
kX
iDh
di t
i
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be Laurent polynomials. In order to avoid trivial cases; we suppose p < 0 and q >
n. The polynomial
Tγ Un − TTγ Un Un
has at most s nonzero cofficients; where
s D
8<
:
−h if k < 0;
k − h if k > 0 and h < 0;
k if k > 0 and h > 0:
(13)
Proof. We consider the explicit expression of the two polynomials Tγ Un and
TTγ UnUn
Tγ Un D
nX
jD0
0
@ imaxX
iDimin
ci dj−i
1
A tj ;
where
imin D max.p; j − k/ and imax D min.q; j − h/:
TTγ Un Un D
nX
jD0
0
@ lmaxX
lDlmin
cl dj−l
1
A tj ;
where
lmin D max.0; j − k/ and lmax D min.n; j − h/:
By comparing the lower and upper limits of the two inner sums, we obtain that, for
max.0; k/ 6 j 6 min.n C h; n/;
the jth coefficient of Tγ Un equals the jth coefficient of TTγ Un Un. Hence, the number
of nonzero coefficients of the difference depends on the sign of the integers h and k
and is given by formula (13). 
We are now in a position to state our first result, namely, to give an explicit ex-
pression for the displacement ranks of principal minors of a recursive matrix.
Theorem 3.2. Let
 D
kX
iDh
ai t
i ;
and  be Laurent polynomials. Let Mn be the principal minor of order n C 1 of the
recursive matrix M D R.; /. Denote by r1; r2 the displacement rank of Stein and
Sylvester type of Mn; respectively. Then we have
r1 D r2 6
8<
:
−h C 1 if k < 0;
k − h C 1 if k > 0 and h < 0;
k C 1 if k > 0 and h > 0:
(14)
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Proof. Let us consider the displacement matrix of Stein type of Mn:
r1.Mn/ D Mn − TR.t; t−1/Un  Mn  TR.t; /Un:
We remark that the generating function of the ith row of Mn is the polynomial
Mn.i/ D TiUn; (15)
while in the matrix Nn VD TR.t; t−1/Un  Mn  TR.t; /Un the generating function
of the ith row equals
Nn.i/ D

0 if i D 0;
TTi−1Un Un if i > 0: (16)
The assertion now follows immediately by applying Theorem 3.1 to the difference
between (15) and (16).
A similar argument can be used to prove the assertion regarding the displacement
rank of Sylvester type. 
Example. Let  D a−1t−1 C a0 C a1t be the recurrence rule of the recursive matrix
M D R.; /, with boundary value . The preceding theorem states that the princi-
pal minor of order n C 1 of M has a displacement structure both of Stein and Syl-
vester type with respect to the displacement pairs .Un; Vn/, .Wn; Vn/, respectively,
where
Un D
2
666664
0 0 0    0
1 0 0    0
0 1 0    0
:::
:::
:::
:::
:::
0 0    1 0
3
777775 ; Wn D
2
666664
0 1 0    0
0 0 1    0
:::
:::
:::
:::
:::
0 0    0 1
0 0    0 0
3
777775 ;
Vn D
2
66666664
a0 a1 0 0    0
a−1 a0 a1 0    0
0 a−1 a0 a1    0
:::
:::
:::
:::
:::
:::
0 0    a−1 a0 a1
0 0    0 a−1 a0
3
77777775
;
and both its displacement ranks of Stein and Sylvester type are not greater than 3.
This example recovers the classical case of Toeplitz and Hankel matrices. In fact,
when a−1 D 0 D a0 and a1 D 1 the recursive matrix M is a Toeplitz matrix, while
the choice a−1 D 1 and a0 D 0 D a1 yields a Hankel matrix. In both cases formula
(14) gives a displacement rank not greater than 2, which agrees with the classical
results on such matrices (see, e.g., [9]).
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4. Fast factorization of recursive minors
It is well known that the relevant feature of matrices with displacement structure
is that it is possible to develop triangular factorization algorithms for some classes
of such matrices, whose computational complexity is O.n2/ rather than O.n3/ op-
erations. More precisely, we refer to the generalized Schur algorithm presented in
[9], which yields a fast procedure that can be adapted to the factorization of a wide
variety of structured matrices. In particular, if the displacement structure is of Stein
type, this algorithm can be applied provided that:
(i) The corresponding displacement pair .U; V / is such that U is a lower triangular,
and V is an upper triangular matrix.
(ii) There is a fast, O.n/ rather than O.n2/, procedure to multiply a vector by the
matrices U and V.
(iii) The structured matrix is strongly regular, namely, all its principal minors are
nonsingular.
We remark that, in the case of finite sections of recursive matrices, condition (i) is
satisfied whenever the recurrence rule of the matrix is a polynomial, while condition
(ii) holds if such a polynomial has only a small number of nonzero coefficients. A
typical example is given by the case of Toeplitz matrices, whose recurrence rule is
the monomial t. Moreover, the assumption of strong regularity (iii) can be dropped
by using a suitable generalization [4] of the block Schur algorithm presented in [11].
The generalized Schur algorithm is based on the fact that a square matrix A of
order n with a displacement structure of Stein type is the solution of the so-called
displacement equation:
r1.A/ D A − UAV D GBT; (17)
where G and B are n  r matrices, and r denotes the displacement rank of the
matrix A. The matrices G and B are called generator matrices (generators, for short),
since—provided that the recurrence rule is known—they contain all the information
about A. Performing operations on the generators rather than on A directly is what
allows efficient O.n2/ algorithms for structured matrices.
The main drawback of fast algorithms is the fact that—in some cases—they may
show a very poor behavior with respect to stability. Nevertheless, the error analysis
of the generalized Schur algorithm applied to positive-definite structured matrices
realized in [3,13] shows that the numerical stability of the algorithm is obtained, as
long as:
(a) The hyperbolic transformations necessary to compute the generators in proper
form are implemented in the factored form (we recall that a generator is said to
be in proper form if its top row contains exactly one nonzero element).
(b) The 2-norm of the displacement pair matrices is not greater than 1. Otherwise,
repeated multiplications by such matrices would magnify errors.
(c) The process of finding the generators of the structured matrix can be performed
in a stable manner.
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The extension of the preceding stability analysis for the generalized Schur algo-
rithm applied to general nonsymmetric structured matrices seems to yield similar
results (see, e.g., [3,13]). Therefore, in order to obtain numerical efficiency and sta-
bility at the same time, we will be concerned from now on with finite sections Mn of
recursive matrices whose recurrence rule is a polynomial
 D
kX
iD0
ai t
i
such that
k  n and
kX
iD0
j aij 6 1:
Moreover, the following theorem, which allows us to evaluate the generators of Mn
without error, ensures that condition (c) above is satisfied.
Theorem 4.1. Let M VD R.; /; with  VD PkiD0 ai ti ; and  a Laurent poly-
nomial. Set Mn VD TR.; /Un; Un VD TR.t; t−1/Un; Vn VD TR.t; /Un. Then the dis-
placement matrix r1.Mn/ D Mn − UnMnVn can be written as
r1.Mn/ D GBT; (18)
where G D Tgi;j U; B D Tbi;j U are .n C 1/  .k C 1/ matrices; whose elements can
be described as follows:
g0;j D 0;j ; j D 0; 1; : : : ; k;
gi;0 D i;0; i D 0; 1; : : : ; n;
gi;j D
kX
lDj
alhj − 1 − l j i−1i; i D 1; 2; : : : ; n; j D 1; 2; : : : ; k; (19)
bi;0 D hi j i; i D 0; 1; : : : ; n; (20)
bi;j D iC1;j ; i D 0; 1; : : : ; n; j D 1; 2; : : : ; k:
Proof. We remark that, under current hypotheses, Theorem 3.2 implies that the
generating function of the ith row of the displacement matrix r1.Mn/ equals
r1.Mn/.i/ D
(TUn if i D 0;
TiUn − TTi−1Un Un if i > 0:
(21)
Moreover, according to Theorem 3.1, every element in the ith row indexed by k;
k C 1; : : : ; n equals 0, for every i > 0.
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Hence, for every i D 1; 2; : : : ; n and s D 0; 1; : : : ; k − 1, the .i; s/-element of the
displacement matrix can be written as
hs j ii − hs j Ti−1 Uni
D hs j .i−1  − Ti−1Un/i
D
kX
lDsC1
alhs − l j i−1i D gi;sC1: (22)
It is now immediately evident that the product of the two matrices G and BT given
in (19) and (20) yields exactly r1.Mn/, namely
r1.Mn/D
2
666666664
TUn
g11    g1k j
g21    g2k j
:::
:::
::: j 0
:::
:::
::: j
gn1    gnk j
3
777777775
D
2
666666664
1 0    0
0 g11    g1k
0 g21    g2k
:::
:::
:::
:::
:::
:::
:::
:::
0 gn1    gnk
3
777777775

2
664
TUn
j
Ik j 0
j
3
775
DG  BT: 
Remark. The numerical evaluation of the elements of the generator matrix G of
Mn given by formula (19) can easily be obtained taking into account the following
consideration. Formula (22) shows that, in order to compute coefficients gij , it is
sufficient to evaluate the products γi , where γi is the “negative part” of the Laurent
polynomial i−1. More precisely, only the coefficients of the Laurent polynomial
i−1 indexed by −k; : : : ;−1 are required. Such coefficients are the entries mij of
the recursive matrix M D R.; / for i D 1; 2; : : : ; n and j D −k;−k C 1; : : : ;−1.
Therefore, we obtain that the elements of the generator matrix G can be computed
as follows:
gi;sC1 D
kX
lDsC1
al mi−1;s−l; i D 1; 2; : : : ; n; s D 0; 1; : : : ; k − 1:
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5. Examples and numerical considerations
We now consider three particular classes of recursive matrices, namely, Toep-
litz, Hurwitz, and binomial-type matrices, and we show how Theorems 3.2 and 4.1
allow us to simply evaluate the displacement rank and the generator matrices of the
corresponding recursive minors. For the class of Toeplitz matrices, which has been
widely studied, the results here obtained are in perfect accordance with the available
literature, while for the last two classes—which, as far as we know, have not yet
been studied from this point of view—we present some numerical results, showing
the stable behavior of the generalized Schur algorithm.
Example 1 (Toeplitz matrices). Let  D t;  D PniD−n bi t i be the recurrence rule
and boundary value of the bi-infinite Toeplitz matrix M D R.t; /, and let Mn be
its principal minor of order n C 1. As shown in Section 3, Mn has a displacement
structure of Stein type with respect to the displacement pair .Un; Vn/, with
Un D
2
666664
0 0 0    0
1 0 0    0
0 1 0    0
:::
:::
:::
:::
:::
0 0    1 0
3
777775 ; Vn D
2
666664
0 1 0    0
0 0 1    0
:::
:::
:::
:::
:::
0 0    0 1
0 0    0 0
3
777775 ;
and the displacement matrix r1.Mn/ is
r1.Mn/ D
2
666664
b0 b1       bn
b−1 0       0
b−2 0       0
:::
:::
:::
:::
:::
b−n 0       0
3
777775 :
From Theorem 4.1, a possible pair of generators is given by the following matrices:
G D
2
666664
1 0
0 b−1
0 b−2
:::
:::
0 b−n
3
777775 ; B D
2
666664
b0 1
b1 0
b2 0
:::
:::
bn 0
3
777775 :
Example 2 (Hurwitz matrices). Let  D t2;  D PniD−2n bi t i be the recurrence rule
and boundary value of the recursive matrix M D R.t2; /—namely, the bi-infinite
Hurwitz matrix of step 2 with generating function —and let Mn be its principal
minor of order n C 1. Similar to the preceding example, Mn has a displacement
structure of Stein type with respect to the displacement pair .Un; Vn/, with
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Un D
2
666664
0 0 0    0
1 0 0    0
0 1 0    0
:::
:::
:::
:::
:::
0 0    1 0
3
777775 ; Vn D
2
66666664
0 0 1 0    0
0 0 0 1    0
:::
:::
:::
:::
:::
:::
0 0 0    0 1
0 0 0    0 0
0 0 0    0 0
3
77777775
;
and the displacement matrix r1.Mn/ is
r1.Mn/ D
2
666664
b0 b1 b2    bn
b−2 b−1 0    0
b−4 b−3 0    0
:::
:::
:::
:::
:::
b−2n b−2n−1 0    0
3
777775 :
Hence, according to Theorems 3.2 and 4.1, the displacement rank of Mn is at most
3, and a possible pair of generators is given by the following matrices:
G D
2
666666664
1 0 0
0 b−2 b−1
0 b−4 b−3
:::
:::
:::
:::
:::
:::
0 b−2n b−2n−1
3
777777775
; B D
2
666666664
b0 1 0
b1 0 1
b2 0 0
:::
:::
:::
:::
:::
:::
bn 0 0
3
777777775
:
Example 3 (Binomial-type matrices). Let  D 12 C 12 t;  D
Pn
iD−n bi t i be the re-
currence rule and boundary value of the recursive matrix M D R.; /, and let Mn
be its principal minor of order n C 1. Again, Mn has a displacement structure of
Stein type with respect to the displacement pair .Un; Vn/, with
Un D
2
666664
0 0 0    0
1 0 0    0
0 1 0    0
:::
:::
:::
:::
:::
0 0    1 0
3
777775 ; Vn D
2
66666664
1
2
1
2 0    0
0 12
1
2    0
:::
:::
:::
:::
:::
0 0    12 12
0 0    0 12
3
77777775
;
and the displacement matrix r1.Mn/ is
r1.Mn/ D
2
6666664
b0 b1       bn
1
2m0;−1 0       0
1
2m1;−1 0       0
:::
:::
:::
:::
:::
1
2mn;−1 0       0
3
7777775
;
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where mi;−1 denotes the ith entry of the .−1/th column of the recursive matrix
R.; /.
Also in this case, even if the recurrence rule of R.; / is not a monomial, Theo-
rems 3.2 and 4.1 yield that the displacement rank of Mn is at most 2, and a possible
pair of generators is given by the following matrices:
G D
2
66666664
1 0
0 12m0;−1
0 12m1;−1
:::
:::
0 12mn;−1
3
77777775
; B D
2
6666664
b0 1
b1 0
b2 0
:::
:::
bn 0
3
7777775
:
For these two last types of matrices we performed some numerical experimen-
tations. More precisely, we considered the factorization of several minors both of
Hurwitz and binomial-type matrices by means of the generalized Schur algorithm,
which was implemented according to the stability requirements given in [3,13]. We
then compared the numerical behavior of this algorithm with the standard Gaussian
elimination with partial pivoting. The comparison was made in terms of the Frobe-
nius norm of the difference between the original matrix and the product of the two
computed factors, denoted by k1S.M/kF, k1G.M/kF, respectively.
We tested the algorithm on totally positive Hurwitz matrices (as constructed in
[10]), casual Hurwitz matrices, whose generating function has entries chosen ran-
domly in the interval .−1; 1/, and binomial-type matrices, constructed starting from
a randomly generated boundary value.
The algorithm was implemented using the FORTRAN language on a SUN work-
station. MATLAB routines have been used to estimate the condition number K.M/
and the Frobenius norm of a matrix. The numerical results are displayed in Tables
1–3, where we have denoted by 0 any number less than 1E − 10.
Table 1
Totally positive Hurwitz matrices
Order K.M/ k1S.M/kF k1G.M/kF
5 2E C 4 0 0
10 2E C 9 0 0
15 2E C 14 0 0
20 2E C 19 0 0
30 3E C 23 1E − 9 1E − 9
40 3E C 24 3E − 9 1E − 7
50 1E C 27 6E − 5 2E − 5
60 2E C 29 4E − 3 3E − 3
70 1E C 31 5E − 1 4E − 1
100 7E C 37 5E C 6 8E C 5
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Table 2
Randomly generated Hurwitz matrices
Order K.M/ k1S.M/kF k1G.M/kF
5 1E C 1 0 0
10 1E C 1 0 0
20 2E C 2 0 0
50 1E C 2 0 0
100 5E C 2 0 0
150 6E C 3 0 0
200 8E C 2 0 0
250 2E C 3 2E − 10 0
300 3E C 4 2E − 10 0
500 9E C 3 1E − 9 0
Table 3
Randomly generated binomial-type matrices
Order K.M/ k1S.M/kF k1G.M/kF
5 8E C 1 0 0
10 1E C 4 0 0
20 2E C 6 0 0
50 3E C 13 0 0
100 2E C 20 0 0
150 2E C 19 0 0
200 7E C 19 0 0
300 6E C 19 0 0
400 2E C 20 0 0
500 5E C 20 0 0
We point out that the stable behavior of the generalized Schur algorithm applied
to the considered recursive minors is greatly influenced by the stable evaluation of
the generators, and is very close to that of the Gauss algorithm, also for very ill-
conditioned matrices.
We can therefore conclude that this first attempt to exploit the displacement struc-
ture of finite sections of recursive matrices seems to yield promising results, hence
suggesting that it should be possible to derive fast and reliable O.n2/ algorithms also
for more general recursive minors. Moreover, it is possible to simply generalize the
stable evaluation of the generators to the case when the recurrence rule of the matrix
is a Laurent polynomial.
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