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Abstract
Debris flow is a dangerous landslide phenomenon occurring after intense rainfall
in mountainous regions. It can be defined as a very rapid flow of heterogeneous
material of different grain sizes with high water content. Due to its multi-phase
nature, in which solid, fluid and air continuously interact, debris flow is a complex
phenomenon, difficult both to analyze and to simulate. Because of its rapidity and
unpredictability, it can cause loss of lives and extended damages to environment
and structures. Thus, efficient mitigation measures are often desirable. Due to the
complexity of the phenomenon, the design of barriers is still a challenging problem.
Since a proper regulation does not exist, several of them have been designed only by
imitating previously built barriers that have exhibited the proper functions during
past events. Moreover, different types exist. The present thesis focuses on structural
mitigation measures, with particular reference to open rigid barriers. Several Authors
suggested that these barriers have to lower the kinetic energy of the flowing mass
and to retain coarse sediments, allowing water and fine particles to pass.
The main aspects to consider in the design of such barriers are: (1) the filter
size problem, i.e. the size of the outlets, (2) the forces exerted on the barrier by the
flowing mass during and after its impact. Thus, the present thesis addresses such
two problems through a novel numerical method. An existing DEM-LBM code
(Leonardi et al., 2015) has been enhanced with a complete friction model, which
allows the creation of stable structures among grains. The result, a 3D continuum-
discrete two-phase code, is able to consider the three-dimensional behaviour of the
granular mass, the influence of the fluid phase, and their effects when they impact
on the barrier. The new code has been validated and adopted to study the clogging
mechanisms and the outlet geometry that promotes a retention of coarse grains.
First, a monosized dry granular mass has been released under the effect of gravity
in an inclined channel, at end of which the barrier is set. A complete parametric
study on a single outlet barrier has been performed to provide the bases for further
vsimulations on multiple-outlets barriers. The influence of the impact angle, of the
channel slope, and of the normalized outlet width on both the trapping efficiency and
the impact force has been evaluated and critically discussed. Then, progressively
weakening the assumption of dry monosized mass, more realistic configurations
have been analyzed. On one hand, bidisized dry granular simulations have been
performed accounting for the presence of fine particles. On the other hand, a fluid
phase, representing water and fine particles, has been added to the monosized dry
granular mass. Interesting outcomes have been obtained on both trapping efficiency
and impact forces.
Starting from the dry monosized material and a single outlet barrier, a geometrical
setting which provides a complete clogging of the barrier has been found. For
opening width lower than 5 times the mean particle radius, the trapping efficiency
is almost 100%. This result can be extended to the multiple-outlets barrier case if
the width of the barrier piles is at least 6 times the mean particle radius. Moreover,
introducing a bidispersion in grain size, the efficiency of the retaining function of
the barrier is preserved up to a 70% in volume of small particles. The addition
of a fluid phase, for solid volume fraction greater than 5%, does not affect the
results. Considering the impact forces, high stresses are localized in the outlet
neighbourhood, and their intensity increases by increasing the outlet width. The
presence of bidispersion lowers the global impact forces, almost independently from
the fraction of fine particles. Comparing the dry cases with those in which the fluid
is added, it is noted that, in the first seconds after the impact, the presence of the fluid
slightly lowers the impact forces due to the solid phase. Then, the fluid phase mainly
transfers its momentum to the clogged solid phase, rather than directly to the barrier.
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Chapter 1
Introduction
1.1 Overview and motivation
Debris flow is a very rapid flow of heterogeneous material and water that occurs in
mountain regions. The material involved in the phenomenon comprises debris of
different sizes, even boulders, as well as organic material entrained by the flow. For
the variability of the conditions at which the phenomenon occurs, a unique definition
of debris flow is rather difficult to be found. Debris flow generally occurs when, after
a period of intense rainfalls, sediments on a steep area are mobilized by water and
begin moving, resulting in a multiphase flow. During their motion, the largest grains
tend to move to the flow surface and to the front, originating a longitudinal sorting
combined with an inverse grading. As a consequence, debris flow is a very complex
phenomenon, involving phase-interaction effects at different observation scales. Due
to the high velocities involved and its unpredictability, it constitutes one of the most
dangerous landslide phenomenon, in terms of both loss of lives, and of damage to
environment and structures.
To protect hazardous areas, efficient mitigation measures are often required. The
present research work focuses on structural mitigation measures, with particular
reference to open rigid barriers. Due to the nature of debris flow, its evolution can
involve different effects, e.g. collisions among grains, solid-fluid interaction, segre-
gation, and inverse grading phenomena. Different types of stresses, e.g. collisional,
frictional, and viscous, can arise, also depending on the involved material compo-
sition. In the perspective of guaranteeing an effective performance of debris-flow
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mitigation measures, all these aspects need to be considered. Transported material
and water interact with the barrier, resulting in high impact forces. The capacity of
granular material to form force chains among grains results in arch formation on the
barrier face and its outlets, possibly jamming the flow.
As a result of this complexity, different design approaches emerged in the last
decades. Being inspired by the solution adopted in solid transport problems, several
researchers (e.g. Armanini et al., 1991; Larcher and Armanini, 2000) suggested to
create a temporal retention of sediment and water, combined with an energy dissipa-
tion function. Considering the high velocities involved in a multi-phase flow, higher
than in a streamflow, other Authors proposed to design barriers with a filtering func-
tion, i.e. promoting a selective mechanical sieving of the coarse material, filtering
water and fine grains (e.g. Hübl and Holzinger, 2003; Suda et al., 2009). This action
is combined with an energy dissipation function. The design of such barriers requires
an accurate evaluation of both impact forces and filter size, i.e. outlet geometry.
In the last decade, the design of such structures has been based on the designer’s
experience, by imitating previously built barriers that have exhibited the proper
functions during events. Designing these structures and verifying their efficiency is
a very difficult task since a specific regulation does not exist. On the international
stage, the Austrian Code Series (ONR 24800, 2009; ONR 24801, 2013; ONR 24802,
2010; ONR 24803, 2008), the Technical Reports for the Hong-Kong area (Kwan,
2012; Lo, 2000), for China (MLR, 2004), and for Taiwan (SWCB (Soil and Water
Conservation Bureau), 2005), the European Commission Scientific Reports (Johan-
nesson et al., 2009), and the US codes (FEMA P-259, 2012; FEMA P-55, 2011) only
propose simplified models to calculate the impact forces, often neglecting the filter
size problem. Thus, due to this uncertainty, a remarkable variety of open barrier
types exist, with different geometries and construction materials.
The filter size problem, i.e. the size of the outlets, has traditionally been addressed
prescribing the outlet width. This is evaluated as a function of the minimum grain
size that has to be entrapped, by following empirical or semi-empirical relationships
based on on-site measurements, past-event observations or small-scale laboratory
experiments. Consequently, verifying the real retaining capability, i.e. the trapping
efficiency of the barrier, is difficult. Similarly, impact forces are often evaluated
through empirical formulations, derived from classical hydraulic theories, whose
coefficients have to be calibrated through back-analyses.
Numerical modeling has been adopted in literature to study this problem, with
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particular reference to the impact forces. Among the existing models, the 2D depth-
averaged equations are frequently employed for simulating two-phase debris flow
events, describing the flow either as a single-phase or a two-phase medium. Nev-
ertheless, they do not allow to consider different flow-depth velocity profiles, the
possibility of collisions and the raise of force chains among grains. Besides, 3D
continuum models, generally monophase, cannot study the interactions among grains
and segregation phenomena, i.e. the sorting effects produced by the presence of
different grain sizes. On the contrary, although discrete element modelling reveals
to be very effective for investigating the three-dimensional processes among grains,
it lacks the capacity of dealing with solid-fluid interaction problems. A method
for realistically simulating the complex interaction of debris flow and structures is,
therefore, still missing.
1.2 Problem and objectives
The present research work aims at proposing an accurate numerical approach able to
better represent and consider the interaction between debris flow and an open rigid
barrier. Evaluating the dynamics of the phenomenon, the study aims to answer the
major design problems: filter size and impact forces evaluation. To achieve these
goals, the desiderata of the numerical approach for investigating the problem are:
• Full 3D modelling: to correctly represents the granular material, catching the
three-dimensionality of the phenomenon.
• Two-phase: to deal with the contemporary presence of a solid and a fluid
phases.
In addition, the numerical code has to correctly reproduce the following aspects:
• Arching: capability of the grains to create stable structures;
• Friction: as it sustains the stable structures and promotes the halt of the particle
motion;
• Different grain shapes: as the grain shape differs from a perfect sphere, which
is generally adopted in numerical simulations.
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Among the existing numerical codes, the DEM-LBM code developed by Leonardi
et al. (2015) satisfies the three-dimensional and two-phase required targets. The
particles are discrete elements moving in a three-dimensional space. The fluid, which
is a continuum phase, is simulated through the Lattice Boltzmann Method. The
interaction effects arising between the phases are considered. However, the code had
a few deficiencies in simulating the capacity of the grains to create stable structures,
and the dissipating effects of friction. Also, it does not account for grain shapes
different from perfect spheres. Thus, in the present research work, the code has been
enhanced to overcome the highlighted shortcomings. The new version is validated
and, consequently, adopted to study the interaction with rigid open barriers.
Several numerical simulations are performed, considering both the trapping
efficiency and the impact forces. Firstly, the discharge of a monosized dry granular
material inside a channel and the interaction with a single-outlet barrier are simulated,
using only the DEM part of the code. This simple case allows to investigate the
geometrical setting that guarantees an efficient trapping of the material. The influence
of the impact angle, of the channel slope, and of the opening width are investigated.
Then, the multiple-outlet geometry is considered, evaluating the mutual influence
of two neighbouring outlets. Finally, a more realistic configuration is simulated,
attempting to consider also the presence of water and fine grains. With this aim, two
different strategies are investigated to simulate two-phase debris flows: (1) through a
bisized dry granular mass; (2) including the fluid phase in the model, by activating
the LBM part of the code. These simulations are a first step in the direction of a more
realistic modeling of debris flow events, and their interaction with open barriers.
1.3 Outline
The present thesis is organized as follows. Chapter 2 relates to the definition and
classification of debris flow phenomena. The main characteristics of the flow, from
triggering to deposition, are given. Chapter 3 describes the most frequently employed
criteria for open rigid barrier design. The barrier functions are presented in the
perspective of debris flow event management. Further analyzing the barrier design
strategies, Chapter 4 reports the state of the art on both the evaluation of impact
forces and the filter sizing, highlighting the need of further investigation. Chapter 5
presents the DEM-LBM original version of the adopted code. As mentioned, this
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code is improved in the present work to properly consider friction, arching and shape
effects. The performed enhancements and their validation are explained in Chapter
6. Chapter 7 reports the performed simulations on monosized dry granular flows
and the respective geometrical parametric analyses on single and multiple outlets
barriers. Chapter 8 deals with the simulations of a two-phases flow, both with a grain
size bidispersion method and the introduction of the fluid phase. For the former
method both single and multiple outlets barriers are considered, while for the latter
the only single outlet barrier configuration is investigated. Finally, in Chapter 9 the
conclusions are drawn, providing an outlook on possible future developments of the
carried out research.
Chapter 2
Debris flow: definition and
mechanisms
Due to the complexity of debris-flow type phenomena, a remarkable variety of
definitions exist in literature, thus creating ambiguities and uncertainties. This
chapter gives the main characteristics of what is intended as debris flow in the present
work. As a general concept, debris flow is ascribed among landslides of flow type,
i.e. the rearrangement of grain contacts is pervasive during the motion, promoting
significant internal distortion of the moving mass (Iverson, 2014; Varnes, 1978).
Nevertheless, a clear distinction among the flow-type phenomena is a problematic
issue and comparing the definitions given by different Authors is often misleading.
To overcome this problem, in Sec. 2.1, different references are evaluated and
compared, trying to draw conclusions and find a unique definition, able to distinguish
debris flow from other flow-like landslide phenomena. Then, Sec. 2.2 classifies and
describes the several debris flow types reported in literature, outlining some clearly
separated typologies. Finally, in Sec. 2.3 the main characteristics of the phenomenon
are introduced. These aspects are very important for an accurate modelling of the
phenomenon and for the choice of the input parameters.
2.1 Definition and characterisation
Debris flow is a complex phenomenon (Fig. 2.1), involving different materials and
high water content. Stini (1910) firstly defined debris flow as "a viscous mass,
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Fig. 2.1 The Kedarnath debris flow in Uttarakhand, India (June, 2013). Courtesy and
copyright of Vaibhav Kaul.
consisting of water, soil, sand, gravel, rocks and wood mixed together". Then,
Sharpe (1938) focused on the characteristic rapid velocity of the phenomenon, which
is channelized, and defined the material of which it is composed as debris. Cruden
and Varnes (1996); Varnes (1954, 1978) firstly included debris flow in the flow type
landslide, providing a definition of debris as a material containing a percentage
of material larger than 2 mm ranging from 20% to 80% (Varnes, 1954). They
individuated the range of the characteristic velocity from 0.5 to 20 m/s. Hutchinson
(1988), for the first time, focused also on the morphology, the kinematics, failure
and propagation mechanisms, besides materials and rate of movement. The Author
highlighted the important role of water supply and increasing pore pressure for the
mobilisation of the flow mass.
Hungr et al. (2001) based their definition on genetic and morphological aspects,
avoiding a taxonomic hierarchical description, that considers either movements
mechanism, material properties, or movement velocity. Considering landslides of
flow-type only, the material involved can be characterised by its origin, its degree of
cohesion, and pore pressure conditions (Fig. 2.2). The Authors gave one of the most
famous definition of debris flow, as "a rapid to extremely rapid flow of saturated non-
plastic debris in a steep channel (Plasticity Index <5% in sand and finer fraction. [...]
Materials involved in debris flow range from clay to boulder of several meters.". This
statement was later modified by (Hungr et al., 2014) adding the adjective "surging"
to highlight the transient nature of this phenomenon, which generally occurs in a
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Fig. 2.2 Characteristics of the materials involved in landslide of the flow type (Hungr et al.,
2001).
series of multiple surges. Furthermore, it is characterised by a strong entrainment
capability of both material and water, thus increasing debris flow size up to 109
m3. The Authors also underlined the importance of the lateral confinement; that
is, the flow occurs on an established channel, thus enhancing rapidity and water
content. Furthermore, they also identified a degree of sorting in the longitudinal and
transversal flow profile as a distinguishing feature.
In the present research work, the definition provided by Hungr et al. (2001) is
adopted, even if some other aspects have to be considered. For example, Coussot
and Meunier (1996) pointed out the importance of the solid fraction, besides the
material type. In fact, debris flow is characterised by a sufficiently high solid particle
concentration (exceeding 40% according to (Iverson, 2014), and ranging from 50%
to 90% according to Ancey (2001)) to allow large deformations inside the mass,
without changing the mechanical properties.
2.1.1 Differences with other flow like landslides
In the perspective of clarifying the major features of debris flows, it is worth com-
paring this phenomenon with other landslides of the flow type, to which debris flow
is sometimes equated. Distinguishing among flow-like phenomena is often compli-
cated, and for this reason several Authors have either unified different typologies
under the unique name of debris flow or differentiated it in various ways. Figure
2.3 shows the most important characteristics through which a debris flow can be
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Fig. 2.3 Main characters of the landslides of the flow type, according to (a) Varnes (1978),
and (b) Hungr et al. (2001).
recognised among other landslides of the flow type, according to Varnes (1978) and
Hungr et al. (2001).
One of the most comprehensive classification of sediment flows has been per-
formed by Pierson and Costa (1987) (Fig. 2.4), who considered the sediment con-
centration and grain-size distribution as fundamental parameters to rheologically
subdivide debris flow phenomena from others. Also the mean velocity plays an
important role. Figure 2.4 shows how debris flow is associated with a rapid in-
crease in yield strength, that allows the static suspension of gravel and the onset of
a liquefaction behaviour. The left boundary B (Fig. 2.4) marks the rapid increase
of yield strength. Before this limit, the phenomenon is called hyperconcentrated
streamflow. This is an apparently liquid flow, that is a flowing mixture of water
10 Debris flow: definition and mechanisms
and sediments (20%-60% solid fraction in volume) which, despite possessing a
measurable but low yield strength, still appears to flow like a liquid. The sediment
concentration of the hyperconcentrated streamflow is intermediate between normal
sediment-laden stream flow and debris flow concentration. On the contrary, the
right boundary C (Fig. 2.4) marks the cessation of liquefaction behavior. After
this threshold the phenomenon is called earth flow, grain flow, or debris avalanche
depending from its velocity. However, in the present research it is assumed valid also
the distinction made by Hungr et al. (2001), according to whom debris avalanche is
a non-channelized phenomenon.
Similarly to the hyperconcentrated streamflow, Hungr et al. (2001) considered
also the debris flood, which is a very rapid surging flow of water, but whose sedi-
ments concentration is comparable with the one of debris flow. Another phenomenon
similar to debris flow is called mud flow, whose difference lies in the plasticity of
the debris and water mixture, with a plastic index >5% (Hungr et al., 2001). This
feature gives cohesion to the material, while debris flow is, in general, considered as
a non-cohesive material flow. Finally, the debris avalanche is similar to the debris
flow for materials type, velocity involved, but it is not confined in an established
channel, thus resulting in a saturation of the debris.
2.2 Classification of debris-flow types
In this section the mechanical classification of debris flow type made by Takahashi
(2007) is introduced, as well as the rheological one proposed by Coussot and Meunier
(1996). Finally, the rheological-mechanical classification presented by Ancey (2001)
and Bardou et al. (2003) is shown as it considers both aspects and is considered one
of the most complete. Finally, the different classes of nomenclature are compared.
The aim of this section is to evaluate the different types of debris flow generally
observed. This is important in the perspective to correctly simulate the flow dynamics
and to accurately choose the input rheological parameters in the frame of a numerical
modeling of the flow.
Takahashi (1978, 2007) based his classification according to the prevalence
within the flow of one (or more) of the following types of stresses, as defined by
Iverson et al. (1997):
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Fig. 2.4 Rheologic classification of sediment flows. Unified version of two schemes proposed
by Pierson and Costa (1987). Exact values of the boundaries of sediments volume concentra-
tion can not be defined, as they depend also on grain-size distribution and physical-chemical
composition of the material.
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• Inertial grain stress Tc: this stress is due to collisions among the coarser
particles of the debris flow mass.
• Inertial fluid or turbulent stress Tt: this stress is due to the macro turbulent
mixing of the fluid body comprising the fluid and the finer particles of the
mass.
• Quasi-static Coulomb friction stress Tsq: this quasi-static solid stress is due to
the frictional forces between particles.
• Quasi-static Newtonian or viscous stress Tfq: this quasi-static fluid stress is
due to the deformation of the viscous mixture composed by fluid and finer
particles.
• Solid fluid interaction stress: this stress is the one that arises between solid
and fluid phase.
Some useful ratios between these stresses have been defined to identify the prepon-
derance of one of these stresses among the others. The transition values provided,
although studied for debris flow Iverson (1997), are not to be considered as strict
limits:
• Bagnold number Ba: Tc/Tfq. If Ba>200, collisional stresses prevail on viscous
ones.
• Reynolds number Re: Tt/Tfq. This number allows to define if the flow is
turbulent or laminar, even though the fluid within the pore space of a debris
flow is always laminar (since Darcian flow applies), except at the head of the
flow. There, the particles are often too large and the fluid phase separates,
desaturating the front. The pore pressure developed between moving grains
tends to buffer grain interactions (Iverson, 1997).
• Savage number Sa: Tc/Tsq. If the quasi-static Coulomb friction stress Tsq
prevails, Sa<0.1. This is possible only for solid concentration Cs > 0.51
(Takahashi, 2007), as particles must be in contact. This solid concentration
refers to an average mass and assumes uniform grain distribution.
• Mass Number Ma: Tc/Tt. This number is equal to the ratio between the depth
of the flow hd and the representative particle diameter dp.
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Figure 2.5 represents the mechanical classification introduced by Takahashi (1978,
2007), which highlights the prevalence of one stress over the others, making use
of the previously mentioned ratios. Furthermore, the Author stated that a complete
dynamic development of debris flow also depends on the solid concentration Cs,
which has to be 0.2≤Cs ≤ 0.56. If Cs ≥ 0.56 neither dynamic nor quasi-static debris
flow is possible and the material becomes rigid. This corresponds to the definition of
debris flow made by Pierson (1986). Three different types of debris flow have thus
been identified:
• Stony type: when the inertial grain stresses Tc prevail.
• Turbulent muddy type: when the inertial fluid stresses Tt prevail.
• Viscous type: when the viscous stresses Tfq prevail.
Furthermore, Takahashi (2007) grouped the stony and the turbulent types in a unique
category called inertial debris flow. Nevertheless, this classification does not consider
the rheological aspects, due to the solid-fraction and the ratio between fine content
and total solid fraction. According to the Authors, fine particles refers to clay and
sand, i.e. particles whose main size is ≤ 0.04 mm. This distinction was first made
by Coussot and Meunier (1996). The Authors subdivided in:
• Muddy debris flow: in this case, the fine fraction is large enough (>10%) to
lubricates the grain and imposes its behavior on the whole mass.
• Granular debris flow: in this case, the fine fraction is so low that the coarse
grain contacts play the major role on the mass behavior.
As mentioned before, firstly Ancey (2001) and further Bardou et al. (2003) developed
a complete classification of debris flows, accounting for both the mechanical and
the rheological aspects. This classification is considered in the present research
work as one of the most comprehensive. In particular, they distinguished three types
(Fig. 2.6):
• Muddy debris flow: this type is characterized by a viscoplastic behavior, due to
the high content of fine material, containing clay. The liquid and fine particles
lubricate the contacts between the coarse particles. As the matrix is more
dilute, this kind of debris flow generally reaches longer runout distance and
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Fig. 2.5 Mechanical criterion to classify the debris flow types (Takahashi, 2007). The total
stresses are represented with the symbol T. The immature debris flow corresponds to the
hyperconcentrated streamflow, while the quasi-static motion corresponds to the earth flow, as
as defined in Sec. 2.1.1.
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Fig. 2.6 Rheological-mechanical classification of debris flow types according to Bardou et al.
(2003).
presents a deposit where the coarser grains are randomly distributed in a finer
matrix. According to the fine content, either turbulent stress (Tt) or viscous
stresses (Tfq) are involved. In particular, the more dilute the fluid is, the more
the turbulent stress prevails.
• Granular debris flow: in this case the mechanical behavior is collisional (Tc)
and frictional (Tsq). The prevalence of inertial grain stress to the frictional
one depends on different factors, such as the internal frictional coefficient, the
solid concentration, and the steepness of the slope.
• Fluid or lahar-like debris flow: this type has a frictional-viscous behaviour,
due to a high fine content. This kind of flow is typical of volcanic soil areas.
The clay content is small, but the matrix is rich with silt.
Finally, Table 2.1 constitutes an attempt to correlate the different nomenclature
proposed by different Authors, subdividing in the above mentioned three categories.
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Authors Muddy debris
flow
Granular debris
flow
Fluid debris
flow
Varnes
(1954)
Debris flow
Hutchinson
(1988)
Debris flow
involved
weathered rock
debris (except on
volcanoes)
Channelized
debris flow
Associated with
volcanoes, lahars
Takahashi
(1978)
Viscous type
debris flow
Stony type debris
flow
Turbulent muddy
debris flow
Coussot &
Meunier
(1996)
Muddy debris
flow
Granular debris
flow
-
Hungr et al.
(2001)
Mudflow Debris flow -
Ancey
(2001)
Muddy debris
flow
Granular debris
flow
Lahar debris flow
Bardou et
al. (2003)
Muddy debris
flow
Granular debris
flow
Fluid debris flow
Table 2.1 Correlation among the different nomenclature given from several Authors.
It emerges that providing a unique classification is still difficult and some debris-flow
type can be associated to other landslide of flow type.
2.3 Debris-flow dynamics
In this section, the main characteristics of the debris flows during all their path are
introduced. In fact, as recognized by Iverson (2014), debris flows typically involve a
sequence of events, explained in the following paragraphs.
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2.3.1 Triggering conditions and mobilization
In is widely recognized (e.g. Ancey, 2001; Costa, 1984; Hutchinson, 1988; Varnes,
1978) that the principal prerequisite conditions to mobilize debris flow can be
ascribed in:
• Abundant source of unconsolidated materials: both in the initiating zone and
along the channel a large amount of fine-grained rocks or soil debris is required,
promoting an high weathering.
• Steep slope: this characteristic promotes the instability of the marginal stable
debris, especially when saturated. Furthermore, the steeper the channel is, the
higher the velocity of the flowing mass will be.
• Large source of moisture and excess of pore pressure: a large but intermittent
source of moisture is required for the saturation of the sediments. This can be
produced by rainfall, snowmelt, glacial outburst floods and rapid drainage of
volcanic crater lakes. In general, the most common situation occurs when a
continuous rainfall occurs for a period and, after it ceases, the soil remains
partially saturated, with negative pore pressure. Then, a subsequent high-
intensity rainfall provokes the saturation and consequently an abrupt positive
pore-pressure situation occurs in the debris.
• Sparse vegetation: a slope denude of vegetation intensifies the susceptibility
to debris flow. This condition, according to Varnes (1978) can be enhanced by
wildfires.
Iverson (1997) defined the mobilization as "the process by which a debris flow
develops from an initially static, apparently rigid mass of water-laden soil, sediment
and rock". Several Authors (e.g. Armanini, 1997; Coussot and Meunier, 1996;
Iverson et al., 1997) have investigated the main types of initiation processes, which
can be ascribed as:
• Erosion of the surface of the initiating zone and mobilization of sediments: the
marginally stable debris mantle becomes saturated by an intense rainfall or
thawing processes and begins its motion.
• Progressive transition of a sliding phenomenon into a debris flow: sliding
type landslides generally differ from debris flow as the latter allows internal
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deformations during its motion. This transition requires a sufficient conversion
of gravitational potential energy into internal kinetic energy. This conversion
can derive from a slope increase or from a supply of water. Nevertheless,
Iverson et al. (1997) highlighted also that the required amount of water to
generate this transition does not necessarily cause a complete saturation of
the mass. In fact, the spatial distribution of pore pressure can alone determine
the Coulomb failure potential. Furthermore, the transition can occur also by
a partial or complete liquefaction due to an abrupt increase of pore pressure
originated by an earthquake. Finally, the grain collision with a rough bed
can cause an increase in the granular temperature and thus some translational
kinetic energy is transformed into internal kinetic energy (Iverson et al., 1997).
• Collapse of a natural dam formed in the riverbed or of a retaining system hit
by an initial debris flow: a consistent volume of debris is abruptly released,
promoting a debris flow event.
2.3.2 Path and shape evolution
It is widely recognized that a debris flow path can be clearly subdivided into an
initiating, a transport, and a deposition zone, whose characteristics are quite different.
In these three stages of motion, debris flow assumes different typical configurations.
Initiating zone
The initiating zone is characterized by the morphological requirements expressed
in the triggering conditions (Sec. 2.3.1), that is an abundant source of debris and
steepness. Nevertheless, referring to the latter, i.e. the slope required to promote
debris flow initiation, different Authors propose significantly different values. This
may be partly attributable to the geographic area of interest. Table 2.2 provides
an overlook on the steepness suggested by different Authors, comparing also the
geographic area of origin both of the Author and of observation of the phenomena.
In addition, the basis of their statements is provided.
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Authors Steepness
(◦)
Observed
area
Authors’s
origin area Note
Takahashi (1978) 15◦-23◦ China and
Japan
Japan
From infinite slope
theory, inertial
regime according
to (Bagnold, 1971)
Costa (1984)
>15◦-20◦,
commonly
exceeding
30◦
All the world USA
From observation
of real cases
Ancey (2001) >11◦ All the world France From laboratory
experiments
Hungr et al. (2005)
20◦-45◦ In
steeper slope
the required
amount of
debris is not
in general
sufficient.
Not
specified,
examples
from Canada
and Nepal
Canada and
Spain
From field
observations.
Iverson (2014)
>25◦
(generally
25◦-30◦)
Not
specified,
examples
from USA
USA
From observations
of real cases
Table 2.2 Steepness requirement in the initiating zone according to different Authors.
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Transportation zone
The transportation zone is constituted by either a bedrock channel generally covered
by erodible soil or a fully erodible channel, generally steeper than 10◦. In this stage,
the velocity of the flow increases, ranging from 0.5 to 20 m/s, according to the size,
the concentration and the sorting of the material, and to channel geometry. During
its motion, the debris flow generally entrains loose material and water from the
bed and the banks, thus growing in size. The volume increase can be even tenfold
or more (Iverson, 2014). Fannin and Wise (2001), from several field observation
on the Queens Charlotte Islands debris flow events, observed that, along a debris
flow transportation zone, entrainment dominates for slopes greater than 10◦, while
deposition is not an important factor.
During the motion, an inversely graded particle-size distribution can be observed,
thus creating an upward coarsening. The small particles percolate downward, and the
larger particles remain on the surface. Furthermore, the debris flow mass presents a
vertical velocity gradient: the velocity profile shows higher velocity on top, so that the
coarser grains, positioned on the surface, are pushed towards the front (Johnson et al.,
2012), as shown in Fig. 2.7. As a consequence, the flowing mass is characterized by
a longitudinal sorting, which brings the largest clasts, or even boulders, towards the
flow front, thus creating the so called head-and-tail morphology. This results in a
bouldery front, relatively free of matrix, a main body of finer or liquefied debris, and
a dilute tail (Fig. 2.8). Thus, the front is characterized by a great permeability and
high frictional resistance, while the body sustains high pore pressure, due to its lower
permeability. The tail is also called afterflow (Hungr et al., 2005), and it is similar
to a hyperconcentrated streamflow, which pushes against the body. The differences
in frictional resistance and in the pore pressure diffusion also explain the surging
feature of the phenomenon. Hungr et al. (2001) underlined that the longitudinal
sorting as well as the surging aspect are encouraged by the presence of a channelized
path. Finally, the repeated undrained loads, due to progressive entrainement of water
and sediments, promote a multiple-surge behavior.
Deposition zone
When the whole kinetic energy of the flowing mass degrades to an irreversible form,
i.e. the grain vibrational energy progressively falls to zero, the deposition process
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Fig. 2.7 (a) Scheme of how segregation of coarse particle on the surface of a debris flow
promotes the segregation to the front and to the margins of the flow (Vallance, 2005), (b) 3D
view of the recirculation of particles in the moving mass (Johnson et al., 2012).
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Fig. 2.8 Characteristic morphology of a debris flow during in motion (Pierson, 1986).
begins (Iverson et al., 1997). The energy decrease is generally due to a combination
of a slope reduction and a loss of confinement (Ancey, 2001) and occurs on an
established fan, called debris fan, colluvial fan or cone (Hungr et al., 2005). As
regards the former, Ancey (2001) stated that, in Alpine regions, debris flows usually
begin to decelerate when the slope is 10%-25%, and can propagate over gentle slopes
(of less than 5%). Nevertheless, the slope deposition angle is a function of the the
grain concentration by volume, density, size, the total volume, and the angle of the
internal friction of the flowing mass (Takahashi, 2007). Hence, in fact, Hungr et al.
(2001) stated also that in general fan slopes ranges from 5◦ up to even 20◦.
When the flow loses the channel confinement, the main body of the surge col-
lapses, thus depriving the front of the hydraulic thrust that propels it forward. Then,
when the frictional resistance of the coarse-grained flow front is sufficiently high to
halt motion, the depositional process occurs. The front rapidly deposits in the form
of levees, that are ridges of coarse material, or abandoned boulder fronts, while the
finer and more dilute material in many cases continues further downslope, spreading
in lobes.
Nevertheless, a constant deposition rate can occur also along the whole channel
during runout, forming the levees on the lateral boundaries of the channel, which
act as additional banks. In this case, the deposition process can occur also before
the loss of confinement. In fact, while lateral levees arise, the advancing flow head
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becomes thicker, and the progressive slope reduction causes the deposition of the
granular front. Then, the sudden stop of the granular front increases the flow depth
of the body, promoting its overflow over channel banks and spreading as broad
lobes (Ancey, 2001). Finally, Iverson et al. (1997) highlighted that also the pore
pressure distribution plays an important role in the deposition process and in the
final morphology. The wetter the flowing mass is, the more the debris is mobile,
preserving its momentum, thus reaching longer distances. Conversely, the less the
pore pressure is, the more the frictional resistive forces halt the motion. It is worth
mentioning that this aspect is function of both water supply, grain size distribution,
and permeability.
Chapter 3
Structural mitigation measures for
debris flow
Mitigation measures are essential for minimising the existing risk, reducing it to
an acceptable residual level. Different solutions can be adopted depending on the
spatial and temporal targets and on the requested degree of protection. Two types
of mitigation measures can be distinguished: passive and active (Hübl and Fiebiger,
2005). Passive mitigation measures are used to reduce the potential loss of both life
and buildings. They alter the spatial and temporal character of either the damage
produced or the associated vulnerability (Hübl et al., 2005), i.e. the conditions which
increase the susceptibility to the impacts of hazards. As an example, land-planning,
as well as improved environmental policies and public awareness, promotes the
reduction of potential loss. In contrast, active mitigation measures focus on lowering
of the hazard. To achieve such goal, both disposition and event management can
be applied, controlling the probability of occurrence or the flow itself (Hübl et al.,
2005). In the former case, generally, non structural measures are adopted, while, in
the latter, structural ones are employed. Non-structural measures involve policies
and laws, public awareness raising, training and education to reduce disaster risk,
while structural measures are especially designed constructions aimed at reducing
or avoiding possible impacts, or enhancing resistance and resilience of a hazardous
area.
Active debris-flow mitigation measures can be designed to either control the
triggering, changing its occurrence frequency and magnitude, or the evolution of
phenomenon, changing the deposition settings. Focusing on the latter desiderata,
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concerning the event management, different possible engineering solutions can be
undertaken. The present research focuses on those measures that can be built along
the stream, i.e. check dams or rigid barriers, as being particularly effective to prevent
the loss of human lives and protect settlement and infrastructures (Kwan, 2012).
The main objectives and functions that can be achieved with barriers in the frame
of debris flow management are (Hübl et al., 2005; Piton and Recking, 2016; Suda
et al., 2010):
• Retention: more or less permanent storage of sediments. These sediments
have to be dredged by machinery after an event.
• Dosing: temporary retaining of water and/or sediment. After an event, the
deposits should be released by water during the following regular streamflow.
• Filtering or sorting: filtration and deposition of the coarse sediments, allowing
only water and a grains size below a threshold value to pass the structure. This
implies a particle segregation by size.
• Energy dissipation or debris flow breaking: reduction of the high-energy of a
debris flow by slowing or depositing the surge front of the flow.
Two kinds of barriers can be distinguished: closed and open (Fig. 3.1). The former
can efficiently lower the kinetic energy of the impacting mass, but is often rapidly
filled by the solid material, losing its effectiveness. The latter open barriers can be
designed to either promote a temporary retention of sediments and water or to filter
water and fine particles, entrapping the coarse material. As stated in the introductory
chapter, this research work focuses on open barriers, and in particular with structures
designed for filtering and energy dissipation.
3.1 Open barriers
Open barriers, according to the way in which they are designed, constitute an
effective measure for dosing, filtering and for energy dissipation. In particular, two
main complementary approaches exist in the design of open barriers, i.e. hydraulic
and/or mechanical controls of the deposits (Piton and Recking, 2016). The choice
of one of these typologies depends on the functions for which they are designed. In
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Fig. 3.1 (a) Closed barrier, Einachgraben, Austria; Open rigid barriers: (b) large slot barrier,
Nieschenbach, Austria; (c) sectional barriers with fins, Luggauerbach, Austria; (d) lattice
barrier, Ashiya River, Japan (Hübl et al., 2005).
particular, hydraulic control achieves the dosing and energy dissipation functions,
while mechanical control the filtering and energy dissipation.
The hydraulically controlled deposits (Armanini, 1997; Armanini et al., 1991;
Larcher and Armanini, 2000) relates to the deceleration of the flowing mass due to
the reduction of the natural channel section created by the barrier, Fig. 3.2(a). This
kind of barrier presents one, or rarely more, narrow, vertical openings, spanning
the whole height of the barrier. When the flowing mass reaches the barrier, the
narrowing of channel section promotes the deceleration of the flow and the creation
of a calm water area, allowing most of the particles to deposit upstream the dam.
This phenomenon is called "backwater effect" and the temporary deposition is also
defined "hydrodynamic sorting" (Armanini et al., 1991). When a steady flow regime
is re-established, the deposited sediments are released by the erosion action of the
water. In this manner, water cleans the barrier, restoring its functionality. This type
of structures is also defined as "self-cleaning". These barriers have traditionally
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been designed for sediment transport rate control in the frame of torrent restoration
(Armanini and Larcher, 2001). Only in a later stage extended to a temporary storage
of the debris volume (Armanini et al., 2006). Based on the conservation of the mass
of water and sediments and on the energy balance between an upstream section and
the section of the barrier outlet, the height of the barrier and the opening size are
calculated. Nevertheless, despite theoretical prediction, it is worth mentioning that
the perfect self-cleaning of the structure does not always occur. In particular, during
debris flow events, the outlets can be obstructed by large boulders that have to be
mechanically removed.
Mechanically controlled deposits relate to the direct clogging of barrier outlets,
whose size is comparable to the coarse sediments which have to be entrapped,
Fig. 3.2(b). The openings width is the crucial parameter for the filtering. In particular,
the design approach of the filter is based on the clogging probability as a function of
the ratio between the shorter dimension of the opening, called S, and the relevant
grain size Dmax. This corresponds to the minimum grain size that has to be entrapped.
According to D’Agostino and Bertoldi (2014), the maximum sediment diameter Dmax
to consider has to be taken in the interval D75−D84 of the armoured bed surface,
where D75 and D84 are the diameters corresponding to the 74 and 84 percentile of the
grain size distribution, respectively. The values of the ratio S/Dmax found in literature
mainly derive from observations of past events (Ikeya, 1989; Watanabe et al., 1980)
or laboratory experiments (Han and Ou, 2006; Itoh et al., 2011; Mizuyama et al.,
1995), i.e. on a small scale. A twofold difficulty emerges: the choice of the Dmax to
consider and its estimation. Another drawback is represented by the fact that, once
coarse materials clog, also the fine particles suspended in the debris flow upstream
the barrier can be obstructed and thus stopped, preventing the filtering function of
the barrier. Considering the height of the barrier, this parameter has to be equal or
higher than the necessary deposition height.
Of course, due to the variability of real events, hydraulic and mechanical control
may occur also together. Moreover, despite this functional subdivision, a wide variety
of rigid barrier typologies exists. This reveals how unique design criteria do not exist.
Dosing and sorting effects can be pursued in the form of large slots, slits, piles, fins,
beams and so on. Furthermore, no universal nomenclature exists yet. A classification
can be performed according to either functions, building materials or geometrical
characteristics of the main body of the structures. Wehrmann and Johannes (2006)
proposed a classification of both open and closed barrier depending on the opening
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Fig. 3.2 Plan and longitudinal schemes of: (a) hydraulic control of the deposits, (b) mechani-
cally controlled deposits, (c) mixed controlled deposits (Piton and Recking, 2016).
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dimensions. With a particular focus on the open type, this classification is adopted in
the present research work, but using the term "barrier" instead of "dam". According
to this classification, the relevant dimension of the openings are illustrated in Fig. 3.4,
where w0 and ws stand for the above defined S and P, respectively:
• Height of the opening ho: vertical size of the outlet.
• Width of the opening S: horizontal size of the outlet.
• Long side of the opening lo: maximum size of the opening (lo = max(ho,S).
• Narrow side of the opening no: shortest size of the opening (no = min(ho,S).
Figure 3.4 shows six subclasses for the open barrier types:
• Slot barrier: open barrier with a continuous overflow crest that fulfills one of
the following conditions: lo ≤ 2no and lo > hbar/2 (with hbar the height of the
barrier) or lo ≤ hbar/2. Furthermore, a slot barrier is considered large if the
width of the openings is designed to let part of the sediment pass.
• Slit barrier: open barrier which fulfills one of the following conditions: lo >
2no and lo > hbar/2 or lo > hbar/2. In both cases S < P (with P the width of
the solid element).
• Compound barrier: a transitional type for which ho ≤ hbar/2 but with no
openings larger than weep holes within the lower half of the dam.
• Sectional barrier: in this case ho > hbar/2, similar to the slit dam but with
S ≥ P. The filtering part of the barrier consists in fins, narrow side charged
walls, or piles, columnar bodies.
• Lattice barrier: the filtering part of the barrier consists of bars, that is elements
with a very small cross sectional area in respect of their length. These bars are
defined "rakes" if vertical, or "beams" if horizontal. If the dam body consists
of both beams and rakes, the barrier is defined "plane grill barrier" in 2D and
"frame barrier" in 3D (or also Sabo dams in Japan).
• Net barrier: consists of flexible elements which form a net.
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Fig. 3.3 Types of open barriers according to Wehrmann and Johannes (2006). Adapted from
Piton and Recking (2016) and Hübl et al. (2005).
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Among these typologies, open barriers with large slits or slots are generally adopted
for dosing and energy breaking functions, while sectional, small slits, lattices, and net
open barriers for filtering and energy breaking ones (Piton and Recking, 2016). Thus,
with particular reference to the barriers designed with filtering purposes, as revealed
by Fig. 3.4, several configurations exist. Filters can be realised by installing piles, or
beams, or both, i.e. sectional barrier with piles, beam and grill barrier respectively.
Generally, steel beams are used, while for piles concrete or steel is usually employed.
Lattice steel barriers, also defined Sabo dams, are generally adopted in Japan, where
steel structures and buildings are widely designed. However, no detailed study exists
on the filtering effectiveness of one type in comparison with another and the design
choice ofter derives from economic, installation or maintenance reasons or even
from the tradition of the country. Only some suggestions can be provided by small-
scale laboratory experiments, proving the effectiveness of horizontal beams (Itoh
et al., 2011; Wang et al., 2014) to allow a through-flow, of an aligned plan layout in
comparison with a V shape (Silva et al., 2016, 2015), or of fins inclined to promote
the energy dissipation function. Choi et al. (2018), showed a that a V-type barrier,
i.e. where the piles were placed in a V-shape, has a higher trap ratio than the P-type,
in which each rectangular pile is placed in parallel, due to the smaller effective
opening ratio, defined as the ratio between the flow outlet width and the total channel
width. Furthermore, the trap ratio decreased increasing the piles angle for the P- and
V-type arrangements. Furthermore, the Authors revealed that an angle of the barrier
piles smaller than 60◦ is required to benefit from debris trap mechanisms. However,
even though other laboratory tests have been performed involving the discharge of a
mass in an incline channel adopting an open barrier (Choi et al., 2016; Han and Ou,
2006; Shima et al., 2016; Shrestha, Badri Bhakta Nakagawa et al., 2007, e.g.), these
references do not compare different barrier typologies.
As the present research work focuses on structures designed for filtering and
for energy dissipation, slit barriers and sectional barriers are considered. These are
widely employed, especially in the Alpine regions. They are traditionally preferred to
a lattice barrier as areless expensive and easier to install on steep slopes. In addition,
the use of concrete or composite steel-concrete, rather than only steel barriers, can
be justified by the Italian tradition on civil engineering structures.
The design of such structures is related to both the filter sizing and the determi-
nation of the impact forces. In the following chapter both the filter sizing and impact
32 Structural mitigation measures for debris flow
Fig. 3.4 Open rigid barriers: (a) sectional barrier with piles (Saint-Vincent, Italy), (b) beam
barrier in Zillertal, Tyrol (Austria) (Armanini and Larcher, 2001), (c) sabo dams in Hokkaido
(Japan) (Ishikawa et al., 2014).
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forces evaluation problems are considered, presenting the state of the art. It reveals
that, still nowadays, the rational design of these barrier remains an unresolved issue.
Chapter 4
Previous work on the interaction
between debris flow and barriers
This chapter deals with the state of the art related to the two main features of open
barrier design: the evaluation of the impact forces and sizing the filter. As a specific
regulation or standardised procedures does not exist, the adoption of simplified
assessment methods is not infrequent. In contrast, advanced numerical models are
far from being adopted in the framework of open barrier design. Only few examples
of numerical approaches exist. Considering impact forces, numerical modelling is
generally used to evaluate the interaction of a closed barrier, and the flowing mass is
simulated as either a monophase dry granular mass or a two-phase continuum. As
regards the filter, i.e. the outlet size, general suggestions derive from observations
of past-events or on small-scale laboratory experiments. Moreover, as this issue is
strictly connected with the outlet clogging probability, several studies have been
performed on the discharge dry granular materials from silos, which is a much
more widely studied problem. These researches provide some useful results on the
relationship between the outlet size-grain size ratio and the jamming of the outlet.
Nevertheless, the viability of these results also for the barrier case has not been
proved yet. Furthermore, a combined study of both impact force and filtering is
almost completely lacking. As further explained, in the present thesis the debris
flow-open barrier interaction issues are addressed with a fully 3D numerical approach
that considers both a solid granular and a fluid phases.
This chapter first provides a general overview of the existing procedures and
assessment methods related to study the interaction problems related to debris flow
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encountering a rigid barrier (Sec. 4.1). Section 4.2 relates to the assessment and
estimation of the impact forces, while Section 4.3 deals with the filtering problem
and, thus, the trapping efficiency of the barrier. Being useful to understand clogging
mechanisms related to filtering function, numerical studies on similar problems are
considered (Sec. 4.3.1). Finally, Section 4.3.2 includes the existing suggestions on
the filter sizing problem, i.e. the outlets size.
4.1 Physical and numerical modelling, an overview
Debris flow are still frequently modelled adopting simple approaches and methods
derived from the classic theory of hydraulic. Debris flow are water-sediments
mixtures flowing through a channel that can be compared, in some aspects, with a
streamflow, involving higher solid concentration and higher velocities. This similarity
justifies the traditional adoption of formulations originally developed for clear-water,
to which one or more corrective factors are applied. These coefficients, which
are empirical, correct the clear water formulas accounting for the presence of a
solid phase inside the flow. The estimation of these coefficients derives by either
observation of past events or from small-scale laboratory experiments. However, the
knowledge on past-events is often incomplete, missing some interesting and relevant
details. Moreover, experimental studies are generally conducted at the laboratory-
scale, rather than the real-scale, because of the costs and execution difficulties. As
often occurs in experimental modelling, but notably in representing multi-phase real
natural events, they are affected by scaling problems and the choice of the materials
simulating the debris flow can be unrealistic, or unsatisfactory for representing a
multiphase phenomenon. Due to their cost, experiments are often unrepeatable or
reduced in number, limiting the representative sample for results comparison and
complete parametric studies.
At the end of the Nineties, the rise of numerical modelling provided important
progresses to the study of debris flows (Turnbull et al., 2015). In the perspective
of risk mitigation, debris flow problem has grown in popularity and a considerable
number of investigations have been carried out. In addition, over the years, limitations
due to costs and computational efforts progressively decreased. Different dynamics
approaches, able to describe the flow during each stage of the motion through
the integration of analytical expressions, have arisen, as briefly summarised in the
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following. They differ for the considered number of phases, the initial conditions,
the assumptions and simplifications, and, above all, the constitutive equation used to
represent material behaviour.
Largely adopted, the continuum approach is one of the methods adopted in
the study of debris flows (Pirulli, 2010; Pirulli et al., 2015; Savage and Hutter,
1989). It considers the flowing material as a continuous mass, modelling the real
heterogeneous mass, made of water, air and solid materials. According to the
considered number of phases, neglecting the air, continuum models can be subdivided
into single-phase (Hungr, 1995; Hutter et al., 1996; Iverson, 1997) and two-phase
(Armanini et al., 2009; Pailha and Pouliquen, 2009; Pitman and Le, 2005; Pudasaini,
2012). The solving equations are mass and momentum conservation, and the depth
averaged shallow water approximation is done - according to the Saint-Venant theory
(Hungr, 1995; Iverson, 1997). However, this approach, although very effective for
simulating debris flow along its path, does not allow to consider some important
aspects, related to the flowing mass and the interaction with a structure. Collisions
and creation of stable structures among grains cannot be evaluated, as well as
different velocity profiles along the depth. Moreover, even the two-phase model lacks
in considering some important aspects of the solid-fluid interaction, e.g. segregation
phenomena (Hill and Tan, 2014; Iverson, 2003; Leonardi et al., 2014).
In the perspective of studying the interaction between a debris-flow and a rigid
barrier, the three-dimensionality of the problem is a crucial aspect that has to be
considered. Several 3D continuum approaches (Wu et al., 2016b), e.g. Smoothed
Particle Hydrodynamic (SPH), Lattice Boltzmann Method (LBM), Material Point
Method (MPM), have been recently introduced to simulate debris flow as a single-
phase flow (Gracia et al., 2017). Nevertheless, although different velocity profiles
can be obtained, continuum methods lack in accounting for discrete grains, colliding
and interacting with each other. With discrete elements approaches (Pöschel, 2005),
e.g. Discrete Element Methods (DEM) (Cundall and Strack, 1979), Event-Driven
Molecular Dynamic (ED) (Brilliantov and Pöschel, 2003), Rigid body dynamics
(Lötstedt, 1981), every single grain is treated separately as a Lagrangian point, with
mass and moment of inertia. This preserves the three-dimensional characteristics of
the problem. Particles can collide and exchange forces, and force chains can arise,
thus creating stable structures, promoting the halt of the motion. Nevertheless, the
discrete element approach, alone, cannot represent the solid-fluid interaction, i.e. a
discrete-continuum interaction.
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As a consequence, it emerges that an ideal numerical model of the phenomenon
has to be three-dimensional and two-phase, discrete for the solid materials and
continuum for the fluid phase. All the interaction effects, i.e. among grains, between
solid and fluid, and with a structure have to be correctly represented. If such an
approach is applied, a combined study of both impact forces and trapping efficiency,
i.e. filtering issue, can be performed. Since these aspects have been treated separately,
the impact forces and trapping efficiency are treated in two separate sections.
4.2 Impact forces
The evaluation of the impact forces is a central problem for the structural design
of barriers. The maximum impact force and its location are generally the reference
parameters for the design. However, the knowledge of the force time-history and the
complete spatial distribution is greatly desired for an efficient design procedure. As
briefly discussed in the overview section, simplified empirical approaches derived
from the clear-water theory are often applied to evaluate the impact force of a debris
flow against a rigid barrier. In this sense, the international codes and standards, e.g.
the Austrian Code Series (ONR 24800, 2009; ONR 24801, 2013; ONR 24802, 2010;
ONR 24803, 2008), or the Hong-Kong Technical Reports (Kwan, 2012; Lo, 2000),
refer to such empirical approaches as "commonly adopted" methods. Here are two
of the simplified approaches traditionally adopted to calculate debris flow impact
forces, sometimes even combined together:
• Hydrostatic approach (Armanini, 1997; Lichtenhahn, 1973): this considers a
triangular load distribution along the barrier height, with a load increase factor
to consider the dynamic component, according to:
pd = kd,aρdghd, (4.1)
where pd is the flow pressure, ρd the density of the mixture of the debris flow,
g the gravity factor, hd the height of the flow mixture (assumed equal to the
height of the barrier), and kd,a the dimensionless coefficient. Different values
for kd,a are proposed in the literature, ranging from 3 to 11 (Lichtenhahn,
1973).
38 Previous work on the interaction between debris flow and barriers
• Hydrodynamic approach: this considers a constant load distribution, with
intensity proportional to the flow velocity according to:
pd = kd,bρdv2d, (4.2)
where vd is the velocity of the mixture, and kd,b the dimensionless coefficient.
The adopted value of the empirical factor kd,b generally ranges from 2 to 5
(Armanini, 1997; Hübl et al., 2009; Lo, 2000; Wendeler et al., 2007; Zhang
et al., 1996), increasing with the expected amount of coarse material and
impact velocities.
However, during an event, both static and dynamic forces occurs in the same instant.
Thus, for both the approaches,the dimensionless coefficients consider only the static
or the dynamic contribution.
Table 4.1 summarises the empirical equations and coefficients suggested by
various scholars, revealing that the hydrostatic and hydrodynamic approach are
sometimes combined in a unique formulation.
Similarly, the simple elastic theory is chosen to consider the possible impacts of
a boulder on the barrier, adding some corrective coefficients. The Hertz equation is
generally adopted (Zhang et al., 1996), that is:
FB = Kcnα1.5, (4.3)
where FB is the magnitude of the boulder impact force, Kc is the dimensionless load
reduction factor, n and α are coefficients calculated as a function of the barrier and
boulders characteristics:
n =
4r0.5B
3π(kB+ kb)
, (4.4)
with rB the radius of the boulder, kB =
(
1−ν2B
)
/(πEB) the coefficient related to
the boulder mechanical properties and kb =
(
1−ν2b
)
/(πEb) the coefficient related
to the barrier materials, where νB,b is the Poisson’s ratio and EB, Eb the Young’s
moduli of the boulder and the barrier, respectively. The coefficient α , that is the
indentation, is equal to:
α =
(
5mBv2B/4n
)0.4
, (4.5)
with mB the mass of the boulder and vB the component of the boulder velocity
normal to the barrier. Both the boulder mass and its radius are empirically evaluated
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Authors Model Formula Note
Kherkheulidze (1967) Mixed Fd = 0.1γd(5hd+ v2d) -
Lichtenhahn (1973) HS
Fd = 12 kd,aρWgh
2
W
kd,a = 7−11
For small flow velocity,
based on recalculations
Mizuyama (1979) HD
Fd =
γd
g qv
q is the peak discharge
Considering momentum change
Watanabe and Ikeya (1981) HD Fd = 2
γdv2d
g Field measurement
Hungr et al. (1984) HD Fd =
γdv2d
g Load area should be distributed over an area as
wide as the design debris flow reach, but 1.5
greater height to account for the formation of a
stagnant wedge in front of the toe of the barrier
Yamaguchi (1985) HD
Fd = kd,b
γW
g v
2
dhdsinθ
θ is the slope incline
; Considering momentum change
Nakano and Ukon (1986) HD Fd = kd,b
γdv2d
g Considering momentum change
Du et al. (1987) HD Fd = 3
γdv2d
g -
Song (1994) HS
Fd = (0.067+0.004D50)+(0.85+0.07D50)ρd
v2d
g
D50 is the mean grain diameter
Considering momentum change
Yu (1992) HD
Fd =
√
Dmaxρd
v2d
2g
Dmax is the maximum grain diameter
Considering momentum change
Armanini and Scotton (1993)
HS
HD
Fd = 9ρWg
hd2
2
Fd = kd,bρdhdv2d;kd,b = 0.7−2
For small velocity
Considering momentum change
Daido (1993) HD
Fd = kd,bρdhdv2d
kd,b = 5−12
Considering momentum change
Zhang (1993) HD
Fd = kd,b
γWv2d
g
kd,b = 3−5
From real scale events in the Jiangjia Ravine
(China)
Lin (1994) Mixed
Fd = 2
ρd
g v
2
d+Karhd
r is the mean grain radius
Considering momentum change
and active soil pressure
Van Dine (1996) HD Fd =
γdv2d
g According to Hungr et al. (1984)
Scotton and Deganutti (1997) HS
Fd = kd,aρWgh2W
kd,a = 2.5−7.5
Small scale debris flow model test
Armanini (1997) HS Fd = 5ρWg
hd2
2 From experimental investigation
Egli (2000) HD
Fd = kd,b
γdv2d
g
kd,b = 2−4
-
Lo (2000) HD Fd = 3
γdv2d
g -
Lien (2002) HD Fd = kd,b
ρd
g hdv
2
d Considering momentum change
Hübl and Holzinger (2003) Modified HD
pd,b = 4.5ρdv0.8d (ghd)
0.6
equivalent to Fd,b = 4.5ρdgh2d or
Fd,b = kd,bρdgh2d
kd,b = 0.5−2.2
Small scale experiments, studying Fr and pressure
Arattano and Franzi (2003) Mixed Fd = ρdqvd+ρdg
hd2
2 Mathematical model
Zanuttigh and Lamberti (2006) Mixed Fd = kd,b
(1+Frd
√
2)2
2 ρdgh
2
d Integrate model
Wendeler (2008) HD
Fd = kd
γdv2d
g
kd = 0.7−2
Full scale test at the Illgraben (CH)
Bugnion et al. (2012) HD
Fd = kd,b
γWv2d
g
kd,b = 0.4−2
Real scale test
Table 4.1 Modified and integrated version of the summarising tables of dynamic impact
formulations proposed by Huang et al. (2007) and Hübl et al. (2017). The abbreviations HS
and HD stand for the hydrostatic and the hydrodinamic approaches, respectively
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imposing rB = hd/2. The Eq. (4.3) can be rewritten as:
FB = Kˆcv1.2B r
2
B, (4.6)
where Kˆc considers both boulder and barrier properties, and the load reduction factor
Kc. In this regards, considering the design of inflexible structures, in which contact
deformation is very important, Hungr et al. (1984) stated that the impact forces
estimated through the Hertz equation of the elastic contact theory (Eq. (4.3)) are
conservative. The Authors suggested, hence, to apply a load reduction factor Kc of
0.1, standing for plastic deformation and associated energy loss. In agreement with
what stated by Hungr et al. (1984), different Authors proposed different values for
the load reduction coefficient (Tab. 4.2).
Authors Formula Kc Note
Mizuyama (1979)
FB = 241v1.2B r
2
B
FB = 48.2v1.2B r
2
B
−
0.2
Based on elastic collision theory
Modified by Mt. Yakedake’s field data
Yamaguchi (1985)
FB = 426v1.2B r
2
B
FB = 50v1.2B r
2
B
−
0.1
Based on elastic collision theory
Modified by Myoukou Plateau’s field data
Lien (2002) FB = 80.8v1.2B r
2
B 0.2 Based on elastic collision theory
Huang et al. (2007) FB = 30.81.2B r
2
B 0.06 Based on flume experimental data on open barrier
Table 4.2 Modified and integrated version of the summarising tables of the boulder impact
formulations proposed by Huang et al. (2007).
As soon as numerical methods were developed, computational modelling, some-
times combined with results from laboratory experiments, has been adopted to
determine less simplified formulations for evaluating the maximum impact force.
These formulae aim to consider more realistic scenarios, either evaluating the evo-
lution in time of the force, or determining a three-dimensional velocity profile, but
they still remain incomplete (Calvetti et al., 2017; Vagnon and Segalini, 2016). Even
though the height and the velocity of the flow included in almost all these formulae
can be derived from a complex numerical model, in fact, also these expressions in-
clude corrective coefficients that are difficult to calibrate. These coefficients account
for various aspects for which a closed-form solution cannot be found. As an example,
Zanuttigh and Lamberti (2006), through a 1D continuum approach, proposed a
formula that considers a possible total reflection of the flow and the presence of
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boulders. Koo et al. (2017), through a new momentum-based model, tried to consider
the attenuation of momentum flux during the flow and the progressive formation
of a stationary zone of deposited material behind the barrier. Calvetti et al. (2017),
adopting a discrete element approach, combined static and dynamic contributions,
defining the latter as function of the velocity of propagation of compression waves
within the impact medium.
Recently, due to increasing computational resources, numerical simulations have
also been adopted to perform parametric analyses, evaluating the influence of ge-
ometrical, mechanical and rheological parameters on both magnitude and spatial
distribution of forces on the barrier. These analyses are in an early stage and gener-
ally consider only closed barriers impacted by a mono-phase flow. Several Authors
performed DEM analyses, considering a dry granular flow discharged just in front
of a rigid wall. Observing the behaviour of the moving mass, i.e. impact and de-
position dynamics, Calvetti et al. (2015) and Calvetti et al. (2016, 2017); Calvetti
and Vairaktaris (2016) noted that the inter-particle friction is the most influencing
factor. For large friction values, the soil mass seems to behave like a solid, while
for small values, like a fluid. With intermediate inter-particle friction values, the
fluid-like behaviour is limited to the zone close to the top surface. They observed
that three zones develop at the very impact instant: a lower layer in which material is
approximately still, an intermediate one in which part of the material is solid-like
and force chains arise, and a top layer of fluidised material in which energy is dis-
sipated by the collisions among grains. The middle layer disappears when a static
situation is reached. The Authors reported that the maximum impact force rapidly
decreases for large porosity since the granular mass, no more compacted, becomes
similar to a granular gas. They showed that the force magnitude is not affected by
the variation of the velocity profile of the impacting mass. Instead, the maximum
impact force increases by increasing either the flow height, the impact velocity, or the
front inclination just before the impact. With a similar initial configuration, Ceccato
and Simonini (2016) and Ceccato et al. (2017) observed that the front inclination
influences the forces exerted on the barrier as well as their evolution with time. In
case of a mass whose front is parallel to the barrier, the force increases linearly with
velocity.
A different initial configuration is adopted in Gabrieli and Ceccato (2016) and
Teufelsbauer et al. (2011) who found that the impact force of a dry granular material
against a rigid closed barrier increases as the slope angle of the channel increases.
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Interesting parametric studies have been carried out by Li et al. (2010) through 2D
DEM analyses, considering the influence of inter-particle friction angle, and slope
inclination. Increasing the former, the impact force decreases. A nonlinear trend
is observed for the latter: the maximum impact force is recorded for a slope angle
of 60◦, for larger slopes lower magnitudes are found. Finally, several Authors (e.g.
Albaba et al., 2015; Wu et al., 2016a) make use of experimental results related to
a granular mass impacting against a rigid barrier to calibrate their DEM numerical
models.
A very limited amount of scientific work has been done to estimate force magni-
tudes on open rigid barriers. Among them, Shima et al. (2016) analysed the response
of a steel grid barrier subjected to the impact of a large rock though DEM. Several
studies relate to the forces on energy breaking devices, such as, a wedge obstacle
(Salciarini et al., 2010), multiple small obstacles arranged in a matrix (Teufelsbauer
et al., 2011), or successive rows of debris-resisting baffles (Choi et al., 2014).
As open rigid barriers seem to be very effective for reducing damages and pre-
venting loss of lives in debris flow events, the insufficient number of studies on the
dynamics and the forces exerted by the flowing mass against them is a problem that
needs urgent attention.
4.3 Trapping efficiency
The filtering function of a barrier is strictly related with the probability that granular
material with grain size larger than a given dimension are retained, or trapped, behind
the barrier. Thus, from here, the measure of the effectiveness of the filtering function
in an open barrier is defined as "trapping efficiency". As a consequence, the design
of the filter focuses on sizing the outlets of the barrier S, as function of the size of
the minimum grain which has to be retained Dmax, as previously defined in Sec. 3.1.
A typical feature of granular materials consists of the capability to organise in
stable collective structures, formed by several grains that can withstand high pressure
(Garcimartín et al., 2010). These structures are called arches or bridges (or even
"domes", if fully 3D), and the phenomenon is called the "arch effect". In debris flow
events, the granular mass encountering an obstacle (e.g. a restriction in the path
or a rigid holed wall) can arrange in arches, resulting in a temporary or permanent
clogging of the outlet. Due to arch formation, also grains smaller than the outlet
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Fig. 4.1 Image recorded after the event on 11-07-2017 event in Saint-Vincent (AO), Italy.
Also grains smaller than the outlets width of the sectional barrier clog and are retained behind
the barrier. Courtesy of Valle d’Aosta Region.
width clog behind the barrier, as shown in Fig. 4.1, resulting in jamming of the flow.
This phenomenon is also crucial for segregation, the nonuniform propagation of the
forces.
At the field-scale, clogging is the physical phenomenon that exerts the filtering
function. However, even nowadays, in the frame of debris flow events, a complete
study of clogging and arching mechanisms is still lacking. The filter size problem is
generally addressed prescribing a ratio S/Dmax, generally disregarding the barrier
type (sectional, beam or lattice). The values of this ratio generally derive from the
observation of past-events or experiments. Only in the last decade, these studies have
been combined with numerical simulations.
In contrast, clogging and arch formation have been widely investigated in the
field of granular assemblies discharged by silos. This problem is very important in
the industrial field. The discharge velocity of the material and the probability that
the mass jams have to be properly investigated for preventing damages to machinery.
Clogging probability is, among the other factors, related to the opening of the
silos compared to the size of the released material. Although advanced numerical
modelling has been performed, the simulations are limited to a dry granular material,
generally confined inside a 2D vertical silos or, if 3D modelled, passing through a
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circular outlet. Despite all these differences with debris flows, the obtained results
are very useful to understand the particles-structure interaction mechanisms.
With all these premises, Section 4.3.1 illustrates the results obtained from the
numerical simulations in the field of granular mass discharged from a silos/hopper.
Then Section 4.3.2 provides an overview to the suggestions and analyses performed
for sizing the outlets of a debris flow open barrier.
4.3.1 Related numerical studies
Although arching and clogging can be also observed in real debris flow events, the
majority of the studies relates instead to the arrest of granular flow at the outlet of a
silos. Investigations are both experimental and numerical. The jamming of a silo
or a hopper is studied experimentally both in 2D (e.g. Cleary and Sawley, 2002;
Garcimartín et al., 2010; Janda et al., 2008; To, 2005; To and Lai, 2002; To et al.,
2001) and 3D systems (e.g. Ashour et al., 2017; Pournin et al., 2007; Sheldon and
Durian, 2010; Thomas and Durian, 2013; Zuriguel et al., 2005, 2003). This problem
is widely investigated also with numerical analyses with DEM (e.g. Arévalo and
Zuriguel, 2015; Balevicˇius et al., 2008; Hidalgo et al., 2013; Magalhães et al., 2015;
Mondal and Sharma, 2014; Pournin et al., 2007; Tsukahara, 2009), generally in a
2D frame. Tables 4.3a and 4.3b summarize some of the more recent studies on this
frame, indicating if 2D or 3D (column 3) and if experimental or numerical (column
4). As a similar problem, also examples of non confined granular sandpile formation
are considered (Magalhães et al., 2010, 2012).
Generally speaking, Authors relate the probability of the flow to be halted and to
form arches to the ratio between the opening size S and the characteristic dimension
of the grains D, considering this as the most influencing parameter. It is worth
mentioning that, in general, they consider a circular outlet. As a consequence S is the
diameter of the outlet. As a general rule, if the outlet width or diameter S exceeds by
several times the typical size of particle, the flow is no more arrested. The maximum
S/D value allowing a stable clogging is defined "critical ratio" Rcrit. The larger the
outlet is, the lower the arching probability or the higher the probability of being
destabilised is. In fact, at least an arch spanning the whole outlet width is required to
generate a permanent clog in the system. Thus, by increasing S, a greater number
of grains is required for arching. Moreover, in this condition, also the number of
collisions from particles coming from behind increases, resulting in stronger or more
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numerous impacts to withstand. Column 2 of Tables 4.3a and 4.3b summarise the
critical ratio Rcrit found by Authors. In this table, only approximatively spherical
or circular shapes are considered. Consequently, Tables 4.3a and 4.3b provide a
comparative sample for the numerical analyses carried out in the present thesis. A
common trend emerges: the studies generally agree that silos clog if S/D < 3−6,
but mostly around 5.
From all these studies, other important aspects that affect the arch formation and
jamming probability emerge. In particular, considering the ones that can be applied
also in the debris flow case, the following features have to be evaluated:
• Frictional properties of the materials. Stable arches can form also in case of
frictionless material since two neighbouring grains exchange only compressive
forces. Nevertheless, the presence of friction enhances the possibility of
jamming, as also tangential forces can arise among grains. In this condition,
stable arches can occur also with concave angles formed by a particle with its
neighbours, and not only if the shapes are convex. These concave conditions
are called "defects " (Garcimartín et al., 2010; Pournin et al., 2007) and require
also a lower number of grains, and thus larger arches.
• Shape effect of the material. Both numerical and experimental investigations
reveal that an elliptical particle shape makes the microstructure significantly
stronger and greatly slows the flow (Cleary and Sawley, 2002; Garcimartín
et al., 2010; Thomas and Durian, 2013; Zuriguel et al., 2005). Moreover, also
a change in the blockiness, i.e. from circular shaped to squared, increases the
jamming probability, altering both the distribution of the voids and the bulk
density of the mass.
• Direction of the flow in relation with the outlet. The angle with which the
flowing mass reaches the path restriction affects the clogging probability.
Sheldon and Durian (2010) and Thomas and Durian (2013), considering
tilted hoppers, revealed that a direction of flow non normal to the obstruction
encourages the clogging phenomenon.
• Polydispersity of the grains. A polydisperse system seems to improve the
fluidity of the flow, thus reducing the jamming probability (Mondal et al.,
2011). Magalhães et al. (2012), through 2D numerical analyses on a non-
confined vertically discharged mass, considered bidispersion both in term
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Authors Rcrit 2D-3D E-N Notes
To (2005); To et al. (2001) ∼ 4-5 2D E Steel disks and a hopper with
inclined lateral walls have been
used.
Zuriguel et al. (2005) ∼ 5 3D E Glass, lead, derlin, steel beads has
been employed. The Authors
assessed that the material properties
of the grains do not affect the arch
formation probability.
Pournin et al. (2007) ∼ 3 3D E+N The value is the one with 50% of
J(R).
Janda et al. (2008) ∼ 6 2D E Authors asserted that a real critical
value does not exist but spoke about
jamming probability. For R≤ 2.5
J(R)≃ 1. The experiments are not
strictly 2D as monosized glass
spheres are used but with a hopper
width spanning only one diameter.
Garcimartín et al. (2010) ∼ 5 2D E+N Steel beads are used in the
experiments. The Authors found
that the mean number nb of beads
forming an arch is
nb = 1.41+1.15R
Table 4.3a Summary of the critical ratio above which no clogging occurs Rcrit = S/D
provided in the literature, for a spherical or circular assembly discharged in a silo. E stands
for experimental, while N for numerical analyses. J(R) is defined as the jamming probability,
that is the probability that an arch clogging the flow occurs when the S/D = R. Where not
specified, a flat bottomed condition has been considered.
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Authors Rcrit 2D-3D E-N Notes
Magalhães et al. (2010) ∼ 5 2D N The flowing mass has no lateral
contraints.
Sheldon and Durian (2010) ∼ 5 3D E Glass beads have been employed.
Mondal et al. (2011) ∼ 5 3D N A polydispherse system is
considered.
Hidalgo et al. (2013) ∼ 3 2D N Numerical analyses have been
compared with the experimental
results of Garcimartín et al. (2010).
Thomas and Durian (2013)
∼ 3 for slit hole
∼ 5 for circular hole
3D E Glass beads have been used.
Arévalo and Zuriguel (2015) ∼ 5 3D N Numerical analyses have been
compared with the experimental
results of Garcimartín et al. (2010).
Ashour et al. (2017) ∼ 5 3D N Spherical peas have been employed.
Table 4.3b Summary of the critical ratio above which no clogging occurs Rcrit = S/D
provided in the literature, for a spherical or circular assembly discharged in a silo. E stands
for experimental, while N for numerical analyses. J(R) is defined as the jamming probability,
that is the probability that an arch clogging the flow occurs when the S/D = R. Where not
specified a flat bottomed condition has been considered.
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of grain size and density of the grains, separately. The Authors observed
that clogging is related to a natural statistic selection among several random
possibilities of realisations of arches: few large grains have slightly more
probability to clog the flux rather several small grains, and the same for heavy
particles, as light ones can escape more easily. However, increasing S/D,
a segregation phenomenon or selective behaviour is highlighted in the arch
formation. For the inverse grading phenomenon, small grains flow through the
voids generated by large grains and clog small openings.
All these examples consider a vertical discharge, so that the gravitational force
is direct as the main flow direction. The pressure that the grains forming an arch
have to withstand is thus the maximum potential one. Arévalo and Zuriguel (2015)
investigated the influence of gravity and revealed that for almost every inclinations
of the silos, for S/D≤ 2.5 the probability that materials instantaneously clog tends
to unity and the probability that arches are destabilised is almost zero. Furthermore,
for S/D≤ 5, for each investigated slope, a permanent clog is observed, albeit non
instantaneously when the mass reaches the hole. Of course, the higher the component
of the gravity parallel to the main flow direction is, the lower the jamming probability
will be.
In debris flow events, channel slopes do not generally exceed 45◦ and barriers are
usually located in the fan apex. Differing from silos, the mass is not upper confined
and can pass not only through the outlet but also over the barrier itself. However, the
mechanism of arch formation and trapping efficiency in the framework of granular
flow and open rigid mitigation systems has not been widely investigated.
4.3.2 Designing the filter: outlet width size
The efficiency of trapping in a filtering barrier depends on the filter design, i.e. the
shape and the size of the outlets. The problem is often made dimensionless by
considering the ratio between the shorter dimension of the outlet, called S, and the
characteristic grain size d that has to be entrapped. The problems of both determining
the characteristic size distribution of the flowing mass and then choosing which d
value should be considered has been highlighted in Sec. 3.1.
Focusing on the S/d to adopt, an exhaustive investigation is still lacking. The ma-
jority of the design suggestions, which are provided by the international guidelines,
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derive from observation of past events or from small scale laboratory studies. In par-
ticular, in China, MLR (2004) suggests to use 2.0≤ S/Dmax ≤ 4.5, while in Taiwan
SWCB (Soil and Water Conservation Bureau) (2005) 1.5≤ S/Dmax ≤ 2.0. Finally,
in Japan, Management) and Infrastructure (2007) prescribes to use S/Dmax ≃ 1.5.
These examples provide an S/d value disregarding the shape of the outlets and, thus,
are considered valid for each open barrier type.
Trapping efficiency can, in the first instance, be estimated from the clogging prob-
ability, thus, evaluating the amount of non-retained material. This aspect is difficult
to consider during real debris flow events. Thus, some experimental investigations
have been performed, considering a granular assembly released under the effect of
gravity into a confined channel, ending with an open barrier. Considering experi-
ments on plane grill barriers, Watanabe et al. (1980) revealed that, for S/Dmax < 2,
the volume of the debris flow downstream the barrier can be reduced by at least
50%. With similar experiments, Mizuyama et al. (1995) found that trapping occurs if
S/Dmax < 1.5−2 and that, for these values, the peak sediment discharge is reduced
by a percentage, experimentally deduced, equal to:
0.11
(
S
Dmax
−1
)0.36
C−0.96s × 100%. (4.7)
Han and Ou (2006) carried out an experimental work on sectional barriers and
compared their results with the one of Watanabe et al. (1980) and Mizuyama
et al. (1995). According to the Authors, a total blocking condition is reached for
S/Dmax < 0.739, while no blocking occurs for S/Dmax > 1.478. The major density
reduction of the debris occurs for 0.739≤ S/Dmax ≤ 1.232 and for an outlet density
0.2 ≤ ∑S/Wch ≤ 0.5, where Wch is the width of the channel. Similar experiments
have been carried out by Itoh et al. (2011). The Authors studied the influence of
the initial channel slope observing that, for values of S/d ≤ 1.5, the bed slope has
no significant influence on the trapping efficiency, whereas an opposite trend is
shown for S/d ≥ 2. Still in the frame of plane grill barrier experiments, Shima
et al. (2016), considering a steel lattice barrier (defined in Sec. 3.1), studied real
cases and performed physical model tests on four different types of debris flow:
wooden debris + rocks + sediment, wooden debris + sediment, rocks + sediment,
and wooden debris only. Even if the presence of wooden debris and rock enhances
the trapping probability, the Authors observed that, in all these four scenarios, a
permanent clog occurs for S/D95 ≤ 1.5−2.0, where D95 is the grain size with only
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Table 4.4 Relative opening clogging probability as function of the opening width, according
to different Authors, source Piton and Recking (2016).
the 5% of probability of being exceeded. The performed tests did not include water.
Piton and Recking (2016) provided a table (Tab. 4.4) that summaries the principal
suggestions given by several Authors in order to define a relationship between S and
the trapping efficiency.
Only recently, in comparison with laboratory experiments, the first numerical
analyses have been carried out. Fukawa et al. (2002) conducted 2D DEM numerical
analyses, considering also the drag effects induced by water, investigating the proba-
bility of clogging, and evaluating both the randomness of the granular size and outlet
width of an open rigid barrier with horizontal piles. Using a polydisperse material,
the Authors found that S/D≤ 2.5 guarantees a high trapping probability. Ishikawa
et al. (2014) compared experimental and DEM numerical analyses on a sectional
barrier. The effects of water are numerically treated simply giving a flow velocity
distribution. The Authors, using monodisperse granular material, found a stable
clogging for S/d ≤ 1.5. They also studied the influence of the particles diameter
on the stopping time, revealing that the time for reaching a stable configuration in-
creases by decreasing the diameter. Silva et al. (2016), both with laboratory tests and
numerical simulations on a sectional barrier, considering a dry material and assuming
d = D95, showed that the trapping efficiency mainly depends on S/d, on the slit den-
sity ∑S/Wch and on the debris characteristics. This study demonstrates that sectional
barriers are effective in mitigating stony-type debris flow if 1.18≤ S/Dmax ≤ 1.36,
for a peak discharge Qpeak up to about 6 m3/s, i.e. within the limits of the performed
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laboratory tests and numerical studies. The trapping efficiency Etr is evaluated with
an empirical formula, derived from the experimental results:
Etr =
1.55(1−∑S/Wch)
(S/D95)
1.40 ev
0.7
d
(4.8)
where vd = 2.1Q0.33peakθ
0.33. The Authors confirmed also the founding of Itoh et al.
(2011) related to channel slope influence.
Summarising these results, it emerges that the trapping efficiency depends mainly
on the ratio S/d, but it is influenced also by the outlet density and by the debris
characteristics. However, for S/d ≤ 2 a complete trapping seems to be guaranteed.
Further investigations have to be performed, to evaluate all these parameters and
consider also the presence of a fluid phase.
Chapter 5
The DEM-LBM method. A
multi-phase approach to debris flow
This chapter illustrates in detail the original version of the DEM-LBM code devel-
oped by Leonardi et al. (2015). The code couples the Discrete Element Method
(DEM) for the solid phase, and the Lattice-Boltzmann Method (LBM) for the fluid,
providing an efficient tool to simulate debris flow as a mixed continuum-discrete
medium. The two methods are outlined separately. Section 5.1 describes the DEM,
illustrating both the normal and tangential contact models. Section 5.2 describes the
LBM, outlining the algorithm for the implementation of the rheology of the fluid
phase (Sec. 5.2.1), the free surface (Sec. 5.2.2), the interaction with walls and rigid
obstacles (Sec. 5.2.3), and the fluid-particle coupling (Sec. 5.2.4). For both meth-
ods, the numerical arrangements for improving the computational performance and
efficiency are briefly shown, in Sec. 5.1.4 and 5.2.5, for DEM and LBM, respectively.
5.1 The Discrete Element Method for the solid phase
This numerical method treats every single grain separately as a Lagrangian point,
with a mass mp and a moment of inertia Jp. Its translational and rotational degrees
of freedom are tracked continuously. The DEM numerical model, known also
with the name of Soft-Particle approach, has been firstly developed by Cundall and
Strack (1979). In this method, the particles are allowed to suffer small deformations,
namely the overlap δ between particles (Fig. 5.1), through which, the forces between
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particles are calculated. Their motion is described by the time-dependent numerical
solution of Newton’s equation of motion:
mp
d2vp
dt2
= Fp, (5.1)
Jp
d2θp
dt2
= Mp− dθpdt ×
(
Jp
dθp
dt
)
, (5.2)
where Fp and Mp are the force and the momentum resulting from the interactions
acting on the particles, respectively. These are the fluid-particle coupling interactions,
the collisions between particles, and external force fields, e.g. gravity. The simplifica-
tion, arisen by considering the overlap as a measure of particle deformation, derives
from considering each individual particle small in comparison to the deformation of
the whole granular assembly (Cundall and Strack, 1979).
In its simplest form, DEM considers particles as spheres with radius rp. If two
particles p1 and p2 are in contact, the overlap between them is (Fig. 5.1):
δ = rp1+ rp2−dp1,p2, (5.3)
where dp1,p2 is the magnitude of the vector distance between the two centers dp1,p2 =
xp2−xp1. In particular, the collision reference system has a normal component given
by:
n =
dp1,p2
dp1,p2
, (5.4)
while the second and third tangential components t and b, are defined according
to the collision velocity vcoll. The normal component of vcoll is proportional to the
relative translational velocity of the two particles:
vncoll = ((vp1−vp2) ·n)n, (5.5)
where vp1 and vp2 are the translational velocities of particles p1 and p2, respectively,
while the tangential velocity is also function of the rotational velocity ω of the two
colliding particles, as:
vtcoll = vp2−vp2−vncoll− rp1ωp1×n− rp2ωp2×n. (5.6)
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Fig. 5.1 Geometrical representation of the contact law of two particles in collision in the
DEM model.
From this, the remaining components of the collision reference system are:
t = vtcoll/v
t
coll,
b = n× t.
(5.7)
The overlap δ represents the elastic deformation of the colliding particles. The two
particles exchange a force only if the overlap is positive. The force is repulsive and
its expression depends on the adopted contact model. This force can be subdivided in
a normal and a tangential component. The final system, when two particles collide,
is:
Fp1 =−Fncolln+F tcollt,
Mcoll,p1 = rp1F tcollb,
Fp2 = Fncolln−F tcollt,
Mcoll,p2 = rp2F tcollb.
(5.8)
The movements of individual particles are traced during every time step, assum-
ing that, in this small interval time, the disturbances propagate through the medium
only to its immediate neighbors (Cundall and Strack, 1979). At all times, the resul-
tant force on one particle derives from the interactions with the neighboring particles.
The check for collisions, that is the computation of the distance vectors and Eq. (5.3),
is optimized using a linked-cell algorithm, which makes the neighborhood search
more efficient. The simulation area is subdivided in identical rectangular boxes to
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Fig. 5.2 (a) Linked cell algorithm, and (b) Verlet radius algorithm (Jakob and Konietzky,
2005).
each of which a list of residing particles is assigned. These lists are used to reduce
the number of force evaluations. The check for possible collisions is performed only
between particles belonging to two contiguous boxes (Pöschel, 2005). The size of
each box is a multiple of the maximum radius of the particles. Furthermore, to reduce
even more the computation complexity, the linked-cell algorithm is coupled with a
Verlet list algorithm (Jakob and Konietzky, 2005). This considers, inside each list of
contiguous boxes, only the particles within a given radius, chosen as function of the
maximum particles radius and the size of the boxes (Fig. 5.2). Once checked if two
particles are in contact, that is if they overlap, a spring-dashpot model is the assumed
impact model for computing the force in the normal direction. The spring simulates
the elastic response and the dashpot accounts for the viscous dissipations. The spring
is characterized by a stiffness kn, while the dashpot by a damping coefficient αn. The
spring-dashpot models implemented in the code are the linear model (Cundall and
Strack, 1979) and the Hertzian model (Hertz, 1882). Figure 5.3 shows the conceptual
model adopted in the original version of the code.
5.1.1 Normal contact: the linear model
In this contact model, Hooke’s law F(δ ) = knδn describes the elastic force. This
contributes, for the normal force, as:
Fnel = knδn, (5.9)
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Fig. 5.3 Representation of the model adopted in the original version of the code for the
contact forces (Leonardi et al., 2015, 2014, 2016).
where kn is the normal contact stiffness. The dashpot contributes as:
Fnvisc =−2αn
√
knm˜δ˙n, (5.10)
where αn is the normal damping coefficient, m˜=mp1mp2/(mp1+mp2) is the effective
mass. This results in:
Fn = knδn−2αn
√
knm˜vncoll. (5.11)
The overlap follows Newton’s law of a harmonic oscillator:
δ¨ +2αn
√
kn
m˜
δ˙ +ω2δ = 0, (5.12)
where
√
kn/m˜ is the angular frequency of the undamped oscillator. This is valid only
for a half period, that is, the contact duration. In this model, considering the initial
condition of δ = 0 and vnp2−vnp1 = v0, the analytical solution for the overlap allows
the normal restitution coefficient ζ and the collision duration tc,n to be determined
as:
ζ = exp
(
−αn
√
kn
m˜
tc,n
)
, (5.13)
tc,n = π
(
kn
m˜
− α
2
n kn
m˜
)−0.5
. (5.14)
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From Eqs. (5.13) and (5.14) it is worth noting that ζ and tc,n are independent of
the impact velocity. The restitution coefficient represents the ratio between the final
and initial relative velocities between two particles after they collide. Considering
the restitution coefficient as constant is unphysical. Experiments (Kuwabara and
Kono, 1987) showed that it changes with the impact velocity, but not dramatically.
Furthermore, from Eqs. (5.13) and (5.14), it follows that the spring stiffness and
damping coefficients can be set by adjusting ζ and tc,n to corresponding experimental
values exhibited by a given material in a proper velocity range (Navarro and Braun,
2013). In general only the value of ζ is given and, thus, only the damping coefficient
can be analytically derived:
αn =− lnζ√
ln2 ζ +π2
. (5.15)
The value of the normal stiffness coefficient needs thus a proper choice, also depend-
ing on numerical considerations. Further details for a proper choice of kn will be
given in Sec. 5.1.4.
5.1.2 Normal contact: the Herztian model
Hertz (1882) proposed a theory to describe the elastic contact between two spheres
in the normal direction, considering that the relationship between the normal force
and normal displacement is nonlinear, and thus it can be modeled through a normal
spring with non constant stiffness. The stiffness depends on material properties and
the shape of the contact surfaces. In particular, for two spheres in contact, the model
expresses the spring stiffness and the damping coefficient as functions of material
mechanical parameters, that is Young’s modulus Ep and Poisson’s ratio νp, and of
the particles radii. The model was slightly modified by Tsuji et al. (1992) to consider
a constant coefficient of restitution:
kn =
2Ep
√
r˜
3(1−ν2p )
δ 0.5,
αn =−
√
5lnζ√
ln2 ζ +π2
,
(5.16)
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where r˜ = rp1rp2/(rp1+ rp2) is the effective radius.
The Hertzian model does not provide an analytical way to estimate the duration
of collision, which can be approximated as (Antypov and Elliott, 2011):
tc,n ≃ 2.214
(
ρp
Ep
)2/5 2dmin
(vncoll)
1/5 , (5.17)
where ρp is the mass density of the particles. The computation of the maximum
velocity is done at the beginning, assuming its maximum magnitude to be governed
by the acceleration field, that is, velocity is scaled by gravity.
Regardless of the model adopted, estimating the collision time, even roughly, is
important for an accurate choice of the numerical time step to adopt, as explained in
Sec. 5.1.4.
5.1.3 Tangential contact: the viscous model
The viscous tangential contact force model represents only the viscous behavior for
the shearing force, according to:
Ft =−min
(
2αt
√
ktm˜vtcoll,µdF
n
)
t, (5.18)
where αt is the tangential damping coefficient, and µd is the dynamic friction
coefficient. The tangential component is proportional to the relative tangential
velocity (Eq. (5.6)) of the two particles in contact, and the maximum force is given
by the Coulomb friction criterion.
As this model does not allow a complete stop of the particles to be simulated, the
applied friction coefficient µd is a dynamic one, according to the model proposed
by Haff and Werner (1986). The tangential stiffness, to be inserted in Eq. (5.18), is
assumed equal to:
kt =
kn, if the normal contact model is linear,Ep√r˜(Fn)1/3
(2−νp)(1+νp) , if the normal contact model is Hertzian .
(5.19)
This model simplifies the frictional behavior by neglecting the static component
of friction, and thus stable forces among particles cannot be simulated. The tangential
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contact model implemented in Secs. 6.2 and 6.2 accounts for both the static and the
dynamic components.
5.1.4 Numerical arrangement for the simulations
The DEM simulation time step ∆tDEM is a crucial parameter for the stability of
the simulations. It has to be chosen small enough to represent contacts with an
acceptable degree of accuracy. For this it has to be:
∆tDEM =
1
n
tc,n <
1
10
tc,n. (5.20)
For guaranteeing numerical stability, it is not uncommon to find also a factor of
proportion n up to 1000. However, the smaller the time step is, the higher the required
computational time is.
Another important choice concerns the stiffness of the normal spring. This value
is associated with the maximum normal overlap between two particles in contact
and the collision time. The contact time increases by reducing the spring stiffness,
or the Young’s modulus in case of the Herztian model. Consequently, by lowering
the stiffness, and thus increasing the time step with lower computational load, the
possible overlap between particles increases. However, the soft-spheres method
adopted is based on geometrically rigid particle assumption, that is, the allowed
deformations or overlaps are limited. Hence, reducing the stiffness in such a way
that the overlap is large makes the simulations less accurate (Navarro and Braun,
2013). In addition, as a soft-sphere model, it has to be noted that the maximum value
of normal stiffness is also upperly capped by the hard-particle limit and cannot tend
to infinity, that is the contact duration time cannot diverge to an infinitesimal value.
For this, and because of numerical difficulty (Mitarai and Nakanishi, 2003; Yuu
et al., 1995), the adopted values of stiffness are usually much smaller than the one
appropriate for simulating very stiff material, such as glass or steel. Norouzi et al.
(2016) suggests to use a value for the spring stiffness between 106 and 108 N/m,
even if some Authors (e.g. Li et al., 2007) applied also kn = 8000 N/m. Furthermore,
Norouzi et al. (2016) and Hidalgo et al. (2013) also state that the maximum overlap
should not exceed ∼ 2% of the particle diameter and provide a table (reported in
Fig. 5.4) with the relationship for evaluating the collision time, the maximum normal
overlap and the maximum normal force for an undamped elastic contact between
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Fig. 5.4 Relationship for evaluating collision time, maximum normal overlap and maximum
normal force for an undamped elastic contact between two particles (Hidalgo et al., 2013;
Norouzi et al., 2016).
two particles. Also Navarro and Braun (2013), considering the linear model,
dealt with the problem of a proper choice of ζ and kn. Defining β = π/ lnζ and
considering the non-dimensional parameter for the collision time t∗c = π
√
1+ 1β 2
and the mean overlap δ ∗ = exp
(
−arctanββ
)
the Authors provided a graph that can be
used to properly calibrate the choice of the parameters (Fig. 5.5). It can be observed
that the maximum overlap increases as ζ increases.
5.2 The Lattice-Boltzmann Method for the fluid phase
The fluid phase in the code is solved using the LBM method, which works with
particle distribution functions at a mesoscopic scale, i.e. an intermediate scale
between the microscale of atoms and molecules and the macroscopic scale of the
fluid properties. LBM bridges the gap between micro-scale and macro-scale by
considering the behaviour of a collection of fluid molecules as a unit rather than the
behaviour of each single fluid molecule. The properties of the collection of fluid
molecules are represented by a distribution function f (x,v, t) (Mohamad, 2011).
In this context, LBM is very effective for complex domains, and for treating multi-
phase flows. Nevertheless, although it is suitable for parallel processes computing,
the main drawback is given by the need of more computer memory. The model
takes origin from the idea of Maxwell, according to which the knowledge of velocity
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Fig. 5.5 Dimensionless overlap as function of the dimensionless contact time for different
restitution coefficients ζ . This graph is obtained while the contact lasts (Navarro and Braun,
2013).
and position of each molecule at every instant of time is not important. At a given
time, in a certain location of a container, the distribution function of the percentage
of molecules with velocities within a certain range represents the main variable
(Mohamad, 2011). Considering a molecular system with colliding molecules, the
fast molecules transfer momentum to the slow molecules, conserving the global
momentum. For an isothermal system, the distribution function does not depends on
time but on velocity v, resulting in:
f (v) = 4π
( m
2πRT
)3/2
v2e−
mv2
2RT , (5.21)
where R is the universal gas constant and T the temperature. Therefore, Eq. (5.21)
needs to be integrated in the range of velocity. Boltzmann generalised it to arbitrary
large systems, integrating its probability function for all values of velocity, obtaining:
f (v) =
( m
2πRT
)3/2
e−
mv2
2RT , (5.22)
The statistical description of a system can be described by the distribution function
f (x,v, t), where f (x,v, t) is the number of molecules at time t, with velocity v and
position x. Considering an external force F, acting on the system, in absence of
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collision, it leads to:
d f
dt
= f (x+vdt,v+Fdt, t+dt)dxdv− f (x,v, t)dxdv = 0. (5.23)
If collisions take place between two molecules, a change between final and initial
status of the distribution function occurs. Its rate is called the collision operator,
Ωcoll. The solving equation can be written as:
d f
dt
=Ωcoll (5.24)
that is:
∂ f
∂ t
+
∂ f
∂x
v+
F
m
∂ f
∂v
=Ωcoll, (5.25)
and, in the absence of an external force:
∂ f
∂ t
+v∇ f =Ωcoll. (5.26)
The Boltzmann collision term is very complicated to solve, as it is function of
the momentum of any two particles before and after the collision, so Bhatnagar
et al. (1954) introduced an approximate collision term, simple to use, called BGK
approximation:
Ωcoll =
1
τcoll
( f eq− f ), (5.27)
where τcoll is the inverse of the collision frequency and is called the relaxation
time, while f eq is the Maxwell-Boltzmann distribution function in a thermodynamic
equilibrium state. The basic idea is that a thermodynamic system not in a state
of equilibrium tends to restore to equilibrium through molecular collisions. The
relaxation time is theoretically related to the rate of deformation of the particle
distribution towards the equilibrium, and is a function of the local macroscopic
kinematic viscosity (Succi et al., 1991).
In LBM, Eq. (5.27) is discretised and is assumed valid along specific directions
or linkages. That is:
∂ fi
∂ t
+vi∇ fi =
1
τcoll
( f eqi − fi), (5.28)
or:
fi(x+vidt, t+dt) = fi(x, t)+Ωcoll,i, (5.29)
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or, with an external force F:
fi(x+vidt, t+dt) = fi(x, t)+Ωcoll,i+Ωforce,i, (5.30)
where the force operator Ωforce,i will be later detailed. The adopted local equilibrium
distribution function, as well as the relaxation time, determines the type of problem
to be solved (Mohamad, 2011).
In LBM the solution domain is discretised as a lattice. At each node, the fictitious
molecules reside, i.e. the distribution function. The velocity, which originally has
infinite possible directions, is also discretised and only some directions are possible,
according to the lattice shape. At each time step ∆t, some of these molecules at
each node, e.g. x0, stream (move) along pre-specified directions to the neighbouring
nodes xi. LBM limits the eligible neighbours to a fixed set, that is the number of
possible directions. Every movement corresponds to a specific velocity:
ci =
xi−x0
δ t
, (5.31)
where x0 is the position of the node considered, and xi the position of its i neighbour
node.
The D3Q19 lattice model has been adopted (Leonardi, 2015), with D and Q
representing the dimension of the problem and the number of lattice velocities,
respectively. The correspondent set of velocity is (Fig. 5.6):
ci =
∆x
∆t
·

(0,0,0) for i = 0,
(±1,0,0) for i = 1,2,
(0,±1,0) for i = 3,4,
(0,0,±1) for i = 5,6,
(±1,±1,0) for i = 7..10,
(0,±1,±1) for i = 11..14,
(±1,0,±1) for i = 15..18.
(5.32)
As a consequence, 19 probability functions fi are defined at each node x and time
t, each corresponding to one of the discrete possible velocities: fi(x, t) = f (x, t,ci).
Time and space discretisations, ∆x and ∆t, are considered unitary (i.e. ∆x = 1 and
∆t = 1) and thus also the lattice speed c = ∆x/∆t is equal to unity. This greatly
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Fig. 5.6 (a) The LBM cubic lattice D3Q19 employed and (b) the set of discrete velocities
(Leonardi, 2015).
simplifies the notation, and in the simulations, equations are indeed solved with unit
discretisation. The discretised form of f eq is obtained as a Taylor expansion up to
the second order of v, from here called vf to specifically refer to fluid phase, as:
f eqi (vf,ρf) = ρfwi
(
1+3ci ·vf+ 92(ci ·vf)
2− 3
2
vf ·vf
)
, (5.33)
where ci are the possible set of velocities of the lattice, ρf is the density (defined
later in Eq. (5.36)) and wi are a set of weight chosen in such a way that the mass and
momentum conservations are guaranteed:
wi =

1/3 for i = 1,
1/18 for i = 2..7,
1/36 for i = 8..19.
(5.34)
In the presence of a uniform force field F, an additional operator Ωforce,i has to be
adopted:
Ωforce,i = wi
(
1− 1
2τcoll
)
[3(ci−vf)+ ci(ci ·vf)]F. (5.35)
Once the lattice and the equilibrium density function are defined, under the hypothesis
of a limited compressibility, the macroscopic variables of density ρf and velocity vf
are reconstructed at each node by summation:
ρf =∑
i
fi(x, t), (5.36)
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vf =
1
ρf(x, t)
(
∑
i
fi(x, t)ci+F/2
)
, (5.37)
and also the pressure pf:
pf(x, t) = c2sρf(x, t), (5.38)
where cs is the speed of sound of the lattice, defined as:
cs =
c√
3
=
1√
3
. (5.39)
The evolution of the particle distribution in space and time is thus expressed by
Eq. (5.30). It consists of a streaming part, fi(x+vidt, t +dt) = fi(x, t), a collision
part, Ωcoll,i, evaluated by Eq. (5.27), and a forcing term Ωforce,i. The streaming
part represents the propagation of the molecules distributions from one node to a
neighbouring one, along the lattice direction as shown in Fig. 5.7 (Körner et al., 2005;
Succi et al., 1991). Each time step Eq. (5.30) is solved and the macroscopic variable
ρf, vf, and pf reconstructed through Eqs. (5.36)–(5.38). However, the proposed
model is so far not sufficient to simulate all the aspects of a debris-flow fluid phase.
The interaction between fluid and the solid phases as well as between fluid and gas
phases has to be properly simulated. Moreover, also the interaction between the fluid
and an obstacle has to be considered. Finally, as the fluid phase can combine both
water and fine material, also a non-Newtonian rheology has to be evaluated.
Thus, in the following section the algorithms for the rheology of the fluid phase,
the free surface, the interaction with walls or obstacles, and with particles are
presented.
5.2.1 The rheology of the fluid phase
Fluids can be divided into Newtonian and non-Newtonian. In the present research
work the fluid phase represents both water and fine grained materials. Thus, its
behaviour is, in general, non-Newtonian, that is, its viscosity η is not constant
but depends on the shear rate γ˙ (Zhang et al., 2016), and it is named apparent
viscosity ηapp. It follows that the simple Newtonian formulation does not consider
the viscoplastic behaviour of the fluid phase of a debris flow.
In the LBM context, the spatial variability of the apparent viscosity of a non
Newtonian fluid is taken into account through the relaxation time τcoll, which varies
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Fig. 5.7 Representation of the streaming phase.
in time and space. As the relaxation time is theoretically function of the rate of
deformation of the molecule distribution towards the equilibrium, depending on the
local macroscopic kinematic viscosity (Succi et al., 1991), it follows:
ηapp(x, t) =
τcoll(x, t)−1/2
c2s
=
τcoll(x, t)−1/2
3
. (5.40)
This expression derives from the mass conservation equation for a nearly-incompressible
fluid, considering the low-Mach number approximation (Leonardi et al., 2011;
Vikhansky, 2008), as further explained in Sec.5.2.5.
Among the several mathematical models describing a viscoplastic fluid, several
scholars (e.g. Nikitin et al., 2012; Švec et al., 2012; Zhang et al., 2016) suggest to
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apply a Bingham plastic model, expressed by:τ= τ0+η0γ˙ for |τ| ≥ τ0,γ˙= 0 for |τ|< τ0, (5.41)
where τ is the shear stress,γ˙ the second invariant of the shear rate, τ0 the yield stress,
and η0 is the plastic viscosity. The last two parameters are material constants.
It follows that:
ηapp(x, t) =
τ
γ˙
= η0+
τ0
γ˙(x, t)
. (5.42)
The computation of γ˙ needs the reconstruction of the spatial derivatives, which in
LBM can be computed locally from the distribution function as (Leonardi, 2015;
Leonardi et al., 2011):
γ˙ab(x, t) =
3
2τcoll(x, t)∑i
ci,ab
(
fi(x, t)− f eqi (x, t)
)
, (5.43)
where the Einstein notation has been used for the indices a and b. At each time
step γ˙(x, t) is computed as a function of the relaxation time τcoll(t−1). Then, with
Eq. (5.42), η(x, t) is calculated and, finally, substituting in Eq. (5.40), τcoll is evalu-
ated.
It must be noticed that Eq. (5.41) is discontinuous at shear rate γ˙→ 0 and this
brings difficulties in numerical simulations. The simplest solution is to limit the
relaxation time τcoll,min ≤ τcoll ≤ τcoll,max, where τcoll,max is the maximum allowed
with respect to accuracy and stability, assumed equal to 1.8 (Leonardi, 2015). The
higher the relaxation time is, the fewer the collisions among molecules are and,
thus, the lower the damping of information is (Švec et al., 2012). The requirement
of positive viscosity (Eq. (5.40)) mandates instead τcoll,min > 1/2. It is assumed
τcoll,min = 0.501 (Švec et al., 2012). The more τcoll → τcoll,min, the more the simu-
lation requires time. An optimum can be given by τcoll → 1. The limitation of the
relaxation time brings a change in Eq. (5.42), which becomes (Fig. 5.8):
η(x, t) =

1
3
(
τcoll,max− 12
)
if τcoll ≥ τcoll,max,
1
3
(
τcoll,min− 12
)
if τcoll ≤ τcoll,min,
η0+ τ0γ˙(x,t) otherwise .
(5.44)
68 The DEM-LBM method. A multi-phase approach to debris flow
γ˙
τ
τ0
η0
ηmax
ηmin
range of LBM acceptable η η0
ηmin
ηmax
(a) (b)
γ˙
η
Fig. 5.8 Trilinear model obtained by approximating the Bingham plastic rheology, (a) for the
shear stress τ, and (b) for the viscosity η .
5.2.2 The mass tracking algorithm for the free surface
The adopted LBM model accounts for free-surface flows by adopting the mass
tracking algorithms (Körner et al., 2005), considered as one of the simplest and
fastest algorithm conserving the mass (Švec et al., 2012; Thürey and Rüde, 2009).
The lattice cells are subdivided into fluid, gas and interface cells (Fig. 5.9). Gas
cells do not contain any particle distributions, and thus the LBM is not solved in
those cells, while fluid cells behave as ordinary LBM cells as introduced in Sec. 5.2.
Between a gas cell and a fluid cell an interface cell has always to be placed. The
interface cells are treated as fluid cells, but require additional information, that is the
local mass of the fluid mf in the cell, as function of the liquid fraction λ :
λ = 1 if the node is liquid,
0 < λ < 1 if the node is interface,
λ = 0 if the node is gas.
(5.45)
Consequently, the mass per unit volume becomes mf = λρf, where ρf is the density
of the fluid. During the streaming phase, the difference between the inflow of particle
distributions coming from the neighboring fluid cells and the outflow of particle
distributions leaving from the interface cells leads to a change of the mass in the
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Fig. 5.9 Steps for the treatment of the interface between fluid and gas (Thürey and Rüde,
2009). The abbreviation DF stands for particles distribution function.
current interface cells, resulting in:
mf(x, t+1) = mf(x, t)+∑
i
αi [ fi′(x+ ci, t)− fi(x, t)] , (5.46)
where i′ is the direction opposite to i and αi is a parameter that guarantees the
conservation of mass, according to:
αi =

1
2 [λ (x, t)+λ (x+ ci, t)] if the neighbor node is interface,
1 if the neighbor node is liquid,
0 if the neighbor node is gas.
(5.47)
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Fig. 5.10 (a) Set of distribution functions at the interface cells after streaming. Dashed lines
represent the distribution functions with n ·ci ≥ 0. (b) Momentum transferred to the interface
area of outgoing particles and incoming particles (Körner et al., 2005).
The interface cell becomes a fluid cell when the mass reaches its density, i.e. when
mf(x, t) ≥ ρf(x, t), and becomes a gas cell when the mass drops down to zero, i.e.
when mf(x, t)≤ 0. When this transformation occurs, some of the surrounding cells
are converted into interface cells in order to guarantee the consistency, avoiding the
direct contact between fluid and gas cells. Furthermore, in order to conserve of mass,
the surplus (or shortfall) of mass is computed each time step and is corrected by
distributing an opposite amount of mass among all the interface nodes.
During the streaming phase, some of the particle distributions should arrive at
the current interface cell from gas cells (Fig. 5.9). Gas cells do not have information
inside, that is the particle distributions do not exist and need to be reconstructed.
According to Körner et al. (2005), using a momentum exchange method, the velocity
of the fluid and the velocity of the gas are equal at the free surface, in the hypothesis
of no-slip boundary condition (Fig. 5.10). It follows that the velocity of the gas vgas
is equal to the velocity at the interface vint. Furthermore, the density of the gas is
assumed equal to unity ρgas = ρatm = 1 < ρf, and the pressure of the gas is supposed
known and therefore the force exerted by the gas on the fluid. This implies that the
boundary conditions are fulfilled if the force exerted by the liquid is equal to the gas
force. Expressing the pressure in terms of forces acting between gas and fluid, i.e.
applying a fixed-pressure boundary condition at the interface, it follows:
fi′(x+ ci′, t+1) = f
eq
i (vint,ρatm)+ f
eq
i′ (vint,ρatm)− fi(x, t). (5.48)
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5.2.3 Interaction with walls: dry coupling scheme
The treatment of the no-slip boundary condition in case of solid rigid obstacle (i.e.
the walls of the channel or a barrier in case of debris flow), is implemented with
the bounce-back scheme, also defined as dry coupling scheme (Ladd, 1994). In this
scheme, when a population is streaming toward a wall, it is reflected and bounced
back in the opposite direction (Fig. 5.11). In the LBM frame, this implies:
fi′(x, t+1) = fi(x, t), (5.49)
where x is the position of the fluid node close to the wall, i the streaming direction
pointing at the wall, and i′ the opposite direction. The bounce-back location is
located halfway between the solid node of the obstacle and the fluid node and this
allows second-order accuracy. The resultant force given by momentum exchange is:
Fhydro =∑(2 fi(x, t))ci. (5.50)
In the hypothesis of rigid obstacle, the obstacle is considered rigid enough not to
be affected by momentum transfer due to the collisions with fluid particles.
5.2.4 Interaction with particles: wet coupling scheme
The Immersed Boundary Method (IBM) (Feng and Michaelides, 2004) is employed
to solve interaction between particles and fluid. In contrast to the bounce-back
boundary conditions, this approach solves the problems of fluctuation of the forces
and velocities on the particles. In the frame of moving-particles simulations, the
Fig. 5.11 Step for the treatment of the interactions between fluid and walls or rigid obstacles
(Thürey and Rüde, 2009).The abbreviation DF stands for particles distribution function.
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boundaries of solid particles evolve at each time step, thus modifying forces and
velocities. In the bounce-back method, the boundary nodes have to be defined, and a
finer grid has to be adopted to minimise these fluctuations. This is computationally
non convenient (Fig. 5.12). Thus, the basic concept of IBM proposed by Feng and
Michaelides (2004) is to represent boundaries by a set of independent Lagrangian
nodes, advected by the fluid, ignoring the Eulerian nodes set for the fluid domain.
This allows for a more precise resolution of particle shape without a small lattice
spacing. In the original model proposed by Feng and Michaelides (2004), the
interaction force field reproduces the no-slip boundary condition and is evaluated
at these Lagrangian nodes, whose velocity vp should be equal to the velocity of the
fluid in case of no-slip. Nevertheless, as differences in the velocities occur as the
system evolves in discrete time steps, the interaction force is calculated from these
differences as:
Fhydro(xp, t) = ρf(x, t)
[
vf(xp, t)−vp(xp, t)
]
Vp, (5.51)
where Vp is the volume associated with the Lagrangian node, vf(xp, t) is the velocity
of the fluid calculated at the position xp, computed by an interpolating functionF
over every lattice node n in the neighbourhood:
vf(xp, t) =∑
n
F (vcell(xp, t))Vp, (5.52)
The force transmitted to the fluid from the m cells in the proximity of a lattice node
centered in x is:
Ωforce(x, t) =−∑
m
F
(
Fhydro,cell(xcell,m, t)
)
. (5.53)
In contrast, Leonardi et al. (2016) applied a simplified version, considering as
boundaries the cubic cells of the lattice rather than the Lagrangian nodes, and thus
xp = x (Fig. 5.13). If the center of the cubic cell is inside the particle, all the cell is
set solid, if not is fluid. In this way no interpolation from LBM nodes is necessary
to compute the correspondent velocity of the fluid vf required to evaluate the forces
(as xp = x). Furthermore, the volume of the cubic cell is unitary. The hypothesis
of no-slip boundary condition is not assumed, fluid and particles can have different
velocities, and in fact, if solid and fluid have the same velocity, no interaction force
5.2 The Lattice-Boltzmann Method for the fluid phase 73
Fig. 5.12 Discretization for particles boundaries at two time step t1 and t2 (Feng and
Michaelides, 2004).
arises. The interaction force mimics the drag and tends to relax the velocity of
the fluid to the one of the solid and vice-versa. The force for every lattice cell
Fhydro,cell(xcell, t) = Fhydro(x, t) becomes:
Fhydro(x, t) = ρf(x, t)
[
vf(x, t)−vp(x, t)
]
, (5.54)
and for the fluid as:
Ωforce(x, t) =−Fhydro(x, t). (5.55)
The resultant force on the particle (to insert in Eq. (5.2)) is then computed by simple
summation of each of the l nodes covered by a particle, as:
Fhydro =−
l
∑
cell=1
Fhydro,cell, (5.56)
and the resultant moment (to insert in Eq. (5.2)):
Mhydro =
l
∑
cell=1
Fhydro,cell× rDF,cell, (5.57)
where rDF,cell is the vector connecting the center of mass of the particle and the node
location xcell. It is worth mentioning that, in order to compute vf, all the lattice cells
in which solid particles lie are solved as fluid cells, i.e. inside the particle the node is
active.
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Fig. 5.13 Discretisation for interface, gas, fluid and particles cells (Leonardi et al., 2014).
Variable LBM value Real value
Cubic lattice length ∆x 1 L (m)
Cubic lattice time step ∆t 1 T (s)
Initial density ρ0 1 D (kg/m3)
Characteristic velocity of the actual fluid Vc 1 L/T (m/s)
Plastic viscosity η0 ηLBM = η0TDL2 η0
Table 5.1 LBM and real parameters values.
5.2.5 Numerical arrangement for the simulations
In this subsection the numerical conditions which have to be applied are illustrated.
The LBM domain is solved in a scaled reference system, different from the real
physical one, as in Tab. 5.1:
As explained in Sec. 5.2, the relaxation time has to be limited, and thus the
kinematic viscosity of the fluid (Eq. (5.44)). To partially overcome the problem of
a trilinear rheology model, adapting the time step as it is ∆t = ∆x2 ηLBMη0 (Feng and
Michaelides, 2004), the plastic viscosity η0 is taken η0 > ηmin. Thus, the model
reduces to a bilinear one.
To limit the computational time, limiting the number of lattice nodes to 107−108
is the second required condition. Nevertheless, considering the approximation
done in the particle discretisation in the LBM domain for an efficient particle-fluid
coupling (Sec. 5.2.4), the length of the cubic lattice edge has to be less than 1/10th
of the minimum diameter of the particles.
The third required condition is that the Mach number, Ma = vf/cs, has to be less
than 1 (Ma << 1) (Leonardi et al., 2011). Feng and Michaelides (2004) suggested
taking Ma≤ 0.1, to ensure the hypothesis of near-incompressibility of the flow. This,
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in LBM unit, implies:
Ma =Vc
√
3∆t
∆x
=
Vc∆x
ηLBM
(
2τcoll−1
2
√
3
)
. (5.58)
Chapter 6
Numerical implementation of friction
in the DEM-LBM code
This chapter outlines in detail the improvements introduced in the original code (see
Ch. 5) and their validation. The original version of the code did not allow formation
of long-term stable configurations between particles, and thus a complete stop of the
motion. This aspect is, instead, very important in the perspective of studying the
dynamics of interaction between a flowing mass and a barrier that should halt the
flow motion, promoting jamming of the moving mass. From a numerical point of
view, the introduction of static friction allows the formation of stable force chains
between particles. This is sufficient in case of clustering particles adoption, standing
for different particle shapes. With this, the interlocking between particles can be
simulated (Szarf et al., 2011). Nevertheless, the adoption of clusters implies a high
computational time and add more degree of freedom to the equations system. In
order to limit the complexity and the variability of the system, as well as to perform
a significant number of simulations, the adopted particles are single spherical ones.
However, in the limit case of a sphere rotating along an inclined plane, this is not
sufficient to stop its motion. Thus, the introduction of a rolling resistance model,
representing the frictional contributions of the roughness, deformability and shape of
the particles, is necessary. With these objectives, static sliding friction as well as the
rolling friction models have been implemented and validated in this research. This
requires also the introduction of two numerical input parameters: the sliding µs and
the rolling µr friction coefficients.
From a physical point of view, the implemented friction models represent the
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internal friction of a granular assembly of loose material, as explained herein below.
The new numerical input parameters (µs and µr) need to be related to the measured
physical quantities, in order to assure their representativeness of the real case. Thus,
an empirical law that correlates simulation and real parameters has to be identified.
The concept of friction for solid bodies is explained in detail in Sec. 6.1.1. The
definition is extended to granular materials (Sec. 6.1.2), a constituent of debris flows.
The implementation of static sliding friction is explained in detail in Sec. 6.2, while
Sec. 6.3 considers the issue of rolling friction modelling. The validation of these
developments is described in Sec. 6.4. Finally, Sec. 6.5 introduces the correlation
analysis between real and numerical parameters.
6.1 General concepts
6.1.1 Friction in solid bodies
Friction is a tangential force that arises when two elements are in contact, and
opposes their relative motion. According to the state of motion in which the two
bodies stand, friction could be classified in:
• Static: the static friction force Fs is the minimum force which has to be applied
to a stable body in order to provoke its motion. Its magnitude can be computed
as:
Fs = µsFn, (6.1)
where Fn is the weight of the body, and µs is the dimensionless static friction
coefficient. This coefficient is a function of the contact surfaces of the bodies,
with particular reference to their roughness.
• Dynamic: the dynamic friction force Fd is the minimum force which has to be
applied to maintain a body in uniform motion along a straight line (sliding or
rolling). In this case, the magnitude of the force is:
Fd = µdFn, (6.2)
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where µd is the dimensionless dynamic friction coefficient, which is a function
of the velocity of the bodies and the contact surfaces of the bodies. The
dynamic state of motion implies that µd ≤ µs.
Besides this subdivision, both in static or dynamic conditions, three different typolo-
gies of friction can be identified, as a function of the type of motion involved:
• Sliding friction: the sliding friction force opposes the mutual sliding of two
bodies. Considering Eq. (6.1), the static friction coefficient can be computed
as:
µs,s = tanφ , (6.3)
where φ is defined as angle of friction. Considering the simple case of a
solid body on an inclined plane, this can be calculated as the maximum angle
of inclination in which the body stands before motion. On the contrary, the
dynamic friction coefficient is function of the velocity of the motion, as high
velocities cause a delay in contact formation, i.e., time lag between contact
breaking and remaking (Braun and Peyrard, 2011). In the simple case of a
solid body sliding on an inclined plane in uniformly accelerated linear motion,
it can be physically computed through the equality between the acting force
and the difference between the gravity and the friction forces parallel to the
plane, as:
µs,d = tanφ −asecφ , (6.4)
where a is the uniform acceleration of the body. For notation simplicity, µs
and µd are employed to indicate sliding static and dynamic friction coefficient.
• Rolling friction: the rolling friction force Fr is opposite to the mutual rolling
of two bodies. This kind of friction is caused by the elastic and plastic
deformation of the body, the surface irregularities and the molecular attraction
or adhesion of the materials.
Fr =
µrFn
r
(6.5)
where r is the radius or characteristic dimension of the body, µr. This co-
efficient is a function of body size and shape, the contact surface regularity
of the bodies, and their relative velocity. It represents the eccentricity of the
normal force from the center of gravity, and, in fact, it has the dimensions of
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a length. In the case of rigid bodies, the deformability of the contact surface,
and, thus, the eccentricity of the normal force, is limited. In this case, the
static and dynamic rolling friction coefficients are similar: µr,s ≈ µr,d. For
simplicity of notation, only µr is used for both the static and the dynamic
rolling friction coefficient. Similarly as previously done for the sliding friction,
in the simple case of a sphere released on an inclined plane, in uniformly
accelerated linear motion, the rolling friction coefficient can be physically
computed as µr = r (tanφ −asecφ).
• Viscous friction: the viscous friction force Fv is opposed to the motion of a
body inside a fluid.
Fv =
−Klv if the flow is laminar,−Ktv2 if the flow is turbulent, (6.6)
with v is the relative velocity of the body in the fluid, and Kl and Kt are the
resistance coefficients of the medium, in case of laminar and turbulent flow,
respectively. Kl is measured in Pa·s·m, while Kt in Pa·s2.
6.1.2 Friction in granular materials
When a dry granular assembly is in motion along a slope under the influence of
gravity, a frictional force resisting to the motion arises. Dry granular materials exhibit
solid-like frictional properties. However, a granular mass can be considered as an
assembly of individual grains, thus differing from the solid body case of Sec. 6.1.1.
For this reason, another classification of friction has to be defined. In particular,
an internal and a basal friction are identified. Internal friction is the force opposed
to the motion between the elements making up the assembly while it undergoes
deformation, while basal friction is the force resisting motion of the whole granular
material on a basal surface. In granular materials, the internal static and dynamic
friction coefficients are influenced by both sliding and rolling friction, which arise
between grains, and they are defined considering the Mohr-Coulomb failure criterion
for soils.
However, a dry granular mass in motion starts from a packing state, more complex
than a rigid block. As a consequence, the physical determination of the internal
friction coefficient is not standardised. Metcalf (1966) stated that the internal friction
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coefficient at loosest condition of packing can be considered equal to the tangent of
the angle of repose; Miura et al. (1997) and Sadrekarimi and Olson (2011) provided
some references in which this statement is considered valid. Nevertheless, other
Authors (e.g Ghazavi et al., 2008; Lee and Herrmann, 1993; Miura et al., 1997;
Van Burkalow, 1945) do not consider this equality valid, and the relation between
the angle of repose and the angle of internal friction in a granular soil is still under
discussion even now.
Angle of repose
The angle of repose or angle of rest is generally referred as the angle (with the
horizontal) at which loose material will stand when piled (Van Burkalow, 1945).
Considering soils, an angle of repose can be defined only for loose granular material.
Differently from the internal friction angle, whose measurement requires to perform
a triaxial test, the angle of repose can be easily measured. This angle can theoretically
take values from 0◦ to 90◦. Several methods of measurement exist (Fig. 6.1), which
mainly differ for the degree of lateral confinement (Carrigy, 1970). Moreover,
Carrigy (1970) as well as Nagel (1992) and Albert et al. (1997) showed that a
sandpile has two important angles of stability between which the slope oscillates.
In general, a pile is stable and does not collapse until the slope reaches an upper
value, defined as maximum stability angle φm. When the slope becomes greater than
this maximum angle the pile is unstable and a global avalanche occurs, bringing the
slope to a smaller value. If more grains are added to the system, the slope of the pile
increases again until φm, and another avalanche occurs. The majority of Authors
define the angle of repose as the lower of the two angles (e.g. Lee and Herrmann,
1993; Van Burkalow, 1945), while Bagnold (1971) considered the higher. Elperin
and Golshtein (1997), instead, considered the angle of repose as an intermediate
value among these two.
Nevertheless, Van Burkalow (1945), providing several references, revealed that
there is also a confusion between the angle of repose as previously defined and the
angle of slope (with the horizontal) of an inclined plane at which a granular mass
resting on the plane will first begin to slide. This can instead be called "angle of
sliding friction". It follows that sometimes the angle of internal friction is associated
to different measured angles.
The present research work assumes the validity of the equality between the
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Fig. 6.1 Methods of producing angles of repose in granular materials: (1) by carefully
pouring loose particles onto a cone-shaped pile, (2) by filling a container, removing one
side of a container and letting the particles flow out, (3) by pulling apart the base beneath a
poured cone and letting the excess material spill over the edge until movement stops, (4) by
removing a plug from below a layer of loose granules and letting the particles flow through
the hole until movement ceases, (5) by blowing a jet of air through loose granular material
until a crater is excavated, (6) by measuring the rotation of a trough of granular material until
movement begins (Carrigy, 1970).
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tangent of the angle of repose and the internal friction angle of the material. However,
to endorse this assumption, it is worth mentioning the dependence parameters of
the repose angle. Norouzi et al. (2016) suggested that the governing mechanism
for the formation of a pile is related to friction caused by surface roughness or
particles shape irregularity. Other factors, like pile formation history, particle size,
and polydispersity, also influence the properties of the pile (Matuttis et al., 2001).
Van Burkalow (1945) showed, through controlled experiments, that the angle of
repose grows:
• Inversely with fragment size in perfectly sorted materials, but directly in those
imperfectly sorted; the presence of coarser grain makes the angle steeper. The
experiments do not analyse the influence of the degree of imperfect sorting;
however, they they have been performed with a mixture of lead shot ranging
from 0.1 to 1 cm, a mixture of rhinestones ranging from 1 to 4 mm, and a
mixture of wooden block ranging from 2 to 8 cm.
• Inversely with fragment density.
• Directly with fragment angularity, roughness and degree of compaction.
• Inversely with falling height on a free cone.
• Directly with the increase of moisture up to the saturation point.
El Shourbagy and Matuttis (2005) showed that the angle of repose for dry granular
material crucially depends on both the particle shape and the internal friction coeffi-
cient. For no or moderately elongated particles, a strong dependence of the angle of
repose on the particle roughness was found. On the contrary, for elongated particles,
the effect of particle roughness on the angle of repose is suppressed, because no
rolling takes place. Furthermore, the Authors observed that the influence of shape
is greater than that of size. Finally, Matuttis et al. (2001) declared that the more
spherical the particles are, the smaller the measured angle of repose is, if construction
histories are identical.
The DEM simulation frame
In a granular material, and in particular in one made of spheres, the internal or basal
friction forces are influenced by the single particle-particle or wall-particle friction
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mechanisms, both sliding and rolling.
In the same way, in particle based models, e.g. the DEM models, particle-particle
and wall-particle sliding and rolling friction have to be distinguished. As the inputs
parameters are given for each single grain, it is appropriate to refer to inter-particle
or wall-particle friction instead of internal or basal friction of the whole assembly.
Considering a numerical simulation of a granular flow event, generally, the physical
parameter given from the real flowing material is the angle of repose φrep, which is
assumed equal to the internal friction angle φi. Thus, it is important to properly cor-
relate φrep with the inter-particle or wall-particle friction coefficients, that represent
the final numerical inputs.
In this perspective, Zhou et al. (2002), comparing laboratory and numerical anal-
yses, proposed the following correlation between φrep and the simulation parameters:
φrep = 68.61µ0.27s,pp µ
0.22
s,pwµ
0.06
r,pp µ
0.12
r,pw D
−0.2
p ,
2≤ Dp ≤ 10 mm,0≤ µs,pp,
µs,pw ≤ 0.6,
0≤ µr,pp,
µr,pw ≤ 0.2 mm,
(6.7)
with µs,pp and µs,pw the sliding friction coefficients between two particles and be-
tween particle and wall, respectively, µr,pp and µr,pw the rolling friction coefficient
between two particles and between particle and wall, respectively, and Dp the mean
diameter of the particles. This correlation suggests that the angle of repose is directly
proportional to the friction coefficients and inversely to the particle diameter. This
consideration was confirmed also by the correspondence between laboratory exper-
iments and the numerical simulations made by Zhou et al. (1999) and of Liu and
Zhou (2008). The validity of the observation was also proved through the already
mentioned experiments on real granular material conducted by Van Burkalow (1945),
or the laboratory experiments with glass spheres led by Frankowski and Morgeneyer
(2013). In the DEM simulation frame, Zhou et al. (2001) revealed that, increasing
particle size, the sliding friction force and the rolling friction torque decrease, thus
producing a smaller angle of repose. However, the decreasing rate for the rolling
friction torque is much more significant than that for the sliding friction force. Also
Carstensen and Chan (1976) suggested that particle size affects the angle of repose
mainly through its effect on rolling friction rather than on sliding friction.
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Besides the size, particular attention has to be paid on the mixture of the sizes,
with a specific focus on spherical assemblies. El Shourbagy and Matuttis (2005),
with laboratory experiments, stressed the fact that in mono-disperse size distributions,
the particles can be locally ordered in a crystal structure. This structure is absent in
most tested real granular materials except, for example mono-disperse glass beads.
This aspect needs thus to be properly considered in a numerical analysis, especially
when monosized spheres simulate a granular flow or a debris flow event. For exam-
ple, Zhou and Ooi (2009), through numerical DEM simulations, showed a crystalline
packing structure for the case of monosized spheres, producing contact orientation in
60◦ and 120◦ directions, predominantly. Spheres, with their perfect symmetry, have
thus the propensity for excessive particle rotation and forming crystalline structures,
obscuring the phenomena pertaining to real granular solids. Pöschel and Buchholtz
(1993) noticed that the slope of a pile of non-spherical grains does not depend on
the number of particles, while, for spherical grains, the heap dissolves under gravity
with increasing particle numbers. A different critical friction coefficient for a stable
pile was analytically found as function of the different number of particles (Albert
et al., 1997; Elperin and Golshtein, 1997). As regards the numerical investigation
on the relation angle of repose and particle shape, Zhou et al. (2011) revealed that
when the particles become more non-spherical, the angle of repose of piles generally
increases. They modified the law proposed by Zhou et al. (2002), linking the angle
of repose φrep to simulation parameters, by an additional term that is function of the
aspect ratio:
φ = φrep f (η),
φrep = 68.61µ0.27s,pp µ
0.22
s,pwµ
0.06
r,pp µ
0.12
r,pw D
−0.2
p ,
f (η) =
e2.9η(1−η) for η ≤ 1,f (η) = 2.0−40∗0.025η for η > 1.
(6.8)
If spheres are used to represent the ellipsoidal particles, the material properties of
spheres (sliding and rolling friction coefficients) should be adjusted. As the sliding
friction is independent of shape, only the rolling friction coefficient has to be changed,
multiplying the sphere value by f (η)5.5. This value derives from DEM simulations
in the case of granular piles and 2D hopper flow (Zhou et al., 2011).
Thus, the correlation between φrep and µs and µr has to be properly calibrated.
Sec. 6.5 describes the attempt to provide a law, making use of a consistent number
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of numerical simulations with the modified version of the DEM code by Leonardi
et al. (2015).
6.2 Numerical implementation of sliding friction
Long-term or permanent particles configurations arise if and only if stable interaction
forces between particles occur. As previously explained, the original code adopted
in the present research work needs developments to allow the rising of forces that
can halt the motion of the flowing particles. In particular, sliding friction between
particles appears as a resisting force to sliding motion between the two surfaces in
contact. This force arises both in static and dynamic conditions.
When a particle-particle or particle-wall collision occurs, a normal force and a
tangential force arise. The adopted liner dashpot model idealises the contact as a
parallel connection of a spring of tangential stiffness kt and a damper with tangential
viscous damping coefficient αt (for the linear dashpot model in normal direction
see Sec. 5.1) (Fig. 6.2). The magnitude of the tangential force F t is capped by the
normal force Fn through Coulomb’s law:
F t
≤ µsFn in static conditions,= µdFn in dynamic conditions,
µd ≤ µs.
(6.9)
In the present case, the following relation has been assumed µd = 0.9µs, as from
laboratory experiments of granular material, static and dynamic coefficients are very
similar (Senetakis et al., 2013).
In the frame of DEM simulations, the static situation requires an elastic spring
to allow a restoring force, that is a non-zero remaining tangential force in static
equilibrium due to activated Coulomb friction. This spring stretches to a length equal
to the distance between the first contact point between two particles and the actual
contact point in the considered time step, as long as a contact is active. The model
implemented in the code follows the solution proposed by Luding (2005, 2008). If a
collision occurs, the first step is to project (rotate) the tangential spring (the initial
one is a null vector) onto the actual tangential plane, because the reference system of
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Fig. 6.2 Linear spring-dashpot model for normal and tangential forces. Symbols in red refers
to the implemented static friction part.
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Fig. 6.3 Sliding friction model. T1 and T2 represent two following time steps, and P1 and P2
the contact point of two particles in the considered instant.
the contact may have rotated since the last time step:
ξP = ξ′−n(n ·ξ′) , (6.10)
where ξ′ is the old spring length calculated at the end of the previous iteration. If the
spring is new, the tangential spring length is zero, that is ξ′ is a null vector, but its
change is well defined after the first (initiation) step. Then, an appropriate scaling is
applied:
ξS = ξP
ξ ′
ξ P
. (6.11)
In order to compute the changes of the spring force, a test-force Ftest is first
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computed as the sum of the spring force and the viscous force, as in the spring
dashpot model for the normal force (Eq. (5.11)):
Ftest = ξSkt+2αt
√
ktm˜vtcoll, (6.12)
where kt is the tangential spring stiffness, assumed equal to 2/7kn, as explained in
the next Sec. 6.2.1, αt represents the tangential dissipation parameter, and m˜=
mim j
mi+m j
is the effective mass.
The contact remains in the initial static condition as long as:
F test ≤ µsFn. (6.13)
In this case, the tangential force and the new spring length (which becomes ξ′ after
the Eq.(6.12)) are computed as:
Ft = Ftest, (6.14)
ξ′ = ξS+vtcoll∆t. (6.15)
If the contact between particles evolves in a dynamic condition, that is, if F test > Fn
sliding friction becomes active. In this case:
Ft = µdFnt, (6.16)
ξ′ =
µdFnt−2αt
√
ktm˜vtcoll
kt
, (6.17)
where t = Ftest/F test is the tangential force unit vector.
Inserting Eq. (6.17) into (6.12), during the next iteration, it will lead to Ftest ≈
µdFnt. It is worth noting that Ftest and vtcoll are not necessarily parallel in space:
Eq. (6.10) does not provide that ξP is parallel to vtcoll but only that they both lie
on the same plane. However, the mapping in Eq. (6.17) always works, rotating the
new spring such that the direction of the frictional force is unchanged and, at the
same time, limiting the spring in length according to Coulomb’s law. If the contact
between particles comes back to a static condition, that is if F test < µdFn, static
friction is restored so that the governing equation are again Eqs. (6.14) and (6.15).
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Fig. 6.4 Representation of two particles in sliding condition, in the hypothesis of null angular
velocities ω. The arising tangential forces are represented in red.
At the end of each time step it results (Fig. 6.4):
Fti = F
t,
Mti = riF
tb = rin×Ft = Ri×Ft,
Ftj =−Ft,
Mtj = r jF
tb = r jn×Ft =−R j×Ft.
(6.18)
The two moments are parallel but not necessarily equal in magnitude. Tangential
forces and torques together conserve the total angular momentum.
The same procedure is adopted for wall-particle collisions, for which:
m˜ = m j,
vtcoll = v
t
j +ω j×R j,
Fti = F
t,
Ftj =−Ft,
Mtj = r jF
tb = r jn×Ft =−R j×Ft,
(6.19)
where j and i are the particle and wall indices, respectively.
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6.2.1 The tangential spring stiffness
The choice of the stiffness of the tangential spring kt differs from the original version
of the code (Leonardi et al., 2014), considering that the ratio kt/kn results in an
oblique impact, and consequently mutually dependent values of stiffness (Shafer
et al., 1996). Also Cundall and Strack (1979) showed the importance of a proper
choice of kt/kn: they observed that for µs = 0.270, that is φs = 15◦, the adoption
of either kt/kn = 2/3 or 1 does not affect the results. In contrast, depending on
the adopted kt/kn, results differ in case of µs = 0.578, that is φs = 30◦. From a
theoretical point of view, considering the analogy with an undamped system, as in
the normal contact model (Sec. 5.1.1), the duration of the contact t tc, that is half
period of tangential oscillation, is related to kt with:
t tc = π
[
kt
m˜
(
1+
mpr2p
J
)]1/2
, (6.20)
where, for uniform spheres, the magnitude of the rotational moment of inertia J is
J = 2/5(mpr2p). Considering that kn determines a half period of normal oscillation
tnc in the normal direction, it follows that the phase of the tangential oscillation
at the moment when the contact ceases is determined by the ratio t tc/t
n
c , which is
proportional to
√
kt/kn, in the simple case of ζ = 1. For uniform spheres, imposing
that the periods of tangential and normal oscillations are equal, it results that kt/kn =
2/7. Also Arévalo and Zuriguel (2015) made use of this value.
Nevertheless, as this value derives from the pure elastic theory, Shafer et al.
(1996) reported also other examples, in which, using different values of kt/kn, e.g.
1/5, the results do not differ from the case with 2/7. Di Maio and Di Renzo (2004)
suggested instead to relate kt with kn with an expression of the mechanical properties
of the involved bodies, as the Poisson ratio and the shear modulus. However, they
provided also examples of Authors who have applied kt/kn = 1, obtaining good
results. Finally, Luding (2008) applied kt/kn = 2/10. Even if a unique value cannot
be defined, the expression kt/kn = 2/7 is adopted in the simulations carried out in
this work.
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6.2.2 The implementation strategy
Differently from dynamic sliding friction in the original version of the code, the
adopted static friction model exhibits a significant numerical complexity. From a
numerical point of view, indeed, the implementation of static sliding friction requires
a considerable effort in term of computational time. In fact, according to the model
proposed in Sec. 6.2, the contact between two particles (or a wall and a particle)
with zero or quasi-zero relative velocity, i.e. not in motion according to the limit
given by Eq. (6.13), is modelled with a tangential spring, whose elongation evolves
in time, according to Eqs. (6.10) and (6.11). Thus, to update its value each time step,
it is necessary to keep in memory the length of the spring, not resetting information
each time step. This has to be done for each pair of particles in contact. When
the contact between two particles ceases, the spring is erased. Moreover, when the
contact between particles evolves from static to dynamic condition, the length of
the spring is adjusted according to Eq. (6.17). Then, the contact can either cease or
turn back in static condition again. Then, the storage of the state in which the two
particles in contact are (static or dynamic) is required.
The idea is to create a data container in which the value of the tangential spring
as well as the condition and the point of the contact are stored for each pair of in
contact particles. From a numerical point of view, the check for this information
requires a loop inside the lists of the particles in contact (the list is already present in
the original version of the code). This operation increases the computational time a
lot. Thus, an optimisation in terms of data structures is necessary.
6.3 Numerical implementation of rolling friction
In DEM modelling, in which real grains are approximated with spheres, rolling
friction, which opposes the mutual rolling of two bodies, assumes an important role.
In the real case, rolling friction arises from the elastic and plastic deformation of two
materials in contact: the collision between two particles creates a deformation and
the contact forces no longer act on a single point, but over an area. As a result, the
normal force exerts a torque that opposes the rotation (Fig. 6.5). Plastic deformation
is the major source of energy dissipation during particle rolling contact. Beside this,
other sources of rolling friction are (Ai et al., 2011):
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Fig. 6.5 Representation of the deformation and the torque arising when a particle is in contact
with a wall w.
• Micro-slip and friction on the contact surface: it occurs when the rolling
bodies have dissimilar elastic constants. This resistance depends on the differ-
ence between the elastic constants, the coefficient of sliding friction and the
curvatures at contact.
• Viscous hysteresis: it is influenced by both temperature and deformation rate.
• Surface adhesion: the energy dissipates in breaking the adhesive bond at the
separation point during the rolling motion.
• Shape effect: a rolling resistance arises from the effect of a non-spherical
or non-circular particle shape. Even if the shape effect cannot be strictly
classified as rolling friction, it influences rolling resistance. This parameter
is very important, as it allows considering the lack of spherity both in real
particles, and derived from large deformations of spheres. The occurrence
of multiple points of contact in the real case, due to a non-spherical shape,
enhances the rolling resistance.
No rolling friction exists only in case of perfectly rigid spheres. The grains con-
stituting a real granular material have shapes that differ from perfect sphere. As a
consequence, when a single sphere DEM model is chosen for representing real soils,
rolling resistance has to consider also the shape effect.
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6.3.1 Existing rolling friction models
In the frame of DEM simulations, several rolling resistance models exist. They
can be divided into two main groups: the torque model and the angular velocity
correction model. In the following, they are presented and critically evaluated, in
order to show the reasons behind the choice of the rolling model chosen in this work.
Torque models
In these models, the rolling resistance is described using a torque Mr opposing to
the rotation of the particles. The rolling resistance torque arises from the unevenness
of the contact pressure distribution in the contact area. This can be explained
considering a rolling spherical particle exerting a normal contact pressure on a
surface (Fig. 6.5). The resulting normal force has, thus, an eccentricity e towards the
rolling direction with regard to its stationary contact point. This generates a resistant
moment Mr. The eccentricity e is conventionally taken as the coefficient of rolling
friction, which has the dimension of length (Zhou et al., 2003, 1999, 2001, 2002;
Zhu and Yu, 2003; Zhu et al., 2007). Other researchers decompose e into two parts:
a typical length parameter such as the radius of the particle and a non-dimensional
parameter which is taken as the coefficient of rolling friction e/Ar (Li et al., 2005),
where Ar = (rir j)/(ri+ r j) is the rolling radius, function of the size of the particles
in contact. Similarly to the coefficient of sliding friction, the dimensionless rolling
friction coefficient can be defined as the tangent of the maximum angle of a slope
on which the rolling resistance torque counterbalances the torque produced by the
gravity acting on the body (Ai et al., 2011). Here below several torque models are
listed and critically analysed. The models are sketched in Fig. 6.6.
a) Constant contact-independent torque model, Fig. 6.6(a): in this model the
value of the torque is independent of the magnitude of the angular velocity
(Beer and Johnson, 1976; Zhang et al., 2004; Zhou et al., 2003, 1999, 2001,
2002):
Mri =−µar Fnel
ωi
|ωi| ,
Mrj =−µar Fnel
ω j
|ω j| ,
(6.21)
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Fig. 6.6 Representation of the existing torque models: (a) the constant contact-independent
torque model, (b) the directional constant torque model, (c-cvar1) the viscous model, (d) the
elasto-plastic spring-dashpot model, (e) the elastic directional non-constant torque model.
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where Fnel is the modulus of the normal elastic component of the particle-
particle force, and µar is the rolling friction coefficient, which has the dimension
of length. This coefficient is function of particle size and shape, the material
surface roughness, and the velocity of the movement.
As Ai et al. (2011) asserted, this model can lead to different torques applied
to each particle in contact, thus violating equilibrium. In fact, the model is
dependent on the rotational velocity of a particle instead of the relative velocity
of a pair of particles in contact.
b) Directional constant torque model, Fig. 6.6(b): a constant torque is applied,
always opposing the relative rotation between the two contact entities. The
torque is applied in pairs at each pair of particles in contact (Girolami et al.,
2012):
Mri =−µbr Fn
ωrel
|ωrel|Ar,
Mrj =+µ
b
r F
n ωrel
|ωrel|Ar,
(6.22)
where µbr is the dimensionless rolling friction coefficient. Differently from µar ,
this last parameter is not a function of particle shape, and the relation between
the two models coefficient is (Zhou et al., 2014):
µbr =
µar
Ar
, (6.23)
where the rolling radius Ar is equal to Ar = (rir j)/(ri+ r j) for the case of two
spheres and to the particle radius for a particle-wall contact This method has
the shortcoming of producing a non-stop oscillating torque in a pseudo-static
system, with residual kinetic energy (Ai et al., 2011). Despite this drawback,
due to its simple formulation, this model is widely employed for modelling
small scale systems such as a sandpile with coarse spheres, where the effect
of a non-stop oscillating torque is less significant, especially if the adopted
computational time step is sufficiently small.
c) Viscous model, Fig. 6.6(c): the applied torque is dependent on the angular
velocity (Brilliantov and Pöschel, 1998; Khan and Bushell, 2005; Li et al.,
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2007; Zhou et al., 2014):
Mri =−µcr Fnel|ω j×R j−ωi×Ri|
ωi
|ωi| ,
Mrj =−µcr Fnel|ω j×R j−ωi×Ri|
ω j
|ω j| ,
(6.24)
where the rolling friction coefficient µcr is expressed as (s/rad), and is thus
independent of size and velocity. The relation with the coefficient of the
directional constant torque model is:
µcr =
µbr
|ω j×R j−ωi×Ri| , (6.25)
where |ω j×R j−ωi×Ri| is the relative translational velocity at the contact
between two particles due to relative rotation, that is the contribution of the
angular velocity to the tangential velocity.
Zhou et al. (1999) and Ai et al. (2011) found this method numerically not so
efficient for simulating a sandpile formation, suggesting to use the contact
independent model. In general, this method produces a pile whose height is
much smaller than the one found in a real experiment. As the formulation
reported can led to non-balanced torques, the viscous model has been adjusted
in direction by Norouzi et al. (2016), Fig. 6.6(cvar1):
Mri =−µcr Fnel|ω j×R j−ωi×Ri|
ωrel
|ωrel| ,
Mrj =+µ
c
r F
n
el|ω j×R j−ωi×Ri|
ωrel
|ωrel| .
(6.26)
The advantage of this model over a constant model lies in its proportionality
with the relative translational velocity, and µcr is independent of velocity and
size.
However, in case of two spheres of equal size in pure rolling condition with
equal angular velocity, i.e. |ω j×R j−ωi×Ri|= 0, the rolling friction torque
is equal to zero, even if rolling friction is required (Khan and Bushell, 2005).
Thus, as any quasi-static torque is provided, it is not effective in modelling
pseudo-static systems and generates discontinuity for ωrel = 0.
d) Elasto-plastic spring-dashpot model, Fig. 6.6(d): this method makes use of
the spring-dashpot model, as expressed in Sec. 5.1, that is a sum of an elastic
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spring torque and a viscous damping torque (Jiang et al., 2005, 2015; Luding,
2008). the torque consists of two components: a mechanical spring torque and
a viscous damping torque. This corresponds to:
Mri = M
k
i +M
d
i ,
Mki = ξkr,
Mdi = αrv
r
rel,
(6.27)
where kr is the rolling stiffness coefficient, αr is the viscous damping coeffi-
cient, and vrrel =−Ar
(
n×ωi−n×ω j
)
is the rolling relative velocity. The
presence of rolling relative velocity activates these torques, acting against the
rolling motion. For two particles i and j in relative rotation, the torques are
then equal in magnitude and opposite in direction, i.e. Mi =−M j. This model
can be applied to many problems and successfully simulates problems of sand-
pile formation (Ai et al., 2011). Nevertheless, it contains more parameters than
other models and choosing appropriate values for these remains a challenge.
From a numerical point of view it requires a great computational effort, since
the history of the contact must be saved.
e) Elastic directional non-constant torque model, Fig. 6.6(e): this model consti-
tutes a mixture of the directional constant torque model and the elasto-plastic
spring-dashpot model (Balevicˇius et al., 2011):
Mri =−min
(∣∣∣∣kr ∫ωrel(t)dt|∫ωrel(t)dt|
∣∣∣∣ ,µbr Fnωrelωrel Ar
)
,
Mrj =+min
(∣∣∣∣kr ∫ωrel(t)dt|∫ωrel(t)dt|
∣∣∣∣ ,µbr Fnωrelωrel Ar
)
.
(6.28)
Angular velocity correction model
In this case, the rotation is controlled by applying both an empirical retarding
coefficient, proportional to the number of contacts, and a retarding time to the
rotational velocity. According to these parameters the angular velocity in the next
time step reduces. The following proposed model has no specific name, that is why
only the reference is cited (Teufelsbauer et al., 2009, 2011). The governing equation
is:
ωt+1i = k
∆t
λ
λ ω
t
i, (6.29)
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where kλ is the retarding coefficient time, function of the number of contacts and
the tangential relative velocity, and λ is the retarding time. If λ → 0, the particle
rotation is strongly constrained. However, the retarding time parameter λ is difficult
to calibrate.
6.3.2 The directional constant torque model
Considering the limits and the advantages of all the methods found in the literature,
the directional constant torque model, i.e. case b) in the previous list, has been chosen
and implemented in the code. This method, indeed, provides a simple formula that
does not generate discontinuities, and requires the calibration of a unique empirical
parameter, i.e. the rolling coefficient µbr , from here defined as µr for simplicity of
notation.
In contrast, summarising the main drawbacks of the other methods, the constant
contact independent torque model and the viscous model lead to a non balanced
system. The additional correction of the viscous model proposed by Norouzi et al.
(2016) lets the system not to be solved in case of particles of equal size with the
same angular velocity. Furthermore, the elasto-plastic spring-dashpot model, the
elastic directional non constant torque model and the angular velocity correction
method require a lot of empirical coefficients. In the adopted method, the unique
empirical coefficient, i.e. µr, is scaled by the rolling radius Ar, function of the size
of the spheres, so that it is equivalent to a fraction of the rolling radius. It depends
on the asperity, the deformability of the material, and the velocity of the motion.
Multiplying this coefficient by the rolling radius, it gives the eccentricity of the
normal force arisen at the contact between particles (or wall-particle).
The implementation of this method does not increase numerical complexity.
The torque Mr, indeed, is included in the the Eq. (5.2) as a contribution of Mp,
that derives from the interactions between particles. For a particle p, in the wider
backdrop, it results in:
Mp = rp1F tp-pb+ rp1F
t
p-wb+Mhydro+M
r, (6.30)
where F tp-p and F
t
p-w are the tangential force that arises at the contact between two
particles and a particle against a wall, respectively.
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Fig. 6.7 Geometry and formation of a sandpile (a) before and (b) after discharging; d is the
diameter of the sphere (Zhou et al., 2002)
6.4 Numerical and experimental validation of the model.
Study of sandpile formation
To validate the proposed model, a comparison with real data or other numerical
simulations results is required. Thus, to achieve this goal, the numerical simulations
and laboratory experiments performed by Zhou et al. (1999, 2001, 2002) have been
selected as the comparative sample for the validation. Zhou et al. (1999, 2001, 2002),
indeed, performed numerical DEM simulations introducing rolling resistance and
compared them with laboratory experiments, carried out by the Authors themselves.
The simulations represent the heap formation with a discharging method ascribable
to case no. 3 reported in Fig. 6.1. A monosized granular mass is discharged inside
a rectangular container with a fixed middle plate and two side outlets of length of
5d, with d the diameter of the spheres. Three simulations are considered, with mean
diameter of 2, 5 and 10 mm, respectively. The width of the container is 20d in order
to avoid boundary effects. The geometrical details are shown in Fig. 6.7.
The simulation starts with the random generation of monosized spheres without
overlaps in the container above the fixed middle plate with the two outlets closed,
followed by a gravitational settling process to form a stable packing. Then, the
instantaneous opening of the outlets starts a discharging process in which spheres
drop under the effects of gravity into the bottom of the container. Some spheres
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remain on the middle plate after the discharge, forming a stable stagnant zone: a
heap or sandpile. The angle of repose is determined from the surface profile of the
heap (Zhou et al., 2002). As a comparison, the laboratory experiments carried out
by Zhou et al. (2002) were conducted under conditions comparable to those used
in the numerical simulations. The container is made of wood except for the front
wall, made of perspex for visual observation. The simulations were performed with
monosized glass beads, whose friction coefficients are considered similar to those
employed in the numerical simulation. Both the experiments and the numerical
simulations carried out by Zhou et al. (2002) provided a repose angle of about 26◦,
22◦, and 19◦ for 2, 5 and 10 mm large particles, respectively, as shown in Fig. 6.8(b).
Table 6.1 lists the parameters and the adopted values in the validation simulations.
It is worth mentioning that the numerical proposed model differs from the one of
Zhou et al. (2002) in some characteristics:
• the rolling resistance model proposed by Zhou et al. (2002) adopted the con-
stant contact - independent torque model as rolling resistance, where the rolling
coefficient is expressed as a length. Instead, the simulations performed in the
present study adopt the directional constant torque model. Thus, the rolling
friction coefficient is calculated, for each simulation, through Eq. (6.23).
• Zhou et al. (2002) adopted a Hertzian normal contact model, whereas the
proposed model is linear.
In the simulations performed in this thesis, the angle of repose is computed subdivid-
ing each side of the pile into 10 parts and, for each subdivision, the maximum height
is evaluated. As a consequence, for each side, 10 points are detected. Thus, the angle
of repose is computed for each side of the middle plate as the angular coefficient
of a linear fitting of the identified points. The final angle of repose is calculated
as the mean of the two obtained values. Using the parameters reported in Tab. 6.1,
the obtained angles of repose for 2, 5 and 10 mm large particles are of about 27◦,
24◦, and 18◦, respectively. These values are comparable with those identified from
Fig. 6.8. The comparison of the results obtained with the proposed model in this
thesis and the experimental results under the comparable conditions by Zhou et al.
(2002), further confirms that the presented DEM-based simulation technique is a
valid method to study the discharge of granular material.
Both experimental and numerical simulations performed by Zhou et al. (2002)
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Parameters Zhou et al. (2002) Model proposed
Number of particles 10000 10000
Diameter (cm) 0.2-0.5-1 0.2-0.5-1
Density (kg/m3) 2500 2500
Normal contact model Hertzian Linear
Young’s modulus E (N/m2) 2.16×106 -
Poisson ratio ν (-) 0.3 -
kn (N/m) 23
E
1−ν2
√
Arδ
1
2 8.0 ·104-1.25 ·105-1.0 ·106
Restitution coef. ζ (-) not specified 0.2
Normal damping coef. (-) −cn
(
6m˜E
√
Arδ
) 1
2
cn = 0.4 (-)
2αn
√
knm˜
αn = lnζ√
lnζ 2+π2
(-)
Tangential damping coef. −ct
(
6m˜µsFnel
√
1−δtδt,max
δt,max
) 1
2
ct = 0.4 (-)
2αt
√
ktm˜
αt = 1.0 (-)
µs,pp (-) 0.4 0.4
µs,pw (-) 1.5µs,pp 1.5µs,pp
µr,pp 0.05 (mm) 0.10-0.04-0.02 (-)
µr,pw 2µr,pp (mm) 2µr,pp (-)
Table 6.1 Variables considered in the numerical model of Zhou et al. (2002) and the model
proposed. Where the units of measurement are not the same for the two models, they are
specified separately.
reveal an influence of the particle size on the angle of repose. The larger the particle
size is, the lower the angle of repose. This is in line with what stated in Sec. 6.1.2.
Even though the number of simulations is not high enough for a parametric study,
the same trend is observed also in the performed numerical simulation in this study.
Consequently, as the developed DEM model reveals to properly fit the data for three
different particles sizes, in order to limit the computational time, in the following
simulations a particle diameter of 10 cm is adopted.
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Fig. 6.8 (a) Comparison among the final configurations of the experimental results, the
numerical results with the model proposed by Zhou et al. (2002), and the model proposed in
the present work, for particle diameter of 2 and 5 mm. (b) Angle of repose as a function of
the particle size. Circles and triangles indicate the experimental results. Line 2 represents the
fitting curve of the results of the numerical simulation with the model of Zhou et al. (2002)
using the inputs listed in Tab. 6.1. The red horizontal lines indicate the angle of repose for
2,5 and 10 mm large particles. (c) Final configuration of the carried out numerical simulation
with the model proposed in the present work.
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6.5 Correlation between physical and numerical pa-
rameters
In the frame of DEM simulations of granular flows, the frictional numerical inputs,
i.e. the static sliding µs and rolling µr friction coefficients, have to be properly
chosen as representative of the real material frictional properties, i.e. the internal
friction angle φi (or the internal friction coefficient µi = tanφi). Thus, the aim of
this section is to find a relationship between the physical parameter of the material
and the two numerical parameters governing the frictional resistance forces between
particles. This represents a regression problem for the three-dimensional population
(µi, µs, µr), in which µi is the dependent parameter and µs and µr are the independent
parameters. As already mentioned, µs stands for the static sliding friction coefficient
and µd = 0.9µs. Furthermore, as the physical measured parameter is the angle of
repose φrep, as explained in Sec. 6.1.2, the hypothesis of equality between the tangent
of this angle and the internal friction coefficient µi is adopted.
To achieve this goal, 209 numerical simulations have been performed to have
a sample of a finite size large enough to be representative. A heap formation of
monosized spheres with a discharging method is simulated with the same procedure
adopted by Zhou et al. (1999, 2001, 2002). Thus, the simulations are carried out
considering the same geometrical framework and discharging method employed
for the validation (Sec. 6.4) adopting particles with a diameter of 10 cm and static
friction coefficient equal for particle-particle and wall-particle contacts. The angle
of repose is then evaluated from the surface profile of the heap (Zhou et al., 2002).
The 209 numerical simulations are carried out combining static friction coef-
ficients µs from 0.1 to 1.0 (-), with steps of 0.05, and rolling friction coefficients
µr from 0.0 to 0.2 (-), with steps of 0.02. The range for the static coefficients is
comprehensive of the real physical range for soil granular material. For the rolling
friction coefficient, which represents a percentage of the rolling radius Ar, the range
adopted includes also very high values, as it is used to represent also the effects of
non-spherical shapes, as in real granular materials. The obtained results are shown
in Fig. 6.9: the static sliding friction coefficients are plotted against the estimated
angle of repose, changing the rolling friction coefficients. The choice of plotting the
angle of repose instead of the tangent of this angle lies in allowing an easier fitting.
Instead, the choice of a 2D plot rather than a 3D one allows to show that the sliding
friction plays a major role in halting motion.
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Fig. 6.9 Angle of repose versus sliding friction coefficient versus repose angle, changing the
rolling friction coefficient.
As cited in Sec. 6.1.2, Zhou et al. (2002) formulated a predictive equation to
compute the angle of repose in DEM numerical simulations (Eq. (6.7)). Despite
the fact that the range of validity of this equation is upperly bounded by 10 mm
particle diameter, an attempt to compare the results obtained in the DEM simulations
with the angles derived from the law proposed by Zhou et al. (2002) has been done.
Figure 6.10 reveals that a good agreement is observed only for value of µs ≤ 0.3 for
every µr, or for 0.3 < µs ≤ 0.6 for µs < 0.08.
In order to overcome this problem, since Eq. (6.7) relates to lower particle sizes, a
novel formulation is proposed. To find the best estimation of the correlation between
µs, µr and φrep, the following steps are performed:
1. Search of the best fitting relation (model) for each curve φrep−µs, for each
µr considered. The parameters of the model are estimated. It is assumed that
the estimate varies depending on the value of µr. Among the possibile fitting
models, single-parameters models (with parameter a) are adopted.
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Fig. 6.10 Angle of repose obtained in the DEM simulations (coloured contour) in comparison
with the law proposed by Zhou et al. (2002) (Eq. (6.7)) (black lines).
2. Search a model that describes the relationship between µr and parameter a.
3. The function found in step 2) is inserted in the one found in step 1), leading to
a function of the type: φrep = f (µs,µr).
The choice of the best fitting curve is based on both a preliminary graphic observation
and the consideration of the physical evidences since:
• The curve should intercept the origin: in absence of friction the angle of repose
is 0.
• The relationship should be monotonically increasing.
The linear model is not appropriate, as the index of goodness of the linear fit R2 is
near 0. The parabolic fitting, with parabola-axis coincident with x axis and vertex in
the origin, is found to give a better fit. The equation of this a parabola is x = y2/a,
with a the shape parameter of the model, i.e. a = a(µr). In the present problem, for
a given µr, the model equation is:
µs =
φ2rep
a(µr)
. (6.31)
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Fig. 6.11 Values of the shape parameter a against the rolling friction coefficient µr.
Considering only the positive quadrant of the Cartesian coordinate system, the
equation simplifies as:
φrep =
√
µsa(µr). (6.32)
Fig. 6.9 reveals a good fitting for µs smaller than 0.7, that is 35◦. After this value, a
flattening of the resulting couples µs−φrep is observed. It is thus assumed that, for
µs > 0.7, the resulting φrep is independent from µs, thus, depends only on µr .
Figure 6.11 plots the values of the parameter a against µr. It emerges that the
fitting law is not linear. Thus, the estimation of model parameters is led with the
non-linear least squares method. A linear relationship in the range µr ≤ 0.12, while
a constant value for larger µr seems to be a good interpolation. Thus, it result:
a(µr) =
23004µr for µr ≤ 0.12,2813 for µr > 0.12. (6.33)
Inserting Eq. (6.33) into Eq. (6.32):
µr =
φ2rep
mµs
. (6.34)
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In particular:
φrep =

√
23004µrµs = 151.7(µrµs)0.5 for µr ≤ 0.12√
2813µs = 53.0µ0.5s for µr > 0.12
(◦). (6.35)
Consequently, once the internal friction angle is known, it is possible to draw
a straight line parallel to the x-axis passing through the desired φi and define the
(µs,µr) couple that satisfies the condition.
Nonetheless, a proper choice of the friction coefficients to choose as simulation
inputs should take into account some important aspects, which emerge from Figs. 6.9
and 6.11. Only the curves with µr < 0.12 show an upward trend of the parabolas
amplitude. For µr ≥ 0.12 the fitting curves do not follow a specific order and have
the same amplitude. A direct consequence of this behaviour is reported in the graph
of Fig. 6.11: for µr ≈ 0.12, a assumes a constant value and a relationship between µr
and µs can no longer be found. This results in a quasi-independence of the resulting
φi for µr ≥ 0.12. Moreover, in the hypothesis that the rolling friction coefficients
represent a percentage of the rolling radius Ar, a large value of µr implies a great
deformability, not consistent with granular material, even considering the shape
effects included in the coefficient. As a consequence of all these observations, the
part of the graph of Fig. 6.9 in which the couples of µs−µr are allowable is limited
to µr < 0.12 and µs < 0.7.
In general, the internal friction angle, or the repose angle, is not equal to the
sliding inter-particle friction angle, as it depends on both sliding and rolling friction
of the grains and on the packing state of the material. Furthermore, sliding and
rolling friction coefficients refer to the single particle and not to the material. In this
situation, particle-particle friction is generally different from the internal friction of
the material.
Since detailed information is not available, the arbitrary assumption µs = tanφi
is considered. To find the corresponding µr the following formula is adopted:
φrep = 151.7(µrµs)0.5,
µr ≤ 0.12,
µs ≤ 0.7.
(6.36)
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Fig. 6.12 Sliding friction coefficient versus repose angle, changing the rolling friction
coefficient. The range of allowable friction coefficient couples is the gray shaded area. Red
curve is the bisector φi = arctan(µs).
As a relation between the real physical measurements on material behaviour and
input parameters for numerical modelling is found, simulating real granular material
is now possible. This relation (Eq. (6.36)) will be adopted in the further chapters.
Chapter 7
Trapping efficiency and impact
forces: the monophase model
This chapter deals with the numerical study of the interaction between a granular
flow and an open rigid barrier. Both the dynamic and static forces arisen at the impact
and the arching mechanisms are investigated. For engineering design purposes, con-
sequently, the main goal of the results herein presented is to provide an enhancement
both to the knowledge of the critical conditions beyond which no trapping occurs,
and to the magnitude and the time-history distribution of the debris flow impact
forces.
The leading idea for investigating the aforementioned phenomena is to start
from the simplest case, i.e. of dry monosized flow against a single outlet barrier, in
order to find the initial conditions that guarantee both the filtering and the energy
breaker functions. Thus, the analyses herein presented have the double purpose of
(1) understanding the mechanisms that lead to the formation of arching and clogging
effects, and (2) defining the reference parameters for evaluating the mutual influence
of multiple outlets in sectional barriers. The adoption of a monosized dry granular
flow allows consideration of the phase representing the coarse grain (which has to be
trapped by the barrier) alone. Consequently, both this hypothesis and the choice of
single outlet barrier intend to limit the influence of other side-effects. The simulations
analysed in this chapter make only use of the DEM module of the DEM-LBM code
outlined in Ch. 5, and Secs. 6.2 and 6.3. From an engineering point of view, the limit
setup here adopted can give interesting insights into the design of risk mitigation
structures. Dry granular flows, due to the absence of a fluid phase, can have more
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inter-particle contacts, and thus, force chains form more easily. This internal effects
can produce high local forces against an obstacle or a barrier impacted by the flowing
mass.
From a geometrical point of view, once the setting reference parameters for the
simplest case are found, other more complex open barrier geometries are analysed,
i.e. from the slit barrier case the performed simulations extend to the sectional
barrier one. The results obtained will be used in Ch. 8 to progressively weaken the
hypotheses herein made, considering a two-phase flowing mass, one representing
the coarse material (which has to be trapped by the barrier), and one water and fine
material.
The study cases are presented and discussed under a common framework (Sec.
7.1). Each simulation is analysed both in terms of trapping mechanism and interac-
tion force, considering the influence of different parameters, e.g. the geometry of
the barrier, the slope of the channel, and the impact angles of the flowing mass. The
simulations here presented are subdivided in two main groups, according to the type
of the open rigid barrier considered, i.e. slit or sectional. In particular, Section 7.2
relates to single open barriers, considering how the change of the impact angle, the
slope, or the opening width can affect the results. Section 7.3 deals with the presence
of a multiple outlets rigid structure, whose inter-distance and width can considerably
affect the trapping efficiency of the barrier.
Some of the results presented in this chapter are part of two conference proceed-
ings (Marchelli et al., 2017a,b) and one in-press article (Marchelli et al., 2018).
7.1 Release configuration
The geometrical properties of the channel, the initial condition of the discharged
mass, and the position and modelling method of the rigid barrier are the same for
all simulations. The adopted geometrical configuration aims to imitate a real case
of a rigid sectional barrier in Saint-Vincent (Valle d’Aosta Region, Italy), on which
a displacements monitoring system was installed (Fig. 7.1). In the perspective of
future simulations of real recorded events, the investigated configuration considers
a similar geometry. The width and height of the channel are chosen large enough
not to have boundary effects, but, at the same time, sufficiently small not to require
an unfeasible computational time. In addition, as explained below, the single outlet
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Fig. 7.1 Sectional barrier in Saint-Vincent (Valle d’Aosta Region). It is realised with a 1 m
high concrete basement and 2 m high steel piles (IPE 270), spacing 0.5 m from each others.
The displacement monitoring system is installed at the base of each piles, downstream the
flow. It consists in strain sensors (HBM SLB 700A).
studies allow to analyze the clogging mechanisms between two piles.
The domain, sketched in Fig. 7.2, is represented by a 20 m long, 1.9 m wide
and 1.35 m deep channel, with variable slope θ . The boundaries of the domain are
the rigid walls with frictional properties. A XY Z reference system linked to the
local topography is used. The Z-axis is normal to the bottom wall and the X- and Y -
coordinates are tangential to it, with the X-axis oriented in the down-slope direction
(Fig. 7.2).
A barrier extends over the whole width of the domain in the Y direction. In the
slit barrier case, the width S of the vertical outlet is varied, while, for the sectional
barrier study (Fig. 7.2(c)) for equal domain size, both the width P and the number of
piles are varied. To avoid numerical instabilities at the edge of the outlet, the barrier
is modelled differently from the walls of the domain. It is constituted by an assembly
of compacted spheres whose motion is prevented that allow small deformation and,
thus, according to the DEM approach (Sec. 5.1), exchange of forces when impacted.
This permits to know the forces on the center of each spheres of the barrier. The
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spheres have a radius of 5 cm and their centers are one radius apart. This setting
allows the forces exerted on each sphere to be evaluated. As a result, an estimation
of the impact forces, from here defined as “local” FL, is provided. This aspect is
necessary to evaluate which part of the barrier is stressed the most.
The released mass is arranged in a regular structure extending 18 times the grain
diameter d in Y -direction, so that the influence of the domain lateral boundary is
minimised (Pournin et al., 2007; Zhou et al., 2002) (Fig. 7.2(a)). A dry mass, made
of rigid monodisperse spheres of mean diameter d=10 cm, is modelled. The diameter
is uniformly distributed between 9.5 and 10.5 cm, adopting a variation of size around
the mean of 5%, as took up by Magalhães et al. (2015) and Holst et al. (1999), and
of the same order of magnitude to what adopted by Pournin et al. (2007) and Ashour
et al. (2017). This variation can lower the formation of crystalline packing structures,
even though crystallisation is not completely avoided, similarly to the case reported
by Holst et al. (1999). Geometrical and material parameters are collected in Tab. 7.1.
The internal friction angle φi is set equal to 30◦ for both the wall-particle and the
barrier-particle contacts. From a numerical point of view, the resulting sliding and
rolling friction coefficients, µs and µr, are computed according to the expression in
Sec. 6.5. The restitution coefficient ζ of the colliding particles is set equal to 0.2.
The rheological parameters of the linear-dashpot model adopted for the particles
(i.e. the normal stiffness coefficient kn, the tangential stiffness coefficient kt, and the
tangential damping coefficient αt) are chosen in order to respect the limit imposed by
the numerical analysis efficiency, according to the criteria of Sec. 5.1.4. The initial
velocity of the released mass is set equal to zero, that is, its discharge occurs under
the force of gravity.
7.2 The slit barrier study
This section describes the simulations performed with the slit barrier. As explained
earlier, the single outlet case, can be intended as a part of a hypothetical larger
sectional barrier, made of large piles. With the purpose of finding the geometrical
conditions which promote both arching and energy breaking effects, starting from
the simplest situation, the influence of varying the impact angle, the slope of the
channel, and the outlet width are investigated. In particular, Sec. 7.2.1 aims to
investigate, comparing two different barrier incline configurations, the variation of
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Fig. 7.2 Example of particle distribution at both (a) the initial and (b) the final stages of the
carried out numerical analyses with a slit barrier. Panel (c) shows an example of the initial
stage of a simulation with a sectional barrier.
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Parameter Values
Number of particles 7640
Released volume V (m3) 4.03
Grain diameter d (cm) 10 ± 0.5
Grain density ρ (kg/m3) 2500
Normal stiffness kn (N/m) 106
Tangential stiffness kt (N/m) 27kN
Tangential damping coefficient αt (-) 1
Restitution coefficient ζ (-) 0.2
Static sliding friction coefficient µs,p-p, µs,p-w (-) 0.577
Rolling friction coefficient µr,p-p (-) 0.0678
µr,p-w (-) 2µr,p-p
Domain size (XY Z) (m) 20.00×2.10×1.35
Mass discharge geometry (XY Z) (m) 4.60×1.90×1.00
Position of the front of the mass (X) (m) 4.725
Position of the barrier (X) (m) 8.00
Table 7.1 Geometry and characteristic parameters used in the carried out numerical analyses.
both the trapping efficiency and the impact forces as function of the impact angle. If
the difference in results between the two barrier incline configurations is acceptable,
indeed, a unique barrier setting can be adopted.
7.2.1 Influence of the impact angle
This section aims at evaluating the effects of the angle of impact of the flowing
mass against the barrier. In the following simulations, two barrier configurations are
evaluated: in the first case, a barrier parallel the Z-axis is considered (i.e. orthogonal
to the channel bottom, from here on out called “OB”), while, in the second case a
vertical barrier (i.e. parallel to the gravity vector) is defined (from here on out called
“VB”), as shown in Fig. 7.3. A slope angle of θ = 35◦ is considered to simulate a
real debris flow event in which the extra-mobility arisen from the presence of a fluid
phase allows the moving mass to flow on less steep slope despite the presence of
frictional forces. The simulated condition represents an inertial regime, in which the
acting forces are governed by collisions and the frictional forces neither prevail nor
halt the motion. Thus, particles can be retained and halted by the barrier itself. For
this, this regime is essential for evaluating the barrier trapping efficiency. Both the
trapping efficiency and the impact forces of the barrier are investigated for both the
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Fig. 7.3 The OB and VB schemes of the two barrier configurations; that is, parallel to Z-axis
and to the gravity vector, respectively.
configurations, varying the outlet width S with respect to the mean radius r of the
discharged mass. The simulations consider a normalised opening width S/r equal
to 3,5,7,9, and 10. For this last value it is expected that clogging or a temporary
jammed configuration does not occurs.
Analysis of the trapping efficiency
The clogging mechanisms is investigated considering, as a first aspect, the amount
of material that passes through the outlet. Fig. 7.4 shows the amount of non-retained
material with respect to the normalised opening width at a complete stop of the
flowing mass. The non-retained material fraction is the ratio between the total mass
and the mass that, at the end of the simulation, is beyond the barrier. A similar
trend is observed. In both the cases, indeed, for S/r ≤ 4 almost the whole material
is trapped, then for larger ratios the amount of untrapped material progressively
increases, until a value of 95%. However, it is evident that the VB configuration
entraps a greater amount of particles.
Considering the entrapped material, Figure 7.5 represents an example of the
stable arching formation. The height of the material deposited just behind the outlet
is defined as “height of the arch” Harch, despite the common definition of height
of an arch. This height is normalised to the height of the barrier Hbar, equal to the
height of the outlet. To compute Harch, a volume behind the outlet extending 4r in
X-direction is considered and subdivided in 10 intervals along Hbar (Fig. 7.5). The
kinetic energy of the particles EK,p is computed for each interval. For each particle,
it results:
EK,p =
1
2
mpv2p+
1
2
Ipω2p, (7.1)
where mp is the mass, vp the velocity, Ip the moment of inertia, and ωp the angular
velocity of the particle p. If ∑Np=1 EK,p < 10−5 J, where N is the number of particles
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Fig. 7.4 Non-retained material fraction with respect to the S/r value at complete stop of the
discharging mass for both the OB and the VB configurations.
in the interval, the particles are considered halted and the time of occurrence tstop is
evaluated. The time tstop represents the time of arching, for each interval. The main
goal of subdividing the outlet region in intervals is to consider that the flowing mass
can stop at different times and at different heights. Particles on the bottom, indeed,
can stop before the ones on top, due to both basal friction effects and stabilising
weight of the mass pushing on them, as seen in Fig. 7.6. From here on, this effect is
called “progressive clogging”. This time has a crucial role for damages mitigation
purposes. Figure 7.7 shows the trajectories of three different particles. Different
behaviour are displayed: a particle can stop before reaching the barrier, alternatively
it can pass through the outlet without decelerating, or it also can be partially clogged
and deviated in direction in the outlet region, before passing through the outlet.
Figure 7.8 displays the ratio Harch/Hbar as a function of the time of arching tstop,
related to the first arrival time t0, for S/r = 3, 5, 7, 9 and 10 in the VB and the OB
configurations. When no mass is trapped in an interval, no point is displayed. In
this way a critical ratio S/r above which no clogging occurs is found. Spanning
the whole results, four recurrent possible different clogging mechanisms appear,
displayed qualitatively in Fig. 7.9(a). This figure shows a typical plot in which the
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Fig. 7.5 Final typical configuration in the case of arch formation. The variation of size around
the mean limits crystallization, especially in a 3D framework. However, some crystallization
is observed in the basal layer of particles. This occurs in the rear part of the flow, i.e. in the
2D case of particles sliding on an inclined plane.
time when the particles at a given height stop is reported. Figure 7.9(b) summarise
the results.
• The mass instantaneously clogs against the barrier at the very first seconds of
the impact. Almost the whole mass is entrapped (H-A C S C in Fig. 7.9(b)).
• A progressive clogging situation occurs. The lower layers of the flowing mass
start to clog, while the top part clogs later in time. In the time lag between
the impact and the complete stop, particles flow through the outlet (P C in
Fig. 7.9(b)).
• The mass starts to clog after a considerable time lag (with respect to the first
impact). The height of the arch is small, involving few layers of particles. A
noticeable amount of particles passes through the outlet before stable clogging
occurs (L-A L C in Fig. 7.9(b)).
• No clogging occurs, thus, no mass deposits behind the barrier outlet (No C in
Fig. 7.9(b)).
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Fig. 7.6 Sketch of different times of a performed simulation (OB configuration, S/r = 5).
Considering the region behind the outlet, it emerges that the flowing mass progressively
stops at different times.
In the VB case, no arching occurs for S/r = 10. For S/r = 3, about the whole mass
is stopped when it reaches the barrier and it is entrapped. For S/r = 5, the mass
suddenly stops in the lower part, then a progressive clogging phenomenon occurs
and a stable clogged configuration is reached within 10 s, with high arch height.
For S/r = 7, a progressive clogging phenomenon occurs from 20 s to about 55 s,
involving only few layers of particles. Finally, for S/r = 9, only a two layers high
arch occurs at about 45 s. Considering the OB case, no arching occurs for S/r = 9.
However, the same completely trapped situation is observed for S/r = 3, while for
S/r = 5, a sudden stop occurs for the lower height subdivision and then a progressive
clogging occurs until a stable situation is reached at about 70 s. Finally, for S/r = 7 a
sudden stop happens, with a single layer arch, but late in time. Comparing the results
for both the configurations, it emerges that increasing the normalised opening width,
a decrease of Harch and of tstop occurs in both cases. Moreover, the same transition,
i.e.from a suddenly-formed high arch to a late-formed low stable arch, which is
observed in the VB configuration for S/r ≥ 7, appears also in the OB case, but for
S/r ≥ 5. Thus, this change seems to be slightly decelerated as the boundary value
between the two stages is shifted. Also the critical S/r ratio after which no clogging
occurs is one S/r greater in the VB case than in the OB. In addition, considering
tstop, the halt of the material occurs earlier in the VB than in the OB case. Thus, it is
seen that the VB configuration enhances to some extent the trapping efficiency of the
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Fig. 7.7 Sketch of the trajectories of three particles: one stops behind the barrier, another
one passes through the outlet without decelerating, and another one decelerates behind the
barrier and then passes through the outlet.
barrier, in terms of both amount of material and stopping time. As a consequence,
considering the OB rather than the VB configuration results in a slightly lower
trapping efficiency.
Analysis of the impact forces
The dynamic and static forces exerted by the flowing mass on the barrier are eval-
uated in terms of both intensity and direction, with respect to time and point of
application. For both the VB and the OB cases, the simulations with S/r = 3, 7 and
10 are analysed and compared. This choice allows the study of completely clogged,
progressively-clogged, and no-clogged conditions. To evaluate the influence of the
presence of an outlet, the situation of a closed barrier with equal geometrical setting
and properties of an open one is analysed for both the configurations.
The intensity at each point of the barrier, that is the local force FL (see Sec. 7.1),
is calculated at each time step, and the global force FG is computed by integrating
the local forces over the whole barrier at a given time. The dynamics of motion is
investigated with particular reference to the arrival times and the instants at which
the maximum local impact and the maximum global impact occur. In order to better
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Fig. 7.8 Ratio between the height of the arch Harch and the height of the barrier Hbar as a
function of the time of arching tstop, calculated with respect to the first arrival time t0, for (a)
the OB and (b) the VB configurations, for different S/r.
detail the results, also the envelope of the maximum local value observed in the
dynamic phase is plotted (Fig. 7.15). In the following, the term “dynamic” phase
relates to the first few seconds of the interaction between the flowing mass and the
barrier. Generally the maximum impact values reside in this phase. These forces are
the ones adopted for the design of the barrier. The forces on the barrier at complete
stop, i.e. in the static condition, are also evaluated. These forces, exerted by the
deposited mass, have to be properly considered as they persist in time until the
material is removed.
The time-history of the global impact forces in terms of FXG, F
Z
G, as well as F
n
G
and FtG, i.e. in normal and tangential directions to the barrier, respectively, and
the resultant force FRG are evaluated, for each S/r. In order to discuss the observed
behaviour, S/r = 7 is chosen as a representative case Figure 7.10 shows the impact
force time-history for S/r = 7.
Considering the general trend, it emerges that, at the very instant of the impact,
the force arises abruptly and then it decreases until it settles in a final static value.
The time to reach a stable configuration and the intensity of the final force depends on
the occurrence of a stable clogging configuration and the amount of mass entrapped
behind the barrier (Figs. 7.10 and 7.12). It is worth noting that in the OB configura-
tion FnG coincides with F
X
G and F
t
G with F
Z
G (Fig. 7.3). In the OB configuration, the
forces are mainly in the X-direction. After the impact, the material can freely run up
the barrier and negligible forces act in the Z-direction, both in the dynamic and in the
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Fig. 7.9 (a) Four recurrent clogging mechanisms sketch and (b) individuation of them for the
OB and the VB configurations.
final stage of the motion. Conversely, in the VB configuration, FXG, F
Z
G, F
n
G and F
t
G
have comparable values, even if FnG > F
t
G . In this configuration, the non-orthogonal
impact angle of the flowing front on the barrier causes a force with non negligible
components both in X- and Z-directions (Figs. 7.10(a) and (b)).
Considering the first few seconds of interaction between the flowing mass and
the barrier, Figures 7.10(c) and (d) evidence that FRG for the VB is higher than for the
OB, while the opposite occurs for FnG. These results, valid for all the investigated
S/r, can be explained considering the dynamics of the flowing mass when it reaches
the barrier. As sketched in Fig. 7.11, the mass impacts the barrier with an angle
different from 90◦ (with respect to the barrier), thus the resulting impact force has
both normal and tangential components.
After the impact, the run up of the flowing mass in the vertical direction is
obstructed by the barrier itself. Frictional and compressive forces between the
barrier and the impacted particles arise, altering the direction of motion. In this
configuration, the upper particles are induced to invert the direction of their motion,
compressing the particles at the bottom (Fig. 7.11). The behavior observed for the
vertical barrier results in higher FtG and, consequently, also higher resultant forces
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Fig. 7.10 Evolution of impact forces (a) FX and Fn, (b) FZ and Ft and (c) FR in time in the
OB and the VB, for S/r = 7, (d) zoom of the dynamic phase of Figure (c): the time of the
first impact (t1), the time of the maximum local impact (t2), the time of the maximum global
impact (t3). The time t3 is used to the plot Figures 7.13 and 7.14.
FRG with respect of the OB configuration, even if lower normal components F
n
G are
recorded.
Considering the temporal aspects and analysing some particular instants of the
dynamic impact stage ( Fig. 7.10(d)) i.e. the time of the first t1, of the local maximum
t2, and of the global maximum impact t3, the maximum impact in the OB coincides
with the first impact of an isolate grain impact. Conversely, the local maximum
impact in the VB occurs later in time and does not coincide with the first arrival of
the grains in the front of the flow. Nevertheless, the time lag between the OB and
VB is negligible, as well as the one observed for t3. Also in this case, the global
maximum impact force occurs earlier in the VB than in the OB case.
Table 7.2 reports relevant times and forces at different impact phases for closed
barrier, OB and VB configurations. In the time following the impact, until a stable
condition is reached, a consistent reduction of the global force is observed for both
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OB VB
Fig. 7.11 The OB and VB schemes of the dynamic of impact of the flowing mass against the
barrier.
Fig. 7.12 Evolution of impact forces (a) FX and Fn and (b) FR in time in the OB and the VB,
for S/r = 3.
the OB and the VB cases. Considering a completely clogged situation, that is S/r = 3
(Fig. 7.12), comparing columns 3 and 7 of Tab. 7.2, the reduction of the global force
is about 40% and 30% in the OB and the VB, respectively. For S/r ≥ 7, a partially
clogged condition, the reduction increases up to 90% and 40%, in the OB and the
VB, respectively. As expected, the increase of material deposited behind the barrier
causes a decrease of the difference between static and dynamic forces. Comparing
the OB and the VB in this period of time, as a general rule, FRG is greater for the VB
than for the OB. On the contrary, the normal component FnG is greater in the OB
in the only completely clogged condition, i.e. for S/r = 3. In the other cases, i.e.
S/r = 7 and 10, due to the lower deposited material in the OB case, FnG is higher in
the VB than in the OB. This implies that, when a static situation is reached, in the
completely clogged condition the arches exert a noticeable compressive force against
the barrier for the OB case, while, for the VB case the presence of barrier-particle
friction reduces the normal component. Considering the spatial distribution of
the forces, Figure 7.13 shows the local resultant force distribution when the global
maximum impact occurs. Numerical values of both times and forces are reported in
7.2 The slit barrier study 123
Simulation t3 (s) FRG,max (kN)
FRL,max at t3
(kN)
max FRL,max in
the dynamic
phase (kN)
FRL,max at
tend (kN)
FRG at tend
(kN)
Closed, OB 1.5 88.3 2.20 7.60 1.77 56.15
Closed, VB 1.4 107.15 4.02 6.66 4.08 79.29
S/r = 3, OB 1.5 88.99 1.71 7.60 1.39 56.43
S/r = 3, VB 1.4 109.74 3.93 662 4.02 80.33
S/r = 7, OB 1.6 78.47 3.09 7.60 0.41 4.07
S/r = 7, VB 1.5 100.47 4.06 6.62 4.07 35.48
S/r = 10, OB 1.6 74.52 1.93 7.60 0.32 3.28
S/r = 10, VB 1.3 82.51 3.72 6.70 3.77 16.18
Table 7.2 Time and force values in the instants when FRG,max is reached (t3 in Fig. 7.10), during
the dynamic phase, and when the static condition is reached (tend), for all the simulations.
Table 7.2. It is evident that, for all the investigated S/r, the intensity of both local
and global forces is greater in the VB than in the OB. This result can be associated
with the different impact angle between the front of the flowing mass and the barrier.
Due to its geometry, in the VB case both the top and the bottom parts of the front
impact against the barrier approximately in the same instant. Thus, the number of
contacts between the barrier and the particles at the impact time is larger than in
the OB, with higher normal and tangential components, and, consequently, higher
intensity. For both configurations, the largest magnitudes are in the lower part of
the barrier, with the OB forces at a lower position with respect to the VB ones. The
maximum local resultant force intensities remain approximately constant, increasing
with S/r.
Regarding the maximum global resultant forces, instead, starting from the closed
barrier case and progressively increasing the normalised opening width S/r, a de-
crease in terms of global force appears for both the OB and the VB cases. A decrease
of 15% and 22% with respect to the closed barrier is observed for S/r = 10 in the
OB and in the VB, respectively.
Figure 7.14 compares the OB and VB configurations with respect to the local
impact on the barrier at the time at which the maximum global impact is recorded (i.e.
t3) in Fig. 7.10(d), in the open and in the closed barrier case. Red colour represents
the areas in which the force in the open configuration are greater than in the closed.
In the proximity of the outlet, and in the correspondent region for the closed case,
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Fig. 7.13 Local impact forces when the maximum global impact occurs on the barrier face
at time t3, indicated in Figure 7.10(d), in OB and VB, for different S/r. The dimension of
the coloured points is not representative of the dimension of the grains. The colorbar is in
logarithmic scale. The time of occurence, the intensity of the maximum global resultant
impact, and the maximum local impact force FRL,max in the same instant are reported in Table
7.2.
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the forces are higher in the open case rather than in the closed one. In the other parts
of the barrier face, an homogeneous distribution of the green and red areas emerges,
in both configurations.
Evaluating the maximum forces occurred during the first few seconds of the
impact, Figure 7.15 illustrates the distribution across the barrier of the maximum
local values of the impact force. The areas where high forces concentrate are high-
lighted. Localised high forces are mainly in the lower part of the OB, while they are
distributed over the whole VB. Increasing S/r, for both the OB and VB configura-
tions, it appears that the maximum local values are reached in the outlet region. This
phenomenon is a consequence of the dynamic impact forces exerted by the flowing
mass passing through the outlet. In a suddenly clogged case, that is for S/r ≤ 5,
arching occurs almost at the time of first impact. Stable force chains arise among the
grains and the arching effect in the outlet provoke forces on the outlet neighbourhood
mainly in the normal direction. In contrast, for S/r ≥ 6, the mass is not retained and
passes through the outlet with a great kinetic energy, thus resulting in high forces in
all directions. As highlighted by the presence of non impacted areas, arching also
occurs along the barrier face. Nevertheless, this phenomenon can be enhanced by
the modelling of the barrier as an assembly of compacted spheres and not with a
smooth wall. This can promote interlocking among a particle of the moving mass
and the spheres constituting the barrier. Thus, this phenomenon is only pointed out
qualitatively.
Finally, the forces on the barrier at complete stop, i.e. in the static condition,
are considered. Figure 7.16 shows the spatial distribution of local static resultant
forces FRL on the barrier face. Table 7.2 reports in columns 2 and 3, the global FRG
forces and maximum local FRL , respectively, when the maximum global occurs. A
substantial decrease of both these values is evident for both the OB and VB cases,
shifting from a closed or completely clogged configuration (i.e. S/r = 3) to a par-
tially clogged (i.e. S/r = 7) or unclogged barrier (i.e. S/r = 10). As expected, the
higher amount of mass behind the barrier produces higher forces. Comparing the
OB and the VB configurations, it emerges that both the FRL,max and the FRG are higher
in the VB configuration and that the lower part of the barrier is the most stressed.
In particular, FRL,max in the VB case is up to three times higher than in the OB for
the closed or the completely clogged barrier (S/r = 3) and up to ten times higher
for S/r = 7 and 10, that is the partially or unclogged condition. Considering the
FRG, the difference between the VB and the OB is about 40% for the closed barrier
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Fig. 7.14 Ratio between the local impact on the barrier face at time t3, see Fig. 7.10(d), for
the open (FRL,open) and for the closed barrier (F
R
L,close) cases, in OB and VB, for different S/r.
Red points stands for FRL,open/F
R
L,close > 1, green in the opposite case.
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Fig. 7.15 Envelope of the maximum local resultant impact force FRL distribution during the
dynamic phase of motion, in OB and VB configurations, for different S/r values. Grey areas
in force distribution are due to gaps left by arching of particles against the barrier face. The
maximum FRL occurred over the whole barrier is reported in Table 7.2.
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(S/r = 3). For the VB, for S/r = 7 and 10, FRG is up to six times higher than for the
OB. The increase in the difference can be ascribed to the greater amount of trapped
and deposited material as well as the higher tangential forces arisen in the VB case.
The VB produces an interlock of the material at the bottom, thus enhancing the
formation of the arches. Furthermore, due to this compression, the formed arches
withstand a greater weight, resulting in forces on the barrier that are greater than
those recorded in the OB. Showing the forces exerted by the mass at rest, Figure 7.16
allows some considerations on the shape of the deposit profile. A more pronounced
notch is highlighted in the OB rather than in the VB: a “V” profile is observed in
the OB, while the profile of the deposit is more curved (“U” profile) in the VB. This
difference can be also ascribed to the higher quantity of entrapped material in the
VB case.
As a consequence of these analyses, it appears that the VB configuration involves
greater forces. Nevertheless, it is worth mentioning that the slope angle θ = 35◦ has
been chosen as it guarantees a supercritical condition of motion allowing particles
to reach high relative velocities at the impact. Consequently, this inclination does
not represent the real typical inclination of the slope, as in general such barriers are
located in proximity of the fan apex, where the slope is gentle. Furthermore, for this
reason, both numerical simulations and laboratory experiments are usually carried
out with the OB configuration (see Ch. 4 for references). This justifies the fact that,
in the following section, all the simulations are performed with an orthogonal barrier
(OB) configuration. However, in the hypothesis of a VB configuration, the expected
global maximum impact force increases, while the local maximum values remain
approximately the same. Furthermore, the expected trapping efficiency in the VB
case is higher than in the OB case.
7.2.2 Influence of the channel slope
The simulations are performed varying both the slope of the channel θ and the outlet
width S with respect to the mean radius r of the discharged mass. The considered
slopes are: 10◦,20◦,30◦,35◦, and 40◦, with the intent to account for slope angles
both lower and greater than the internal friction angle, that is 30◦. In this way,
particles can be halted not only principally for the arisen of basal frictional forces
but also for arching effects. The case in which the acting forces are governed by
collisions, is of particular interest since it represents the so-called inertial regime, in
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Fig. 7.16 Forces in static condition in OB and VB, for different S/r. The dimension of
the coloured points is not representative of the dimension of the grains. The colorbar is in
logarithmic scale. The maximum local resultant impact occurred in the whole barrier FRL,max
and the global resultant force FRG values are reported in Table 7.2.
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which frictional basal forces neither prevail nor halt the motion. Differently from
what was performed in Sec. 7.2.1, the simulations consider a S/r ranging from 2 up
to the critical condition in which no clogging occurs.
Figure 7.17 qualitatively represents the flowing mass when the first impact against
the barrier t0 occurs, for all the investigated channel slopes. Colour indicates the ve-
locity of the grains. The frequency distribution of the velocity of the particles within
the first meter behind the barrier is plotted in the 8-classes histogram. Despite the
fact that the initial release configuration does not allow to consider the development
of the flowing mass along a path, i.e. the transportation zone of a real event, the
higher the channel slope is, the more the grains tend to reach the front and the higher
the velocity of the impacting mass is.
Fig. 7.17 Sketches of the flowing mass in the instant of the first arrival t0, for all θ . The
histograms show the relative frequencies of the velocity values of the the impacting mass in
the first meter behind the barrier. Colour indicates the velocity of the grains.
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Analysis of the trapping efficiency
The clogging mechanisms is investigated considering the amount of material that
passes through the outlet of the barrier. Figure 7.18 shows the non-retained material
fraction with respect to S/r at complete stop of the discharging mass, for all the
investigated θ values.
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Fig. 7.18 Non-retained material fraction with respect to S/r value at complete stop of the
discharging mass for all θ .
As expected, it is observed that increasing S/r, a smaller amount of material is
trapped by the barrier. The same trend is observed by increasing θ . For θ = 10◦
about the whole flowing material is halted behind the barrier. For θ ≥ 20◦ and
S/r > 4−5, a transition emerges: the trapping efficiency reduces and the passing
material progressively increases. This trend is more pronounced for θ ≥ 30◦. In
this last case, the curves are similar in magnitude and raise up to a constant value of
95% of non-retained material. The only different case at θ = 35◦ and S/r = 5, is a
possible effect of the complexity of the model and of the interactions between the
particles.
Figure 7.19 plots the ratios Harch/Hbar as a function of the time of arching tstop,
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calculated with respect to the first arrival time t0, for each θ and for different values
of S/r.
Considering the obtained results, they are presented for each value of θ .
• θ = 10◦: arching occurs for each investigated S/r, suddenly in time for
S/r ≤ 8, and later for S/r = 9 and 10. Part of the discharged mass stops along
the channel before reaching the barrier. This results in a smaller Harch, varying
from two layers of particles for S/r ≤ 8 to one for S/r = 9 and 10.
• θ = 20◦: arching occurs for each investigated S/r, suddenly in time for S/r≤ 6,
and later for S/r ≥ 7. Progressive clogging occurs for S/r = 5 and 6. Harch
decreases with S/r: from Harch/Hbar ≃ 0.70 for S/r = 2 to an arch of only one
layer of particles for S/r = 10. Also in this case part of the discharged mass
stops along the channel before reaching the barrier.
• θ = 30◦: arching occurs for S/r ≤ 9, suddenly in time for S/r ≤ 5, and
considerably later for S/r ≥ 6, at around 60− 80 s after the first impact. A
slight progressive clogging occurs for S/r = 4 and 5 and with a greater time lag
for S/r = 7. Harch decreases with S/r, from Harch/Hbar = 1.0 for S/r = 2−3
to an arch of only one particle layer for S/r = 8. A considerable difference in
term of both tstop and Harch/Hbar is observed in the transition from S/r = 5 to
S/r = 6. With this incline, the whole mass reaches the barrier.
• θ = 35◦: arching occurs for S/r ≤ 8, suddenly in time for S/r ≤ 4, and
considerably later for S/r ≥ 6, around 45− 70 s after the first impact. For
S/r = 5, a sudden stop occurs for the lower height subdivision and then a
progressive clogging occurs with a considerable time lag, of about 70 s. For
S/r ≥ 7 a sudden stop happens. Harch decreases with S/r, from Harch/Hbar =
1.0 for S/r = 2− 3 to an arch of only one particle height for S/r = 7− 8.
S/r = 5 represents a transition in term of both tstop and Harch/Hbar, from a
sudden formed high arch to a low stable arch configuration.
• θ = 40◦: arching occurs for S/r ≤ 8, suddenly in time for S/r ≤ 4, and
considerably later for S/r ≥ 6, around 35−55 s after the first impact. In the
case of S/r = 5, a sudden stop happens for the lower subdivisions and then a
progressive clogging occurs with a time lag of 20 s. Harch decreases with S/r,
from Harch/Hbar = 1.0 for S/r = 2−3 to an arch of only one particle height
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θ = 40◦
θ = 35◦θ = 30◦
θ = 20◦θ = 10◦
Fig. 7.19 Ratio between the height of the arch and the height of the barrier Harch/Hbar with
respect to the time of arching tstop, for different channel slope θ . Each marker is located at
the center of the correspondent interval height.
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for S/r = 7. A considerable difference in terms of both tstop and Harch/Hbar is
observed in the transition from S/r = 5 to S/r = 6.
From these results, it emerges that the four possible clogging mechanisms indi-
viduated for θ = 35◦ (Sec. 7.2.1) reoccur also spanning the all investigated θ , as
summarized in Fig. 7.20. It emerges a possible classification between “gentle slopes”
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Fig. 7.20 Individuation of the four recurrent clogging mechanisms for different channel slope
θ and dimensionless opening width S/r.
(θ < 30◦) and “steep slopes” (θ ≥ 30◦), where 30◦ exactly coincides with the in-
ternal friction angle value. In the former case, where θ < φi, the basal frictional
forces play an important role in the stopping mechanism since the flowing mass stops
before reaching the barrier. The trapping effect is anyway observed and its efficiency
decreases when increasing the normalised opening width, considering both Harch
and tstop. In the latter situation, instead, the forces arising from the collisions among
grains constitute the leading contribution to the evolution of the mass motion. Thus,
the arching effect is due mainly to the trapping effect of the barrier, rather than the
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frictional forces. Increasing the normalised opening width, Harch decreases and tstop
increases. The case S/r ≃ 5 constitutes a transitional condition from a suddenly
formed high arch to a low stable arch, occurring late in time. This transition is abrupt
for θ = 30◦, while, for θ = 35◦ and 40◦ (S/r = 5) progressive clogging occurs. In
general, increasing θ , both Harch and tstop decrease. The steeper the slope is, indeed,
the higher the velocities are, and this affects the duration of motion, as shown below.
Figure 7.21 shows the stopping time tstop for different θ and S/r. In case of
θ = 10◦ the flowing mass stops suddenly, for any normalised opening width. On the
contrary, for θ = 20◦, increasing S/r, tstop increases progressively. For steep slopes,
the mass stops suddenly for S/r ≤ 4. For opening widths larger than seven times
the radius (S/r > 7), tstop decreases by increasing θ , with a linear trend. For the
intermediate values of S/r (5≤ S/r ≤ 7), tstop increases progressively.
From these results, in the steep slope case, the existence of both a complete-
clogging and a critical value emerges. For S/r ≤ 4 almost the whole mass is trapped,
while for S/r ≃ 8−9 no arching effect occurs. This critical value slightly decreases
with θ . At S/r = 5 a transitional state verifies, which can lead to a progressive
clogging mechanism. The result of a complete trapping condition, for S/r ≤ 4, is
in good agreement with the normalised opening width prescribed for a complete
trapping by different Authors (Fig. 4.4), confirming the the goodness of the approach.
These results are in line with what expressed by Arévalo and Zuriguel (2015), as
explained in Sec. 4.3, even though the Authors found that no stable clogging occurs
for a slightly higher value, i.e. S/r > 10.
For sake of completeness, it should be noticed that the behaviour of the flowing
mass for steep slopes is influenced by the ceiling of the domain, i.e.Z = 1.35 m.
Hbar spans the whole Z domain dimension, thus the material cannot overflow the
barrier but can only pass through the outlet. Figure 7.22 shows that, for θ ≥ 30◦, the
maximum height reached by the mass during its motion is equal to Hbar. However,
this does not occur for θ < 30◦, where the stopping mechanism is mainly governed
by basal friction.
Analysis of the impact forces
The dynamics of flow impact is analysed in terms of both impact forces and basal
bending moment exerted on the barrier. As a consequence, the results presented
here are expressed as global forces (or moments), by summing the contributions
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Fig. 7.21 Normalized opening width S/r with respect to the time of stop tstop of the material,
for different channel slope θ .
of the local forces (or moments) obtained at each point on the barrier. The study
of the influence of the impact angle on the distribution of the forces, as well as
force-time history analyses, have been already analysed in Sec. 7.2.1. Here the
influence on the maximum global force of both the slope angle and the normalised
opening width is evaluated, as the maximum global force generally constitutes the
main input parameter for the structural design of a barrier. Unless otherwise stated,
the considered impact values are related to the whole barrier, considering both piles.
Figure 7.23 contains the maximum value of the global force in the direction
normal to the barrier Fnmax, with respect to the slope of the channel θ , for different
S/r. In this plot, the values for a single pile are considered, taking the greatest value
between the two. The analyses reveal that the values of the global forces for each
of the two piles are very close (see e.g. Fig. 7.13), that is the presented results are
representative of both piles. It is evident that an increment of the slope produces
a significant increase in the intensity of the force, and the trend is almost a Y -axis
symmetric concave parabola. In contrast, the normalised opening width seems not to
affect the results. In particular, for θ = 10◦, all the values for each S/r converge to
a unique point, as the maximum is due in all the cases to a single particle impact.
For θ ≥ 20◦, the curves tend to widen, but with marginal influence of S/r. The same
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Fig. 7.22 Normalized opening width S/r with respect to the time of stop tstop of the material,
for different slopes of the channel θ .
trend can be observed for the moment MXmax, computed at the base of the barrier. It
should be noticed that for θ = 10◦, MXmax ≃ 0 as the single impact occurs in the low
part of the barrier (Fig. 7.23(b)).
Figure 7.24 displays Fnmax versus the time lag between the first arrival t0 and the
time at which the maximum force is recorded tmax. The case of a corresponding
closed barrier is considered also. For θ = 10◦, all the results converge to the same
value, apart for the closed barrier case. This is consistent with the fact that, for
all the simulations with θ = 10◦, Fnmax is due to the same single particle impact.
In the closed barrier case, the maximum value, even though due to a single grain
impact as for the open barrier cases, occurs in the very center of the barrier, thus it is
not recorded in the open cases. A consistent data scattering is evident for θ = 20◦,
with no noticeable influence of S/r. For this slope, analysing the evolution of Fn
in time, for S/r = 9 as an example (Fig. 7.25), the peak value of the force is not
instantaneous, but several oscillations can be observed around this value. This can be
ascribed to the fact that part of the flowing mass impacts the barrier progressively in
time. For θ ≥ 30◦, the time lag reduces as well as the data scattering. This trend is
in good agreement with the one observed in Figure 7.21 for the clogging mechanism.
The higher the slope is, the faster the motion is.
The force Fnmax on the whole barrier is then compared with the corresponding
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Fig. 7.23 (a) Maximum normal force Fnmax and (b) maximum momentum M
X
max in X direction
exerted by the discharged mass to one pile of the barrier with respect to the inclination of the
channel θ , for different S/r.
value obtained on a closed barrier Fn0 , set in the same position and with the char-
acteristics of the open ones, as shown in Fig. 7.26(a). No appreciable influence of
both S/r and θ is observed. Only a slight increase in the ratio Fnmax/Fn0 is produced
increasing the slope. For θ = 10◦, all the results converge to one point for any
value of S/r, Fnmax is the same for all simulations and is due to a single impact grain.
The value of the ratio is slightly lower than one, as Fnmax is approximately equal for
closed and open cases. The scatter of the data largely increases for steeper angles.
Figure 7.26(b) illustrates the ratio between the maximum value of the force against
the barrier Fnmax and its value in static condition F
n
fin for each S/r with respect to θ .
All the results are grouped around the range 1 to 4, for θ = 10◦. This is consistent
with the stopping dynamic of the mass, which partially halts before impacting the
barrier. Thus, the force exerted in the final static condition is slightly lower than the
forces in the dynamic phase.
For all the investigated θ , for S/r ≤ 5, the ratio Fnmax/Fnfin does not increase with
θ and it is approximately equal to unity. This is ascribable to the fact that almost
all the material is clogged behind the barrier, and exerts a static force against the
barrier whose intensity is comparable with the dynamic one. A noticeable difference
can be observed for θ = 35◦ and S/r = 5: in this configuration, a larger amount of
grains flows through the outlet. On the contrary, for θ ≥ 20◦ and S/r ≥ 6, the ratio
Fnmax/F
n
fin increases by increasing θ and S/r. This behaviour is more evident for steep
slopes, since the clogging mechanism occurs late and involves a lower flow height.
Moreover, only a small amount of mass is retained behind the barrier. As already
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Fig. 7.24 Maximum normal force Fnmax exerted against one pile of the barrier versus time lag
between the first arrival t0 and the time at which the maximum force is registered tmax, for
different θ and S/r.
explained, for θ = 20◦, although some of the released mass flows through the outlet,
this tendency is less drastic. This is due to the basal friction, which slows down the
mass, by reducing the amount of both the impacting mass and the non-retained mass.
Figure 7.27 shows an attempt to compare the results obtained in the numerical
model with the correspondent forces calculated with the hydrostatic and hydrody-
namic approaches previously detailed in Sec. 4.2. This allows, at a first approxima-
tion, to evaluate the validity of the general adopted empirical formulations relating
to impact forces. In Figures 7.27(a) and 7.27(b), the maximum normal forces Fnmax,
considering a 1 m-width pile of the barrier, i.e. in the case of S/r = 3, are compared
with hydrostatic and hydrodynamic approaches, respectively, neglecting any dimen-
sionless correcting coefficient, i.e. kd,a and kd,b of Eqs. (4.1) and (4.2). The ratio
between the numerical and the calculated forces shows the range of kd,a and kd,b to
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Fig. 7.25 Force in the direction orthogonal to the barrier Fn with respect to time, for θ = 20◦
and S/r = 9.
adopt. Calling kd,a as kst, and kd,b as kdyn, it results:
kst =
Fnmax
ρdgh2
,
kdyn =
Fnmax
ρdv2dh
.
(7.2)
In order to take into account the non-complete development of the typical granular
front due to the released initial geometry (Fig. 7.17), the mean height of the flow
is the considered flow depth for both the hydrostatic and the hydrodynamic force
computation. In fact, in all the performed numerical simulation, the mean height
of the impacting mass is higher than the front height. Instead, in favour of safety,
the considered flow velocity is the mean value within the first meter behind the
barrier. In this region, grains reach higher velocities. Considering the debris flow
density ρd , the same value adopted for the only grains is considered, i.e. 2500
kg/m3. All these choices have been made in favour of safety and allow only some
preliminary considerations. It emerges that the force obtained from the numerical
simulations is much higher than the one computed through the hydrostatic approach,
and that the corrective coefficient to adopt kd,a has values comparable with the ones
generally used in literature (reported in Sec. 4.2 and highlighted in Fig. 7.27(a) with
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Fig. 7.26 (a) Ratio between Fnmax for each outlet size and the maximum value for a closed
barrier with the same slope Fn0 is plotted with respect to θ and (b) ratio between maximum
value of the force and its value in static condition Fnfin for each S/r with respect to θ . The
shadowed area in (a) represent the range generally adopted in literature for kd,a.
a shadowed area). Furthermore, increasing the channel slope, this factor increases.
In contrast, the force obtained from the numerical simulations is much lower than
the one computed through the hydrodynamic approach. In this case, the value of
the corrective coefficient to adopt kd,b is less than unity, while the generally adopted
range is 2–5. Also in this case, however, increasing the channel slope, the value of
the corrective coefficient increases. It results that, increasing the channel slope, the
adoption of these formulations requires more precautionary coefficients.
7.3 The sectional barrier study
This section relates to barriers with multiple outlets, i.e. the sectional barriers. It
is proved (Chevoir et al., 2007; Mondal and Sharma, 2014) that both clogging and
impact forces occurring on the barrier are quite different if there are two or more
adjacent outlets. Neighbouring outlets increase the frailness of the granular arches
and, as a consequence, the exerted forces substantially differ from the single outlet
case. Considering the sectional barrier, as an expansion towards a more realistic
geometry of the single outlet barrier case, all the results obtained in Sec. 7.2 are
used as reference parameters for analysing the influence of adjacent outlets both
in terms of trapping and energy breaking efficiency for this barrier type. Two are
the main goals: (1) individuating the critical pile width above which the clogging
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Fig. 7.27 Ratio between the maximum normal force for 1 m of barrier and (a) the correspon-
dent hydrostatic force, in absence of the corrective coefficient kd,a, and (b) the correspondent
hydrodynamic force, in absence of the corrective coefficient kd,b. The shadow area of (a)
represents the general range of values adopted in literature for kd ,a (Sec. 4.2)
characteristics does not differ from those of a single outlet, (2) identifying the best
configurations of widths for both outlets and piles with respect to the mean grain
size. In this perspective, both outlet and pile widths, S and P respectively, are varied
to study their effects in the interaction between flow and barrier. To achieve such
goal, maintaining the domain size constant, numerical simulations are performed
varying size and number of the piles. Figure 7.28 reports different barrier geometries,
while the investigated number and dimension of the piles are listed in Table 7.3.
As previously done for the single outlet barrier, the outlet width S is varied as
function of the particle mean radius r. In addition, the pile width P is also varied
as function of r, i.e. the simulations consider a normalised pile width P/r. in order
to find when particle arches on adjacent outlet start being mutually influenced thus
becoming unstable. As the domain size is constant for all the simulations (Tab.
Fig. 7.28 Examples of multiple outlets rigid barrier: (a) P/r = 8, S/r = 8; (b) P/r = 6,
S/r = 5; (c) P/r= 2, S/r = 4
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Reference name Number of piles Pile width P (cm) P/r S/r
A 8 10 2 4
B 7 10 2 5
C 6 10 2 6
D 5 10 2 8
E 4 10 2 11
F 4 33 6 5
G 5 22 4 5
H 4 30 6 6
I 5 18 4 6
L 3 42 8 8
Table 7.3 Geometrical properties of the multiple outlets rigid barriers employed in the
numerical simulations.
7.1), the variation of S and P in each configuration results in a different number of
piles. Thus, it is assumed that simulating at least two consecutive openings is a good
approximation to study the mutual influence of neighbouring outlets. Furthermore,
as a consequence of the constant domain width limit, the boundary pile width is
slightly adjusted in order to obtain outlets of constant width for each setting. In order
to compare the results, the performed analyses are combined as described by Tab.
7.3:
• Five simulations with P = 10 cm, corresponding to 2r, i.e. A, B, C, D, and E
in Tab. 7.3;
• P = 18 cm and P = 22 cm, corresponding to ∼ 4r, i.e. I and G in Tab. 7.3;
• P = 30 cm and P = 33 cm, corresponding to ∼ 6r, i.e. H and F in Tab. 7.3;
• P = 42 cm, corresponding to ∼ 8r, i.e. L in Tab. 7.3.
Analysis of the trapping efficiency
The trapping efficiency of the sectional barrier is investigated considering the amount
of material flowing through the outlets. The barrier spans in the whole Y direction,
independently from the number of outlets. Figure 7.29 depicts the non-retained
material fraction with respect to time. The figure is subdivided into two plots, (a)
considering a given P/r and varying S/r and (b) varying both P/r and S/r. The
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Fig. 7.29 Non-retained material fraction with respect to time, until a stable configuration of
the mass is reached. (a) P/r = 2; (b) grouped by same S/r (color) and same P/r (line style).
colours are equal for each S/r value and the line styles for the P/r. This subdivision
allows a first qualitative analysis of the influence of both S/r and P/r on the trapping
efficiency of the barrier. Figure 7.29(a), where the only P/r = 2 is analysed, reveals
that increasing the normalised opening width, the amount of the untrapped material
increases, and this is particularly evident moving from S/r = 4 to S/r = 5, where a
final stable clogged situation is reached. For S/r ≥ 6, indeed, no trapping occurs,
and the difference shifting to greater S/r is less evident. The time required to reach
a stable configuration decreases as soon as S/r increases, notably moving from a
clogged to an unclogged situation, i.e. from S/r = 5 to S/r = 6.
Figure 7.29(b) illustrates data for different P/r values. As already revealed by
simulations displayed in Fig. 7.29(a), it results that the variation of S/r remarkably
influences both the amount of non-retained material and the time to reach a stable
configuration. Nevertheless, these effects are less evident as S/r increases. In
contrast, the wider the pile is, i.e. the greater the P/r, the more the material is
entrapped. Furthermore, it results that the influence of the variation of P/r affects
less the amount of non-retained material than varying S/r. For low P/r values,
progressive clogging occurs, as revealed from the humps in the curves (Fig. 7.29(b)).
Furthermore, the progressive clogging duration increases in time as P/r decreases,
while the dependence of this phenomenon on S/r is less evident.
Figure 7.30 shows the ratio between the height of the arch (Harch) and the height
of the barrier (Hbar) as a function of S/r and P/r for all the carried out simulations.
To compare with the single outlet barrier case, the Figure 7.30 reports also the results
obtained in Sec. 7.2.2. In the multiple outlet barrier cases, no stable arch occurs
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Fig. 7.30 Ratio between the height of the arch Harch and the height of the barrier Hbar as a
function of S/r and P/r for all the carried out simulations. The single outlet barrier case is
also displayed for reference.
for S/r ≥ 8, while the first clogged configuration appears for S/r = 6 with P/r = 6.
Conversely, for the single outlet no arching is observed for S/r ≥ 9. In agreement
with the results previously obtained (Fig. 7.29), the height of the arches increases as
soon as S/r decreases, also for small P/r (e.g. P/r = 2). It emerges that for P/r≤ 5,
the height of the arches is lower than the height obtained in the single-outlet barrier
with equal S/r. Conversely, for P/r≥ 6, the results are similar to those found for the
single-outlet case. As a consequence, for P/r ≥ 6 no mutual influence among two
neighboring outlets is observed. In these cases, the slight difference observed among
the results for equal S/r might be ascribed to modelling effects: the multiple outlets
are scattered along the barrier width, while the single-outlet is centerd in the barrier.
Analysis of the impact forces
The performed simulations are analysed evaluating both the forces acting on the
barrier and its efficiency in terms of energy dissipation. Also in this case, both the
influence of S/r and of P/r are investigated. The forces are studied considering
the maximum global force intensity found for the whole barrier. Also the spatial
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Fig. 7.31 Global resultant impact forces with respect to time, until a stable configuration of
the mass is reached, and zoom of the dynamc phase: (a) P/r = 2, (b) grouped by same S/r
(color range).
distribution of the forces is evaluated, both when the global maximum force occurs
and when a stable static configuration is reached. Then, an envelope of the local
maximum forces exerted during the dynamic phase is calculated. Moreover, since
it is important for a hazard analysis purpose, the mean kinetic energy of the mass
flowing through the outlets is evaluated and compared with the free-flow case.
Figure 7.31 plots the global resultant impact force exerted on the whole barrier
FRG with respect to time for all the performed simulations. The intensity of the global
forces refers to the whole barrier. As a consequence, for a constant domain width,
the percentage of area covered by each barrier configurations is not the same. Thus,
the forces in Fig. 7.31 cannot be directly compared in terms of magnitude, but only
qualitatively. However, in the first few seconds of interaction (zooms in Fig. 7.31),
the whole simulations sample reveals a common trend, with an instantaneous peak
and a rapid decrease. Considering the decreasing part of the curves, instead, the
trend depends on arching formation and on the amount of entrapped material. Table
7.4 reports the occurrence time tmax, the intensity of the maximum global impact,
and the maximum local impact force FRL,max at the same instant, for all simulations.
It emerges a good agreement in terms of both tmax and FRL,max. In addition, analysing
one by one the barrier configurations, it results that the values of FR,pileG of each pile
of the considered barrier, obtained by summing up the local forces FRL , divided by
the area of the pile, i.e. the pressures on the piles, are substantially equal. This is
not generally valid for the static case, in which forces are affected by the amount of
deposited material. Comparing simulations with equal pile width, the FR,pileG (on a
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single pile) have rather close value.
Figure 7.32(a) shows the distribution of the local forces when the global maxi-
mum force is reached. The cases with S/r = 5 are displayed, i.e. clogged situations,
considering P/r = 2, 4 and 6, as representative cases, although all the results are
commented. It emerges, indeed, that the overall response is quite similar in terms of
distribution and intensity of the force for all the performed simulations with the same
P/r. Similar trends are observed keeping constant the ratio S/r and increasing P/r,
as reported in Fig. 7.32. From a qualitative point of view, for equal S/r, it appears
that the larger the pile width is, the higher the forces in the neighbourhood of the
outlet are. In addition, by increasing their width, a lower number of impacted areas
is noted in the center of the piles. This can be explained by the fact that there is
the possibility of creating arching configurations also behind the piles if their width
is sufficiently large. The wider a pile is, the greater the number of possible grains
involved in a arch is, and thus the forces exerted on the piles.
Considering the envelope of the maximum FRL observed during the dynamic
phase (Fig. 7.33), the spatial distribution and the intensity are quite similar for all
configurations. The local maximum values observed in the envelope, reported in
column 5 of Table 7.4, are due to single grain collisions and are located in the lower
half of the barrier, where the flowing mass firstly impacts.
Examining the situation when the mass is at rest, Figure 7.32(b) shows the spatial
distribution of local static resultant forces FRL on the barrier. The numerical values
of the global resultant force FRG and of the maximum local resultant impact forces
occurring on the whole barrier FRL,max are reported in columns 4 and 3, respectively,
of Table 7.4. In all the cases with equal S/r and varying P/r, an appreciable similar-
ity is observed in the maximum FRL values. Nevertheless, as observed analysing the
trapping efficiency, the amount of retained mass decreases as P/r decreases. Thus,
FRG and the profile of the material deposited behind the barrier are different.
Analysis of the energy-breaking effect
In order to evaluate the reduction of the kinetic energy, the mean kinetic energy of the
particles which have flown through the outlets (herein defined as “downstream of the
barrier”) is computed and compared with the values obtained in absence of barrier.
Both translational and rotational kinetic energies are considered, according to Eq.
(7.1), (Fig. 7.34). From Figure 7.34(a), which reports the simulation with the same
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Fig. 7.32 Local forces on the barrier when (a) the maximum global impact occurs and (b) a
stable static situation is reached, for S/r = 5 and different value of P/r. The dimension of
the coloured points is not representative of the dimension of the grains. The colourbar is in
logarithmic scale. The time of occurrence, the intensity of the maximum global resultant
impact, and the maximum local impact force FRL,max in the same instant are reported in
Table7.4.
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Fig. 7.33 Envelope of the maximum local resultant impact force FRL,max distribution during
the dynamic phase of the motion, for S/r = 5 and different value of P/r. Grey areas in force
distribution are due to arching of particles against the barrier face. The maximum FRL,max
occurring in the whole barrier is reported in Table 7.4, as it constitutes an isolated case, over
the limit of the colorbar.
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Fig. 7.34 Mean kinetic energy downstream of the barrier with respect to time. (a) P/r = 2;
(b) grouped by same S/r (color) and same P/r (line style).
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Simulation tmax (s) FRG,max (kN)
FRL,max at tmax
(kN)
max FRL,max in
the dynamic
phase (kN)
FRL,max at
tend (kN)
FRG at tend
(kN)
A 1.7 87.83 3.27 5.38 1.43 5.38
B 1.7 81.35 4.09 8.05 0.53 1.99
C 1.6 63.02 2.35 5.80 0.54 2.23
D 1.8 46.28 2.33 8.05 0.11 0.23
E 1.7 36.3 1.91 6.59 0.13 0.30
F 1.7 81.59 2.41 8.96 0.69 8.77
G 1.5 84.65 2.80 6.79 1.07 7.74
H 1.6 81.92 2.54 7.46 0.36 3.32
I 1.7 66.49 3.34 7.72 0.27 1.26
L 1.7 71.41 1.99 8.41 0.21 1.02
Table 7.4 Time and force values in the instants when FRG,max is reached (tmax), during the
dynamic phase, and when the static condition is reached (tend), for each simulation (ref. to
Tab. 7.3 for the simulation names).
P/r = 2, it emerges that the reduction of energy increases as soon as S/r decreases.
This is confirmed also by other sectional barrier configurations (Fig. 7.34(b)). For
P/r = 2, the curves are bell-shaped with an high peak value that lowers decreasing
S/r. Considering the effects of P/r (Fig. 7.34(b)), it results that by increasing P/r
the energy downstream of the barrier remarkably decreases. The curves tend to
flatten, losing the marked bell shape and assuming a positive skew, i.e. with a long
tail in the positive direction. Furthermore, in the limits of the performed simulations,
a slightly greater influence of P/r rather than S/r in the flattening of the curve and
energy reduction is highlighted. As an example, the configuration S/r = 6 and
P/r = 6 lowers the kinetic energy peak value more than the one for S/r = 5 and
P/r = 2. In the same way, for S/r = 8 and P/r = 8 the energy peak value is lower
than with S/r = 6 and P/r = 6. It results that a variation of P/r has larger effects
than a variation on S/r on the energy breaking downstream of the barrier. Trying
to expand these observations to a wider range, at a channel slope scale, the mean
kinetic energy downstream of the barrier is also analysed for θ = 30◦ and θ = 40◦
(small plots in Fig. 7.34(a) and (b)). All the results obtained for θ = 35◦, varying
P/r and S/r, are evident also for θ = 30◦ and θ = 40◦. Furthermore, it emerges that
increasing θ , the presence of a barrier enhances the temporal shifting of the peak
value. In general, increasing θ , the scattering of the energy curves on the peak value
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θ (◦) α (θ) (-) β (θ) (-)
30 0.95 -0.47
35 1.41 -0.85
40 1.91 -1.29
Table 7.5 Values of the α and β regression coefficients for the investigated slopes θ .
curve decreases and the positive skew of the curve is enhanced.
Since an influence of both S/r and P/r on the energy breaking effects is observed,
an attempt to find a relationship between these two parameters and the mean kinetic
energy downstream of the barrier is performed. A regression analysis is thus carried
out. This can be considered as a preliminary analysis since the limited number of
simulations might not constitute a representative sample for the problem. Among
the possible interpolation functions that can suitably fit the problem, evaluating the
goodness of fit indexes, a linear combination of the dependent parameters reveals
to be the more appropriate for all the analysed θ values, i.e. θ = 30◦, 35◦ and 40◦.
This results in a relation of the type:
E¯K = α (θ)
S
r
+β (θ)
P
r
(7.3)
Figure 7.35(a) displays the case of θ = 35◦. The value of α and β for each simulation
are reported in Table 7.5. Fig. 7.35(b) plots the values of α (θ) and β (θ)with respect
to θ . An increasing linear trend is evident for α , while decreasing linear trend for
β . In the limits of the available data, and of the range of θ investigated, two linear
fitting relations are calculated for α and β , both as a function both θ .
α (θ) = 0.09θ −1.92 (7.4)
β (θ) =−0.08θ +2.01 (7.5)
The proposed Eqs. (7.3), (7.4) and (7.5) are limited to the range θ = 30◦−40◦.
7.4 Concluding remarks
Considering the slit barrier case as the starting configuration for setting the reference
parameters and analysing the influence of normalised pile width (P/r) and opening
width (S/r) on both trapping and interaction forces in sectional barriers, it reveals
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Fig. 7.35 (a) Regression analysis with a linear analytical function among the dependent
parameter E¯K and the independent parameters S/r and P/r for θ = 35◦.(b) The coefficients
of the analytical function α and β are plotted with respect to the slope angle θ .
that the results on the two barriers configurations (slit and sectional) are consistent. In
both cases, the influence of the opening size on the trapping efficiency is evident: the
probability of clogging decreases increasing S/r. The shifting between a completely
clogged to a no-clogged situation passes through a transition stage of progressive
clogging. All these effects are enhanced by the presence of multiple outlets, which
affects the probability of stable arching, lowering of about one radius the opening
width boundary between a completely and progressively clogged situation and to
an unclogged situation. However, increasing P/r up to ∼ 6 no difference between
the two configurations is observed. The results obtained are in good agreement
with those found by Mondal and Sharma (2014), who simulated the discharge of a
granular monodisperse mass into a vertical silos, whose rectangular base consists of
two rectangular outlets, and found that arches do not influence each other anymore
for P/r ≥ 6. Nevertheless, their results related to a slope of θ = 90◦ and the only
S/r = 3 and 4 were considered.
Comparing the forces, a common trend can be highlighted both for the slit and
the sectional cases. The time-histories of the forces exerted by a flowing mass
on the barrier shows a high peak value in the first instants of the impact and then
a rapid decrease. A stable configuration is reached at different times, depending
on the clogging capability of the barrier; the intensity of the forces on the static
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condition depends on the amount of mass deposited behind the barrier. Concerning
the spatial distribution of the forces at the impact, the local maximum values are in
the lower half of the barrier, where the mass first impacts. Also in the neighbourhood
of the outlets high magnitude forces are recorded; this effect is more noticeable
when S/r increases, causing an increment of the mass passing through the outlets.
The formation of stable arches is observed both on slit and sectional barriers. The
presence of this equilibrium configuration depends on the ratio P/r, appearing for
P/r= 4 in sectional barriers. Furthermore, it is noted that the energy breaker function
is also guaranteed in sectional barriers too, depending on both S/r and P/r.
Chapter 8
Trapping efficiency and impact
forces: more complex models
In chapter 7 the dynamics of interaction with an open barrier of a monosized dry
granular material flowing along a channel was described. While some interesting
insights on the clogging mechanisms and on the impact forces emerge, the adopted
basic assumptions are far from being realistic.
As a consequence, this chapter presents an improved study by weakening the
monosized dry granular assumption. In one case, from here on called "bidisperse
case", a bidisperse dry granular material is considered; in the other, from here on
called "solid-fluid case", an additional phase made either of fine grains or water
is included. The results obtained in the previous chapter provide the geometrical
setup, e.g. S/r, in which a monophase dry granular material of radius r is completely
retained. Thus, the purpose of the simulations presented and discussed in the
following is to evaluate the influence of either bidispersion or of a fluid on the
trapping efficiency of the barrier and on the forces exerted on it. This two modelling
approaches are to some extent complementary: even though the mechanisms differ,
the effects of small particles in the bidisperse case are similar to the ones of the fluid
in the solid-fluid case. Since, in the former case, the bidispersion is in terms of grain
size, from here on, the terms bidisperse and bisized are alternatively used, as well as
monodisperse and monosized.
Small particles, as well as the fluid phase, represent the material that should
be filtered by the barrier. That is why, from here, it will be defined as "unretained
material". Instead, the monosized dry granular of Ch. 7 represents the coarse material
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that has to be trapped, i.e. from here "retained material". It is worth mentioning that
the additional unretained material can also be trapped if the retained material clogs
the barrier. In this case, the outlet of the barrier is totally or partially clogged by
large particles and the voids among the particles are not large enough to allow small
particles to pass through. This can occur for both bidisperse and, if a non-Newtonian
rheology is adopted, fluid solutions. In real cases, this mechanisms induces the clog
of progressively finer sediments behind the barrier, while water leaks out during
time. Thus, due to this complex interaction process, the behaviour of the mixture is
investigated instead of the behaviour of the two phases, independently.
Considering the results obtained in the previous chapter, the adopted slope
angle and ratio between retained phase mean radius and outlet size S/r are such as
to provide a complete trapping of the considered retained material in absence of
bidispersion of a fluid phase. Thus, the influence of the additional material on both
trapping efficiency and impact forces is evaluated. The geometry of the domain and
numerical parameters of the simulations presented in the following are equal to the
ones adopted in the previous chapter (Tabs. 7.1 and 7.3).
The bidisperse case is illustrated in Sec. 8.1, both with the slit (Sec. 8.1.1) and the
sectional (Sec. 8.1.2) barrier configurations. Sec. 8.2 deals with the solid-fluid case,
only in the slit barrier configuration. Modelling the fluid, two different rheologies
are adopted: Newtonian and Bingham.
8.1 The bidisperse case
This section deals with the presence of bidispersion in grain size, simulated by means
of a dry granular material smaller than the primary phase, i.e. the retained phase. This
results in a bidispersion in terms of grain size in the granular mass. The radius of the
large particles is R, while the radius of the small particles is r. The total volume of the
small particles is Vs,small, while Vs,tot is the total solid volume, which is kept constant
across all the simulations and equal to the one adopted for the monosized analyses
presented in the previous chapter. The density and the numerical inputs parameters
of the two phases are the same. In this way, maintaining an equal discharged weight,
it is possible to compare the results with the monosized case. Different small-to-
large volume fractions, identified in terms of the ratio Φsmall = Vs,small/Vs,tot, are
investigated. Using this notation, Φsmall = 0 denotes simulations with only large
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(a)
(c)
(b)
Fig. 8.1 Example of particle initial distribution at the low-compacted situation for (a)Φsmall =
0, (b) Φsmall = 0.3, and (c) the highly-compacted situation with Φsmall = 0.3 of the carried
out numerical analyses with a slit barrier. In the last case the particles segregated.
particles, while Φsmall = 1 simulations with only small particles. That is, these
configurations represent monosized cases. The outlet width S is normalised with R,
in order to maintain the geometrical reference parameters found for the monosized
grains. The considered channel slope angle θ is 35◦.
The initial configuration of the released mass is constituted by a regular assembly
of grains, in which the distance between the centers of two adjacent particles is equal
to a large particle diameter (adding a deviation of 5%R) as illustrated in Fig. 8.1(a)
and (b). This results in a lower compaction with respect to the initial configuration
of the monosized case, Fig. 8.1(a), where the whole assembly has mean radius equal
to R. The distance between the front of the released mass and the barrier is equal to
the one adopted for the monosized case (Fig. 7.2).
These preliminary analyses constitutes an attempt to generalise the obtained
results and to numerically model the variability of real debris flow events. As
a consequence, the influence of the variability of various important parameters,
e.g. the particles size, the ratio between large and small particle radii R/r, the
initial discharging configuration, and the small particles volume fraction Φsmall is
considered albeit only qualitatively. As shown in the following, various different
configurations, in term of particle radii, initial compaction degree, and amount of
small particles are simulated.
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8.1.1 Slit barriers
For the slit barrier cases, three different configurations are considered accounting
for the variability of the R/r ratio and for the initial configuration of the discharged
mass. As the time step of the simulations is proportional to the minimum radius (Eq.
(5.14)), to reduce the computing efforts, the adopted radius of the large particles R is
either 10 cm or 12.5 cm and the radius of the small particles r is either 5 cm or 7.5
cm, respectively. Thus, the ratio R/r is not constant.
For the configuration R/r=(10cm/5cm)= 2, two initial arrangements are con-
sidered. Besides the regular assembly described above (Fig. 8.1(a) and (b)), from
here named as "low-compacted", an additional and more compacted initial condi-
tion is considered, namely "highly-compacted" (Fig. 8.1(c)). In order to model the
highly-compacted configuration, a preliminary simulation with a low-compacted
configuration discharged against a closed barrier is performed. The closed barrier
has the same geometry of the open one, and it is positioned upstream the open one,
just in front of the released mass. Simulations end when a stable configuration is
reached. The obtained deposited mass behind the closed barrier, removing then the
closed barrier, is adopted as the initial configuration for the simulations with the
only open barrier. The distance between the front of the discharged mass and the
open barrier is equal to the one of the low-compacted case. The highly-compacted
initial situation reveals the presence of a kinetic sieving mode of segregation, i.e.
separation of particles occurs according to size. As a result of local fluctuations, in
the porosity of the flowing mass internal voids are produced, which are in turn filled
with particles under the influence of gravity (Marks and Einav, 2011); the degree of
segregation is a function of the degree of agitation of the flow. According to Marks
et al. (2012), this can increase the destructive power of the flow, i.e. the impact forces
expected in the highly-compacted case are greater then in the low-compacted case.
Nevertheless, a deep investigation on the influence of segregation on the results is
beyond the purposes of this study.
In summary, three configuration are considered:
• R = 12.5 cm, r = 7.5 cm, R/r = 1.67, low-compacted.
• R = 10 cm, r = 5 cm, R/r = 2 low-compacted.
• R = 10 cm, r = 5 cm, R/r = 2, highly-compacted.
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For ease of reference R12.5/r7.5 denotes the case with R = 12.5 cm and r = 7.5 cm,
while R10/r5 the one with R = 10 cm and r = 5 cm. The barrier has a normalised
opening width S/R equal to 4. In the monosized case this value guarantees a complete
clogged condition, retaining almost the whole mass by the barrier.
For all these three configurations, the simulations are performed with different
percentage of small particles, i.e. with a small-particle volume fraction Φsmall
ranging from 0 to 1, with steps of 0.1. As already stated, the total solid volume is
preserved and kept equal to the monosized analyses.
In the following, the results are discussed with reference to the trapping efficiency
of the barrier and the forces exerted on it by the flow.
Analysis of the trapping efficiency
The effects of bi-dispersion on the trapping efficiency are evaluated considering the
amount of non-retained material with respect of the solid volume fraction of small
particles Φsmall.
Figure 8.2 resumes the results for the three configurations, differing for initial
conditions and R/r. A general trend can be observed: for 0.0≤Φsmall ≤ 0.7, the non-
retained material fraction is ≤ 0.4, and a considerable amount of material is retained
by the barrier. For Φsmall > 0.7 the non-retained material fraction arises abruptly. It
results thatΦsmall = 0.7 represents the threshold value from a high-trapping condition
to a low-trapping one. The differences between results obtained in different initial
configurations are marginal and can be attributed to the random variability associated
with the problem. Due to the limited number of simulations, a quantitative parametric
analysis cannot be performed. Due to the lack of a representative comparative sample,
the effects due to the variation of the grain sizes and of R/r cannot be separated and
properly considered in the two low-compacted cases, which, despite these variables,
reveal a common trend. In addition, for all analyses, the variability of the initial
conditions seems not to affect the results in terms of trapping efficiency. Nonetheless,
the main difference among these results lies in the fact that only in R10/r5 low-
compacted case no clogging is observed for Φsmall = 0.9 and 1. However, for
Φsmall = 1 the normalised outlet width S/r is equal to 8 for the R10/r5 case and 6.6
for the R12.5/r7.5 case. Considering the results of Ch. 7 on monodisperse cases, with
this S/r, i.e. S/r = 8 and 6.6 respectively, the former situation does not clog, while
for the second a low arch forms late in time. Consequently, the results obtained are
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Fig. 8.2 Non-retained material fraction with respect to the solid volume fraction of small
particles Φsmall, for the different simulated configurations.
consistent with the previous findings. On the contrary, a clogged condition occurs for
R10/r5 highly-compacted case. Although differing from the monosized condition,
this result seems to be ascribed mainly to random variability or to segregation history.
However, the performed simulations are not enough in number to investigate this
aspect.
With the main goal to compare the results with the monodisperse case, Figure 8.3
displays the non-retained material fraction with respect to an "equivalent radius"
r∗, which stands for the radius that would have an equivalent monosized mass with
same volume. As the total volume is preserved in all the simulations regardless
of Φsmall, the equivalent radius is calculated by averaging R and r weighed to the
volume fractions Φlarge =Vs,large/Vs,tot and Φsmall, respectively, that is:
r∗ = 3
√
ΦlargeR3+Φsmallr3, (8.1)
where Φlarge = 1−Φsmall. The plot demonstrates that the transition from a high-
trapping to a low-trapping configuration occurs for S/r∗ ≃ 5. Interestingly, the value
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Fig. 8.3 Non-retained material fraction with respect to the equivalent radius r∗, for the
different simulated configurations.
S/r ≃ 5 represents the threshold value from a high- to a low-trapping configuration
also in a "true" monodisperse case, as discussed in Ch. 7. For S/r ≃ 5, indeed, in the
steep slope cases, i.e. θ ≥ 30◦, a progressive clogging phenomenon is observed.
Analysis of the impact forces
The evaluation of the effects of the bidispersion on the impact force is performed by
comparison with the global force obtained in the monosized case. The influence of a
progressively increasing fraction of small particles is investigated.
Figure 8.4 illustrates the global resultant force as a function of time, related to
the first arrival time t0, for Φsmall ranging from 0 to 1. It reveals that the bidispersion
lowers the maximum value of the impact force for all the performed simulations.
This tendency appears for the whole range 0.1≤Φsmall ≤ 0.9, i.e. with no apparent
influence of the amount of small particles. Considering the case R10/r5 highly-
compacted configuration, the maximum force value occurs almost at the same time
across all the performed simulations at different small-to-large fractions. Figure
8.5 represents the impacting mass at time t = 1 s, for Φsmall = 0.2, 0.5, and 0.8
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(Fig. 8.5(a), (b), and (c), respectively). The picture evidences similar trend for all
the different small-to-large fractions, with comparable velocities of the front and
flow height. On the contrary, for both the low-compacted cases, for Φsmall ≥ 0.1,
the maximum force value occurs after a considerable time lag in comparison with
Φsmall = 0. Furthermore, this time lag increases by increasing Φsmall. This is due to
the way adopted for creating the initial configuration in the low-compacted case: for
larger Φsmall, the distance between the barrier and the rear of the initial assembly
increases, and this affects the arrival time of the flowing mass against the barrier.
Thus, despite the lack of a representative comparative sample of simulations, it
emerges that the initial particles compaction and disposition affect the results.
Figure 8.6(a) shows the global resultant maximum force as function of Φsmall,
for the different simulated configurations. As observed in Fig. 8.4, it results that
the presence of bidispersion lowers the global force maximum value, independently
from the percentage in volume of small grains. Compared to the monosized situation
Φsmall = 0, this reduction is much more evident for the low-compacted cases, while
in the highly-compacted case the force reduction is less pronounced. Considering
the highly-compacted case for Φsmall = 0, the maximum value is considerably lower
than in the low-compacted cases, while in both low-compacted simulations, the
maximum values are quite similar. This can be explained by considering that, in
the low-compacted condition, the center of gravity of the discharged mass is higher
than in the highly-compacted, as well as the potential energy of the initial mass. For
Φsmall ≥ 0.1, this tendency also occurs, but it is less pronounced. Even if the center
of gravity of the released mass is higher for the low-compacted case rather than in
the highly-compacted one, in fact, the presence of small particles (that are placed
more distant one to the other) promotes, at the discharge, the fall on the basal surface
rather than collisional forces between grains. It results in a thin and long flowing
mass. By consequence, it results that in the monosized case the influence of the
initial compaction condition considerably affects the global maximum value of the
force. On the contrary, results show that the influence of the size of the particles
is less pronounced: for Φsmall = 0.0 similar maximum force value are obtained for
both R12.5/r7.5 and R10/r5. In the bidisperse case, i.e. 0.1≤Φsmall ≤ 0.9, this aspect
cannot be properly evaluated as the R/r value differs between the two cases.
The effects of Φsmall on the time when the global maximum force is recorded
are considered. With reference to Fig. 8.6(b) for the low-compacted case, the time
lag between the first contact and the maximum impact force increases by increasing
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Fig. 8.4 Global resultant force as a function of time, calculated with respect to the first arrival
time t0, for Φsmall for the different simulated configurations.
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Fig. 8.5 Sketch of the flowing mass impacting against the barrier at time t = 1 s, for (a)
Φsmall = 0.2, (b) Φsmall = 0.5, and (c) Φsmall = 0.8, with R = 10 cm, r = 5 cm in the
highly-compacted case. A colour scale as function of velocity is adopted.
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Φsmall. Conversely, in the highly-compacted case, the time at which the maximum
occurs are quite close to each other. Comparing the two low-compacted cases, a
higher lag occurs for R12.5/r7.5. Considering the monosized case, it results that small
particles impact later in time with respect to large particles. Finally, Figure 8.6(c)
displays the value of the global force when a stable configuration is reached. As
expected, the observed trend of the forces is opposite to the one illustrated in Fig. 8.2:
the higher Φsmall is, the lower the clogging probability is and thus the amount of
mass deposited behind the barrier. The only difference appears for Φsmall = 0. While
the non-retained material fraction does not depend on the initial configuration, the
value of force in the static condition is lower for the highly-compacted case, as
already observed for the global maximum force value.
From all these results, it results that, compared to the monosize case, the presence
of bidispersion decreases the maximum impact force, almost independently from the
amount of small particles. Furthermore, in the monosized case, the influence of the
initial configuration is relevant: the higher the center of gravity of the released mass,
the higher the potential energy that turns into kinetic energy.
8.1.2 Sectional barriers
The here discussed configurations extend the already performed simulations to the
case of sectional barriers. The three considered barrier configurations are those
already adopted in Sec. 7.3; normalising the parameters with respect to the particles
with radius equal to 5 cm (indicated with r5), it results:
• S/r5 = 4 and P/r5 = 2 (A in Tab. 7.3).
• S/r5 = 5 and P/r5 = 6 (F in Tab. 7.3).
• S/r5 = 8 and P/r5 = 8 (L in Tab. 7.3).
These configurations correspond to a completely trapped, a partially trapped, and a
no-trapped configurations in the monosized case, respectively. Three different R/r
and Φsmall are considered and compared to the monosized case (named "M"):
• 80% R = 5 cm and 20% r = 2.5 cm (named "B1").
• 50% R = 10 cm and 50% r = 5 cm (named "B2").
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Fig. 8.6 (a) Global maximum force, (b) time of occurrence, and (c) global force in the static
situation, as function of Φsmall, for the different simulated configurations.
• 20% R = 10 cm and 80% r = 5 cm (named "B3").
Table 8.1, in the first column, reports the complete lists of the performed simulations.
A low-compacted initial configuration is adopted for sectional barrier simulations,
detailed in Secs. 8.1 and 8.1.1. For all the different variables introduced (i.e. solid
volume fraction, R, r, and sectional barrier configurations) the trapping efficiency
and the impact forces are discussed, only from a preliminary point of view.
Analysis of the trapping efficiency
The trapping efficiency in the bidisperse case with a sectional barrier configuration
is here evaluated in terms of non-retained material fraction. Table 8.1 lists the
geometrical parameters as well as the resulting non-retained material fraction for
all the considered cases. Also the monosized cases are reported. For example,
configuration A-B1 is a S/r5 = 4, P/r5 = 2 sectional barrier impacted by a 80%
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Config. S/r5 (-) P/r5 (-) R (cm) r (cm) Φsmall (-)
Non-
retained
material
fraction (-)
A-B1 4 2 5 2.5 20% 0.99
A-M 4 2 - 5 100% 0.54
A-B2 4 2 10 5 50% 0.09
A-B3 4 2 10 5 80% 0.19
F-B1 5 6 5 2.5 20% 0.99
F-M 5 6 - 5 100% 0.73
F-B2 5 6 10 5 50% 0.06
F-B3 5 6 10 5 80% 0.08
L-B1 8 8 5 2.5 20% 0.99
L-M 8 8 - 5 100% 0.98
L-B2 8 8 10 5 50% 0.94
L-B3 8 8 10 5 80% 0.97
Table 8.1 Geometrical, initial parameters and non-retained material fractions for all the
performed simulations.
R = 5 cm and 20% r = 2.5 cm mass. Figure 8.7 displays the final configurations for
all the performed simulations. This picture permits to qualitatively assess if clogging
occurs or is promoted by large or small particles. Considering the B1 mixture, only
in the barrier types A and F a low-arch late clogging occurs, and only few particles
are retained. In the A-B1 configuration, arching occurs in 5 of the 7 outlets, involving
only one layer of small particles, while in the F-B1 a layer of large particles clogs
the central outlet. In the L-B1 configuration, no arching occurs. As a consequence, a
slight inverse grading phenomenon can be observed in the A-B1 configuration: the
clogging particles are the ones that compose the tail of the flow, i.e. the small ones.
Referring to the B2 mixture, it results that for the A-B2 and F-B2 configurations,
the presence of particles with R = 10 cm considerably increases the amount of
retained material. In these configurations, almost the whole mass clogs with a ratio
Harch/Hbar ≃ 1. This effect is due to the inverse grading phenomenon (Sec. 2.3.2):
large particles reach the front and clog the barrier, as the relative outlet size S is very
low (i.e. 1 and 1.5 times the diameter of the large particles, respectively). In the
L-B2 configuration a low-arch late clogging occurs, involving only small particles
and retaining only a small amount of particles. This result is similar to the A-B1
configuration, where, a single layer arch involving small particles clogging verifies.
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Fig. 8.7 Final configurations for all the bidispersed simulations.
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Referring to the B3 mixture, the trend is very similar to what observed for the B2
mixture. In the A-B3 and F-B3 configurations, the amount of retained material is
very close to the one of the correspondent barrier configurations with B2 mixture,
i.e. almost the whole mass is retained. Despite the fact that an inverse grading
phenomenon is observed also for the B3 mixture, the retained situation involves both
small and large particles. It emerges that, for these outlets sizes, the presence of
large grains promotes the clogging of the mass, almost irrespective of their amount.
This is in line with what observed in Sec. 8.1.1. Considering the equivalent radius r∗
defined in the silt barrier case (Sec. 8.1.1, Fig. 8.3), the outlet size of the A barrier
configuration corresponds to an S/r∗ ≃ 2.5 or 3 for the B2 and the B3 mixtures,
respectively. In the case of the F barrier configuration, the outlets size corresponds
to an S/r∗ ≃ 3 or 4 for the B2 and the B3 mixtures, respectively. In the slit barrier
case, for these S/r∗ values, the impacting mass is almost completely retained. In
the L-B3 configuration, no arching occurs; however, the amount of retained mass
is similar to the one related to the other mixtures. For A-B1, L-B2, and L-B3 it
results that S/R = 4 and S/r = 8. By comparison, in the monosized case, where
only r appears, for S/r = 4, a higher arching effects is observed. Considering all the
results, it emerges that when small particles are added (i.e. A-B1, L-B2, L-B3), the
trapping capacity reduces. It has to be noted that, in the monosized case and in the
specific case of barrier type L, i.e. P/r = 8≥ 6, no differences in terms of trapping
efficiency between slit and sectional barriers are observed. In the bidisperse case,
the slit barrier with R10/r5 and Φsmall = 0.5 and 0.8 can be compared with the L-B2
and L-B3 configurations, respectively. Considering the trapping efficiency (Fig. 8.2
for the slit barrier and Fig. 8.7 and Tab. 8.1 for the sectional barrier), a considerably
lower amount of material is retained in the sectional barrier case rather than in the
slit barrier one. It results that the combination of both bidispersion and sectional
barrier geometry lowers the clogging probability.
The inverse grading phenomenon, qualitatively observed on Fig. 8.7, is an
important aspect in the clogging mechanisms and, thus, for the trapping efficiency,
Figure 8.9 displays, for the B2 mixtures, the volume fraction Vs,large/Vs,tot with
respect to the X-direction of the deposited mass. This ratio is evaluated in the
three different sub-volumes (Fig. 8.8), that is the Z-direction is subdivided in three
intervals, i.e. 0≤ Z ≤ 0.45, 0.45 < Z ≤ 0.9, and 0.9 < Z ≤ 1.35, spanning the whole
domain in the Y -direction. The amount of large particles is evaluated at intervals of
25 cm (at a distance slightly grater than one particle size) in the X-direction. Given
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Fig. 8.8 Sketch of volume subdivision for computing the amount of large particles with
respect to the total volume.
a Z range and a position behind the barrier, a volume (of about 0.25×2.10×0.45
m3 in X-, Y and Z-directions) is identified. Vs,large and Vs,tot are the volume of large
particles and the total volume, respectively, computed only in the considered sub-
volume. As a consequence, it results Vs,large/Vs,tot = 1 if in the identified volume
large particles only are present. In the A-B2 case the barrier is clogged. In the
0≤ Z ≤ 0.45 interval, near the barrier, Vs,large/Vs,tot = 0.5, while it increase to 0.75
and 0.80 for 0.45 < Z ≤ 0.9 and 0.9 < Z ≤ 1.35, respectively. This means that, just
behind the barrier, the largest part of the mass is made of around 80% in volume
of large grains, i.e. Vs,large/Vs,tot ≃ 0.8. A similar trend is observed for the F-B2
case (Fig. 8.9), with 0.45, 0.85 and 0.75 Vs,large/Vs,tot, for increasing Z-intervals. On
the contrary, for the L-B2 case, where only a low arch clogging verifies, for the
lowest Z-interval almost only small particles stops behind the barrier. In the second
Z-interval, the greater Vs,large/Vs,tot value, equal to 0.75, refers to the large grains
deposited behind the piles and no arching verifies (Fig. 8.9).
During the flow, small particles are pushed in the lower part and in the tail of
the flowing mass. Thus, the basal friction plays an important role in the stopping
mechanisms of such particles, while large particles flow through the outlets. Despite
the number of parameters involved in the simulations being large, the present results
give interesting insights into the possibility of numerically reproducing debris-flow
phenomena.
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Fig. 8.9 Simulations with 50% R= 10 cm and 50% r = 5 cm (B2). Amount of large particles
(in volume) with respect to the total solid volume on each subsection. The barrier is set at
X=22.5 m.
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Fig. 8.10 Global force as function of time for the barrier types A, F, and L, for the different
simulated mixtures.
Analysis of the impact forces
Referring to the impact forces, both the evolution in time of the global resultant
force FRG and the spatial distribution of the local resultant forces F
R
L are considered.
Figure 8.10 displays time history of the global force: the plots are grouped according
to the different barrier configurations. The three configurations B1, B2, and B3
are compared with the monosized (M) case. In particular, Figure 8.10 refers to
barrier types A, F, and L. Observing the plots, it emerges that the introduction of
bidispersion lowers the global maximum value with respect to the monosized case,
almost independently from the other parameters Φsmall, R, and r. The maximum
values in the bidispersed cases are reached later in time than in the monodisperse
one, but this can be ascribed to the low-compacted initial configuration, as for the
slit barrier case (Sec. 8.1.1). Considering the descending part of the curves, until
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a stable configuration is reached, a similar trend is observed for both B1 and M,
independently from the barrier type. Furthermore, for mixtures B1 and M, the same
value in magnitude is observed for the barrier types F and L, i.e. when partial
clogging or no clogging verifies. On the contrary, in the barrier type A, the forces
in the monosized case (M) are higher than for the B1 mixture, as the amount of
trapped material is higher. No differences emerge for barrier type F. Considering
configuration B2, the magnitude of the force in the descending part of the curve is
higher than in the other cases. In particular, for the barrier types A and F, arching
verifies and almost the whole material is trapped, exerting a high static force. In
these configurations, the static stable situation is reached early in time, almost
instantaneously after the impact. This does not happens in the L barrier case, where
only a low arching occurs, late in time. The trend observed for the B3 mixture is
similar to that observed for the B2 mixture for all the barrier types. For the types A
and F, arching verifies, resulting in high static forces, even slightly lower than those
for the B2 mixtures. This is due to the fact that B2 mixture has a greater amount of
big particles, thus impacting with a greater inertia. In the L barrier type no arching
occurs, resulting in a low static force. The maximum values are reached slightly later
for the B3 mixture for all the barrier types. This is due to the initial configuration,
which is for the B3 mixture significantly low-compacted.
Figure 8.11 shows the local forces exerted on the barrier face when the maximum
global force occurs. Only the barrier type F is displayed as representative of the
whole cases. Table 8.2 reports the time tmax at which the maximum force is recorded
and the intensity of the maximum global resultant impact force, and the maximum
local impact force FRL,max (referring all to the same instant), for all the simulations.
It reveals that the local force magnitude decreases, while the number of contacts
increases as soon as the grain size decreases, or the the amount of small particles
increases. This last aspect is particularly evident for the barrier types F and L, where
the barrier face is large enough to make the arch formation possible, and local forces
can be due to both single impacts or potential force-chains. For barrier type A, i.e.
P/r = 2, the greater forces are due to impacts of single grains. It is worth mentioning
that, despite the fact that grains size affects the local forces, the global maximum
force decreases in the bidisperse case, independently from the grains size.
Considering the envelope of the maximum FRL observed during the dynamic
phase (Fig. 8.12) the spatial distribution in the bidisperse cases is compared with the
monosized case. The local maximum values observed in the envelope are reported in
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Fig. 8.11 Local forces at the time in which the maximum global impact verifies for barrier
type F, for the different simulated mixtures. The colormap is in logarithmic scale.
column 5 of Table 8.2. It emerges that, increasing the grain size, the local maximum
forces increases in magnitude. This is explained by the fact that these forces are
due to single-grain impacts: thus, big grains generally have higher kinetic energy.
Increasing grains size, high forces progressively verify not only in the bottom half of
the barrier but also in the top part. This aspect is due to the occurrence of the inverse
grading phenomenon: the large grains reach the front and the highest part of the flow,
increasing their kinetic energy and consequently exerting large forces against the
barrier. Another interesting aspect emerges. The amount of large particles affects the
results similarly to the grain size: increasing the amount of large particles, the local
maximum forces increases and the high impacts happens also in the top part. The
high maximum local force value occurred for the A-B1 simulation is due to a single
grain impact and can be ascribed to the stochastic variability of the simulations.
Examining the effects on the barrier when the mass is at rest, Figure 8.13 shows
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Simulation tmax (s) FRG,max (kN)
FRL,max at tmax
(kN)
max FRL,max in
the dynamic
phase (kN)
FRL,max at
tend (kN)
FRG at tend
(kN)
A-B1 2.32 55.35 2.08 7.03 0.49 2.92
A-M 1.68 87.83 3.27 5.38 1.43 19.52
A-B2 3.66 78.11 3.60 12.07 3.36 71
A-B3 4.08 72.1 2.55 16.88 2.15 49.9
F-B1 2.28 52.13 1.92 3.98 0.19 1.48
F-M 1.66 81.59 2.41 8.96 0.69 8.77
F-B2 3.48 69.83 3.69 19.29 3.20 59.64
F-B3 4.18 78.56 3.59 9.97 3.06 65.86
L-B1 2.20 42.44 1.29 3.11 0.08 0.9
L-M 1.66 71.47 1.99 8.41 0.21 1.02
L-B2 3.30 52.38 2.93 9.54 0.35 2.79
L-B3 3.98 53.99 2.06 8.24 0.49 1.61
Table 8.2 Time and force values in the instants when FRG,max is reached (tmax), during the
dynamic phase, and when the static condition is reached (tend), for each simulation (ref. to
Tab. 8.1 for simulation names).
the spatial distribution of local static resultant forces FRL acting on the barrier types
F an L. The numerical values of the global resultant force FRG and of the maximum
local resultant impact forces occurring on the whole barrier FRL,max are reported in
columns 4 and 3, respectively, of Table 8.2. A similar trend is observed for barrier
types A and F. Increasing the grains size, trapping is enhanced and thus the mass
deposited behind the barrier increases. The local forces magnitude increases with
grains size, due to force chains formation on the barrier face. However, increasing
the amount of large particles, the number of contacts observed on the barrier face
decreases. This results to the higher number of arches formed by large particles, and
thus with a lower number of particles involved. In barrier type L, similar local forces
verify for mixtures, as no clogging occurs in all cases.
In conclusion, it is observed that the presence of bidispersion decreases the global
maximum forces exerted on the whole barrier, almost independently of the grains
size in the mixture. In contrast, increasing grains size, the local force magnitude
increases, and the maximum values location progressively moves from the bottom
to the top part of the barrier. When the pile width is large enough, force chains
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arise also on the pile face and resulting in high contact forces. The modified spatial
distribution of local forces, compared with the monosized case, has to be properly
considered in the design process.
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Fig. 8.12 Envelope of the maximum local resultant impact force FRL distribution during
the dynamic phase of the motion, for all the performed simulations. White areas in force
distribution are due to arching of particles against the barrier face. The maximum FRL occurred
over the whole barrier is reported in Table 8.2.
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Fig. 8.13 Local forces when the static situation is reached for barrier type F and L, for the
different simulated mixtures. The colormap is in logarithmic scale.
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8.2 The solid-fluid case
This section deals with the presence of a fluid phase in addition to the a monodisperse
granular phase. The introduction of this phase in the simulations is performed with
the LBM modulus of the code (Sec. 5.2). The mechanisms of forces exchange
between the solid and the fluid components can affect the probability of stable force
chains among particles and, thus, the clogging probability. Moreover, the total
resulting force exerted on the barrier is the sum of two contributions, the solid and
the fluid ones, whose influences vary in time and intensity. Also the mechanisms of
force transfer is influenced by the presence of two different components, a discrete
and a continuum ones. Both these aspects need clarifications.
In this section, only the slit barrier case is studied. All the simulations are per-
formed twice, adopting two different rheologies for the fluid phase: Newtonian and
Bingham (Sec. 5.2.1). For the Newtonian rheology, in which the viscous stresses
arising during motion are linearly proportional to the local strain rate, the fluid
phase cannot be trapped in the inter-particles spaces but filters through them. In
the hypothesis that the coarse particles clog, also the fine particles of the water-fine
mixture can be trapped, as shown during real debris flow events. In this perspective,
the Bingham rheology is considered. Due to its capacity to sustain stress at rest, the
Bingham fluid phase can be trapped by the coarser particles. In fact, the Bingham
fluid, once its motion is halted can be conceptually seen as a solid.
As the fluid phase considers both water and fines particles, in the performed
numerical simulations, the density of the fluid is set equal to ρ = 1500 kg/m3. The
adopted rheological parameters are consistent with the ones proposed in the literature
(Iverson, 2003; Jeong, 2014; Kaitna et al., 2007, e.g.) in the field of numerical
simulations of debris flows. Furthermore, among the suggested values, the ones
adopted are within the bounds required by the numerical constraints (Sec. 5.2.5). For
the Newtonian rheology, the viscosity η is equal to 20 Pa·s. In order to qualitatively
evaluate the influence of plasticity, for the Bingham case the plastic viscosity η0
is set equal to 20 Pa·s, as in the Newtonian case. In the hypothesis of high shear
rate, indeed, the apparent viscosity ηapp of the Bingham fluid converges toward η0.
The yield stress τ0 is estimated in order to guarantee the possibility that fine grains
are trapped if coarse particles clog behind the barrier creating voids of about 12 cm
wide, i.e. greater than a particle size. To this aim, a simple calculus is proposed.
A shear stress field develops in a Bingham fluid flowing on an inclined channel
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(a) (b)
Fig. 8.14 Example of the initial distribution for (a) Vs/Vbox = 0.35, and (b) Vs/Vbox = 0.10
of the numerical analyses with a slit barrier.
of height h0 = 12 cm. The idea is to compute the minimum yield stress necessary
to prevent the fluid to flow through the outlet. In this case it is supposed that the
value of the shear stress at the edges of the outlet is equal to the yield stress τ0. By
equilibrium condition, the acting force, i.e. the weight of the flow in the direction
normal to the outlet, has to be equal to the maximum resisting force due to τ0, that is
h0ρgsinθ = 2τ0. Rearranging the expression results in τ0 ≈ 500 Pa. To guarantee
a complete trapping of the fine material, 12 cm is chosen as the maximum value
of void size, even though this value is greater than the particle diameter d, while
generally, at least in static packings, void sizes are of the order of d/5 (Alonso et al.,
1995). However, Reboul et al. (2008), considering a polydisperse system of spheres,
defining the "equivalent radius" of the void as the radius of the disc whose area is
equal to the area of void within the face, found also values slightly greater than the
mean radius of the particles.
The numerical simulations are performed considering a slope angle θ = 35◦
with a slit barrier with S/r = 3. In the monodisperse dry granular condition, such
configuration represents a complete trapping condition. In the absence of the solid
phase, the released fluid occupies a 4.75×2.10×1.1 m3 parallelepiped, in X−, Y−,
and Z−directions respectively. This volume (11 m3) represents the total volume of a
rectangular box Vbox that perfectly circumscribes the particle assembly.
From a numerical point of view, in the simulations performed some approxima-
tions are made in order to limit computational time and to obtain preliminary results
highlighting the general trend of the flow rather than a complete parametric study.
Thus, the three requirements explained in Ch. 5 (the limits in the relaxation time and
the number of lattice nodes, and the need to have a Mach number smaller than 1)
are only partially fulfilled. In particular, the length of the cubic lattice edge is taken
only 1/4th of the minimum diameter of the particles, i.e. 2.5 cm for 10 cm-diameter
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particles. With this discretisation, the number of lattice nodes is 3.9×106, thus below
the suggested threshold value. However, this sub-optimal lattice allows to highlight
the main features of a two-phase flow. Considering the other two requirements, the
adopted lattice time step, 0.0005 s, the density, and the plastic viscosity guarantee a
relaxation time of τcoll = 0.532. This high value of viscosity lowers the probability
of turbulence. As a consequence, the requirement on the length of the lattice is
less stringent. The adopted density takes into account the presence of fine particles
inside the fluid. Referring to the third requirement, considering a mean fluid velocity
of about 10 m/s, Ma is about 0.75, assessing that the chosen lattice time step is
sufficiently small.
It can be expected that, with the only fluid phase all the released material passes
through the opening of the slit barrier. In order to study the transition between this
trapping condition to a fully-clogged situation and the effects on the barrier, various
solid concentrations are considered. This is implemented introducing an increasing
volume fraction of granular material in the volume, requiring that an equal amount
(in volume) of fluid is removed keeping the total volume constant. In this way the
total volume is preserved, decreasing the fluid volume fraction. This process is
described through solid-to-total volume ratio Vs/Vbox, ranging from 0.0 to 0.35, with
0.05 incremental steps. This process allows to simulate, to a first approximation,
different types of flow behaviour, i.e. from a streamflow to a debris flow, or, in the
frame of the only debris flow type, the different parts of its head-and-tail morphology
(Sec. 2.3.2). Nevertheless, the total weight of solid and fluid phases varies in each
simulation. All the added particles have mean radius r = 5 cm, as in the monodis-
perse case of Ch. 7, in such a way that, for Vs/Vbox = 0.35, the solid discharged mass
is equal to the one adopted for the monodisperse dry granular material simulations
(Fig. 8.14(a)). In the other Vs/Vbox ratios, particles positions are randomly generated
with a minimum distance between two adjacent particle centers larger than 2r, i.e.
one particle diameter (Fig. 8.14(b)).
The influence of the fluid phase is analysed in terms of both trapping efficiency
and forces exerted on the barrier, highlighting the contribution of both solid and fluid
phases.
For computational convenience, the simulations are stopped at 30 s. At this
time the fluid phase has not reached a completed stable configuration yet, i.e. for
the Newtonian case a slight percolation is observed through the clogged particles.
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Fig. 8.15 (a) Non-retained solid fraction with respect to the solid volume fraction Vs/Vbox, for
both the Newtonian and Bingham rheologies. The red diamond shows the dry monodisperse
case, i.e. in absence of fluid. (b) Non-retained fluid fraction with respect to the solid volume
fraction Vs/Vbox, for both the Newtonian and Bingham rheologies at 30 s.
However, the main features of the evolution of the forces in time, as well as the
trapping efficiency for both the phases, are evident within this timeframe.
Analysis of the trapping efficiency
The effects of a fluid phase on the trapping efficiency are evaluated comparing
the non-retained material fraction for the dry monodisperse case reported in Ch. 7
with the one obtained in simulations in which a fluid phase is added. It has to
be remembered that, in the dry simulations, with the same geometrical setting, a
complete clogging occurs (Ch. 7). Relating to the notation adopted in this section,
the dry monodisperse case can be intended as a simulation in which the fluid is
substituted by air, thus, with volume fraction Vs/Vbox = 0.35, where Vbox is the total
volume of a rectangular box that perfectly circumscribes the discharged mass.
Figure 8.15(a) displays the non-retained solid fraction with respect to the solid
volume fraction Vs/Vbox, for both the Newtonian and the Bingham rheologies. The
solid material is entrapped and reaches a stable configuration even before the fluid
phase completely passes through the outlet (or reaches a stable configuration). It
appears that, for Vs/Vbox = 0.05, i.e. a very diluted flow, the Newtonian rheology
enhances the flowing of the particles through the outlet more than in the Bingham
case. However, a consistent trapping occurs in both cases, as the non-retained solid
fraction is around 0.2 and 0.12 for the Newtonian and Bingham cases, respectively.
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From 0.1≤Vs/Vbox ≤ 0.35, a completely trapped situation occurs irrespective of the
rheology adopted. For Vs/Vbox = 0.35, the red diamond mark shows the value found
in the dry case, finding a perfect correspondence.
In order to give an estimation of the amount of fluid phase that has passed through
the outlet when the solid phase reaches a static condition, Figure 8.15(b) shows the
non-retained fluid fraction 30 s after the release of the fluid/solid mass. The plot
reveals that for Vs/Vbox = 0.05 almost all the fluid passes through the outlets in the
Newtonian case, while for the Bingham fluid almost 80% of the fluid phase has not
passed yet. For Vs/Vbox ≥ 0.10, conversely, for both rheologies, the non-retained
fluid phase is less than 20%. In the Newtonian case the fluid mass is consistently
decelerated, while it has stopped in the Bingham case. A Newtonian fluid cannot stop,
while its deceleration is a function of its viscosity. The non-retained fluid fraction
tends to zero as soon as the observation time window enlarges. All the simulations
are performed with a unique viscosity, thus a parametric study on the influence of
this parameter on the velocity of the fluid cannot be done. However, it is known
that decreasing the viscosity, the retained volume fraction substantially decreases. It
results that the influence of the rheology is only evident for small amount of solid
fraction, when the plasticity of the Bingham fluid plays an important role in the
clogging mechanisms. Furthermore, the effects of rheology are only observed on the
trapping of the fluid phase for Vs/Vbox = 0.05. In this simulation it is observed that,
when the fluid reaches the barrier there is no complete trapping (of the solid phase)
and, thus, the fluid can flow through the outlet. For Vs/Vbox ≥ 0.1, the fluid phase is
filtered through the voids of the solid mass entrapped behind the barrier.
The total amount of non-retained material, at 30 s, is also represented (Fig. 8.16).
A trend similar to the one discussed for the only-fluid phase is observed. From
these preliminary results, it may be concluded that, for Vs/Vbox ≥ 0.10, the trapping
efficiency seems to be preserved independently from the presence (or not) of the
fluid phase, and from the adopted rheology. Nevertheless, these results can only
be considered valid in the range of the viscosity value adopted. Furthermore, for
Vs/Vbox≥ 0.10, the fluid phase is also consistently decelerated, in the Newtonian case,
or stopped, in the Bingham case. Solid and fluid phases approach the barrier with
comparable velocity, then the solid material is retained and the fluid phase separates
from the solid one. During the motion, the surface layer of the flowing mass is
only fluid. This layer has higher velocity. Figure 8.17 qualitatively shows the above
detailed results: at t = 30 s, only for Vs/Vbox = 0.05, in the Newtonian case, almost
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Fig. 8.16 Total amount of non-retained material (solid and fluid) with respect to the solid
volume fraction Vs/Vbox, for both Newtonian and Bingham rheologies, at 30 s.
the whole fluid and solid material pass through the outlets. For Vs/Vbox ≥ 0.05, for
both the Newtonian and the Bingham rheologies, the trapping efficiency is preserved.
As previously observed, in the Vs/Vbox = 0.05-Newtonian case, the fluid phase can
flow through the outlet separately from the solid. This is why only in this case the
maximum velocity of the fluid phase is higher than those for all the other Vs/Vbox
values. Despite the fact that the number of simulations is not representative, the
obtained results provide interesting inputs for further parametric analyses.
Analysis of the impact forces
The study of the impact forces is performed considering the global resultant forces
acting on the barrier. The forces exerted by the fluid phase on the barrier are calcu-
lated with the dry coupling scheme (Sec. 5.2.3), considering the barrier as a rigid wall.
It is worth mentioning that the term "dynamic phase" refers to the initial interaction
between the moving mass and the barrier, i.e. a few seconds time window following
the first contact with the barrier, while "transitional phase" denotes the following
period, up to the end of the simulation at 30 s. The forces, for both solid and fluid
phases, are first evaluated in terms of presence or absence of the fluid phase. In this
sense, considering a solid volume fraction Vs/Vbox = 0.35, the results discussed in
Ch. 7 related to a monosized dry granular impact are compared with those obtained
with the inter-particles voids filled with fluid. In this way, the dynamics of the
phenomenon are investigated. After that, the influence of different amount of solid
volume fraction is investigated.
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Fig. 8.17 Sketches of the flowing mass (solid and fluid) at 30 s, for Vs/Vbox = 0.05 and 0.35
for both Newtonian and Bingham rheologies.
Figures 8.18(a) and 8.19(a) show the global resultant force time-history, consid-
ering both the contribution of single phases, Fs,Wet and Ff,Wet, and the total force,
Ftot,Wet, for Newtonian (Fig. 8.18) and Bingham (Fig. 8.19) fluids (the R is suppressed
in the symbols for simplicity). "Wet" and "Dry" relate to the presence or the absence
of the fluid phase, respectively. The results obtained in the "Wet" case, represented
by blue curves in both the plots, are compared with the correspondent monosized
dry simulation, represented by the red curves. The effects of the fluid phase on the
resulting forces on the barrier is computed in terms of the difference between the
forces exerted by the solid phase with the different initial configurations (with and
without fluid), Fs,Wet−Fs,Dry (Figs. 8.18(b) and 8.19(b)). A quite similar trend is
observed for both rheologies.
Observing the plots, it results that, for both rheologies, the solid phase impacts
the barrier before the fluid one. During the whole dynamic phase, it clearly emerges
that fluid phase considerably affects both the total and the solid forces exerted against
the barrier. Considering the dynamic phase of the wet case, fluid forces are greater
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than the solid ones. The contribution of the fluid phase in the maximum global
resultant force is substantial: the fluid phase is predominant and the maximum total
force occurs when the maximum fluid contribution is recorded. The force exerted
by the solid phase is markedly lower than the fluid one, and contributes in the first
initial contacts, when the fluid phase has not reached the barrier yet. Considering
the transitional phase, the fluid contribution decreases while the solid one increases,
keeping the total value near constant. This is explained by the dynamics of motion.
The solid phase reaches the barrier earlier than the fluid and clogs almost instan-
taneously. When the fluid phase arrives at the barrier location it encounters the
solid phase clogging behind the barrier. In the transitional phase, the fluid impacts
mainly against the trapped and deposited grains and in a low part directly against
the barrier. Thus, its dynamic effect is transferred to the barrier through the solid
phase. Because of that, the solid forces on the barrier increase and the total ones
remain constant. This process is much more evident in the Newtonian case, where,
a few seconds after impact, the solid force is greater than the fluid one. For the
Bingham case, the same phenomenon occurs later, that is, in the final stage of the
motion. Comparing the forces exerted by the solids in the wet and in the dry cases
reported in Figs. 8.18(b) and 8.19(b), it emerges that the solid phase is accelerated
by the presence of the fluid. Being released at the same distance from the barrier,
the particles of the wet cases impact against the barrier earlier in time than those in
the dry case. Nevertheless, the presence of the fluid slightly decreases the maximum
force value since the fluid phase makes the collisions of grain less frequent. As a
lower amount of collisions happens in the same instant, the force is reduced. Figure
8.20 represents a pictographic time series of the front approaching and impacting the
barrier for the dry and wet cases (both Newtonian and Bingham rheologies). The
colour displays the velocity values of the flow. In the wet case, for t = 0.8 and 1 s,
the superficial layer is almost characterised by the fluid phase only. The fluid, not
decelerated by the presence of solid, reaches higher velocities. As a general trend,
solid and fluid phases are characterised by comparable values of velocities.
Having highlighted the main aspects of the presence/absence of a fluid phase,
the concentration of the solid fraction is now investigated. Figure 8.21 represents
the time-histories of the forces exerted by the fluid phase F∗f , the solid phase F
∗
s , and
the total contribution F∗tot for both investigated rheologies, for all the investigated
Vs/Vbox. The absence of solid fraction is considered (Vs/Vbox = 0.0). As the total
weight is not preserved across the simulations, all the force values are normalised by
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Fig. 8.18 Newtonian rheology case: (a) global resultant forces in time exerted by the fluid
and the solid phases, together and separately. Also the dry case is considered. (b) Difference
between the force exerted by the solid phase in the wet and in the dry cases.
the initial total weight Wtot in the direction normal to the barrier, resulting in:
F∗tot,s,f =
Ftot,s,f
Wtot sinθ
. (8.2)
In this way it is possible to compare the observed trends, which are similar for both
rheologies.
Considering the fluid phase (Fig. 8.21(a) and (d)), it emerges that the solid
concentration does not affect the normalised forces exerted by the fluid on the barrier.
As already commented, the contribution F∗f reduces as soon as Vs/Vbox increases.
This is particularly evident for Vs/Vbox = 0.35, both in the peak and in the decreasing
parts of the curve. In contrast, referring to the solid phase (Fig. 8.21(b) and (e)),
the maximum impact force F∗s is reached for Vs/Vbox = 0.35. After the impact,
the forces decrease and then they increases again because of the effect of the fluid
phase, as previously described. For Vs/Vbox < 0.35 the peak value tends to decrease
in magnitude and to occurs later in time as soon as Vs/Vbox decreases. The limit
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Fig. 8.19 Bingham rheology case: (a) global resultant forces in time exerted by the fluid and
the solid phases, together and separately. Also the dry case is considered. (b) Difference
between the force exerted by the solid phase in the wet and in the dry cases.
condition is represented by the fluid-only simulations, where the solid contribution
is null. The highlighted trend is particularly evident in the Newtonian case, where
the effect of plasticity is absent. Conversely, the effects on the solid phase due to
the fluid are more noticeable for high Vs/Vbox. Considering the total normalised
forces (Fig. 8.21(c) and (f)), the trend in the dynamic phase is dominated by the fluid
component and then the force settles to a constant value.
Figure 8.22 displays the maximum total normalised force, the time of occurrence
and the solid and fluid forces in the same instant, for increasing Vs/Vbox, for both
rheologies. It emerges that the total maximum force grows by increasing Vs/Vbox up
to 0.20. Then, for Vs/Vbox ≥ 0.20, it reaches a constant value (1.35 for Newtonian
fluid and 1.23 for Bingham fluid). Considering the time lag between the maximum
force and the first impact, it emerges that, in all cases, the maximum force occurs
almost at the same time (the slight difference is negligible). Considering the solid
and fluid components of the maximum total normalised force separately, it emerges
that the fluid force is higher than the solid one. In particular, the difference between
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Fig. 8.20 Sketches pictographic Time series sketches of the flow front approaching and
impacting the barrier for the dry and wet cases (both Newtonian and Bingham rheologies).
Colour refers to the magnitude of the velocities.
solid and fluid force increases until Vs/Vbox = 0.20 and 0.25 for Bingham and
Newtonian rheologies, respectively, then it decreases. In contrast, the solid phase
force monotonically increases by increasing Vs/Vbox. As a general rule, fluid and
total forces are higher in the Newtonian case. This is due to the fact that plasticity
in the Bingham case decelerates the flow. These trends are consistent with what is
observed in Figs. 8.21: generally the fluid phase plays the main role, although its
force value slightly decreases when the amount of the solid phase becomes marked
(for Vs/Vbox ≈ 0.20).
Figure 8.23 illustrates both the maximum normalised forces exerted by the solid
and fluid phases and their time of occurrence with respect to the solid volume fraction
Vs/Vbox, for both the rheologies. It has to be noted that the maximum force value
can occur at different instants, as detailed in Fig. 8.23(b) and (d). Considering the
fluid phase and comparing the Fig. 8.23(b) with Fig. 8.22(b), it emerges that the
maximum fluid impact forces are recorded at the same instant of the maximum total
forces. As a consequence, this fact supports the evidence of a greater contribution
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Fig. 8.21 Time-histories of the normalised forces exerted by the (a) fluid and (b) solid
phases, and (c) the total force for 0 ≤ Vs/Vbox ≤ 0.35 for the Newtonian rheology. Time-
histories of the forces exerted by the (d) fluid and (e) solid phases, and (f) the total force for
0≤Vs/Vbox ≤ 0.35 for the Bingham rheology.
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Fig. 8.22 (a) Maximum total force, (b) time of occurrence and (c) fluid and (d) solid forces
at the time at which the maximum total force is recorded, as function of Vs/Vbox, for both
Newtonian and Bingham rheologies.
of the fluid phase to the dynamic phase of the force, with respect to the solid one.
In contrast, the maximum forces for the solid phase occur at different times, even
though with a maximum lag of less than half a second. The maximum force value
increases as soon as Vs/Vbox increases. This is due to the fact that the higher the
amount of solid volume fraction is, the less the fluid phase affects the solid and,
thus, the probability of collisions among grains increases. Considering the dry case,
as already observed in Figs. 8.18 and 8.19, the plots confirm that the presence of
the fluid phase lowers the maximum force value and accelerates the motion of the
particles.
Finally, the forces at the end of the simulations are evaluated. Figure 8.24 reports
the value of the fluid, solid, and total forces at 30 s, with respect to the solid volume
fraction, for both rheologies. It emerges that the contribution of the solid phase on
the total value increases, by increasing Vs/Vbox. As can be observed cross-comparing
the three plots, as the amount of solid increases the solid force increases, while
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Fig. 8.23 (a) Maximum total force exerted by the fluid and (b) its time of occurrence, and (c)
maximum total force exerted by the solid and (d) its time of occurrence with respect to the
solid volume fraction Vs/Vbox, for both the Newtonian and the Bingham rheologies.
the fluid component decreases, keeping the total force constant. This trend is quite
similar for both rheologies, differing only for Vs/Vbox = 0.05, where the fluid force
is remarkably lower in the Newtonian fluid compared to the Bingham case. In
Newtonian case, indeed, almost the whole fluid phase has passed through the outlet,
as it reaches the barrier before the solid phase impacts and clogs behind the barrier,
differently from what was observed for case Vs/Vbox = 0.35 previously described in
detail.
From all these results, a remarkable influence of the fluid phase emerges for
all the investigated Vs/Vbox. In the dynamic phase, the fluid phase constitutes the
main contribution to the total force, in terms of both magnitude and time at which
the maximum force is recorded. Furthermore, the fluid affects the solid phase,
accelerating its motion and lowering its peak values. The presence of the fluid phase
makes the collisions between grains less frequent in time. Thus, at a given instant,
the total force exerted by the solid phase is lower than in the correspondent dry case,
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Fig. 8.24 (a) Fluid, (b) solid and (c) total normalised forces at 30 s simulation time, with
respect to the solid volume fraction, for both Newtonian and Bingham rheologies.
even though the force of each individual particle is greater. This effect increases as
soon as the solid concentration (Vs/Vbox) decreases. However, for Vs/Vbox ≥ 0.20,
the contribution of the solid phase becomes significant and the peak force settles to
a constant value, almost independently from the solid concentration. Conversely,
considering the transitional phase, the contribution of the fluid phase is essentially
indirect since it hits the solid entrapped behind the barrier, thus enhancing the forces
exerted on the barrier by the solid phase. Figure 8.20 qualitatively highlights this
behaviour. After the impact, at t = 1.6 s, the fluid phase transfers part of its force to
the solid phase, which in turn increases its force against the barrier.
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8.3 Concluding remarks
All these results allow a first evaluation of the influence of an "unretained phase"
in the dry monodisperse case. Considering the trapping efficiency of a bidispersed
mixture, an equivalent radius r∗ of a correspondent monosized simulation has been
determined. It emerges that the introduction of a bidispersion lowers the probability
of clogging, and thus the trapping efficiency, for a large amount of fine particles,
that is for Φsmall > 0.7. In the limits of the performed simulations, this value
corresponds to a ratio S/r∗ ∼ 5. For the monosized case, S/r = 5 corresponds to
the transitional value from a high trapped to a partial or low trapped condition.
In addition, considering a sectional barrier, the presence of both bidispersion and
multiple outlets remarkably lowers the probability of clogging.
The introduction of a fluid phase does not affect the trapping efficiency, also
for small amount of solid fraction, i.e. Vs/Vbox ≥ 0.05. This result evidences a
good correspondence between the results obtained in the bidisperse and in the solid-
fluid cases in terms of trapping efficiency. However, it is worth mentioning that
the presence of a mixture promotes the clogging also of the "unretained phase".
This has to be correctly taken into account in the design perspective. Evaluating
the influence on the impact forces, the results reveal an opposite trend between
the bidisperse and the solid-fluid case, considering the total forces. The presence
of a bidispersion lowers the global impact forces, almost independently from the
amount of small particles (Fig. 8.6(a)). The normalised maximum impact forces are
obtained by dividing the forces reported in Fig. 8.6(a) by the total discharged mass
weight projected along X-direction, that is Ws,tot sinθ=5.7 kN, with Ws,tot =Vs,totρs.
It results that the normalised global maximum force is approximatively 31/5.7=5.4.
This normalisation allows to qualitatively compare the bidispersed cases with the
the solid-fluid simulations, where the total weight differs from one concentration to
the other (Fig. 8.22). The maximum normalised total force for Vs/Vbox = 0.35 (i.e.
with equal solid weight and volume of the bidispersed case) is approximately equal
to 1.38. Comparing the bidispersed and the solid-fluid simulations with equal solid
weight and volume, it results that in the latter case the maximum normalised impact
force is 75% lower than in the former configuration.
Considering the solid-fluid case alone, it emerges from Figs. 8.18 and 8.19 that
the presence of the fluid phase slightly lowers the solid force with respect to a dry
case only during the dynamic phase of the impact. When the solid clogs against the
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barrier, the fluid does not impact directly on the barrier but transfers parts of its force
through the solid phase, increasing its value. This phenomenon cannot be observed
in the bidispersed case.
Chapter 9
Conclusions and further
developments
The present thesis focuses on the numerical study of the interaction between a debris
flow and an open rigid barrier. As emerged from the literature, the knowledge
on barrier trapping efficiency coupled with the forces exerted on the barrier is
still incomplete. Due to the complexity of debris-flow phenomena, an appropriate
numerical modelling needs a numerical code able to catch in three dimensions the
behaviour of granular materials, the influence of a fluid, and their effects when they
impact on the barrier. To tackle this problem, an existing DEM-LBM code (Leonardi
et al., 2015) has been enhanced with a complete friction model, implementing both
static sliding and rolling friction. This development allows the creation of stable
structures among grains, and, thus, the possibility that particles clog behind the
barrier. These stable structures are generally defined as arches. The new code has
been validated by comparison between both experimental results and numerical
setups.
Referring to the clogging, the mechanisms and the geometry of the outlet that
promote it have been investigated at first. The evaluation in time of the clogged
material, i.e. entrapped by the barrier, has been performed in the perspective of
studying the barrier trapping efficiency. A monosized dry granular mass has been
released under the effect of gravity in an inclined channel, at the end of which the
barrier is set. A complete parametric study on a slit barrier has been used as the basis
for further simulations on sectional barriers. The influence of the impact angle, of
the channel slope, and of the normalized outlet width on both the trapping efficiency
197
and the impact force time-history have been evaluated and critically discussed. On
the basis of the results on a dry monodisperse mass, a more realistic configuration
has been analyzed by assuming, on one side, a bidisperse granular mass, accounting
for the presence of fine particles, and, on the other side, a fluid phase to be added to
the monosized dry granular mass, standing for water and fine particles. Interesting
results have been obtained in the frame of trapping efficiency and impact forces.
Considering the trapping efficiency, as a first step the clogging mechanisms have
been investigated, revealing the recurrent presence of four different possible clogging
scenarios:
• The mass instantaneously clogs and almost the whole mass is entrapped.
• A progressive clogging condition, in which the lower layers of the flowing
mass start to clog, while the top part clogs later in time.
• The mass starts to clog after a considerable time lag and the height of the arch
is small.
• No clogging occurs.
Starting from the dry monosized material impacting against a slit barrier, the afore-
mentioned carried parametric analyses reveal that for the normalized opening width
S/r≤ 4 an almost complete trapping occurs, while for 4 < S/r≤ 8−9 only a partial
trapping verifies and S/r ≃ 8− 9 reveals to be the critical value above which no
clogging occurs. Extending to the sectional barrier case, it emerges that all these
results are valid if the normalized pile width P/r is at least equal to 6. For smaller
pile width, trapping efficiency lowers and, thus, the results have to be slightly ad-
justed, by decreasing of about a unit S/r. These results provide, in the first instance,
a geometrical setting that guarantees a complete trapping for a given characteristic
grain size.
Introducing an additional phase representing the material that has to be filtered
by the barrier, i.e. considering a bisized granular material, the influence of the
small particle volume fraction Φsmall is investigated. Interestingly, the high trapping
efficiency found in the monosized case is almost preserved for Φsmall ≤ 0.7. Fur-
thermore, considering an equivalent radius r∗, standing for the radius that would
have an equivalent monosized mass with same volume of the bisized, it emerges that
S/r ≃ 5 is the threshold value from a high- to a low-trapping configuration, similarly
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to the "true" monodisperse case. This result is in line with what prescribed by several
Authors and technical guidelines, which suggest to adopt 3≤ S/r ≤ 6.
Finally, adding a fluid phase to the dry monosized granular material, the influence
of different solid volume fraction for equal total volume of the mixture Vs/Vbox, is
analyzed. It reveals that for Vs/Vbox ≥ 0.05 the barrier trapping efficiency of the dry
material alone is preserved. Both in the bidisperse and in the solid fluid cases (i.e.
when a second phase is introduced) the clogging of the primary phase (i.e. the coarse
particles) causes the clogging also of the fine material. Fine particles, in fact, must
pass through the voids among large particles entrapped behind the barrier.
Impact forces are evaluated analyzing both magnitude and time-history. Starting
from a closed barrier and increasing progressively the outlet width, in a slit barrier
case, forces near the outlets increase increasing the outlet width. If a complete
trapping occurs, a condition similar to the closed barrier case occurs. Furthermore,
in all the investigated cases high impact forces are in the lower part of the barrier.
On the contrary, the opening width does not affect the intensity of the total impact
force exerted on the barrier. Finally, when a stable condition is reached, i.e. a static
situation occurs, the magnitude of the forces is a function of the material deposited
behind the barrier, and thus depends on the height of the arching. Coupling the study
of the impact force with that of arching occurrence, both in the slit barrier and in the
sectional barrier cases, the higher the arch Harch, the higher the deposit and the static
forces behind the barrier. In addition, high Harch means an instantaneous clog and
thus the dynamic phase duration lasts only few instants. Furthermore, both in the
slit and the sectional case with P/r ≥ 4, stable arches structures create also on the
barrier face, by generating localised pressure and letting the net span of the arch free
of forces.
Interesting considerations emerge considering the introduction of an additional
particle size. The bidispersion lowers the global impact forces, almost independently
from the amount of smaller particles, while the fluid phase only slightly lowers the
solid force with respect to a dry case and only during the dynamic phase of the
impact. When the solid clogs against the barrier, the fluid, not directly impacting
against the barrier, transfers a part of its force through the solid phase. Comparing
the bidispersed and the solid-fluid simulations with equal solid weight and volume,
it results that in the solid-fluid case the maximum normalized impact force, i.e. the
force normalized by the initial total weight force, is much lower than in the former
configuration (with bidispersion).
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Further developments of the research can concern investigations both in the
mono-phase and two-phase cases. The adoption of a fixed geometrical domain setup
can be relaxed. Grain size can be also varied to evidence possible size effects. One
aspect that has not been investigated in this thesis is the effect of pore pressure on
the global dynamics of the flowing mass. Local variation of the fluid matrix pressure
are a major candidate for explaining the large mobility of debris flow. The coupled
DEM-LBM method could possibly contribute to understand this phenomenon. It is
however not clear whether these vanishing pressure peaks could be captured with
the typical employed discretizations. In alternative, extra mobility induced by excess
pore pressure could be obtained by enriching the contact law with a lubrication
correction. Furthermore, as the present research focuses on the debris-flow barrier
interaction, all the simulations start from a dam-break condition in the proximity of
the barrier, not considering the mass flowing along the channel. The simulation of
debris flow events along the whole path with a coupled continuum-discrete method
requires non-affordable computational efforts. An interesting and profitable solution
can be simulating with a two-phase continuum depth-averaged model the transporta-
tion phase of a debris flow and adapting the obtained velocities and heights upstream
of the barrier as inputs for a DEM-LBM analysis of the flow in the barrier proximity.
From the performed analyses it emerges that, for a given S/r, the clogging of
large particles, i.e. coarse grains with mean radius r, affects the motion of small
particles. Thus, starting from the obtained results, investigating the possible clogging
scenarios for the finer fraction (i.e. with a radius smaller than r) is important for
the barrier design, in terms both of entrapped materials and impact forces. Differ-
ent small-to-big radius ratios and volume fractions can be evaluated. Results can
influence the choice of the value of r to consider for the filter size. Furthermore,
the present research work provides a starting point also for studying the influence
of a fluid phase, standing for both water and fine particles. The role of water and
the amount of fine particles inside the flow (i.e. its plasticity) can be investigated,
performing a wide parametric studies by varying the rheological parameters of the
fluid phase.
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