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Abstract
Despite its apparent simplicity and even if it has been studied intensively in vari-
ous contexts, the two-dimensional Hubbard model is not yet completely understood.
In particular when it describes a system with an intermediate interaction, out of range
for perturbative methods, its ground state is still not well known. The discovery in
1986 of a superconducting phase in the copper oxides (cuprates), which appears at
rather high temperature, has further enhanced the interest for this model, as it may
describe the amazing poperties of these layered materials. Indeed, when the electronic
density corresponds to a half-filled band, the Hubbard model is known to nicely ac-
count for the antiferromagnetic phase obtained experimentally for the cuprates and
it is possible, as first proposed by P. W. Anderson, that it describes equally well the
superconducting phase observed below a critical temperature, when the electronic
density is moderatly reduced by modifying the compound composition (doping). In
this case, the superconductivity originates from purely electronic interactions, con-
trary to conventional superconductivity where the interaction between electrons and
lattice vibrations (phonons) is involved. Unfortunately, very few stringent results are
available in order to support this statement and this question is still largely debated.
In this thesis, the variational method is used in order to scrutinize the possibility of
a superconducting ground state for the repulsive Hubbard model. Although its reli-
ability is based on the adequate choice of the variational wave function, this method
is especially suited for treating intermediate interactions, which is the appropriate
regime of the cuprates. The optimization of a refined wave function allows us to
obtain a variational ground state which is much closer to the exact ground state than
those obtained so far using less elaborate wave functions. Actually, the exact study
of small systems indicates that the error of our calculation is too small to allow for
a qualitatively different behavior. Our results show that an antiferromagnetic phase
is dominant at half-filling, while a superconducting phase with a d-wave symmetry
of the order parameter emerges at moderate doping. The key features of the copper
oxides are therefore found in the variational ground state of the repulsive Hubbard
model. Some amazing similarities are also observed at the quantitative level when
the properties of this ground state are compared to the experimental data obtained
for the cuprates.
Re´sume´
En de´pit de son apparente simplicite´ et bien qu’il ait de´ja` e´te´ intensivement e´tudie´
dans des contextes tre`s varie´s, le mode`le de Hubbard bi-dimensionnel est encore tre`s
loin d’avoir livre´ tous ses myste`res. En particulier lorsqu’il de´crit une interaction
moyenne a` fortement re´pulsive, c’est-a`-dire un re´gime mal adapte´ aux me´thodes
perturbatives, son e´tat fondamental est encore me´connu. La de´couverte en 1986
d’une phase supraconductrice chez les oxydes de cuivre (cuprates), apparaissant a`
relativement haute tempe´rature, a encore avive´ l’inte´reˆt pour ce mode`le puisqu’il
pourrait de´crire les proprie´te´s e´tonnantes de ces mate´riaux a` structures planaires.
Lorsque la densite´ e´lectronique correspond a` une bande de valence demi-remplie, le
mode`le de Hubbard est en effet connu pour rendre parfaitement compte de la phase
antiferromagne´tique obtenue expe´rimentalement chez les cuprates et il est proba-
ble qu’il en soit de meˆme pour la phase supraconductrice observe´e au-dessous d’une
tempe´rature critique, lorsque la densite´ e´lectronique est mode´re´ment re´duite en mod-
ifiant la composition du mate´riau (dopage). Si tel est le cas, cela signifie que seules les
interactions e´lectroniques sont a` l’origine de la supraconductivite´, contrairement aux
supraconducteurs conventionnels ou` l’interaction entre les e´lectrons et les vibrations
du re´seau (phonons) est implique´e. Malheureusement il existe pour l’heure peu de
re´sultats indiscutables venant e´tayer cette hypothe`se et la question est encore large-
ment de´battue. Dans cette the`se, la me´thode variationelle est mise a` profit pour tenter
d’apporter une re´ponse claire concernant la possibilite´ d’un e´tat fondamental supra-
conducteur pour le mode`le de Hubbard re´pulsif. Bien que la fiabilite´ de ses re´sultats
soit conditionne´e par le choix d’une fonction variationelle ade´quate, cette me´thode
est tout spe´cialement adapte´e au re´gime approprie´ pour les cuprates, c’est-a`-dire a`
une interaction interme´diaire. L’optimisation d’une fonction variationelle e´labore´e
permet d’approcher de tre`s pre`s l’e´tat fondamental exact, ce qui n’e´tait pas le cas des
fonctions variationelles connues jusqu’ici. En fait, la conside´ration de petits syste`mes
rend accessible une solution exacte, qui indique que l’erreur commise dans notre cal-
cul est trop faible pour influencer qualitativement nos re´sultats. Ceux-ci montrent
qu’une phase antiferromagne´tique est favorable au demi-remplissage et qu’une phase
supraconductrice e´merge lorsque la densite´ e´lectronique diminue, avec un parame`tre
d’ordre posse´dant une syme´trie onde-d. Toutes les caracte´ristiques principales pro-
pres aux oxydes de cuivre sont donc retrouve´es pour l’e´tat fondamental variationnel
du mode`le de Hubbard re´pulsif. Des similitudes remarquables sont aussi observe´es
au niveau quantitatif lorsque les proprie´te´s de cet e´tat fondamental sont compare´es
aux donne´es expe´rimentales obtenues pour les cuprates.
Contents
1 Introduction 9
1.1 High-Tc cuprates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.1 Generic phase diagram . . . . . . . . . . . . . . . . . . . . . . 12
1.2 The single-band Hubbard model . . . . . . . . . . . . . . . . . . . . . 13
2 BCS approximation for nearest-neighbor attraction 17
2.1 Size effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Phase diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 Superconductivity from purely repulsive interaction 25
3.1 Kohn-Luttinger mechanism . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Weak coupling: Renormalization Group . . . . . . . . . . . . . . . . . 27
3.3 Large U limit: the t-J model . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.1 The variational method . . . . . . . . . . . . . . . . . . . . . . 34
3.3.2 Variational Monte Carlo (VMC) . . . . . . . . . . . . . . . . . 37
3.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Intermediate value of the repulsion U . . . . . . . . . . . . . . . . . . 41
3.4.1 Quantum Monte Carlo . . . . . . . . . . . . . . . . . . . . . . 41
3.4.2 Cluster Dynamical Mean Field Theory . . . . . . . . . . . . . 45
3.4.3 Variational Monte Carlo: The Gutzwiller ansatz . . . . . . . . 51
3.4.4 Improving the Gutzwiller ansatz . . . . . . . . . . . . . . . . . 55
4 A refined variational wave function 60
4.1 The 1/r Hubbard chain . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Small clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Antiferromagnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.1 Monte Carlo simulation for |ΨAFGB〉 . . . . . . . . . . . . . . . . 65
4.3.2 Half-filled case . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4 The superconducting instability . . . . . . . . . . . . . . . . . . . . . 69
4.4.1 Monte Carlo simulation for |ΨBCSGB 〉 . . . . . . . . . . . . . . . 70
4.4.2 Size effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.3 The simple Hubbard model . . . . . . . . . . . . . . . . . . . 76
7
8 Contents
4.4.4 Next-nearest-neighbor hopping . . . . . . . . . . . . . . . . . 81
5 Relevance for high-Tc cuprates 86
5.1 Gap parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Condensation energy . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3 Kinetic energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.4 Spin-spin correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6 Summary and conclusions 94
Bibliography 97
A Three-band Hamiltonian 100
B The BCS ground state 102
C Kadanoff-Wilson-Polchinski renormalization group 105
D Canonical ensemble 109
D.1 One-body operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
D.2 Two-body operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
E Grand canonical ensemble 113
E.1 One-body operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
E.2 Two-body operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
F Integration of the fermionic degrees of freedom 118




The emergence of a superconducting phase in various Copper oxides (“cuprates”)
when the hole concentration is increased has first been revealed by J. G. Bednorz and
K. A. Mu¨ller in 1986 [1]. Due to the rather high critical temperature of the transition,
these compounds have received attention of many researchers, both theorists and
experimentalists. The insulating nature of the parent compound (when the system
is not doped with holes) has quickly led to the claim that we face an unconventional
mechanism for superconductivity. More than twenty years later, despite intensive
research, no clear understanding of this mechanism has been reached. The aim of
this thesis is to find out whether a simple model of strongly correlated electrons is
able to produce a plausible mechanism for superconductivity in the high-Tc cuprates.
This category of materials includes a wide variety of compounds, sharing a similar
particularity in their atomic structure: they all contain superconducting CuO2 planes
separated by insulating layers. The atomic structures of two different compounds are
given in Figure 1.1. Experimentally, these materials display properties that are more
or less isotropic in the plane (the a-b directions), but markedly different perpendic-
ular to the planes (the c-direction). Therefore they are often refered to as “layered
cuprates”.
It is now commonly accepted that the electronic and magnetic properties of the
layered cuprates are determined by the electronic structure of the CuO2 plane (Figure
1.2). The stoichiometry of the parent compound, such as La2CuO4, indicates that
the copper ion is in the valency Cu2+, corresponding to a 3d9 configuration. It means
that one electron is missing to fill the five d-orbitals. The levels of these d-orbitals
are in principle degenerate, but in the cuprates the crystal field lifts the degeneracy.
Therefore the orbital with the highest energy, the dx2−y2 orbital, is only half-filled.
The oxygen ion has a valency O2− corresponding to filled p-orbitals. The pz orbital
and one of the in-plane orbitals (px or py depending on the location (see Figure 1.2))
are orthogonal to the dx2−y2 orbital of the copper ion (the transfer integral is zero)
and can be neglected. Therefore, the CuO2 plane has three orbitals per unit cell
and it is described by a model with three bands. A simple tight-binding model for
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Figure 1.1: Atomic structures of Pb2Sr2YCu3O8 (left) and of La2CuO4 (right). The copper
ions are surrounded by oxygen ions, forming either the red pyramids or the red octahedra.
The CuO2 planes are indicated.
Cu
O
Figure 1.2: Atomic structure of a CuO2 plane. This plane is the shared particularity of
all high-Tc compounds. On each oxygen site, one p-orbital (px or py, in blue) has a finite
transfer integral with the dx2−y2 orbital of the copper site, in red.
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Figure 1.3: LDA Band structure of La2CuO4 in the body-centered-tetragonal phase, along
the high-symmetry lines as indicated by the inset. The Λ segment corresponds to out-of-
plane dispersion. From [2].
the square lattice with orbitals dx2−y2 , px and py and nearest-neighbor hopping tpd
is able to provide an accurate description of the important energy bands of a Local
Density Approximation (LDA) for La2CuO4 [2]. The band structure obtained in this
calculation is plotted in Figure 1.3.
The antibonding (A) and bonding (B) bands are hybridized Cu-O bands resulting
from the overlap between p and d orbitals. The two-dimensional nature of these two
bands, which are quite well reproduced by the tight-binding model, can be observed
on the Λ segment of Figure 1.3, where almost no dispersion is found along the direction
perpendicular to the x-y plane. The antibonding band is only half-filled and a metallic
behavior is expected for the parent compound. However, it turns out that the cuprates
are good insulators at half-filling and we have to conclude that correlations play
an important role. As explained in Appendix A, the strong electronic correlations
open a gap in the density of state and the consequence is that, according to the
classification of Allen-Savatzky-Zaanen [3], the cuprates are charge-transfer insulators.
In the hole-picture, the electronic configuration implies one hole per unit cell. The
lowest available states for this hole are separated from the occupied states by a rather
large charge-transfer gap ∆pd = ǫp − ǫd (see Figure A.1) and therefore these states
are unoccupied. It means that the holes are localized on the d-orbitals where they
induce a local moment. At low energy only spin excitations are possible and as for the
Mott insulators, a kinetic exchange process is expected to lead to antiferromagnetic
12 Chapter 1: Introduction
tpd tpd
Figure 1.4: Superexchange process leading to antiferromagnetic ordering at half-filling. Due
to the large charge-transfer gap the holes reside essentially on the copper ions. However,
the virtual hopping to the oxygen ion allows the system to gain energy. Due to the Pauli
principle, the moments induced by the holes on two neighboring copper atoms have to be
opposite in order that both holes can meet on the oxygen site.
ordering of the moments (see Figure 1.4). For ∆pd →∞ the three-band model can be
replaced by an effective one-band Heisenberg model with an exchange Jeff ∼ t4pd/∆3pd
[4], which describes quite well the antiferromagnetic ordering. Neutron scattering
experiments show that indeed, an antiferromagnetic phase is found for the cuprates
at half-filling (see Figure 1.5) [5],[6].
1.1.1 Generic phase diagram
The most striking properties of the cuprates are observed when the hole concen-
tration of the CuO2 plane is increased in these materials. In this case, one says that
the cuprate is doped. For some cuprates the oxygen content is not stoichiometric and
this means that it is possible to vary the number of holes in the plane by changing the
oxygen concentration. In YBa2Cu3O6+δ for instance, oxygen ions O
2− can be added
away from the CuO2 planes. Then charge neutrality implies that some electrons are
removed from the plane. Another way to dope a cuprate is to partially substitute
one element of the chemical formula by another one with a different valency. For
the parent compound La2CuO4 given in Figure 1.1, the replacement of La
2+ by Sr3+
adds one hole to the plane. Therefore the compound La2−xSrxCuO4 contains a con-
centration x of doped holes. Due to the large electronic repulsion in the d-orbitals,
the additional holes reside on the p-orbitals of the oxygen ions (see Appendix A).
The properties of the cuprates depend strongly on the doping parameter x, but this
dependence is quite similar for all compounds and a generic phase diagram can be
established (Figure 1.5). As already mentioned, the parent compound is an antifer-
romagnetic insulator. The antiferromagnetic order is quickly destroyed when holes
are added to the system. The Ne´el temperature TN vanishes at about x = 0.04.
A superconducting dome appears between x = 0.05 and x = 0.25 with a maximum
critical temperature Tc at x = 0.15. The temperature T
∗ indicates approximately the
crossover between a pseudogap phase which behaves as a bad metal and a non-Fermi

















Figure 1.5: Generic phase diagram of the high-Tc cuprates.
liquid region (NFL) characterized by an unusual metallic behavior. When the hole
concentration exceeds x = 0.25, a normal Fermi liquid phase (FL) is recovered.
The order parameter of the superconducting instability has a d-wave symmetry,
as known from angle resolved photoemission spectroscopy (ARPES) [7],[8]. This
technique provides a measure of the single-particle spectral function A(~k, ω). In the
normal state, a broad peak due to Fermi liquid quasiparticles is observed in the energy
distribution curves for various momenta (see left-hand side of Figure 1.6(a),(b) and
(c)). Then the Fermi surface is located at the momentum where this peak crosses the
zero binding energy line and disappears. Below the critical temperature, a narrow
peak due to the superconducting quasiparticles appears at the Fermi surface. This
peak is pushed to higher binding energy by the superconducting gap. The data on the
right-hand side of Figure 1.6 show that this gap is not isotropic, but depends rather
strongly on the momentum. By following the contour of the normal state Fermi
surface, the superconducting gap is found to fit quite well the d-wave symmetry.
Moreover, a small anisotropic pseudogap is already observed in the normal state for
this compound (panel (a)).
1.2 The single-band Hubbard model
In Figure 1.6 left, the energy distribution curves (a)-(c) indicates clearly that only
one band is present at the Fermi surface. This suggests that the electronic properties
of the cuprates can be described properly by an effective one band model on a two-
dimensional lattice. A simple model with one band including the strong electronic
correlations and describing perfectly well the antiferromagnetic phase at half-filling
is the one-band repulsive Hubbard model on a square lattice:
Hˆ = tTˆ + UDˆ (1.1)
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Figure 1.6: ARPES data for a Bi2Sr2Ca2Cu3O10+δ compound near optimal doping (Tc =
108 K). Left-hand side: Measurement of the normal state Fermi surface (T = 130 K). The
panel (a)-(c) show the measured intensity along the high-symmetry lines, as indicated in
the sketched Brillouin zone. The panel (d) gives an intensity map of the ARPES spectra
integrated within a narrow energy window at the Fermi energy. Right-hand side: (a)-(b):
Measurement in the nodal (α) or antinodal (β) region (see the sketched Brillouin zone of
the left-hand side) (a): The normal state pseudogap defined by the energy position of the
leading-edge-midpoint (LEM). (b): The superconducting gap below the critical temperature
(T = 10 K). (c): Position of the LEM along the normal state Fermi surface in the normal












Here c†iσ creates an electron at site i with spin σ, the summation is restricted to
nearest-neighbor sites and niσ = c
†
iσciσ. In Eq. (1.1), the first term describes the
energy gain for the delocalized electrons, whereas the second term accounts for the
energy cost due to double occupation of sites (see Figure 1.7). In the context of the
cuprates, this one band model should of course be understood as an effective model
replacing the true microscopic model, which is the three-band Hubbard model. This
effective model can be obtained by considering that an additional hole can resonate
between the four oxygen sites surrounding a copper site, in order to gain energy by
delocalization [9]. In the hole picture, the spin of this additional hole and the spin on
the copper site form a spin singlet, called “Zhang-Rice singlet”, which can hop from
one copper site to another. For ∆pd → ∞, this process is equivalent to the hopping
of a single hole between two copper sites, which is allowed only if it does not create a
doubly occupied site. Actually, this hopping corresponds to a two-step process in term





[9]. Therefore the whole three-band model is reduced to a one-band t-J
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U
−t
Figure 1.7: Effective one-band Hubbard model for the description of the cuprates. The
hopping parameter t corresponds to delocalization of the electrons between nearest-neighbor
sites on the L × L square lattice, whereas the Coulomb parameter U describes the energy
cost for the double occupation of one site.
model when the spin interaction (Heisenberg term) is taken into account. But the t-J
model is just the infinite U limit of the Hamiltonian (1.1) and therefore the one-band




ǫd − ǫp and U = ∆pd = ǫd − ǫp (1.3)
is used when ∆pd is large, but finite.
Typical values for the effective parameters can be obtained experimentally by
measuring the magnetic excitations in the parent compounds using inelastic neutron
scattering. For instance, the data for La2CuO4 [10] are well reproduced by considering
a Heisenberg model that describes the spin excitations at low energy. First-, second-,
and third-nearest neighbor magnetic exchange couplings, as well as a ring exchange
coupling, are included in the Hamiltonian in order to get the right dispersion and
intensity for the spin-wave scattering. A fit of the data allows us to obtain the values
for all couplings. In fact this Heisenberg model is just the perturbative expansion
in the kinetic term of the Hubbard model up to t4 and the exchange couplings are
directly related to the parameters U and t. From the extracted values of the exchange
couplings, the values t = 0.33 eV and U = 2.9 eV are obtained for La2CuO4. If the
parameter t is chosen as energy unit, it gives U = 8.8t. The ARPES data (see Figure
1.6) show that in the cuprates the Fermi surface is hole-like although the density
is smaller than 1. A parameter t’ for the next-nearest-neighbor hopping appears
therefore to be necessary to fit the shape of the Fermi surface. In fact, due to the
van Hove singularities at momenta (±π, 0) and (0,±π) in the density of state, the
parameter t’ could play an important role in the cuprates as it brings the Fermi
surface much closer to the singularities. Nevertheless, this study will focus mainly
on the most fundamental Hubbard model (1.1), the effect of a t’ parameter being
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incorporated at the end.
At half-filling an antiferromagnetic instability occurs in the ground state of the
repulsive Hubbard model. Now the question is to know whether a superconducting
instability could appear when the density is reduced. In BCS theory a superconduct-
ing instability occurs if the coupling is negative. For a repulsive interaction, the BCS
mean-field approximation applied to the on-site term gives:
〈ni↑ni↓〉 ≈ 〈ni↑〉〈ni↓〉+ 〈c†i↑ci↓〉〈ci↑c†i↓〉+ 〈c†i↑c†i↓〉〈ci↓ci↑〉 (1.4)





where n is the average density. The second term of the right-hand side is always non-
negative and vanishes if the ground state has not a broken symmetry. It means that
in the best case, the on-site term is not unfavorable for a superconducting instability.
This situation occurs when the wave function has a particular symmetry (like p-wave
or d-wave) so that 〈c†i↑c†i↓〉 = 0. We will explore two paths leading to a superconducting
ground state:
• A small effective attraction between electrons on nearest-neighbor sites (of a
non-specified origin) is added and treated at the mean-field level in the same way
as the on-site interaction. Then the system has a superconducting instability
for an appropriate symmetry of the order parameter.
• The model is not modified, but treated beyond mean-field theory. The strong
electronic correlations may lead to an effective attraction and thus to (non s-
wave) superconductivity.
The first path is followed in Chapter 2, while the remaining chapters are dedicated




Let us first look what happens at the mean-field level when an attractive nearest-
neighbor term is added to the Hubbard Hamiltonian. The model is now given by
Hˆ = tTˆ + UDˆ + V
∑
〈i,j〉
ninj , with U > 0 and V < 0 . (2.1)
The BCS approximation consists in choosing the ground state of the BCS mean-
field Hamiltonian as a trial state. As shown in Appendix B, this approximation leads



























Wσ−σ(~k1, ~k2)u~k1v~k1u~k2v~k2 , (2.2)






















is the average particle
number. The quantities u~k and v~k are related to the gap parameter ∆~k by














. In principle, any momentum dependence of
the gap parameter ∆~k should be allowed in minimizing this functional. However, the
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Figure 2.1: First Brillouin zone of the L × L square lattice with periodic-antiperiodic
boundary conditions. This particular choice of boundary conditions allows us to shift the
momenta by the vector (0, π/L), in black on the figure, in order to avoid the diagonal
momenta where the factors u~k and v~k are not defined when the chemical potential is such
that ξ~k = 0.
calculation is much easier if the symmetry of the gap parameter is imposed. In this
study, three different symmetries have been considered:
∆~k = ∆ s-wave
∆~k = ∆(cos kx + cos ky) extended s-wave
∆~k = ∆(cos kx − cos ky) d-wave
Therefore only the variational parameter ∆ has to be optimized. The energy (2.2) is
computed numerically for a square lattice with periodic-antiperiodic boundary condi-
tions. This choice of boundary conditions allows us to shift the ~k points in the First
Brillouin Zone (see Fig. 2.1) in order to avoid the diagonal momenta that can lead
to an ill-defined BCS state for the d-wave symmetry when the density is such that
ξ~k∗ = 0 for
~k∗ on the diagonal. Let us first study the pure Hubbard model (V = 0) on
the square lattice (30× 30). Figure 2.2 gives the kinetic, potential and total energies
as a function of the gap parameter.
The opening of a gap at the Fermi surface is not favorable for the kinetic energy.
For a small gap, this energy increases rather slowly in the extended s-wave symmetry,
as compared to simple s-wave or d-wave. The results for the potential energy corrob-
orate the expected behavior in the mean-field approximation. For V = 0, the whole























Figure 2.2: Kinetic, potential and total energies as functions of the gap parameter for a
lattice size 30× 30, U = 8t, V = 0 and a density n = 0.87. Three different symmetries are
considered.














As this contribution is positive for ∆ 6= 0, the opening of a gap ∆ cannot be favorable
when U > 0. In the best situation, the gap symmetry is such as
∑
~k∆~k/E~k = 0 and
then the potential energy does not depend on ∆. This is the case for d-wave symmetry.
Figure 2.2(b) also shows that the extended s-wave symmetry, where electrons are
paired on nearest-neighbor sites, is effective in avoiding the strong on-site repulsion,
whereas the simple s-wave symmetry is strongly affected. The total energy indicates
that no pairing occurs in the Hubbard model at mean-field level. Moreover, it can
be noted that for ∆ <≈ 0.67 the extended s-wave is less unfavorable than the d-wave
pairing.
Now let us see what happens when the nearest-neighbor attraction is switched
on. The kinetic, potential and total energies are computed for a system size 30× 30
and for a rather large attraction, V = −t. Results are given in Figure 2.3. Of
course, the kinetic energy does not depend on the parameter V . For both d-wave
and extended s-wave symmetry, the gap parameter describes a pairing of electrons
located on nearest-neighbor sites of the lattice. It is therefore not surprising to observe
a decrease of the potential energy when ∆ is increased, due to the binding energy of
the attractive term. However this effect is less pronounced for the extended s-wave. It
results that for this latter symmetry, the gain in Epot cannot compensate the kinetic
energy and a gap is found in the ground state only for d-wave symmetry.
The density dependence of the optimal gap is given in Figure 2.4 for U = 4t and
different values of the attraction V. The gap is found to be maximum at half-filling, at
least for large values of V, and decreases with increasing hole concentration. A small




















Figure 2.3: Kinetic, potential and total energies as functions of the gap parameter for a
lattice size 30 × 30, U = 8t, V = −t and a density n = 0.87. The black, red and green
curves correspond respectively to the s-wave, extended s-wave and d-wave symmetries.
















Figure 2.4: Optimal gap parameter (with d-wave symmetry) as a function of density for
various strengths of the nearest-neighbor attraction. The lattice size is 30× 30 and U = 4t.
For V > −0.3t, a pairing instability is no longer favorable for any density.
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Figure 2.5: Size dependence of the optimal gap parameter as a function of density, for
U = 4t and V = −t. For small lattice sizes, the gap oscillates and has pronounced minima
for some particular fillings corresponding to filled shells. This phenomenon occurs especially
for small ∆opt.
gap is still present for V = −0.4t in the range 1 ≥ n & 0.87. For this coupling the
maximum gap is no longer at half-filling, but at a density of ∼ 0.95. For V ≥ −0.3t
the opening of a pairing gap is not favorable at any density. It means that the critical
attraction for the appearance of superconductivity is Vcrit ≈ −0.3t. We note that
these results do not depend on the value of the on-site repulsion U .
2.1 Size effects
The system size used in this calculation is quite large (30 × 30). However, it is
numerically much more demanding to go beyond the mean-field level, where such
a system size cannot be reached. Therefore it is illustrative to estimate the size
dependence for the BCS approximation of this simple model. Figure 2.5 shows the
optimal gap as a function of density for different system sizes.
For small system sizes, the gap parameter oscillates around the value obtained for
the 30×30 lattice. These oscillations are size effects encountered at particular fillings
for these particular boundary conditions. They can be understood by considering
two different situations. First let us assume that the density corresponds to complete
filling of the highest occupied levels. It means that all momenta in the first Brillouin
zone are away from the Fermi surface. For small system sizes the level spacing exceeds
the gap parameter and we may assume |∆~k| ≪ |ξ~k|. In this case the terms in the sum
of (2.5) are given by










Therefore the sum (2.5) (and similarly the corresponding term proportional to V ) is
small. Now let us choose a density such as ξ~k∗ = 0 for some momenta
~k∗ (partial
filling of the highest occupied levels). By symmetry, two or four ~k∗ are on the Fermi
surface. Moreover, for these particular boundary conditions, these momenta belong
either all to the part where the d-wave gap is positive or all to the part where it is












where N~k∗ is the number of momenta with ξ~k∗ = 0. The variational energy is therefore
too large for small ∆ and the optimal gap is overestimated. Figure 2.5 confirms that
these size effects are especially large when both the optimal gap and the lattice size
are small.
Anderson pointed out a long time ago that for finite systems, superconductivity
should disappear when the system size becomes sufficiently small [11]. The reason
is that the Fermi surface instability occurs essentially within a layer of width ∆
around the Fermi energy (for s-wave symmetry), which should at least contain one
occupied and one empty single-electron energy level for promoting a Cooper pair.
More precisely, Anderson’s argument states that superconductivity disappears as soon
as the single-electron energy level spacing ∆ǫ~k (which increases when the system size
is decreased) is equal to the bulk gap parameter ∆. For d-wave symmetry, the same
argument may be applied to the antinodal region where the gap is maximal. Close












In our calculation, this energy spacing is equal to the bulk gap (≈ 0.2t close to half-
filling) for a lattice size 14 × 14. It means that for our 8 × 8 lattice, Anderson’s
argument would imply a vanishing gap parameter (∆ǫ~k ≈ 0.6t > ∆ ≈ 0.2t). A
somewhat different criterion states that superconductivity survives as long as the co-
herence length ξc = ~vF/∆ ≈ 2t/∆ does not exceed the lattice size. This leads to a
critical lattice size of 10× 10 close to half-filling. However, there is no sharp transi-
tion between a superconducting regime and a normal state. Rigorous results for the
reduced BCS Hamiltonian (i.e. beyond mean-field) in fact show a smooth crossover
between superconducting and fluctuation-dominated regimes [12],[13]. These results
Chapter 2: BCS approximation for nearest-neighbor attraction 23


















Figure 2.6: Phase diagram of the extended Hubbard model with U = 8t.
indicate that a lattice which is smaller, but close to the critical size given by Ander-
son’s argument, like our 8 × 8 lattice, can already capture essential features of the
bulk behavior.
2.2 Phase diagram

















~k,~k′). A phase diagram for the superconducting transition
can be obtained by solving numerically this equation in the thermodynamic limit
with the condition ∆ = 0. This phase diagram is given in Figure 2.6. For a fixed
value of the attractive parameter |V | > 0.25t, the system is in a superconducting
phase at half-filling (here the possibility of an antiferromagnetic phase is not taken
into account) and undergoes a transition towards a Fermi liquid upon hole doping.
For |V | & 7t, d-wave pairing is strong enough to survive at any density.
This simple calculation shows that a superconducting instability appears already
at the mean-field level when a nearest-neighbor attraction is added to the Hubbard
model. Despite the strong on-site Coulomb repulsion, pairing with unconventional
angular momentum can occur. However, this attractive term is purely phenomenolog-
ical and has no microscopic basis (for instance through band structure calculations).
Its origin could be searched among the degrees of freedom that are usually not consid-
ered in ab initio band structure calculations, such as phonons. An effective attraction
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then appears when these degrees of freedom are integrated out. Another possibility,
which in our opinion is much more appealing, is an the attraction resulting from
the response of the electrons to the electronic background itself. In other words, the






W. Kohn and J. M. Luttinger have shown that a superconducting instability
has to occur in weakly interacting Fermi systems at low enough temperature [14],
provided that no other Fermi surface instability occurs at a higher temperature. This
statement is true both for an attractive or a repulsive interaction. How can the
electron pairing be understood in the repulsive case? Let us consider for a while
a charged impurity in a normal metal. We know that the electron distribution is
modified in the vicinity of the impurity in such way that the impurity potential is
screened. Looking at the Fourier transform of the impurity distribution, a component
with q < 2kF is screened by creating infinitesimal excitations of electrons at the Fermi
surface (with ∆k = q). Now, it is clear that the electrons are much less effective in
screening the fast component (q > 2kF ), as such low-energy excitations do not exist
(see Fig. 3.1). Actually the sharpness of the Fermi surface in a normal metal leads to
a singularity in the dielectric function for q = 2kF and as a direct consequence, the
effects of impurity potential do not vanish at large distances. Instead, the potential
has an oscillatory tail in real space with attractive portions. In a pure Fermi system,
the Coulomb interaction is screened in the same manner but now electrons play
the role of impurities and of screening charges at the same time (in a homogeneous
positively charged background). The study of the effective interaction allows one to
show that the sharpness of the Fermi surface still leads to some attractive components
and thus to pairing. This route to the superconductivity is called “Kohn-Luttinger
mechanism”.
We look for a pairing instability and therefore restrict ourselves to the BCS vertex
of the interaction, that is the scattering from one to another Cooper pair. In second
order perturbation theory, the BCS vertex is composed of the bare potential and the
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Figure 3.1: (a) A slow Fourier transform component of the impurity distribution with
|~q1| < 2kF can be screened by the particle-hole excitation with ∆~k = ~q1, but not by
a fast component with |~q2| > 2kF . (b) Schematic representation of the momentum
density in a Fermi liquid.
five second order contributions given in Fig. 3.2.
The screening of the interaction between two particles by the fermionic background
is obtained by particle-hole excitations at the Fermi surface, which is described by
the zero sound “ZS” diagrams (the “BCS” diagram is related to particle-particle
interaction). A logarithmic singularity is found in the contribution of these diagrams
to the BCS vertex, when q approaches 2kF (see [14],[15]):
Γ(q) ∼ [(2kF )2 − q2] ln |(2kF )2 − q2|+ Γreg(q2) (3.1)
where Γreg(q
2) is the regular part of this contribution.
At very small temperature, only scattering of electrons near the Fermi surface are
important. Therefore ~k1, ~k2 are chosen on the Fermi surface and the BCS vertex can
be parametrized by the angle θ between ~k1 and ~k2: ΓBCS(~k1, ~k2) = ΓBCS(cos θ). Then









d(cos θ)Pl(cos θ)Γ(cos θ) . (3.3)




d(cos θ)Pl(cos θ)ΓZS′,sing(cos θ) ∼ (−1)
l4
. (3.4)
The minus sign indicates that this term is attractive. On the other hand, all other
contributions are analytic (in particular the bare vertex is assumed to be regular)
and therefore their coefficients in the Legendre polynomials expansion have to fall



















Figure 3.2: Diagrammatic representation of the BCS vertex in second order pertur-
bation theory.
off exponentially in l: Γl,reg ∼ e−l, in order to ensure the convergence of the sum
(3.2). It results that components with sufficiently large angular momentum l are
dominated by the attractive interaction arising from the singularity. It means that
for a particular symmetry of the pairing, a BCS-type gap equation has necessarily a
solution. A Fermi liquid is therefore not stable at low temperature and unless another
instability emerges at higher temperature, the system undergoes a superconducting
transition.
The theorem of Kohn and Luttinger indicates that it makes sense to look for
superconductivity in the two-dimensional Hubbard model. Before studying the inter-
mediate coupling regime, which is the most relevant for the cuprates, let us consider
both limits of weak and infinite coupling.
3.2 Weak coupling: Renormalization Group
The Renormalization Group is a theory that has been very successful in study-
ing weakly interacting fermion systems [16]. This approach consists of reducing the
phase space of the system by including the effect of the eliminated degrees of freedom
in the renormalisation of some coupling constants or interaction vertices. It allows
one to study how a non-interacting system evolves into a Fermi liquid when a weak
interaction is taken into account and also how Fermi liquid theory breaks down when
some instabilities emerge at low temperatures (a weakly interacting system is always
a Fermi liquid at high enough temperatures). At low temperatures, the scattering
processes leading to an instability involve only the low energy electrons (close to the










Figure 3.3: The first Brillouin zone is separated in two parts corresponding to the slow
modes (<) in a shell ±Λ around the Fermi surface and the fast modes (>) that will be
integrated out in the renormalization process.
Fermi surface). Therefore we can learn a lot about the nature of the instability by
eliminating the high energy scattering events (called the fast modes) and by simul-
taneously modifying the couplings or vertices in such way that the physics remains
unchanged. This is realized in the renormalization group by introducing an energy
cutoff Λ as defined in Figure 3.3, which divides the first Brillouin zone into two parts:
the slow modes (<) and the fast modes (>).
When the cutoff Λ is reduced, the flow of the interaction vertices can be obtained
by fixing the condition that the partition function is invariant under this transfor-
mation. If a weak interaction leads to an instability at low (but finite) temperatures
for some particular scattering processes, the corresponding vertices have to diverge in
order to compensate the reduction of available scattering states due to the reduced
cut-off. Usually the renormalized interactions depend on both momenta and energies
involved in a process, even if the bare interaction does not. The renormalization
procedure therefore allows us to extract the dominant instability of the system and
also to estimate the critical temperature where this instability occurs.
For a weakly interacting fermion system on the square lattice, the Hamiltonian
for a general form of the interaction is written in momentum space:


















where c†~kσ creates an electron with momentum
~k and spin σ, ξ~k = −2t(cos kx +
cos ky)− µ and t, U0, µ are the system parameters corresponding respectively to the
transfer integral between nearest-neighbor sites of the lattice, the bare vertex and
the chemical potential. Here we assume a spin-independent interaction and a system
which is translationally invariant. The partition function is given by




where the functional integration is over Grassmann variables. The action is
S{Ψ} = S0{Ψ}+ SI{Ψ} = T
∑
ωn,~k,σ









U0( ~K1, ~K2, ~K3)Ψ¯ ~K3σΨ¯ ~K1+ ~K2− ~K3σ′Ψ ~K2σ′Ψ ~K1σ
where the energy-momentum vector is defined by ~K = (ωn, ~k).
To determine the effective action for the slow modes, the energy cutoff is intro-
duced in the electronic variables which are written
Ψ ~Kσ = θ(|ξ~k| − Λ)Ψ>, ~Kσ + θ(Λ− |ξ~k|)Ψ<, ~Kσ . (3.7)
Now the slow modes Ψ<, ~Kσ are inside the shell ±Λ around the Fermi surface. Only
the interactive part of the action mixes the slow modes and the fast modes and we
can write

























= eS0{Ψ<}〈eSI{Ψ<,Ψ>}〉0> = eS0{Ψ<}e(〈SI 〉0>+(〈S2I 〉−〈SI 〉2)/2+...) .








Figure 3.4: Diagrams corresponding to the lowest order cumulant in Equation 3.11.
The bracket 〈 〉0> means the average with respect to the fast modes with action S0.
The factor Z0> has been dropped as it is independent of the slow modes and can be
taken into account by adding a constant term to the effective action. The cumulant
expansion has been invoked to get the last equality. Now the effective action can be
written
SΛ{Ψ<} = S0{Ψ<}+ SIΛ (3.10)
where
SIΛ = 〈SI〉0> + (〈S2I 〉 − 〈SI〉2)/2 + . . . (3.11)
Therefore SIΛ is a series expansion in powers of the bare interaction U0. Using the
linked cluster theorem, it can be represented by all connected diagrams obtained from
SI , with the slow modes as external legs (at least two, for the lowest order cumulant)
and the fast modes as internal lines. The diagrams for the lowest order cumulant are
given in Figure 3.4.
The effective two-particle, four-particle, ... vertices at a cutoff Λ are defined by:
SΛ{Ψ<} := Γ2ΛΨ¯Ψ + Γ4ΛΨ¯Ψ¯ΨΨ+ Γ6ΛΨ¯Ψ¯Ψ¯ΨΨΨ + . . . (3.12)
where the electron variables are now restricted to the shell ±Λ around the Fermi
surface. The diagram (a) in Figure 3.4 renormalizes the four-particle vertex Γ4Λ,
while the diagram (b) renormalizes the two-particle vertex Γ2Λ.
This diagrammatic representation allows us to derive a flow equation for the renor-
malization of each vertex. Various formulations are possible to get this flow equation.
The main steps leading to this equation in the Kadanoff-Wilson-Polchinski formula-
tion are given in appendix C. Another formulation can be found in [17].
In the case of the two-dimensional Hubbard model, the bare interaction does not
depend on momenta U0(~k1, ~k2, ~k3) = constant = U . However, the effective interaction
Ul = Γ4Λ will become more and more momentum-dependent during the renormaliza-
tion process. The marginal part of the dependence of Ul (which leads to divergences)


















Figure 3.5: The marginal scattering processes involve momenta at the Fermi surface
(given here at half-filling). (a) and (c) are umklapp processes, (b) is a typical process
in the Cooper channel (~k1 + ~k2 = (0, 0)) and (d) is a typical process in the nesting
channel (~k3 − ~k1 = (π, π)).
includes only the interactions between electrons at the Fermi surface. The momentum
dependence perpendicular to the Fermi surface as well as the energy dependence are
found to be irrelevant. The effective interactions are therefore restricted to momenta
on the Fermi surface and are given by three angles of the particles (the fourth is
obtained by momentum conservation) Ul( ~K1, ~K2, ~K3)→ Ul(θ1, θ2, θ3). Some of these
marginal interactions are shown in Figure 3.5. Momenta on the Fermi surface are
discretized in order to compute the flow of the interactions numerically. The flow
equation C.5 is solved by successive iterations for each coupling constant (in other
words for each particular scattering process). It is important to note that all kind
of scattering processes are taken into account on an equal footing in this calcula-
tion. The result for the flow of several coupling constants for a Coulomb parameter
U = 4t/3 is given in Figure 3.6. We observe that some coupling constants diverge
strongly to +∞ when the cutoff is reduced. They correspond to scattering procceses
with a good nesting (momentum transfer ≈ (±π,±π)), as in Figure 3.5(d). Another
kind of coupling constants diverges to −∞ after changing their sign. This is the
typical behavior for scattering processes obeying the Cooper condition (~ktot = 0) and
without nesting, as in Figure 3.5(b). The renormalization procedure shows that an
effective interaction that is attractive appears in the “BCS” channel. Finally, some
coupling constants almost do not diverge, related to processes that are far from both
nesting and Cooper conditions.
The flow of the interactions shows that both antiferromagnetic and superconduct-
ing instabilities can occur at very low temperature. In order to know which instability
is dominant for a given chemical potential, the effective interaction for antiferromag-
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Figure 3.6: Flow of the coupling constant corresponding to typical scattering pro-
cesses, during the renoramlization procedure. The initial interaction is U = 4t/3 and
the chemical potential is µ = −0.003 corresponding to a slightly doped system. From
[18].
netism and for superconductivity are defined by:
V AFl (θ1, θ2) = −Ul(θ2, θ1, θ˜1) with, ~k(θ1)− ~k(θ˜1) = (π, π) (3.13)
V SCl (θ1, θ2) = Ul(θ1, θ1 + π, θ2) (3.14)
V AFl (θ1, θ2) and V
SC
l (θ1, θ2) describe antiferromagnetic and superconducting scat-
tering processes, respectively. As the angles θ1 and θ2 are discretized, these effective
interactions are matrices that can be straightforwardly diagonalized. The most attrac-
tive (most negative) eigenvalue is expected to give the most divergent contribution.
Moreover, the symmetry of the related correlation function is given by the symme-
try of the corresponding eigenvector. The most attractive eigenvalues for the effective
antiferromagnetic and superconducting interactions are written respectively V AFc,l and




c,l for different chemical potentials.
The most diverging eigenvector for the antiferromagnetic effective interaction is
found to be in a s-wave channel (A1 representation of the D4 group), while the super-
conducting effective interaction diverges in the d-wave (dx2−y2) channel corresponding
to the B1 representation. At half-filling, V
AF
c,l diverges clearly faster than V
SC
c,l . When




The perturbative renormalization group shows therefore that an antiferromagnetic
instability occurs at half-filling in the two-dimensional Hubbard model with weak
repulsion U. When the density is moderately reduced, a d-wave superconducting
instability becomes dominant.
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Figure 3.7: Flow of the most attractive eigenvalue (absolute value) for the antiferro-
magnetic (dashed line) or superconducting (continuous line) instability. The system
is half-filled for the curves A and then more and more doped. The corresponding
chemical potentials are |µ|/t ≈ 0 (A), 0.0027 (B), 0.0072 (C), 0.0196 (D) and 0.0324
(E). From [18].
3.3 Large U limit: the t-J model
If a pairing instability with a d-wave symmetry is found to be dominant at mod-
erate doping in the case of a weak interaction, the obvious next question is what
happens at the opposite limit of a strong interaction. Is it still favorable to break a
symmetry in the ground state of the Hubbard model when U → ∞? In this limit,
a doubly occupied site has a prohibitively high energy and the system stays in the
lower Hubbard band when n ≤ 1. Then the Hubbard model (1.1) can be transformed
into an effective Hamiltonian restricted to this subband and called the “t-J model”.
This is realized by applying a canonical transformation suppressing all first order pro-
cesses (of order t) which couple the lower and the upper Hubbard bands [19]. This
Hamiltonian has the following form:













































Figure 3.8: (a): Hopping corresponding to the first term of the effective Hamiltonian. (b):
Virtual process of second order in the hopping parameter associated with the Heisenberg
term.
where a†i,σ = (1 − ni,−σ)c†i,σ creates an electron with spin σ on site i only when this
site is not already occupied by an electron of opposite spin and ~S is the usual spin
operator. The first term is the kinetic energy of the holes, whereas the second term
is the Heisenberg term describing the low-energy spin excitations. This second order
term (of order t2/U) is generated by the canonical transformation. The “virtual”
process involved is the hopping of an electron to a nearest-neighbor site which is
already occupied and the way back to the original site with or without spin flip, as
shown in Figure 3.8. This process allows to gain some delocalization energy, but it
can take place only when the nearest-neighbor site is occupied by an electron with
opposite spin and therefore the Heisenberg term has an antiferromagnetic character.
The third term corresponds to second order “3-site” processes (see Fig. 3.9). When
the number of electrons per site n is equal to 1, only the antiferromagnetic Heisenberg
term survives.
3.3.1 The variational method
The variational method relies on the variational principle, which states that if E0
is the true ground state energy of the Hamiltonian Hˆ, then for any state |Ψ〉 of the
Hilbert space we have:
E(Ψ) :=
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 ≥ E0. (3.16)
The variational method consists in choosing a family of states, labeled by some
parameters, and in determining the best variational ground state by minimizing the






Figure 3.9: Virtual process of second order in the hopping parameter associated with the
3-site term of the effective Hamiltonian. The moves are of two types: second-neighbor
hopping of a spin σ electron via an intermediate site which is singly occupied by a spin −σ
electron (A moves) or second-neighbor hopping with spin-flip, accompanied by flipping the
spin at the intermediate site (B moves).
expectation value of energy with respect to these parameters. The result depends of
course on the choice of parameters. In general, physical arguments have to be invoked
to “guess” a reasonable ansatz.
Coming back to the issue of superconductivity in the t-J model, we may start
with a BCS state, as in Appendix B. However, such a state admits doubly occupied
sites, which have to be suppressed for U → ∞. Therefore the Gutzwiller projector
PG, which removes double occupancy, is applied to the BCS state. The result is a











This wave function does not have a well-defined number of particles. However, in
the thermodynamic limit, the wave function is peaked around the average number
of particles. Therefore, if the system is large enough it is totally equivalent to work
with the |RVB〉 state or with its N-particle component |Ψ(N)〉, which is defined as:






















This latter equality is readily obtained from the definition (B.9) of parameters u~k and










































where the sum is over all lattice vectors and a(~n) is the Fourier transform of a(~k). It
is useful to consider a simple case to see how this state can be written in the space








The effect of the Gutzwiller projector is to suppress configurations which contain both
c†i↑ and c
†
i↓. A given configuration appears twice in this expansion. For instance, the
configuration
| ↑: ~n2, ~n6 ↓: ~n5, ~n7〉 = c†2↑c†6↑c†5↓c†7↓|0〉 (3.24)
is present in (3.23) with the coefficients
a(~n2 − ~n5)a(~n6 − ~n7)c†2↑c†5↓c†6↑c†7↓|0〉+ a(~n2 − ~n7)a(~n6 − ~n5)c†2↑c†7↓c†6↑c†5↓|0〉 .
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If we commute the creation operators to obtain the order defined by (3.24), the
coefficient of this configuration takes the form of a determinant:[










∣∣∣∣ a(~n2 − ~n5) a(~n2 − ~n7)a(~n6 − ~n5) a(~n6 − ~n7)
∣∣∣∣ | ↑: ~n2, ~n6 ↓: ~n5, ~n7〉 . (3.25)
It is straightforward to generalize this argument to the case of N electrons and the




det[A({~ni↑}, {~nj↓})] |{~ni↑}, {~nj↓}〉 (3.26)





with elements a(~ni − ~nj).
3.3.2 Variational Monte Carlo (VMC)
The variational Monte Carlo technique is an efficient way to compute numerically







































Pν is the probability to find the configuration ν in state |Ψ(N)〉 and the correspond-
ing distribution is called P. The variational Monte Carlo simulation consists of two
stages. First a random walk allows us to generate a set of configurations {νi} with
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a distribution in agreement with P and then the energy of these configurations is














The Metropolis algorithm is used to generate a new configuration |νi+1〉, start-
ing from |νi〉. First, a move is randomly chosen with a uniform probability among
all possible moves. A trial configuration νt is so defined. |νt〉 is accepted as new









This choice satisfies the “detailed balance” [21], which guarantees that the set of
configurations is distributed according to P. A random number r is then chosen with
uniform probability in [0,1]. If r > Wνt, the configuration does not change (|νi+1〉 ≡
|νi〉) at this iteration. On the contrary, if r < Wνt, |νt〉 becomes the new configuration
(|νi+1〉 ≡ |νt〉). The iteration |νi〉 −→ |νi+1〉 is called a Monte Carlo step.
In the case of the t-J model at moderate doping, the wave function has singly
occupied sites and a few empty sites. Therefore, the possible moves are of two types:
the flip of two opposite nearest-neigbor spins or the hopping of a spin into an empty
site. In this way, all configurations can be generated and no doubly occupied sites
are created. The key point in the random walk is the uniformity of the choice of the
considered move. To ensure this uniformity, a site of the lattice is randomly chosen
along with one of its nearest neighbours. If these sites are occupied by two opposite
spins, then these spins are flipped. If one site is empty and the other occupied, the
electron is moved to the empty site. In all other cases, the configuration does not
change at this Monte Carlo step.
3.3.3 Results
As the quantity a(~k) defined in (3.19) is singular on the diagonal of the first Bril-
louin zone when ξ~k < 0 and for a d-wave symmetry of the gap parameter, a suitable
choice of boundary conditions (like the periodic-antiperiodic boundary conditions)
should be used in order to avoid these momenta. An alternative way is to keep the
periodic-periodic boundary conditions and to add a small extended s-wave contribu-
tion δ~k to the d-wave gap parameter. In this case ∆~k 6= 0 on the diagonal. The pure
d-wave behavior is then recovered by taking δ~k → 0. The parameter U appearing in
(3.15) must be large as the effective Hamiltonian is only valid in the limit U → ∞.
Here the value originally considered by Gros [22], U = 16t, is used.
The results of the Monte Carlo simulation for a 9× 9 square lattice with 7 holes
(n ≈ 0.91) and periodic-periodic boundary conditions are given in Figure (3.10).
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Figure 3.10: Results of the variational Monte Carlo simulation for the |RVB〉 trial state,
for U = 16t and periodic boundary conditions. The density is n = 74/81 ≈ 0.91. (a):
Kinetic energy per site (b): Nearest-neighbor spin-spin correlation (c): “3-site” energy per
site (d) Total energy per site.
The total energy shown in part (d) increases monotonically with the gap parameter
for both s-wave and extended s-wave symmetry. These symmetries are therefore
not favorable to pairing. On the contrary, a finite gap of about 0.3t is found in
the ground state when d-wave pairs are considered. The energy gain results from
antiferromagnetic nearest-neighbor spin correlations, which are enhanced as the d-
wave pairing increases (part (b)). The energy gain due to the exchange term of the
effective Hamiltonian, is enough to compensate the increase of the kinetic energy
(part (a)). Meanwhile, the “3-site” energy given in part (c) is about one order of
magnitude smaller than both the kinetic and the Heisenberg terms. Therefore its
contribution to the total energy is not relevant.
These VMC calculations have been generalized by Paramekanti [23], who added
a next-nearest-neighbor hopping term to the model. Moreover he was able to extend
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Figure 3.11: (a) Optimal gap parameter as a function of doping for U = 12t. (b) Super-
conducting order parameter. From [23].
the system size considerably. The effective Hamiltonian contains the same three
terms as obtained in (3.15), but now the holes can hop to next-nearest-neighbor sites
and the “3-site” term also includes next-nearest-neighbor hopping. A “tilted lattice”
[23],[24] was used in his calculation in order to avoid the singularities on the diagonal
momenta, leading to the rather unusual number of sites 15× 15 + 1.
The main results of Paramekanti are shown in Fig. 3.11. The optimal gap has
a maximum at half-filling, decreases almost linearly upon doping and vanishes for a
hole concentration x ≈ 0.35. This behavior leads to the interpretation of the gap
parameter as an energy scale corresponding to an incoherent excitation associated
with the opening of the pseudogap in the phase diagram of the cuprates (temperature
T ∗) [23]. In the BCS state, the gap is proportional to the order parameter for the
superconducting transition. This is no longer the case after projection, and a finite
gap does not mean necessarily a superconducting instability, but rather the presence
of preformed pairs in the ground state. Whether these pairs have undergone a Bose-
Einstein condensation to give rise to a coherent state is a question that must be raised.
The superconducting order parameter Φ is defined by
Φ = |〈c†iσc†i+τ−σ〉| , (3.32)
where i + τ is a nearest-neighbor site of i. A non-vanishing order parameter indi-
cates that the fluctuating pairs are condensed and that the ground state is really
in a superconducting phase. However, the variational wave function being projected
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onto a fixed number of particles, Φ obviously vanishes in this calculation and the
long range order has to be checked by computing the long distance behavior of the
superconducting correlation function









creates a singlet pair on the nearest-neighbor sites (i, i + τα). This function gives
the probability to find a pair located on sites (i, i+ τα) when there is a pair on sites
(j, j + τβ). If the distance between i and j increases, the electrons in the vicinity of
site i lose the influence of the pair on sites (j, j + τβ) and the probability factorizes.
It is straightforward to see that in the limit |i − j| → ∞, Fα,β(i − j) = Φ2. The
advantage is that now Fα,β(i− j) can be computed for a wave function with a fixed
number of particles. The result is given in the right panel of Figure 3.11 as a function
of doping. The order parameter forms a dome that vanishes at half-filling and the
ground state is indeed superconducting in the range 0 < x < 0.35. The different
doping dependences of the gap and the order parameter indicate that some preformed
pairs are not condensed in the underdoped region. In [23], it is suggested that these
uncondensed pairs are responsible for the unusual properties of the pseudogap phase.
3.4 Intermediate value of the repulsion U
In the previous sections, we have seen that in both limits U/t . 1 and U →∞ the
ground state of the two-dimensional Hubbard model has a strong tendency towards a
superconducting instability with d-wave symmetry of the order parameter, in a certain
density range. However, the effective Coulomb parameter extracted from neutron
scattering data [10] indicates that the high-Tc cuprates are not well described by one
or the other of these limits. Indeed, the value of U = 8.8t is much too high to be
considered as a weak interaction, but on the other hand it is clearly too small to
neglect the double occupancy. The cuprates are therefore located in the regime of
intermediate coupling, which can be investigated by Monte Carlo calculations.
3.4.1 Quantum Monte Carlo
The knowledge of the partition function Z = Tr e−βHˆ of a system described in the
grand canonical ensemble by the Hamiltonian Hˆ allows us to compute the expectation
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where β is the inverse temperature β = 1/kBT . Quantum Monte Carlo is a powerful
technique where the parameter β is discretized in L “time steps” ∆τ , in order to com-
pute the partition function and the expectation values numerically. For the Hubbard










As the operators Tˆ and Dˆ do not commute, the Trotter formula introduces an error of
order (∆τ)2. This particular form allows us to make use of a Hubbard-Stratonovich
transformation to decouple the operator Dˆ, which is quartic in the fermionic oper-
ators. Such a transformation introduces an auxiliary field Φ and a summation over
all possible configurations of this field has to be performed. The advantage is that
all the exponentials are now quadratic in the fermionic operators and the fermionic
degrees of freedom can be integrated out. A similar procedure for our variational cal-
culation will be detailed in Section 4.3.1 and therefore we just mention here that the
contribution to the partition function for a particular field configuration is reduced to
a product of determinants, which is taken as a weight for the Monte Carlo simulation
















T is the matrix representation of the hopping operator and V σl is a matrix depending
on the parameters of the problem and the field configuration at time step l.
Half-filled system
At half filling, the product detOˆ↑detOˆ↓ is positively defined due to the electron-
hole symmetry and it therefore corresponds to the probability of a particular field
configuration. A standard Monte Carlo simulation (see Section 3.3.3) allows us to
carry out the remaining sum over the field configurations and to compute expectation
values. Figure 3.12 gives some results computed by Hirsch [26]. The left panel
shows the total energy as a function of temperature. Its extrapolation allows one to
estimate the ground state energy, assuming a T 2 dependence at low temperatures.
For U = 8t, the energy −0.48(5) is obtained with a rather large uncertainty due to
the extrapolation. At finite temperatures, long-range antiferromagnetic order cannot
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Figure 3.12: Monte Carlo results for the 2D Hubbard model at half filling. Left: Total
energy per site as a function of temperature for various values of the repulsion parameter
U and a lattice size 6 × 6. Periodic-periodic boundary conditions are used. The inset
gives the ground state energy obtained from the extrapolation of the energy, assuming a
T 2 dependence at low temperatures. Right: Structure factor at (π, π) as a function of the
inverse lattice size, for β = 0.75
√
N . The inset gives the staggered magnetization extracted
from the value of S(π, π)/N in the thermodynamic limit. From [26].
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occur in two dimensions as it would break a continuous symmetry. Nevertheless, an






(−1)~ri〈ni↑ − ni↓〉 (3.40)






ei~q·(~ri−~rj)〈(ni↑ − ni↓)(nj↑ − nj↓)〉 (3.41)
under the condition that the thermal coherence length is of the order of the linear
lattice size. Indeed, at zero temperature the structure factor at (π, π) behaves as
S(π, π) ∼ NM2. The right panel of Figure 3.12 shows the structure factor at (π, π) as
a function of the inverse lattice size, as well as the extracted magnetization for various
values of U . The linear dependence of S(π, π)/N indicates that the temperature is
low enough to mimic the zero temperature behavior. For U = 8t, the staggered
magnetization is M = 0.42(1). However, we note that this value should be taken as
a lower bound for the zero temperature magnetization as calculations are realized at
a finite temperature.
At half-filling, an antiferromagnetic ground state for the Hubbard model is there-
fore obtained from quantum Monte Carlo calculations.
Doped system
The situation is much more complicated when holes are introduced into the sys-
tem. Indeed, the product detOˆ↑detOˆ↓ is no longer positively defined away from
half filling and it turns out that a sign problem (see Section 4.4.2) occurs in the
most interesting range of moderate doping, which becomes severe at low tempera-
tures [27],[28]. Results for correlation functions or susceptibilities at low temper-
atures are therefore altered by this sign problem. Nevertheless, interesting results
are found at rather high temperatures by considering the irreducible vertex in the
singlet channel ΓIs [29]. This vertex can be determined from the knowledge of the
single-particle Gσ(x2, x1) = −i〈Tcσ(x2)c†σ(x1)〉 and two-particle G2(x4, x3, x2, x1) =
−〈Tc↑(x4)c↓(x3)c†↓(x2)c†↑(x1)〉Green’s functions, which can be computed in momentum-
frequency space using quantum Monte Carlo simulations. In these formulae, T is the
“imaginary time” ordering operator. The reducible particle-particle vertex Γ is first
extracted from the relation between Γ and the Green’s functions, and then the irre-
ducible particle-particle vertex ΓIs is obtained by solving the t-matrix equation. Fig-
ure 3.13 shows the momentum (left) and frequency (right) dependence of ΓIs(~q, ωn)
for various temperatures.
ΓIs(~q, ωn) is largest for ωn = 0 and ~q = (π, π), and it is enhanced as the tem-
perature is lowered. It is interesting to note that this behavior is similar, even at
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Figure 3.13: Irreducible vertex in the singlet channel for various temperatures. Left: as a
function of the momentum transfered during the scattering, for an energy-transfer ωm = 0.
Right: as a function of the energy-transfer for a momentum-transfer ~q = (π, π). The
calculations are carried out for an 8 × 8 lattice with periodic boundary conditions, with
density n = 0.87 and U = 4t. From [29].
a quantitative level, to that of a single-spin-fluctuation exchange interaction [29].
This indicates that the formation of Cooper pairs in the Hubbard model could origi-
nate from an effective interaction mediated by the exchange of antiferromagnetic spin
fluctuations. The real space interaction can be computed by taking the Fourier trans-
form of the irreducible interaction ΓIs. Figure 3.14 gives a representation of this real
space interaction. It is clear that the renormalized Coulomb repulsion is still strongly
repulsive on-site, but an attractive interaction is found for the nearest-neighbor or
third-neighbor sites. As predicted by the Kohn-Luttinger theorem, the system can
take advantage of a particular symmetry of the pairing correlations (like the d-wave
symmetry) to create Cooper pairs, and in so doing, to reduce its total energy.
3.4.2 Cluster Dynamical Mean Field Theory
For the doped system, an alternative to the finite lattice quantum Monte Carlo
described in the previous section is to consider a small cluster embedded in a host
environment representing the infinite lattice. The cluster degrees of freedom are
taken into account explicitly, while the remaining degrees of freedom are treated
at the (dynamical) mean field level. There are various ways to implement such a
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Figure 3.14: Graphical representation of the real space effective interaction deduced from
the Fourier transform of the irreducible vertex in the singlet channel.
method. Here we restrict ourselves to the Dynamical Cluster Approximation. The
infinite lattice is first divided into clusters of size Nc×Nc. Correspondingly, the First
Brillouin Zone is subdivided into Nc ×Nc blocks, defined by the wave vector ~K (see
Fig. 3.15). The wave vectors ~˜k inside a block corresponds to the cluster coordinates
~˜x in real space. The hopping amplitude t and the self-energy Σ of the infinite lattice
can then be split into intracluster and intercluster components:
t = tc + δt
Σ = Σc + δΣ (3.42)
Hence tc is the hopping between cluster sites and δt corresponds to hopping between
sites in different clusters. The central approximation consists of neglecting δΣ. The
self-energy is therefore truncated to the cluster degrees of freedom, Σ ≈ Σc. In
the Dynamical Cluster Approximation, the infinite lattice Green’s function G is also
restricted to the cluster by averaging the various contributions in each block of the
First Brillouin Zone. This leads to the coarse-grained Green’s function:















~K + ~˜k, ω)− Σc( ~K, ω)
]−1
(3.43)
with G−10 ( ~K +
~˜
k, ω) = iω − ǫ ~K+~˜k + µ.
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Figure 3.15: Left-hand side: The lattice is divided into clusters of sizeNc×Nc. The position
of the clusters is given by the vector ~˜x, whereas the vector ~X gives the site positions in
each cluster. Right-hand side: The First Brillouin Zone is subdivided into Nc × Nc cells
numbered by the vector ~K. The vector ~˜k corresponds to the cluster positions.
As Σc is restricted to the cluster degrees of freedom, it can be seen as the self-
energy of an effective cluster model, defined by the Hamiltonian:
Hˆc = Hˆ0c + HˆIc. (3.44)
Only the fermionic operators of the cluster are represented by Hˆ0c and HˆIc, which
describe respectively a single-particle term including the hopping between the cluster
and the host and a two-particle term related to the interaction of the original lattice
model. The cluster Green’s function Gc is written formally as a noninteracting part
G for Hˆ0c and a self energy correction Σc when HˆIc is taken into account:
Gc = [G−1 − Σc]−1. (3.45)
Now the effective cluster model is defined by identifying the cluster Green’s function
to the coarse-grained Green’s function of the original model, Gc ≡ G¯. By using a
“Cluster Solver”, which allows one to obtain the cluster Green’s function Gc from
the knowledge of G and of the interaction, the cluster self-energy can be computed
iteratively. An initial guess for Σc is first used to compute the coarse-grained Green’s
function from Eq. (3.43). G is then obtained from its definition (3.45) using Gc = G¯.
The “Cluster Solver” returns the Green’s function for the effective cluster model
and finally a new estimate of the cluster self-energy is calculated from (3.45). This
procedure (see Fig. 3.16) is repeated untilGc has converged towards G¯. The formalism
has been generalized to two-particle correlation functions, in particular to magnetic
and pairing susceptibilities [30],[31].
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Figure 3.16: Iterative procedure of the Cluster Dynamical Mean Field Theory, leading to
the value of the self-energy of the cluster embedded in the host environment (see the text).
The complexity of the problem has therefore been reduced to the diagonalization
of the Hamiltonian (3.44), which describes the cluster degrees of freedom and their
coupling with the host. This Hamiltonian can be seen as the extension of the single-
impurity Anderson model to a cluster. Various techniques have been developed to
solve this effective model, corresponding to different “Cluster Solvers”. One possi-
bility is to use an adaptation (see [32],[31]) of the quantum Monte Carlo simulation
described in the previous section. Figure 3.17 shows the inverse antiferromagnetic
(left-hand side) and the pairing (right-hand side) susceptibilities as functions of the
temperature, computed in the paramagnetic phase of the two-dimensional Hubbard
model. At half-filling and for a 4× 4 cluster, the inverse antiferromagnetic suscepti-
bility vanishes at the temperature TN ≈ 0.041, indicating a transition to an antifer-
romagnetic state. When the hole concentration increases, the Ne´el temperature TN
decreases and the inverse susceptibility does not cross zero anymore when δ > 0.05.
Results for the usual Dynamical Mean Field Theory, where the cluster is reduced to
a single site, show that the antiferromagnetism is strongly suppressed when non-local
fluctuations are taken into account. This is in agreement with the Mermin-Wagner
theorem which states that the Ne´el temperature has to vanish for a two-dimensional
system in the thermodynamic limit. At the right-hand side of Fig. 3.17, a divergence
of the pair field susceptibility is observed only for d-wave symmetry when δ = 0.05.
In this case, the superconducting transition occurs at Tc ≈ 0.021. No sign of a pairing
instability is found when the cluster is reduced to a single site (DMFT), proving the
important role of the non-local correlations. The phase diagram obtained in this way
for the two-dimensional Hubbard model is shown in Fig. 3.18. As the transitions are
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Figure 3.17: Left: Inverse antiferromagnetic susceptibility as a function of temperature
for U = 8t, dopings δ = 0.00, 0.05 and cluster sizes Nc = 1, 4. The lines are fits to
b(t−TN )γ . Inset: Ne´el temperature as a function of doping for Nc = 1, 4. Right: Pair field
susceptibility as a function of temperature for various symmetries, U = 8t, δ = 0.05 and
Nc = 4. Inset: Inverse pair field susceptibility for δ = 0.00, 0.05 and Nc = 1, 4. From [33].
obtained independently from the divergence of the susceptibilities, the superposition
of an antiferromagnetic and a superconducting phase does not imply the coexistence
of these phases. A third line (T ∗) in the phase diagram is associated with the opening
of a pseudogap. The temperature T ∗ for the crossover is defined by the peak in the
bulk (~k = 0) magnetic susceptibility. For a temperature T < T ∗, a gap is observed in
the single-particle density of states.
Finally, the Cluster Dynamical Mean Field Theory can be generalized to described













G↑(~k, ω) F (~k, ω)
F †(~k, ω) −G↓(−~k,−ω)
)
(3.47)
with F (~k, 0) = 〈c~k↑c−~k↓〉 the superconducting order parameter. The value of F (~k, 0)
as a function of doping obtained after the convergence of the CDMFT procedure is
given in Fig. 3.19. The order parameter forms a dome with a maximal value occurring
at the same doping as the maximum Tc.
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Figure 3.18: Phase diagram of the two-dimensional Hubbard model with U = 8t obtained
for a 4× 4 cluster. From [33].
Figure 3.19: Superconducting order parameter of the two-dimensional Hubbard model with
U = 12t as a function of the doping, computed by Cluster Dynamical Mean Field Theory
with a 2 × 2 cluster at a temperature corresponding to 0.5Tc. The critical temperature is
also shown for comparison. From [34].
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3.4.3 Variational Monte Carlo: The Gutzwiller ansatz
The quantum Monte Carlo method is limited to rather high temperatures at
finite doping due to the occurrence of the sign problem. An alternative approach
is provided by variational calculations, which deal with ground state properties. The
variational Monte Carlo method introduced in Section 3.3.1 for the reduced Hilbert
space without double occupancy can be readily adapted to include configurations
with doubly occupied sites. We consider a superconducting trial state with d-wave
symmetry. In the wave function (3.17), the projector PG is replaced by the Gutzwiller
operator e−gDˆ which suppresses only partially the double occupancy. It is written:
|ΨG〉 = e−gDˆ|dBCS〉 = e−g
P
i ni↑ni↓|dBCS〉 . (3.48)
The variational parameter g allows us to tune the double occupancy, the state (3.17)
being recovered in the limit g → ∞. The notation |dBCS〉 means that the BCS
state has a gap parameter with d-wave symmetry. As for the t-J model, this state
is projected onto a fixed number of particles, but now all configurations are kept.
The operator Dˆ is diagonal in real space and therefore just adds a weight to each
configuration {~ni↑}{~nj↓} depending on the number ND of doubly occupied sites. Eq.




e−gND({~ni↑},{~nj↓}) det[A({~ni↑}, {~nj↓})] |{~ni↑}, {~nj↓}〉 . (3.49)
A Monte Carlo simulation can be performed to get the energy of the variational
state |Ψ(N)G 〉. The Metropolis algorithm described in Section 3.3.2 is first used to
generate a set of configurations. The passage between subsequent configurations is
carried out by moving a randomly chosen electron to a nearest-neighbor site which
is also randomly selected. The variational energy is then computed by averaging the
kinetic and potential energies of the Hubbard Hamiltonian over this set of configura-
tions.
The projection of the variational wave function onto a fixed number of particles
restricts the choice of the allowed densities. When the number of particles is such
that the states at the Fermi surface are only partially filled, the variational ground
state is highly degenerate and this leads to a problem of convergence in the Monte
Carlo simulation. Therefore the density has to correspond to a last shell which is
completely filled.
The total energy is given in Fig. 3.20 as a function of the gap parameter for
different lattice sizes. Due to the periodic-antiperiodic boundary conditions, the half-
filled system corresponds to a filled shell for all lattice sizes. For other densities the
closed-shell condition may be satisfied for one lattice size, but not for another one.
Thus the density n = 0.8125 corresponds to a closed shell for both 8× 8 and 16× 16
lattices, but not for a 12× 12 lattice, where the slightly modified value of n = 0.8056



































Figure 3.20: Variational energy as a function of the gap parameter for various lattice
sizes, a repulsion U = 8t and periodic-antiperiodic boundary conditions. The left
part corresponds to a density n = 1, whereas the right part gives the behavior for
n ≈ 0.81.
can be used instead. Fig. 3.20 shows that the gap is more or less size independent
for n = 1, but not for n ≈ 0.81 where it decreases as the system size increases.
Fig. 3.21 gives the extrapolation of the value of the optimal gap parameter in the
thermodynamic limit. A value of ∆∞ ≈ 0.16t is found at half-filling, while the gap
vanishes for n ≈ 0.81.
In the definition of the BCS state, the chemical potential µ is used in principle to fix
the average density of electrons. However, no constraint is imposed on this parameter
when the BCS state is projected onto a fixed number of particles. Therefore µ is no
longer a true chemical potential and it can either be fixed (like in Fig. 3.20), or used
as a variational parameter to improve the ground state. However, it turns out that µ
has almost no influence on the results for the gap parameter.
The optimal gap as a function of doping x is given in Fig. 3.22. The gap is
maximal at half-filling and decreases monotonically when the doping x increases.
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Figure 3.21: Extrapolation for the value of the gap parameter at the thermodynamic
limit. The gap converges towards a finite value ∆ ≈ 0.16t at half-filling, whereas it
vanishes for n ≈ 0.81
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Figure 3.22: Optimal gap parameter as a function of the hole concentration x.
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n µ g E/t 〈Dˆ〉/L2 〈Dˆ〉/DFS
0.8125 -0.51(1) 1.16(2) -0.795(1) 0.0444(1) 27
0.9375 -0.28(1) 1.31(2) -0.510(1) 0.0639(1) 29
1.0 0.00(1) 1.38(2) -0.306(1) 0.0808(1) 32
Table 3.1: “Chemical potential”, parameter g, total energy per site and number of
doubly occupied sites (per site) for different densities on a 8x8 lattice with U = 8t.
The last column gives the proportion of doubly occupied sites in the variational
ground state with respect to the filled Fermi sea (in percent).









Figure 3.23: Total, kinetic and potential energies per site as functions of the gap
parameter on an 8 × 8 lattice for the density n = 0.9375. For each curve E(∆ = 0)
has been subtracted. The relative statistical error is smaller than the symbol size.
This dependence is very similar to the behavior of the gap parameter in the limit
where U →∞ (see Section 3.3.3), even though the number of doubly occupied sites
is far from being negligible for U = 8t. Indeed, the variational ground state has
almost 30% of the double occupancy of the filled Fermi sea, as can be seen in Table
3.1.
In Fig. 3.23 the kinetic, potential and total energies are plotted as functions of
the gap parameter for a density n = 0.9375 (60 electrons on 8×8 sites corresponding
to a filled shell) and for U = 8t. The kinetic energy increases monotonically with
the gap parameter, while the potential energy decreases. The total energy passes
through a minimum at ∆ ≈ 0.14t, which means that the ground state is stabilized by
the formation of pairs. Here the behavior is not qualitatively different from the BCS
behaviour (mean-field level) where the condensation energy Econd = Etot(0)−Etot(∆)
is entirely due to a gain in the potential energy.
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But how good is the Gutzwiller ansatz? The estimates for the energy of the antifer-
romagnetic ground state of the Hubbard model at half-filling obtained by variational
Monte Carlo (see Section 4.3.2), quantum Monte Carlo [26] or other techniques [35]
are in the range −0.48t to −0.52t for U = 8t. Therefore our value of −0.306(1)t
indicates that at least for n = 1 the Gutzwiller ansatz does not provide a good es-
timate of the ground state. Actually, improvements of the variational wave function
will show that this remains true at finite doping.
3.4.4 Improving the Gutzwiller ansatz
There are in principle many options for improving the variational ansatz (3.48).
Here we mention two modifications proposed by other groups and postpone our own
version to Chapter 4.
Inclusion of antiferromagnetism
A first improvement has been proposed by Giamarchi and Lhuillier [36] who ad-
mitted the possibility of antiferromagnetic order. They used the wave function
|ΨGia〉 = e−gDˆPN |Ψ0〉 = e−gDˆPN
∏
~k





















Here ~K = (π, π) is the perfect nesting vector and ~k is restricted to half of the Brillouin
zone where ǫ~k < 0. α~k and β~k are chosen in such way that the new fermions d
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where D is the antiferromagnetic gap parameter. In other words, superconductivity
arises here from the pairing of two quasiparticles of the antiferromagnetic phase.
The optimal parameters resulting from the minimization of the variational energy
computed by a Monte Carlo simulation are reported in Table 3.2. Clearly the presence
of a strong antiferromagnetic instability at half-filling is unfavorable for pairing, which
has a maximum for a density of n ≈ 0.94. The size dependence (see Fig. 3.24) of
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Figure 3.24: Extrapolation for the value of the superconducting gap parameter in the
thermodynamic limit. Due to the antiferromagnetic instability, the gap is very small
for n = 1 (squares). On the contrary, for n ≈ 0.9 (circles) the gap is rather large.
From [36].
Figure 3.25: Total energy per particle as a function of the doping for an 8× 8 lattice
at U = 10t (circles) and corresponding condensation energy (squares). The dashed
line shows the total energy per particle for the t− J model at J = 0.4t. From [36].
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n µ g D ∆
1.0 -0.00(2) 0.80(3) 1.55(4) 0.04(2)
0.9375 -0.19(3) 1.08(3) 0.80(5) 0.11(2)
0.8125 -0.55(6) 1.39(12) 0.05(3) 0.05(2)
0.6875 -0.69(5) 1.24(7) 0.00(3) 0.02(1)
0.5625 -0.87(9) 1.08(6) 0.00(3) 0.00(3)
Table 3.2: Optimal parameters obtained for different densities with the wave function
|ΨGia〉 on an 8× 8 lattice with U = 10t. The boundary conditions are periodic in one
direction and antiperiodic in the other direction. From [36].
the parameter ∆ shows that the pairing is strong at moderate doping but almost
disappears at half-filling. This is exactly the opposite of what has been found with
the (simple) Gutzwiller ansatz. The energy of the variational ground state is given
in Fig. 3.25 as a function of the density. The comparison of this energy with the
variational energy obtained with the Gutzwiller ansatz (see Table 3.3) shows that,
as expected, antiferromagnetism is favored at and close to half-filling. However the
antiferromagnetic order disappears rapidly with doping and therefore the energy is
almost unchanged for n . 0.8.
Addition of correlations between empty and doubly occupied sites
Another way to improve the trial state is to consider, besides the Gutzwiller
operator, a second operator adding correlations between empty and doubly occupied
sites. The wave function investigated by Yokoyama and coworkers [37] is





(1− νQi) with Qi = di
∏
τ
(1− ei+τ ) . (3.54)
Here di = ni↑ni↓, ei = (1 − ni↑)(1 − ni↓) and τ is a nearest-neighbor site of the
site i. |Ψ0〉 is a mean-field ground state with either a d -wave superconducting or an
antiferromagnetic gap parameter. The effect of the operator PQ is sketched in Figure
3.26. Such a choice is motivated by the large U expansion described in Section 3.3.3.
In the limit U → ∞, a configuration like that in Figure 3.26(c) appears as a virtual
state (or intermediate state) of fourth order in the large U expansion and is therefore
expected to be less favorable than a virtual configuration of second order (Figure
3.26(b)). For a finite U , this effect is translated to a “binding” energy occurring
between the holes and the doubly occupied sites, taken into account by including the
operator PQ.
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(a) 1 (b) e−g (c) e−g(1−ν)
Figure 3.26: Effects of the different projectors in the wave function (3.53). (a) A
configuration without doubly occupied site has a relative weight 1 introduced by the
projectors. (b) A configuration with a doubly occupied site which is nearest neighbor
of at least one empty site is only penalised by the factor e−g. (c) A configuration
with a doubly occupied site which does not have an empty site as nearest neighbour
is considered as arising from higher order terms in the large U expansion and is








Table 3.3: Improvements obtained with the wave functions ΨGia and ΨY with respect
to the Gutzwiller ansatz (in percent of the Gutzwiller energy). For ΨY a state with
a superconducting order parameter has been chosen.
Again, a Monte Carlo simulation allows one to compute the variational energy.
The optimisation of the parameters g, ν, ∆ and µ gives the ground state energy
reported in Fig. 3.27(left) as a function of the parameter U/t, for normal, antiferro-
magnetic and superconducting states. In Fig. 3.27(right), the condensation energy is
plotted as a function of U/t for various densities.
Qualitatively, the results obtained with the wave function |ΨY 〉 for a pairing in-
stability and U = 8t do not change much when compared with the Gutzwiller ansatz
results. More accurately, a pairing is found to be favorable for densities in the range
1 ≥ n ≥ 0.8. However for a lattice 10×10 at a density n = 0.8, the pairing is already
very weak, as pointed out by the tiny condensation energy (Figure 3.27(right)), and
it is questionable whether the gap will persist in the thermodynamic limit.
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Figure 3.27: Left: Total energy per site as a function of the repulsion U , on a 10×10
square lattice and for n = 0.88. Results are given for the Gutzwiller ansatz (G)
and for the wave function (3.53) (Q) in the normal, antiferromagnetic and super-
conducting states. Right: Condensation energy as a function of the repulsion U for
antiferromagnetic (open symbols) and superconducting states (closed symbols) and
for various densities. From [37].
Table 3.3 summarizes the improvements obtained with the wave functions ΨGia
and ΨY as compared to the (simple) Gutzwiller ansatz. As already discussed, ΨGia
leads to a large energy gain at half-filling. Remarkably the second projector of ΨY
is nearly as effective as antiferromagnetism although ΨY describes a superconducting
instability. With an antiferromagnetic order parameter, ΨY reduces the ground state
energy by 64% and is therefore better than ΨGia at half-filling. However, a supercon-
ducting order parameter becomes favorable when the density is reduced (for U . 5t
and U & 12t when n = 0.88 and for all values of U when n . 0.8). These variational
results underline the importance both of the right choice of symmetry breaking and
of additional correlations. We will see in the next chapter that there is still room for
improvement.
Chapter 4
A refined variational wave function
The Gutzwiller ansatz only optimizes the Coulomb term of the Hubbard model,
without taking care of the kinetic term. However the exchange processes, which
could stabilize further the ground state, are driven by this latter term and it seems
important to take advantage of the large degeneracy of the states with a small number
of doubly occupied sites to favor the states with a low kinetic energy. An alternative
way to improve the variational ground state is therefore to consider the refined wave
function:
|ΨGB〉 = e−hTˆe−gDˆ|Ψ0〉 . (4.1)
Here |Ψ0〉 is a mean-field ground state with either a (d-wave) superconducting or an
antiferromagnetic order parameter. The operator e−gDˆ partially suppresses double
occupancy for g > 0, while e−hTˆ promotes both hole motion and kinetic exchange.
In the limit h → 0 we recover the Gutzwiller ansatz (3.48). For g → ∞ and h ≪ 1
this variational problem is equivalent to that of the t-J Hamiltonian with respect to
a fully Gutzwiller-projected mean-field state, described in section 3.3.
4.1 The 1/r Hubbard chain
In general, the wave function (4.1) is very hard to use and calculations have to
be performed numerically. An exception is the 1/r Hubbard chain defined by the
Hamiltonian
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Figure 4.1: Errors in percent between the variational and the exact ground state ener-
gies. Left: The Gutzwiller ansatz and its insulating counterpart. Right: The refined wave
functions |ΨGB〉 and |ΨBG〉. From [38].
This model has been introduced by Gebhard and Ruckenstein [39], who were
able to calculate the exact ground state energy. They also showed that a Mott
metal-insulator transition occurs at half-filling as a function of U , at a critical point
U = W = 2πt. The Mott transition has been studied variationally for this model by
Dzierzawa et al. [38], who used Eq. (4.1) (with |Ψ0〉 = |FS〉) together with a second
trial state
|ΨBG〉 = e−gDˆe−hTˆ |Ψ∞〉 . (4.4)
Here |Ψ∞〉 is the exact ground state of the model for U →∞, which can be obtained
as limg→∞ e
−gDˆ|Ψ0〉 in the present case. It can be shown that |ΨGB〉 has a finite
Drude weight and is therefore metallic, whereas |ΨBG〉 is insulating (vanishing Drude
weight) [40]. It means that the Mott transition occurs at the repulsion U for which the
variational energies for both wave functions are equal. Fig. 4.1 shows the difference
between variational and exact ground state energies, for the wave functions (4.1) and
(4.4), as well as for the Gutzwiller ansatz |ΨG〉 = e−gDˆ|Ψ0〉 and its insulating partner
|ΨB〉 = e−hTˆ |Ψ∞〉. The wave functions |ΨG〉 and |ΨGB〉, describing delocalized states,
are especially appropriate for U/W < 1, whereas the functions |ΨB〉 and |ΨBG〉,
describing localized states, should be used for U/W > 1. Thus the Mott transition
occurs both for the pair (|ΨG〉, |ΨB〉) and for the pair (|ΨGB〉, |ΨBG〉) at U = W ,
in agreement with the exact result. Moreover, it is interesting to note that the
refinement of the wave functions leads to a reduction of the variational error (the
energy difference between the approximate and exact ground states) by one order of
magnitude in this simple one-dimensional model.








Figure 4.2: Crossover in the 2D Hubbard model. At half-filling, the value Ucr ≈ 4t can be
estimated from variational calculation [41] or quantum Monte Carlo simulation [42]. When
the system is doped, the crossover region is not yet accurately known, but a shape such as
the red curve seems reasonable. Indeed, for n → 0 the probability of double occupancy is
weak, the electron motion is almost free and the critical U for the crossover is expected to
diverge. It follows that a system in the localized regime at half-filling may crossover to the


















Figure 4.3: (a) Squared overlaps between the exact ground state for a small 2D cluster
at half-filling and the variational ground state (projected Fermi sea) with h = 0 or h > 0
(optimized). (b) Comparison between the variational energy in both cases h = 0 or h > 0
and the exact energy. From [43].
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Let us come back to the case of our two-dimensional Hubbard model. The value
of the Coulomb repulsion U = 8t used in our description of the high-Tc cuprates
is exactly equal to the bandwidth of the square lattice, hence the result of the 1D
model extended to the plane suggests that both wave functions |ΨGB〉 and |ΨBG〉 are
reasonable. However, more than the ratio U/W , the character of the state (localized
or delocalized) is important to decide what wave function should be used. For the
2D Hubbard model, this character is expected to depend on the hole concentration.
Actually, a crossover between a localized and a delocalized regime may occur upon
doping in this model, as depicted in Fig. 4.2.
Our system (with U = 8t) is located in the localized regime at half-filling and
therefore a localized wave function should be used in this case. The refined wave
function (4.1) is more appropriate to study the moderate doping case corresponding
to overdoped cuprates, where the system is expected to be in the delocalized regime.
Nevertheless, due the large degeneracy of the ground state |Ψ∞〉 in the infinite U
limit, a localized wave function such as |ΨBG〉 = e−gDˆe−hTˆ |Ψ∞〉 would be very hard
to study. For this reason, the wave function (4.1) is also used to investigate the weakly
doped system.
4.2 Small clusters
For a small two-dimensional cluster, the true ground state can be obtained by exact
diagonalization and serve as a crucial test for our ansatz. Such a comparison between
the exact ground state and the variational wave function (4.1) (with |Ψ0〉 = |FS〉)
has been made by Otsuka [43] for the simple Hubbard model with 10 electrons on
a two-dimensional 10 site cluster. The results both for the energy difference and for
the squared overlap of exact and variational ground states are shown in Fig. 4.3.
The kinetic projector allows one to reduce substantially the total energy, as indicated
by the comparison with the case h = 0. For U = 8t, the error is even reduced by
one order of magnitude. At the same time the squared overlap is found to increase
considerably, especially for intermediate values of U . The improvement is about 18%
with respect to the Gutzwiller ansatz for U = 8t. The kinetic projector modifies the
variational ground state, for instance by enhancing the spin correlations, and we can
expect a significant improvement of relevant physical quantities (like the correlation
functions) when derived from this ground state.
4.3 Antiferromagnetism
At or near half-filling, the antiferromagnetic instability is expected to be domi-
nant, according to both renormalization group calculations for small U [18],[17] and
quantum Monte Carlo calculations for intermediate U [26],[27]. The instability for





Figure 4.4: Fermi surface for a half-filled system with nearest-neighbor hopping. The First
Brillouin Zone can be separated into a part I (antiferromagnetic zone) and a part II. The
nesting vector (π, π) is also shown.
small U arises from the nesting of the Fermi surface for the vector ~Q = (π,±π). An
appropriate choice for the state |Ψ0〉 at half-filling is therefore the ground state of the
antiferromagnetic mean-field Hamiltonian. This Hamiltonian is defined by

















σc†~kσc~k+ ~Qσ . (4.5)
The First Brillouin Zone can be separated into a part I where ǫ~k ≤ 0 and a part II
where ǫ~k > 0, as shown in Figure 4.4. A momentum
~k′ in the part II can be written
~k′ = ~k+ ~Q (mod ~K) with ~k in part I and ~K a vector of the reciprocal lattice. It allows
















where the relation ǫ~k+ ~Q = −ǫ~k has been used. The Bogoliubov transformation
c~kσ = u~kα~kσ − σv~kα~k+ ~Qσ
c~k+ ~Qσ = σv~kα~kσ + u~kα~k+ ~Qσ (4.7)








α~kσ − α†~k+ ~Qσα~k+ ~Qσ) (4.8)
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, v~k = sign(ǫ~k)
√
1− u2~k . (4.9)









The refined wave function for the antiferromagnetic instability is therefore
|ΨAFGB〉 = e−hTˆe−gDˆ|SDW 〉 . (4.11)
4.3.1 Monte Carlo simulation for |ΨAFGB〉
The state |SDW 〉 is easily defined in momentum space where the operator Dˆ
is not diagonal. A discrete Hubbard-Stratonovich transformation [44] is applied to
decouple the terms ni↑ni↓ in the operator e



























































66 Chapter 4: A refined variational wave function










i ~Q·~ni + σv~ku~k′e




































where the operators β are defined as




being the number of momenta included in part I of the First Brillouin Zone.
Each time the notation β is used instead of α for the quasiparticles, it means that
the subscript of ~k ranges from 1 to 2M. Therefore W~k~k′ is a (Hermitian) 2M × 2M
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Finally our ansatz (4.1) with an antiferromagnetic reference state is
e−h
bT e−g































































Now the variational energy can be computed from the knowledge of the single-
particle Green’s functions, given by (see Appendix D)












where Bσ ≡ Bσ({τi}, {τi′}) = E†σ({τi′}) ·Eσ({τi}), B˜σ is the first N2 × N2 sub-matrix
of Bσ (with respect to the single-particle states |~k〉) and E˜σ~qj means the first N/2
elements of row j of Eσ, while E˜†σ~qi means the first N/2 elements of column i of E
†σ.
The trace has to be performed over a large number of Ising spin configurations.
Practically, it is realized using a Monte Carlo simulation, as defined in Section 3.3.2.
The Green’s functions are written
Gσ~qi,~qj = Tr{τi,τi′}
[










P (τi, τi′) is a weight which can be taken as the probability of a particular Ising spin
configuration. The corresponding distribution is defined as P. A set of M configura-
tions with a distribution in agreement with P can be generated using the Metropolis







|E˜σ~qj(B˜σ)−1E˜†σ~qi |l . (4.23)
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Figure 4.5: Variational energy as a function of the antiferromagnetic gap parameter for an
8× 8 lattice and U = 8t. Along the curve, both variational parameters g and h are already
optimized.
4.3.2 Half-filled case
We discuss here the case of an average site occupation n = 1. The variational
energy for an 8 × 8 lattice as a function of the gap parameter is given in Fig. 4.5.
The opening of an antiferromagnetic gap allows to lower substantially the total en-
ergy of the system. In order to know whether a true long-range order is present in







(−1)i〈ni↑ − ni↓〉 . (4.24)
In Table 4.1 the variational parameter ∆AF , the staggered magnetization as well as
the total energy of the ground state are compared with the unrestricted Hartree-Fock
approximation (g = h = 0), the Gutzwiller wave function (g > 0, h = 0) [45], a
quantum Monte Carlo simulation [26] and a Projector Operator technique [35]. The
gap parameter ∆AF is very large for g = h = 0 and decreases dramatically if g and
h are optimized, due to the spin fluctuations that are introduced by the Gutzwiller
projector and then enhanced by the kinetic projector. We note that the gap parameter
cannot be identified with an excitation gap, which in fact should vanish if a continuous
symmetry is broken.
As expected, the ground state energy is seen to vary appreciably as the parameters
g and h are turned on and to be comparable to that found with other techniques.
On the other hand, the order parameter is still rather large, at least in comparison
Chapter 4: A refined variational wave function 69
g h ∆AF M E/t
VMC 0 0 3.6(1) 0.89(1) -0.466(1)
VMC 0.69 0 1.3 0.86(1) -0.493(3)
VMC 3.1(1) 0.101(3) 0.32(2) 0.77(1) -0.514(1)
QMC - - - 0.42(1) -0.48(5)
PO - - - - -0.521(1)
Table 4.1: Variational results (VMC) for the 2D Hubbard model at half-filling (8×8 lattice,
U = 8t), compared to quantum Monte Carlo simulations (QMC) and a Projector Operator
approach (PO). The VMC data include the unrestricted Hartree-Fock approximation, the
Gutzwiller ansatz and the refined wave function.
to the accepted value of M = 0.614(1) for the 2D Heisenberg model (U → ∞) [46],
an upper bound for the Hubbard model. It means that the spin fluctuations are still
not fully included, even in our refined wave function.
In order to extract some information about superconducting correlations in the
presence of antiferromagnetic long-range order, we have calculated the correlation









− c†i↓c†ji↑) . (4.25)
The sites ji are the four nearest neighbors of site i and σji = +1(−1) in x-(y-)
direction. Thus C†i creates a singlet pair with d-wave symmetry centred at site i.
Fij is found to decrease rapidly with increasing distance, as expected for a gapped
system. For on-site correlations we find Fii = 0.0637(1) for h 6= 0 and Fii = 0.0592(1)
for h = 0, while the results for nearest-neighbor correlations are Fij = 0.0171(1) for
h 6= 0 and Fij = 0.0155(1) for h = 0. The superconducting correlations are therefore
slightly enhanced by the parameter h.
4.4 The superconducting instability
At moderate doping, renormalization group calculations have shown that the dom-
inant instability for a weak interaction corresponds to a d-wave pairing of the electrons
(see Section 3.2 and [18],[17]). The mean-field state |BCS〉 obtained in Chapter 2
is therefore a natural choice for the reference state |ψ0〉 in the refined wave function
(4.1), which is written:
|ΨBCSGB 〉 = e−hTˆ e−gDˆ|dBCS〉 . (4.26)
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4.4.1 Monte Carlo simulation for |ΨBCSGB 〉
As already mentioned, the state |dBCS〉 has not a fixed number of particles. At
first sight, the best way to compute the variational energy for a given density is there-
fore to project the wave function onto a fixed number of particles, as it has been done
in Sections 3.3.3 or 3.4.3, and to work in a “canonical ensemble”. However, we will
see that this method is not appropriate for the refined wave function. Alternatively,
all particle number contributions are kept and the parameter µ is used to fix the av-
erage density. It means that in this case the calculations are carried out in a “grand
canonical ensemble”.
The canonical ensemble
In the canonical ensemble, the calculation proceeds as for the antiferromagnetic
wave function (Section 4.3.1 and Appendix D). To see this, the |BCS〉 state is
projected onto a fixed number of particles N, in momentum space:
PN |BCS〉 = PN
[∏
~k
















































Each momentum configuration corresponds to N/2 pairs defined by the momenta ~kin
and has a weight W ({~ki}). The trace means the sum over all possible configurations.
By comparing this state with the antiferromagnetic mean-field ground state (4.10),
it is easy to realize that the single-particle Green’s function for the particles (instead
of the Bogoliubov quasiparticles) has the same form as in (4.20) after the Hubbard-
Stratonovich transformation. The only difference is that now the weight W ({~ki}) is
added as a factor to the weight |B˜−σ||B˜σ| of the Ising spin configuration and the trace
is performed on both Ising spin and momentum configurations.
The grand canonical ensemble
Things are slightly more complicated in the grand canonical ensemble. First the
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where |0〉 is the vacuum of particles, c~kσ|0〉 = 0. The operator (ni↑ − ni↓) occurring
in the Hubbard-Stratonovich transformation (4.12) is then given by


























Contrary to the antiferromagnetic case the number of quasiparticles is not conserved.




















β~k|0˜〉 = γ~k|0˜〉 = 0 . (4.32)






Using the transformation (A.2), it is clear that the operator (ni↑−ni↓) conserves now
the total number of quasiparticles. However it contains mixed terms of the form “α†β”
or “β†α”. Therefore the expectation values cannot be factorized, in contrast to the
antiferromagnetic ground state for which spin up and spin down components can be
averaged independently. Practically, it means that we have to deal with (2L2)×(2L2)
matrices. Using the notation
(α~k1, α~k2 , . . . , α~kN , α~kN+1, . . . , α~k2N ) = (β~k1, . . . , β~kN , γ~k1, . . . , γ~kN ) (4.34)
and following the procedure outlined in Section 4.3.1, the single-particle Green’s func-
tions are obtained (details are given in Appendix E):
G~qi,~qj = 〈α†~qiα~qj〉 =
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where




B˜ is the first L2 × L2 sub-matrix of B (4.36)
Due to the mixing of γ and β, the two-body operators cannot be factorized. How-
ever for a fixed configuration of the Ising spins |τi〉, |τi′〉, the mean value for quartic
operators can be obtained from the mean value of quadratic operators using (see the















This relation can be compared to Wick’s theorem. It allows us to compute easily the
expectation value of the double occupancy operator.
As in the antiferromagnetic case, the trace over the Ising spin configurations ap-
pearing in (4.35) or the trace over Ising spin plus momentum configurations in the
canonical ensemble can be performed by a Monte Carlo simulation. The moves of
the random walk of the Metropolis algorithm consist just of flipping a randomly cho-
sen spin and for the canonical ensemble, independently, of changing the momentum
(~kin,−~kin) of a randomly chosen pair by a momentum not yet attributed (randomly
chosen).
4.4.2 Size effects
Figure 4.6 shows the variational energy obtained by the Monte Carlo simulation
as a function of the parameter ∆, for a density n = 0.8125 and both for the canonical
(blue curves) or for the grand canonical ensemble (red curves).
Let us first note that the energy for the refined wave function (4.6(b)) is located
much below the energy of the Gutzwiller ansatz. The reduction of about 7% at
∆ = 0 can be compared with the values of 1% and 2% obtained respectively by the
wave functions |ΨGia〉 (see 3.50) or |ΨY 〉 (see 3.53) at comparable doping. It proves
that contrary to these wave functions, the refined wave function allows a significative
improvement also away from half-filling.
Now a striking feature of Figure (4.6), which occurs in both cases h = 0 and
h > 0, is the clear disagreement between the results obtained in the canonical and in
the grand canonical ensembles. Indeed, the gap vanishes in the ground state in this
latter case, whereas for the canonical ensemble the opening of a finite gap is favored.
















(a)  h = 0





Figure 4.6: Total energy per site as a function of the gap parameter in both cases h = 0
(part (a)) and h > 0 (part (b)). The red curves give the results of the calculation in the
grand canonical ensemble, while the blue curves correspond to the canonical ensemble.
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The wave functions projected or not projected onto a fixed number of particles should
give the same results in the thermodynamic limit. Therefore rather large size effects
are present at this doping.
For a density n ≈ 0.81, it is already known from the size dependence study
of Section 3.4.3 that the gap does not persist in the thermodynamic limit for the
Gutzwiller ansatz. Unfortunately, such a size dependence cannot be studied for the
canonical ensemble in the case h > 0 where a sign problem occurs and worsens as the
lattice size is increased. This numerical difficulty is analogous to the sign problem
encountered in quantum Monte Carlo simulations, and is due to the fact that the
weight of a particular configuration is not positively defined. The weight being taken
as the probability of the configuration in the simulation, it should of course be positive.
Otherwise the relative sign between different contributions is not respected, leading
to an error in the calculated average. This problem can be solved by choosing a new








































〈Oˆ · signW 〉|W |
〈signW 〉|W | . (4.38)
The expectation value of the observable Oˆ is given as an average computed with
respect to |W | divided by the mean value of the sign ofW . Obviously, this procedure
does not work when the mean value of the sign is zero. Moreover, a small mean
value already leads to a dramatic slowing down of the convergence rate. It turns
out that the weight for the Ising spin configurations (the product of determinants
|B˜−σ||B˜σ| for the canonical ensemble or the determinant |B˜| for the grand canonical
ensemble) has a mean value very close to one and does not lead to any sign problem.
On the contrary, the factor W ({~ki}), corresponding to the weight for the momentum
configurations, has an average sign which tends rapidly to zero as the gap parameter
or the lattice size is increased, as illustrated in Fig. 4.7.
The size dependence can be studied in the grand canonical ensemble, since the
latter does not suffer from the sign problem. However, the optimization of the varia-
tional parameters is already very time consuming for a 8 × 8 lattice and it becomes
completely impracticable for larger system sizes unless an appropriate method is used.
The optimization method [47],[48] consists first of creating a fixed set of configura-
tions for the Monte Carlo simulation, which are obtained for some particular values























Figure 4.7: Typical first Brillouin zone for a square lattice with periodic-antiperiodic
boundary conditions. The diagonal lines separate parts of the zone with different signs of
the d-wave gap parameter. The weight W ({~ki}), corresponding to a particular momentum
configuration, is just the product of factors u~ki for (
~ki,−~ki) unoccupied, times the product
of factors v~kj for (
~kj ,−~kj) occupied. The sign of v~kj has exactly the same dependence on
the momentum as the sign of the gap parameter. If ∆ = 0, v~kj vanishes for ǫ~kj > ǫF and
W ({~ki}) is not zero only for the configuration corresponding to the Fermi sea. For a small
∆ some other configurations acquire a finite weight. These configurations differ from the
Fermi sea only for momenta close to the Fermi surface. For instance, a configuration where
one of the momenta denoted by blue circles is empty while one of those with black circles
is occupied has a non-negligible probability to occur. However, the asymmetry due to the
boundary conditions implies that all the most probable configurations have the same sign.
If the gap increases, some other momenta have a non-negligible probability to be empty (for
instance those with red circles) and some configurations with both signs have a large weight.
In this case the mean value of the sign is close to zero, leading to a sign problem. When
the lattice size increases, the asymmetry is reduced and the sign problem occurs already for
small ∆.
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Figure 4.8: Variational energy for different lattice sizes and densities n = 0.8125 (left) and
n = 0.84 (right). Calculations are performed in the grand canonical ensemble.
of the variational parameters. Then this set of configurations is used to compute
the variational energy for various other choices of the variational parameters. The
advantage is that now the statistical error is largely reduced from one simulation to
another, which allows us to decreases the length (and the time) of the simulation.
Once the minimum is found, checks are realized to ensure that the variational ground
state is reached. Fig. 4.8 gives the size dependence of the total energy as a function
of the gap parameter for two different densities.
The left-hand side shows that a vanishing gap parameter seems to be a robust
feature of the ground state at n = 0.8125, although the presence of a very small
gap in the thermodynamic limit cannot be excluded. The non-monotonic behavior
indicates that results are still sensitive to the particular distribution of momenta in
the First Brillouin Zone. For n = 0.84 (right-hand side), a finite gap occurs in the
ground state for all studied lattice sizes. However the non-monotonic size effects are
very pronounced here. It can be explained by the proximity of the superconducting
transition. Indeed, if ∆ is small the correlation length is quite large and the lattice
size has more impact on the results. Deep inside the superconducting phase, the
size effects are supposed to become less important. In Fig. 4.9 the optimal gap as a
function of the inverse of the lattice size is plotted for different densities and indeed,
the size effects are reduced when the gap increases. However, even for the larger gap
a lattice size 6× 6 seems not to be large enough to mimic the thermodynamic limit.
On the contrary, a lattice size 8× 8 appears to give a reliable estimate of this limit.
4.4.3 The simple Hubbard model
We now discuss in more detail the effect of hole doping and, in particular, the
possibility of d-wave superconductivity. The optimization procedure being very time
consuming, we have focused on the minimum size required to obtain reliable results.
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Figure 4.9: Size dependence of the optimal gap parameter for different densities.
n µ g h E/t
0.8125 -0.4418(1) 3.0(1) 0.099(2) -0.849(1)
0.8400 -0.3972(3) 3.2(1) 0.103(2) -0.802(1)
0.9000 0.357(1) 3.4(1) 0.106(2) -0.697(1)
0.9375 0.620(1) 3.7(1) 0.110(2) -0.627(1)
0.9600 0.692(1) 4.1(2) 0.115(3) -0.583(1)
0.9700 0.743(1) 4.3(2) 0.116(3) -0.564(1)
Table 4.2: “Chemical potential”, parameters g and h and total energy per site for
different densities on an 8× 8 lattice.
This is the 8 × 8 lattice size, as concluded both from the results of last section and
from the mean-field calculation of Chapter 2. Moreover, the grand canonical ensemble
has been chosen for the calculations in order to avoid the sign problem.
The ground state energy and the parameters g, h, µ are given in Table 4.2 for
various densities. The chemical potential µ varies strongly with doping and increases
so much for n → 1 that the optimization becomes very difficult. The Gutzwiller
parameter g also increases rather strongly for n→ 1, which indicates that the system
is “more localized” at half-filling than away from half-filling [49]. In contrast, the
kinetic parameter h does not vary appreciably.
A linear regression of the ground state energy as a function of the density is
shown in Fig. 4.10. It allows us to get a good estimate of the energy at half-filling
E/t = −0.512(5), which corresponds to a decrease of about 66% with respect to
the Gutzwiller variational ground state (see Table 3.1). The refined wave function










y = -2.3217 + 1.8096*x
n = 1:
E/t = -0.512(5)
Figure 4.10: The linear regression (red curve) of the ground state energy as a function of
the density allows to extract a good estimate of the ground state energy at half-filling.
is therefore also superior to the wave functions |ΨGia〉 and |ΨY 〉 near half-filling,
where the improvement is about 62% and 45% of the Gutzwiller energy, respectively.
This is rather impressive if we remember that |ΨBCSGB 〉 allows only a superconducting
instability, while |ΨGia〉 includes antiferromagnetism as well.
The optimal gap parameter ∆ and the superconducting order parameter Φ =
|〈c†i↑c†ji↓〉| are given in Fig. 4.11 as functions of doping. Both quantities have a max-
imum around x = 0.1 and tend to zero around x = 0.18. The limiting behavior for
x→ 0 has not been established firmly, due to computational problems already men-
tioned, but our results are consistent with ∆ → 0, Φ → 0. The gap does not show
the monotonic behavior obtained with the Gutzwiller ansatz, both for finite U and for
U → ∞. In particular, the identification of the gap parameter with an energy scale
corresponding to an incoherent excitation (which manifests itself by the temperature
T ⋆ on the phase diagram of the cuprates (see Fig. 1.5)) is no longer substantiated.
The condensation energy, Econd = E(0)−E(∆) where ∆ is the optimal gap param-
eter, is depicted in Figure 4.12. It vanishes for x > 0.18 and increases monotonically
with decreasing x, even beyond the hole concentration where both ∆ and Φ pass
through a maximum. The limiting behaviour for x → 0 is again unknown, but for
x = 0 it is seen that antiferromagnetism prevails. The comparison with the Gutzwiller
wave function (inset) indicates that the addition of the parameter h strongly enhances
the condensation energy. It is worthwhile to add that according to calculations for
small clusters (see Section 4.2 and [43]) the difference ∆E = Evar − E0 between the
variational energy Evar and the exact ground state energy E0 is of the same order for
h > 0 as the condensation energy Econd (∆E ≈ 0.007t, Econd ≈ 0.005t at n = 0.9), in
contrast to the case h = 0 where ∆E ≫ Econd (∆E ≈ 0.08t, Econd ≈ 0.001t). In that
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Figure 4.11: Gap and order parameter as functions of doping for an 8×8 lattice. The mark
at half-filling is the antiferromagnetic gap. Error bars indicate statistical uncertainties.
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Figure 4.12: Condensation energy per site. The inset shows the condensation energy
for the Gutzwiller wave function. The comparison with the condensation energy for the
antiferromagnetic state at x = 0 (blue dot) indicates that the system gains more energy
from antiferromagnetism than from superconductivity at half-filling.
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Figure 4.13: Total (circles), kinetic (squares) and potential (triangles) energies per
site as functions of the gap parameter on an 8× 8 lattice, for the density n = 0.9375.
For each curve E(∆ = 0) has been subtracted. The relative error is smaller than the
symbol size. The corresponding results for the Gutzwiller wave function are given in
the inset.
sense, our refined wave function is close enough to the exact ground state to allow
one to draw reliable conclusions about the occurrence of superconductivity.
In Fig. 4.13 the kinetic and the potential energies are plotted separately for a den-
sity n = 0.9375 as functions of the gap parameter. It turns out that the maximum
energy gain (the condensation energy) at ∆ = 0.11t is to a large extent (> 75%)
due to a decrease in the kinetic energy, in contrast to the BCS behavior where the
condensation energy is entirely due to the potential energy. Our findings are also qual-
itatively different from those obtained with a Gutzwiller wave function for which the







ei~q·(~ni−~nj)〈(ni↑ − ni↓)(nj↑ − nj↓)〉 (4.39)
within the superconducting phase can also be computed. Fig. 4.14 shows this function
for several densities along three different lines in the Brillouin zone. The structure
factor is peaked at (π, π), indicating antiferromagnetic correlations. The peak de-
creases with increasing hole concentration. The comparison with results for h = 0
(inset) shows that the antiferromagnetic correlations are strongly enhanced by the
parameter h. These correlations could explain the decrease of the gap parameter
when approaching x = 0. Indeed, the antiferromagnetic ordering seems not to be
favorable for pairing, as shown by calculations with the wave function |ΨGia〉 (see [36]


























Figure 4.14: Magnetic structure factor as a function of the wave vector for different
densities and an 8× 8 lattice. The inset shows the magnetic structure factor for the
Gutzwiller wave function at n = 0.9375.
and Section 3.4.4). Our results indicate that enhanced antiferromagnetic correlations
are enough to prevent the formation of pairs.
4.4.4 Next-nearest-neighbor hopping
As already mentioned, the shape of the Fermi surface observed by photoemission
spectroscopy does not agree with that of a tight-binding model with only nearest-
neighbor hopping. Indeed, the experimental Fermi surface of cuprates at optimal
doping is hole-like (see Fig. 1.6), whereas the nearest-neighbor hopping leads to an
electron-like Fermi surface if the density is smaller than 1 (see Fig. 4.15). If the
two-dimensional Hubbard Hamiltonian is used as an effective model for the cuprates,
a t′ parameter for the next-nearest-neighbor hopping should therefore be taken into
account for a quantitative description, as shown in Fig. 4.15. Such a parameter can
have a strong influence as the Fermi surface crosses the van Hove singularities that
occurs in the density of states of the square lattice at momenta (0,±π) or (±π, 0) at
a finite doping.
All the calculations for our refined wave function are realized in the momentum
space and therefore the next-nearest-neighbor hopping can be easily included by mod-
ifying the single-particle dispersion,
ǫ~k = −2t(cos kx + cos ky)− 4t′ cos kx cos ky. (4.40)
A value t′ = −0.3t, consistent with the ARPES data, is used in this study. The















Figure 4.15: Non-interacting Fermi surface on the square lattice for a density n = 0.85
corresponding to the optimal doping for the cuprates. Left: An electron-like Fermi surface
is obtained when only the nearest-neighbor hopping is considered. Right: The addition of
a parameter t′ = −0.3t for the next-nearest-neighbor hopping leads to a hole-like Fermi
surface.
n µ g h E/t
0.7500 -0.9921(1) 4.2(1) 0.113(2) -0.858(1)
0.7800 -0.9612(3) 4.0(1) 0.112(2) -0.829(1)
0.8125 -0.9107(3) 3.9(1) 0.111(2) -0.795(1)
0.8400 -0.788(1) 3.7(1) 0.111(2) -0.763(1)
0.9000 -0.728(1) 3.8(1) 0.111(2) -0.676(1)
0.9500 -0.603(1) 4.0(1) 0.114(2) -0.591(1)
Table 4.3: “Chemical potential”, parameters g and h and total energy per site for
different densities on an 8× 8 lattice.
optimized parameters and the energy of the variational ground state obtained for the
refined wave function with a d-wave superconducting order parameter are given in
the Table 4.3.
The parameters g and h vary much less than in the case t′ = 0. The optimal gap
parameter is plotted in Fig. 4.16 as a function of hole concentration. As for t′ = 0,
the gap is maximum at a density corresponding to the optimal doping defined by the
order parameter (see Fig. 4.17). However it seems here that the gap remains finite
at half-filling, although our results are again plagued by convergence problems in the
limit n → 1. The comparison with the results obtained with a larger lattice size
(10× 10) indicates that the size effects are still not negligible for our system size, but
on the other hand they are not large enough to modify the qualitative behaviour. Fig.
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Figure 4.16: Gap parameter as a function of doping for an 8× 8 lattice with U = 8t and
t′ = −0.3t. The red squares are computed on a 10×10 lattice. Error bars indicate statistical
uncertainties.
4.17 shows the superconducting order parameter Φ = |〈c†i↑c†ji↓〉|. The main effect of t′
is to extend the superconducting dome to a larger range of doping. The behaviour is
still compatible with Φ→ 0 when x→ 0, but now the order parameter remains finite
up to x ≈ 0.25.
By looking at the gap dependence of the kinetic, potential and total energies given
in Fig. 4.18 for a density n = 0.84, it appears that the energy gain is entirely due to
a decrease of the kinetic energy. This feature of the refined variational ground state
is therefore confirmed when the next-nearest-neighbor hopping is taken into account.
Finally, the magnetic structure factor is plotted for various densities in Fig. 4.19, for
the superconducting refined wave function (part (a)) and for the refined wave function
with ∆ = 0 (part (b)). Close to half-filling a peak is found at (π, π), indicating
antiferromagnetic correlations. We note that these correlations are strongly enhanced
by the formation of Cooper pairs. At larger hole concentration, incommensurable spin
correlations, which are not sensitive to the opening of a gap ∆, become dominant.
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Figure 4.17: Order parameter as a function of doping for an 8× 8 lattice.










Figure 4.18: Kinetic, potential and total energies per site as functions of the gap parameter,
for a density n = 0.84. For each curve, the energy at ∆ = 0 has been subtracted.
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(b)
Figure 4.19: Magnetic structure factor as a function of the momentum-transfer for various
densities. (a): Refined wave function with the BCS mean-field ground state. (b): Refined
wave function with the Fermi sea as mean-field ground state (∆ = 0).
Chapter 5
Relevance for high-Tc cuprates
It is now time to discuss the relevance of our findings for layered cuprates, in
order to establish whether the two-dimensional Hubbard model can be considered as
a minimal model for these materials.
Experimentally we have already seen that the parent compounds of the cuprates
are antiferromagnetic insulators (see Fig. 1.5) at low temperature. The addition of
about 4% of holes is enough to destroy the antiferromagnetic order and the super-
conducting dome emerges in the range of doping 0.05 < x < 0.25. In our study, the
ground state of the Hubbard model with nearest-neighbor hopping has a dominant
antiferromagnetic instability at half-filling. Although results at moderate doping
could not be obtained for the antiferromagnetic refined wave function due to the
sign problem, it is reasonable to consider that the condensation energy per site de-
creases together with the magnetization when holes are introduced in the system.
The difference between superconducting and antiferromagnetic condensation energy
being rather small (Fig. 4.12), the superconducting instability is therefore expected
to dominate for only a few percent doping. The possibility of a phase where both in-
stabilities coexist has not been investigated, but our results suggest that such phase
could exist, as in the case of the Gutzwiller ansatz [36]. This is in contradiction
with the phase diagram of the cuprates where antiferromagnetic and superconduct-
ing phases are well separated. Two reasons can be given for this discrepancy. First
our delocalized trial state is not particularly appropriate close to the half-filled system
where the ground state of the Hubbard model is believed to be composed of itinerant
holes in a background of localized electrons, as shown by the crossover (Fig. 4.2). The
second reason is that the screening of the Coulomb repulsion is not very effective in
the pseudogap region and it means that the long-range part of the interaction could
have an influence at small doping. If this is true, a quantitative description of the
cuprates should include a long-range repulsion in the microscopic model. The super-
conductivity disappears already at x ≈ 0.18, earlier than observed experimentally.
However the addition of the next-nearest-neighbor hopping improves considerably
the agreement between our theory and the observed phase diagram, as the dome is
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Figure 5.1: Photoemission spectra from a slightly underdoped compound of Bi2212, above
and below the critical temperature. The A curves are measurements in the antinodal region
of the Brillouin zone, whereas the B curves correspond to the nodal region. From [50].
extended up to x ≈ 0.25.
5.1 Gap parameter
We have to mention here that our parameter ∆ is just a variational parameter
related to the pairing and it is not straightforward to identify it with the supercon-
ducting gap observed in experiments. However it is interesting to note that there is
a good agreement of these two quantities.
The superconducting gap can be obtained using angle-resolved photoemission
spectroscopy, which allows us to probe directly the single-particle spectral function
A(~k, ω) by measuring the momentum and energy dependence of the intensity of the
emitted photo-electrons. In Fig. 5.1, typical photoemission spectra are given for two
different momenta in the Brillouin zone, above and below the critical temperature.
At the point A of the Brillouin zone, located in the antinodal region, a clear evolution
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is observed from a typical lineshape for the normal phase when the temperature is
above Tc, to a typical lineshape for the superconducting state below Tc. At the same
time, a shift of the leading edge occurs due to the opening of the superconducting
gap. On the other hand, almost nothing changes in the nodal region (B point) above
and below Tc. This reflects clearly the d-wave character of the superconducting gap
and the shift allows us to estimate the absolute value of the gap. It turns out that
this gap can vary appreciably in the family of the cuprates, from ∆ = 10− 20 meV
for the mono-layer compounds (LSCO [51] or Bi2201 [8]) to ∆ = 30−40 meV for the
three-layer compounds (Bi2223 [8]) when measured at optimal doping. In our vari-
ational study, the hole concentration where the superconducting order parameter is
maximal defines the optimal doping, that is x ≈ 0.1 for the nearest-neighbor hopping
and x ≈ 0.16 when the next-nearest-neighbor hopping is added. For these values,
the gap parameter is ∆ = 40 meV and ∆ = 15 meV respectively, if the hopping
parameter is fixed to the value extracted from neutron scattering data t = 300 meV
(see Chapter 1 and [10]). As a single CuO2 plane is considered in our model, we
see that again the inclusion of a t′ parameter leads to a very good agreement with
experimental data.
5.2 Condensation energy
Experimentally, an estimate of the condensation energy can be obtained from
specific heat data. Indeed, general principles of thermodynamics allow us to write
the variation of the internal energy of the system between temperatures T1 and T2 as




dT C(T ) . (5.1)
Now, the condensation energy corresponds just to the change of the internal en-
ergy between the normal phase and the superconducting phase: Econd = UN − USC .
Therefore, it can be extracted from the knowledge of the specific heat in both phases.
Practically the procedure consists in isolating a sample in a calorimeter and in mea-
suring the total specific heat as a function of temperature. A strong magnetic field
(≈ 14 T) is then applied to prevent the superconducting transition and a second mea-
sure is carried out. The curves obtained for a HgBa2CuO4 compound [52] at optimal
doping are shown in Fig. 5.2 (a). If we assume that superconductivity is induced by
electronic correlations alone, the curve in the normal phase (at 14 T) can be inter-
preted as a phonon background which has to be subtracted. The difference between
both measurements is therefore the contribution of the electrons which form Cooper
pairs and condense in the superconducting phase. A clear signature of the transition
is observed in part (b) of Fig. 5.2. The condensation energy is finally computed from
this electronic contribution using equation 5.1. A major difficulty of this technique
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is that a magnetic field that would be strong enough to kill completely the super-
conductivity cannot be reached and even if it would be possible, it would be hard
to say to which extent the preformed pairs are also suppressed. The contribution of
the electrons is therefore surely underestimated and the condensation energy has to
be taken as a lower bound. The typical values measured for the cuprates at optimal
doping are between 0.1 to 0.3 meV per copper [52],[53].
In our study, the condensation energy is about 1.5 meV per site at optimal doping
(or 1.2 meV with next-nearest-neighbor hopping), that is at least 5 times larger than
the experimental value. It is actually very hard to evaluate whether this difference
can be explained by the presence of pairing correlations far above the critical tem-
perature that are not destroyed by the magnetic field and therefore not included in
the experimental condensation energy.
Figure 5.2: (a): Specific heat for optimally doped HgBa2CuO4+δ in a magnetic field of 0 T
and 14 T. (b): Difference of the specific heat data ∆C/T = (C(B,T )− C(14 T, T ))/T for
various magnetic fields B. The black curve is used for estimating the condensation energy.
From [52].
5.3 Kinetic energy
The kinetic energy is more difficult to be measured, but it is possible to estimate
it from optical spectroscopy measurement. The total spectral weight of the optical
conductivity, A, is related by the frequency sum rule to the total density and the bare
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Figure 5.3: Spectroscopic ellipsometry data for an optimally doped (up) or a slightly
underdoped (down) Bi2Sr2CaCu2O8−δ compound. The real part of the dielectric function
and the optical conductivity are given as a function of the photon energy, above and below
the critical temperature. From [54].








where −e is the electron charge. In this spectral weight, all possible transitions of
the electrons in all orbitals in the solid are involved. The optical conductivity can
be separated into three parts: a delta peak at zero energy due to the condensate
that can flow without dissipation, a contribution σ1 due to low energy transitions
arising from a single band crossing the Fermi surface and a contribution σh due to
the interband transitions involving higher energy transitions. This decomposition
leads to the definition of a spectral weight A1+D for the two first contributions, which
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Figure 5.4: Temperature dependence of the spectral weights A1+D and Ah for an optimally
doped (up) or a slightly underdoped (down) Bi2Sr2CaCu2O8−δ compound. The insets give
the derivatives of these weights divided by the temperature. From [54].
is obtained by integrating the conductivity between zero and a cutoff Ω separating
the energy for intraband and interband transitions, and to the definition of a spectral
weight Ah for the interband transitions, which is given by the conductivity integrated
between Ω and infinity. Therefore we have









where D is the spectral weight of the condensate. By considering the single-band
Hubbard model with nearest-neighbor hopping, a restricted sum rule which relates
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now the spectral weight of the intraband transitions to the expectation value of the




〈−Tˆ 〉 . (5.4)
This relation allows us to extract the kinetic energy from a measurement of the opti-
cal conductivity. The complex dielectric function can be measured by spectroscopic
ellipsometry. In Fig. 5.3, the real part of this function and the optical conductivity,
which is directly related to the imaginary part, are given as a function of the pho-
ton energy above and below the critical temperature. The cutoff Ω is defined as the
energy where the optical conductivity is minimal, at about 1.2 eV. The conductivity
is found to decrease at all photon energy when the temperature is lowered below Tc,
both at optimal doping and for an underdoped compound. This decrease corresponds
to a transfer of spectral weight to the zero-energy delta peak, and hence, from Ah to
A1+D. This transfer is clearly seen in Fig. 5.4 where the spectral weights A1+D and
Ah are plotted as a function of the squared temperature. A1+D increases almost like
T 2 decreases in the normal phase and even faster below the critical temperature. The
corresponding decrease is observed for Ah. By extrapolating the T
2 behavior in the
normal state until T = 0 and using this restricted sum rule (5.4), we can estimate
the kinetic energy variation due to the superconducting instability. What is typically
found for the cuprates near optimal doping is a gain of about 0.5−1.0 meV per copper
[52],[54]. It means that in the cuprates, the condensation energy could result from
a lowering of the kinetic energy. That is precisely what is obtained with our refined
wave function at optimal doping: a kinetic energy gain of about 1.1 meV (t′ = 0) or
1.6 meV (t′ 6= 0) per copper.
5.4 Spin-spin correlations
Neutron scattering experiments provide an efficient way to probe the dynamical
spin susceptibility χ′′(~q, ω), which is directly related to the spin-spin correlation func-
tion in momentum-frequency space S(~q, ω) [56]. Therefore the magnetic structure
factor S(~q) is readily obtained by integrating over the frequency. The results ob-
tained in [56] for a YBa2Cu3O6+δ compound are given in Fig. 5.5 as a function of
the oxygen content δ. The addition of the oxygen atoms in the copper chains of the
insulating layers removes some electrons from the CuO2 plane. However this process
is not exactly stoichiometric and the doping level of the CuO2 plane is more easily
defined by looking at the critical temperature (Fig. 5.5(a)). The superconducting
dome begins at δ = 0.34, whereas the optimal doping is approximately reached at
δ = 1.0. The structure factor extracted from neutron scattering data is peaked at
~q = (π, π) for all samples (underdoped or optimally doped). The doping dependence
of the peak value is shown in Fig. 5.5(b). The large uncertainties do not allow us to
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Figure 5.5: Neutron scattering data for a YBa2Cu3O6+δ compound as a function of the
oxygen content. The doping level is defined by the measure of the critical temperature in
(a). (b): Peak values of the magnetic structure factor obtained by integrating the spin-spin
correlation function over the energy. From [56].
make an accurate comparison with our results. Nevertheless, the experimental data
indicate that the antiferromagnetic peak increases when the doping decreases. Tak-
ing into account the error bars and assuming a linear dependence, an extrapolation
allows us to estimate a ratio of about 2 between the values at x = 0.05 (or δ = 0.34)
and at x = 0.16 (δ = 1.0). This ratio is in good agreement with our values 2.5 for
t′ = 0 and 2.2 for t′ = −0.3t.
The comparison of many properties of the refined variational ground state of
the two-dimensional Hubbard model with experimental data obtained for the high-
Tc cuprates shows an amazingly good agreement, especially when the next-nearest-
neighbor hopping is included. Unfortunately the dynamical properties cannot be
studied straightforwardly using our variational method, as they are associated with
excitations of the system. Therefore the question remains open whether this model
is able to describe all the unusual features occurring in the cuprates, like the pseudo-
gap. However, our results give a strong indication that the superconductivity could
originate from electronic correlations alone.
Chapter 6
Summary and conclusions
In this thesis, the ground state of the two-dimensional repulsive Hubbard model
has been investigated for an intermediate value of the Coulomb parameter U . In
particular, we have studied the possibility of an antiferromagnetic instability at half-
filling and of a superconducting instability at moderate doping. As the appearance
of pairing in a purely repulsive model is clearly a question of strong correlations,
calculations have therefore to go beyond the mean-field level.
The particular choice of instabilities is motivated by the results obtained in the
weak coupling limit within the frame of a renormalization group approach, which is
able to treat the various competing singularities occurring in a Fermi system on an
equal footing. At a one-loop level approximation, both antiferromagnetic and d-wave
superconductivity are relevant at half-filling, but the antiferromagnetic susceptibility
diverges more rapidly than the superconducting ones. When the system is grad-
ually doped, the antiferromagnetic correlations loose more and more strength and
the superconducting instability becomes dominant. Finally, the antiferromagnetic
instability ceases to be relevant at a density that is associated in [18] with optimal
doping. The energy scale defined by the cutoff where the susceptibilities diverge can
be identified with a critical temperature TRGc . If the self-energy corrections, which are
not taken into account at one-loop, are not too strong, TRGc corresponds to a phase
transition. This is the case at optimal doping where the Fermi surface is no longer
nested. The superconducting transition for U = t occurs at TRGc ≈ 0.005t (which
means about 16 K for t = 300 meV) at optimal doping.
The opposite limit, U → ∞, is well known at half-filling where the Hamiltonian
is reduced to the Heisenberg model. The spin-wave theory gives a nice description
of the antiferromagnetic ground state and of the excited states of this model. Upon
doping, the hopping of holes makes the (t-J) model much more complicated. However,
Variational Monte Carlo simulations indicate that a pairing instability with d-wave
symmetry occurs in the ground state. In order to give an idea about the transition
temperature, the BCS relation between the ground state gap parameter and the
critical temperature 2∆/kBTc ≈ 3.5 can be used. For J ≈ 100 meV (U = 12t,
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t = 300 meV) and at optimal doping, it gives T tJc ≈ 286 K.
The coupling regime which is appropriate for the cuprates is neither the weak
nor the strong, but rather the intermediate interaction regime, as indicated by fits of
neutron scattering data. The study of the pairing vertex by quantum Monte Carlo
simulation allows one to identify the exchange of antiferromagnetic spin fluctuation
as a possible candidate for the explanation of the mechanism leading to an effective
attraction between nearest-neighbor sites in the repulsive Hubbard model. However
within this technique, the low-temperature susceptibilities can be computed only in
the half-filled case, where an antiferromagnetic phase is found. At moderate doping,
a sign problem restricts the calculations to rather high temperatures and a super-
conducting transition is not observed. This problem does not occur in the cluster
dynamical mean-field theory. Although a small number of degrees of freedom are
taken into account, this approach offers the advantage to achieve the thermodynamic
limit. By computing the susceptibilities as functions of temperature, a phase diagram
for the Hubbard model with U = 8t can be drawn, displaying an antiferromagnetic
phase at half-filling and a superconducting dome at moderate doping. The critical
temperature at optimal doping is TCDMFTc ≈ 220 K.
The variational Monte Carlo method is the approach we have chosen in this the-
sis. Contrary to the cluster dynamical mean-field theory, finite systems are studied
here but all the degrees of freedom are treated explicitly and no approximation is
needed to compute the variational energy. A first possible choice for the trial state is
a Gutzwiller ansatz together with a broken symmetry reference state. When pairing
is allowed, a superconducting instability is stabilized only at half-filling or for small
hole concentration. The superconductivity is driven in this case by the Coulomb term
of the Hubbard model. However, the reliability of the variational approach depends
on the quality of the variational wave function and we have shown that the Gutzwiller
ansatz does not provide a variational ground state which is close enough to the exact
ground state. More accurately, the condensation energy obtained with the Gutzwiller
ansatz is much smaller than the difference between the variational and the exact en-
ergy of the ground state. It means that an improvement of the variational energy
can lead to completely different conclusions. We have introduced a refined variational
wave function which is very close to the exact ground state, as confirmed by the com-
parison with an exactly solvable model in one dimension or with results obtained by
exact diagonalization for small clusters in two dimensions. When a superconducting
instability is considered, a finite gap parameter is obtained in the range of doping
0 6 x . 0.18, associated with a finite pairing in the ground state. The corresponding
order parameter forms a dome with a maximal value at x ≈ 0.1. The comparison
with an antiferromagnetic instability shows that antiferromagnetism is dominant at
half-filling. However the antiferromagnetic order is expected to be destroyed very
fast when the hole concentration is increased and therefore, the superconductivity
becomes dominant upon doping. The refinement of the variational ground state leads
to quantitative and qualitative changes in the properties of this state. In particular,
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the superconductivity is now driven by the kinetic term of the Hamiltonian. A rea-
son to believe that these results are reliable is that contrary to the Gutzwiller ansatz,
the condensation energy (Econd ≈ 0.005t at n = 0.9) is now of the same order as
the error with respect to the exact ground state (Evar − Eex ≈ 0.007t), as estimated
from the exact calculation for small clusters. Moreover, the size dependence of our
results indicates that no major changes will occur for larger system sizes, presently
out of reach for this type of variational wave function. The critical temperature at
optimal doping, that is calculated with the BCS relation, is T VMCc = 219 K, in good
agreement with the critical temperature obtained within CDMFT.
The main motivation for this study was to clarify whether or not the single-band
Hubbard model could describe the electronic properties of the high-Tc compounds.
The comparison of our results with the experimental data on the layered cuprates has
revealed that there is an amazingly good agreement for several measured quantities.
The addition in the model of the hopping between next-nearest-neighbor sites still
improves the correspondence, as the range of dopings where the superconductivity
occurs is extended up to x ≈ 0.25, with an optimal doping at x = 0.15. The next-
nearest-neighbor hopping also decreases the critical temperature to T VMCc = 86 K, a
value which seems to be quite reasonable for the cuprates.
To conclude, this thesis has shown that all the key features of the cuprates are
also present in the ground state of the two-dimensional repulsive Hubbard model,
namely antiferromagnetism at half-filling and superconductivity in a range of doping
0 < x < 0.25. This model can therefore serve as a minimal model for the layered
cuprates.
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Appendix A
Three-band Hamiltonian
In this appendix, the insulating character of the parent compound of the cuprates
is explained by including the strong electronic correlations in the three-band model




































(nd~R − 1)(np~R,α − 1) (A.1)
Here the operator d†~R,σ (p
†
~R,α,σ
) creates an electron in the d- (pα-) orbital of the cell
defined by the vector ~R, ns ~Rσ = s
†
~R,σ
s~R,σ (s = d or pα) and n = n↑ + n↓. The
on-site repulsion on the oxygen (parameter Upp) or copper (Udd) sites as well as a
nearest-neighbor interaction (Vpd) are taken into account. The role of these strong





are applied. It implies nd~Rσ → 1−nd~Rσ, nd~R → 2−nd~R and the corresponding trans-
formation for the p-orbitals. It is straightforward to see that the hopping term or
the interaction terms of the three-band Hamiltonian are invariant under these trans-
formation, whereas the orbital occupation terms just change their sign. Therefore in
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Udd ≈ 8 eV
∆pd ≈ 3.6 eV
Upp ≈ 0 eV
Vpd ≈ 0 eV
Figure A.1: Available states for tpd = 0 eV. The left-hand side shows the electron-picture
where only one electron is missing in the d-orbital. The corresponding situation in the
hole-picture is depicted in the right-hand side. Reasonable values for the parameters of the
three-band model are also given.
the hole-picture, the Hamiltonian has the form (A.1) with the parameters:
tpd → tpd ǫp → −ǫp
ǫd → −ǫd Upp → Upp
Udd → Udd Vpd → Vpd (A.3)
Now the operator d†~R,σ (p
†
~R,α,σ
) creates a hole in the d- (pα-) orbital of the cell defined
by the vector ~R. The available states in the case of the cuprates are depicted in
Figure A.1. In the electron-picture, the p-orbitals are completely filled and the d-
orbital is half-filled. In the hole-picture, this corresponds to a single hole in the
d-orbital. Due to the large on-site repulsion Udd, the double occupation of a copper
site costs a prohibitive energy and therefore a gap is opened in the density of states.
Moreover, an additional hole will reside in a p-orbital of the oxygen site, with an
energy ǫp + Vpd ≈ ǫd +∆pd which is much smaller than the energy ǫd + Udd necessary
to occupy the d-orbital. As Udd > ∆pd, the cuprates are refered to as charge-transfer
insulators rather than Mott-insulators [3].
Appendix B
The BCS ground state
In this appendix we derive the BCS approximation (2.2) for the ground state of









where ~ni = (nix, niy) are the vectors of the L×L square lattice (in units of the lattice
constant) and the summation is restricted to the first Brillouin zone. We find







where ξ~k = ǫ~k − µ, with ǫ~k = −2t(cos kx + cos ky). The chemical potential µ is







































































































+ v~kγ−~k↓ u~k, v~k real and
c−~k↓ = u~kγ−~k↓ − v~kγ†~k↑ u
2
~k
+ v2~k = 1, (B.5)
the BCS Hamiltonian reads:



















+ γ−~k↓γ~k↑) . (B.6)
Therefore by choosing u~k, v~k such that
2ξ~ku~kv~k −∆(~k)(u2~k − v2~k) = 0, (B.7)





− v2~k) + 2u~kv~k∆(~k) := E~k . (B.8)
Thus, using the condition (B.7) together with u2~k+v
2
~k






















In the diagonalized BCS Hamiltonian,
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where |0〉 is the vacuum state for electrons. In term of electron operators, the BCS










Now the variational energy of our model (2.1) can be calculated using the BCS















c~k4σ′〉 ∆(~k1 − ~k2 + ~k3 − ~k4)Wσσ′(~k3, ~k4).




















But these expectation values are easily derived using the Bogoliubov transformation




± v~kγ−~k−σ)(u~k′γ~k′σ′ ± v~k′γ†−~k′−σ′)〉
= v2~kδ~k,~k′δσ,σ′ . (B.13)
Here only the term 〈γγ†〉 survives due to the fact that the BCS state is the vacuum







〉 = σu~kv~kδ~k,−~k′δσ,−σ′ , 〈c~kσc~k′σ′〉 = −σu~kv~kδ~k,−~k′δσ,−σ′ .








































In this appendix, the procedure leading to a flow equation for the renormalization
of the two-particles vertex Γ4 of the section 3.2 is briefly described.
The idea of the Kadanoff-Wilson-Polchinski formulation is to consider the reduc-
tion of the cutoff from an initial value Λ0 equal to the bandwidth to a value Λ as
an infinite set of infinitesimal transformations. If Λ is given by the renormalization
parameter l: Λ = Λ0e
−l, then:
SΛ0 → S(1)Λ0e−dl → S
(2)
Λ0e−2dl
→ . . .→ S ′Λ0e−l (C.1)
At each step, the modes inside a shell Λdl are eliminated (the on-shell modes). It
gives:
SΛ(l+dl) = SΛ(l) + δS(l) (C.2)
Now SΛ(l) is the effective action where the fast modes (|ξ~k| > Λ(l)) are already elimi-
nated and δS(l) is the correction due to the elimination of the on-shell modes. Fol-
lowing (3.11), all diagrams renormalizing a vertex at a given step, with slow modes
as external legs and the on-shell modes as internal lines, are in principle contained
in δS(l). However, the shell of modes that are eliminated at this step has a size dΛ
and therefore each internal line, which is constrained to this shell, is proportional to
dl. It means that diagrams with more than one internal line are of higher order in
the infinitesimal parameter dl and they don’t survive in δS(l). Only two kind of dia-
grams are therefore involved in the renormalization of the vertex Γn (with n external
legs): the tree and the loop diagrams. The renormalization of the two-point vertex
at step l is given by the loop diagram of the four-point vertex (see Fig. C.1(a)). All
other diagrams with two external legs contain more than one internal line. Of course,
the renormalized four-point vertex at step l results itself from higher order diagrams
created at previous steps. Actually, the first step of the renormalization creates the
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Figure C.1: (a) Loop diagram of the four-point vertex renormalizing the two-point
vertex. (b) The 6-point vertex, which is not present in the bare action, appears during
the renormalization process as the tree diagram of the 4-point vertex.
Γ6 vertex from the tree diagram with two bare Γ4 vertices (see Fig. C.1(b)) and gives
the first self-energy correction for the two-point vertex. The second step creates some
higher order vertices, renormalizes the four-point vertex by the loop diagrams of the
Γ6 vertex, and so on.
From this diagrammatic description, it is possible to write an exact flow equation
for all vertices Γ
(l)
n , called the Polchinski flow equation. Practically, a truncation of
the series (3.11) is needed in order to make the calculation manageable. The one-
loop renormalization group consists in keeping terms up to quadratic order in the
interaction coupling U . It is very easy to realize that all vertices of order higher than
6 are of order higher than 2 in U (they are created from tree diagrams with at least
one Γ6 vertex which is already of order U
2). Therefore Γ8 = Γ10 = Γ12 = . . . = 0
in this approximation. Consequently, the only contribution for the Γ6 vertex comes


























d2kδ(~k − ~k1 − ~k2 + ~k3)δωn−ωn1−ωn2+ωn3
· Γ(l)4 ( ~K1, ~K2, ~K3,− ~K)Γ(l)4 ( ~K, ~K2′ , ~K3′, ~K4′)Gl( ~K)
Here Gl( ~K) = [Γ
(l)
2 (
~K)]−1 is the one-particle propagator at step l, which is renormal-
ized by the scattering from fast modes. The integration is over the momentum of the
on-shell modes.
The flow of the four-point vertex gives the renormalization of the interaction
(Γ
(l)
4 ≡ Ul). It is constructed from the loop diagrams of the Γ(l)6 vertex. Five topo-
logically different diagrams are obtained, depending on which legs are contracted to
form the loop diagram (see Fig. C.2). This contraction is realized at the current
step l, while the Γ
(l)
6 vertex has been created at a previous step lpp or lph, which is






























Figure C.2: (a) The renormalization of the 4-point vertex consists just in the loop
diagram of the 6-point vertex. All other contributions are of higher order in U. Five
diagrams are obtained depending on the legs that are contracted. (b) The effective
4-point vertex is composed of the direct interaction and of the exchange interaction.
given by momentum conservation. For instance, the first diagram of Figure C.2(a)
is a particle-particle (pp) diagram obtained by contracting legs 2′ and 3 of Figure
C.1(b) at step l. If we write the total energy-momentum vector in the pp pro-
cess as ~K1 + ~K2 = ~Qpp ≡ (ωnpp, ~qpp) and the momentum shared by legs 2′ and 3 as
~K2′ = ~K3 = ~K, then the momentum conservation for the Γ
(lpp)
4 gives
~k4 = ~k1′ = ~qpp−~k.
Therefore, the tree diagram of C.1(b) has been created at step lpp, with:




This particle-particle term is also called “BCS” channel for the renormalization of
the interaction. Other diagrams of Figure C.2(a) are particle-hole (ph) diagrams.We
can see that the energy-momentum transfer is ~Qph = ~K1− ~K3 for the second, the third
and the fourth diagrams which constitute the so-called zero-sound “ZS” channel and
~Qph = ~K1− ~K4 for the last diagram which is the ZS’ channel. The step lph occurring
in these diagrams is given by:




Each diagram of Figure C.2(a) contributes to the flow equation for the effective
interaction Ul. To illustrate how this equation is obtained, the pp contribution is
written here. The flow equation is given by:
∂Ul
∂l
= β{U,U}+ contributions of ph diagrams (C.5)
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where:
β{U,U} = Ξ{U,U}+ Ξ{XU,XU} (C.6)
β and Ξ are bilinear functionals of Ulpp with four arguments. The operator X is
the exchange operator acting as XF (1, 2, 3, 4) = F (2, 1, 3, 4). It allows to take into
account the exchange interaction as indicated in Fig. C.2(b). Finally we have:






· Ulpp( ~K1, ~K2, ~K)Ulpp( ~K3, ~K4, ~K)Gl( ~K)Glpp( ~Qpp − ~K)
where Θ(|ξ~k−~qpp| − Λl) ensures that ~k is such that the step lpp comes before the step
l. The ph diagrams add similar contributions to the flow equation.
Appendix D
Canonical ensemble
In this appendix the calculations of the expectation values of one- and two-body
operators are detailed, using the form (4.18) for the antiferromagnetic wave function













〈0|β~k1↑β~k2↑ . . . β~kN/2↑E





· 〈0|β~k1↓β~k2↓ . . . β~kN/2↓E







where N is the total number of electrons. In all the calculation N ≤ L2 and therefore
α~ki = β~ki for i = 1 . . .N/2. Thanks to the Hubbard-Stratonovich transformation, the
exponents in Eσ({τi}), given by Eq. (4.19), are quadratic in the fermionic operators
and it is possible to integrate out the fermionic degrees of freedom (see Appendix F).




























Bσ ≡ Bσ({τi}, {τi′}) = E†σ({τi′}) · Eσ({τi})




sub-matrix of Bσ (D.4)
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D.1 One-body operators
Now we have to compute the expectation values of observables such as the kinetic
energy (4.17), where the fermionic operators appear in a quadratic form. Therefore




















The identity 1 = Eσ · (Eσ)−1 can be introduced in 〈τi′ |β†~qiσβ~qjσ|τi〉 to get:



























· 〈0|β~k1σβ~k2σ . . . β~kN/2σE





. . . β†~k2σ
β†~k1σ
|0〉
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Again, it is possible to take the operator E† ·E out of the expectation value, working



























. . . β†~k2σ
β†~k1σ
|0〉

















. . . β†~k2σ
β†~k1σ
|0〉





















= δ~qi~qj |B˜σ| −
∣∣∣∣∣∣∣∣∣∣
Bσ~k1~k1















But Bσ(Eσ)−1 = E†σ and Eσ(Eσ)−1 = 1, therefore:
〈τi′ |β†~qiσβ~qjσ|τi〉 = −
∣∣∣∣∣∣∣∣∣∣∣
Bσ~k1~k1















= |B˜σ| · |E˜σ~qj(B˜σ)−1E˜†σ~qi |, (D.7)
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where E˜σ~qj means the first N/2 elements of row j of E
σ and E˜†σ~qi means the first N/2






|B˜−σ||B˜σ| · |E˜σ~qj(B˜σ)−1E˜†σ~qi |
]
(D.8)
Finally we can compute the single-particle Green’s functions, defined as:












These Green’s functions allows us to compute the one-body operators expectation
values.
D.2 Two-body operators
In principle, the expectation value of a general two-body operator can be computed
using the formula that will be obtained for the superconducting refined wave function
(see section 4.4.1 and Appendix E) and which is very similar to Wick’s theorem.
However for the antiferromagnetic instability, the conservation of the particle spin
by the Bogoliubov transformation (4.7) implies that two ↑-spins and two ↓-spins
occur in all two-body operators of interest. In particular, when given in term of the
















In this appendix the main steps of the calculation leading to the expectation values
of the one-body or two-body operators are given. Starting from Eq. (4.29) and using
the particle-hole transformation (A.2), the operator (ni↑ − ni↓) is written:











+ v~ku~k′(−β†−~k′γ−~k + β
†
~k










With the notation of Section 4.4.1, we obtain:
∑
i



















where τi is the Ising spin at site i introduced by the Hubbard-Stratonovich trans-
formation (4.12). Therefore W~k~k′ is a 2L
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where N~k~k′ is a 2L
2 × 2L2 matrix. As we can see in (E.1) and (E.3), the electronic





























For the kinetic projector, we have to transform the kinetic operator in term of particles















































































































































∆[~k − ~k′ + ~q − ~q′]
[







·(u~qγ†~q − v~qβ†~q)(u~q′γ~q′ − v~q′β~q′)
]
.
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As the sum contains all vectors of the First Brillouin Zone and u~q, v~q are even func-

































































































To simplify the calculation, we have ordered fermionic operators which now are all of
type “α†αα†α”. In so doing, the first sum of (E.8) is generated.
E.1 One-body operators
Eq. (4.35) for the expectation values of the one-body operators is now straight-
forwardly obtained using the form (E.6) of the refined wave function and the results
of Appendix F and G. The calculation is similar to what has been done for the an-
tiferromagnetic wave function in Section 4.3.1. The main difference is that only one
matrix B = E† · E is involved due to the fact that the electronic operators mix the
quasiparticles γ and β.
E.2 Two-body operators
For the same reason, the two-body operators expectation values do not factorize.
However we are going to show that the expectation value of operators where four
fermionic operators are involved, like in Eq. (E.8), can be computed by a formulae
similar to “Wick’s theorem”. To prove this, we compute this expectation value in an
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analogous way to that for the one-body operators in Section 4.3.1. First the identity is
introduced as in (D.5) to gather E† and E operators (it gives B). It is straightforward
to get a relation such as (D.6), following the calculation of appendix G. Then the
operator B is moved out of the expectation value working in the eigenvectors basis,
as in appendix F. We obtain:









. . . α†~k2
α†~k1
|0ˆ〉
= δ~qs~qpδ~qq~qr |B˜| − δ~qs~qp
∣∣∣∣∣∣∣∣∣∣







B~kN~k1 . . . B~kN~kN E
†
~kN~qq











B~kN~k1 . . . B~kN~kN E
†
~kN~qs











B~kN~k1 . . . B~kN~kN E
†
~kN~qq

















E~qp~k1 . . . E~qp~kN δ~qp~qq δ~qp~qs
E~qr~k1 . . . E~qr~kN δ~qr~qq δ~qr~qs
∣∣∣∣∣∣∣∣∣∣∣∣
. (E.9)
It is now easy to write this expectation value as a function of one-body expectation
values, leading to
〈τi′|α†~qsα~qpα†~qqα~qr |τi〉 = δ~qs~qpδ~qq~qr |B˜| − δ~qs~qpδ~qq~qr |B˜|
+ δ~qs~qp〈τi′ |α†~qqα~qr |τi〉 − δ~qq~qrδ~qs~qp|B˜|+ δ~qq~qr〈τi′ |α†~qsα~qp|τi〉
+ δ~qr~qsδ~qp~qq |B˜| − δ~qr~qs〈τi′ |α†~qqα~qp|τi〉
−
∣∣∣∣∣ δ~qp~qq − E˜~qp(B˜)
−1E†~qq δ~qp~qs − E˜~qp(B˜)−1E†~qs
δ~qr~qq − E˜~qr(B˜)−1E†~qq δ~qr~qs − E˜~qr(B˜)−1E†~qs
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we have
〈τi′|α†~qsα~qpα†~qqα~qr |τi〉 = δ~qs~qp〈τi′ |α†~qqα~qr |τi〉 − δ~qq~qrδ~qs~qp|B˜|
+ δ~qq~qr〈τi′ |α†~qsα~qp|τi〉+ δ~qr~qsδ~qp~qq |B˜| − δ~qr~qs〈τi′|α†~qqα~qp|τi〉
− δ~qp~qqδ~qr~qs|B˜|+ δ~qp~qq〈τi′ |α†~qsα~qr |τi〉+ δ~qr~qs〈τi′ |α†~qqα~qp|τi〉
− 1|B˜| 〈τi′ |α
†
~qq
α~qp|τi〉〈τi′ |α†~qsα~qr |τi〉+ δ~qr~qqδ~qp~qs|B˜|























This relation can be compared to Wick’s theorem. It allows us to compute easily the
expectation value of double occupancy operator.
Appendix F
Integration of the fermionic
degrees of freedom
This appendix shows how to integrate out the fermionic degrees of freedom, as
in (D.2), using a suitable basis. In particular, the relation (D.3) is proven. The
important point is that the operatorBσ({τi}, {τi′}) = E†σ({τi′}) Eσ({τi}) is a product
of exponentials with single-particle operators in the exponents. The Baker-Campbell-
Hausdorff formula allows us to write this product as a single exponential








The operator in the exponent, which we do not need to calculate explicitly, is diago-
















Therefore we may write








where the numbers bσ~ν are the eigenvalues of the L
2 × L2 matrix bσ. The norm (D.2)
is then transformed as
〈0|β~k1σβ~k2σ . . . β~kN/2σE








〈~ν1|~k1〉 . . . 〈~νN/2|~kN/2〉 · 〈~k1|~ν ′1〉 . . . 〈~kN/2|~ν ′N/2〉






















σ . . . β~ν′
N/2
σe
−b~ν1 . . . e

















〈~k1|~ν ′1〉〈~ν ′1|~k′′1〉 · · · 〈~kN/2|~ν ′N/2〉〈~ν ′N/2|~k′′N/2〉
· 〈~k′1|~ν1〉e−b~ν1 〈~ν1|~k1〉 · · · 〈~k′N/2|~νN/2〉e−b~νN/2 〈~νN/2|~kN/2〉










〈~k′i|~νj〉e−b~νj 〈~νj |~ki〉 = Bσ~k′i~ki and
∑
~ν′i

























. . . Bσ~kN/2~kN/2
∣∣∣∣∣∣∣∣ := |B˜
σ| (F.8)




sub-matrix of Bσ. Thus relation (D.3) is proven.
Appendix G
Calculation of the one-body
operators
In this appendix we prove Eq. (D.6), which is useful for the calculation of the





























































































〈~q′|~µ1〉eb~µ1 〈~µ1|~qi〉〈~qj |~µ2〉e−b~µ2 〈~µ2|~q′′〉β†~q′σβ~q′′σ . (G.4)
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As ∑
~µ1
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