Abstract. We extend the Balian-Low theorem to Gabor subspaces of L 2 (R) by involving the concept of additional time-frequency shift invariance. We prove that if a Gabor system on a lattice of rational density is a Riesz sequence generating a subspace which is invariant under an additional time-frequency shift, then its generator cannot decay fast simultaneously in time and frequency.
Introduction
The Balian-Low theorem is an uncertainty principle in time-frequency analysis which in its original form states that a generator of a Gabor orthonormal basis of the space of square integrable functions on the real line cannot be well-localized simultaneously in time and frequency. The result generalizes from Z × Z to separable lattices of the form aZ × bZ, where ab = 1; the latter being in fact necessary for e 2πibnx g(x−am), (am, bn) ∈ aZ×bZ, to form an orthonormal basis of L 2 (R). The results in this paper though achieve generalizations in the case ab > 1 by involving an additional invariance by time-frequency shifts. Before discussing the Balian Low theorem, its extensions, and our results in more depth, we state our main result in its simplest form for illustration: Theorem 1.2. If ab ≥ 1 is rational, the functions e 2πibnx g(x− am), (am, bn) ∈ aZ × bZ, form an orthonormal system and its closed linear span contains e 2πiηx g(x − u) for some (u, η) / ∈ aZ × bZ, then |x − α| 2 |g(x)| 2 dx · |ω − β| 2 | g(ω)| 2 dω = ∞, α, β ∈ R.
In the last two decades, the Balian-Low theorem has inspired significant research in time-frequency analysis and has itself been generalized in various ways (see, e.g., [1, 7, 8, 13] ). Gautam [7] recognized that g having a finite uncertainty product (1.1) implies that its Zak transform Zg has locally vanishing mean oscillation and that the latter actually prevents the system {e 2πinx g(x − m) : m, n ∈ Z} to be a Riesz basis of L 2 (R). We will introduce the reader in Sections 2 and 3 to both the Zak transform and the concept of vanishing mean oscillation (VMO). In fact, Gautam proved the following theorem.
Theorem 1.3 ([7]
). If g ∈ L 2 (R) such that the Gabor system {e 2πinx g(x−m) : m, n ∈ Z} is a Riesz basis of L 2 (R), then Zg / ∈ VMO loc (R 2 ). Moreover, if Zg / ∈ VMO loc (R 2 ), then for any p, q ∈ (1, ∞) with In particular, if {e 2πinx g(x − m) : m, n ∈ Z} constitutes a Riesz basis of L 2 (R), then (1.2) holds for any p and q as above.
In this paper, we generalize Theorem 1.3 in two ways. First, as the attentive reader might have noticed, Theorem 1.3 is only proved and formulated for the most simple lattice Z × Z. In our results we consider general rational lattices and lattices of rational density. Secondly, we work with Gabor systems that constitute a Riesz basis of their closed linear span instead of L 2 (R), as indicated in Theorem 1.2. Our first main result reads as follows. Theorem 1.4. Let g ∈ L 2 (R) and let Λ ⊂ R 2 be a lattice of rational density such that the Gabor system {e 2πibx g(x − a) : (a, b) ∈ Λ} is a Riesz basis of its closed linear span G(g, Λ). If e 2πiηx g(x − u) ∈ G(g, Λ) for some (u, η) / ∈ Λ, then (1.2) holds for all p, q ∈ (1, ∞) with
The conclusion of Theorem 1.4 can be strengthened significantly if we restrict ourselves to rational lattices, i.e., lattices that only consist of rational points. Theorem 1.5. Let g ∈ L 2 (R) and let Λ = AZ 2 with A ∈ GL(2, Q), such that the Gabor system {e 2πibx g(x − a) : (a, b) ∈ Λ} is a Riesz basis of its closed linear span G(g, Λ). If
Note that neither of the above two theorems implies the other, since rational lattices are of rational density but the condition Zg / ∈ VMO loc (R 2 ) is stronger than (1.2) as seen in Theorem 1.3 (cf. Problem 4.2).
An important variant of the Balian-Low theorem is the so-called amalgam version, known as the Amalgam Balian-Low theorem, which replaces the condition (1.1) by g / ∈ S 0 (R), where S 0 (R) denotes the Feichtinger algebra, given by
Recently [4] , the Amalgam Balian-Low theorem has been generalized to Gabor subspaces of L 2 (R) in a similar fashion as Theorem 1.2 generalizes the Balian-Low theorem. Specifically, the main theorem in [4] reads as Theorem 1.4 with "(1.2) holds for ..." replaced by "g / ∈ S 0 (R)". In fact, the question whether g / ∈ S 0 (R) can be replaced by (1.1) was posed as an open problem in [4] . Hence, Theorem 1.4 gives a positive answer to this question and goes beyond.
As is well known, the techniques used in proving the Balian-Low theorem are much more involved than those used in the proof of the Amalgam Balian-Low theorem. Therefore, and as we want to point out, the problem of replacing g / ∈ S 0 (R) by (1.1) or (1.2) is by far not a matter of a straight-forward procedure.
The Balian-Low theorem and its amalgam version are not equivalent. In fact, as pointed out in [3] , none of these two classical theorems implies the other. Therefore, it seems desirable to find a space which contains both S 0 (R) and the set of functions with a finite uncertainty product as in (1.1) and the elements of which aren't generators of Riesz bases of L 2 (R). In fact, Theorem 1.3 provides such a space, namely the space of functions whose Zak transform is not locally VMO. Hence, the following easy consequence of Theorem 1.5 is a unification of the two classical theorems for rational lattices.
The paper is organized as follows. In Section 2 we introduce the reader to the notions and notations used throughout the paper. Section 3 introduces and discusses the functions that are locally of vanishing mean oscillation and contains a key result (see Proposition 3.6) used in the proof of our main theorems in Section 4.
Preliminaries
In this section, we collect basic notions and tools in time-frequency analysis that are necessary for formulating and proving our main results. Recall that a lattice in R 2 is a set of the form AZ 2 with some A ∈ GL(2, R) and its density is given by | det A| −1 . We define the time-frequency shift operator by (u, η) ∈ R 2 as
Using this notation, the Gabor system generated by g ∈ L 2 (R) and a lattice Λ ⊂ R 2 is simply written as (g, Λ) := {π(u, η)g : (u, η) ∈ Λ}. By G(g, Λ) we denote its closed linear span in L 2 (R), i.e., G(g, Λ) = span {π(u, η)g : (u, η) ∈ Λ}. For the convenience of the reader, we state some properties of this operator in the following lemma which can be easily verified.
Lemma 2.1. The following statements hold.
It is well known that the operator F extends to a unitary operator from L 2 (R) onto L 2 (R). It can be used to define the Sobolev space H s (R), s > 0, as follows:
As is easily seen, the function Zf is quasi-periodic, i.e., for m, n ∈ Z we have
, by Zf we mean the quasi-periodic extension of Zf
. We summarize some useful properties of the Zak transform in the following lemma.
Zf (x, ω) dω. The following technical lemma will be used to prove our main results. Lemma 2.3. Let P, Q ∈ N, g ∈ L 2 (R), and assume that the Gabor system (g,
is a Riesz sequence in L 2 (R) with Riesz bounds A and B. Then the matix function
is essentially bounded from above and from below. More precisely, for a.e. (x, ω) ∈ R 2 we have that
where F ℓ denotes the ℓ-th coordinate of F . Using the properties of the Zak transform, we have (extending F to R 2 periodically)
where B ε (x 0 , ω 0 ) denotes the euclidian ball with center (x 0 , ω 0 ) and radius ε. Then, for ε small enough, F L 2 (R P ,C Q ) = ξ and
.
By a density argument this holds for all ξ ∈ C Q , which establishes (2.2) for all (x, ω) ∈ L and thus (due to the quasi-periodicity of A) to a.e. (x, ω) ∈ R 2 . Now, choosing the first standard basis vector of C Q for ξ, we obtain that |Zg(
Functions of Vanishing Mean Oscillation (VMO)
A cube in R n of side length δ > 0 is a set of the form I 1 × · · · × I n where each I i ⊂ R is a closed interval of length δ. For a function F ∈ L 1 loc (R n ) and a bounded measurable set ∆ ⊂ R n with |∆| > 0, we define
Also, for a bounded open set U ⊂ R n and ε > 0, let
where the supremum is taken over all bounded cubes Q contained in U . The space of all such functions is denoted by BMO(U ). We write
loc (R n ) is said to be of vanishing mean oscillation (VMO) on U if F ∈ BMO(U ) and lim ε→0 S ε,U (F ) = 0. The space of all such functions is denoted by
. This shows that the sets BMO(U ) and VMO(U ) are linear spaces. Also, · BMO(U ) := sup Q⊂U M Q (F ) induces a semi-norm on BMO(U ).
. Also, every bounded uniformly continuous function on R n belongs in VMO(R n ) [14] .
In the sequel, we will use the notation
The following lemma shows in particular that VMO ∞ loc (R n ) is closed under multiplication and is therefore an algebra. (
Also, whenever U ⊂ R n is a bounded open set and ε > 0, then
We estimate the first term on the right hand side as
For the second term, we observe that
and
(ii) Assume that F ∈ VMO loc (R n ) and C := ess inf |F | > 0, and let U ⊂ R n be an open set. Since F ∈ VMO loc (R n ), we have S ε,U (F ) ≤ C/2 for some ε = ε U > 0. Let Q ⊂ U be any cube with |Q| < ε.
The first term can be estimated by
and the second term by
which yields (3.4) .
A successive application of (3.1) in Lemma 3.3(i) gives the following corollary.
Moreover, there exists a constant C > 0 which only depends on F 1 ∞ , . . . , F n ∞ such that for any bounded open set U ⊂ R n , ε > 0 and a cube Q ⊂ U with |Q| < ε, The next proposition will play a key role in the proofs of our main theorems. It was proved for a continuous function H in [4, Proposition 3] . Here, we relax the condition to H ∈ VMO ∞ loc (R 2 ) which is much weaker than H being continuous. Proposition 3.6.
-periodic in ω and 5) then N P 1 divides M 1 and N P 2 divides M 2 .
Proof. First, we note that H ∈ VMO(R 2 ) since H is periodic. For r > 0 and F ∈ L ∞ (R 2 ), we define the mean function
which takes the average of F over the cube Q r (x, ω) of side length r centered at (x, ω),
. It is easily seen that F [r] is continuous (even Lipschitz continuous); moreover, if F is periodic, then F [r] inherits the periodicity of F . Setting H n (x, ω) := H(x + nu, ω + nη) for n = 0, . . . , N − 1, Corollary 3.4 implies that
where C > 0 is a constant which depends only on H ∞ . Using
we obtain
for all (x, ω) ∈ R 2 . Note that the right hand side does not depend on (x, ω) and tends to zero as r → 0. Since
) and e 2πi(M 1 x+M 2 ω) are continuous functions in (x, ω), there exist continuous functions ρ r : R 2 → C, r > 0, such that
It is easily seen that ρ r (x, ω) converges uniformly to 1 on R 2 as r → 0. Noting that (H n ) [r] (x, ω) = H [r] (x + nu, ω + nη) for n = 0, . . . , N − 1, the equation above can be written as
Here, the mean function H [r] inherits the periodicity of H, and is therefore
-periodic in x and 1 P 2 -periodic in ω. Note that the periodicity of H together with (3.5) yields M 1 /P 1 , M 2 /P 2 ∈ Z. This shows that e 2πi(M 1 x+M 2 ω) is
-periodic in x and 1 P 2 -periodic in ω, and therefore by (3.6), so is ρ r (x, ω). On the other hand, by replacing x and ω respectively with x + u and ω + η in (3.5), taking into account N u, N η ∈ Z, and using the periodicity of H, we find that M 1 u + M 2 η ∈ Z. Applying the same trick to (3.6) then gives ρ r (x + u, ω + η) = ρ r (x, ω) for all r > 0 and (x, ω) ∈ R 2 . As ρ r → 1 uniformly, there exists a branch of
ρ r is continuous for r small enough, say, r ≤ r 0 , r 0 > 0. Now, setting
for r ≤ r 0 and combining all these facts yields
Note that G r is continuous and
-periodic in ω. The fact that N P 1 divides M 1 and N P 2 divides M 2 now follows from [4, Proposition 3].
In the remainder of this section, we consider functions in VMO loc (R n ) that are not necessarily in L ∞ (R n ).
Lemma 3.7. Let ∆ 1 , ∆ 2 ⊂ R n be bounded measurable sets with ∆ 1 ⊂ ∆ 2 and |∆ 1 | > 0. Then for any F ∈ L 1 loc (R n ) we have
Proof. Note that for any F ∈ L 1 loc (R n ),
which is equivalent to
Estimating the last term by
we obtain the desired inequality.
Lemma 3.8. Let A ∈ GL(n, R) and b ∈ R n and define an affine mapping Φ : R n → R n by Φ(x) = Ax + b. Then for any F ∈ L 1 loc (R n ) and any cube Q ⊂ R n with center c ∈ R n and side length δ > 0 we have
where Q is the cube with center Φ(c) and side length
Proof. Note that the set Φ(Q) is a parallelepiped in R n with volume
so that
It is easy to see that the cube Q contains Φ(Q). Hence, Lemma 3.7 implies that
This proves the lemma.
Proposition 3.9. For F ∈ L n loc (R n ), φ ∈ C 1 (R n ) and a cube Q ⊂ R n of side length δ > 0, we have
which gives the desired estimate.
As for any f ∈ L 2 (R) the Zak transform Zf is locally square-integrable, we deduce the following corollary.
, then for any φ ∈ C 1 (R 2 ) we have that φZf ∈ VMO loc (R 2 ). Proposition 3.11. For α, β ∈ R\{0}, define the operators
Proof. By Lemma 2.2, we have
Then Lemma 3.8 and Corollary 3.10 immediately yield that Zĝ ∈ VMO loc (R 2 ). Next, let us write α = p/q ∈ Q\{0}, where p, q ∈ Z \ {0} are coprime, and A = diag(α, α −1 ). It is known [10] that
Likewise, Lemma 3.8 and Corollary 3.10 imply that Z(D α g) ∈ VMO loc (R 2 ). Finally, observe that
for any β, γ ∈ R\{0}. If β ∈ Q\{0}, then there exists γ ∈ N such that βγ 2 ∈ Z. Therefore, it suffices to show that Z(C m g) ∈ VMO loc (R 2 ) for m ∈ Z. For this, note that
Again, the claim now follows from Lemma 3.8 and Corollary 3.10.
Proof of Theorems 1.4 and 1.5
This section is divided into two parts. First, we consider lattices of the form 1 Q Z × P Z where P, Q ∈ N. In the second part, we extend the statement to generic lattices by means of symplectic matrices and metaplectic operators.
Separable Lattices
In this subsection, we shall prove Theorem 1.5 for lattices of the form Λ = 1 Q Z × P Z, P, Q ∈ N. Our strategy here is to derive a contradiction from the following three assumptions:
(ii) The Gabor system (g, Λ) is a Riesz basis of G(g, Λ) .
We start with a lemma that allows us to replace (u, η) ∈ R 2 \Λ with a rational pair (u, η) ∈ Q 2 \Λ.
Proof. Note that, by Lemma 2.1, M is a closed set containing the lattice Λ =
Hence, (
. Then this sequence is bounded and thus has a convergent subsequence. By x denote its limit. Then (x, 1 2 ) ∈ M \Λ. If x ∈ Q, we have reached our aim. Otherwise the above reasoning applies again.
In the following, we will assume that in (iii) we have (u, η) ∈ Q 2 \Λ. Since the system (g, Λ) = {π( m Q , nP )g : m, n ∈ Z} is a Riesz basis of G(g, Λ) by (ii) and π(u, η)g ∈ G(g, Λ), there exists (c m,n ) m,n∈Z ∈ ℓ 2 (Z 2 ) such that
which converges in L 2 (R). Denoting G := Zg, an application of the Zak transform gives (see Lemma 2.2)
where F ℓ (x, ω) := s,n∈Z c sQ+ℓ,n e 2πi(nP x−sω) . By definition, each F ℓ is 1-periodic in ω (meaning that F ℓ (x, ω + 1) = F ℓ (x, ω) for a.e. (x, ω) ∈ R 2 ) and
where
k=0 and e j is the (j + 1)-th standard basis vector of C Q , j = 0, . . . , Q − 1. Note that each entry of A is a function in VMO ∞ loc (R 2 ) by (i) and Lemma 2.3. The identity in (4.2) implies (cf. Lemma 2.3)
Hence, from the periodicity of F ℓ and Corollary 3.5 we infer that
we also obtain
with e ω := e −2πiω . Therefore,
Hence, if M(x, ω) ∈ C Q×Q denotes the matrix with columns e
Note that M has the same periodicity in x and ω as F . Moreover, an easy calculation leads to
Now, let us iterate the relation (4.3):
where the matrix product is to be read in terms of left multiplication. As (u, η) ∈ Q 2 , we may choose N such that M 1 := −N η ∈ Z, M 2 := −N u ∈ Z, N uη ∈ 2Z, and
Since A(x, ω) has a left inverse for a.e. (x, ω) ∈ R 2 , we get
Finally, we define the function H := det M. Since each entry of M is contained in VMO
Proposition 3.6 implies that both N P and N Q divide QM 1 = −N Qη, and N divides QM 2 = −QN u. The last relation gives u ∈ 1 Q Z. From the first two relations it follows that P divides Qη and that η ∈ Z. But as P and Q are coprime, P divides η, i.e., η ∈ P Z. This is the desired contradiction.
The General Case
Let us first conclude the proof of Theorem 1.5, and then proceed to that of Theorem 1.4. Recall that, given a field F , by GL(n, F ) (SL(n, F )) one usually denotes the group of invertible matrices in F n×n (having determinant 1).
Proof of Theorem 1.5. As in the previous subsection, in addition to the assumptions of Theorem 1.5, we shall assume that Zg ∈ VMO loc (R 2 ) and derive a contradiction. We have Λ = AZ 2 , where A ∈ GL(2, Q). We may write det A = P Q , where P, Q ∈ Z \ {0} are coprime numbers. Then B := diag( 1 Q , P )A −1 ∈ SL(2, Q). Note that any matrix in SL(2, R) can be expressed as a finite product of matrices of the form 
This in particular shows that if S ∈ SL(2, Q), then the parameters α, β can be chosen to be rational. It is known [9] that to each matrix S ∈ SL(2, R) there corresponds a (so-called meta-
If S, T ∈ SL(2, R), the operator U S U T is obviously a metaplectic operator corresponding to ST . As is easily seen, the three types of matrices in (4.5), which generate SL(2, R), correspond to the metaplectic operators F (Fourier transform), D α , and C β (defined in Proposition 3.11), respectively. As shown above, the matrix B ∈ SL(2, Q) can be expressed as a finite product of matrices (4.5) with α, β ∈ Q\{0}. Then the metaplectic operator U B is expressed as a finite product of corresponding operators in the form of F, D α , and C β . Therefore, Proposition 3.11 implies that Z(U B g) ∈ VMO loc (R 2 ). Now, set
, and Λ) . Moreover, the condition π(u, η)g ∈ G(g, Λ) immediately translates to
This reduces the problem to the setting of separable lattices 1 Q Z × P Z, P, Q ∈ N, which was already treated in Subsection 4.1. This completes the proof.
Proof of Theorem 1.4. Let us first discuss the condition (1.2). Since g ∈ L 2 (R), it holds for some α, β ∈ R if and only if it holds for all α, β ∈ R. At the same time, (1.2) exactly means that g / ∈ H p/2 (R) orĝ / ∈ H q/2 (R). Towards a contradiction, in addition to the assumptions of Theorem 1.4, we assume that there exist some p, q ∈ (1, ∞) with 1 p + 1 q = 1 such that the product on the left hand side of (1.2) (with, e.g., α = β = 0) is finite, that is, g ∈ H p/2 (R) andĝ ∈ H q/2 (R).
Let Λ be an arbitrary lattice in R 2 with rational density P/Q, where P and Q are coprime integers, and let g ∈ L 2 (R) be as in Theorem 1.4. Also, let (u, η) ∈ R 2 such that π(u, η)g ∈ G(g, Λ). As above, we choose a matrix B ∈ SL(2, R) (here, B is allowed to have non-rational entries) such that BΛ = Λ 1 := 1 Q Z × P Z. Define (u 1 , η 1 ), g 1 , and Λ 1 as in (4.6). Then g 1 ∈ L 2 (R), (g 1 , Λ 1 ) is a Riesz basis for its closed linear span, and π(u 1 , η 1 )g 1 ∈ G(g 1 , Λ 1 ). Hence, it suffices to show that Z(U g) ∈ VMO loc (R 2 ) for U = F, U = D α with α ∈ R\{0} and U = C 1 (cf. (3.7) ). By [7] , this is satisfied if U g ∈ H p ′ /2 (R) and U g ∈ H q ′ /2 (R) for some 1 < p ′ , q ′ < ∞ with 1/p ′ + 1/q ′ = 1 (cf. Remark 4.3).
Since g ∈ H p/2 (R) andĝ ∈ H q/2 (R), this is clear for U = F (with p ′ = q and q ′ = p). Also for U = D α , this is easy to see using H s (R) = {f ∈ L 2 (R) : ω 2s f 2 ∈ L 1 (R)} (here, p ′ = p and q ′ = q). Now, let U = C 1 . Thenĝ ∈ H q/2 (R) implies x q g 2 ∈ L 1 (R) and hence C 1 g ∈ H q/2 (R). In order to show that C 1 g ∈ H p/2 (R), we make use of the following representation of fractional Sobolev spaces (see, e.g., [12] ):
   for s ∈ (0, 1) and
for s = m + σ with m ∈ N and σ ∈ [0, 1). Let c(x) := e 2πix 2 , x ∈ R. Then C 1 g(x) = c(x)g(x) and it is clear that C 1 g ∈ H p/2 (R) if p/2 ∈ N. We only prove the claim here for 1 < p < 2. The rest is then straightforward. We have (setting s = p/2) Hence, as g ∈ H p/2 (R), it is left to show that the second summand is in L 2 (R 2 ). To this end, fix y ∈ R and observe that for each y ∈ R. Now, asĝ ∈ H q/2 (R), we have (1 + y 2 ) q/2 |g(y)| 2 ∈ L 1 (R), and p < 2 implies q/2 > 1. Thus, also (1 + y 2 )|g(y)| 2 ∈ L 1 (R), and the proof is complete. Problem 4.2. As already mentioned, we have restricted ourselves to rational lattices in Theorem 1.5 while Theorem 1.4 considers a broader class of lattices, namely the lattices of rational density. The main reason for this is that we could not prove whether the set {g ∈ L 2 (R) : Zg ∈ VMO loc (R 2 )} is invariant under irrational dilations. If this were true, Theorem 1.5 would hold not only for rational lattices but for generic lattices of rational density. We leave the following as open problems:
(1) Is it true that Zg ∈ VMO loc (R 2 ) for g ∈ L 2 (R) implies Z(D α g) ∈ VMO loc (R 2 ) for every α ∈ R\Q? (2) Is there a good description of functions g ∈ L 2 (R) that satisfy Zg ∈ VMO loc (R 2 )? Remark 4.3. In [7] , it is claimed, referring to the quasi-periodicity of Zak transform, that Zf ∈ VMO ∞ loc (R 2 ) implies Zf ∈ VMO(R 2 ). However, this is not true in general. For example, the function f (x) = 1 [0,1) (x) sin(πx) satisfies Zf ∈ VMO ∞ loc (R 2 )\ VMO(R 2 ). To see this, given any δ ∈ (0, 1) let k ∈ N be such that | sinc(kδ)| ≤ which shows that Zf / ∈ VMO(R 2 ).
