We present a motion detection algorithm which detects direction of motion at sufficient number of points and thus segregates the edge image into clusters of coherently moving points. Unlike most algorithms for motion analysis, we do not estimate magnitude of velocity vectors or obtain dense motion maps. The motivation is that motion direction information at a number of points seems to be sufficient to evoke perception of motion and hence should be useful in many image processing tasks requiring motion analysis. The algorithm essentially updates the motion at previous time using the current image frame as input in a dynamic fashion. One of the novel features of the algorithm is the use of some feedback mechanism for evidence segregation. This kind of motion analysis can identify regions in the image that are moving together coherently, and such information could be sufficient for many applications that utilize motion such as segmentation, compression, and tracking. We present an algorithm for tracking objects using our motion information to demonstrate the potential of this motion detection algorithm.
INTRODUCTION
Motion analysis is an important step in understanding a sequence of image frames. Most algorithms for motion analysis [1, 2] essentially perform motion detection on consecutive image frames as input. One can broadly categorize them as correlation-based methods or gradient-based methods. Correlation-based methods try to establish correspondences between object points across successive frames to estimate motion. The main problems to be solved in this approach are establishing point correspondences and obtaining reliable velocity estimates even though the correspondences may be noisy. Gradient-based methods compute velocity estimates by using spatial and temporal derivatives of image intensity function and mostly rely on the optic flow equation (OFE) [3] which relates the spatial and temporal derivatives of the intensity function under the assumption that intensities of moving object points do not change across successive frames. Methods that rely on solving OFE obtain 2D velocity vectors (relative to the camera) while those based on tracking corresponding points can, in principle, obtain 3D motion. Normally, velocity estimates are obtained at a large number of points and they are often noisy. Hence, in many applications, one employs some postprocessing in the form of model-based smoothing of velocity estimates to find regions of coherent motion that correspond to objects. (See [4] for an interesting account of how local and global methods can be combined for obtaining velocity flow field.) While the two approaches mentioned above represent broad categories, there are a number of methods for obtaining motion information as needed in different applications [5] .
In this paper we present a novel method of obtaining useful motion information from sequence of images so as to separate and track moving objects for further analysis. Our method of motion analysis, which computes 2D motion relative to camera, differs from the traditional approaches in two ways. Firstly, we compute only the direction of motion and do not obtain the magnitudes of velocities. Secondly, we view motion estimation, explicitly, as a dynamical process. That is, our motion detector is a dynamical system whose state gives the direction of motion of various points of interest in the image. At each instant, the state of this system is updated based on its previous state and the input which is the next image frame. Thus our algorithm comprises of updating the previously detected motion rather than computing the motion afresh. The motion update scheme itself is conceptually simple and there is no explicit comparison (or differencing) of successive image frames. (Only for initializing the dynamical system state, we do some frame comparison.)
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One of the main motivations for us is that simple motion information is adequate for perceiving movement at a level of detail sufficient in many applications. Human abilities at perceiving motion are remarkably robust. Much psychophysical evidence exists to show that sparse stimuli of a few moving points (with groups of points exhibiting appropriate coherent movement) are sufficient to evoke recognition of specific types of motion. (See [6] and references therein.) Our method of motion analysis consists of a distributed network of units with each unit being essentially a motion direction detector. The idea is to continuously keep detecting motion directions at a few interesting points (e.g., edge points) based on accumulated evidence. It is for this reason that we formulate the model as a dynamical system that updates motion information (rather than viewing motion perception as finding differences between successive frames). Cells tuned to detecting motion directions at different points are present in the cortex, and the computations needed by our method are all very simple. Thus, though we will not be discussing any biological relevance of the method here, algorithms such as this, are plausible for neural implementation. The output of the model (in time) would capture coherent motion of groups of interesting points. We illustrate the effectiveness of such motion perception by showing that this motion information is good enough in one application, namely, tracking moving objects.
Another novel feature of our algorithm is that it incorporates some feedback in the motion update scheme, and the motivation for this comes from our earlier work on understanding role of feedback (in the early part of the signal processing pathway) in our sensory perception [7] . In the mammalian brain, there are massive feedback pathways between the primary cortical areas and the corresponding thalamic centers in the sensory modalities of vision, hearing, and touch [8] . The role played by these is still largely unclear though there are a number of hypotheses regarding them. (See [9] and references therein.) We have earlier proposed [9] a general hypothesis regarding the role of such feedback and suggested that the feedback essentially aids in segregating evidence (in the input) so as to enable an array of detectors to come to a consistent perceptual interpretation. We have also developed a line detection algorithm incorporating such feedback which performs well especially when there are many closely spaced lines of different orientations [10, 11] . Many neurobiological experimental results suggest that such corticothalamic feedback is an integral part of motion detection circuitry as well [12] [13] [14] . A novel feature of the method we present here is that our motion update scheme incorporates such feedback. This feedback helps our network to maintain multiple hypotheses regarding motion directions at a point if there is independent evidence for the same in the input (e.g., when two moving objects cross each other).
Detection of 2D motion has diverse applications in video processing, surveillance, and compression [2, 5, 15, 16] . In many such applications, one may not need full velocity information. If we can reliably estimate direction of motion for sufficient number of object points, then we can easily identify sets of points moving together coherently. Detection of such coherent motion is enough for many applications. In such cases, from an image processing point of view, our method is attractive because it is simpler to estimate motion direction than to obtain dense velocity map. We illustrate the usefulness of our feedback-based motion detection for tracking moving objects in a video. (A preliminary version of some of these results was presented in [17] .)
The main goal of this paper is to present a method of motion detection based on a distributed network of simple motion direction detectors. The algorithm is conceptually simple and is based on updating the current motion information based on the next input frame. We show through empirical studies that the method delivers good motion information. We also show that the motion directions computed are reasonably accurate and that this motion information is useful by presenting a method for tracking moving objects based on such motion direction information.
The rest of the paper is organized as follows. Section 2 describes our motion detection algorithm. We present results obtained with our motion detector on both real and synthetic image sequences in Section 3. We then demonstrate the usefulness of our motion direction detector for object tracking application in Section 4. Section 5 concludes this paper with a summary and a discussion.
A FEEDBACK-BASED ALGORITHM FOR MOTION DIRECTION DETECTION
The basic idea behind our algorithm is as follows. Consider detection of motion direction at a point X in the image frame. If we have detected in the previous time step that many points to the left of X are moving toward X, and if X is a possible object point in the current frame, then it is reasonable to assume that the part of a moving object, which was to the left of X earlier, is now at X. Generalizing this idea, any point can signal motion in a given direction if it is a possible object point in the current frame and if sufficient number of points "behind" it have signaled motion in the appropriate direction earlier. Based on this intuition, we present a cooperative dynamical system whose states represent the current motion. Our dynamical system updates motion information at time t into motion at time t + 1 using the image frame at time t + 1, as input. Our dynamical system is represented by an array of motion detectors. States of these motion detectors indicate directions of motion (or no-motion). Here we consider eight quantized motion directions separated by angle π/4 as shown in Figure 1(a) . So, we have eight binary motion detectors at each point in the image array. 1 As explained earlier, we should consider only object points for motion detection. In our implementation we do so by giving high weightage to edge points.
In this system we want that a detector at time t signals motion if it is at an object point in the current frame and it receives sufficient support from detected motion of nearby points at time t − 1. This support is gathered from a directional neighborhood. Let N k (i, j) denote a local directional neighborhood at (i, j) in direction k. Figure 1 (b) shows directional neighborhood at a point for two different directions. Let S t (i, j, k) represent state of the motion detector (i, j, k) at time t. The motion detector (i, j, k) is for signaling motion at pixel (i, j) in direction k. Every time a new image frame arrives, we update the system state. We develop the full algorithm through three stages to make the intuition behind the algorithm clear. To start with, we can turn on a detector if it is a possible object point in the current frame and if it receives sufficient support from its neighborhood about the presence of motion at previous time. Hence, for every new image frame we do edge detection and then update system states using
where A and B are weight parameters, τ is a threshold, N k (i, j) is the local directional neighborhood at (i, j) in the direction k, and
The output of an edge detector (at time t + 1) at pixel (i, j) is denoted by E (i, j). That is,
As we can see in (1) the first term gives the support from a local neighborhood "behind (i, j) in direction k" at previous time, and the second term gives high weightage to edge points. We need to choose values of free parameters A and B and threshold τ to ensure that only proper motion (and not noise) is propagated. (We discuss choice of parameter values in Section 3.1 and the overall system is seen to be fairly robust with respect to these parameters.)
To make this a complete algorithm, we need initialization. To start the algorithm, at t = 0, we need to initialize motion. To get S 0 (i, j, k), for all i, j, k, we run one iteration of Horn-Schunk OFE algorithm [3] at every point and then quantize the direction of motion vectors to one of the eight directions. We also need to initialize motion when a new moving object comes into frame for the first time. This can potentially happen at any time. Hence, in our current implementation, at every instant, we (locally) run one iteration of OFE at a point if there is no motion in a 5 × 5 neighborhood of the point in the previous frame. Even though the quantized motion direction obtained from only one iteration of this local OFE algorithm could be noisy, this level of coarse initialization is generally sufficient for our dynamic update equation to propagate motion information fairly accurately.
This basic model can detect motion but has a problem when a line is moving in the direction of line orientation. Suppose a horizontal line is moving in direction → and then comes to halt. Due to the directional nature of our support for motion, all points on the line would be supporting motion in direction → at points to the right of them. This can result in sustained signaling of motion even after the line has stopped. Hence it is desirable that a point cannot support motion in the direction of orientation of a line passing through that point. For this, we modify (1) as where C is the line inhibition weight and
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The line inhibition comes into effect only if the orientation of the line and the direction of motion are the same.
Feedback for evidence segregation
From (4), it is easy to see that we can signal motion in multiple directions. (I.e., at an (i, j), S t (i, j, k) can be 1 for more than one k.) In an image sequence with multiple moving objects, it is very much possible that they would be overlapping or crossing sometime. However, since we dynamically propagate motion, there may be a problem of sustained (erroneous) detection of motion in multiple directions. One possible solution is to use winner-take-all kind of strategy, where one selects direction with maximum support. But, in that case even if each direction has enough support, the correct direction may be suppressed. Also, this cannot support detection of multiple directions when there is genuine motion in multiple directions. The way we want to handle this in our motion detector is by using a feedback mechanism for evidence segregation. Consider making the decision regarding motion at a point X at time t in the directions → and . Suppose A, B, and C are points that lie in the overlapping parts of the regions of support for directions → and , and suppose that at time t − 1 motion is detected in both these directions at A, B and C. (See Figure 2 .) This detection of motion in multiple directions may be due to noise, in which case it should be suppressed, or genuine motion, in which case it should be sustained. As a result of the detected motion at A, B, and C, X may show motion in both these directions irrespective of whether the multiple motion detected at A, B, and C is due to noise or genuine motion. Suppose that A, B, and C are each (separately) made to support only one of the directions at X. Then noisy detection, if any, is likely to be suppressed.
On the other hand, if there is genuine motion in both directions, then there will be other points in the nonoverlapping parts of the directional neighborhood, so that X will detect motion in both directions. The task of feedback is to regulate the evidence from the motion detected at previous time, such that any erroneous detection of motion in multiple directions is not propagated. In order to do this, we have intermediate output S t (·, ·, ·) which we use to calculate feedback and then binarize S t (·, ·, ·) to obtain S t (·, ·, ·). The system update equation now is
where
The feedback at t, FB t (i, j, k), is a binary variable. It is determined as follows
Then we binarize
where φ(x) is defined as in (2) . The parameter δ in (8) determines the amount by which the strongest motion detector output should exceed the average at that point. The above equations describe our dynamical system for motion direction detection. The state of the system at t is S t . This gives direction of motion at each point. This is to be updated using the next input image, which, by our notation, is the image frame at t + 1. This image is used to obtain the binary variables E and L k at each point. Note that these two are also dependent on t though the notation does not explicitly show this. After obtaining these from the next image, the state is updated in two steps. First we compute S t+1 using (6) and then binarize this as in (10) to obtain S t+1 . The intermediate quantity S t+1 is used to compute the feedback signal FB t+1 which would be used in state updating in the next step. At the beginning the feedback signal is set to 1 at all points. Since our index, t, is essentially the frame number, these computations go on for the length of the image sequence. At any point, t, S t gives the motion information as obtained by the algorithm at that time. The complete pseudocode for motion detector is given as Algorithm 1.
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(1) Initialization
• set t = 0.
• Initialize motion S 0 (i, j, k) for all i, j, k using optic flow estimates obtained after 1 iteration of Horn-Schunk method. , k) , for all i, j, k using (10) . (5) For those (i, j) with no-motion at any point in 5 × 5 neighborhood, initialize the motion direction to that obtained with 1 iteration of Horn-Schunk method. (6) Set t = t + 1 (which includes getting next frame and obtaining E and L k for this frame); go to (2).
Algorithm 1: Complete pseudocode for motion direction detection.
Behavior of the motion detection model
Our dynamical system for motion direction detection is represented using (6) . The first term in (6) gives the support from previous time. This is modulated by feedback to effect evidence segregation. The weighting parameter A decides the total contribution of evidence from this part, in deciding a point to be in motion or not. The second term ensures that we give large weightage to edge (object) points. By choosing high value for parameter B, we primarily take edge points as possible moving points. The third term does not allow points on a line to contribute support to motion in the direction of their orientation. Generally we choose parameter C to be of the order of B. In (6), parameter τ will decide the sufficiency of evidence for a motion detector. (See discussion at the beginning of Section 3.1.) Every time a new image frame arrives, the algorithm updates direction of motion at different points in the image in a dynamic fashion.
The idea of using a cooperative network for motion detection is also suggested by Pallbo [18] who argues, from a biological perspective, that, for a motion detector, constant motion along a straight line should be a state of dynamic equilibrium. Our model is similar to his but with some significant differences. His algorithm is concerned only with showing that a dynamical system initialized only with noise can trigger recognition of uniform motion in a straight line. While using similar updates, we have made the method a proper motion detection algorithm by, for example, proper initialization, and so forth. The second and important difference in our model is the feedback mechanism. (No mechanism of this kind is found in the model in [18] .)
In our model, the feedback regulates the input from previous time as seen by the different motion detectors. The output of the detector at any time instant is thus dependent on the "feedback modulated" support it gets from its neighborhood. Consider a point (m, n) in the image which currently has some motion. It can provide support to all (i, j) such that (m, n) is in the proper neighborhood of (i, j). If currently (m, n) has motion only in one direction, then that is the direction supported by (m, n) at all such (i, j). However, either due to noise or due to genuine motion, if (m, n) currently has motion in more than one direction, then feedback becomes effective. If one of the directions of motion at (m, n) is sufficiently dominant, then motion detectors in all other directions at all (i, j) are not allowed to see (m, n). On the other hand, if, at present, there is not sufficient evidence to determine the dominant direction, then (m, n) is allowed to provide support for all directions for one more time step. This is what is done by (8) to compute the feedback signal. This idea of feedback is a particularization of a general hypothesis presented in [9] . More discussion about how such feedback can result in evidence segregation while interpreting an image by arrays of feature detectors can be found in [9] .
PERFORMANCE OF MOTION DIRECTION DETECTOR

Simulation results
In this section, we show that our model is able to capture the motion direction well for both real and synthetic image sequences when the image sequences are obtained with a static camera. The free parameters in our algorithm are A, B, C, δ, and τ. For current simulation for all video sequences, we have taken A = 1, B = 8, C = 5, τ = 10, and δ = 0.7. 2 The directional neighborhood is of size 3 × 5.
By the nature of our update equations, the absolute values of the parameters are not important. So, we can always take A to be 1. Then the summation term on the right-hand side of (6) is simply the number of points in the directional neighborhood of (i, j) that contribute support for this motion direction. Suppose (i, j) is an edge point and the edge is not in direction k. Then the second term in the argument of f contributes B and the third term is zero. Now the value of τ, which should always be higher than B, determines the number of points in the appropriate neighborhood that should support the motion for declaring motion in direction k at (i, j) (because A = 1). With B = 8, τ = 10, and A = 1, we need at least three points to support motion. Since we want to give a lot of weightage to edge points, we keep B large. We keep C also large but somewhat less than B. This ensures that when (i, j) is an edge in direction k, we need a much larger number of points in the neighborhood to support the motion for declaring motion at (i, j). The values for the parameters as given in the previous parameters are the ones fixed for all simulation results in this paper. However, we have seen that the method is very robust to these values, as long as we pay attention to the relative values as explained above. Figures 3(a)-3(c) show image frames for a table tennis sequence in which a man is moving toward left, the bat is going down, and the ball and table are going up. The corresponding edge output is given in Figures 3(d)-3(f) . In our implementation we detect motion only at this subset of image points. Figure 4 shows the points moving in various directions as detected by our algorithm. Our model separates motion directions correctly at sufficient number of points as can be seen from Figure 4 . There are a lot of "edge points" as shown in Figures 3(d)-3(f) . However, our algorithm is able to detect all the relevant moving edge points as well as the direction of motion. Figure 7: Moving objects in the video sequence given in Figure 6 . All the three pedestrians in the video sequence are well captured and different directions are shown in different gray levels. We can also see that the static background is correctly detected to be not moving. We show motion detected at (a) and (b) the beginning (c) and (d) while crossing each other (e) and (f) after temporary occlusion.
such information helps in properly segregating objects moving in different directions even through occlusion like this. In Figure 5 (b), at time t = 12, we see that the two men are overlapping. Such occlusions, in general, represent difficult situations for any motion-based algorithm for correctly separating the moving objects. In our dynamical system, motion is sustained by continuously following moving points. Note that motion directions are correctly detected after crossing as shown in Figure 5 (f). Figure 6 shows a video sequence 4 where three pedestrians are walking in different directions and also cross each other at times. Figure 7 shows our results for this video sequence. We get coherent motion for all three pedestrians and it is well captured even after occlusion as we can see in Figure 7 (d).
Similar results are obtained for a synthetic image sequence also. Figure 8(a) shows a few frames of a synthetic image sequence where two rectangles are crossing each other and Figure 8(b) shows the moving points detected. Our motion detector captures motion well and separates moving objects. Notice that when the two rectangles cross each other there will be a few points with motion in multiple directions. Figure 8 (c) shows the points with motion in multiple direction. This information about such points can be useful for further high-level processing.
These examples illustrate that our method delivers good motion information. It is also seen that detection of only direction of motion is good enough to locate sets of points moving together coherently which constitute objects. To see the effect of our dynamical system model for motion direction detection, we compare it with another motion direction detection method based on OFE. This method consists of running the Horn-Schunk algorithm for fixed number of iterations (which is 15 here) and then quantizing the direction of the resulting motion vectors into one of the eight directions. We compare motion detected by our algorithm with this OFE-based algorithm on hand sequence. 5 (The video sequence is same as that in Figure 16 .) Here a hand is moving from left to right and back again on a cluttered table. Figure 9 shows the motion detected by our algorithm and Figure 10 gives motion from the OFE-based detector. We can see that motion detected by our dynamic algorithm is more coherent and stable.
Discussion
We have presented an algorithm for motion analysis of an image sequence. Our method computes only direction of motion (without actually calculating motion vectors). This is represented by a distributed cooperative network whose nodes give the direction of motion at various points in the image. Our algorithm consists of updating motion directions at different points in a dynamic fashion every time a new image frame arrives. An interesting feature of our model is the use of a feedback mechanism. The algorithm is conceptually simple and we have shown through simulations that it performs well. Since we compute only direction of motion, the computations needed by the algorithms are simple. We have compared the computational time of this method versus an OFE-based method in simulations and have observed about 30% improvement in computational time [7] .
As can be deduced from the model, there is a limit on the speed of moving objects that our algorithm can handle. The size of the directional neighborhood would primarily decide the speed that our model can handle. One can possibly extend the model by adaptively changing the size of directional neighborhood.
In our algorithm (like in many other motion estimators), the detected motion would be stable and coherent mainly when the video is obtained from a static camera. However, when there is camera pan or zoom, or sharp change in illumination, and so forth, the performance may not be satisfactory. For example, when there is a pan or zoom almost all points in the image would show motion because we are, after all, estimating motion relative to camera. However there would be some global structure to the detected motion directions along edges and that can be used to partially compensate for such effects. More discussion on this aspect can be found in [7] . For many video applications, exact velocity field is unnecessary and expensive. The model presented here does only motion direction detection. All the points showing motion in a direction can be viewed as points of objects moving in that(those) direction(s). Thus the system achieves a coarse segmentation of moving objects. We will briefly discuss the relevance of such motion direction detector for various video applications in Section 5.
OBJECT TRACKER: AN APPLICATION OF THE MOTION DIRECTION DETECTOR
Tracking a moving object in a video is an important application of image sequence analysis. In most tracking applications, a portion of an object of interest is marked in the first frame and we need to track its position through the sequence of images. If the object to be tracked can be modeled well so that its presence can be inferred by detecting some features in each frame, then we can look for objects with required features. Objects are represented either using boundary information or region information. Boundary-based tracking approaches employ active counters like snakes, balloons, active blobs, Kalman snakes, and geodesic active contours (e.g., [19] [20] [21] [22] [23] [24] ). The boundarybased approaches are well adapted to tracking as they represent objects more reliably independent of shape, color, and so forth. In [25] , Blake and Isard establish a Bayesian framework for tracking curves in visual clutter, using a "factored sampling" algorithm. Prior probability densities can be defined over the curves and also their motions. These can be estimated from image sequences. Using observed images, a posterior distribution can be estimated which is used to make the tracking decision. The prior is a multimodal in general and only nonfunctional representation of it is available. The Condensation algorithm [25] uses factored sampling to evaluate this. Similar sampling strategies are presented as developments of Monte-Carlo method. Recently, various methods [25] [26] [27] based on this have attracted much interest as they offer a framework for dynamic-state estimation where the underlying probability density functions need not be Gaussian, and state and measurement equations can be nonlinear. If the object of interest is highly articulated, then featuresbased tracking would be good [22, 28, 29] . A simple approach to object tracking would be to compute a model to represent the marked region and assume that object to be tracked would be located at place where we find the best match in the next frame. There are basically two steps in any feature-based tracking: (i) deciding about search area in next frame; and (ii) using some matching method to identify the best match. Motion analysis is useful in both the steps. Computational efficiency of such tracking may be improved by carefully selecting the search area which can be done using some motion information. During the search for a matching region, also one can use motion along with other features. Our method is a feature-based tracking algorithm. We consider the problem where the object of interest is marked in the first frame (e.g., by the user) and the system is required to tag the position of that object in the remaining frames. In this section we present an algorithm to track a moving object in a video sequence acquired by a static camera, with only translational motion most of the time. The novelty of our object tracker is that it uses the motion direction (detected by the algorithm presented earlier), along with luminance information, to locate object of interest through the frames. We first detect direction of motion in the region of interest (using the algorithm given in Section 2). Since our algorithm stamps each point with one of the eight directions of motion (or with no-motion) we effectively segregate the edge points (and may be interior points) into clusters of coherently moving points. As points belonging to the same object would move together coherently most of the time, we use this coherent motion to characterize the object. We also use object's motion direction to reduce search space and we search only in a local directional neighborhood consistent with the detected motion. To complete the tracking algorithm, we need to have some matching method. We give two different matching methods: one using only motion information, and the other using luminance and motion information. In our tracking algorithm, we do not use any prior knowledge about the objects, their motion, or the camera parameters. The only information provided (about the object) is a two-dimensional area selected (e.g., by the user) from first frame of the sequence. Thus here the term object refers to the marked portion that is being tracked. Our tracking algorithm has two steps: detection of motion directions, and matching of point sets.
The tracking algorithm is as follows. First we do motion direction detection by our algorithm presented in Section 2. We assume that object has smooth motion most of the time. So, to track the object we search in a local neighborhood by considering subimages (of object's size) with center at all possible points in a 5 × 5 neighborhood of object center, in the direction of object motion. We choose this particular size of search area based on size of directional neighborhood used in our motion detection algorithm. Our motion detection algorithm segregates image region into clusters of coherently moving points. Object of interest would correspond to two such clusters in consecutive frames. So, we need to define matching method to compare two clusters to find the best match in a search area. We give two different matching methods in the following two subsections.
Matching method 1: Hausdorff distance-based image comparison
Given two sets of points A = {a i }, i = 1, . . . , n, and B = {b j }, j = 1, . . . , m, the Hausdorff distance [30] is defined as
The function h(A, B) is called the directed Hausdorff 
Then the distance between two objects O and P is given by
with · as Euclidean norm in (12).
Matching method 2: motion-and luminance-based distance
To measure similarity of regions in consecutive frames, here we define a simple distance measure based on motion and luminance information. Once the object of interest is marked by a window in the first frame, we represent it using a feature vector. First we divide the window into blocks of size 8 × 8 pixels. Suppose the window now contains M×N blocks. Each block is assigned two parameters: one using motion and the other based on luminance. In every block if there are points with motion, then the motion feature is assigned the corresponding majority motion direction; else it is assigned no motion label. The other parameter to characterize each block is the average luminance of the pixels in that block. Figure 1 (a) while the value 8 indicates that there is no motion. Then to measure distance between two objects O and P, we define
where α = 2, β = 1; and we define difference in quantized motion direction, d(·, ·), by the following 9 × 9 matrix given below. Since O mot (m, n) takes an integer value between 0 and 8, this matrix completely specifies the d(·, ·) function. The entries in the matrix are chosen based on ranking how far apart two quantized directions are: 
Performance of tracking algorithm
In this section we present some simulation results of object tracking on a few video sequences. Note that the tracking is done without actually estimating any dense motion field. In all the results presented here, object to be tracked is selected in first frame by marking a window, and in subsequent frames the results of tracking algorithms are shown by a window marked over the frame. We present results with the two different matching methods. We refer to these as Traker HD for the one using the method given in Section 4.1 and Traker D for the one using the method in Section 4.2. For these simulations, our motion detection algorithm uses the same parameter values as those used in Section 3.
For object tracking, first we give results with Tracker D. Figures 11 and 12 show results obtained on the video sequence shown in Figure 6 . The square marked in Figure 11 (a) is the object selected for tracking in the first frame. In Figure 11 (c) we see that at time t = 26 two people are crossing each other and occluding. Since our model separates motion directions correctly and motion detection is by dynamically following moving points, we are able to track objects even during occlusions and when the view of the person changes. Similar results are obtained for tracking another man also in this video as shown in Figure 12 .
In our second video sequence there are two men walking toward each other. The square marked in Figure 13(a) is the object selected in first frame. Figures 13(b)-13(f) show other image frames in the video sequence and the result of tracking is marked by a rectangle. In Figure 13 (d), at time t = 14, we see that though the two men are overlapping, we are still able to track well. On the same video sequence, Figure 14 shows that we can track a small portion of an object (the person's hand) also well. Figure 15 gives results with Tracker HD on this two-men video sequence. This algorithm, which uses only motion information, is also quite good at tracking. We show results of tracking the head of the man who is going behind the other man. Even though the object being tracked goes out of the video for a few frames, our dynamic motion detector is able to track it successfully and recapture the object after the occlusion. We can expect such performance from our method in general, if the object being tracked does not change its motion through the occlusion.
Our next example is the hand sequence where a hand is moving on a cluttered table left to right and back, many times. Figures 16 and 17 show results on this hand sequence using Tracker D-based matching with only luminance information (i.e., α = 0, β = 1) and both luminance and motion information (i.e., α = 2, β = 1), respectively. We can see that we are able to track hand very closely in Figure 17 with both luminance and motion information but not with just luminance as can be seen in Figure 16 . When the object is well separated from background, it is possible to track just based on luminance. But this result shows that just luminance alone is not sufficient to track object specially on such cluttered background. This video sequence is one by which the condensation system [25] is tested and our results are well compared with those reported in [25] .
From the results presented, it is reasonably well demonstrated that motion direction information at the edge points (as computed by our algorithm) is sufficient for application such as tracking moving objects.
CONCLUSIONS
In this paper we have presented a distributed algorithm that can detect and continuously update the direction of motion at many points, given a sequence of images. The model is a dynamical system whose state gives the motion directions at different points and the state is updated based on its current value and the next image. Thus the output of the model is a sequence of images containing direction of movement of some interesting points and thus captures groups of coherently moving "feature" points. Perceptually, such moving point information seems to be good enough to evoke motion perception [6] . Thus, our model of a network that continually keeps updating motion direction information could be a plausible model for routine motion perception.
Through simulations it is shown that the algorithm delivers good motion information. Our updating scheme results in properly capturing coherent motion of groups of edge points. In our opinion, such motion information, which can be obtained through simple computation, is good enough in many applications. We have illustrated the utility of such motion information by presenting an algorithm for tracking objects in a video sequence. The performance of our object tracker is good. The algorithm can track objects through some rotations and occlusions. There are many other applications where motion direction information that our algorithm can deliver seems to be adequate. For example, when a live teacher is being tracked (in a distance education set up), we would want to keep changing view such that teacher remains at the center of the frame. This can be very well be done with just motion direction-based tracking as illustrated here. Similarly, the results of our tracker can be used to obtain rough trajectories of object motion which are useful, for example, in surveillance applications. Another application could be segmenting of moving objects. Our way of detecting groups of coherently moving points can directly give a coarse segmentation. One approach to object segmentation can be as follows. We can use a thresholding-based segmentation algorithm on each frame to oversegment the image in the sense that while an object may be broken down into many segments no segment contains more than one object. Then we can use the motion direction detection algorithm on the segment boundaries and, from this information, can infer which segments are coherently moving together and thus separate moving objects. In our preliminary experiments, we had obtained promising results with this technique. We would be exploring such applications in our future work. There are many shortcomings of the algorithm presented here. One is our method for initializing the motion information for our algorithm through one iteration of OFE. It may be worthwhile to explore simpler alternatives including random initialization. During occlusions, we lose motion points which have to be regained through fresh initialization of motion. This could possibly be overcome to some extent by adding some time delays in the update equations of our nodes. Our method is essentially useful only when the camera is static because it can only detect 2D motion. For example, during a pan or zoom, the motion detected would be erroneous. However, changes in motion directions of objects would be distinctly different from those in apparent motion with camera zooms, pans, and so forth. By training a recognizer to classify types of motion based on the moving point patterns detected, it may be possible to detect and compensate for camera motion. We intend to address these issues also in our future work.
