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Extratropical cyclones can have major impacts on our daily lives, and therefore any drastic changes
in their frequency or characteristics, such as intensity or radius, can have a great impact on society.
Extratropical cyclones do not only affect everyday weather, but can cause extreme weather events
from floods to drought and are also largely in charge of the equator-to-pole energy, momentum and
moisture transports. In the recent years, there has been an increasing amount of both numerical
and observational studies to suggest a poleward shift of the storm tracks with the warming climate.
This shift could have major impacts all around the world through weather extremes and climatic
effects. Even though a vast amount of research has been done, a definite answer, as to how will the
location of the storm track change in the near future, remains unanswered.
This study aims to answer the question of how has the location of the North Atlantic storm track
changed with the changing surface temperatures, with the focus on the effects of the sea surface
temperatures.
In this study the CFSR (Climate Forecast System Reanalysis) reanalysis products from 1979-2014
was analysed. The cyclones were tracked based on the Laplacian of the surface pressure using the
Melbourne University Cyclone Tracking Algorithm. First the differences between 1979-1988 and
2005-2014 for both surface temperature and extratropical cyclone track density, a measure of the
storm track, were calculated and after that the correlation between ST and both track density and
North Atlantic Oscillation (NAO) index were calculated for the whole study period, 1979-2014. All
the above mentioned calculations were done separately for four seasons (DJF, MAM, JJA, SON)
and also for two six month periods (Oct-Feb, Mar-Sep).
The results show that the North Atlantic has warmed significantly, with the strongest warming
taking place in the Arctic in winter. There were also clear changes in the cyclone frequecy, but
these changes were not as spatially coherent as the changes in the surface temperature. In fall
season a poleward shift of the storm track with time was observed. In general, the results incline
that in winter the increasing STs would lead to more cyclones, whereas in summer the increasing STs
would be related to fewer cyclones. The results also showed that changes in the ST gradient over the
sea-ice margin region between Greenland and Svalbard, correlate positively with the track density.
This was suggested to be due to changes in the low-level baroclinicity. The NAO was observed to
correlate positively with the track density around Greenland and the Arctic Ocean, and negatively
over Eurasia. The most clear observation was the seasonality of both relationships. Between ST and
track density this seasonality was more spatially incoherent, and most likely depended on multiple
mechanisms depending on location. The seasonality in the correlation between NAO and track
density, on the other hand, was not as strong as between ST and track density, but was clearly
more spatially coherent. A strong southeast-northwest shift in the influence area of the NAO from
winter to summer was detected, and this was noticed to affect the ST track density correlations in
Canada.
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Kumpulan tiedekirjasto
Keskileveysasteiden matalapaineet vaikuttavat jokapa¨iva¨iseen ela¨ma¨a¨mme, ja siksi suuret muutok-
set niiden lukuma¨a¨ra¨ssa¨ tai ominaisuuksissa saattavat vaikuttaa yhteiskuntaamme voimakkaasti-
kin. Keskileveysasteiden matalapaineet eiva¨t vain ma¨a¨ra¨a¨ sataako vai eiko¨, vaan voivat aiheut-
taa tuhoisia a¨a¨ri-ilmio¨ta¨ tulvista kuivuuteen. Matalapaineet ovat myo¨s suurelta osin vastuussa
pohjois-etela¨suuntaisesta liikema¨a¨ra¨n, energian ja kosteuden kuljetuksesta. Lisa¨a¨ntyva¨ tutkimusai-
neisto esitta¨a¨, etta¨ ilmaston la¨mmetessa¨ myrskyradat siirtyisiva¨t pohjoisemmaksi. Vaikka aihetta on
tutkittu perusteellisesti seka¨ havaintoihin etta¨ ilmastomalleihin perustuen, viela¨ puuttuu lopullinen
vastaus siita¨, miten myrskyratojen sijainti muuttuu la¨hitulevaisuudessa.
Ta¨ma¨n tyo¨n tarkoituksena on selvitta¨a¨, miten Pohjois-Atlantin myrskyradan sijainti on muuttu-
nut pintala¨mpo¨tilojen muutosten myo¨ta¨. Erityisesti kiinniteta¨a¨n huomiota merenpintala¨mpo¨tilojen
vaikutuksiin.
Tutkimuksessa analysoitiin CFSR (Climate Forecast System Reanalysis) uusanalyysi aineistoa vuo-
silta 1979-1988. Matalapaineiden reitit ma¨a¨ritettiin pintapaineen toisen osittaisderivaatan avul-
la Melbournen yliopiston kehitta¨ma¨a¨ algoritmia ka¨ytta¨en. Aluksi laskettiin pintala¨mpo¨tilojen ja
matalapaineiden ratatiheyksien erotukset vuosien 1979-1988 ja 2005-2014 va¨lilla¨. Matalapainei-
den ratatiheyksien avulla pystyttiin ma¨a¨ritta¨ma¨a¨n myrskyradan sijainti. Ta¨ma¨n ja¨lkeen laskettiin
korrelaatiot ratatiheyden seka¨ pintala¨mpo¨tilojen etta¨ Pohjois-Atlantin oskillaatio -indeksin (NAO,
North Atlantic Oscillation) va¨lilla¨. Korrelaatiot laskettiin koko tutkimusjaksolle, 1979-2014. Ylla¨ole-
vat analyysit tehtiin erikseen nelja¨lle kaudelle (joulukuu-helmikuu, maaliskuu-toukokuu, kesa¨kuu-
elokuu, syyskuu-marraskuu) ja kahdelle puolivuotisjaksolle (lokakuu-helmikuu, maaliskuu-elokuu).
Tulokset osoittavat, etta¨ tutkimusjakson aikana Pohjois-Atlantti on la¨mmennyt merkitseva¨sti, voi-
makkaimman la¨mpenemisen tapahtuessa talvikautena. Matalapaineiden lukuma¨a¨ra¨ muuttui myo¨s
huomattavasti, mutta na¨ma¨ muutokset olivat paikallisempia kuin pintala¨mpo¨tilojen muutokset.
Syyskautena myrskyradan havaittiin siirtyneen pohjoisemmaksi. Yleisesti ottaen tulokset viittaa-
vat siihen, etta¨ talvikautena pintala¨mpo¨tilan nousu olisi yhteydessa¨ matalapaineiden ma¨a¨ra¨n kas-
vuun. Kesa¨kautena taas yhteys olisi ka¨a¨nta¨en verrannollinen. Tulokset osoittivat myo¨s, etta¨ pin-
tala¨mpo¨tilagradientin muutokset merija¨a¨n reunalla, Gro¨nlannin ja Huippuvuorten va¨lilla¨, korreloi-
vat positiivisesti ratatiheyden kanssa. Ta¨ma¨n yhteyden uskottiin liittyva¨n pinnan barokliinisyyden
muutoksiin. NAOn ja ratatiheyden va¨lilla¨ havaittiin positiivinen korrelaatio Gro¨nlannin ympa¨ris-
to¨ssa¨ ja Pohjoisella Ja¨a¨merella¨, ja negatiivisesti Euraasian ylla¨. Huomattavin tulos oli molemmissa
korrelaatiotuloksissa havaittu kausivaihtelu. Pintala¨mpo¨tilan ja ratatiheyden kohdalla korrelaation
kausivahtelu riippui huomattavasti sijainnista. NAOn ja ratatiheyden va¨lilla¨ kausivaihtelu oli hei-
kompaa, mutta va¨hemma¨n paikkariippuvaista. NAOn vaikutusalueessa havittiin olevan voimakas
kaakkois-luoteis siirtyma¨ talvesta kesa¨a¨n, ja ta¨ma¨n siirtyma¨n havaittiin vaikuttavan pintala¨mpo¨tilan
ja ratatiheyden korrelaatiohin Kanadan ylla¨.
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1 Introduction
The aim of this master’s thesis is to quantify the relationships between North
Atlantic storm track and sea surface temperature (SST). As Held (1993) wrote,
the storm track response to global warming is a complex question. The ob-
served polar amplification, e.g. stronger surface warming of the polar regions
than of the mid-latitudes, would suggest a decrease in the midlatitude sur-
face temperature (ST) gradient, and subsequent decrease in the cyclone fre-
quency. In warmer climate the moisture content and the meridional moisture
gradient of the air would increase, and also there is evidence that upper tro-
pospheric temperature gradient would increase. Both features would increase
the midlatitude cyclone frequency. The question is, which features will domi-
nate, and eventually dictate the tropospheric response to the climate warming.
Even though great progress has been made in the climate change research
since the study by Held (1993), definite answers to the storm track response
are still lacking (Ulbrich et al., 2009). This study tries to identify the specific
influence SST has on storm tracks, and was motivated by the significance the
midlatitude storm tracks have on weather, climate and society, and by the pro-
found influence the oceans have on storm tracks and the climate in general.
Extratropical cyclones, hereafter referred as cyclones, are vital to the earth-
atmosphere system. Their impacts to our lives are diverse. Transient eddies
connect tropics to polar regions through meridional moisture, energy and mo-
mentum fluxes, and provide precipitation that is necessary to human life. Even
though cyclones are essential to the atmospheric general circulation, they also
have detrimental impacts. Hail storms, high winds, and floods cause consider-
able damage to both people and property every year. (Brayshaw et al., 2009;
Ulbrich et al., 2009; Feser et al., 2015) In recent years there has been a vast
amount of research done on the relationships between the changing climate
and cyclones. In many studies a clear poleward shift in the storm track posi-
tion has been identified in a warmer climate (Graff and LaCasce, 2012; Yin,
2005). Since cyclones have such an integral role in the atmospheric circu-
lation, changes in the storm track locations can have major impacts on both
weather and local/global climate. Due to the possible damages caused by the
changes in the storm track locations, it is important to define the mechanisms
behind the changes.
Cyclones obtain their energy from the potential energy of the mean flow. The
potential energy, developed through the large temperature gradient between
the poles and the equator, is transformed to eddy kinetic energy through baro-
2
clinic instability. The baroclinic conversion as the energy source applies to
both individual cyclones and entire storm tracks (Chang et al., 2002). Hence,
changes in the baroclinicity affect the storm tracks. The specific processes
behind the predicted changes in the storm track location with warmer climate
are still under debate though. One hypothesis is the influence of SST. There
have been numerous modeling studies addressing the relationship between
SST and storm tracks. Sampe et al. (2010) found that frontal zones in the
oceans are essential to the formation of the storm tracks, and Graff and La-
Casce (2012) studied how changes in the SST would affect the storm tracks
using an atmospheric general circulation model.
The ocean plays a large role in the climate system. The heat capacity of the
ocean is much larger than that of the atmosphere, and due to this the ocean
moderates the atmospheric variability (Deser et al., 2010). In the ocean tem-
perature variability is low-frequency and the ocean can store signals from the
atmosphere and convey them back to the atmosphere with a delay. These fea-
tures often make it easier to separate climate change signals from the natural
variability in the ocean than in the atmosphere. (Bindoff et al., 2007)
In addition to the ocean, many factors contribute to the storm track loca-
tion. The North Atlantic Oscillation (NAO) describes the pressure gradient
between Iceland and Azores (Serreze and Barry, 2005). This pressure gradi-
ent has a robust influence on the general circulation over North Atlantic; it
affects STs, precipitation and cyclones, etc. Since NAO is strongly related to
the general circulation, the possible effect of NAO should be taken into ac-
count, when assessing the influence of SST on the storm track location. Of
course there are many other sources of natural variability that affect general
circulation. The focus of this study is the North Atlantic synoptic scale pro-
cesses, and that is why NAO was chosen to represent the affect of the general
circulation.
In this study the changes in SST and storm track location are assessed, and
the linear relationships between the changes and NAO are determined. CFSR
reanalysis product from 1979–2014 was used. The CFSR data was used due
to the better representation of the surface variables over polar regions than
in other reanalysis datasets (Jakobson et al., 2012). For this study the first
ten years 1979–1988 were compared to the last ten years 2005–2014, and
significant changes in the SST and cyclone track density were analyzed. After
this the correlation between both SST and track density, and NAO-index and
track density were calculated throughout the study period. This was done
3
separately for each season.
The study domain covers North Atlantic and surrounding areas, and is pre-
sented in Fig. 1.
Figure 1: Map of the study area. The plot was made using the National
Oceanic and Atmospheric Administration (NOAA) ETOPO1 1 Arc-Minute
Global Relief Model (Amante and Eakins, 2009).
The thesis consists of 6 sections. Section 2 covers the background information
needed for this study. It presents some theoretical aspects and also a short
literature review. Section 3 covers the data analyzed and methods used in
this study. In Section 4 the results are presented. This section is divided into
subsections based on the seasons. Section 5 discusses the reasons behind the
results, and Section 6 summarizes the study and most important findings.
2 Literature Review and Theory
2.1 Atmospheric Energetics and Baroclinicity
In this section both global and smaller-scale processes related to atmospheric
energetics are considered. First, the global-scale energetics are discussed.
Second, the large-scale energetics are related to smaller-scale baroclinicity.
The total energy of the atmosphere consists of internal energy that is related to
the temperature and moisture content of the air, gravitational potential energy
and kinetic energy. Internal and gravitational potential energy are proportional
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to each other in a hydrostatic atmosphere, and hence can be consider together.
This term is called the total potential energy. Not all total potential energy can
be utilized, therefore it is useful to define another energy variable that depicts
the amount of energy that can be converted to kinetic energy by adiabatic
processes, the available potential energy (APE). (Holton and Hakim, 2013,
Chapter 7.3)
APE is proportional to changes in the potential temperature in isobaric coor-
dinates
APE ∝ V −1
∫
Θ′2/Θ2dV (1)
(Holton and Hakim, 2013, p. 229), where APE designates the average APE,
Θ′ potential temperature deviations from the mean, Θ the average potential
temperature on a certain pressure level and V the total volume. The net dia-
batic heating is the source for APE in the atmosphere. Cooling of the polar
regions and warming of the tropics causes deviations from the mean poten-
tial energy to become greater, hence increasing APE. APE is then converted
to eddy kinetic energy through eddy available potential energy, by baroclinic
conversion.
In the atmosphere baroclinic conversion is enabled by transient eddies that
transport warm rising air poleward and cold sinking air towards the tropics.
This general circulation pattern is known as the Lorenz energy cycle. (Holton
and Hakim, 2013, Chapter 10)
In baroclinic conversion the conversion of potential energy to kinetic energy
is achieved through baroclinic instability. Baroclinic instability is related to
the vertical shear in the mean flow. In order for the vertical shear to exist,
there must be a horizontal temperature gradient that balances the thermal wind
relationship. This temperature gradient is associated with the potential energy
that is the driving force behind growth of the baroclinic instabilites. (Holton
and Hakim, 2013, p. 214)
Although the discussion above addressed the baroclinic conversion in general
for the whole atmosphere, the same processes also work on smaller horizontal
scales. Individual eddies grow by baroclinic instability. The zones in the
oceans with a strong surface temperature gradient, such as the Gulf stream
area or the Kurishio current area, are preferred locations for cyclogenesis in
the atmosphere.
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2.2 Cyclogenesis and the Life Cycles of Cyclones
Above, the influence of baroclinic instability on a larger scale was discussed.
Baroclinic instability is also important, when considering the development
and life cycles of individual cyclones. There are many different theories
addressing the formation of cyclones. These vary from the vorticity view,
where cyclogenesis is due to approach of an upper-level trough to an exist-
ing front and subsequent vorticity stretching, to the potential vorticity (PV)
view. In the PV view, cyclogenesis is seen as a result of processes that cause
four anomalies typically found in extra-tropical cyclones, the stratospheric
dry upper-level cyclonic PV maximum; surface potential temperature warm
anomaly; cyclonic lower-tropospheric PV anomaly produced diabatically and
anticyclonic diabatically produced upper-level PV anomaly, to amplify or in-
teract with each other constructively (Lackmann, 2012, Chapter 5). All these
different theories have the same basic concept as a background. Cyclones are
seen to develop through interactions and growth of upper- and lower-level dis-
turbances (Lackmann, 2012, Chapter 5). Even though baroclinicity is vitally
important to life cycles of midlatitude cyclones, there are many other linkages
and processes that act to enhance or depress cyclones. For example the latent
heat release over the warm sector of the cyclones affects the development of
those cyclones (Chang et al., 2002).
There are also multiple theories addressing the life cycles of extra-tropical
cyclones called the conceptual models. Most notable ones are the Norwegian
conceptual model (Bjerknes, 1919; Bjerknes and Solberg, 1922) (Fig.2) and
the Shapiro Keyser conceptual model (Shapiro and Keyser, 1990) (Fig. 3).
The Norwegian conceptual model devised by J. Bjerknes and his colleagues
at the Bergen School of Meteorology was the first conceptual model to deal
with the life cycles of extra-tropical cyclones. It characterizes cyclones via
different types of air masses that are separated from one another, by the warm
front and the cold front. The ascent and descent areas are defined, as well as
the cloud types associated with the warm and cold fronts. The importance of
horizontal temperature gradient to the occurrence and intensity of the cyclones
is also briefly addressed. The Shapiro Keyser model is similar to the Norwe-
gian model with the exception that it presented the idea of the frontal T-bone,
where the cold front lies perpendicular to the warm front and the bent-back
warm front. Shapiro and Keyser named these features to be characteristic of
cyclones that are midway through their cyclogenesis (Fig. 3, panel III). Al-
though neither model is perfect, they do provide a general understanding on
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the dynamics of cyclones and fronts.
Figure 2: The Norwegian cyclone model depicts the life cycle of extra-tropical
cyclones from development through mature stages. Panels a and b depict the
early stages; c and d the ideal case, where warm and cold fronts are clearly
separated; and e and f the mature stage of the cyclone life cycle. Frontal
boundaries are shown by dashed lines and surface winds by solid arrows.
Shaded areas show precipitation. The Figure is taken from Bjerknes and Sol-
berg (1922)
Another way to look at cyclones and their development is through the con-
veyor belt model. It addresses the development of a depression by three
different types of air flow; the warm conveyor belt (WCB); the cold con-
veyor belt (CCB) and the dry intrusion (DI) (Carlson, 1980; Browning, 1985,
1990). Schemm and Wernli (2014) studied the relationships between CCB
and WCB and their relation to cyclone development using the Consortium
for Small-Scale Modeling model. They defined these features using the La-
grangian approach and found that the ascent at WCB causes diabatic heating
anomaly at midtroposphere. This heating anomaly induces positive (negative)
PV anomalies following the flow below (above) the existing heating anomaly.
The negative PV anomaly at WCB outflow level strengthens the upper-level
7
Figure 3: The Shapiro Keyser cyclone model depicts the life cycle of an extra-
tropical cyclone. The roman numbers illustrates the time development of the
cyclone from emerging frontal zone to the mature warm-core frontal seclu-
sion stage. Upper part: shaded areas depict the clouds, bold lines with marks
the fronts and solid lines sea-level pressure. Lower part: solid lines depict
the temperature and lines with arrows warm and cold advection. Figure from
Shapiro and Keyser (1990)
ridge downstream of the cyclone and hence enhances downstream cyclogene-
sis. The positive PV anomaly at lower levels increases the cyclonic circulation
and hence the wind speeds along the front. As can be seen from the Shapiro
Keyser model and from the studies conducted by Schemm et al. (2013) and
Schemm and Wernli (2014), it is not only the Earth surface that has an effect
on the life cycles of cyclones. Many factors contribute to the development of
these systems. Schemm and Wernli (2014) attributed increase in the down-
stream development to the strengthening of the zonal jet stream.
2.3 Jet Streams
Jet streams are defined as narrow bands of high wind speed in upper tropo-
sphere. It has been observed that areas where horizontal temperature changes
are strong are usually quite narrow. In the polar regions and the tropics, hori-
zontal temperature fields are mostly uniform causing temperature gradients to
concentrate on narrow bands over the midlatitudes. When a strong tempera-
ture gradient is present, the pressure levels are tilted due to the fact that the air
8
Figure 4: A schematic presentation of interactions between the warm con-
veyor belt, the cold conveyor belt and the induced diabatic heating anomaly.
Figure also shows the resulting PV anomalies. Solid and dashed black lines
depict the surface isentropes and isobars, green arrow depicts the warm con-
veyor belt, blue arrow the cold conveyor belt, orange arrow the jet stream and
red circle the are of diabatic heating. Induced PV anomalies are marked with
red and blue plus- and minus-signs. Figure from Schemm and Wernli (2014)
in the warmer section takes more space than the air in the colder section. This
causes the pressure levels to tilt, and in the troposphere the tilting increases
with height. The horizontal geopotential gradient is directly proportional to
the tilt of the pressure levels, and since the geostrophic wind is directly pro-
portional to the horizontal geopotential gradient, the geostrophic wind also
increases with height. Hence in the presence of a strong ST gradient the
geostrophic wind will increase with height. This relationship is also known
as the thermal wind balance (Holton and Hakim, 2013, Chapter 3.4). In the
stratosphere, however, the density of the air is no longer directly proportional
to both temperature and pressure, but only to pressure. The geopotential gra-
dient starts to decrease with height, and due to geostrophic wind law so does
the geostrophic wind. Therefore wind speed maximums, jet streams, are ob-
served near the tropopause (Lackmann, 2012, Chapter 1). There are three jet
streams identified by Shapiro et al. (1987): the subtropical jet, the polar jet
and the Arctic jet. Shapiro et al. (1987) did emphasize that these three dis-
tinctively separate jets were merely a climatological mean, and that there is a
lot of variance in the locations and strengths of the daily jets. According to
Blackmon et al. (1977) the jet streams are governed by thermally direct cir-
culation in the jet entrance region, and thermally indirect circulation in the jet
9
exit region. They based their findings on band-pass and high-pass filtering of
covariance and variance of different meteorological fields, such as sea level
pressure, 500 hPa wind statistics and 850 hPa temperature for nine winters.
Blackmon et al. (1977) and also Holton and Hakim (2013, Chapter 10) noted
that both upstream and down stream circulations are stronger than the zonally
averaged indirect Ferrel cell in midlatitudes.
The maximum vertical wind shear is found below upper-level jet streams, and
this is one of the reasons why in general mid-latitude storm tracks are located
near polar jet streams (Holton and Hakim, 2013, Chapter 6). As explained
in the previous sections, baroclinicity is the key element for cyclone develop-
ment. Thus, one way to quantify the tendency for cyclones to develop is the
Eady Growth rate
Γ =
f
N
∂u
∂z
(2)
(Eady, 1949; Lindzen and Farrel, 1980), where f is the Coriolis parameter, N
is the Brunt-Väisälä frequency, ~u is the zonal wind and z is the height. The
Eady growth rate is in a way a measure of the baroclinicity of the atmosphere
defined by the stability of the atmosphere, and the vertical wind shear. There-
fore, evidently wind shear is vital to the baroclinic growth.
A question often considered in the studies relating to jet streams and cyclones
is the maintenance of the storm track and the jet stream. Cyclones decrease
the meridional temperature gradient related to the jet stream, thus decreas-
ing surface baroclinicity. This would imply that the jet streams and related
storm track should weaken with weakening baroclinicity. However, this is
not the case. This question of self-maintaining was addressed by Chang et al.
(2002). They found that storm track eddies act most energetic downstream of
the areas of maximum baroclinicity. In addition to this, diabatic heating at the
entrance region and warm western currents act to maintain the baroclinicity
at the entrance region. Chang et al. (2002) also noted that the storm tracks are
not completely self-maintained, but stationary waves are important for orga-
nizing the storm tracks. They based these findings on the works of Broccoli
and Manabe (1992) and Lee and Mak (1996) on stationary waves and storm
tracks. The importance of diabatic heating and wind driven western boundary
currents on self-maintaining of the storm tracks were also found by Hoskins
and Valdes (1990).
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2.4 Storm tracks
Storm tracks are defined as "A region in which the synoptic eddy activity is
statistically and locally most prevalent and intense" by the Glossary of Mete-
orology (American Meteorological Society (2016)) .
Storm tracks can be identified through two different methods, the Eulerian
or the Lagrangian approach (Feser et al., 2015). According to Hoskins and
Hodges (2002) the Lagrangian approach, where individual cyclones or an-
ticyclones are identified and then tracked, was dominant until the arrival of
more powerful computers. Even though increased computational power also
advanced the evolution of the Lagrangian approach, with the vast computa-
tional capabilities, it was easier to define storm tracks based on the bandpass
filtered variance. A method that is known as the Eulerian approach. The
Eulerian approach has the advantage that it can be applied to multiple dif-
ferent variables, such as wind speed, surface pressure, turbulent heat fluxes
and so on. The Lagrangian approach can only be applied to surface pressure
or geopotential height fields. On the other hand, with the Eulerian approach
it is not possible to separate cyclones from anticyclones, and the analysis is
not as easy to interpret as with the Lagrangian approach. Both methods have
positive and negative aspects and currently both methods are widely used.
In the Northern hemisphere two separate storm tracks are found, The North
Atlantic storm track and the Pacific storm track. During winter, the Pacific
storm track extends from western North Pacific to eastern North Pacific, while
the North Atlantic storm track extends from the East coast of United States
across the North Atlantic to northern Europe (Chang et al., 2002). During
summer months the North Atlantic storm track is generally weaker, while
surprisingly the Pacific storm track is stronger in summer than in winter. Sec-
ondary storm track is observed over Mediterranean (Ulbrich et al., 2009).
In the Southern hemisphere, there is only one more or less continuous storm
track surrounding the Antarctica. The Storm track is strongest during the
Southern hemisphere winter (Simmonds and Keay, 2000).
According to a review by Chang et al. (2002) the storm tracks can be thought
to compose of three different regimes. The entrance, where cyclogenesis is
strongest and cyclones amplify due to baroclinic growth. The downstream re-
gion, where energy from decaying eddies is transported to neighboring eddies
through downstream development and the exit region, where the energy is lost
by barotropic processes. Chang et al. (2002) also considered multiple differ-
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ent mechanisms that were related to storm track dynamics. Diabatic heating
was mentioned as an important factor in modifying the storm tracks.
Brayshaw et al. (2009) discussed the characteristics influencing the North At-
lantic storm track. These features consisted of the orography, and the tropical
and extra-tropical land-sea contrasts. Brayshaw et al. (2009) used both ideal-
ized and semi-realistic simulations to determine the effect of these features.
The most profound influence was due to orography resembling the Rocky
mountains. Mountains generate an anticyclone on the northward portion of
the mountain and a cyclone on the southward portion of the mountain (Fig. 5).
Together with other processes, these disturbances act to tilt the polar jet and
the storm track southwest-northeast. Brayshaw et al. (2009) also concluded
that over land the storm track is weaker due to effects of both increased fric-
tion and decreased moisture availability. Baroclinicity over land is enhanced
by sensible heat flux over southern part of the continent, due to strong surface
heating and lack of moisture closer to the equator. These features amplify the
temperature gradients over the continent. Increased confluence over eastern
coast of the idealized North America helps to transport the area of enhanced
baroclinicity over the ocean, where enough moisture is available and friction
is reduced. This leads to the enhancement of the storm track over the coastal
ocean.
Figure 5: Figure from the paper by Brayshaw et al. (2009). The figure il-
lustrates the influence of "Rocky Mountains", by displaying the difference be-
tween two model runs, first without orography, and second with orography.
The shading displays temperature differences at 700 hPa level and contours
the zonally asymmetric component of the streamfunction at 700 hPa level.
Negative contours (cyclonic relative vorticity) are dashed.
Building on the findings of Brayshaw et al. (2009), Brayshaw et al. (2011)
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investigated the influence of SST on North Atlantic storm track based on ide-
alized and semi-realistic model experiments. They divided the North Atlantic
SST into two categories: the Gulf stream and the North Atlantic Drift. The
Gulf Stream was used to describe the strong SST gradient in the western part
of the North Atlantic and North Atlantic Drift was used to describe an east-
ern region with especially warm SSTs. They found that the effect of the Gulf
Stream and the North Atlantic Drift oppose each other, the effects caused
by the North Atlantic Drift being dominant. The Gulf Stream SST gradient
intensifies the downstream storm track, while the North Atlantic Drift sup-
presses the storm track over Eurasia but has a weak intensifying effect on the
storm track over higher latitudes. These effects with idealized continents and
Rocky-like mountain cause the southwest-northeast tilt of the storm track to
intensify.
According to Graff and LaCasce (2012) storm tracks are vastly affected by the
sea surface underneath. The midlatitude storm tracks intensify over oceans
(Chang et al., 2002) and the antisymmetry between the northern hemisphere
and southern hemisphere storm track can be due to the antisymmetry between
land-ocean distribution (Simmonds and Keay, 2000). Baroclinic zones in the
oceans have an especially profound influence on the storm tracks as could
be observed from the results of the studies done by Brayshaw et al. (2011);
Graff and LaCasce (2012) and Sampe et al. (2010). There has been a num-
ber of studies focusing on the relationships between storm tracks and SST,
for example the study by Gan and Wu (2015), which addressed the interac-
tion between North Atlantic SST variability and general circulation in winter
through statistical analyses. The linkages between SST and storm tracks are
diverse and an exact answer to the question of how SST influences storm
tracks is still missing.
In recent years it has become more important than ever to understand these
linkages between storm tracks and SST. There is clear evidence that the global
climate is warming and the warming has been projected to increase in the
near future. There is also a great deal of evidence suggesting a poleward
shift in the storm tracks with warming climate. As mentioned in the introduc-
tion, changes in the storm track location can have powerful impacts on both
weather and the climate. For example Lehmann and Coumou (2015) showed
that the storm track location and storm activity affect weather extremes. Since
SST has such a profound influence on the storm tracks, and because oceans
can convey signals long overdue, and these signals are conveyed to the atmo-
sphere through SST, it is vital to find out to what extent the SST is responsible
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for this observed and projected shift.
2.5 Ocean-atmosphere interactions and teleconnections
Seidov et al. (2015) studied the climatology of the "Northern Waters", in other
words the seas north of 60◦ North. They discussed the interaction between the
sea and the atmosphere, and the impacts of climate change. In this study, the
profound influence that the North Atlantic has on the Northern Waters and
vice versa, was also noted. The inflow to the Arctic Ocean comes mainly
from the North Atlantic. Melting of the Arctic sea-ice, which can be affected
by the Atlantic water inflow, increases the freshwater outflow to the North
Atlantic, which in turn can affect the Atlantic Overturning circulation (Hu
et al., 2008; Goosse and Holland, 2005; Seidov et al., 2015). The linkages
between the Arctic and Atlantic Ocean are therefore complex. The termo-
haline circulation and deep water formation affect SSTs and, as discussed in
section 2.4, SSTs have an impact on the storm tracks. Changes in the ocean
thermodynamics can alter the atmospheric circulation also in other ways. For
example, Alexander et al. (2004) found that the Arctic sea-ice anomalies have
a clear impact on the atmosphere, with both local and remote. Local responses
consist of anomalous precipitation, changes in the surface pressure, tempera-
ture and surface heat fluxes, while remote effects resemble the negative NAO
phase over the North Atlantic. They studied the atmospheric response to win-
ter Arctic sea-ice anomalies using an atmospheric general circulation model.
There have been many studies on the same topic, with similar results (Vihma
(2014)).
The ocean has a significantly larger heat capacity than the atmosphere. In or-
der to understand the changes in the atmosphere, it is therefore important to
understand the processes that control the heat content of the oceans. A study
by Levitus et al. (2001) showed that the World ocean is the most important
factor in the climate variability, because of the large heat capacity. In addition,
changes in the ocean heat content can have a strengthening or weakening ef-
fect on the ongoing warming through different climatic feedback mechanisms
(Rhein et al., 2013). The processes that govern the atmospheric and oceanic
responses to this warming have not been determined completely. In recent
years there has been a well documented increase in the upper ocean heat con-
tent. (Rhein et al., 2013) reviewed the studies on the upper ocean temperature
between 0-700 meters. They concluded that even though Oceanic tempera-
tures have not increased monotonically, in general the trend has been positive.
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The strongest warming has occurred in the North Atlantic. The previous In-
tergovernmental Panel fo Climate Change report (Bindoff et al., 2007) did
not observe this stronger warming of high latitudes compared to the tropics.
This demonstrates the difficulties in observing the changes in the oceans. For
example, the observation density has increased with time, which complicates
the trend detection. Identifying temperature trends in the oceans is made even
more difficult by oceanic and atmospheric temperature variability. Variabil-
ity in the oceans covers multiple time-scales and there are also numerous at-
mospheric oscillations that affect the oceans through changes in wind stress,
salinity and SST. For example the El Nino- Southern Oscillation, Northern
Annular Mode and Southern Annular Mode, to name a few most important
(Bindoff et al., 2007).
NAO describes the general state of the atmosphere in the Northern Atlantic
region. As explained by Serreze and Barry (2005, Chapters 4,11), NAO is de-
termined by the location and intensity of the Islandic Low and Azorian High.
When NAO is in its most positive phase both the Islandic Low and Azorian
High are more intense and shifted poleward. In this case the midlatitude pres-
sure gradient in Northern Atlantic is stronger and hence westerly winds are
also stronger. This causes more cold polar air to flow over Greenland and
northeastern Canada and warm air to flow over northern Europe. Hence the
positive phase of NAO coincides with negative ST anomaly over northeastern
Canada and Greenland and positive anomaly over Northern Europe. Like-
wise, when NAO is in its negative phase the Azores High and the Icelandic
Low are weaker and there are positive temperature anomaly over Greenland
and northeastern Canada and negative anomaly over northern Europe. NAO
affects also other variables beside ST: sea-ice, moisture transport and cyclones
for example. With NAO in its positive phase, the North Atlantic storm track
is deflected poleward and there are more cyclone occurrences around the Ice-
landic Low.
As discussed previously, the sea surface and the atmosphere are tightly linked
together. The thermal interplay between the ocean and the atmosphere above
takes place mostly through turbulent and radiative fluxes (Deser et al., 2010).
This makes SST such a vital variable. The energy fluxes are namely deter-
mined by multiple atmospheric parameters, such as the wind speed, air tem-
perature and humidity, but only one oceanic parameter: SST. The fundamen-
tal nature of SST is the reason why this study focuses on the relationships
between SST and extra-tropical cyclones.
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3 Data and Methods
3.1 Reanalyses
Reanalyses are produced in order to obtain as realistic a representation of
the past atmospheric state as possible (Saha et al., 2010). This is achieved by
using the same model and data-assimilation techniques throughout the reanal-
ysis period. One of the great advantages of reanalysis product is its applica-
tion in climate studies. Because reanalysis are made with a single model and
data-assimilation system, discontinuities in the results due to changes in the
methods used to produce the analysis are negligible. In addition to the large
advantage the reanalysis data sets give to climate studies, they also benefit
the forecasting community. Advances made in production of reanalysis, such
as better data-assimilation techniques, can be helpful for forecast models and
vice versa.
With reanalysis it is possible to reduce the amount of error in the analysis that
is due to uncertainties in data quality, and therefore to have a more reliable
representation of climate trends (Simmons et al., 2014). This is achieved by
two steps. First, large amounts of different types of observations are con-
verged into background information. Background information is actually a
short-term forecast based on the initial condition obtained from the previous
analysis. This converging is called data-assimilation. Data-assimilation at-
tempts to minimize the error between the background information and the
new observations and thus make a better estimation of the state of the atmo-
sphere, called the analysis (Holton and Hakim, 2013, Chapter 13). Secondly
the analysis is evaluated and systematic errors and their sources are identified,
if possible (Simmons et al., 2014). Even though the analyses method used in a
certain reanalysis stays relatively unchanged, the amount of available observa-
tions does change with time, as does the quality of the observations. Changes
in amount and quality of the observations can cause artificial trends in the re-
analysis. As such one should be careful, when detecting climate trends from
reanalysis.
Currently there are numerous different reanalysis products available. For this
study the NCEP Climate Forecast System Reanalysis versions one (CFSR 1)
and two (CFSR 2) were selected. To large parts the focus of my study was
the Arctic and CFSR 1 and 2 have been noted to have a better presentation of
near surface variables in the polar regions than other reanalysis (Tastula et al.,
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2013; Jakobson et al., 2012). This is probably due to the atmospheric-oceanic
coupling the CFSR system has.
3.1.1 The Climate Forecast System Reanalysis
The motivation behind the development of the CFSR (Saha et al., 2010) was
the future implementation of the next version of the Climate Forecast System
(CFS) (Saha et al., 2006). It had become obvious with the first version of CFS
that many internal inconsistencies in it caused loss of skill in the seasonal inte-
grations. For example, in the CFS, the atmospheric initial state was obtained
from the NCEP-DOE Global Reanalysis 2, which was made with technol-
ogy from the 1990s. The atmospheric model in the CFS was made a decade
later, and the discrepancy between the initial state and the atmospheric model
caused complications. One of the reasons for development of the CFSR was
therefore to achieve initial states for the Earth system that would be compati-
ble with the CFS version 2.
CFSR is a global reanalysis covering a 31-year period from 1979 to 2009. It
has a global horizontal resolution of 0.5◦x0.5◦ and 77 vertical levels, 37 for
the atmosphere and 40 levels for the ocean. It was run simultaneously in six
streams, in order to accomplish the running of the system in 2 years.
The data-assimilation process used in both atmosphere and ocean models is
three-dimensional variational data-assimilation (3D-VAR). The 3D-VAR is
based on minimizing the cost function:
J = (x− xb)TB−1(x− xb) + [y −H(x)]TR−1[y −H(x)]
Where x denotes the analysis, xb the background information, B is the back-
ground error covariance, y the observations, H is a linear interpolation be-
tween the model grid and the location of the observation and R is the ob-
servation error covariance (Saha et al., 2010; Hu et al., 2009). In short the
cost-function is a sum of the uncertainty/error in the background that was
predicted and uncertainty/error in the observations.
In the ocean, temperature and salinity profiles are assimilated every 6 hours
with observations from previous 10 days. The upper-most 5 m in the ocean
is treated differently. In the upper-most 5 m, the assimilated temperature
and salinity fields are relaxed into prescribed salinity and temperature fields.
The prescribed SST analysis is made with an optimum interpolation scheme
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using both satellite and in-situ data. The Advanced Very High Resolution
Radiometer (AVHRR) infrared satellite SST data was used from November
1981 to May 2002. From June 2002 onwards a combined satellite product
was used. It consisted of AVHRR and the Advanced Scanning Radiometer
(AMSR) used on the NASA Earth Observing System satellite SST data. The
above mentioned products were not available from January 1979 to October
1981. During this period, the SST fields produced for ERA-40 (Fiorino, 2004)
were used. The SST analysis has spatial resolution of 0.25 ◦. The relaxation
coefficient used for SST is 0.5. This means that SST is made to resemble
the prescribed SST analysis, but at the same time the assimilated values are
allowed to affect the SST values (Xue et al., 2011). If the relaxation coef-
ficient was 1.0, the assimilated values would be replaced completely by the
prescribed values.
From December 2010 onwards CFSR was upgraded to version 2 (Saha et al.,
2014). There were some notable improvements between CFSR 1 and 2,
mostly in the physical parametrization in the atmosphere and land surface
models. Other changes included the improvement of the interactive three-
layer sea-ice model and historically prescribed CO2 concentrations. There
were clear improvements in the performance of the CFSR 2 compared to the
CFSR 1. For example the forecast skill of the Madden-Julian Oscilation im-
proved from one week to more than two weeks with the new version. Also
the SST analysis improved significantly.
In this study ST and sea-ice concentration products from both CFSR versions
are used. Version 1 from 1979 to 2011, and version 2 from 2011 to 2014.
Spatial resolution was 0.25◦ and 6-h analyses were used. The products were
downloaded from NCAR’s Research Data Archive (National Center for At-
mospheric Research).
Even though my focus is on the changes in the SST, the CFSR data has also
land surface skin temperature, which can be used to further assess the ob-
served changes.
3.1.2 The University of Melbourne Cyclone Tracking Algorithm
The cyclone detection and tracking algorithm was developed at the Univer-
sity of Melbourne (Murray and Simmonds, 1991). It locates cyclones, tracks
them from development to decay and produces multiple statistics regarding
the tracked cyclones, such as the zonal average of the cyclone frequency, ve-
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locity and central pressure. The tracking algorithm was configurated follow-
ing Uotila et al. (2013)
Before any analysis can be made, the sea level pressure/geopotential height
data is interpolated into polar stereographic grid. Pressure pattern between the
grid points is defined analytically by fitting bicubic splines into the array and
interpolating the pressure using Taylor’s expansion. This way the pressure is
defined everywhere, not just at the grid points.
To find the location of the cyclones two steps are taken. First "possible" low
pressure systems are identified. This is done by comparing the Laplacian of
pressure at one grid point to the neighboring grid points. When the locations
of local maximums of Laplacian pressure are found, these points are used to
find local pressure minimums, a.k.a. the actual cyclones. This is done by
using the two-dimensional Newton-Rhapsody method.
After cyclones have been located, they are tracked until they decay. Tracking
procedure calculates the most possible position for the cyclone, based on the
previous movement of the cyclone and climatological velocity statistics. The
possible location is then compared to the location of cyclones analyzed in a
new analysis. When possible location and actual location match the cyclone
is thought to have moved from previous location to the new one. When actual
locations, which do not match with any possible locations, are found they are
considered as new cyclones developed after the last analysis. Similarly when
a possible location does not match with any actual locations, the cyclone is
thought to have dissipated.
3.2 NAO-index
Weather patterns, which are associated with either positive or negative NAO-
index, were described in Section 2.5. NOAA has kept a climatological record
of monthly NAO-index for the last 66 years. The calculation procedure used
to isolate the NAO pattern is based on the Rotated Principal Component Anal-
ysis (RPCA). The RPCA is used according to Barnston and Livezey (1987)
and applied to every month. The index is calculated based on mean standard-
ized 500 hPa geopotential height anomaly from the CDAS data over the anal-
ysis region 20◦N-90◦N. The standardizing is made by using monthly means
and standard deviations from 1981–2010 base period. This data can be ac-
cessed through the NOAA Climate Prediction Center website:
ftp://ftp.cpc.ncep.noaa.gov/wd52dg/data/indices/tele_index.nh
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3.3 Analysis Methods
For the calculation of seasonal means for the ST, first the monthly means
were calculated. The seasonal means were then calculated from the monthly
means for four seasons: December, January and February (DJF); March, April
and May (MAM); June, July and August (JJA) and September, October and
November (SON). These seasonal means were calculated separately for the
first time period 1979–1988 and for the second time period 2005–2014.
From the seasonal mean SST values, the meridional ST gradient was also
calculated between the grid boxes and then converted to the K/100km scale.
The sea-ice concentration data was used to have a general perception on the
location of the sea-ice edge during 1979–1988 and 2005–2014. This was
done by calculating the mean sea-ice concentrations for both time periods,
and making a filled contour plots of the areas, where sea-ice concentration
exceeds 25 %.
In order to have an analytical presentation of the number of cyclones over
Northern Atlantic the track density, was calculated for each season. The al-
gorithm used the cyclone tracking data and calculated the number of cyclones
that passed each predefined grid box (250x250 km2) during the predefined
period. This amount was then divided by the number of years in the prede-
fined period. This way the mean track density for each season was obtained.
The seasonal mean track density was calculated separately for the two time
periods, 1979–1988 and 2005–2014.
After these calculations, the differences in ST, ST gradient and track density
between the two time periods were computed.
For the correlation calculations the Pearson correlation coefficient was used.
The Pearson correlation coefficient quantifies the strength of the linear rela-
tionship between two variables. The correlation was calculated for the whole
time period 1979–2014, separately for each season.
The correlation for the cold (September–February) and the warm (March–
August) season were also calculated. These calculations were done mainly to
increase the certainty on the individual season results, which were quite noisy.
The large-scale conditions during fall and winter are reasonably similar. In
the cold season the ocean is warmer than the atmosphere and continent, and
sensible and latent heat fluxes are larger over oceans than over land. During
spring and summer the situation is opposite. That is why these six-month
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periods were chosen.
The relationships between ST and track density, and NAO and track den-
sity are diverse. The linear relationship between ST and track density or ST
and NAO-index, can be caused by three different types of relationships. Ei-
ther SST/NAO-index affects track density (I); track density affects SST/NAO-
index (II) or there are other variables that affect both correlating variables in-
dependently (III). In this study the relationship is mostly assumed to be type
I, and type II and III processes are left with less attention. This approach
was chosen in order to keep the study concise, and because the interest of
this study is the influence of ST on the North Atlantic storm track, with the
emphasis on the effects of global warming.
Statistical testing was also performed on the ST and track density calcula-
tions, and for the cold and warm season correlation calculations. This was
done in order to determine in which areas the changes that are observed are
statistically significant. For the mean ST calculations both parametric and
nonparametric statistical tests were performed; T-test, Kolmogorov-Smirnov
and Wilcoxon rank-sum test (Milton and Arnold, 1995). Results from all the
tests were very similar, which was to be expected, because mean values were
used and therefore the data was normally distributed. In the end the T-test was
chosen for the testing. T-test was also performed for the ST gradient. The test
was a two-sided test, performed with 95 % significance level.
The test statistic used for the statistical significance of the correlation was:
Tn−2 =
R
√
n− 2√
1−R2
(Milton and Arnold, 1995). The test was performed two-sided and the signif-
icance level was 95%.
The Melbourne University Cyclone Tracking algorithm is written in Fortran
77, and Python scripts were used to facilitate the use of the algorithm and
visualization of the results. Climate Data Operator (CDO) was also used in
the data processing.
4 Results
The results will be given for the DJF and JJA seasons. The results for MAM
and SON are also briefly discussed, the figures for MAM and SON seasons
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are presented in the Appendix. The last subsection will cover the results for
the six-month periods, DJF-SON and MAM-JJA. The related discussion will
be presented in the next section.
4.1 Winter
(a)
(b)
Figure 6: Climatology for DJF season. a) The sea-ice margin for 1979–1988
and 2005–2014. The black hatch shows the sea-ice extent for the second time
period and the white color beneath it the sea-ice margin for the first time
period. b) Surface temperature (ST) 1979–2014. Solid black lines depict the
ST contours for 1979-1988 time period, contour interval is 5◦C. Red and blue
colors show ∆ST between 2005–2014 and 1979–1988. Change in the ST is
not statistically significant on shaded areas with 95% significance level.
Fig. 6a shows the sea-ice extent for 1979–1988 and 2005–2014. It is obvious
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(a)
(b)
Figure 7: a) Changes in the meridional ST gradient are shown in red and
blue colors. The solid lines depict the mean ST for 1979–1988, with contour
interval of 5K. Statistically insignificant areas are shaded, significance level
is 95%. b) Track density in cyclones/season. Red colors indicate the mean
track density for 1979–1988, with contour interval. Hatched areas depict the
change in the track density for the two aforementioned time periods. Changes
that are statistically significant on 90 % significance level are shown.
that the sea-ice extent has decreased east of Greenland and in the Barents and
Kara seas during this time. The change in the SST/skin temperature, for both
ocean and land, is shown in Fig. 6b. It can be observed from the figure that
both the North Atlantic and the Arctic Ocean have warmed significantly dur-
ing the last 36 years. The warming is especially strong in the Barents and Kara
seas, with temperature increase near 15◦C in some regions. This observed pat-
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(a)
(b)
Figure 8: Climatology for DJF season. a) The correlation between ST and
track density for 1979–2014. Red indicates positive correlation and blue neg-
ative. b) As in the a-panel but for the correlation between NAO-index and
track density.
tern of warming is consistent with the vast decrease in sea-ice extent over the
Barents and Kara seas (Fig. 6a), e.g. the warming has been strongest in same
areas, where the sea-ice has reduced the most. Prominent warming is also
observed east of Greenland, in the Arctic Ocean, and in the Canadian Arctic,
with temperature increases ranging roughly between 2◦C and 4◦C. Similarly
to the Barents and Kara seas, the strong warming east of Greenland is ac-
companied with strong melting of the sea-ice, visible in Fig. 6a. The coastal
areas of West Atlantic have not warmed as coherently as the Central North
Atlantic. For example, along the United States east coast, there have been
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weak localized statistically significant cooling of the STs in the coastline. At
the same time the SSTs over the Gulf Stream region have increased. This
pattern of warming enhances the SST gradient over the Gulf stream region
and decreases it southeast of the Gulf Stream. The enhancement (weakening)
of the meridional SST gradient, shown in Fig. 7a, can lead to increased (de-
creased) baroclinicity, as depicted in eq. 2. According to the Eady growth
rate changes in baroclinicity are proportional to vertical zonal wind gradient,
which in accordance with the thermal wind law is directly related to merid-
ional temperature gradient. The relationship between meridional temperature
gradient and vertical wind gradient was discussed in more detail in section
2.2.
The track density results are depicted in Fig. 7b. One should focus on two
features: the mean location of the storm track during the first time period,
shown in filled red contours, and observed changes in the storm track location
with time, shown in black hatch. The location of the storm track is defined as
area of high track density over the North Atlantic. The storm track entrance
region is located over the Gulf Stream area, which is favorable to cyclone
development due to strong SST gradient (Fig. 6b), and related baroclinicity.
To the east of the Gulf Stream region, the storm track passes Iceland, and the
exit region is found over the Barents Sea. Maximum track density is found
southeast of Greenland. Aside from the North Atlantic the storm track, there
are other areas of high track density that should not be overlooked. These high
track density areas are found over Northern Canada and the Mediterranean.
The second feature to be considered in Fig. 7b is the changes in the storm
track location with time. It is assessed through changes in the track densities
between the two time periods. Both positive and negative changes in the track
density over the North Atlantic Ocean and its surroundings are observed. The
most striking positive changes are found northwest of the Gulf stream, south-
east of Newfoundland and on a meandering north-south line from England to
Iceland. The track density has decreased south of the Gulf stream, in Central
Europe and on the south coast of Barents sea. When these changes are consid-
ered as a group together with the mean track density pattern of the first time
period, it can be observed that the North Atlantic storm track has taken a more
zonal course over the east coast of the United States, while east of Greenland
and over the Barents sea the storm track has shifted somewhat northwest.
As noted in section 3.4, the assessment of a linear relationship between ST
and track density was done with the Pearson’s correlation coefficient. These
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results can be found in the Fig. 8a, while the correlation between the track
density and the NAO-index is depicted in the Fig 8b. Even though there is
some noise in the correlation results, trends can still be identified.
Positive correlation between ST and track density is observed following the
sea-ice margin from Greenland to Svalbard. The location of the sea-ice edge
is shown in Fig. 6a. The inhomogeneous warming of the STs along the sea-
ice edge, in conjunction with the area of decreased ST east of Greenland,
causes the ST gradient to change unevenly. The ST gradient increases along
the sea-ice edge and decreases on both sides of the ice edge. This pattern is
expressed most clearly between Greenland and Svalbard (Fig. 7a) and could
lead to enhancement (weakening) of baroclinicity along (on both sides of) the
sea-ice edge. Changes in the baroclinicity would then have an effect on the
track densities. This hypothesis is supported by the observed correlation pat-
terns over the sea-ice margin. The strong increase in SST southeast of the
ice-edge; north of Iceland, causes SST gradient and baroclinicity to decrease.
This decrease can decrease the track density, and hence the negative corre-
lation is observed north of Iceland. Similarly, along the ice edge; between
Greenland and Svalbard, warming of the surface increases the ST gradient.
Increased temperature gradient increases baroclinicity, and the with enhanced
baroclinicity, the track density is likely to increase. Hence, the number of
cyclones increases with increasing temperatures, explaining the positive cor-
relation that is observed between Greenland and Svalbard. These areas of
positive and negative correlations are clearly visible in Fig. 8a. The enhance-
ment/weakening of the ST gradient is not the only factor controlling the storm
tracks, several other features affect the movements of the cyclones, such as the
upper-level temperature distribution and NAO.
A similar pattern in the SST gradient is also observed in the Gulf Stream
region (Fig. 7a), where the number of cyclones increases with increasing
STs. The pattern of surface warming, and the correlation pattern between
SST and track density inclines that similar processes are behind the observed
positive correlation in the Gulf Stream region, as in the Arctic sea-ice edge.
The correlation between ST and track density is also positive over the Arctic
Ocean, Northeastern United States and Eastern Canada, where increases in
the skin temperatures are associated with increased track density. In north-
eastern United States and Canada this could be due to the cloud cover asso-
ciated with the passing cyclone that increases incoming long-wave radiation,
hence causing an increase in the ST. A strong negative correlation is observed
stretching from the Bay of Biscay over Central Europe to the Eastern Eu-
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rope. This means that over Eastern and Central Europe decreasing STs are
associated with increasing track densities. The results incline that there is a
relationship between NAO and the correlation pattern between ST and track
density in these regions. This mechanism is discussed in more detail after the
correlation results between NAO and track density are discussed.
The results for the correlation between track density and NAO-index resem-
ble the ST and track density correlations, but are in general stronger and less
noisy. A strong negative correlation extends from the east coast of Canada
to Eurasia, through Central-Europe and the Mediterranean. This means that
in these areas, the positive phase of the NAO-index is associated with a de-
crease in the track density. Strong negative correlations are also observed over
Northern Canada. Positive correlations are located in a band stretching over
the United States, Canada and the Northern North Atlantic, meaning that with
positive NAO phase the track density increases over these regions. The pos-
itive correlation is especially strong on both sides of Iceland. The results are
consistent with previous findings, for example Serreze et al. (1997) wrote that
with positive NAO phase there is a poleward shift in the cyclone frequency.
This makes sense based on the fact that during positive NAO the storm track is
deflected northeastward and there are more cyclones near the Icelandic low, as
mentioned in section 2.5. This occurs due to the increased meridional pres-
sure gradient in the mid-latitudes. The westerly winds increase and the jet
stream and related storm track shift north (Rogers (1997)). Most of the cy-
clones take a more northernly route, and track density near Greenland and the
Arctic increases. Similarly fewer cyclones pass over Europe, which causes
the track density to decrease in that area. In the negative phase of the NAO,
the pressure gradient is weaker and the effects reversed. This explains the
locations of the positive and negative correlations. With positive NAO there
are more cyclones near Greenland and over the northern America and less cy-
clones over the Europe. With negative NAO track density increases over the
Mediterranean area and decreases near Greenland and North America, hence
positive correlation near the Greenland and North America and negative over
the Mediterranean.
As briefly mentioned above, the NAO appears to have an impact on the corre-
lation between ST and track density over Central and Eastern Europe. As said,
in the positive NAO phase the westerlies increase and this causes warmer ma-
rine air advected over Central and Eastern Europe. This means that the NAO
correlates positively with the STs over Central and Eastern Europe. Simul-
taneously, as was described above, in the positive NAO phase the North At-
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lantic storm track is reflected northward and fewer cyclones pass Europe. This
would incline that in the positive NAO phase positive STs are related to fewer
cyclones and in the negative NAO phase lower STs are associated with higher
track densities over Central and Eastern Europe. This explains the relatively
strong negative correlation between STs and track densities over Central and
Eastern Europe.
4.2 Summer
(a)
(b)
Figure 9: As in Fig. 6 but for the JJA season.
The results for the summer season are shown in Figs. 9, 10, 11. The sea-ice
decline in the study region has not been as strong as during winter or spring,
and the sea-ice decline has only taken place in the Barents Sea and Hudson
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(a)
(b)
Figure 10: As in Fig. 7 but for the JJA season.
Bay (Fig. 9a). This is consistent with the overall weaker surface warming that
has been observed in the summer compared to the other seasons (Fig. 9b).
Even so, there has been clear surface warming in the land and in the ocean. In
the Arctic Ocean this difference in warming rate compared to other seasons is
due to the energy needed for melting of the sea-ice. In the summer the surface
of the sea-ice will be constantly around melting point, hence preventing any
large temperature changes. The largest surface warming has been detected in
the Barents sea, the northern North Atlantic and the southern Arctic Ocean,
approximately between 1-3 ◦C. Over continents warming has mainly been
observed over Central Europe and northeastern Canada, with the strongest
warming over the European Alps, Pyrenees and Lake Lagoda. Some of these
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(a)
(b)
Figure 11: As in Fig. 8 but for the JJA season.
localized warming regions are probably related to the melting of snow and
changing surface albedo.
During summer the storm track has a distinctive meander on the east coast of
the North America and the storm track takes more southerly route over the
Scandinavian and the Eurasian coast compared to other seasons (Fig. 10b).
There is also a separate area of high track density over the Eurasia coast. The
track density maximum is located over northern Canada. There is a clear shift
in the location of the maximum track density between summer and both win-
ter and spring seasons, from northern Canada to the west of Iceland (Figs. 9b,
6b, A.1b). This shift is most likely related to the general seasonal variability
of the large scale flow, which is detectable also in the seasonal NAO-track
density correlation patterns (Figs. 8b, A.3b, 11b, A.6b), and discussed in
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more detail in the section 5.2.
In the summer season there has been a clear southward shift of the storm
track over the southeastern North Atlantic between the two time periods. Op-
positely there has been a poleward shift of the storm track on the Eurasian
coast. The track density decreased over the Arctic Ocean, the Labrador sea
and on a narrow band over Eurasian. The number of cyclones increased over
Barents sea and southeastern North Atlantic.
The correlation between ST and the track density is negative over many re-
gions. This means that with decreasing SST/skin temperature, the track den-
sity increases. In many places this is most likely due to the cooling effect of
a passing cyclone. With a passing cyclone, there will be clouds, which will
hinder the shortwave radiation reaching the surface. As such, in summer more
cyclones generally means lower STs. Positive correlation, i.e. increasing STs
are related to increasing track densities, can be found over the Gulf stream, in
the Mediterranean area, and on a band extending from east coast of Greenland
to the Barents sea. The areas of negative correlation are however much more
coherent than the areas of positive correlation. As in the previous seasons
the coherent are of positive correlation follows the sea-ice margin between
Greenland and Svalbard. Based on the similar ST gradient and ST and track
density correlation pattern as in previous seasons, the changes in the number
of cyclones near the sea-ice edge are likely partly due to changes in the ST
gradient. The changes in the ST gradient between the two time periods re-
semble other seasons (Fig. 10a), but are weaker. Also, such a clear decrease
of the ST gradient northwest of the sea-ice edge is not present, as in the other
seasons. Therefore, the hypothesized relationship between ST gradient and
track density following the sea-ice margin is not as certain as in the previous
seasons. In summer the STs over sea-ice are close to the melting point. Any
energy absorbed by the sea-ice or ocean will go to the melting of the sea-ice,
and this most likely explains the weaker trends in summer.
The results show a strong negative correlation between track density and NAO
phase from the east coast of United States to northern Europe, and a strong
positive correlation over the Arctic. The positive correlations over the Arc-
tic are, however stronger, and slightly more west than in winter. Similarly the
area of negative correlation has shifted more north and west compared to win-
ter season. This shift in the location of the influence area is consistent with
the observed track density changes, and can be partly explained by them (Fig.
9b).
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The results for spring and fall season are presented in the Appendix (Figs.
A.1,A.2, A.3, A.4, A.5, A.6) In both seasons the warming of the STs dif-
fers from winter and summer seasons. In spring and fall the warming occurs
mostly in the oceans, whereas in winter and summer seasons some land areas
warmed significantly also. In both spring and fall seasons the sea-ice decline
is consistent with the warming of the surface with strongest sea-ice decline in
the Barents sea, where the STs have increased the most (Figs. A.1, A.4). The
mean storm track location in fall resembles the winter pattern. In fall he storm
track has shifted poleward with time, whereas in winter such a clear shift was
not observed. In spring the mean storm track pattern has more resemblance
with the summer mean storm track pattern than with the winter pattern (Figs.
A.2, A.5).
The correlation patterns between STs and track densities for spring and fall
are less spatially coherent than in winter or summer seasons. Similarities
are the positive correlations over the Gulf stream region and over the sea-ice
edge between Greenland and Svalbard. Also, in both seasons negative cor-
relations, i.e. increasing surface temperatures are related to fewer cyclones,
are observed over Central Europe. In spring the positive correlations are more
coherent over northern areas, where winter conditions persist longest; over
the Norwegian and Barents seas and the Arctic Ocean. This could incline
that in winter-like conditions warming of the STs has more positive affect on
the number of cyclones than in summer conditions. The correlation pattern
between NAO and track densities for spring and fall resembles winter and
summer seasons. There are slight changes in the spatial distribution though
that seem to support the idea of a seasonal cycle (Figs. A.3, A.6).
The correlation results for ST and track density for individual seasons were
not statistically significant, ranging between 0.1-0.3. One reason for the low
correlation could be the relatively small sample size used (36, one seasonal
value for each analysis year). In order to have stronger proof of the rela-
tionships between ST and storm track location, the correlation analyses were
repeated for the six month periods: cold (September–February) and warm
(May–October). This way the sample size increased to 72 (two seasonal val-
ues for each analysis year). Even though the correlation between NAO and
track density was not as noisy as the SST track density correlation, a deci-
sion was made to also repeat the correlation analysis between NAO and track
density. This way the different influences of ST and NAO could be better
interpreted.
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4.3 The Cold and the Warm Seasons
4.3.1 SST and Track Density
(a)
(b)
Figure 12: The correlation between SST and track density for 1979–2014.
Red colors indicate positive correlation, blue colors negative correlation. At
95% -significance level statistically non-significant areas are shaded. a) DJF
and SON seasons b) MAM and JJA seasons
Results are shown in the Fig. 12. During the cold season (e.g. DJF-SON)
there is a strong positive correlation between the SST and the track density
over the east coast of the United States (positive correlation over same area
was detected in winter and fall seasons) with strong negative correlations lo-
cated north and south of the positive correlation region. There is also a strong
positive correlation over the Mediterranean area.
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During the warm season (e.g. MAM-JJA) the pattern is reversed, with a strong
negative correlations over the east coast of United States and positive corre-
lations north of it. Negative correlations are situated over the Mediterranean
area. The area of negative correlations is more spatially extensive than the
positive correlations. Overall, in the warm season a tripole pattern is observed
over the North Atlantic with negative correlation over the Central North At-
lantic and positive correlations north and south of it. In the cold season the
statistically significant correlations existed only over the Western North At-
lantic.
In both seasons, on the east coast of the United States and the Mediterranean
area the relationship between surface temperature and track density can be
explained by the effect of clouds. Cyclones are usually associated with frontal
clouds. Cloud cover both warms and cools the surface. The warming of the
surface occurs due to clouds increasing the incoming long wave radiation,
hence increasing surface temperatures. Cooling of the surface takes place
through clouds reflecting the incoming short wave radiation back to space,
hence cooling the surface. These effects compete one another. In general, in
the midlatitudes during summer, when there is a lot of shortwave radiation
available, the cooling effect is dominant. Oppositely, in winter there is less
incoming short wave radiation, and the warming of the surface is the dominant
effect. This is consistent with the positive correlation, more cyclones related
to higher STs, in the cold season and negative correlation, more cyclones
related to lower STs, in the warm season over the east coast of the United
States and the Mediterranean.
The results are in general agreement with the individual season correlation
results (Figs. 8a, 11a, A.3a, A.6a). However, over the Gulf Stream and sea-
ice margin regions the results from warm season do not correspond to the
results from each individual season. This is potentially due to decreasing
SST gradient between spring and summer seasons (Figs. A.1b, 9b). The
warming of the SST during spring decreases the coastal baroclinicity, and
hence increasing temperature is related to decreases in track density over the
Gulf stream area. Same phenomenon is observed over the sea-ice margin
from the East coast of Greenland to Barents sea. In the cold season the SST
gradient does not vary as much between fall and winter seasons and hence the
response to enhanced SST gradient is similar to individual seasons. As such
looking at the longer timescales does confirm the suggested hypothesis, but
also shows the importance of studying different timescales.
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4.3.2 NAO and Track Density
(a)
(b)
Figure 13: The correlation between NAO and track density for 1979–2014.
Red colors indicate positive correlation, blue colors negative correlation.
The contour interval is 0,1 and with 90% -significance level statistically non-
significant areas are shaded. a) DJF and SON seasons b) MAM and JJA
seasons
The results are shown in Fig. 13. Despite obvious similarities, seasonality
is also evident from these results. In the cold season the area of positive
correlation is concentrated around Southern Greenland, with some positive
correlation patches over Canada also. Oppositely, over Europe the positive
NAO phase would be accompanied with less cyclones, i.e. the correlation is
negative. There is a clear northwest shift of the correlation pattern from cold
to warm season. In the warm season the area of positive correlation stretches
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from south of Greenland to the Arctic Ocean, and has increased in magnitude
from 0.3 to 0.4. The area of negative correlation has likewise shifted north and
also considerably west. Interestingly the positive correlation over Canada has
vanished almost completely. One could hypothesize that the northwest shift
of the area of influence of NAO has also affected correlation over Canada.
The results for surface temperature and track density correlations, and NAO
and track density correlations are consistent with each other over Canada. The
positive phase of NAO increases the pressure gradient around Greenland low
and hence also enhances the cold air advection over Canada. In negative phase
the advection is considerably weaker. In the cold season, when the NAO is
in positive phase there are more cyclones over Canada, and at the same time
due to enhanced cold air advection from the Arctic the surface temperatures
will drop. Oppositely, in the negative NAO phase there are fewer cyclones
over Canada, and due to NAO there is also less cold air advection, so surface
temperatures are higher than average. Over Canada, in the cold season, the
correlation between surface temperature and track density is therefore nega-
tive, while the correlation between NAO and track density is positive.
In the warm season, over Canada, there are fewer cyclones, when the NAO
is in the positive phase. There is still stronger cold air advection with the
positive NAO and surface temperatures will decrease. As such the decreases
in the temperatures are associated with fewer cyclones and positive NAO. In
the negative phase the number of cyclones can slightly increase and due to less
cold air advection the surface temperatures rise. Therefore negative NAO is
related to fewer cyclones and higher surface temperatures over Canada. This
is consistent with the correlation figures.
5 Discussion
An intriguing feature of the ST results is the decreased SST on the east coast
of Greenland. For the most this change is not statistically significant, but it is
visible in every season (Figs. 6b, 9b, A.1b , A.4b), most prominent in spring.
One hypothesis is the combination of sea-ice decline and changes in the storm
track position. In most seasons there has been more or less clear shift in
the storm track to be more meridional near the Greenland coast and over the
Arctic Ocean. This type of pattern could enhance cold-air advection from the
polar regions, due to changes in the tracks of individual cyclones. Also, the
cyclones would tend to pass Greenland western than earlier, hence changing
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the local winds to be more northernly over Greenland. The thinning of the sea-
ice and more northernly flow could also enhance the transport of southward
drifting sea-ice near Greenland. More drifting ice would then cause a decrease
in the SSTs.
The relationship between the Arctic sea-ice decline, SSTs and cyclones can
also be examined from an another angle. The results presented in this thesis
show that, in most seasons the number of cyclones has increased in the Arc-
tic and decreased over Siberia. This response can be caused by the sea-ice
decline over the Barents sea. Inoue et al. (2012) studied the effect Barents
sea sea-ice decline has on the temperature anomalies over Eurasian, and they
suggested that decreased sea-ice affects cyclone paths, causing them to take
a more northerly route, e.g. more cyclones in the Arctic fewer in Siberia.
On the other hand, Sato et al. (2014) proposed that the Gulf stream would
influence sea-ice decline over Barents sea. In their study a poleward shift of
the storm track over North Atlantic, caused by a poleward shift of the Gulf
stream, would have an effect on the sea-ice decline. My findings seem to sup-
port these theories, even though they can not give definite answers on weather
or not the Gulf Stream region SST is the dominating influence on the storm
track location.
As discussed in the section 4, changes in the SST/skin temperature does have
an affect on the storm track through increases/decreases in surface tempera-
ture gradient. The response depends on the mean SST pattern and on the loca-
tion, where warming/cooling takes place. These features determine whether
the SST/skin temperature gradient will increase or decrease, and hence deter-
mine the resulting low-level baroclinicity.
The mechanisms behind the area of negative correlation between surface tem-
perature and track density over Central Europe are not clear in every season.
In their modeling studies Brayshaw et al. (2011) found that increasing SST in
the Eastern North Atlantic causes the track density to decrease over the North
Atlantic and Eurasian, due to decreased SST gradient in the Eastern North
Atlantic. According to them increases in the Eastern Atlantic SST would also
weaken the eddy-driven jet, which would be consistent with a weaker storm
track over Eurasia. A similar mechanism may have affected the observed
track density over Central Europe. In most seasons clear decreases in the SST
gradient were observed over the Central and Eastern North Atlantic (Figs. 7a,
A.2a, 10a). The decreases in the SST gradient may have affected cyclogenesis
over Central Europe, and hence partly caused the track density to decrease.
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This would be consistent with the results by Brayshaw et al. (2011). This
means that the track density over Central Europe decreases, even though the
surface temperatures have increased, consistent with the observed negative
correlation over Central Europe. The proposed SST influence is not the only
mechanism affecting the storm track. Other processes have an effect also,
such as the NAO, as discussed in the section 4.1.
There are clearly linear relationships between SST and track density as well as
between NAO and track density. Also, there most likely are many nonlinear
relationships that remained undetected in this study. As became obvious in
the discussion section, there are many processes that relate to the SST, track
density and NAO-index, and one should be careful when interpreting reasons
for the correlations. The linear relationship between two variables, in this
case SST and track density or SST and NAO-index, can be caused by three
different types of relationships as discussed in the section 3. In the discussion
section above the main focus has been on the possible effect SST/NAO-index
can have on the track density. This approach was chosen in order to keep
this study concise, and because the interest of this study was the influence of
SST on the North Atlantic storm track, with the emphasis on the effects of
global warming. When considering the results, it should constantly be kept in
mind that the cyclones also affect the surface, and that there are many more
processes that affect storm tracks, than just the ST and NAO. Many of these
processes have been identified in previous studies, such as sea-ice decline
discussed at the beginning of this section or the location of the jet stream.
In the results presented in this study the northward shift of the storm track,
identified in multiple observational and modeling based studies (Ulbrich et al.
(2009); Graff and LaCasce (2012); Yin (2005)), is not that clearly visible.
For example during the winter season there is poleward shift of the storm
track near Greenland, but during summer the shift in the storm track position
is towards the equator over the southern North Atlantic. This inconsistency
in the track density results, compared to other studies, can partly be due to
different research methods. In many studies the track density/cyclone counts
were counted for zonal means, or the storm tracks were defined by using the
Eulerian approach (e.g.Graff and LaCasce (2012); Yin (2005); McCabe et al.
(2001)). Also the size of the grid box used for the track density calculations
affects the results. In this study the grid box size was 250x250km2. With
a smaller grid box, track densities decrease. The shifts in the storm track
locations might have been easier to notice, with larger grid boxes to average
over and thus larger, and smoother, track densities. It should also be kept in
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mind that, even though a poleward shift has been observed in most studies,
the observations are not in complete consensus as the results are affected by
the choice of the observation region (Ulbrich et al. (2009)).
As discussed in the section 4, in many places, the relationship between changes
in the surface temperature and the track density can be explained by the
changes in the surface temperature gradient. This explanation does not how-
ever explain the observed seasonality.
In the DJF season, the North Atlantic and its surroundings mostly experi-
enced a positive correlation between surface temperature and track density.
In spring the area of negative correlations increased and area of positive cor-
relations started to coalesce above the Arctic circle. This led to the summer
pattern, where, in most regions, the observed correlation was negative. Dur-
ing fall, the correlation pattern started to shift back to the winter phase with
the area of negative correlations decreasing, and region of positive correla-
tions increasing. The fall pattern resembles the spring pattern for most parts.
Clear seasonal variability in the correlation pattern is therefore evident.
The surface warming is most pronounced in winter season in the Arctic. In
winter the areas of positive correlation are widely spread. This means that in
most places increases in the surface temperatures are related to increases in
the track density, despite the decreased low-level baroclinicity. With reduced
low-level baroclinicity, one would expect either fewer cyclones with the same
intensity as before, or the same number (or increasing number) of weaker cy-
clones. Since the number of cyclones increased over the oceans in winter,
it would be natural to assume that their intensity must have decreased. Still,
there are many studies to suggest that increased SST often results in stronger
cyclones (Giordani and Caniaux, 2001; Booth et al., 2012). In both studies the
influence was suggested to be due to latent and sensible heat fluxes. Changes
in these turbulent fluxes can change the stability of the boundary layer and
affect the low-level Eady Growth rate. The observed results in these stud-
ies incline that increased SST, regardless of the effect on the SST gradient,
would have an affect on the cyclone development and intensity; increased
SST would intensify the cyclone. This inconsistency between the correla-
tion results of SSTs and track densities presented in this thesis, the studies
mentioned in this paragraph, and the reduced low-level baroclinicity would
incline that the changes in the SSTs can also affect cyclone frequency. This
hypothesis would help to explain the observed seasonality over the oceans.
In summer, the SST changes were smaller, even negative in some places, and
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negative correlation dominated. This hypothesis is also supported by the find-
ings of Yu et al. (2004), who found clear seasonality in the latent and sensible
heat fluxes over Atlantic Ocean. Figure 14 presents the possible mechanisms
that relate temperature changes to changes in storm track locations in warmer
climate. These mechanisms are complex and often compete against one an-
other.
Arctic amplification
Climate warming
Decrease in the 
low level
N-S temperature gradient
Fewer and weaker 
cyclones 
Increased upper-level
N-S temperature
gradient Increased ST
Decreased low-level
 baroclinicity Increased Eady Growth Rate
Increased upper-level 
baroclinicity
Locally less stable boundary layer
More and stronger cyclones
Equatorward shift of the storm track Poleward shift of the storm track
Less ice and snow
Figure 14: A schematic presentation of mechanisms between STs and storm
track location
According to Serreze and Barry (2005) a positive NAO-index is consistent
with the poleward deflection of the polar jet stream and related storm track.
Also, with positive NAO-phase the Icelandic low intensifies. These features
together cause the number of cyclones to increase over northern America and
Iceland, and to decrease over Central Europe, since most cyclones take a more
northernly path. This pattern, however, has a clear seasonal variation. The
area of positive correlation decreases and concentrates over the Iceland dur-
ing summer, and simultaneously the area of negative correlation spreads more
west to northern America. In the winter the areas of positive correlation are
spread more south and over a wider area, and the negative correlation is lo-
cated more southeast. These results support the seasonality of NAO-index
identified by Portis et al. (2001). They developed the mobile NAO-index in
order to take into account the seasonal variation that NAO has. They found
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that during summer the Azores high was located more northwest than during
winter. They also found that during spring the high pressure would move from
the winter position to summer position and vice versa during fall. Similar
results were found for example by Barnston and Livezey (1987). These find-
ings are consistent with my results, that during summer the area of negative
correlation is spread more northwest than during winter and the area of pos-
itive correlation is located norther than during winter, and that during spring
and fall the correlation patterns are something between winter and summer.
This seasonality is consistent with the seasonal variation of the North Atlantic
storm track.
Previous studies on the influence of the NAO-index have mostly addressed
the NAO in wintertime, with only little focus on the other seasons or seasonal
variations of the NAO (Portis et al., 2001). Even though the NAO has been
thought to influence the North Atlantic weather the most during winter, my re-
sults, as well as those from Portis et al. (2001); Barnston and Livezey (1987);
Chronis et al. (2011), show that the seasonal variation of NAO or summertime
NAO should not be overlooked. Chronis et al. (2011) pointed out the impor-
tance of summer NAO to Mediterranean climate and both these results, and
those of Portis et al. (2001) showed that influence of the NAO during summer
months is also relevant to the climate variability.
The importance of these findings is evident when the results are considered
against the warming climate. We can assume that the warming trend con-
tinues, as does the increasing of the SSTs. Signals that have been observed
in this study could mean less cyclones over the Central Europe and eastern
United States during spring and summer (Fig.12b). Decrease in the number
of cyclones can cause severe drought, when frontal rains and clouds are miss-
ing. The complex nature of the relationship between storm tracks, STs and
general circulation is the reason why more research is needed on the subject,
and also why this study was conducted.
The results also show that the warming has different consequences depending
on the location of the warming. Increases in the STs have different effects on
the baroclinicity and turbulent heat fluxes depending on the location, and con-
sequently different storm track responses. Many of the studies e.g. (Graff and
LaCasce, 2012; McCabe et al., 2001), both observational and modeling based,
have dealt with zonal averages of the storm tracks. Even though these stud-
ies do give us a coherent presentation of the effects of the warming, the role
of spatial variation remains somewhat lacking. The observed and predicted
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global warming is spatially uneven and even though the warming would be
uniform, the atmospheric responses to ST anomalies would depend on the
surface geography. That is why it is important also to consider the effect this
has on smaller more local scales. The results also highlight that sometimes
it is important to look at a bit unconventional timescales. The cyclone occur-
rence and SST are tied together on multiple timescales, and sometimes it is
easier to isolate the underlying mechanisms by looking at longer or shorter
timescales than is the standard custom, such as the six month periods used in
this study.
6 Summary and Conclusions
In this study the relationships between ST and North Atlantic storm track
and NAO and the North Atlantic storm track were assessed. This was done
by using CFSR products between years 1979–2014. In order to quantify the
changes that had happened, the study period was divided into two ten-year
periods: the first ten years and the last ten years. The difference in ST, ST
gradient and track density between the two periods were calculated, and after
that the correlation between the ST and track density was calculated for the
whole time period. Correlation was also calculated between NAO and the
track density. The sea-ice extent for the both time periods was also plotted.
The results indicate that there have been changes in the storm track location,
with strong seasonal and spatial variability. The most profound findings sug-
gest that recent changes in the SST have enhanced the baroclinicity over the
Gulf stream and over the sea-ice margin, and hence increased the amount of
cyclones on the east coast of United States, and south of the sea-ice margin
over the Arctic. Overall there were two types of main mechanisms related to
ST proposed to affect the cyclone tracks: the actual ST through sensible and
latent heat fluxes, the fluxes affect the local stability of the boundary layer,
and the temperature gradient due to spatially non-uniform surface warming
through changes in the low-level baroclinicity.
It was also shown that NAO has an impact on the storm track throughout the
year, not only during winter season. In the positive phase NAO would increase
the number of cyclones over the Arctic and the northeastern United States and
there would be fewer cyclones over the southern North Atlantic and central
Europe. It is widely thought that the NAO has the strongest effect on the gen-
eral circulation during winter season, but both the results presented here and
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the work of Portis et al. (2001) suggest that the seasonal variability of NAO
does not change the strength of the impact the NAO has on the surrounding
world. My results would rather imply that on certain areas, the influence of
the NAO on the storm track location, is stronger during the summer months
than during winter. This underlines the need for more studies to address the
effect of NAO on the cyclone movements throughout the year. Compared to
the vast amount of research that has been conducted on the influence of win-
ter NAO on the European and North-American climate, there has been only a
few studies addressing the effects of summer NAO.
The results presented in this thesis are mostly in line with previous studies.
The most notable difference is that in my results there is no such clear pole-
ward shift in the storm track that has been identified in multiple other studies.
This is probably due to research methods used and the strong seasonality of
the results. The next step with this study would be to see if it is possible to
have more precise results with larger grid boxes, by studying the changes in
the low-level baroclinicity and turbulent heat fluxes for the study period, as
these factors were proposed to affect the storm track.
From the discussion above, and in the previous subsections, it is obvious that
more research is needed on the relationships between storm tracks, ST, ST
gradient and NAO. This way a more coherent picture of the storm track dy-
namics, role of ST, and the effects of climate warming can be achieved.
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A Appendix
(a)
(b)
Figure A.1: Climatology for MAM season. a) The sea-ice margin for 1979–
1988 and 2005–2014. The black hatch shows the sea-ice extent for the second
time period and the white color beneath it the sea-ice margin for the first time
period. b) Surface temperature (ST) 1979–2014. Solid black lines depict the
ST contours for 1979-1988 time period, contour interval is 5◦C. Red and blue
colors show ∆ST between 2005–2014 and 1979–1988. Change in the ST is
not statistically significant on shaded areas with 95% significance level.
(a)
(b)
Figure A.2: Changes in the meridional ST gradient are shown in red and
blue colors. The solid lines depict the mean ST for 1979–1988, with contour
interval of 5K. Statistically insignificant areas are shaded, significance level
is 95%. b) Track density in cyclones/season. Red colors indicate the mean
track density for 1979–1988, with contour interval. Hatched areas depict the
change in the track density for the two aforementioned time periods. Changes
that are statistically significant on 90 % significance level are shown.
(a)
(b)
Figure A.3: Climatology for MAM season. a) The correlation between ST
and track density for 1979–2014. Red indicates positive correlation and blue
negative. b) As in the a-panel but for the correlation between NAO-index and
track density.
(a)
(b)
Figure A.4: As in Fig. A.1 but for the SON season.
(a)
(b)
Figure A.5: As in Fig. A.2 but for the SON season.
(a)
(b)
Figure A.6: As in Fig. A.3 but for the SON season.
