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Kapitel 1
Einleitung
1.1 Motivation und Fragestellung
Das Klima unterliegt sta¨ndigen ¨Anderungen. Den meisten Menschen ist dies bewusst und
viele erfu¨llt es mit Sorge. Das ist nachvollziehbar, da ein globaler Klimawandel zum Teil
drastische regionale o¨konomische Folgen nach sich ziehen kann, die sowohl positiv als
auch negativ, teils existenzbedrohend sein ko¨nnen (Tol, 2002a,b). Und in der o¨ffentlichen
Diskussion gilt der Mensch ha¨ufig als der Hauptverursacher des Klimawandels. Dennoch
besteht kein zwingender Grund, natu¨rliche Fluktuationen des Klimasystems auf la¨ngeren
Zeitskalen, etwa Jahrzehnten oder Jahrhunderten, von vornherein auszuschließen. Wenn-
gleich weitgehend unbestritten ist, dass das menschliche Handeln, insbesondere die Emis-
sion von Treibhausgasen und Aerosolen, einen signifikanten Einfluss auf das Klimasys-
tem ausu¨bt, bestehen nach wie vor große Unsicherheiten bezu¨glich der Art und Sta¨rke
der Auswirkungen. Um die Reaktion des Klimasystems auf ¨Anderungen a¨ußerer Ein-
flu¨sse abscha¨tzen und die Verla¨sslichkeit von Klimaszenarien bewerten zu ko¨nnen, ist
es wichtig, die interne Dynamik des Klimasystems bei konstanten externen Einflu¨ssen
zu erforschen und das Ausmaß sowie die Mechanismen der natu¨rlichen Fluktuationen auf
dekadischen Zeitskalen zu kennen (Houghton et al., 2001). Mit diesem Thema bescha¨ftigt
sich die vorliegende Arbeit.
Die Klimaforschung la¨sst sich grob in drei verschiedene Arbeitsgebiete einteilen. Eines
davon bescha¨ftigt sich mit der Analyse von Beobachtungsdaten, etwa aus meteorologi-
schen oder ozeanographischen Messungen. Solcherlei Messungen werden allerdings erst
seit einigen Jahrzehnten kontinuierlich und mit einer akzeptablen ra¨umlichen Auflo¨sung
durchgefu¨hrt. Die begrenzte La¨nge der beobachteten Datenreihen macht es in der Re-
gel schwierig, langperiodische Schwankungen statistisch gesichert nachzuweisen. Inner-
halb des zweiten Arbeitsgebiets untersucht man pala¨oklimatische Datenarchive, wie etwa
Baumringe, Seesedimente oder Eisbohrkerne, um la¨ngere Datenreihen zu erhalten. Sol-
che Proben enthalten messbare Gro¨ßen, die als Indikator fu¨r Klimavariablen, wie etwa die
Temperatur, dienen ko¨nnen. Die Messwerte dieser Indikatorgro¨ßen, so genannte Proxyda-
ten, sind jedoch bislang ra¨umlich und zeitlich nur sehr inhomogen verfu¨gbar und ko¨nnen
im Einzelfall mit gewissen Unsicherheiten, etwa in der Datierung, behaftet sein. Um fu¨r
gegebene Fragestellungen sowohl hinreichend lange als auch ra¨umlich ausreichend hoch
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aufgelo¨ste Daten zu erhalten, bescha¨ftigt man sich mit der numerischen Modellierung des
Klimasystems. Mit der Hilfe von Computermodellen lassen sich Experimente am Klima-
system durchfu¨hren und einzelne Prozesse und Mechanismen gezielt untersuchen. Selbst-
versta¨ndlich sind auch alle Modellstudien mit Unsicherheiten behaftet, da jedes Modell
nur eine Approximation der Realita¨t darstellt.
Die vorliegende Arbeit ist im Bereich der Klimamodellierung anzusiedeln. Es existiert
eine Hierarchie von Klimamodellen unterschiedlichster Komplexita¨t (Dethloff, 1993).
Diese reicht von einfachen Energiebilanzmodellen u¨ber Modelle verschiedenen Komple-
xita¨tsgrades von Teilsystemen des Klimasystems, z. B. der Atmospha¨re oder des Ozeans,
bis hin zu hochauflo¨senden globalen Erdsystemmodellen, in denen die wichtigsten Teil-
systeme, na¨mlich die Atmospha¨re, der Ozean, das Meereis, Gletscher, der oberfla¨chen-
nahe Erdboden und die Vegetation, sowie die Wechselwirkungen zwischen ihnen beru¨ck-
sichtigt sind. Es besteht stets eine
”
Unscha¨rferelation“ zwischen der Realita¨tsna¨he eines
Modells einerseits und dem rechnerischen Aufwand, der Handhabbarkeit der anfallenden
Daten und insbesondere der Durchschaubarkeit der beteiligten Prozesse andererseits. Je
komplexer ein Modell ist, umso realita¨tsna¨her ist es in der Regel, aber umso schwerer wird
es auch, angesichts der Vielzahl miteinander verflochtener Ru¨ckkopplungen bestimmte
einzelne Mechanismen oder Ursache-Wirkungs-Beziehungen zu erkennen. Welcher Mo-
delltyp der geeigneteste ist, ha¨ngt von der einzelnen Problemstellung ab. Schwerpunkt
der Untersuchungen in dieser Arbeit ist die intern erzeugte niederfrequente Variabilita¨t
der Atmospha¨re, d. h. die Variabilita¨t auf Zeitskalen von etwa 10 Tagen bis hin zu De-
kaden. Intern erzeugt bedeutet, dass die Wechselwirkungen der Atmospha¨re mit ande-
ren Teilen des Klimasystems vernachla¨ssigt werden. Die Atmospha¨re wird gema¨ß dieser
Approximation zwar durch die u¨brigen Teilsysteme extern beeinflusst, beeinflusst diese
selbst aber nicht. Fu¨r die Untersuchungen in dieser Arbeit wird ein idealisiertes atmo-
spha¨risches Zirkulationsmodell vewendet. Was aber sind die Eigenschaften der beobach-
teten atmospha¨rischen Variabilita¨t und welche Bedeutung hat diese fu¨r die Variabilita¨t des
gesamten Klimasystems?
Abgesehen von einem starken, durch den Gang der Jahreszeiten bedingten Signal mit
der Periode von einem Jahr sowie der zugeho¨rigen Oberschwingungen zeichnen sich die
Variationen in der atmospha¨rischen Zirkulation durch weitgehende Abwesenheit von Pe-
riodizita¨t aus (Lorenz, 1963b). Die Atmospha¨re verha¨lt sich irregula¨r, chaotisch. Damit
verbunden sind Fluktuationen auf verschiedensten ra¨umlichen und zeitlichen Skalen. Da-
bei reicht der hochfrequente Anteil der Variabilita¨t von der kleinra¨umigen Turbulenz mit
Schwankungen im Sekunden- und Minutenbereich bis hin zu den Wettera¨nderungen im
Zeitmaßstab von einigen Tagen. Die horizontale Ausdehnung der wetterbestimmenden
Drucksysteme besitzt die Gro¨ßenordnung von etwa 1000 km. Der niederfrequente Anteil
der Variabilita¨t leistet einen gro¨ßeren Beitrag zur gesamten Variabilita¨t der Atmospha¨re
als die hochfrequenten Fluktuationen. Im Zeitbereich von etwa einer bis mehreren Wo-
chen sind die Variationen der atmospha¨rischen Zirkulation durch so genanntes Regimever-
halten gekennzeichnet. Unter Regimen versteht man bevorzugte quasi-stationa¨re Zusta¨nde
der Zirkulation auf der planetaren Skala, d. h. auf der Gro¨ßenordnung von etwa 5000 km
oder mehr. Die Zirkulation kann fu¨r eine gewisse Zeit innerhalb eines Regimes verwei-
len und sich dabei auf der planetaren Skala relativ stationa¨r verhalten, um anschließend
einen eher abrupten ¨Ubergang in ein anderes Regime zu vollfu¨hren. Das jeweilige Regime
legt die Rahmenbedingungen fest fu¨r den horizontalen Transport von kleinskaligeren (so
genannten synoptisch-skaligen) Pha¨nomenen, wie etwa Zyklonen und Antizyklonen, die
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wiederum das ta¨gliche Wetter bestimmen (Crommelin, 2003b). Die ¨Uberga¨nge zwischen
den Regimen erfolgen in unregelma¨ßigen Zeitabsta¨nden.
Hinweise auf die Existenz quasi-stationa¨rer Zirkulationsregime gibt es bereits seit einigen
Jahrzehnten. Durch Rossby (1939) wurde das Konzept des zonalen Index eingefu¨hrt, wel-
cher ein Maß fu¨r die Sta¨rke der Westwinde in den mittleren Breiten (35◦N bis 55◦N) der
Nordhemispha¨re darstellt. In Rossbys Arbeit und in weiteren Studien (Baur, 1947; Na-
mias, 1950; Rex, 1950a,b) kristallisierte sich heraus, dass die Stro¨mung u¨ber der Nord-
hemispha¨re zwei Zusta¨nde besitzt, in denen sie sich jeweils fu¨r la¨ngere Zeit aufhalten
kann: ein so genannter High-Index-Zustand, der durch eine starke Zonalstro¨mung (West-
Ost-Stro¨mung) in den mittleren Breiten charakterisiert ist, und ein Low-Index-Zustand,
der eine abgeschwa¨chte Zonalstro¨mung und große Wellenamplituden besitzt, woraus ei-
ne Stro¨mung mit starken meridionalen Komponenten resultiert. Fu¨r das Alternieren zwi-
schen diesen beiden Zusta¨nden hat sich die Bezeichnung Index-Zyklus etabliert. Dieser
ist im spa¨ten Winter besonders aktiv. Als spa¨ter umfangreiche Daten aus atmospha¨ri-
schen Messungen vorlagen, erschienen zahlreiche Arbeiten, die sich mit der Identifikation
von Zirkulationsregimen der Stro¨mung auf der Nordhemispha¨re (meist im Winter) unter
Verwendung verschiedener ausgefeilter statistischer Methoden bescha¨ftigten, mit zuneh-
mend a¨hnlicher werdenden Ergebnissen, z. B. Mo und Ghil (1988), Molteni et al. (1990),
Cheng und Wallace (1993), Kimoto und Ghil (1993a), Michelangeli et al. (1995), Corti
et al. (1999), Monahan et al. (2001) und viele andere.
Das Regimeverhalten der Atmospha¨re leistet einen wichtigen Beitrag zu la¨ngerperiodi-
schen Schwankungen des Klimasystems. Die unregelma¨ßigen Zeitabsta¨nde zwischen den
Regimeu¨berga¨ngen ko¨nnen dazu fu¨hren, dass fu¨r die Zeitspanne eines oder mehrerer Jah-
re eines der Regime ha¨ufiger auftritt als im langzeitlichen Mittel, wa¨hrend in einer anderen
Zeitspanne ein anderes Regime dominiert, vgl. Rossby und Willet (1948), Rossby (1959),
Palmer (1998). Daru¨ber hinaus gibt es starke Hinweise darauf, dass der anthropogene
Einfluss auf das Klimasystem in erster Linie eine Verschiebung der Auftrittswahrschein-
lichkeiten natu¨rlicher Zirkulationsregime verursacht und sich eher geringfu¨gig auf die
Struktur der Regime selbst auswirkt (Palmer, 1998, 1999; Corti et al., 1999). Man kann
dies heuristisch begru¨nden, wenn man die Atmospha¨re als ein dynamisches System be-
trachtet. Da die Zirkulationsregime quasi-stationa¨r und persistent sind, entsprechen sie
Regionen im Phasenraum des Systems, in denen die Trajektorien relativ stabil, also we-
nig empfindlich gegenu¨ber Sto¨rungen sind. In anderen Gebieten im Phasenraum herrscht
hingegen gro¨ßere Instabilita¨t, und wenn sich das System in einem solchen Gebiet be-
findet, ko¨nnen schon geringe a¨ußere Einflu¨sse daru¨ber entscheiden, welches Regime das
System als na¨chstes aufsucht. Unter diesem Gesichtspunkt ko¨nnen Klimaa¨nderungen, ob
natu¨rlich entstanden oder anthropogen induziert, als ¨Anderungen in den Auftretenswahr-
scheinlichkeiten der natu¨rlichen atmospha¨rischen Zirkulationsregime betrachtet werden.
Es kann anhand vieler Beispiele gezeigt werden, dass die Atmospha¨re, oder allgemei-
ner das Klimasystem, auf der Zeitskala mehrerer Jahre oder Jahrzehnte deutliche Varia-
bilita¨t aufweist. So zeigt etwa der Index der Nordatlantischen Oszillation nach Hurrel
(1995), welcher die normierte Luftdruckdifferenz zwischen dem Azorenhoch und dem
Islandtief angibt und seit 1864 aufgezeichnet wird, erkennbare interannuelle und deka-
dische Schwankungen, insbesondere u¨berwiegend positive Werte in den letzten beiden
Jahrzehnten. Die Zentral-England-Datenreihe (Manley, 1953, 1974) fasst Messungen der
bodennahen Lufttemperatur auf vielen Stationen in Mittelengland seit 1659 zusammen.
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Die Jahresmittelwerte der Temperatur zeigen intermittierende Schwingungen mit Ampli-
tuden von 1 bis 2 Kelvin und Perioden von bis zu etwa 25 Jahren sowie einen geringfu¨gi-
gen Aufwa¨rtstrend. Schlesinger und Ramankutty (1994) untersuchten verschiedene Da-
tensa¨tze der global gemittelten bodennahen Lufttemperatur von 1765 bis 1992 und stell-
ten intermittierende Schwingungen im Periodenbereich von 50 bis 80 Jahren fest. Diese
und weitere Studien weisen dekadische Klimavariabilita¨t im Zeitraum der intrumentel-
len Aufzeichnungen und damit in der industriellen ¨Ara nach. Pala¨oklimatische Analysen,
z. B. von White et al. (1996) oder Cook et al. (1996), zeigen jedoch, dass auch im vorin-
dustriellen Zeitalter signifikante dekadische Klimaschwankungen stattgefunden haben.
Da atmospha¨rische Zirkulationsregime, wie bereits diskutiert, wahrscheinlich eine
Schlu¨sselrolle bei Klimaa¨nderungen spielen, haben sich zahlreiche Forschungsarbeiten
mit den dynamischen Mechanismen bescha¨ftigt, die dem Regimeverhalten zugrunde lie-
gen. Dennoch besteht nach wie vor in vielen Punkten Unklarheit. Die vorliegende Arbeit
soll einen Beitrag dazu leisten, einige dieser Unklarheiten zu beseitigen.
1.2 Stand der Forschung
Die Theorie dynamischer Systeme hat maßgeblich zum Versta¨ndnis des Verhaltens der
Atmospha¨re im Allgemeinen und des Regimeverhaltens im Besonderen beigetragen. Der
von Lorenz (1963a) verfasste Artikel
”
Deterministic Nonperiodic Flow“ ist ein Meilen-
stein sowohl in der Meteorologie als auch in der Chaosforschung. Es wurde gezeigt, dass
aus der asymptotischen Beschra¨nktheit der Lo¨sungen eines dissipativen dynamischen
Systems folgt, dass jede aperiodische Lo¨sung eines solchen Systems instabil bezu¨glich
geringfu¨giger Sto¨rungen ist. Das bedeutet, dass aus zwei nur geringfu¨gig unterschiedli-
chen Anfangszusta¨nden im Verlauf der Zeitentwicklung zwei sich betra¨chtlich voneinan-
der unterscheidende Zusta¨nde entstehen ko¨nnen. Als Beispiel wurde ein stark vereinfach-
tes Modell einer konvektiven Stro¨mung vorgestellt. Fast alle Lo¨sungen dieses determinis-
tischen Systems sind aperiodisch und damit instabil. Die Aperiodizita¨t fast aller Lo¨sungen
und die sensible Abha¨ngigkeit von den Anfangsbedingungen sind die Grundeigenschaf-
ten von Systemen, die man als chaotisch bezeichnet. Die Atmospha¨re als dissipatives und
sich offenbar aperiodisch verhaltendes System ist damit ebenfalls chaotisch. Die sensible
Abha¨ngigkeit von den Anfangsbedingungen macht langfristige Wettervorhersagen selbst
im hypothetischen Falle der Verfu¨gbarkeit eines perfekten Vorhersagemodells unmo¨glich,
da stets eine unvermeidbare Unsicherheit in der Kenntnis des momentanen Zustandes der
Atmospha¨re besteht. Aus mathematischer Sicht ist die Ursache des instabilen, chaotischen
Verhaltens der Atmospha¨re die Nichtlinearita¨t der zugrunde liegenden Bewegungsglei-
chungen.1 Physikalisch gesehen sind Stro¨mungsinstabilita¨ten, welche zum Anwachsen
wellenartiger Sto¨rungen der Stro¨mung fu¨hren ko¨nnen, der Grund. Bei großskaligen at-
mospha¨rischen Stro¨mungsvorga¨ngen sind die barotrope Instabilita¨t, die bei horizontaler
Scherung der Stro¨mung auftreten kann, und die barokline Instabilita¨t, die mit vertikaler
Scherung in Verbindung steht, die wichtigsten Instabilita¨tsmechanismen (Pedlosky, 1987;
Holton, 1992; Kurgansky, 2002).
Die im Kontext dieser Arbeit vielleicht bedeutsamere Eigenschaft der Atmospha¨re als
1Allgemein ist die Nichtlinearita¨t fu¨r Chaos notwendig, aber nicht hinreichend.
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chaotisches System ist jedoch nicht ihre Instabilita¨t, sondern ihre Aperiodizita¨t. Das
Lorenz-Modell der konvektiven Stro¨mung erzeugt niederfrequente Schwankungen, ob-
wohl es u¨berhaupt keine zeitlich variablen Antriebskomponenten entha¨lt. Allgemein fu¨hrt
die Abwesenheit bevorzugter Perioden bei chaotischen Systemen unweigerlich zu einem
breitbandigen Frequenzspektrum der Variabilita¨t. Dementsprechend ko¨nnen auch fu¨r die
Atmospha¨re niederfrequente Schwankungen im Zeitbereich mehrerer Jahre, Jahrzehnte
oder gar Jahrhunderte nicht von vornherein ausgeschlossen werden, auch dann nicht,
wenn man annimmt, dass der einzige zeitlich vera¨nderliche externe Einfluss die ja¨hrliche,
periodische Schwankung der solaren Einstrahlung sei, oder sogar wenn man eine konstan-
te Einstrahlung annimmt. In der Tat hat sich bei numerischen Langzeitintegrationen unter-
schiedlich stark vereinfachter atmospha¨rischer Zirkulationsmodelle u¨ber 1000 oder mehr
Jahre unter dem Einfluss einer konstanten oder periodisch schwankenden Erwa¨rmung her-
ausgestellt, dass die Leistungsdichtespektren dominanter Variabilita¨tsmuster der Modelle
im Periodenbereich von einigen Jahren bis Jahrzehnten maximal sind (James und James,
1989, 1992; Kurgansky et al., 1996; Dethloff et al., 1998; Weisheimer et al., 2003; Crom-
melin, 2003a). Diese interannuelle und dekadische Variabilita¨t ist einzig und allein durch
interne nichtlineare Instabilita¨tsprozesse bedingt. In den genannten Studien wurden die
Modelle aber nicht gezielt auf Regimeverhalten untersucht.
Den ersten Ansatz zur Beschreibung dynamischer Mechanismen des Regimeverhaltens
lieferten Charney und DeVore (1979). Sie nahmen an, dass Regime mit Fixpunkten
(stationa¨ren Zusta¨nden, Gleichgewichtszusta¨nden) der Bewegungsgleichungen, welche
die Zeitentwicklung der großskaligen Stro¨mung beschreiben, korrespondieren. In einem
hochgradig vereinfachten barotropen (d. h. einschichtigen) Kanalmodell einer Stro¨mung
in den mittleren Breiten u¨ber einem idealisierten Gebirge wiesen sie analytisch die Exis-
tenz dreier Fixpunkte nach. Zwei von ihnen sind stabil. Einer dieser beiden Punktat-
traktoren entspricht einem High-Index-Zustand, der andere hingegen einem Low-Index-
Zustand. Die Autoren betrachteten diese Fixpunkte nicht als vo¨llig stabil, sondern nahmen
an, dass sie instabil bezu¨glich kleinskaligerer, vom Modell nicht mehr aufgelo¨ster Sto¨run-
gen seien. Selbstversta¨ndlich ko¨nnen Regime der realen Atmospha¨re nicht stabilen Fix-
punkten entsprechen, da sonst keine ¨Uberga¨nge zwischen ihnen mo¨glich wa¨ren. Die von
Charney und DeVore (1979) aufgestellte und in anschließenden Arbeiten (Charney und
Straus, 1980; Charney et al., 1981) verfeinerte Theorie der
”
multiplen Gleichgewichts-
zusta¨nde“ inspirierte zahlreiche weitere Studien. Ka¨lle´n (1981) fand ebenfalls einen stabi-
len High-Index-Zustand und einen stabilen Low-Index-Zustand in einem stark vereinfach-
ten barotropen Modell mit spha¨rischer Geometrie. In anderen Arbeiten, z. B. von Yoden
(1985), Legras und Ghil (1985), De Swart (1989), Shil’nikov et al. (1995) und Crommelin
et al. (2004), wurden in a¨hnlichen vereinfachten oder geringfu¨gig komplexeren barotro-
pen Modellen numerische Bifurkationsanalysen von stationa¨ren Zusta¨nden durchgefu¨hrt
und Wege ins Chaos untersucht. Damit wurde zu einem besseren allgemeinen Versta¨ndnis
der atmospha¨rischen Stro¨mungsdynamik beigetragen. Im Kontext der Zirkulationsregime
ist aber vor allem die Frage interessant, ob im Falle chaotischer Modelldynamik Regime-
verhalten auftritt und ob sich die Regime im Phasenraum in der Umgebung instabiler
Fixpunkte befinden. Dies erscheint zumindest plausibel, da die Dynamik in der Na¨he von
Fixpunkten langsam abla¨uft, also quasi-stationa¨r ist. Die Frage konnte bei einigen Unter-
suchungen barotroper Modelle positiv beantwortet werden, siehe z. B. Legras und Ghil
(1985) und Crommelin (2003c). Letztere Arbeit ist besonders hervorzuheben, da ein Mo-
dell mit so hoher Auflo¨sung benutzt wurde, dass nicht nur die planetaren, sondern auch
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die synoptischen Skalen erfasst wurden und eine realita¨tsnahe Orographie (Reliefstruk-
tur der Gebirge) der Nordhemispha¨re verwendet wurde. Das Modell besitzt zwei Gebiete
im Phasenraum mit besonders hoher Aufenthaltswahrscheinlichkeit, entsprechend zwei
Regimen. Eines dieser Regime ist durch eine versta¨rkte Zonalstro¨mung in den mittleren
und ho¨heren Breiten gekennzeichnet und besitzt somit den Charakter eines High-Index-
Zustandes. Das andere Regime entspricht einem Low-Index-Zustand. Im Zentrum des
Phasenraumgebiets, das vom High-Index-Regime ausgefu¨llt wird, ist ein schwach insta-
biler Fixpunkt eingebettet. Innerhalb des Low-Index-Regimes befinden sich drei schwach
instabile Fixpunkte. Damit wurde die Gu¨ltigkeit der Theorie multipler Gleichgewichts-
zusta¨nde fu¨r ein vergleichsweise realita¨tsnahes barotropes Modell besta¨tigt.
Es sind aber nicht nur die Strukturen von Interesse, mit denen die Regime selbst in
Verbindung stehen, sondern auch die Mechanismen, die zu den ¨Uberga¨ngen zwischen
den Regimen fu¨hren. Insbesondere existieren bevorzugte ¨Ubergangspfade zwischen Re-
gimen, wie durch Analysen von Beobachtungsdaten festgestellt werden konnte (Kimoto
und Ghil, 1993b; Plaut und Vautard, 1994; Crommelin, 2004). Auch zur Erkla¨rung dieses
Pha¨nomens leistete Crommelin (2003c) einen Beitrag, denn das von ihm untersuchte ba-
rotrope Modell zeigt ebenfalls bevorzugte ¨Ubergangsrouten zwischen den Regimen. Der
¨Ubergang von Low-Index-Regime zum High-Index-Regime erfolgt auf anderen Wegen
im Phasenraum als der umgekehrte ¨Ubergang. Crommelin lieferte starke Indizien dafu¨r,
dass die ¨Ubergangspfade auf den ¨Uberresten heterokliner Verbindungen bzw. eines he-
teroklinen Zyklus zwischen einem High-Index-Fixpunkt und einem Low-Index-Fixpunkt
beruhen. Unter heteroklinen Verbindungen (oder heteroklinen Orbits) zwischen Fixpunk-
ten versteht man Trajektorien, die fu¨r positive Zeiten asymptotisch gegen einen der bei-
den Fixpunkte streben und fu¨r negative Zeiten asymptotisch gegen den anderen Fixpunkt
(Argyris et al., 1995; Kuznetsov, 1995). Bestehen zwischen zwei Fixpunkten zwei he-
terokline Verbindungen, wobei eine von ihnen vom ersten zum zweiten Fixpunkt fu¨hrt
und die andere in die umgekehrte Richtung, so spricht man von einem heteroklinen Zy-
klus. Heterokline Verbindungen, und damit auch heterokline Zyklen, sind im Allgemei-
nen nicht strukturstabil, d. h. sie werden durch fast alle noch so geringfu¨gigen Variationen
von Systemparametern zersto¨rt. Ein gesto¨rter heterokliner Zyklus kann dennoch einen
bevorzugten
”
Umlaufsinn“ von Trajektorien im Phasenraum vorgeben, und Crommelin
(2003c) stellte die Hypothese auf, dass die bevorzugten ¨Ubergangsrouten zwischen den
Regimen auf die Existenz eines solchen gesto¨rten heteroklinen Zyklus zuru¨ckzufu¨hren
seien. Mit Hilfe einer Variante des von Charney und DeVore (1979) verwendeten Modells
demonstrierten Crommelin et al. (2004) einen Bifurkationsmechanismus, durch den ein
heterokliner Zyklus zwischen dem stationa¨ren Low-Index-Zustand und dem stationa¨ren
High-Index-Zustand des Modells entsteht. Auf diesen Ergebnissen aufbauend gelangten
Kondrashov et al. (2004) sowie Selten und Brantstator (2004) zu der Vermutung, dass die
¨Uberbleibsel heterokliner Verbindungen die Ursache bevorzugter ¨Ubergangspfade zwi-
schen Regimen in einem von Marshall und Molteni (1993) entwickelten Dreischichten-
modell seien, welches die gleiche horizontale Auflo¨sung wie das von Crommelin (2003c)
analysierte barotrope Modell besitzt.
Die Annahme, dass die Regimeu¨bergangsrouten in baroklinen (d. h. mehrschichtigen)
Modellen durch ¨Uberreste heterokliner Verbindungen bestimmt werden, setzt voraus,
dass stationa¨re Zusta¨nde auch in baroklinen Modellen die Ursache von Regimen sind. In
der Tat schlugen Selten und Brantstator (2004) die numerische Bestimmung stationa¨rer
Zusta¨nde des von ihnen untersuchten Dreischichtenmodells und die Approximation der
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gesto¨rten heteroklinen Verbindungen mit Hilfe der von Crommelin (2003c) vorgestell-
ten Technik vor, um ihre Ergebnisse bezu¨glich der ¨Ubergangspfade zwischen Regimen
auf eine solidere Basis zu stellen. Es ist allerdings keine Studie bekannt, in welcher der
Zusammenhang zwischen Fixpunkten und Regimen in einem baroklinen Modell u¨ber-
zeugend demonstriert werden konnte. Versuche in dieser Richtung wurden von Reinhold
und Pierrehumbert (1982) mit einem zweischichtigen, stark vereinfachten Kanalmodell
und von Achatz und Opsteegh (2003) mit einem Modell unternommen, das durch eine
Projektion der Bewegungsgleichungen eines komplexen atmospha¨rischen Zirkulations-
modells auf wenige dominante ra¨umliche Variabilita¨tsmuster entsteht und somit barokline
Dynamik beru¨cksichtigt. In beiden Fa¨llen wurde zwar ein ausgepra¨gtes Regimeverhalten
beobachtet, aber kein stationa¨rer Zustand entdeckt, der sich innerhalb oder in der Na¨he ei-
nes Regimes befindet. Die meisten gefundenen Fixpunkte lagen sogar weit außerhalb des
jeweiligen Modellattraktors. Es bleibt offen, ob diese Befunde Folgen der starken Ideali-
sierungen der Modelle sind oder eine Grundeigenschaft barokliner Dynamik darstellen.
Ein zur Theorie multipler Gleichgewichtzusta¨nde alternativer Erkla¨rungsmechanismus
fu¨r die Regimeentstehung wurde von Itoh und Kimoto (1996, 1997, 1999) in einem zwei-
schichtigen und einem fu¨nfschichtigen Modell entdeckt. In gewissen Wertebereichen ei-
nes Kontrollparameters, abweichend vom verwendeten Standardwert, besitzen die Mo-
delle mehrere koexistierende Attraktoren. Wird der Parameter in Richtung des Standard-
wertes gea¨ndert, so verlieren die Attraktoren nacheinander durch so genannte katastro-
phenartige Bifurkationen ihre Stabilita¨t, bis nur noch ein Attraktor u¨brig bleibt. Dieser
vergro¨ßert sich bei weiterer Variation des Parameters plo¨tzlich durch eine explosive Bi-
furkation und breitet sich auf das vorher durch die u¨brigen Attraktoren belegte Phasen-
raumgebiet aus (zur Erkla¨rung der genannten Bifurkationstypen siehe z. B. Thompson
und Stewart (1986)). Die Modelle zeigen anschließend ein deutliches Regimeverhalten,
wobei die Regime mit den Positionen der
”
Ruinen“ der vorher koexistierenden Attrakto-
ren im Phasenraum zusammenfallen. Die Regimeu¨berga¨nge wurden von den Autoren als
”
chaotisches Umherwandern“ zwischen den Attraktorruinen beschrieben, und bevorzugte
Abfolgen der Regime (und damit bevorzugte ¨Ubergangspfade) wurden mit der Reihen-
folge erkla¨rt, in der die Attraktoren ihre Stabilita¨t verloren haben. Dieses Szenario der
Regimeentstehung erfordert nicht notwendig die Existenz stationa¨rer Zusta¨nde. Die Au-
toren stellten allerdings keinen Vergleich der modellierten Regime mit beobachteten Re-
gimen an. Somit ist noch unklar, ob in baroklinen Modellen, die ein Regimeverhalten in
guter ¨Ubereinstimmung mit Beobachtungen aufweisen, ein a¨hnlicher Mechanismus der
Regimeentstehung gefunden werden kann.
1.3 Ziel und Inhalt der Arbeit
Das Ziel dieser Arbeit besteht darin, Ursachen des atmospha¨rischen Regimeverhaltens
in einem baroklinen Modell zu analysieren, dessen Regime ¨Ahnlichkeit mit Beobach-
tungen besitzen. Dazu wird ein Modell beno¨tigt, das hinreichend komplex ist, um eine
akzeptable Reproduktion beobachteteter Regime zu ermo¨glichen, aber idealisiert genug,
um die dynamischen Strukturen, die dem Regimeverhalten zugrunde liegen, erforschen
zu ko¨nnen. Es wird eine hemispha¨rische Version des von Weisheimer (2000) entwickel-
ten quasi-geostrophischen Dreischichtenmodells verwendet, das in seiner Originalversion
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mit einem idealisierten orographischen und thermischen Antrieb versehen war. Der An-
trieb wird so vera¨ndert, dass die mittlere winterliche atmospha¨rische Zirkulation auf der
Nordhemispha¨re und ihre Variabilita¨t so realita¨tsnah wie mo¨glich simuliert werden. Da-
zu wird die Orographie der Nordhemispha¨re mit der vollen horizontalen Auflo¨sung des
Modells beru¨cksichtigt. Der thermische Modellantrieb wird mittels einer in dieser Arbeit
neu entwickelten iterativen Prozedur angepasst, welche auf dem Vergleich der Ergebnis-
se von Testintegrationen des Modells mit beobachteten Daten basiert. Nach der Konver-
genz der Antriebsanpassung wird eine Langzeitintegration u¨ber 1000 Jahre bei konstan-
tem thermischen Antrieb, entsprechend
”
ewigen Winterbedingungen“, durchgefu¨hrt und
statistisch ausgewertet. Das Modellklima und die Modellvariabilita¨t, insbesondere das
Regimeverhalten, werden analysiert und mit winterlichen Beobachtungsdaten verglichen.
Ferner wird das Ausmaß interannueller und dekadischer Klimavariabilita¨t des Modells
untersucht. Mittels eines geeigneten numerischen Verfahrens werden stationa¨re Zusta¨nde
des Modells bestimmt und damit u¨berpru¨ft, ob sie mit den Zirkulationsregimen in Verbin-
dung gebracht werden ko¨nnen. Es sei hier vorweggenommen, dass das Resultat negativ
ausfa¨llt. Daher wird nach anderen Mechanismen des Regimeverhaltens gesucht. Um eine
erste Vorstellung dieser Mechanismen zu entwickeln, wird die Entstehung von Regimen
in einem barotropen Modell betrachtet und die Rolle, welche die Fixpunkte beim Regime-
verhalten spielen, kritisch u¨berpru¨ft. Die erzielten Ergebnisse werden mit den Resultaten
von Crommelin (2003c) verglichen. Zusa¨tzlich wird die Vera¨nderung des Regimeverhal-
tens des Dreischichtenmodells bei verringerter Reibung zwischen der Erdoberfla¨che und
der Modellatmospha¨re studiert. Die Ergebnisse werden zusammengefasst, und auf ihrer
Grundlage wird eine Hypothese u¨ber die Regimeentstehung in realita¨tsnahen baroklinen
Modellen aufgestellt.
Die Arbeit besteht mit dieser Einfu¨hrung aus insgesamt sechs Kapiteln. Im zweiten Ka-
pitel werden die Bewegungsgleichungen des verwendeten quasi-geostrophischen Drei-
schichtenmodells unter Anwendung von Approximationen aus physikalischen Grundge-
setzen hergeleitet. Das dritte Kapitel beinhaltet einerseits die Beschreibung der statisti-
schen Methoden zur Auswertung von Modell- und Beobachtungsdaten und andererseits
die Erkla¨rung der numerischen Verfahren zur Bestimmung stationa¨rer Modellzusta¨nde
und ihrer Stabilita¨tseigenschaften. Das vierte Kapitel bescha¨ftigt sich mit der Anpassung
des Modellantriebs, der Auswertung der Langzeitintegration des Modells und dem Ver-
gleich der Modellergebnisse mit Beobachtungen. Außerdem werden stationa¨re Zusta¨nde
des Modells bestimmt. Im fu¨nften Kapitel wird das barotrope Modell untersucht und es
werden die Experimente mit verringerter Bodenreibung im Dreischichtenmodell durch-
gefu¨hrt. Anschließend wird die Hypothese zum Ursprung des Regimeverhaltens formu-
liert. Das sechste Kapitel entha¨lt die Zusammenfassung aller diskutierten Ergebnisse und
Schlussfolgerungen fu¨r zuku¨nftige Untersuchungen.
Kapitel 2
Das quasi-geostrophische
Dreischichtenmodell
Das in dieser Arbeit verwendete quasi-geostrophische Dreischichtenmodell der Atmo-
spha¨re eignet sich zur Untersuchung großskaliger Stro¨mungsvorga¨nge außerhalb der
Tropen. Als großskalig werden hier atmospha¨rische Stro¨mungen bezeichnet, bei denen
die ra¨umlichen und zeitlichen Skalen der Bewegungen so groß sind, dass die Corio-
liskraft eine bedeutende Rolle spielt. Das Thema dieses Kapitels ist die Herleitung der
Gleichungen des quasi-geostrophischen Dreischichtenmodells. Im ersten Abschnitt wird
erla¨utert, wie man von den Grundgleichungen, welche die Bewegungsvorga¨nge einer
trockenen Atmospha¨re beschreiben, u¨ber eine Reihe von Approximationen zur quasi-
geostrophischen potentiellen Vorticitygleichung gelangt, einer partiellen Differentialglei-
chung, welche die Zeitentwicklung des divergenzfreien Anteils des ho¨henabha¨ngigen
horizontalen Stro¨mungsfeldes na¨herungsweise beschreibt. Die verwendeten Approxima-
tionen basieren auf der Annahme großskaliger außertropischer Stro¨mungsvorga¨nge. Der
zweite Abschnitt bescha¨ftigt sich mit der vertikalen Diskretisierung der Differentialglei-
chung bezu¨glich der drei Atmospha¨renschichten des Modells sowie der Festlegung der
dazu erforderlichen Randbedingungen. Im dritten Abschnitt werden Terme spezifiziert,
welche die Auswirkung orographischer Erhebungen sowie diabatische und dissipative
Vorga¨nge beschreiben. Die resultierenden Gleichungen wiederum werden, wie in den
letzten drei Abschnitten beschrieben wird, in eine dimensionslose Form u¨berfu¨hrt, an-
schließend in so genannte vertikale Eigenmoden transformiert und mittels der spektralen
Methode horizontal diskretisiert, wodurch sich schließlich das Modellgleichungssystem
ergibt.
2.1 Dynamik einer trockenen Atmospha¨re
Die atmospha¨rische Dynamik wird durch die drei Grundgesetze der Erhaltung von Im-
puls, Masse und Energie bestimmt. Diese Gesetze lassen sich in der Stro¨mungsmechanik
am einfachsten formulieren, indem man einzelne, sich mit dem Stro¨mungsfeld bewegende
Pakete des stro¨menden Mediums, hier Luftpakete, betrachtet, die jeweils zu allen Zeiten
aus immer denselben Teilchen bestehen. Fu¨r ein solches Luftpaket stellt man Gleichungen
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fu¨r die ¨Anderungsraten von Impuls, Dichte und innerer Energie auf. Das Luftpaket sollte
einerseits so klein sein, dass es im Vergleich zur La¨ngenskala der betrachteten Zirku-
lationsstrukturen als infinitesimal angesehen werden kann. Andererseits muss es so viele
Gasteilchen enthalten, dass es als ein thermodynamisches System betrachtet werden kann.
In Anlehnung an die Darstellungen nach Holton (1992) sowie Haltiner und Williams
(1980) wird in den folgenden Unterabschnitten die quasi-geostrophische potentielle Vor-
ticitygleichung entwickelt. Dazu werden als Erstes die Zustandsgleichung sowie die
Impuls-, Dichte- und Energiebilanzgleichung fu¨r Luftpakete in einer trockenen Atmo-
spha¨re formuliert. Diese Grundgleichungen werden der Anschauung halber zuna¨chst im
z-System angegeben, d. h. in einem lokalen Koordinatensystem, in dem die horizontalen
Koordinaten x und y parallel zur kugelfo¨rmig idealisierten Erdoberfla¨che verlaufen und
die vertikale Koordinate z die Ho¨he u¨ber dem Meeresniveau angibt. Darauf folgt eine
kurze Beschreibung der Transformation in das p-System, wo an Stelle der Ho¨he z der
Druck p als vertikale Koordinate fungiert. Die Transformation basiert auf der Annahme,
dass sich die vertikale Druckverteilung im hydrostatischen Gleichgewicht befindet. Dies
ist fu¨r großra¨umige atmospha¨rische Bewegungsvorga¨nge in guter Na¨herung erfu¨llt. Das
p-System besitzt unter anderem den Vorteil, dass die Dichte nicht mehr explizit in den
Gleichungen auftritt.
Die Gleichungen im p-System werden anschließend der quasi-geostrophischen Appro-
ximation unterworfen und zur quasi-geostrophischen potentiellen Vorticitygleichung zu-
sammengefasst.
2.1.1 Grundgleichungen im z-System
Eine der wichtigsten Na¨herungen, die im Folgenden zur Anwendung kommen, ist die Be-
trachtung der Luft als ideales, trockenes Gas. Verdunstung, Kondensation, Wolkenbildung
und Niederschlag bleiben also von vornherein unberu¨cksichtigt. Fu¨r jedes Luftpaket gilt
als erste Grundgleichung die Zustandsgleichung fu¨r ideale Gase:
p = ρRT. (2.1)
Hierbei sind p der Druck, ρ die Dichte und T die Temperatur am Ort des betrachteten
Luftpaketes. R ist die spezifische Gaskonstante fu¨r trockene Luft.
Als Na¨chstes wird die ¨Anderung der Geschwindigkeit des Luftpaketes in Folge der Sum-
me der einwirkenden Kra¨fte betrachtet. Bewegt sich das Luftpaket in einem beliebigen
erdfesten und daher rotierenden Koordinatensystem mit der Geschwindigkeit v, so erfa¨hrt
es durch die Druckgradientenkraft, Corioliskraft, Gravitationskraft, Zentrifugalkraft und
durch Reibungskra¨fte folgende Beschleunigung:
dv
dt
= −1
ρ
∇p− 2Ω× v + g + F. (2.2)
Hierbei bezeichnet Ω den Vektor der Winkelgeschwindigkeit der Erdrotation, g den
zusammengesetzten Vektor der Gravitations- und Zentrifugalbeschleunigung und F die
durch Reibungskra¨fte verursachte Abbremsung.
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Um (2.2) in skalare Komponenten zu zerlegen, bietet sich die Verwendung von Kugelko-
ordinaten an. Bei diesen handelt es sich um die geographische La¨nge λ, die geographi-
sche Breite ϕ sowie die Ho¨he z u¨ber dem Meeresniveau. Bezeichnet man mit a und r den
Erdradius bzw. die Entfernung vom Erdmittelpunkt, so gilt z = r − a. Die ostwa¨rtige
Geschwindigkeit u, die nordwa¨rtige Geschwindigkeit v und die Vertikalgeschwindigkeit
w sind dann wie folgt gegeben:
u = a cosϕ
dλ
dt
, v = a
dϕ
dt
, w =
dz
dt
, (2.3)
wobei in den ersten beiden Gleichungen von der Na¨herung r ≈ a Gebrauch gemacht
wurde.
Um im Folgenden die Notation zu vereinfachen, werden x und y als ostwa¨rtige bzw.
nordwa¨rtige Distanzen definiert, so dass man ein lokales (x, y, z)-Koordinatensystem und
dx = a cosϕdλ, dy = a dϕ (2.4)
erha¨lt.
Die Bewegungsgleichung (2.2) la¨sst sich unter Verwendung von (2.3) und (2.4) nach ei-
niger Rechnung in ihre x-, y- und z-Komponente zerlegen. Anschließend werden dieje-
nigen Terme vernachla¨ssigt, deren Gro¨ßenordnungen sich bei großskaligen Stro¨mungs-
vorga¨ngen gegenu¨ber den Gro¨ßenordnungen der u¨brigen, in der jeweiligen Komponen-
tengleichung enthaltenen, Terme als klein erweisen. Die Abscha¨tzung und den Vergleich
der Gro¨ßenordnungen der Terme bezeichnet man als Skalenanalyse. Wie man eine sol-
che Analyse durchfu¨ren kann, wird in Abschnitt 2.1.3 anhand anderer Gleichungen kurz
beschrieben. Bei den hier vernachla¨ssigten Termen handelt es sich zum einen um so ge-
nannte metrische Zusatzterme, die sich aus der Kru¨mmung des verwendeten Koordinaten-
systems ergeben und proportional zu a−1 sind. Außerdem wird bei der Berechnung der
horizontalen Komponenten der Corioliskraft die vertikale Geschwindigkeitskomponente
w nicht beru¨cksichtigt. Die vertikale Komponente der Corioliskraft wird vernachla¨ssigt,
und die Summe aller verbleibenden vertikalen Kra¨fte wird als verschwindend angenom-
men. Daru¨ber hinaus wird die Summe aus erdrotationsbedingter Zentrifugalbeschleuni-
gung und Gravitationsbeschleunigung als konstant vom Betrage g und abwa¨rts gerichtet
angesehen, und Reibungskra¨fte werden im Folgenden (zuna¨chst) nicht betrachtet. Fu¨r die
horizontalen Komponenten ergeben sich folgende Gleichungen:
du
dt
= −1
ρ
∂p
∂x
+ fv, (2.5)
dv
dt
= −1
ρ
∂p
∂y
− fu. (2.6)
Bei
f = 2|Ω| sinϕ (2.7)
handelt es sich um den Coriolisparameter. In der Vertikalen verbleiben nur die Druck-
gradientenkraft und die Schwerkraft, die sich gegenseitig aufheben. Es ergibt sich die
hydrostatische Grundgleichung
∂p
∂z
= −gρ. (2.8)
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Im Weiteren wird diese Beziehung, welche die Grundlage fu¨r die Transformation in das p-
System darstellt, als gu¨ltig vorausgesetzt, obwohl atmospha¨rische Bewegungen mit nicht-
verschwindenden Vertikalbeschleunigungen betrachtet werden. Man spricht hierbei von
der hydrostatischen Approximation. Durch den Wegfall einer prognostischen Gleichung
fu¨r w wird w zu einer diagnostischen Gro¨ße, die aus dem horizontalen Geschwindigkeits-
feld bestimmt werden und sich durchaus zeitlich a¨ndern kann, wie von Holton (1992)
gezeigt wird. Hier soll jedoch nicht weiter auf die Diagnose der Vertikalgeschwindigkeit
eingegangen werden.
Der Grundsatz der Massenerhaltung wird durch die Kontinuita¨tsgleichung
1
ρ
dρ
dt
+∇ · v = 0 (2.9)
wiedergegeben. Da die Masse des Luftpaketes konstant ist, kann sich dessen Dichte nur
durch Volumena¨nderungen infolge eines Zusammen- oder Auseinanderstro¨mens des Ge-
schwindigkeitsfeldes vera¨ndern. Die relative Dichtea¨nderung ist gleich der negativen Di-
vergenz des Geschwindigkeitsfeldes am Ort des Luftpaketes.
Die Energiebilanz des Luftpaketes wird durch den Ersten Hauptsatz der Thermodynamik
bestimmt. Das Luftpaket besitzt das spezifische Volumen ρ−1 und, aus idealem Gas beste-
hend, pro Einheitsmasse die innere Energie cvT , wobei cv die spezifische Wa¨rmekapazita¨t
trockener Luft bei konstantem Volumen ist. Die dem Luftpaket von außen pro Massen-
und Zeiteinheit zugefu¨hrte Energie I teilt sich in ¨Anderung der inneren Energie sowie
Volumenarbeit auf:
cv
dT
dt
+ p
d(ρ−1)
dt
= I. (2.10)
Die Gro¨ße I wird als diabatische Erwa¨rmungsrate bezeichnet. Sie beinhaltet die Absorp-
tion von Sonnenlicht, den Wa¨rmeaustausch zwischen dem Luftpaket und seiner Umge-
bung sowie infrarote Absorption und Abstrahlung. Im Falle feuchter Luft mu¨sste auch die
Aufnahme oder Abgabe latenter Wa¨rme bei Phasenumwandlungen des Wassers beru¨ck-
sichtigt werden.
Ist I bekannt, so ist durch (2.1), (2.5), (2.6), (2.9) und (2.10) ein abgeschlossenes System
von Grundgleichungen gegeben. Unter gegebenen Randbedingungen beschreibt es die
Zeitentwicklung der Felder u, v, ρ und T . Die Gasgleichung (2.1) stellt eine diagnostische
Beziehung fu¨r p dar.
2.1.2 Grundgleichungen im p-System
Mittels der hydrostatischen Beziehung (2.8) wird im Folgenden in (2.5), (2.6) und (2.9)
die z-Abha¨ngigkeit durch eine p-Abha¨ngigkeit ersetzt. Bei (2.10) erfolgt dies mit Hilfe
der Gasgleichung (2.1). Durch den ¨Ubergang in das p-System wird ρ aus allen Gleichun-
gen entfernt.
Man kann die horizontalen Bewegungsgleichungen (2.5) und (2.6) in vektorieller Form
zusammenfassen:
dV
dt
= −1
ρ
∇zp− fk×V, (2.11)
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wobei V = (u, v, 0) der horizontale Geschwindigkeitsvektor, k der aufwa¨rts gerichtete
vertikale Einheitsvektor und ∇z = (∂/∂x, ∂/∂y, 0)z der horizontale Nabla-Operator bei
konstanter Ho¨he z ist.
Mit Hilfe von (2.8) kann gezeigt werden (Etling, 1996), dass
∇zp(x, y, z) = gρ∇pz(x, y, p) (2.12)
mit dem horizontalen Nabla-Operator ∇p = (∂/∂x, ∂/∂y, 0)p bei konstantem Druck p
gilt. Hierbei gibt z(x, y, p) die geopotentielle Ho¨he der Druckfla¨che p an. Im Weiteren
wird ausschließlich ∇p verwendet, und der Index p wird weggelassen.
Bei Einfu¨hrung des Geopotentials
Φ = gz (2.13)
ergibt sich aus (2.11) und (2.12) die Bewegungsgleichung im p-System:
dV
dt
= −∇Φ− fk×V. (2.14)
Die Kontinuita¨tsgleichung fu¨r das p-System la¨sst sich entweder durch Transformati-
on von (2.9) herleiten oder aber direkt aus der Massenerhaltung sowie der hydrosta-
tischen Grundgleichung (2.8) folgern. In letzterem Falle betrachtet man das Volumen
δV = δxδyδz = −δxδyδp/(gρ) des Luftpaketes sowie dessen Masse δm = ρδV . Aus
(1/δm)dδm/dt = 0 folgt im Grenzu¨bergang δx, δy, δp → 0 die Kontinuita¨tsgleichung
im p-System:
∇ ·V + ∂ω
∂p
= 0. (2.15)
Hier ist ω = dp/dt die Vertikalgeschwindigkeit im p-System, in dem das Stro¨mungsfeld
offensichtlich divergenzfrei ist.
Zur Transformation des Ersten Hauptsatzes (2.10) benutzt man anstatt der hydrostatischen
Beziehung die totale Zeitableitung der Zustandsgleichung (2.1):
p
d(ρ−1)
dt
+ ρ−1
dp
dt
= R
dT
dt
. (2.16)
Durch Auflo¨sen nach pd(ρ−1)/dt, Einsetzen in (2.10) und Verwendung von cp = cv +R,
der spezifischen Wa¨rmekapazita¨t trockener Luft bei konstantem Druck, kann der Erste
Hauptsatz wie folgt geschrieben werden:
cp
dT
dt
− ρ−1dp
dt
= I. (2.17)
Fu¨hrt man die so genannte statische Stabilita¨t
S =
RT
cpp
− ∂T
∂p
(2.18)
ein, so kann (2.17) mit (2.1) und ω = dp/dt folgendermaßen umgeformt werden:
∂T
∂t
+V · ∇T − Sω = I
cp
. (2.19)
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Diese Art der Zerlegung der linken Seite verdeutlicht, welche verschiedenen Prozesse zu
Temperatura¨nderungen eines Luftpakets beitragen. Der erste Term gibt die lokale ¨Ande-
rung des Temperaturfeldes an. Der zweite Ausdruck beschreibt die horizontale Advek-
tion der Temperatur, d. h. die Temperatura¨nderung durch die horizontale Bewegung des
Luftpaketes im ra¨umlich vera¨nderlichen Temperaturfeld. Der dritte Term beinhaltet Tem-
peratura¨nderungen durch adiabatische Drucka¨nderungen (erster Term in S) sowie durch
vertikale Advektion (zweiter Term in S), wa¨hrend die rechte Seite die diabatischen Pro-
zesse wiedergibt.
Zuletzt kann man mit Hilfe des Geopotentials Φ die Dichte ρ aus der Gasgleichung selbst
eliminieren. Durch Einsetzen von (2.8) und (2.13) in (2.1) erha¨lt man
∂Φ
∂p
= −RT
p
. (2.20)
Durch (2.14) und (2.19) sind prognostische Gleichungen fu¨r u, v und T gegeben, wa¨hrend
Φ mittels (2.20) diagnostiziert wird. Dazu wird aber der Druck bei einer bestimmten
Ho¨he, etwa am Erdboden, als Integrationskonstante beno¨tigt. Um das Gleichungssystem
zu schließen, kann aus der Kontinuita¨tsgleichung (2.15) durch vertikale Integration ei-
ne Gleichung fu¨r die Bodendrucktendenz hergeleitet werden. Der Bodendruck geht also
als zusa¨tzliche prognostische Gro¨ße in das System ein. Fu¨r die folgenden ¨Uberlegungen
wird die Bodendrucktendenz aber nicht beno¨tigt. Stattdessen findet (2.15) weitere Ver-
wendung.
2.1.3 Quasi-geostrophische Approximation
Zweck der quasi-geostrophischen Approximation ist die Reduktion der Grundgleichun-
gen im p-System auf eine einzige Gleichung, die quasi-geostrophische potentielle Vorti-
citygleichung. Diese beschreibt die Zeitentwicklung des divergenzfreien Anteils des ho-
rizontalen Windfeldes außerhalb der Tropen in guter Na¨herung, wobei gleichzeitig ein
hohes Maß an Vereinfachung erreicht wird. Um diese Reduktion zu bewerkstelligen, wird
das Windfeld in seinen divergenz- und seinen rotationsfreien Anteil aufgespalten und die
Zeitentwicklung des Windes durch die Zeitentwicklung seiner Rotation und Divergenz
beschrieben. Die beiden zugeho¨rigen Gleichungen sowie der Erste Hauptsatz werden in
sa¨mtliche enthaltene Summanden zerlegt, gefolgt vom wichtigsten Schritt, der Skalenana-
lyse. Hierbei werden die Gro¨ßenordungen der Summanden unter der Annahme großska-
liger außertropischer Stro¨mungsvorga¨nge abgescha¨tzt. Nur die Terme fu¨hrender Ordnung
werden beibehalten. Die Ergebnisse lassen sich schließlich unter Verwendung der Konti-
nuita¨tsgleichung zu einer einzigen Gleichung zusammenfassen. Die folgende Herleitung
ist angelehnt an Haltiner und Williams (1980).
Jedes hinreichend glatte Vektorfeld auf einer einfach zusammenha¨ngenden Hyperfla¨che
besitzt eine eindeutige Zerlegung in einen divergenzfreien und einen rotationsfreien An-
teil (Helmholtz-Zerlegung), sofern das Vektorfeld eine durch den Rand der Hyperfla¨che
eingeschlossene Stro¨mung darstellt, d. h. u¨berall am Rand parallel zu demselben verla¨uft
(Batchelor, 1967), oder aber wenn die Hyperfla¨che gar keinen Rand besitzt. Insbesondere
existiert eine solche Aufteilung fu¨r das auf der Spha¨re definierte horizontale Geschwin-
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digkeitsfeld V:
V = Vψ +Vχ (2.21)
mit
Vψ = k×∇ψ (2.22)
und
Vχ = ∇χ. (2.23)
Hierbei ist ψ die Stromfunktion des divergenzfreien Windanteils und χ das Geschwin-
digkeitspotential des rotationsfreien Anteils. Sowohl ψ als auch χ sind bis auf additive
Konstanten eindeutig bestimmt.
Die vertikale Komponente ζ der Rotation von V wird als Vorticity bezeichnet:
ζ = k · ∇ ×V. (2.24)
Ferner bezeichnet D die Divergenz von V:
D = ∇ ·V. (2.25)
Aus (2.22) und (2.23) folgt:
ζ = ∆ψ (2.26)
sowie
D = ∆χ (2.27)
mit dem horizontalen Laplace-Operator ∆ = ∂2/∂x2 + ∂2/∂y2.
Aus der Bewegungsgleichung (2.14) lassen sich Gleichungen fu¨r die Zeitentwicklung der
Vorticity und der Divergenz herleiten. Die resultierende Vorticitygleichung und die Di-
vergenzgleichung sind zusammengenommen mit den Gleichungen (2.21) bis (2.27) zur
Bewegungsgleichung a¨quivalent, denn sind beliebige glatte Funktionen ζ und D gege-
ben, welche im Mittel u¨ber die Spha¨re verschwinden, so ko¨nnen die Poisson-Gleichungen
(2.26) und (2.27) eindeutig bis auf additive Konstanten nach ψ und χ aufgelo¨st werden,
woraus dann V eindeutig bestimmt werden kann. Umgekehrt werden ζ und D durch V
eindeutig festgelegt, und ζ und D verschwinden tatsa¨chlich im Mittel u¨ber die Spha¨re.
Letzteres folgt aus den Integralsa¨tzen von Stokes und Gauß sowie der Tatsache, dass die
Spha¨re keinen Rand besitzt.
Die Vorticitygleichung erha¨lt man nach Anwendung der Operation k · ∇× auf (2.14) und
kurzer Rechnung:
∂ζ
∂t
= −V · ∇(ζ + f)− ω∂ζ
∂p
− (ζ + f)D + k ·
(
∂V
∂p
×∇ω
)
. (2.28)
Anwendung von ∇· auf (2.14) ergibt die Divergenzgleichung:
∂D
∂t
= −∇ · (V · ∇)V −∇ω · ∂V
∂p
− ω∂D
∂p
−∆Φ+ fζ + (k×∇f) ·V. (2.29)
Nach Einsetzen der Aufspaltung (2.21) lautet die Vorticitygleichung wie folgt:
∂ζ
∂t
=−Vψ · ∇ζ −Vχ · ∇ζ −Vψ · ∇f −Vχ · ∇f − ω∂ζ
∂p
− ζD − fD + k ·
(
∂Vψ
∂p
×∇ω
)
+ k ·
(
∂Vχ
∂p
×∇ω
)
.
(2.30)
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Fu¨r die Divergenzgleichung ergibt sich
∂D
∂t
=−∇ · (Vψ · ∇)Vψ −∇ · (Vψ · ∇)Vχ −∇ · (Vχ · ∇)Vψ
−∇ · (Vχ · ∇)Vχ −∇ω · ∂Vψ
∂p
−∇ω · ∂Vχ
∂p
− ω∂D
∂p
−∆Φ+ fζ + (k×∇f) ·Vψ + (k×∇f) ·Vχ.
(2.31)
Fu¨r den ersten Hauptsatz (2.19) la¨sst sich ebenfalls eine derartige Zerlegung in Einzelter-
me vornehmen. Hierfu¨r wird zusa¨tzlich die Temperatur T (x, y, p, t) aufgeteilt in die Tem-
peraturverteilung T0(p) einer Standardatmospha¨re sowie die Abweichung T ′(x, y, p, t)
davon:
T = T0 + T
′. (2.32)
Dementsprechend erfa¨hrt die statische Stabilita¨t (2.18) die Zerlegung
S = S0 + S
′ (2.33)
mit
S0 =
RT0
cpp
− dT0
dp
(2.34)
und
S ′ =
RT ′
cpp
− ∂T
′
∂p
. (2.35)
Verwendet man außerdem wieder (2.21), so la¨sst sich der Erste Hauptsatz (2.19) wie folgt
schreiben:
∂T
∂t
+Vψ · ∇T +Vχ · ∇T − S0ω − S ′ω = I
cp
. (2.36)
Die Vorticitygleichung, die Divergenzgleichung und der Erste Haupsatz liegen nun in
den zerlegten Formen (2.30), (2.31) und (2.36) vor und ermo¨glichen die Abscha¨tzung
der Gro¨ßenordnung der beteiligten Terme mittels der Skalenanalyse. Wie dies im Detail
geschieht, wird in Haltiner und Williams (1980) beschrieben. Hier werden nur die Grund-
ideen der Skalenanalyse dargelegt und die Ergebnisse genannt.
Es wird angenommen, dass die Schwankungen der beteiligten physikalischen Gro¨ßen
charakteristische Skalen in Raum und Zeit besitzen. Die La¨ngenskala L ≈ 1000 km
gibt die typische horizontale Ausdehnung wetterbestimmender Luftdruckanomalien an,
z. B. den Radius eines Tiefdruckgebietes, entsprechend dem Viertel der Wellenla¨nge
einer Abfolge von Hoch- und Tiefdruckgebieten. Diese Anomalien bewegen sich mit
einer Geschwindigkeit der Gro¨ßenordnung V ≈ 10 m/s fort, was auch eine gute
Abscha¨tzung fu¨r die Windgeschwindigkeit selbst darstellt. Damit ergibt sich die Zeit-
skala T = L/V ≈ 1 Tag, was in der Tat grob einem Viertel der typischen Periodendau-
er von Wettera¨nderungen entspricht. Selbstversta¨ndlich existieren auch atmospha¨rische
Fluktuationen auf kleineren ra¨umlichen und zeitlichen Skalen. Dennoch sollen hier nur
großskalige Stro¨mungsvorga¨nge betrachtet werden.
Der Begriff
”
großskalig“ bedarf einer genaueren, u¨ber die Beschreibung am Anfang
dieses Kapitels hinausgehenden Definition. Man bezeichnet diejenigen atmospha¨rischen
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Bewegungen als großskalig, welche
”
durch die Erdrotation signifikant beeinflusst wer-
den“ (Pedlosky, 1987). Ein Maß fu¨r die Sta¨rke des Einflusses der Erdrotation sollte zum
Verha¨ltnis zwischen Stro¨mungszeitskala T und Erdrotationszeitskala Ω−1 sowie zum Si-
nus der geographischen Breite proportional sein. Diese Forderung wird (in reziproker
Weise) durch die Rossby-Zahl
Ro =
Ω−1
2T sinϕ
=
V
fL
(2.37)
erfu¨llt, d. h. je kleiner Ro ist, umso sta¨rker ist der Einfluss der Erdrotation bzw. der Co-
rioliskraft. Stro¨mungsvorga¨nge mit Ro ¿ 1 werden als großskalig angesehen. Mit den
obigen Scha¨tzungen fu¨r V und L ergibt sich in den mittleren Breiten Ro ≈ 0, 1, so dass
man erwarten kann, dass außerhalb der Tropen die wetterbestimmenden Drucksysteme
einem starken Einfluss der Corioliskraft unterliegen. Dies wird weiter unten genauer be-
trachtet.
Bei der Skalenanlyse verwendet man fu¨r den Betrag ra¨umlicher Ableitungen der Ge-
schwindigkeit die Abscha¨tzung V/L. Fu¨r Zeitableitungen der Geschwindigkeit wird die
Gro¨ßenordnung V/T = V 2/L angenommen. Bevor nun die Betra¨ge der Terme in (2.30),
(2.31) und (2.36) abgescha¨tzt werden, wird zur Vorbereitung zuna¨chst eine Skalenanalyse
der Bewegungsgleichung (2.14) durchgefu¨hrt. Fu¨r die Coriolisbeschleunigung fk×V er-
gibt sich die Gro¨ßenordnung fV , wa¨hrend die gesamte Beschleunigung dV/dt die Skala
V 2/L = Ro fV besitzt, somit außerhalb der Tropen um eine Gro¨ßenordnung kleiner ist
als die Coriolisbeschleunigung. Damit (2.14) erfu¨llt werden kann, muss die Druckgradi-
entenkraft die Corioliskraft fast vollsta¨ndig kompensieren, d. h.∇Φ muss die Gro¨ßenord-
nung fV besitzen. Die Rossby-Zahl gibt somit das Verha¨ltnis der Gesamtbeschleunigung
zur Coriolisbeschleunigung oder zur Beschleunigung durch den Druckgradienten an.
Fu¨r ein gegebenes Geopotentialfeld Φ la¨sst sich ein zugeho¨riges Windfeld Vg definieren,
fu¨r welches sich Druckgradientenkraft und Corioliskraft exakt aufheben, fu¨r das also gilt:
fk×Vg = −∇Φ. (2.38)
Man bezeichnet Vg als geostrophischen Wind. Er verla¨uft parallel zu den Isolinien von Φ
und somit zu den Isobaren (vgl. (2.12) und (2.13)), und zwar so, dass auf der Nordhalbku-
gel in Bewegungsrichtung des Luftpaketes auf der rechten Seite ho¨herer Druck herrscht
als auf der linken Seite. Der tatsa¨chliche Wind ist also außerhalb der Tropen na¨herungs-
weise geostrophisch, V ≈ Vg, mit |V − Vg|/V ≈ Ro. Als Konsequenz drehen sich
Tiefdruckgebiete mit demselben Drehsinn wie die Erdrotation (zyklonal, auf der Nord-
halbkugel entgegen dem Uhrzeigersinn), Hochdruckgebiete hingegen mit umgekehrtem
Drehsinn (antizyklonal).
Da nun auch die Skala von ∇Φ bekannt ist, kann die Skalenanalyse von (2.30), (2.31)
und (2.36) durchgefu¨hrt werden. Beno¨tigt wird hierzu noch das Verha¨ltnis zwischen dem
divergenzfreiem Windanteil Vψ und dem rotationsfreien Windanteil Vχ. Mit einem Ar-
gument a¨hnlich dem, welches bei obiger Diskussion von (2.14) zur Skalierung von ∇Φ
fu¨hrte, kann gezeigt werden, dass der divergenzfreie Anteil dominiert: Vψ ≈ V und
|Vχ|/|Vψ| ≈ Ro (Haltiner und Williams, 1980). Damit gibt die Rossby-Zahl auch das
Gro¨ßenverha¨ltnis zwischen Divergenz und Vorticity an. Insgesamt ko¨nnen die Skalierun-
gen der Terme (2.30), (2.31) und (2.36) stets als Produkt aus einem gemeinsamen Faktor
und einer Potenz von Ro dargestellt werden, wie in Tabelle 2.1 angegeben.
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Vorticitygleichung (2.30)
∂ζ/∂t V 2/L2
Vψ · ∇ζ V 2/L2
Vχ · ∇ζ Ro V 2/L2
Vψ · ∇f V 2/L2
Vχ · ∇f Ro V 2/L2
ω∂ζ/∂p Ro V 2/L2
ζD Ro V 2/L2
fD V 2/L2
k · ((∂Vψ/∂p)×∇ω) Ro V 2/L2
k · ((∂Vχ/∂p)×∇ω) Ro2V 2/L2
Erster Hauptsatz (2.36)
∂T ′/∂t fV 2
Vψ · ∇T ′ fV 2
Vχ · ∇T ′ Ro fV 2
S0ω fV
2
S ′ω Ro fV 2
Divergenzgleichung (2.31)
∂D/∂t Ro V 2/L2
∇ · (Vψ · ∇Vψ) V 2/L2
∇ · (Vψ · ∇Vχ) Ro V 2/L2
∇ · (Vχ · ∇Vψ) Ro V 2/L2
∇ · (Vχ · ∇Vχ) Ro2V 2/L2
(∇ω) · ∂Vψ/∂p RoV 2/L2
(∇ω) · ∂Vχ/∂p Ro2V 2/L2
ω∂D/∂p Ro2V 2/L2
∇2Φ Ro−1V 2/L2
fζ Ro−1V 2/L2
(k×∇f) ·Vψ V 2/L2
(k×∇f) ·Vχ Ro V 2/L2
Tabelle 2.1: Skalenabscha¨tzung fu¨r die einzelnen Terme in (2.30), (2.31) und (2.36).
In der quasi-geostrophischen Approximation werden in jeder Gleichung nur die Terme
niedrigster Ordnung in Ro beibehalten. Bei (2.30) beru¨cksichtigt man also nur Terme der
Gro¨ßenordung V 2/L2 und erha¨lt
∂ζ
∂t
= −Vψ · ∇(ζ + f)− fD. (2.39)
Werden in (2.31) nur Beitra¨ge der Gro¨ßenordnung Ro−1V 2/L2 beibehalten, so ergibt sich
die Beziehung
∆Φ = fζ, (2.40)
die diagnostisch ist, da insbesondere die Zeitableitung ∂D/∂t weggefallen ist. In (2.36)
schließlich werden nur Terme der Ordnung fV 2 beru¨cksichtigt:
∂T
∂t
+Vψ · ∇T − S0ω = I
cp
. (2.41)
Die quasi-geostrophische Approximation beinhaltet noch eine weitere Na¨herung, welche
die Zusammenfassung der Gleichungen erheblich vereinfacht. In (2.39) und (2.40) wird
f = f0 gesetzt, außer wenn f differenziert wird, wobei f0 = 2Ω sinϕ0 der konstante
Coriolisparameter einer Referenzbreite ϕ0 ist. Hier wird ϕ0 = 45◦ verwendet. Eliminiert
man außerdem D in (2.39) mittels der Kontinuita¨tsgleichung (2.15) und verwendet (2.26),
erha¨lt man die quasi-geostrophische Vorticitygleichung:
∂∆ψ
∂t
+Vψ · ∇(∆ψ + f) = f0∂ω
∂p
. (2.42)
Die Gleichung besagt, dass sich die absolute Vorticity ∆ψ + f fu¨r einen Beobachter,
der dem divergenzfreien Anteil des horizontalen Windes folgt (in guter Na¨herung tun
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dies auch die Luftpakete), aufgrund von ∂ω/∂p = −D mit einer Rate proportional zur
Stro¨mungskonvergenz a¨ndert. La¨sst man die ra¨umliche Variation von f außer Acht, so
bewirkt Konvergenz eine Erho¨hung der Vorticity, die Stro¨mung wird zyklonaler. Diver-
genz bewirkt, dass die Stro¨mung antizyklonaler wird. Im speziellen Falle einer vo¨llig
divergenzfreien horizontalen Stro¨mung ist die absolute Vorticity fu¨r Luftpakete eine Er-
haltungsgro¨ße.
Wenn man in (2.40) f durch f0 ersetzt, ergibt sich zusammen mit (2.26) eine diagnostische
Beziehung zwischen Φ und ψ:
f0ψ = Φ− Φ0 (2.43)
mit einem Referenz-Geopotential Φ0. Mit dieser Beziehung sowie mit (2.20) kann der
Erste Haupstatz (2.41) ebenfalls durch ψ ausgedru¨ckt werden:
−
(
∂
∂t
+Vψ · ∇
)
f0p
R
∂ψ
∂p
− S0ω = I
cp
. (2.44)
Durch Multiplizieren mit f0/S0, Differenzieren nach p und Eliminieren von f0∂ω/∂p in
(2.42) ergibt sich die quasi-geostrophische potentielle Vorticitygleichung:
∂q
∂t
+Vψ · ∇q = − ∂
∂p
f0I
S0cp
. (2.45)
Hierbei bezeichnet
q = ∆ψ + f +
∂
∂p
f 20 p
RS0
∂ψ
∂p
(2.46)
die quasi-geostrophische potentielle Vorticity. Sie setzt sich aus der absoluten Vorticity
und der so genannten Streckungsvorticity zusammen. Wie an (2.45) erkennbar ist, ist q
eine Konstante der dem divergenzfreien Stro¨mungsanteil folgenden Bewegung, sofern
keine diabatischen Prozesse vorhanden sind.
Der letzte Schritt auf dem Weg zu einer einzigen partiellen Differentialgleichung fu¨r ψ be-
steht darin, den Operator Vψ ·∇ in (2.45) durch ψ auszudru¨cken. Aufgrund von (2.22) ist
die Advektion eines beliebigen Feldes A durch die divergenzfreie Stro¨mung Vψ gegeben
durch Vψ · ∇A = ∂ψ∂x ∂A∂y − ∂ψ∂y ∂A∂x , was die Verwendung des Jacobi-Operators
J(A,B) =
∂A
∂x
∂B
∂y
− ∂A
∂y
∂B
∂x
. (2.47)
motiviert. Es gilt also
Vψ · ∇A = J(ψ,A). (2.48)
Damit la¨sst sich die quasi-geostrophische potentielle Vorticitygleichung (2.45) als parti-
elle Differentialgleichung fu¨r ψ schreiben:
∂q
∂t
+ J(ψ, q) = − ∂
∂p
f0I
S0cp
. (2.49)
Sind die diabatischen Wa¨rmequellen sowie Randbedingungen gegeben, wird die Dyna-
mik der trockenen Atmospha¨re in der quasi-geostrophischen Approximation durch diese
Gleichung allein beschrieben. Vψ kann mittels (2.22) und T durch (2.20) und (2.43) aus
ψ bestimmt werden. Gleichung (2.49) ist Ausgangspunkt fu¨r die Herleitung des Modell-
gleichungssystems in den folgenden Abschnitten.
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Aus der Divergenzgleichung (2.31) kann eine weitere wichtige Gleichung hergeleitet wer-
den. Schließt man Terme der Gro¨ßenordnung V 2/L2 mit ein, ergibt sich nach Tabelle 2.1
die nichtlineare Balance-Gleichung:
∇ · (Vψ · ∇)Vψ +∆Φ− fζ − (k×∇f) ·Vψ = 0. (2.50)
Sie la¨sst sich unter Verwendung von (2.48) nach kurzer Rechnung in die von Kurgansky
(2002) angegebene diagnostische Beziehung zwischen Φ und ψ umformen:
∆Φ = ∇ · (f∇ψ) + 2J
(
∂ψ
∂x
,
∂ψ
∂y
)
. (2.51)
Die Balance-Gleichung ist auch in den Tropen recht genau und wird in dieser Arbeit ver-
wendet, um die vom quasi-geostrophischen Dreischichtenmodell simulierte Stromfunkti-
on mit Beobachtungsdaten zu vergleichen, die aus atmospha¨rischen Messungen gewon-
nen wurden und als geopotentielle Ho¨he z = g−1Φ von Standarddruckfla¨chen vorlie-
gen. Das Benutzen der Balance-Gleichung steht scheinbar im Widerspruch dazu, dass
die dem Modell zugrunde liegende Gleichung (2.49) implizit die wesentlich einfachere
und ungenauere Beziehung (2.43) beru¨cksichtigt. Die Begru¨ndung fu¨r die Verwendung
der Balance-Gleichung besteht darin, dass das Modell durch eine geeignete Festlegung
der diabatischen Wa¨rmequellen und der freien Parameter dahingehend optimiert wird,
eine mo¨glichst realita¨tsnahe Zirkulation zu simulieren (vgl. Kapitel 4), ungeachtet des-
sen, welche Approximationen die Modellgleichungen beinhalten. Es ist daher sinnvoll,
zum Vergleich mit Beobachtungen Geopotentialfelder zu bestimmen, die mit der simu-
lierten Zirkulation konsistent sind. Die Konvertierung der Stromfunktions-Daten quasi-
geostrophischer Modelle in Geopotential-Daten mit Hilfe von (2.51) bzw. einer linea-
risierten Version davon ist in der Literatur u¨blich (Marshall und Molteni, 1993; Selten,
1995; Crommelin, 2003c), genauso wie der Vergleich von Modell-Stromfunktionen mit
aus Beobachtungen bestimmten Stromfunktionen (Roads, 1987; Corti et al., 1997).
Wa¨hrend die vorausgegangenen Ausfu¨hrungen allgemeiner Art waren, werden im Rest
dieses Kapitels modellspezifische Aspekte betrachtet.
2.2 Vertikale Diskretisierung
Die Entwicklung des Dreischichtenmodells erfordert die Diskretisierung von (2.49)
bezu¨glich der bislang kontinuierlichen Variable p. Zur Vereinfachung der Notation in den
folgenden Rechnungen wird der so genannte inverse interne Rossby-Deformationsradius
Λ =
√
f 20
RS0p
(2.52)
eingefu¨hrt (Pedlosky, 1987). Damit lautet die quasi-geostrophische potentielle Vorticity-
gleichung (2.49) wie folgt:
∂q
∂t
+ J(ψ, q) = − ∂
∂p
RΛ2pI
f0cp
(2.53)
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mit
q = ∆ψ + f +
∂
∂p
Λ2p2
∂ψ
∂p
. (2.54)
Ein Vorteil dieser Schreibweise gegenu¨ber der Alternative (2.46) ist die Tatsache, dass
Λ in der Tropospha¨re nahezu konstant ist, so dass hier die Art der p-Abha¨ngigkeit der
Streckungsvorticity deutlicher wird.
Es wird vereinfachend angenommen, dass der Erdboden mit der Isobarfla¨che
p = p0 = 1000 hPa u¨bereinstimmt. Zur vertikalen Diskretisierung werden a¨quidistante
Druckniveaus mit dem Abstand δp = p0/6 betrachtet und (2.53) mittels Integration nach
p u¨ber drei vertikale Schichten gleicher Masse gemittelt. Die Schichten werden begrenzt
durch die Druckfla¨chen p = 0, 2δp, 4δp und 6δp. In jeder Schicht wird ψ als vertikal ho-
mogen angenommen, d. h. es gilt ψ = ψ1(x, y, t) in der oberen Schicht (zwischen 0 und
2δp), ψ = ψ2(x, y, t) in der mittleren Schicht und ψ = ψ3(x, y, t) in der unteren Schicht.
Nach der Integration verbleibende Ableitungen nach p werden durch finite Differenzen
approximiert:
∂ψ(p)
∂p
≈ ψ(p+ δp)− ψ(p− δp)
2δp
. (2.55)
Ferner wird angenommen, dass am oberen Modellrand keine diabatische Prozesse vor-
handen seien (I = 0 fu¨r p = 0), und es werden folgende Definitionen eingefu¨hrt:
Λ(2δp) = Λ1,
Λ(4δp) = Λ2,
I(2δp) = I1,
I(4δp) = I2.
(2.56)
Die Anwendung der Operation 1
2δp
∫ 2δp
0
dp · auf (2.53) liefert nach kurzer Rechnung eine
Gleichung fu¨r die obere Modellschicht:
∂
∂t
(∆ψ1 − Λ21(ψ1 − ψ2)) + J(ψ1,∆ψ1 + f + Λ21ψ2)
− 1
2δp
[
∂
∂t
Λ2p2
∂ψ
∂p
+ J
(
ψ,Λ2p2
∂ψ
∂p
)]
p=0
= −RΛ
2
1I1
f0cp
.
(2.57)
Bei dem letzten Term auf der linken Seite handelt es sich um die noch zu bestimmende
obere Randbedingung. Fu¨r die mittlere Modellschicht ( 1
2δp
∫ 4δp
2δp
dp ·) ergibt sich
∂
∂t
(∆ψ2 + Λ
2
1(ψ1 − ψ2)− 4Λ22(ψ2 − ψ3)) + J(ψ2,∆ψ2 + f + Λ21ψ1 + 4Λ22ψ3)
=− R(2Λ
2
2I2 − Λ21I1)
f0cp
.
(2.58)
Schließlich erha¨lt man mit 1
2δp
∫ 6δp
4δp
dp · fu¨r die untere Modellschicht
∂
∂t
(∆ψ3 + 4Λ
2
2(ψ2 − ψ3)) + J(ψ3,∆ψ3 + f + 4Λ22ψ2)
+
1
2δp
[
∂
∂t
Λ2p2
∂ψ
∂p
+ J
(
ψ,Λ2p2
∂ψ
∂p
)
+
RΛ2pI
f0cp
]
p=p0
=
2RΛ22I2
f0cp
.
(2.59)
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Zur Bestimmung der oberen und unteren Randbedingung wird auf den Ersten Hauptsatz
(2.44) zuru¨ckgegriffen, der mit (2.48) und (2.52) nach Multiplikation mit −f0/S0 die
folgende Form annimmt:
∂
∂t
Λ2p2
∂ψ
∂p
+ J
(
ψ,Λ2p2
∂ψ
∂p
)
+ f0ω = −RΛ
2pI
f0cp
. (2.60)
Die Randbedingungen ergeben sich dadurch, dass fu¨r den oberen und unteren Modellrand
Annahmen fu¨r die Vertikalgeschwindigkeit ω gemacht und in den Ersten Hauptsatz ein-
gesetzt werden. Am oberen Rand (p = 0) wird von ω = 0 ausgegangen, was zusammen
mit dem dortigen Verschwinden diabatischer Prozesse die obere Randbedingung
∂
∂t
Λ2p2
∂ψ
∂p
+ J
(
ψ,Λ2p2
∂ψ
∂p
)
= 0 (2.61)
ergibt. Am unteren Rand wird auf Annahmen fu¨r die Vertikalgeschwindigkeit w = dz/dt
im z-System zuru¨ckgegriffen, um einen Ausdruck fu¨r ω herzuleiten. Die Geschwindigkeit
w setzt sich aus einer bodenreibungsbedingten Vertikalgeschwindigkeit wR sowie einer
durch Anstro¨men der Orographie verursachten Vertikalgeschwindigkeit wT zusammen:
w = wR + wT . (2.62)
In Abschnitt 2.3 werden wR und wT spezifiziert. Im p-System gilt mit (2.21) und (2.48):
w =
dz
dt
=
∂z
∂t
+V · ∇z + ω∂z
∂p
≈ ∂z
∂t
+ J(ψ, z) + ω
∂z
∂p
. (2.63)
Aus (2.62) und (2.63) erha¨lt man mit Hilfe der hydrostatischen Grundgleichung (2.8) und
der Gasgleichung (2.1) sowie mit (2.13), (2.43) und J(ψ, ψ) = 0:
ω =
gp
RT
(
f0
g
∂ψ
∂t
− wR − wT
)
. (2.64)
Einsetzen in (2.60) ergibt die untere Randbedingung (p = p0):
∂
∂t
Λ2p2
∂ψ
∂p
+ J
(
ψ,Λ2p2
∂ψ
∂p
)
+
RΛ2pI
f0cp
= −f0gp
RT
(
f0
g
∂ψ
∂t
− wR − wT
)
. (2.65)
Approximiert man hier T durch die mittlere Temperatur TS an der Erdoberfla¨che und
definiert den so genannten inversen externen Rossby-Obukhov-Deformationsradius
Λ3 =
f0√
RTS
(2.66)
(Pedlosky, 1987), so erha¨lt man mit den Randbedingungen (2.61) und (2.65) aus (2.57),
(2.58) und (2.59) die folgenden
”
vorla¨ufigen“ Modellgleichungen:
∂
∂t
(∆ψ1 − Λ21(ψ1 − ψ2)) =− J(ψ1,∆ψ1 + f + Λ21ψ2)−
RΛ21I1
f0cp
∂
∂t
(∆ψ2 + Λ
2
1(ψ1 − ψ2)− 4Λ22(ψ2 − ψ3)) =− J(ψ2,∆ψ2 + f + Λ21ψ1 + 4Λ22ψ3)
− R(2Λ
2
2I2 − Λ21I1)
f0cp
∂
∂t
(∆ψ3 + 4Λ
2
2(ψ2 − ψ3)− 3Λ23ψ3) =− J(ψ3,∆ψ3 + f + 4Λ22ψ2)
+
2RΛ22I2
f0cp
− 3Λ23
g
f0
(wR + wT ).
(2.67)
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Die Festlegung von I1, I2, wR und wT erfolgt im kommenden Abschnitt.
2.3 Parametrisierungen
Bei der Entwicklung von Modellen mu¨ssen ha¨ufig bestimmte Gro¨ßen, die zwar in den
Gleichungen auftreten, aber nicht na¨her spezifiziert sind (wie z. B. I1, I2 in (2.67)), als
Funktion der verfu¨gbaren Modellvariablen festgelegt werden. Oft werden auch zusa¨tzli-
che Terme, die ebenfalls abha¨ngig von den vorhandenen Variablen sind, zu den Gleichun-
gen hinzugefu¨gt, um unberu¨cksichtigte Prozesse zu modellieren oder Modellartefakte zu
kompensieren. Solche Festlegungen von Termen bezeichnet man als Parametrisierungen.
Beim Dreischichtenmodell werden die Auswirkung der Orographie auf die Stro¨mung so-
wie diabatische und dissipative Prozesse als Funktion von ψ1, ψ2 und ψ3 parametrisiert.
Dies umfasst die Festlegung der bislang unbestimmten Terme I1, I2, wT und wR in (2.67)
sowie zusa¨tzlich die Einfu¨hrung einer horizontalen Diffusion.
Die diabatischen Erwa¨rmungsraten I1 und I2 in den Druckniveaus 2δp = 333 hPa und
4δp = 667 hPa werden nach Charney (1959) jeweils durch thermische Relaxation gegen
ein vorgegebenes Strahlungsgleichgewichtstemperaturfeld realisiert, d. h. die Erwa¨rmung
ist proportional zur Differenz zwischen Gleichgewichtstemperatur und tatsa¨chlicher Tem-
peratur:
I1 =χcp(T
∗
1 − T1),
I2 =χcp(T
∗
2 − T2).
(2.68)
Hierbei sind T ∗1 und T ∗2 die Gleichgewichtstemperaturen in den Niveaus 333 hPa und 667
hPa, T1 und T2 die tatsa¨chlichen Temperaturen und χ die newtonsche Abku¨hlungskonstan-
te der Dimension [s−1]. Mit den Relationen (2.20) und (2.43) sowie der Approximation
(2.55) lassen sich T1 und T2 durch die Stromfunktionen ausdru¨cken:
T1 =
f0
R
(ψ1 − ψ2),
T2 =
2f0
R
(ψ2 − ψ3).
(2.69)
Durch die Definition der Strahlungsgleichgewichtsstromfunktionen
τ ∗1 =
R
f0
T ∗1 ,
τ ∗2 =
R
2f0
T ∗2
(2.70)
wird die diabatische Erwa¨rmung wie folgt durch ψ1, ψ2 und ψ3 parametrisiert:
I1 =
χf0cp
R
(τ ∗1 − (ψ1 − ψ2)),
I2 =
2χf0cp
R
(τ ∗2 − (ψ2 − ψ3)).
(2.71)
Die Felder τ ∗1 und τ ∗2 werden zeitlich konstant gehalten, da nur Modellsimulationen un-
ter
”
ewigen Winterbedingungen“ durchgefu¨hrt werden. Die diabatischen Erwa¨rmungs-
raten I1 und I2 lassen sich jeweils zerlegen in eine zeitlich konstante Quelle der
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quasi-geostrophischen potentiellen Vorticity und eine Senke, die von der Verteilung der
tatsa¨chlichen Temperatur abha¨ngt. Der Quellterm ist proportional zu τ ∗1 bzw. τ ∗2 und tra¨gt
zum Antrieb des Modells bei. Er modelliert vor allem die solare Einstrahlung, thermische
Land-Meer-Unterschiede und, im zeitlichen Mittel, die Abgabe oder Aufnahme latenter
Wa¨rme bei Phasenu¨berga¨ngen des Wassers (siehe Kapitel 4). Die Senke ist proportio-
nal zur tatsa¨chlichen Temperatur und modelliert die Dissipation innerer Energie durch
infrarote Abstrahlung. Die resultierende Abku¨hlung hat eine Da¨mpfung der vertikalen
Windscherung zur Folge.
Fu¨r die orographisch induzierte Vertikalgeschwindigkeit wT ist aus kinematischen
Gru¨nden der Ansatz wT = V3 · ∇h folgerichtig. Bei V3 handelt es sich um die Ho-
rizontalgeschwindigkeit in der unteren Modellschicht und bei h(x, y) um die Ho¨he der
Orographie. In guter Na¨herung kann der Ansatz durch den Ausdruck
wT = J(ψ3, h) (2.72)
ersetzt werden, siehe z. B. Wa¨ntig (1988).
Zur Bestimmung der bodenreibungsbedingten Vertikalgeschwindigkeit wR bedarf es ei-
ner kurzen Diskussion der bodennahen Stro¨mungsvorga¨nge in der realen Atmospha¨re.
Aufgrund der Bodenreibung bildet sich u¨ber der Erdoberfla¨che eine etwa 1-2 km dicke
turbulente Grenzschicht (die so genannte Ekman-Schicht) aus. Innerhalb der Grenzschicht
weicht der tatsa¨chliche Wind deutlich vom geostrophischen Wind (2.38) ab und besitzt
eine erhebliche dem Druckgradienten entgegengerichtete Komponente. Die bodennahe
Luftstro¨mung fu¨hrt somit zu einem Abbau der Druckgegensa¨tze. Das Auffu¨llen von Tief-
druckgebieten durch die bodennahe Stro¨mung fu¨hrt aus Kontinuita¨tsgru¨nden zu einem
Aufsteigen von Luftmassen innerhalb der Tiefdruckgebiete.1 In Hochdruckgebieten hin-
gegen findet ein Absinken der Luft statt. Die Bodenreibung induziert also in der Tat ei-
ne Vertikalgeschwindigkeit; diese ist, wie gezeigt werden kann (Charney und Eliassen,
1949; Etling, 1996), am oberen Rand der Grenzschicht in guter Na¨herung proportional
zur Vorticity. Fu¨r die reibungsbedingte Vertikalgeschwindigkeit wR ergibt sich daraus der
Ansatz wR = K∆ψ3 mit einer positiven Reibungskonstanten K der Dimension [m], die
etwa einem Sechstel der Grenzschichtdicke entspricht. Diese reibungsbedingte Vertikal-
geschwindigkeit wu¨rde nach Einsetzen in (2.67) durch Da¨mpfung von ψ3 als Senke der
quasi-geostrophischen potentiellen Vorticity wirken. Ein solcher Ansatz fu¨r wR wu¨rde
jedoch aufgrund der starken Vereinfachungen des Modells, insbesondere der groben ver-
tikalen Diskretisierung dazu fu¨hren, dass die Westwinde in der untersten Modellschicht
unrealistisch schwach wa¨ren. Es wird daher ein zusa¨tzlicher Quellterm nach Houtekamer
(1991) eingefu¨hrt und wR durch
wR = K∆(ψ3 − ψ∗3) (2.73)
mit einer zeitlich konstanten Antriebsstromfunktion ψ∗3 festgelegt. Als Folge wird ψ3 nicht
gegen Null, sondern gegen ψ∗3 geda¨mpft. Eine solche geeignet gewa¨hlte Antriebsstrom-
funktion erweist sich als erforderlich, um in der untersten Modellschicht Westwinde in
ausreichender Sta¨rke zu entfachen. Dieser Oberfla¨chenantrieb kann als Ersatz fu¨r den feh-
lenden thermischen Antrieb innerhalb der untersten Modellschicht angesehen werden, in
Analogie zu barotropen Modellen (siehe auch Kapitel 5), wo ein thermischer Antrieb ganz
1Damit verbunden ist eine Abku¨hlung der Luftmassen, Kondensation und Wolkenbildung.
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fehlt und ebenfalls durch eine Antriebsstromfunktion als einzige Vorticityquelle imitiert
wird.
Als letzte Parametrisierung wird eine skalenselektive Horizontaldiffusion (Hyperdiffusi-
on) eingefu¨hrt. Sie ist aufgrund der begrenzten horizontalen Auflo¨sung des Modells (sie-
he Abschnitt 2.6) notwendig und bewirkt eine Dissipation vor allem der in den kleinsten
noch aufgelo¨sten Skalen der Stro¨mung enthaltenen Energie, wa¨hrend die gro¨ßeren Skalen
weitgehend unangetastet bleiben. Zur Begru¨ndung ist der Energietransfer zwischen den
verschiedenen Skalen in der realen Atmospha¨re zu betrachten. Die Energiequelle fu¨r die
atmospha¨rischen Bewegungen ist die ra¨umlich inhomogene diabatische Erwa¨rmung. Die
bedeutendsten ra¨umlichen Variationen der Erwa¨rmung sind der ¨Aquator-Pol-Unterschied
in der solaren Einstrahlung sowie, besonders in Sommer und Winter, thermische Land-
Meer-Kontraste. Der Energieeintrag findet also hauptsa¨chlich auf der planetaren Skala
statt. Ein Teil der zugefu¨hrten Energie wird in kinetische Energie der Stro¨mung umge-
wandelt. Die Nichtlinearita¨t der Bewegungsgleichungen bewirkt nun einen Transfer kine-
tischer Energie zwischen den verschiedenen Skalen. Diese Wechselwirkungen sind Ursa-
che komplexer Ru¨ckkopplungen und chaotischer Dynamik der Stro¨mung. Insbesondere
wird netto kinetische Energie von großen zu kleinen und kleinsten Skalen (Mikroturbu-
lenz) transportiert und schliesslich auf molekularer Ebene in Wa¨rme umgewandelt. Eine
Begrenzung der horizontalen Auflo¨sung des Modells unterbricht jedoch diese Energie-
kaskade und bewirkt eine Akkumulation von Energie in den kleinsten noch aufgelo¨sten
Skalen. Als Ersatz fu¨r das fehlende Abfließen der Energie zu den nicht mehr aufgelo¨sten
Skalen und als
”
Vorwegnahme“ der molekularen Dissipation dient die skalenselektive
Horizontaldiffusion. Sie wird durch das Einfu¨gen des Zusatzterms
D∆3(q − f) (2.74)
auf der rechten Seite von (2.53) implementiert und wirkt somit als Senke der quasi-
geostrophischen potentiellen Vorticity. Die Diffusionskonstante D hat hierbei die Dimen-
sion [m6s−1]. Frederiksen et al. (1996) liefern eine ausfu¨hrliche Diskussion der Auswir-
kungen der Horizontaldiffusion. Um eine vertikal diskrete Darstellung von (2.74) zu er-
halten, wird die im vorigen Abschnitt dargestellte vertikale Diskretisierung wiederholt,
wobei auf der linken Seite der Randbedingungen (2.61) und (2.65) ebenfalls jeweils ein
Zusatzterm addiert wird, na¨mlich D∆3(Λ2p2∂ψ/∂p) bei (2.61) und D∆3(Λ2p2∂ψ/∂p +
f 20 pψ/RT ) bei (2.65).
Setzt man anschließend die u¨brigen Parametrisierungen (2.71), (2.72) und (2.73) ein, so
ergibt sich folgendes Modellgleichungssystem:
∂
∂t
(∆ψ1 − Λ21(ψ1 − ψ2)) =− J(ψ1,∆ψ1 + f + Λ21ψ2)
− Λ21χ(τ ∗1 − (ψ1 − ψ2))
+D∆3(∆ψ1 − Λ21(ψ1 − ψ2))
∂
∂t
(∆ψ2 + Λ
2
1(ψ1 − ψ2)− 4Λ22(ψ2 − ψ3)) =− J(ψ2,∆ψ2 + f + Λ21ψ1 + 4Λ22ψ3)
+ Λ21χ(τ
∗
1 − (ψ1 − ψ2))
− 4Λ21χ(τ ∗2 − (ψ2 − ψ3))
+D∆3(∆ψ2)
+D∆3(Λ21(ψ1 − ψ2)− 4Λ22(ψ2 − ψ3))
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(ψ˜1, ψ˜2, ψ˜3, τ˜
∗
1 , τ˜
∗
2 , ψ˜
∗
3) = a
−2Ω−1(ψ1, ψ2, ψ3, τ ∗1 , τ
∗
2 , ψ
∗
3)
∂/∂t˜ = Ω−1∂/∂t
∆˜ = a2∆
J˜(A,B) = a2J(A,B)
Λ˜21 = a
2Λ21
Λ˜22 = 4a
2Λ22
Λ˜23 = 3a
2Λ23
2µ = 2 sinϕ = f˜ = Ω−1f
χ˜ = Ω−1χ
K˜ = gf−10 a
−2Ω−1K
h˜ = gf−10 a
−2Ω−1h
D˜ = a−6Ω−1D
Tabelle 2.2: Berechnung dimensionsloser Variablen und Differentialoperatoren (linke Seite) aus
den entsprechenden dimensionsbehafteten Gro¨ßen.
∂
∂t
(∆ψ3 + 4Λ
2
2(ψ2 − ψ3)− 3Λ23ψ3) =− J
(
ψ3,∆ψ3 + f + 4Λ
2
2ψ2 + 3
Λ23g
f0
h
)
+ 4Λ21χ(τ
∗
2 − (ψ2 − ψ3))
− 3Λ23
g
f0
K∆(ψ3 − ψ∗3)
+D∆3(∆ψ3)
+D∆3(4Λ22(ψ2 − ψ3)− 3Λ23ψ3).
(2.77)
Diese dimensionsbehafteten Gleichungen werden im folgenden Abschnitt entdimensio-
niert.
2.4 Entdimensionierung
Um einige Vorfaktoren aus den Modellgleichungen zu entfernen und Berechnungen auf
der Einheitsspha¨re zu ermo¨glichen, werden die dimensionsbehafteten Gro¨ßen mit Hilfe
charakteristischer Maße in dimensionslose Gro¨ßen u¨berfu¨hrt. Hierbei dient Ω−1 = 3,81 h
als Maß fu¨r die Zeit und der Erdradius a = 6371 km als horizontales La¨ngenmaß,
wa¨hrend f0a2Ω/g = 31,1 km als vertikale Skalenho¨he dient.
Gema¨ß Tabelle 2.2 werden die mit einer Tilde˜gekennzeichneten dimensionslosen Va-
riablen und Differentialoperatoren aus ihren dimensionsbehafteten Pendants berechnet.
Einsetzen dieser Beziehungen in die Modellgleichungen (2.77) ergibt nach Division durch
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Ω2 und Weglassen der Tilden die dimensionslosen Modellgleichungen:
∂q1
∂t
=− J(ψ1, q1)− Λ21χ(τ ∗1 − (ψ1 − ψ2)) +D∆3(q1 − 2µ)
∂q2
∂t
=− J(ψ2, q2) + Λ21χ(τ ∗1 − (ψ1 − ψ2))− Λ22χ(τ ∗2 − (ψ2 − ψ3)) +D∆3(q2 − 2µ)
∂q3
∂t
=− J(ψ3, q3) + Λ22χ(τ ∗2 − (ψ2 − ψ3))− Λ23K∆(ψ3 − ψ∗3)
+D∆3(q3 − 2µ− Λ23h)
(2.78)
mit
q1 =∆ψ1 + 2µ− Λ21(ψ1 − ψ2)
q2 =∆ψ2 + 2µ+ Λ
2
1(ψ1 − ψ2)− Λ22(ψ2 − ψ3)
q3 =∆ψ3 + 2µ+ Λ
2
2(ψ2 − ψ3)− Λ23ψ3 + Λ23h.
(2.79)
2.5 Transformation in vertikale Eigenmoden
Das Modellgleichungssystem ist in der Form (2.78) nicht lo¨sbar, weil es keine Diago-
nalgestalt hat, d. h. jede Gleichung entha¨lt die Zeitableitung mehrerer Funktionen. Zur
Transformation auf Diagonalgestalt wird das System in vektorieller Form geschrieben:
∂
∂t
(E∆+A)Ψ = q˙ (2.80)
mit der 3× 3-Einheitsmatrix E, der symmetrischen Matrix
A =
 −Λ21 Λ21 0Λ21 −Λ21 − Λ22 Λ22
0 Λ22 −Λ22 − Λ23
 , (2.81)
dem Vektor der Stromfunktionen
Ψ =
 ψ1ψ2
ψ3
 (2.82)
und dem Vektor der rechten Seite von (2.78):
q˙ =
 q˙1q˙2
q˙3
 . (2.83)
Die Matrix A wird durch die orthogonale Matrix
U =
 u11 u12 u13u21 u22 u23
u31 u32 u33
 (2.84)
diagonalisiert:
UTAU = D, (2.85)
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wobei die Diagonalmatrix
D =
 e1 0 00 e2 0
0 0 e3
 (2.86)
die Eigenwerte vonA entha¨lt, und jeweils die i-te Spalte vonU der normierte Eigenvektor
von A zum Eigenwert ei ist. Definiert man nun den Vektor der vertikalen Eigenmoden
Θ =
 θ1θ2
θ3
 (2.87)
durch
Θ = UTΨ (2.88)
bzw.
Ψ = UΘ, (2.89)
so erha¨lt man nach Einsetzen in (2.80), Multiplikation von links mit UT und Verwendung
von (2.85) das diagonalisierte Modellgleichungssystem:
∂
∂t
(E∆+D)Θ = UT q˙, (2.90)
oder in Indexschreibweise:
∂
∂t
(∆ + ei)θi =
3∑
j=1
uij q˙j, i = 1, 2, 3. (2.91)
Nach Anwendung eines zu (∆ + ei) inversen Operators (siehe Abschnitt 2.6) beschreibt
dieses System die Zeitentwicklung der vertikalen Moden θi, welche die Stromfunktio-
nen ψi als prognostische Modellvariablen ersetzt haben. Zur Auswertung der q˙j , die als
Funktionen der ψi formuliert sind, muss die Transformation (2.89) verwendet werden.
Was ist nun die anschauliche Bedeutung der vertikalen Moden? Nach (2.88) gibt die j-te
Komponente des i-ten Eigenvektors vonA (Spaltenvektors vonU) den Beitrag der Strom-
funktion ψj zu θi an. Bei realita¨tsnaher Wahl der Parameter Λ21, Λ22 und Λ23 zeigt sich,
dass der Eigenvektor zum betragsma¨ßig kleinsten Eigenwert drei na¨herungsweise gleiche
Komponenten besitzt, so dass die entsprechende vertikale Mode etwa dem vertikalen Mit-
tel der Stromfunktionen entspricht und somit den vertikal gemittelten Wind beschreibt.
Man bezeichnet diese Eigenmode als barotrope Mode. Die anderen beiden Eigenvektoren
besitzen einen bzw. zwei Vorzeichenwechsel in den Komponenten. Die zugeho¨rigen Mo-
den beru¨cksichtigen also vertikale Differenzen in den Stromfunktionen und beschreiben
somit die vertikale Windscherung. Diese Moden werden als barokline Moden bezeichnet
(vgl. Pedlosky, 1987).
2.6 Horizontale Diskretisierung
Zur horizontalen Diskretisierung von (2.91) wird hier die spektrale Methode benutzt, die
von Silberman (1954) erstmalig in die Atmospha¨renmodellierung eingefu¨hrt wurde und
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heute bei einer Vielzahl sowohl idealisierter als auch komplexer atmospha¨rischer Zirkula-
tionsmodelle Verwendung findet. Die Methode beinhaltet zwei Schritte, die in den folgen-
den beiden Unterabschnitten beschrieben werden. Im ersten Schritt werden alle ra¨umlich
vera¨nderlichen Gro¨ßen (hier θi, ψi, h etc.) sowie alle im Modellgleichungssystem auf-
tretenden Terme nach Eigenfunktionen des Laplace-Operators (horizontalen Moden) ent-
wickelt. Nach einem Koeffizientenvergleich ergibt sich ein System aus unendlich vielen
autonomen gewo¨hnlichen Differentialgleichungen, das die Zeitentwicklung der Entwick-
lungskoeffizienten der prognostischen Variablen beschreibt. Diese Gleichungen enthalten
unendliche Summen, die von der Modenentwicklung der nichtlinearen Advektionsterme
(Jacobi-Terme) herru¨hren und die Wechselwirkungen zwischen den verschiedenen Moden
wiedergeben. Der zweite Schritt stellt die eigentliche Diskretisierung dar: Die Modenent-
wicklung wird abgebrochen, es werden nur endlich viele Gleichungen beibehalten. Die
enthaltenen Summen werden zudem ebenfalls endlich, da sie nur noch die Wechselwir-
kungen zwischen den beibehaltenen Moden beru¨cksichtigen. Der Abbruch der Entwick-
lung hat eine Beschra¨nkung der horizontalen Auflo¨sung zur Folge.
Die numerische Auswertung der Advektionsterme als endliche Summen von Wechselwir-
kungstermen ist sehr zeitaufwa¨ndig und ineffektiv, insbesondere wenn sehr viele Moden
beru¨cksichtigt werden. In diesem Fall bewirkt die Verwendung einer alternativen Auswer-
tungsmethode, na¨mlich der spektralen Transformationsmethode, bei der die Advektions-
terme auf einem Gitter berechnet werden, eine erhebliche Effizienzsteigerung. Sie wird
auch bei dem in dieser Arbeit besprochenen Modell benutzt und im dritten Unterabschnitt
beschrieben.
2.6.1 Entwicklung nach horizontalen Eigenmoden
Die in (2.91) auftretenden Funktionen sind auf der Einheitsspha¨re definiert. Auf dieser
erfu¨llen die Kugelfla¨chenfunktionen Y mn (λ, µ), mit µ = sinϕ, die Eigenwertgleichung
des horizontalen Laplace-Operators:
∆Y mn (λ, µ) = anY
m
n (λ, µ) (2.92)
mit dem (2n+ 1)-fach entarteten Eigenwert
an = −n(n+ 1). (2.93)
Die Kugelfla¨chenfunktionen sind durch
Y mn (λ, µ) = P
m
n (µ)e
imλ, n ≥ 0, |m| ≤ n (2.94)
gegeben. Bei Pmn (µ) handelt es sich um die zugeordneten Legendre-Polynome:
Pmn (µ) =
(
(2n+ 1)
2
(n−m)!
(n+m)!
) 1
2 (1− µ2)m2
2nn!
dn+m
dµn+m
(µ2 − 1)n. (2.95)
Diese besitzen die Eigenschaft P−mn = (−1)mPmn und sind orthonormiert auf dem Inter-
vall [−1, 1]: ∫ 1
−1
dµ Pmn (µ)P
m′
n′ (µ) = δnn′δmm′ (2.96)
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mit dem Kronecker-Symbol δ. Fu¨r die Kugelfla¨chenfunktionen ergibt sich damit die Or-
thonormalita¨tsbeziehung
1
2pi
∫ 1
−1
dµ
∫ 2pi
0
dλ Y mn (λ, µ)Y
m′∗
n′ (λ, µ) = δnn′δmm′ , (2.97)
wobei der Stern ∗ die komplexe Konjugation bezeichnet. Ferner bilden die Kugelfla¨chen-
funktionen ein vollsta¨ndiges System im Raum der quadratintegrablen Funktionen auf der
Spha¨re, so dass sich jede beliebige derartige Funktion ψ nach ihnen entwickeln la¨sst:
ψ(λ, µ) =
∞∑
n=0
n∑
m=−n
ψmn Y
m
n (λ, µ). (2.98)
Die komplexen Entwicklungskoeffizienten ψnm, die so genannten spektralen Koeffizien-
ten, ergeben sich durch die Projektion auf die Kugelfla¨chenfunktionen:
ψmn =
1
2pi
∫ 1
−1
dµ
∫ 2pi
0
dλ ψ(λ, µ)Y m∗n (λ, µ). (2.99)
Ist ψ reell, so ist die gesamte Information u¨ber ψ bereits in den Koeffizienten ψmn mit
m ≥ 0 enthalten, denn mit Y −mn = (−1)mY m∗n folgt
ψ−mn = (−1)mψm∗n (2.100)
und damit
Im ψmn = 0 fu¨r m = 0. (2.101)
Entwickelt man nun θi und q˙j aus (2.91) in der gleichen Weise wie ψ in (2.98), nutzt
die Eigenwertgleichung (2.92) aus und vergleicht die Koeffizienten der Kugelfla¨chen-
funktionen, so ergibt sich das Modellgleichungssystem in spektraler Form, welches die
Zeitentwicklung der Entwicklungskoeffizienten der θi beschreibt:
dθmin
dt
=
1
an + ei
3∑
j=1
uij q˙
m
jn, i = 1, 2, 3. (2.102)
Die Eigenwertgleichung ermo¨glicht also die Inversion des Operators (∆ + ei) in sehr
einfacher Weise durch komponentenweise Division. Die Entwicklungskoeffizienten q˙mjn
besitzen nach (2.78) folgende Gestalt:
q˙m1n =− Jmψ1n −Bmψ1n − Λ21Jmψ1ψ2n − Λ21χ(τ ∗m1n − (ψm1n − ψm2n))
+Da3n(anψ
m
1n − Λ21(ψm1n − ψm2n)),
q˙m2n =− Jmψ2n −Bmψ2n − Λ21Jmψ2ψ1n − Λ22Jmψ2ψ3n + Λ21χ(τ ∗m1n − (ψm1n − ψm2n))
− Λ22χ(τ ∗m2n − (ψm2n − ψm3n))
+Da3n(anψ
m
2n + Λ
2
1(ψ
m
1n − ψm2n)− Λ22(ψm2n − ψm3n)),
q˙m3n =− Jmψ3n −Bmψ3n − Λ22Jmψ3ψ2n + Λ22χ(τ ∗m2n − (ψm2n − ψm3n))
− Λ23Kan(ψm3n − ψ∗m3n ) +Da3n(anψm3n + Λ22(ψm2n − ψm3n)− Λ23ψm3n),
(2.103)
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wobei fu¨r beliebige Funktionen ψ(λ, µ) und ϑ(λ, µ) definiert wurde:
Bmψn =
1
2pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ, 2µ)Y m∗n ,
Jmψn =
1
2pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ,∆ψ)Y m∗n ,
Jmψϑn =
1
2pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ, ϑ)Y m∗n .
(2.104)
Mit der dimensionslosen Gestalt des Jacobi-Operators
J(A,B) =
∂A
∂λ
∂B
∂µ
− ∂A
∂µ
∂B
∂λ
(2.105)
und mit (2.99) la¨sst sich leicht zeigen, dass
Bmψn = 2imψ
m
n (2.106)
gilt. Die Terme Jmψn und Jmψϑn besitzen hingegen eine sehr komplizierte Struktur. Ihre
Berechnung ist nicht trivial und wird, wie auch (2.106), in Anhang A gezeigt. Wa¨ren
diese Terme abwesend, wa¨re (2.102), wie an (2.103) erkennbar ist, vo¨llig linear und es
bestu¨nde keine Wechselwirkung zwischen den verschiedenen Eigenmoden, abgesehen
von dem durch die Bmψn-Terme verursachten Austausch zwischen den Real- und Ima-
gina¨rteilen der θmin, was einer horizontalen linearen Wellenausbreitung entspricht. Jmψn und
Jmψϑn hingegen ha¨ngen von Entwicklungskoeffizienten ψm
′
n′ und ϑm
′
n′ mit (n′,m′) 6= (n,m)
ab und beschreiben die nichtlinearen Wechselwirkungen zwischen den Moden. Jede die-
ser Wechselwirkungen besitzt eine
”
Triaden“-Struktur, d. h. das Produkt der Amplituden
zweier Moden wirkt sich auf die Tendenz einer dritten Mode aus, wobei die Energie stets
erhalten bleibt, denn die Energie wird zwischen den drei Moden lediglich ausgetauscht.
Die Sta¨rke der Wechselwirkungen innerhalb einer Triade wird durch einen zugeho¨rigen
Wechselwirkungskoeffizienten angegeben. Zu jeder erdenklichen Kombination dreier Mo-
den la¨sst sich ein Wechselwirkungskoeffizient bestimmen, und es gibt im Prinzip unend-
lich viele Triaden, in denen die Mode (n,m) involviert ist. Somit bestehen Jmψn und Jmψϑn
aus unendlichen Summen. Jedoch verschwinden die meisten Wechselwirkungskoeffizi-
enten, so dass nur vergleichsweise wenige Moden tatsa¨chlich miteinander interagieren.
Dennoch bewirken die verbleibenden Wechselwirkungen die gewaltige Komplexita¨t der
atmospha¨rischen Dynamik.
Zur ra¨umlichen Struktur der Kugelfla¨chenfunktionen Y mn : Die Zahl |m| gibt die Zahl der
Wellen in zonaler Richtung (Ost-West-Richtung) an und wird daher als zonale Wellenzahl
bezeichnet. Hingegen wird n−|m| ha¨ufig, wie auch hier, meridionale Wellenzahl genannt.
Genaugenommen ist die Bezeichnung nicht ganz zutreffend, da n − |m| in Wirklichkeit
die Zahl der Knoten von Ynm zwischen den Polen angibt.2 Den Index n bezeichnet man
als totale Wellenzahl.
2Zusa¨tzlich verschwindet Y mn fu¨r m 6= 0 an den Polen, fu¨r m = 0 jedoch nicht. Das zugeordnete
Legendre-Polynom P 0n ist gleich dem
”
gewo¨hnlichen“ Legendre-Polynom n-ten Grades, welches bei 1 und
−1 nicht verschwindet. Nur fu¨r m = 0 ist der Begriff
”
meridionale Wellenzahl“ tatsa¨chlich zutreffend. Fu¨r
m 6= 0 erho¨ht sich die Zahl der Wellen in meridionaler Richtung aufgrund der zusa¨tzlichen Nullstellen an
den Polen um 1.
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2.6.2 Abbruch der Entwicklung
Um ein endlichdimensionales System zu erhalten, betrachtet man nur eine endliche Zahl
horizontaler Moden. Bei der Auswahl der Moden haben sich verschiedene Herangehens-
weisen etabliert. Bei so genannten Modellen niederer Ordnung (z. B. bei Charney und
DeVore, 1979; Ka¨lle´n, 1981; Wa¨ntig, 1988; Weisheimer, 2000) werden nur einige weni-
ge großskalige Moden verwendet, um ausgewa¨hlte Wechselwirkungen zu studieren. Ist
ein ho¨herer Komplexita¨tsgrad erwu¨nscht, so verwendet man in der Regel alle Moden bis
auf diejenigen mit totaler Wellenzahl n > N (so genannter Dreiecksabbruch, triangular
truncation) oder aber bis auf diejenigen, die eine zonale Wellenzahl |m| > N oder ei-
ne meridionale Wellenzahl n − m > N besitzen (Parallelogrammabbruch, rhomboidal
truncation). Die Bezeichnungen fu¨r die Abbru¨che sind leicht einzusehen, wenn man die
beru¨cksichtigten Moden in einer m-n-Ebene unter Beachtung der Eigenschaft |m| ≤ n
einzeichnet und sich dabei auf m ≥ 0 beschra¨nkt. Der Parameter N ist ein Maß fu¨r die
horizontale Auflo¨sung des Modells.
In dieser Arbeit wird ein Dreiecksabbruch mit N = 21 verwendet. Man spricht von spek-
traler T21-Auflo¨sung (das T ist von
”
triangular“ abgeleitet). Zusa¨tzlich erfolgt hier ei-
ne Beschra¨nkung auf die Moden mit ungerader meridionaler Wellenzahl n − |m|. Die-
se Moden besitzen einen Knoten am ¨Aquator und sind antisymmetrisch bezu¨glich die-
sem, wa¨hrend die u¨brigen Moden symmetrisch sind. Diese Beschra¨nkung hat ein Ver-
schwinden der Stromfunktionen am ¨Aquator zur Folge, weswegen der Wind den ¨Aquator
niemals u¨berquert. Die Hemispha¨ren sind so vollsta¨ndig entkoppelt, und die Stro¨mung
auf der Su¨dhemispha¨re wird zu einem Spiegelbild der nordhemispha¨rischen Stro¨mung.
Man erha¨lt ein Modell einer Hemispha¨re. Das hemispha¨rische System ist ein invarian-
tes Teilsystem des globalen Systems, denn die Wechselwirkungen zwischen den anti-
symmetrischen Moden wirken sich nicht auf die symmetrischen Moden aus, wie man
mit Hilfe so genannter Auswahlregeln (siehe Anhang A) fu¨r die Wechselwirkungskoef-
fizienten zeigen kann. Die Bezeichnung fu¨r den hier verwendeten Abbruch der spektra-
len Modenentwicklung la¨sst sich unter dem Begriff
”
T21, hemispha¨risch“ zusammenfas-
sen. Fu¨r die Verwendung der hemispha¨rischen Na¨herung spricht zum einen das Versa-
gen der quasi-geostrophischen Approximation in ¨Aquatorna¨he. Es ist anzunehmen, dass
die Kopplung zwischen den Hemispha¨ren nicht korrekt simuliert wu¨rde und ihre Ver-
nachla¨ssigung sogar einen Vorteil darstellen ko¨nnte. Zum anderen vereinfacht sich die
Untersuchung des Systems mit Methoden der Nichlinearen Dynamik, da die Dimensi-
on na¨herungsweise halbiert wird. Gegen die hemispha¨rische Approximation spricht die
Mo¨glichkeit unerwu¨nschter Wellenreflexionen am ¨Aquator (Corti et al., 1997).
Durch Abza¨hlung und unter Beachtung von (2.100) und (2.101) kann man zeigen, dass
das so konstruierte hemispha¨rische spektrale T21-Dreischichtenmodell 693 unabha¨ngige
reelle Komponenten besitzt.
Der spektrale Abbruch unterdru¨ckt die Wechselwirkungen zwischen den beru¨cksichtig-
ten und unberu¨cksichtigten Moden, was eine u¨berma¨ßige Ansammlung von Energie in
den Moden nahe der Abbruchsgrenze verursacht, wie bereits in Abschnitt 2.3 diskutiert
wurde. Dies wird durch die horizontale Hyperdiffusion ku¨nstlich kompensiert.
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2.6.3 Spektrale Transformationsmethode
Die Auswertung der nichtlinearen Jacobi-Terme mit Hilfe der Wechselwirkungskoeffizi-
enten ist bei T21-Auflo¨sung a¨ußerst uneffizient, da sehr viele Terme summiert werden
mu¨ssen, wobei obendrein die meisten Summanden Null sind. Eine Alternative stellt die
von Eliasen et al. (1970) und Orszag (1970) eingefu¨hrte spektrale Transformationsmetho-
de dar. Hierbei werden zur Bestimmung des Jacobi-Operators (2.105) die Terme ∂A/∂λ,
∂B/∂µ, ∂A/∂µ und ∂B/∂λ zuna¨chst im spektralen Raum berechnet und anschließend
auf ein hinreichend feines Gitter mit den Gitterpunktskoordinaten (λi, µj), i = 1, . . . , K1,
j = 1, . . . , K2, transformiert. Die geographischen La¨ngen λi sind a¨quidistant. Bei den
Werten µj handelt es sich um die Nullstellen des Legendre-Polynoms vom Grade K2.
Die zugeho¨rigen geographischen Breiten ϕj = arcsinµj bezeichnet man als gaußsche
Breiten, sie sind na¨herungsweise a¨quidistant. Auf diesem gaußschen Gitter finden die
Multiplikationen und Differenzbildungen gema¨ß (2.105) statt; das Ergebnis wird in den
Raum der spektralen Koeffizienten ru¨cktransformiert. Damit die Auswertung der Produk-
te ohne Aliasing mo¨glich ist, mu¨ssen die
”
Gitterkonstanten“ K1 und K2 im Falle eines
Dreiecksabbruchs bei Wellenzahl N die Relationen K1 ≥ 3N +1 und K2 ≥ (3N +1)/2
erfu¨llen. Bei der T21-Auflo¨sung ergibt sich ein 64 × 32-Gitter mit einem Gitterpunkts-
abstand von 5, 625◦, was nicht mit der deutlich niedrigeren Modellauflo¨sung verwechselt
werden sollte. Einzelheiten zur spektralen Transformationsmethode sind bei Machenhau-
er (1979) und Satoh (2004) zu finden. Hier werden nur die Grundprinzipien erla¨utert.
Aus der Entwicklung der Funktion A(λ, µ) entsprechend (2.98) folgt
∂A
∂λ
=
∞∑
n=0
n∑
m=−n
imAmn Y
m
n (λ, µ),
∂A
∂µ
=
∞∑
n=0
n∑
m=−n
Amn
dPmn (µ)
dµ
eimλ
(2.107)
sowie analoge Formeln fu¨r ∂B/∂µ und ∂B/∂λ. Aus der von Satoh (2004) angegebenen
Rekursionsformel
(µ2 − 1)dP
m
n (µ)
dµ
= n²mn+1P
m
n+1(µ)− (n+ 1)²mn Pmn−1(µ) (2.108)
mit
²mn =
√
n2 −m2
4n2 − 1 (2.109)
ergibt sich
∂A
∂µ
=
∞∑
n=0
n∑
m=−n
1
µ2 − 1A
m
n (n²
m
n+1Y
m
n+1(λ, µ)− (n+ 1)²mn Y mn−1(λ, µ)), (2.110)
wobei Y m−1 = 0 gesetzt wird. Analoges gilt fu¨r ∂B/∂µ. Sind nun die Werte der Kugel-
fla¨chenfunktionen Y mn (λ, µ) an den Gitterpunkten (λi, µj) bekannt, so ko¨nnen die Werte
F (λi, µj) des Jacobi-Terms
F (λ, µ) = J(A,B) (2.111)
an den Gitterpunkten ermittelt werden.
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Nun mu¨ssen noch die spektralen Koeffizienten Fmn von F (λ, µ) bestimmt werden, was
mit Hilfe der Gitterwerte F (λi, µj) pra¨zise mo¨glich ist. Gema¨ß (2.99) gilt
Fmn =
∫ 1
−1
Fm(µ)P
m
n (µ)dµ (2.112)
mit
Fm(µ) =
1
2pi
∫ 2pi
0
F (λ, µ)e−imλdλ. (2.113)
Die Auswertung des letzteren Integrals erfolgt mit der gaußschen Trapez-
Quadraturformel
1
2pi
∫ 2pi
0
F (λ, µ)e−imλdλ =
1
K1
K1∑
i=1
F (λi, µ)e
−imλi , (2.114)
die bei hinreichend großem K1 (siehe oben) exakt ist. Ebenfalls exakt, bei hinreichend
großem K2, ist die Gauß-Legendre-Formel zur Bestimmung des Integrals (2.112):∫ 1
−1
Fm(µ)P
m
n (µ)dµ =
K2∑
j=1
wjFm(µj)P
m
n (µj) (2.115)
mit den gaußschen Gewichten
wj =
2(2K2 − 1)(1− µ2j)
(K2P 0K2−1(µj))
2
. (2.116)
Zur Berechnung von Fmn wird also fu¨r alle µj jeweils der Wert von Fm(µj) nach (2.114)
bestimmt. Anschließend wird nach (2.115) aufsummiert.
Aufgrund ihrer Nichtlinearita¨t projizieren die Jacobi-Terme im Allgemeinen auch auf Mo-
den, die im Modell nicht beru¨cksichtigt sind. Die Gitterauflo¨sung ist hoch genug, um diese
kleinskaligen Moden ohne Aliasing darzustellen. Nach Transformation in den spektralen
Raum werden sie jedoch verworfen, d. h. fu¨r alle unberu¨cksichtigten (n,m) wird Fmn = 0
gesetzt.
Die spektrale Transformationsmethode findet auch bei der Datenausgabe wa¨hrend der
Zeitintegration des Modells Verwendung. Im Zeitabstand von einem Modelltag werden
die Werte der vertikalen Moden, der Stromfunktionen und der geopotentiellen Ho¨he, letz-
tere errechnet mit der Balance-Gleichung (2.51), ausgegeben, und zwar nicht nur als
spektrale Koeffizienten, sondern auch als Gitterpunktsdaten. Letztere ermo¨glichen eine
bequeme Weiterverarbeitung und Visualisierung.
Kapitel 3
Methoden zur Datenanalyse und zur
Untersuchung stationa¨rer Zusta¨nde
Dieses Kapitel liefert zum einen eine kurze Beschreibung der statistischen Methoden, die
in der vorliegenden Arbeit zur Analyse der niederfrequenten atmospha¨rischen Variabi-
lita¨t verwendet werden. Zum anderen wird am Ende des Kapitels erla¨utert, wie stationa¨re
Zusta¨nde des Modells bestimmt und ihre Stabilita¨tseigenschaften analysiert werden. Sta-
tistisch untersucht werden sowohl die Ausgabedaten des Modells (die Werte der geopo-
tentiellen Ho¨he der Modellschichten) als auch, zum Zwecke der Modellvalidierung, aus
atmospha¨rischen Messungen abgeleitete Daten (siehe Kapitel 4). Die Verarbeitung der
gitterpunktsweise vorliegenden Daten beginnt mit einer zeitlichen Tiefpassfilterung, um
die hochfrequenten baroklinen Prozesse zu eliminieren. Darauf folgt die Hauptkompo-
nentenanalyse. Sie dient der Bestimmung der dominanten ra¨umlichen Muster der Varia-
bilita¨t und der zugeho¨rigen zeitlichen Amplituden, na¨mlich der Hauptkomponenten. Das
Ersetzen der Gitterpunktsdaten durch wenige fu¨hrende Hauptkomponenten bewirkt eine
deutliche Reduktion der Datenmenge bei relativ geringem Informationsverlust. Zur Un-
tersuchung des Frequenzspektrums der Variabilita¨t wird eine Spektralanalyse der Haupt-
komponenten durchgefu¨hrt. Um außerordentlich wahrscheinliche Zirkulationszusta¨nde,
also Zirkulationsregime zu detektieren, werden Wahrscheinlichkeitsdichtefunktionen fu¨r
die Hauptkomponenten gescha¨tzt und ein statistischer Test auf Abweichungen von der
Verteilung eines roten Rauschprozesses durchgefu¨hrt.
Die Daten liegen fu¨r alle betrachteten Druckfla¨chen jeweils als zeitliche Abfolge von
Feldern auf einem (im Falle der Modelldaten nur anna¨hernd) regelma¨ßigen Gitter und im
Abstand von einem Tag vor. Das Gitter besteht aus N Gitterpunkten mit den Koordinaten
(λn, ϕn), n = 1, . . . , N und u¨berdeckt die Nordhemispha¨re. Fu¨r jede Druckfla¨che lassen
sich die Daten jeweils zu einer J×N -MatrixXmit den Elementen Xjn zusammenfassen,
wobei j = 1, . . . , J die diskrete Zeit in Tagen angibt. Die Verarbeitung einer solchen
Datenmatrix wird im Folgenden beschrieben.
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3.1 Tiefpassfilterung
Fu¨r jeden Gitterpunkt n existiert eine Zeitreihe {Xj}n ta¨glicher Werte mit j = 1, . . . , J ,
gegeben durch den n-ten Spaltenvektor von X . Eine tiefpassgefilterte Zeitreihe {Zj}n
wird jeweils durch diskrete Faltung von {Xj}n mit der endlichen Impulsantwort {hk} des
Filters erzeugt:
Zjn =
K∑
k=−K
X(j−k)nhk, K < j ≤ J −K, (3.1)
wodurch sich die Zeitreihe um 2K Elemente verku¨rzt. Die Wahl von {hk} erfolgt hier
gema¨ß der Fenstermethode nach Kaiser (Kaiser, 1974; Oppenheim und Schafer, 1995).
Bei dieser Methode kann die Impulsantwort {hk} sowie K direkt aus den Spezifikatio-
nen des Filters berechnet werden. In dieser Arbeit wird, soweit nicht anders angegeben,
eine Grenzfrequenz von ν0 = (10d)−1 gewa¨hlt. Im Durchlassbereich des Filters liegt die
Frequenzversta¨rkung zwischen 1 − δ und 1 + δ, im Sperrbereich ist sie kleiner als δ,
mit δ = 0, 01. Der ¨Ubergangsbereich zwischen Durchlass- und Sperrbereich ist gege-
ben durch das Frequenzintervall [ν0(1 − ²), ν0(1 + ²)] mit ² = 0, 025. Die gegebenen
Spezifikationen erfordern K = 222. Die endliche Impulsantwort {hk} ergibt sich durch
Multiplikation der unendlichen Impulsantwort des idealen Tiefpassfilters mit dem Kaiser-
Fenster {wk}, welches von den Filterspezifikationen abha¨ngt:
hk =
{
1 , k = 0,
sin(2piν0k)
pik
wk , sonst.
(3.2)
Zur Bestimmung von {wk} siehe Oppenheim und Schafer (1995).
3.2 Hauptkomponentenanalyse
Die Hauptkomponentenanalyse ist ein Verfahren zur Untersuchung multivariater Zufalls-
gro¨ßen bzw. vektorwertiger Zeitreihen und wurde erstmalig von Pearson (1902) und Ho-
telling (1935) beschrieben. Sie wurde spa¨ter durch Lorenz (1956) und Obukhov (1960)
in die Physik der Atmospha¨re eingefu¨hrt und ist heutzutage eine Standardmethode in den
Geowissenschaften.
Anders als bei der Tiefpassfilterung, wo die Daten als N verschiedene univariate Zeitrei-
hen betrachtet wurden, ist es bei der Diskussion der Hauptkomponentenanalyse von Vor-
teil, die Daten als eine Vektorzeitreihe, d. h. eine Punktmenge im Vektorraum RN , an-
zusehen, hier gegeben durch die Zeilenvektoren Zj , j = 1, . . . , J , der tiefpassgefilterten
Datenmatrix.1 Da die Daten aus Gitterpunktswerten bestehen und die Zeitreihen benach-
barter Gitterpunkte im Allgemeinen stark miteinander korrelieren, ist zu erwarten, dass
die Punktmenge {Zj} eine niedrigdimensionale, flache Struktur im RN aufweist. Ist dies
der Fall, so kann die Punktmenge mit relativ geringem Fehler auf eine M -dimensionale
Hyperebene (M ¿ N ) im RN projiziert werden, falls diese Hyperebene durch den
1Die Verku¨rzung der Zeitreihen aufgrund der Tiefpassfilterung soll bei dieser allgemeinen Beschreibung
der vom Ursprung der Daten unabha¨ngigen Hauptkomponentenanalyse nicht weiter beru¨cksichtigt werden.
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Schwerpunkt der Punktmenge verla¨uft und so orientiert ist, dass der quadratische Ap-
proximationsfehler minimiert wird. Der Gewinn ist eine Reduktion der Datenmenge und
eine Erho¨hung der ¨Ubersichtlichkeit, indem nur noch die M -komponentigen Vektoren der
Projektionskoeffizienten betrachtet werden.
Bei der Hauptkomponentenanalyse wird eine Basis {e(m)}, m = 1, . . . , N , des RN be-
stimmt. Die Basisvektoren besitzen die Eigenschaft, dass fu¨r alle M = 1, . . . , N je-
weils die im oben genannten Sinne optimal approximierende M -dimensionale Hyperebe-
ne durch die Vektoren {e(1), . . . , e(M)} aufgespannt wird. Zur Messung des quadratischen
Approximationsfehlers bedarf es einer Metrik im RN , die aber nicht unbedingt euklidisch
sein muss. Zur Einfu¨hrung der Metrik wird zuna¨chst das Skalarprodukt zweier Vektoren
a,b ∈ RN durch
〈a,b〉 = aTDb (3.3)
mit einer symmetrischen, positiv definiten N × N -Matrix D festgelegt. Hier wird eine
Diagonalmatrix mit den Elementen
Dmn = cos(ϕm)δmn (3.4)
verwendet. Dadurch werden die einzelnen Gitterpunkte proportional zu der ihnen zuzu-
ordnenden Fla¨che gewichtet. Das Skalarprodukt (3.3) mit (3.4) ist eine diskretisierte Ver-
sion des Oberfla¨chenintegrals des Produktes zweier kontinuierlicher Funktionen auf der
Einheitsspha¨re, bis auf eine Proportionalita¨tskonstante.
Das Skalarprodukt induziert eine Norm im RN :
||a|| =
√
〈a, a〉. (3.5)
Mit der Norm existiert auch eine Metrik. Insbesondere la¨sst sich fu¨r beliebige Vektor-
zeitreihen {xj} die Varianz als mittlerer quadrierter Abstand vom Mittelwert definieren:
var{xj} = 1
J
J∑
j=1
||xj − x¯||2 (3.6)
mit dem Mittelwert
x¯ =
1
J
J∑
j=1
xj. (3.7)
Zur Bestimmung der Basis {e(m)} wird zuna¨chst der Mittelwert Z¯ von der Datenreihe
{Zj} subtrahiert:
Z′j = Zj − Z¯, j = 1, . . . , J. (3.8)
Dann werden die Vektoren e(M) fu¨r M = 1, . . . , N nacheinander so gewa¨hlt, dass jeweils
var
{
Z′j −
M∑
m=1
〈Z′j, e(m)〉e(m)
}
(3.9)
minimiert wird unter der Nebenbedingung ||e(M)|| = 1 und mit bereits gegebenen
e(1), . . . , e(M−1). Das bedeutet, dass die Summe der quadratischen Absta¨nde zwischen
den Datenpunkten Z′j und den auf die von e(1), . . . , e(M) aufgespannte Hyperebene proji-
zierten Datenpunkten
∑M
m=1〈Z′j, e(m)〉e(m) minimal wird.
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Fu¨r diese Extremwertaufgabe mit Nebenbedingungen existiert eine geschlossene Lo¨sung.
Durch die Anwendung der Lagrange-Multiplikatorenregel kann man zeigen, dass die e(m)
Eigenvektoren der zusammengesetzten Matrix CD sind:
CDe(m) = λme
(m) (3.10)
mit der symmetrischen Kovarianzmatrix
C =
1
J
J∑
j=1
Z′jZ
′T
j . (3.11)
In Lehrbu¨chern (z. B. von Storch und Zwiers, 1999) wird diese Aussage fu¨r den Fall einer
euklidischen Metrik, d. h. fu¨r Dmn = δmn gezeigt. Fu¨r eine nichteuklidische Metrik la¨sst
sich der Beweis analog fu¨hren.
Ferner kann gezeigt werden, dass die Eigenvektoren orthonormiert bezu¨glich des gewa¨hl-
ten Skalarprodukts sind: 2
〈e(m), e(n)〉 = δmn. (3.12)
Somit ist {e(m)} eine Orthonormalbasis von RN , und jeder Vektor Z′j besitzt eine Ent-
wicklung
Z′j =
N∑
m=1
c
(m)
j e
(m). (3.13)
Die Zeitreihen {c(m)j } der Projektionskoeffizienten
c
(m)
j = 〈Z′j, e(m)〉 (3.14)
bezeichnet man als Hauptkomponenten, wa¨hrend die Eigenvektoren e(m) unter anderem
in den Geowissenschaften ha¨ufig empirische orthogonale Funktionen (EOF) genannt
werden. Die Bezeichnung als Funktionen beruht auf der Verknu¨pfung der Eigenvektor-
Komponenten mit den Punkten eines ra¨umlichen Gitters. Es ist u¨blich, die EOF auf dem
Gitter darzustellen und mittels Interpolation als kontinuierliche ra¨umliche Funktionen zu
visualisieren.
Die Hauptkomponenten {c(m)j } sind paarweise unkorreliert:
1
J
J∑
j=1
c
(m)
j c
(n)
j = λmδmn. (3.15)
Zum Beweis setzt man (3.14), die Definitionen des Skalarproduktes (3.3) und der Kova-
rianzmatrix (3.11) sowie die Eigenwertgleichung (3.10) und die Orthonormalita¨tsbezie-
hung (3.12) ein.
Die Varianz von {Z′j} zerfa¨llt in die Summe der Varianzen von {c(m)j e(m)},
m = 1, . . . , N :
var{Z′j} =
N∑
m=1
var{c(m)j e(m)}, (3.16)
2Fu¨r Dmn = δmn ist dies klar, denn C ist symmetrisch. Ansonsten verwendet man (3.3), (3.10) und
die Symmetrie von C und D und erha¨lt λn〈e(m), e(n)〉 = e(m)TDCDe(n) = e(m)TDTCTDe(n) =
e(n)TDCDe(m) = λm〈e(n), e(m)〉. Falls keine Entartung vorliegt, folgt (3.12). Eigenvektoren zu entar-
teten Eigenwerten sind orthonormiert wa¨hlbar.
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was durch Einsetzen von (3.13), der Varianz-Definition (3.6) sowie (3.12) gezeigt werden
kann. Die Ausdru¨cke
var{c(m)j e(m)}
(3.15)
= λm (3.17)
bezeichnet man jeweils als die durch e(m) erkla¨rte Varianz. ¨Ublicherweise bestimmt man
den Anteil αm der durch e(m) erkla¨rten Varianz an der Gesamtvarianz:
αm =
var{c(m)j e(m)}
var{Z′j}
=
λm∑N
k=1 λk
. (3.18)
Die EOF sind per definitionem bereits nach absteigender erkla¨rter Varianz sortiert. Unter
Umsta¨nden, je nach Gro¨ße der fu¨hrenden Eigenwerte, kann durch Betrachtung einiger
weniger fu¨hrender EOF und der dazugeho¨rigen Hauptkomponenten schon ein maßgebli-
cher Anteil der Varianz erfasst werden.
Bei der numerischen Berechnung der EOF und Hauptkomponenten wird hier eine alter-
native Normierung verwendet (siehe z. B. Bretherton et al., 1992):
e˜(m) =
√
λme
(m),
c˜
(m)
j =
1√
λm
c
(m)
j , j = 1, . . . , J.
(3.19)
Die so normierten ra¨umlichen Muster e˜(m) besitzen die physikalische Einheit der durch
{Zj} erfassten Messgro¨ße und jeweils eine Amplitude entsprechend einer Standardabwei-
chung von {c(m)j e(m)}, wa¨hrend die neuen Hauptkomponenten c˜(m)j auf Varianz 1 normiert
sind (vgl. (3.12) und (3.15)):
〈e˜(m), e˜(n)〉 = λmδmn,
1
J
J∑
j=1
c˜
(m)
j c˜
(n)
j = δmn.
(3.20)
3.3 Spektralanalyse
Zur Bestimmung dominanter Zeitskalen der Variabilita¨t des Dreischichtenmodells wer-
den Leistungsdichtespektren I(ν) fu¨hrender Hauptkomponenten {c˜j} gescha¨tzt (der Index
(m) wird in diesem Abschnitt weggelassen). Dazu wird die modifizierte Periodogramm-
Mittelung nach Welch (1967) verwendet. Im Prinzip gibt I(ν)dν die beim Signal c˜j im
Frequenzintervall [ν, ν+dν] enthaltene Energie pro Zeiteinheit an. Bei jeder Abscha¨tzung
von I(ν) gibt es jedoch das grundsa¨tzliche Problem, dass es sich bei der vorliegenden
Zeitreihe {c˜j} um eine endliche Stichprobe einer hypothetischen unendlichen Zeitreihe
handelt; letztere wa¨re einer unendlich langen Modellintegration zu entnehmen. Aus der
unendlichen Zeitreihe ließe sich das
”
wahre“ Spektrum I(ν) im Prinzip exakt bestim-
men, wie unten dargestellt. Die endliche Stichprobe ermo¨glicht lediglich eine Scha¨tzung
des Spektrums. Die Scha¨tzung ist eine Zufallsgro¨ße, welche von Stichprobe zu Stich-
probe variiert; verschiedene Stichproben ko¨nnten Modellintegrationen mit unterschiedli-
chen Anfangsbedingungen sein oder verschiedene Zeitsegmente einer la¨ngeren Integrati-
on. Außerdem weist die Scha¨tzung im Allgemeinen einen systematischen Fehler auf. Der
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Erwartungswert der Scha¨tzung muss na¨mlich nicht mit dem Spekrum u¨bereinstimmen.
Diese ist dann nicht erwartungstreu.
Ein naheliegender, aber nicht unbedingt optimaler Ansatz ist die Berechnung des durch
die La¨nge der Zeitreihe dividierten Betragsquadrates P (ν) der Fourier-Transformierten
von {c˜j},
P (ν) =
1
J
∣∣∣∣∣
J∑
j=1
c˜je
−2piiνj
∣∣∣∣∣
2
, (3.21)
wobei die Auswertung in der Praxis bei diskreten Frequenzen erfolgt, also durch eine dis-
krete Fourier-Transformation (Oppenheim und Schafer, 1995). Eine solche Scha¨tzung des
Leistungsdichtespektrums bezeichnet man als Periodogramm. Sie ist nicht erwartungs-
treu. Vielmehr ergibt sich der Erwartungswert aus der Faltung des Spektrums mit der
Fourier-Transformierten der Autokorrelationsfolge des Rechteckfensters mit der La¨nge J
(Oppenheim und Schafer, 1995). Die daraus resultierende Einschra¨nkung der Frequenz-
auflo¨sung fu¨hrt zu einer fehlerhaften Scha¨tzung insbesondere bei niedrigen Frequenzen.
Im Grenzu¨bergang J → ∞ konvergiert der Erwartungswert jedoch gegen das Spektrum.
Somit ist das Periodogramm asymptotisch erwartungstreu. Die Scha¨tzung selbst muss fu¨r
J → ∞ aber nicht gegen das Spektrum konvergieren. Die Varianz des Periodogramms
besitzt na¨mlich die ungu¨nstige Eigenschaft, fu¨r J → ∞ nicht gegen Null zu konvergie-
ren, d. h. die Periodogramm-Scha¨tzung ist nicht konsistent. Vielmehr gilt nach Jenkins
und Watts (1968) unabha¨ngig von J fu¨r viele Anwendungsbereiche
var P (ν) ≈ I2(ν) ∀ν. (3.22)
Das bedeutet, dass fu¨r jede gegebene Frequenz ν die Unsicherheit der Scha¨tzung von I(ν)
etwa so groß wie I(ν) selbst ist.
Dieses Problem la¨sst sich durch die Periodogramm-Mittelung nach Bartlett (1953) teil-
weise beheben. Hierzu wird die Zeitreihe in K nichtu¨berlappende Segmente der La¨nge L
zerlegt mit J ≈ KL. Fu¨r jedes Segment wird ein Periodogramm bestimmt und das Spek-
trum als Mittel P¯ (ν) u¨ber die Periodogramme abgescha¨tzt. Die Varianz dieser Mittelung
von K unabha¨ngigen Zufallsgro¨ßen ist gleich dem 1/K-fachen der Varianz der einzelnen
Zufallsgro¨ßen (Riley et al., 1997):
var P¯ (ν) ≈ 1
K
I2(ν) ∀ν. (3.23)
Diesen Vorteil erkauft man sich allerdings durch ku¨rzere Zeitreihen, aus denen die Pe-
riodogramme berechnet werden. Dies verschlechtert den Erwartungswert der Scha¨tzung,
da die Frequenzauflo¨sung geringer wird. Somit ist fu¨r die Wahl von K und L bei gegebe-
ner La¨nge J der Zeitreihe ein Kompromiss zwischen systematischem Fehler und Varianz
no¨tig – eine Grundeigenschaft vieler statistischer Scha¨tzprobleme. Jedoch ko¨nnen K und
L fu¨r J →∞ gleichermaßen anwachsen, so dass P¯ (ν) eine asymptotisch erwartungstreue
und konsistente Scha¨tzung ist. Es gilt also I(ν) = limJ,K,L→∞ P¯ (ν).
Eine weitere Verbesserung stellt die von Welch (1967) eingefu¨hrte modifizierte
Periodogramm-Mittelung dar, die bei den hier durchgefu¨hrten Untersuchungen zur An-
wendung kommt. Dabei werden die Segmente {c˜j}k, k = 1, . . . , K, jeweils mit einem
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nicht rechteckfo¨rmigen Fenster {wj} der La¨nge L multipliziert, wodurch sich die modifi-
zierten Periodogramme
P˜k(ν) =
1
LU
∣∣∣∣∣
L∑
j=1
c˜jkwje
−2piiνj
∣∣∣∣∣
2
(3.24)
mit der Normierungskonstanten
U =
1
L
L∑
j=1
w2j (3.25)
ergeben. Die Spektralscha¨tzung erfolgt dann durch eine Mittelung u¨ber die modifizierten
Periodogramme:
P˜ (ν) =
1
K
k∑
k=1
P˜k(ν). (3.26)
Welch (1967) hat gezeigt, dass sich die Varianz der Scha¨tzung auch bei Verwendung
nicht rechteckfo¨rmiger Fenster gema¨ß (3.23) verha¨lt. Wird zusa¨tzlich eine ¨Uberlappung
der Segmente bis zu einer halben Segmentla¨nge zugelassen, wird die Varianz noch einmal
etwa halbiert. Eine gro¨ßere ¨Uberlappung fu¨hrt jedoch zu keiner weiteren Verbesserung,
da die Segmente dann zunehmend voneinander abha¨ngig werden. Bei den in dieser Arbeit
durchgefu¨hrten Rechnungen wird ein Hanning-Fenster benutzt (Oppenheim und Schafer,
1995). Dieses besitzt die Form einer Cosinus-Glocke. Die Wahl von K und L erfolgt
subjektiv durch Experimentieren.
3.4 Detektion von Zirkulationsregimen
Atmospha¨rische Zirkulationsregime werden ha¨ufig als persistente, wiederkehrende Zir-
kulationszusta¨nde definiert. Dies ist jedoch eine unscharfe Definition und legt keinesfalls
die statistische Methode fest, mit der in atmospha¨rischen Datensa¨tzen nach Regimen ge-
sucht werden soll. So existiert eine Vielzahl von Methoden, die aber ha¨ufig zu a¨hnlichen
Ergebnissen fu¨hren. Der Grund dafu¨r ist, dass bei allen Verfahren auf irgendeine Art und
Weise nach Ha¨ufungen in den Daten gesucht wird. Ha¨ufungen der Elemente vektorwerti-
ger Zeitreihen ko¨nnen sowohl ein Maß fu¨r Persistenz als auch fu¨r Rekurrenz sein. Einige
der am ha¨ufigsten eingesetzten Methoden sind die hierarchische Cluster-Analyse (Cheng
und Wallace, 1993), die dynamische Cluster-Analyse (Michelangeli et al., 1995; Kon-
drashov et al., 2004), die Mischungs-Modell-Clusterung (Smyth et al., 1999; Kondras-
hov et al., 2004), die nichtlineare Hauptkomponentenanalyse (Monahan, 2000; Monahan
et al., 2001; Casty et al., 2005) und die Untersuchung von zweidimensionalen Wahr-
scheinlichkeitsdichtefunktionen zweier ausgewa¨hlter Hauptkomponenten auf Inhomoge-
nita¨ten. Solche Inhomogenita¨ten ko¨nnen wie bei Corti et al. (1999) als multiple Maxima
der Wahrscheinlichkeitsdichte in Erscheinung treten oder schwa¨cher ausgepra¨gt sein. Im
zweiten Falle ko¨nnen sie durch einen statistischen Test nach Kimoto und Ghil (1993a) und
Hsu und Zwiers (2001) aufgespu¨rt werden. Letzteres Verfahren wird in der vorliegenden
Arbeit verwendet. Dazu muss zuna¨chst die Wahrscheinlichkeitsdichte anhand der gegebe-
nen Hauptkomponenten-Zeitreihen gescha¨tzt werden. Anschließend wird die gescha¨tzte
Verteilung auf signifikante Abweichungen von der Verteilung eines roten Rauschprozes-
ses getestet.
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3.4.1 Scha¨tzung von Wahrscheinlichkeitsdichten
Das Ziel besteht darin, anhand zweier gegebener Hauptkomponentenzeitreihen {c˜(1)j },
{c˜(2)j } (in der Regel verwendet man die ersten beiden Hauptkomponenten) eine Wahr-
scheinlichkeitsdichtefunktion p(x, y) zu scha¨tzen, so dass p(x, y)dxdy die Wahrschein-
lichkeit dafu¨r angibt, dass fu¨r ein beliebiges j der Wert c˜(1)j im Intervall [x, x + dx] und
c˜
(2)
j im Intervall [y, y + dy] liegt. Fu¨r solche Scha¨tzungen existiert eine Reihe von Me-
thoden (Silverman, 1986). Bei der gescha¨tzten Verteilung p˜(x, y) handelt es sich stets um
eine Zufallsvariable, da die Daten {c˜(1)j }, {c˜(2)j } eine endliche Stichprobe einer hypothe-
tischen unendlichen Datenreihe sind. Es bestehen Parallelen zum Problem der Scha¨tzung
der Leistungsdichte, wie unten noch beschrieben wird.
Hier wird die Methode der adaptiven Kernscha¨tzung verwendet:
p˜(x, y) =
1
Jh2
J∑
j=1
1
λ2j
K
(
1
λjh
(x− c˜(1)j ),
1
λjh
(y − c˜(2)j )
)
. (3.27)
Hierbei ist h > 0 ein Gla¨ttungsparameter. Die Faktoren λj sind die lokalen Bandbreiten;
λj ha¨ngt monoton von einer a priori gescha¨tzten Wahrscheinlichkeitsdichte beim Daten-
punkt (c˜(1)j , c˜
(2)
j ) ab. Die genaue Definition und Berechnung der lokalen Bandbreiten wird
spa¨ter besprochen. Zuna¨chst wird zum besseren Versta¨ndnis von λj = 1 fu¨r alle j ausge-
gangen. In diesem Falle handelt es sich um eine nichtadaptive Kernscha¨tzung. Vom Kern
K(x, y) wird gefordert, dass er eine Wahrscheinlichkeitsdichtefunktion ist:∫
R2
K(x, y)dxdy = 1. (3.28)
Hier wird als Kern eine bivariate Standard-Normalverteilung verwendet:
K(x, y) =
1
2pi
e−
1
2
(x2+y2). (3.29)
Es stellt sich nun die Frage, wie der Gla¨ttungsparameter h zu wa¨hlen ist. Wird er sehr klein
gewa¨hlt, so besteht die Verteilung aus vielen Spitzen, die an den Datenpunkten (c˜(1)j , c˜
(2)
j )
lokalisiert sind. Ist h sehr groß, so werden alle mo¨glicherweise vorhandenen Details der zu
scha¨tzenden Verteilung verschmiert. Es muss hier, wie bei der Scha¨tzung der Leistungs-
dichte, zwischen systematischem Fehler und Varianz abgewogen werden. Der systema-
tische Fehler besteht darin, dass sich der Erwartungswert der Scha¨tzung aus der Faltung
der
”
wahren“ Verteilung p(x, y) mit dem durch h skalierten Kern 1/h2K(x/h, y/h) ergibt
(Silverman, 1986). Somit verringert sich der sytematische Fehler bei kleiner werdendem h
und verschwindet beim Grenzu¨bergang h→∞. Die Varianz wa¨chst hingegen an, wenn h
vermindert wird. Das Optimum wird erreicht, wenn der mittlere integrierte quadratische
Fehler
E
(∫
R2
(p˜(x, y)− p(x, y))2dxdy
)
(3.30)
als Funktion von h minimal wird. Mit E wird der Erwartungswert bezeichnet. Der mittlere
integrierte quadratische Fehler setzt sich zusammen aus dem integrierten quadratischen
systematischen Fehler und der integrierten Varianz (Silverman, 1986). Um den mittleren
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integrierten quadratischen Fehler zu bestimmen, mu¨ssen Annahmen u¨ber p(x, y) gemacht
werden. Ist p(x, y) eine bivariate Standard-Normalverteilung, so ist bei Verwendung des
gaußschen Kerns (3.29) der optimale Wert von h in guter Na¨herung durch
hopt = 0, 96J
− 1
6 (3.31)
gegeben. Weicht p(x, y) von der Normalverteilung ab, so ist mit einer Verkleinerung des
optimalen Wertes von h zu rechnen, insbesondere wenn p(x, y) multimodal ist, also meh-
rere Maxima aufweist (Silverman, 1986). Bei den Untersuchungen in dieser Arbeit wird
h = 0, 8hopt gesetzt, was der Erwartung Rechnung tra¨gt, dass die zu scha¨tzenden Vertei-
lungen merklich von der Normalverteilung abweichen.
Bei der adaptiven Scha¨tzung wird eine variable Gla¨ttung verwendet, welche an die lo-
kale Wahrscheinlichkeitsdichte angepasst ist. In Regionen hoher Dichte werden sta¨rker
lokalisierte Kerne benutzt als in Regionen geringerer Dichte. Dies stellt eine Verbesse-
rung dar, da bei der nichtadaptiven Scha¨tzung die Randbereiche der gescha¨tzten Vertei-
lung zu u¨bertriebenem Rauschen neigen, wa¨hrend der Hauptteil der Verteilung u¨berma¨ßig
gegla¨ttet wird. Die Anpassung der Gla¨ttung erfolgt mit Hilfe der in (3.27) auftreten-
den, aber bisher nicht na¨her spezifizierten lokalen Bandbreiten λj . Zu ihrer Berechnung
wird eine a priori gescha¨tzte Wahrscheinlichkeitsdichte pj am Datenpunkt (c˜(1)j , c˜
(2)
j ) mit
pj > 0 fu¨r alle j verwendet. Das Verfahren zur Scha¨tzung dieser Dichte ist grundsa¨tz-
lich beliebig wa¨hlbar; hier wird die nichtadaptive Kernscha¨tzung verwendet. Die lokalen
Bandbreiten werden anschließend mit der Formel
λj =
(
pj
g
)−α
(3.32)
berechnet, wobei
g = exp
(
1
J
J∑
j=1
log pj
)
(3.33)
das geometrische Mittel der pj und α der so genannte Sensitivita¨tsparameter ist, welcher
0 ≤ α ≤ 1 erfu¨llt und ein Maß fu¨r die Sta¨rke der Adaptivita¨t ist. Fu¨r α = 0 erha¨lt man
eine nichtadaptive Scha¨tzung. Hier wird die u¨bliche Wahl α = 1/2 getroffen, da in diesem
Falle fu¨r jedes j durch den mit dem Faktor λjh skalierten Kern etwa die gleiche Anzahl
von Datenpunkten u¨berdeckt wird. Die gema¨ß (3.32) bestimmten Bandbreiten besitzen
ein geometrisches Mittel von 1 (Silverman, 1986).
3.4.2 Bestimmung der Regime
Bei der Methode nach Kimoto und Ghil (1993a) und Hsu und Zwiers (2001) wird mittels
so genannter Monte-Carlo-Simulationen die gescha¨tzte Wahrscheinlichkeitsdichtefunkti-
on p˜(x, y) mit der Verteilung pR(x, y) eines bivariaten roten Rauschprozesses verglichen,
welcher gleiche statistische Eigenschaften (Mittelwert, Varianz, Autokorrelation bei Ver-
schiebung um einen Tag) besitzt wie die betrachteten Hauptkomponenten. Es wird davon
ausgegangen, dass sich Zirkulationsregime durch Gebiete in der x-y-Ebene bemerkbar
machen, in denen p˜(x, y) signifikant ho¨here Werte aufweist als pR(x, y).
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Der Rauschprozess ist dadurch definiert, dass er zwei Zufallszeitreihen {R(1)j } und {R(2)j }
generiert, die jeweils die gleiche Varianz besitzen wie {c˜(1)j } und {c˜(2)j }, na¨mlich 1 nach
(3.20), und jeweils die gleiche Autokorrelation bei Verschiebung um einen Tag:
Ck =
1
J − 1
J∑
j=2
c˜
(k)
j c˜
(k)
j−1 =
1
J − 1
J∑
j=2
R
(k)
j R
(k)
j−1, k = 1, 2. (3.34)
Die Erzeugung des roten Rauschens {R(k)j } erfolgt mit Hilfe einer zufa¨llig generierten
Zeitreihe normalverteilten weißen Rauschens {W (k)j }, das die Varianz 1 und keine Auto-
korrelation besitzt. Daraus entsteht das rote Rauschen durch einen autoregressiven Pro-
zess erster Ordnung, na¨mlich durch Setzen von R(k)1 = W
(k)
1 und
R
(k)
j = CkR
(k)
j−1 + (1− C2k)
1
2W
(k)
j , j = 2, . . . , J, k = 1, 2, (3.35)
siehe Hsu und Zwiers (2001). Fu¨r die so erzeugten Zeitreihen {R(1)j } und {R(2)j } wird die
Wahrscheinlichkeitsdichtefunktion pR(x, y) auf die gleiche Weise gescha¨tzt, wie p˜(x, y)
fu¨r {c˜(1)j } und {c˜(2)j } errechnet wurde. Die gesamte Prozedur wird tausendmal wieder-
holt, und es werden, falls vorhanden, diejenigen Gebiete in der x-y-Ebene bestimmt, fu¨r
die p˜(x, y) > pR(x, y) in mindestens 95% der Fa¨lle gilt. In diesen Gebieten ist die Auf-
enthaltswahrscheinlichkeit der beiden betrachteten Hauptkomponenten mit 95%iger Si-
gnifikanz ho¨her als fu¨r den roten Rauschprozess. Fu¨r jedes Gebiet wird die Gesamtheit
der dreidimensionalen Zirkulationszusta¨nde (Felder der geopotentiellen Ho¨he aller drei
Schichten) an den Tagen, an denen sich die Werte der beiden betrachteten Hauptkompo-
nenten im jeweiligen Gebiet befinden, als das zum Gebiet geho¨rende Zirkulationsregime
angesehen. Zur graphischen Darstellung der Regime wird jeweils das Mittel aus den am
betrachteten Regime beteiligten Zirkulationszusta¨nden gebildet. Obwohl zur Bestimmung
der Regime die ersten beiden Hauptkomponenten von nur einer Schicht verwendet wer-
den, erfolgt die Mittelbildung in dieser Arbeit fu¨r alle drei Schichten, um die dreidimen-
sionale Struktur der Regime zu untersuchen.
3.5 Bestimmung stationa¨rer Modellzusta¨nde
Die Bestimmung stationa¨rer Lo¨sungen der Modellgleichungen erfolgt nach dem Grund-
prinzip der von Brantstator und Opsteegh (1989) fu¨r die (konservative) barotrope Vorti-
citygleichung eingefu¨hrten Funktionalminimierungsmethode. Diese Methode wurde von
Crommelin (2003c) fu¨r die Anwendung auf ein angetriebenes, dissipatives barotropes
Modell modifiziert. Im Rahmen der vorliegenden Arbeit wurde die Methode an das quasi-
geostrophische Dreischichtenmodell angepasst.
Zur Bestimmung der Fixpunkte, d. h. der stationa¨ren Lo¨sungen, wird das folgende, von
den Stromfunktionen ψ1, ψ2 und ψ3 abha¨ngige, nicht-negative Funktional definiert:
F(ψ1, ψ2, ψ3) =
3∑
j=1
∫
q˙2j dΩ, (3.36)
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wobei die q˙j durch die rechte Seite der Modellgleichungen (2.78) gegeben sind. Bei
dΩ = dλdµ handelt es sich um das Oberfla¨chenelement auf der Einheitsspha¨re; die In-
tegration erstreckt sich u¨ber die gesamte Spha¨re. Aus der Gestalt des diagonalisierten
Modellgleichungssystems (2.91) folgt, dass eine Nullstelle des Funktionals genau dann
vorliegt, wenn sich das Modell in einem stationa¨ren Zustand befindet, d. h. wenn die ver-
tikalen Moden zeitlich konstant sind. Das Problem der Fixpunktbestimmung ist somit
a¨quivalent zum Problem der Nullstellenbestimmung des Funktionals.
Durch die Entwicklung der Stromfunktionen nach Kugelfla¨chenfunktionen wird das
Funktional zu einer Funktion der spektralen Koeffizienten von ψ1, ψ2 und ψ3. Dank des
Abbruchs der Entwicklung ist F eine Funktion endlich vieler Vera¨nderlicher. Sind die
Koeffizienten von ψ1, ψ2 und ψ3 gegeben, so lassen sich die spektralen Koeffizienten von
q˙1, q˙2 und q˙3 mit Hilfe von (2.78) bestimmen. Mit Hilfe von (2.98) und (2.99) kann das
Funktional als Summe der quadrierten spektralen Koeffizienten der q˙j ausgewertet wer-
den:
F =
3∑
j=1
∫
q˙∗j q˙j dΩ
=
∑
m,n
3∑
j=1
∫
q˙m∗jn Y
m∗
n q˙j dΩ
=2pi
∑
m,n
3∑
j=1
|q˙mjn|2.
(3.37)
Da das Funktional keine negativen Werte annimmt, ko¨nnen Nullstellen von F dadurch
gefunden werden, dass ein numerisches Standardverfahren zur Minimierung von Funktio-
nen mehrerer Variablen auf F angewendet wird. Dazu wird hier die Routine E04UCF der
NAG Fortran Library (1999) benutzt, eine so genannte quasi-newtonsche Methode. Diese
Routine erfordert zur Effizienzsteigerung die Angabe eines analytischen Ausdrucks fu¨r
den Gradienten der zu minimierenden Funktion. Die Bestimmung des Gradienten von F
unter Verwendung von Methoden der Variationsrechnung wird in Anhang B beschrieben.
Das Minimierungsverfahren beno¨tigt einen Anfangszustand, der durch bestimmte Strom-
funktionen ψ1, ψ2 und ψ3 bzw. durch die Werte der zugeho¨rigen spektralen Koeffizien-
ten gegeben ist. Ausgehend vom Anfangszustand werden die Variablenwerte variiert, bis
ein lokales Minimum gefunden wird. Da F sehr viele lokale Minima mit einem Funkti-
onswert ungleich Null besitzt, muss die Prozedur mit vielen unterschiedlichen Anfangs-
zusta¨nden wiederholt werden. Die Wahl der Anfangszusta¨nde wird in Abschnitt 4.4 be-
schrieben. Stationa¨re und nicht-stationa¨re Endzusta¨nde nach der Minimierung lassen sich
leicht anhand des Wertes von F unterscheiden. Fu¨r nicht-stationa¨re Endzusta¨nde nimmt
F bei dimensionsloser Rechnung gewo¨hnlich Werte zwischen 10−8 und 10−6 an, bei sta-
tiona¨ren Zusta¨nden hingegen meist Werte, die kleiner als 10−21 sind. Endzusta¨nde mit
F < 10−18 werden bei den durchgefu¨hrten Rechnungen als stationa¨r angesehen.
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3.6 Lineare Stabilita¨tsanalyse stationa¨rer Zusta¨nde
Die Stabilita¨tseigenschaften stationa¨rer Zusta¨nde des Modells werden mit der Standard-
methode der linearen Stabilita¨tsanalyse ermittelt (Ott, 1993; Argyris et al., 1995). Die
zugrunde liegende Theorie beinhaltet eine Linearisierung des betrachteten Systems um
den jeweiligen zu untersuchenden stationa¨ren Zustand. Bezeichnet man mit X den 693-
komponentigen reellen Zustandsvektor des Dreischichtenmodells, so la¨sst sich das reell
formulierte Modellgleichungssystem (A.5) in der allgemeinen Form eines dynamischen
Systems schreiben:
X˙ = F (X) (3.38)
mit dem hier 693-komponentigen Vektorfeld F . Ist X¯ mit F (X¯) = 0 ein stationa¨rer
Zustand (Fixpunkt) und ξ = X − X¯ der zugeho¨rige Abstandsvektor, so ergibt die Taylor-
Entwicklung von (3.38) um X¯ und der Abbruch nach dem linearen Term das linearisierte
System
ξ˙ = DF (X¯)ξ, (3.39)
wobei DF (X¯) die Jacobi-Matrix von F ist, ausgewertet an der Stelle X¯ . Ein Lo¨sungsan-
satz der Gestalt
ξ(t) = ξ(0)eλt (3.40)
fu¨hrt zum Eigenwertproblem
DF (X¯)ξ = λξ. (3.41)
Unter der Voraussetzung, dass DF (X¯) diagonalisierbar ist, ergibt sich mit den Eigenvek-
toren ξi zu den Eigenwerten λi die allgemeine Lo¨sung des linearisierten Systems (3.39)
als eine Linearkombination
ξ(t) =
∑
i
αiξi(t) (3.42)
von Eigenlo¨sungen
ξi(t) = ξie
λit. (3.43)
Die Koeffizienten αi ko¨nnen komplex sein und sind durch die Anfangsbedingung zu be-
stimmen. Der Eigenwert λi ist fu¨r das Verhalten der Eigenlo¨sung ξi(t) entscheidend. Ist
λi reell und negativ, so na¨hert sich ξi(t) entlang der Richtung von ξi exponentiell mit der
Relaxationszeit −λ−1i dem stationa¨ren Zustand im Ursprung an. Ist λi hingegen positiv
reell, so wa¨chst ξi(t) exponentiell in der Richtung von ξi an, mit der Zeitskala λ−1i . Bilden
λi = σi+iωi und λi+1 = σi−iωi ein komplex konjugiertes Paar, so sind ξi und ξi+1 eben-
falls (komponentenweise) komplex konjugiert. Die beiden komplexen Lo¨sungen ξi(t) und
ξi+1(t) ko¨nnen aber zu zwei linear unabha¨ngigen reellen Lo¨sungen linearkombiniert wer-
den, die zusammengenommen eine spiralfo¨rmige Bahn in einer Ebene beschreiben (Ott,
1993). Die entsprechende Oszillation hat die Periode 2piω−1i . Ist σi negativ, so klingt die
oszillatorische Lo¨sung exponentiell mit der Zeitskala −σ−1i ab; bei positivem σi wa¨chst
die Lo¨sung exponentiell mit der Zeitskala σ−1i an. Im physikalischen Raum des Drei-
schichtenmodells werden die oszillatorischen Lo¨sungen als Wellenpha¨nomene sichtbar.
Nach dem Hartmann-Grobman-Theorem ist die Dynamik des linearisierten Systems
(3.39) in einer Umgebung um X¯ topologisch a¨quivalent zur Dynamik des nichtlinearen
Systems (3.38), sofern X¯ ein hyperbolischer Fixpunkt ist, d. h. keiner der Eigenwerte λi
rein imagina¨r oder Null ist (Guckenheimer und Holmes, 1983; Argyris et al., 1995). Im
linearisierten System existieren zwei invariante Unterra¨ume Es und Eu des Phasenraums.
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Der stabile Unterraum Es wird von allen Eigenvektoren von DF (X¯) aufgespannt, die
zu Eigenwerten mit negativem Realteil geho¨ren. Alle Trajektorien des linearisierten Sys-
tems, die in Es beginnen, verbleiben fu¨r alle Zeiten in Es und werden vom Fixpunkt im
Ursprung angezogen. Sie erreichen den Ursprung asymptotisch fu¨r t→∞. Der instabile
Unterraum Eu wird von den Eigenvektoren zu den Eigenwerten mit positiven Realteilen
aufgespannt. Die Trajektorien in Eu werden vom Ursprung abgestoßen und erreichen ihn
asymptotisch fu¨r t→ −∞. Die stabile Mannigfaltigkeit W s(X¯) ist definiert als die Men-
ge aller Startpunkte von Trajektorien des nichtlinearen Systems (3.38), die fu¨r t → ∞
gegen den Fixpunkt X¯ konvergieren. Analog konvergieren alle Trajektorien auf der insta-
bilen Mannigfaltigkeit W u(X¯) fu¨r t→ −∞ gegen X¯ . Nach dem Theorem u¨ber invariante
Mannigfaltigkeiten existieren W s(X¯) und W u(X¯) stets, sofern X¯ hyperbolisch ist. Die
invarianten Mannigfaltigkeiten W s(X¯) und W u(X¯) besitzen jeweils die gleiche Dimen-
sion wie die invarianten Unterra¨ume Es und Eu. Der stabile Unterraum Es tangiert die
stabile Mannigfaltigkeit W s(X¯) in X¯ . Analoges gilt fu¨r Eu und W u(X¯) (Argyris et al.,
1995). In der Umgebung von X¯ sind die invarianten Unterra¨ume also lineare Approxima-
tionen der invarianten Mannigfaltigkeiten.
Die lineare Stabilita¨tsanalyse liefert mehrere Gro¨ßen, die als Maß fu¨r die Stabilita¨t oder
genauer fu¨r die Instabilita¨t des Fixpunktes angesehen werden ko¨nnen: den gro¨ßten vor-
kommenden Realteil eines Eigenwertes, die Summe aller positiven Realteile von Eigen-
werten und die Dimension der instabilen Mannigfaltigkeit, gegeben durch die Anzahl der
Eigenwerte mit positivem Realteil. Einen hyperbolischen Fixpunkt, der keine instabile
Mannigfaltigkeit besitzt, nennt man stabil; ansonsten bezeichnet man ihn als instabil.
Bei der Anwendung der Stabilita¨tsanalyse in dieser Arbeit werden die Elemente der Ja-
cobimatrix DF (X¯) durch finite Differenzen bestimmt, was fu¨r die Pra¨zision der Berech-
nungen ausreichend ist. Die Vera¨nderung des verwendeten Differenzintervalls um eine
Gro¨ßenordnung la¨sst die in dieser Arbeit pra¨sentierten Ergebnisse innerhalb der angege-
benen Genauigkeit unvera¨ndert. Die Berechnung der Eigenwerte erfolgt mit der Routine
F02EBF der NAG Fortran Library (1999), die eine Implementierung der hessenbergschen
QR-Methode beinhaltet. Wie oben beschrieben, ko¨nnen aus den Eigenwerten Zeitskalen
der Anziehung oder Abstoßung sowie Perioden der Oszillationen bestimmt werden. Beim
Dreischichtenmodell mu¨ssen diese Werte mit Ω−1, der inversen Winkelgeschwindigkeit
der Erdrotation, multipliziert werden, um dimensionsbehaftete Zeiten zu erhalten. Von
der Berechnung der Eigenvektoren wird hier abgesehen, da in dieser Arbeit nur die Stabi-
lita¨tseigenschaften selbst, nicht aber die exakten Strukturen der Eigenmoden von Interesse
sind.
Kapitel 4
Modellanpassung und
Simulationsergebnisse
Die in den Modellgleichungen (2.78) auftretenden Antriebsfelder, na¨mlich die Strah-
lungsgleichgewichtsstromfunktionen und die Oberfla¨chenantriebsstromfunktion, sind
nach wie vor unbestimmt. Gleiches gilt fu¨r die Modellparameter, na¨mlich die dimensi-
onslosen Rossby-Deformationsradien und die Konstanten fu¨r die dissipativen Prozesse.
In diesem Kapitel wird die Vorgehensweise zur Bestimmung eines geeigneten Modellan-
triebs und der Parameter erkla¨rt. Die Ergebnisse einer Langzeit-Modellintegration werden
dargestellt und mit Beobachtungsdaten verglichen, wobei unter anderem das Regimever-
halten analysiert wird. Zuletzt wird die Gu¨ltigkeit der Hypothese eines Zusammenhangs
zwischen Regimen und stationa¨ren Zusta¨nden u¨berpru¨ft.
Im ersten Abschnitt wird die Aufbereitung von Beobachtungsdaten beschrieben, wie sie
notwendig ist, um die Daten einerseits zur Anpassung der Antriebsfelder zu verwenden
und andererseits mit den Modellergebnissen vergleichbar zu machen. Die Bestimmung
des Modellantriebs und das Vorgehen bei der Wahl der Parameter wird im zweiten Ab-
schnitt beschrieben. Fu¨r die Anpassung des Antriebs ist im Rahmen dieser Arbeit ein
neues iteratives Verfahren entwickelt worden. Mit dem sich daraus ergebenden Antrieb
und den gewa¨hlten Parametern wurde eine 1000-ja¨hrige Modellintegration durchgefu¨hrt,
deren Resultate im dritten Abschnitt dargestellt werden. Im Vordergrund steht dabei der
Vergleich mit Beobachtungen, um beurteilen zu ko¨nnen, inwieweit das Modell zur Er-
kla¨rung beobachteter Pha¨nomene eingesetzt werden kann. Analysiert werden die Modell-
klimatologie, die ra¨umliche und zeitliche Struktur der niederfrequenten Variabilita¨t sowie
das Regimeverhalten. Im vierten Abschnitt schließlich werden stationa¨re Lo¨sungen der
Modellgleichungen betrachtet, die mittels eines Funktional-Minimierungsverfahrens be-
stimmt worden sind.
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4.1 Anpassung der Beobachtungsdaten an die Drei-
schichtenstruktur
In diesem Abschnitt wird die massengewichtete Mittelung von Beobachtungsdaten u¨ber
drei vertikale Atmospha¨renschichten anna¨hernd gleicher Masse beschrieben. Durch die
Schichtmittelung werden die Daten mit der Dreischichtenstruktur des Modells vertra¨glich
gemacht. Außerdem wird die Aufbereitung von nicht-zonalen Feldern der diabatischen
Erwa¨rmung erkla¨rt, die ebenfalls auf den Beobachtungsdaten basieren und fu¨r die Anpas-
sung des thermischen Modellantriebs benutzt werden.
Bei den verwendeten Beobachtungsdaten der Nordhemispha¨re handelt es sich um Tages-
mittelwerte des zonal gemittelten Windes in zonaler Richtung (kurz: Zonalwind) sowie
der Felder der geopotentiellen Ho¨he. Diese Daten liegen fu¨r 17 Standard-Druckniveaus
von 10 hPa bis 1000 hPa vor und stammen vom NCEP-NCAR-Reanalysedatensatz, wel-
cher unter http://www.cdc.noaa.gov o¨ffentlich zuga¨nglich ist. Die verwendete Datenreihe
startet im April 1948 und endet im Oktober 2003. Die Schichten, u¨ber welche die Da-
ten gemittelt werden, erstrecken sich u¨ber die Druckintervalle 0 hPa bis 300 hPa, 300
hPa bis 700 hPa und 700 hPa bis 1000 hPa. Fu¨r die Mittelung gibt es zwei Gru¨nde. Zum
einen wurde die vertikale Diskretisierung des Modells durch vertikale Integration u¨ber
drei Atmospha¨renschichten gleicher Masse, gegeben durch die Schichtgrenzen 0 hPa, 333
hPa, 667 hPa und 1000 hPa, bewerkstelligt, wie im Abschnitt 2.2 beschrieben wurde. Die
Schichtgrenzen fu¨r die Mittelung der Reanalysedaten dienen als Na¨herungen fu¨r die Gren-
zen der Modellschichten. Zum anderen soll mo¨glichst viel Information u¨ber die gesamte
Atmospha¨re aus den Daten gewonnen werden. Verwendet man einzelne Druckniveaus als
Repra¨sentanten fu¨r die jeweiligen Schichten, so hat das einen gewissen Informationsver-
lust zur Folge. Am deutlichsten wird dies im Falle der obersten Schicht, wenn man z. B.
die Druckfla¨che 150 hPa betrachtet. Dort wird der Zonalwind durch den subtropischen
Jet beherrscht, wa¨hrend der Einfluss des stratospha¨rischen Polarwirbels kaum spu¨rbar ist.
Letzterer dominiert erst ab einer Ho¨he von etwa 20 km bzw. 50 hPa das zonale Wind-
profil. Bei der Schichtmittelung von 0 hPa bis 300 hPa wird der Beitrag des Polarwirbels
beru¨cksichtigt.
Eine massengewichtete Mittelung einer druckabha¨ngigen Gro¨ße, hier des Zonalwindes
und der geopotentiellen Ho¨he, entspricht dem Integral der entsprechenden Gro¨ße u¨ber den
Druck, dividiert durch die Breite des betrachteten Druckintervalls. Um ein solches Druck-
integral anhand der auf 17 diskreten, nicht a¨quidistanten Druckniveaus gegebenen Werte
na¨herungsweise berechnen zu ko¨nnen, mu¨ssen den einzelnen Druckniveaus geeignete re-
lative Gewichte zugeordnet werden, abha¨ngig von der Distanz des jeweiligen Niveaus
zu den benachbarten Niveaus. Die Gewichte werden ermittelt, indem alle drei Schichten,
u¨ber die gemittelt werden soll, in feinere Druckintervalle zerlegt werden, welche jeweils
durch zwei der gegebenen 17 Druckniveaus begrenzt werden. Durch das hilfsweise Hin-
zufu¨gen eines Druckniveaus bei 0 hPa ergeben sich so 17 Druckintervalle, von denen jedes
auf genau eine der drei vertikalen Schichten entfa¨llt. Die drei Schichten werden durch die
17 Druckintervalle komplett ausgefu¨llt. Jedem der Druckintervalle wird das arithmetische
Mittel der Werte der zu mittelnden Gro¨ße auf den beiden Druckniveaus, die das Intervall
begrenzen, zugeordnet. Fu¨r 0 hPa werden die Werte fu¨r 10 hPa eingesetzt. Das Mittel
u¨ber eine der drei Schichten wird nun definiert als das Mittel u¨ber die Werte, die den in
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obere Schicht
[hPa] Gewicht
10 2/59
20 2/59
30 3/59
50 4/59
70 5/59
100 8/59
150 10/59
200 10/59
250 10/59
300 5/59
mittlere Schicht
[hPa] Gewicht
300 1/8
400 1/4
500 1/4
600 1/4
700 1/8
untere Schicht
[hPa] Gewicht
700 1/4
850 3/8
925 1/4
1000 1/8
Tabelle 4.1: Relative Gewichte, die den Druckfla¨chen bei der Schichtmittelung der NCEP-NCAR-
Reanalysedaten zugeordnet werden.
der jeweiligen Schicht enthaltenen Druckintervallen zugeordnet sind, gewichtet nach den
Intervallbreiten. Mit dieser Vorschrift la¨sst sich das relative Gewicht jedes Druckniveaus
bestimmen, mit dem es jeweils zu einem Schichtmittel beitra¨gt. Die Grenzniveaus 300
hPa und 700 hPa tragen jeweils zu zwei Schichtmitteln bei. Die Gewichte sind in Tabel-
le 4.1 angegeben. Die schichtgemittelten Daten werden fu¨r die Wintermonate Dezember,
Januar und Februar in Abschnitt 4.3 zum Vergleich mit den Modellergebnissen statistisch
untersucht.
Die Implementierung des zonal asymmetrischen Anteils des thermischen Modellan-
triebs basiert ebenfalls auf den NCEP-NCAR-Reanalysedaten. Wie in Abschnitt 4.2.1 be-
sprochen wird, wurden fu¨r die Anpassung der nicht-zonalen Strahlungsgleichgewichtss-
tromfunktionen beobachtete Felder der diabatischen Erwa¨rmungsraten bei 700 hPa und
300 hPa verwendet. Die Erwa¨rmungsraten wurden im Bereich von 1000 hPa bis 100 hPa
von Nigam et al. (2000) anhand der Reanalysedaten als Residuum des Ersten Hauptsatzes,
also durch Berechnung der rechten Seite von (2.19) durch Einsetzen der Reanalysedaten
in die linke Seite, diagnostiziert. Eine detaillierte Diskussion dieser Analysemethode und
ihrer Genauigkeit findet sich bei Holopainen und Fortelius (1986). Die errechneten Daten
liegen als monatlich gemittelte Felder fu¨r den Zeitraum von Januar 1949 bis November
2001 vor und wurden dem Autor dieser Arbeit freundlicherweise von E. DeWeaver und
S. Nigam zur Verfu¨gung gestellt. Die horizontale und vertikale Struktur der Verteilung
der Erwa¨rmungsraten und ihre Auswirkung auf stationa¨re Wellen in der atmospha¨rischen
Stro¨mung wurde von Nigam und DeWeaver (2003) diskutiert.
Um Felder der mittleren Erwa¨rmungsraten bei 700 hPa und 300 hPa zur Verwendung
fu¨r die Modellsimulation unter ewigen Winterbedingungen zu erhalten, wurden die mo-
natlichen Erwa¨rmungsraten auf diesen Druckfla¨chen u¨ber alle im Datensatz enthaltenen
Wintermonate gemittelt. Die resultierenden Felder wurden auf das gaußsche Gitter des
Modells interpoliert, und das zonale Mittel wurde subtrahiert. Anschließend wurden die
Felder in ¨Aquatorna¨he geda¨mpft, da das Modell hemispha¨risch ist und aufgrund der ver-
wendeten quasi-geostrophischen Approximation nicht in der Lage ist, die atmospha¨rische
Reaktion auf zonale Asymmetrien in der tropischen diabatischen Erwa¨rmung korrekt zu
simulieren. Zur Da¨mpfung wurden die Felder an den fu¨nf a¨quatorna¨chsten gaußschen
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Abbildung 4.1: Mittlere außertropische nicht-zonale diabatische Erwa¨rmungsraten in den Win-
termonaten Dezember, Januar und Februar bei 300 hPa (links) und 700 hPa (rechts). Fu¨r Details
siehe Text.
Breiten jeweils mit den Faktoren 0,01, 0,09, 0,25, 0,49 und 0,81 multipliziert. Tatsa¨chlich
hat sich dieses Vorgehen positiv auf die Realita¨tsna¨he der vom Modell simulierten Zirku-
lation ausgewirkt.
Die resultierenden nicht-zonalen Felder der wintergemittelten außertropischen diabati-
schen Erwa¨rmungsraten bei 700 hPa und 300 hPa werden in Abbildung 4.1 dargestellt.
Der Einfluss der warmen Meeresstro¨mungen, na¨mlich des Golfstroms und des Kuroshio-
Stroms, sind vor allem bei 700 hPa deutlich an den Erwa¨rmungsraten von bis zu 3 Kelvin
pro Tag zu erkennen. Diese beiden Maxima der Erwa¨rmung fallen mit den Positionen der
Strahlstro¨me u¨ber dem Atlantik und dem Pazifik zusammen. Die dort vorhandene star-
ke Baroklinita¨t wird durch die von den Ozeanen verursachte Erwa¨rmung noch versta¨rkt,
so dass in diesen Gebieten bevorzugt Zyklonen entstehen und in o¨stliche Richtung zie-
hen. Die Gebiete werden als Storm-Track-Regionen bezeichnet. Ein Teil der diabatischen
Erwa¨rmung u¨ber den Ozeanen ist auf die Abgabe latenter Wa¨rme durch die mit den Zy-
klonen verbundene Wolkenbildung zuru¨ckzufu¨hren. ¨Uber den Kontinenten findet zumeist
Abku¨hlung statt.
4.2 Modellparameter und orographischer sowie thermi-
scher Modellantrieb
Fu¨r viele der noch unbestimmten freien Parameter des Modells, insbesondere fu¨r die
aus den Parametrisierungen hervorgegangenen, la¨sst sich kein
”
korrekter“, aus Messun-
gen bestimmter Wert angeben. Vielmehr geho¨ren diese Parameter zu stark idealisierten
Abbildern von Prozessen, die in der Natur auf wesentlich kompliziertere Art und Weise
ablaufen. Angemessene Parameterwerte ko¨nnen allenfalls grob gescha¨tzt werden. Daher
wird hier bei der Wahl der Werte pragmatisch vorgegangen, und es wird nach denjenigen
Werten gesucht, mit denen das Modell die realita¨tsna¨chsten Ergebnisse zu produzieren
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Abbildung 4.2: Orographie der Nordhemispha¨re in spektraler T21-Auflo¨sung. Der Abstand der
Ho¨henlinien betra¨gt 500 m. Das Nullniveau ist nicht dargestellt.
vermag.
Der Antrieb des Modells ist ebenfalls noch unbestimmt. Als orographischer Antrieb wird
die Orographie der Nordhemispha¨re in spektraler T21-Auflo¨sung verwendet. Sie erfasst,
wie Abbildung 4.2 zeigt, die dominanten Gebirgszu¨ge auf der Nordhalbkugel, na¨mlich
den Himalaya, die Rocky Mountains, den gro¨nla¨ndischen Eisschild und das Hochland
von ¨Athiopien. Kleinere Gebirge werden hingegen nicht aufgelo¨st. Die zugeho¨rigen Daten
sind dieselben wie von Marshall und Molteni (1993) verwendet. Sie wurden dem Autor
der vorliegenden Arbeit freundlicherweise von F. Molteni u¨bersandt. Der thermische An-
trieb, d. h. die Strahlungsgleichgewichtsstromfunktionen und die Oberfla¨chenantriebss-
tromfunktion, muss ebenfalls noch festgelegt werden. Die Bestimmung des thermischen
Antriebs und der Parameter erfolgt nicht unabha¨ngig voneinander. Um die gu¨nstigsten
Parameterwerte zu ermitteln, werden die Parameter variiert, und fu¨r jeden Parametersatz
wird der thermische Antrieb nach bestimmten Kriterien, die im folgenden Unterabschnitt
noch erkla¨rt werden, mittels einer iterativen Prozedur bestimmt. Unter Verwendung des
jeweils resultierenden Antriebs wird eine Modellintegration durchgefu¨hrt und ausgewer-
tet. Bei der Variation der Parameter wird wie folgt vorgegangen: Zuna¨chst wird einer
der Parameter in hinreichend kleinen Schritten variiert, wa¨hrend die u¨brigen konstant
gehalten werden. Fu¨r jeden Parameterwert wird die ¨Ubereinstimmung des Resultats der
entsprechenden Modellintegration mit den NCEP-NCAR-Reanalysedaten bewertet. Da-
zu wird, genau wie in Abschnitt 4.3 besprochen wird, die Modellklimatologie in Form
des zeitlichen Mittels und der ra¨umlichen Verteilung der Standardabweichung der geo-
potentiellen Ho¨he herangezogen sowie ra¨umliche Muster der niederfrequenten Variabi-
lita¨t (Strukturen der EOF). Da es schwierig ist, ein objektives Maß fu¨r die ¨Ubereinstim-
mung eines Modellergebnisses mit Beobachtungsdaten zu finden, erfolgt die Bewertung
nach subjektiven Gesichtspunkten. Der Parameterwert mit dem am besten bewerteten
Modellergebnis wird u¨bernommen, und der na¨chste Parameter wird nach dem gleichen
Prinzip variiert. Wurden alle Parameter bereits variiert, so wird wieder mit dem ersten
begonnen. Dieses Vorgehen wird fortgesetzt, bis keine Parametervariation mehr zu einer
signifikanten Verbesserung des Ergebnisses fu¨hrt. Das Verfahren ist langwierig, vermit-
telt dem Modellierer aber einen Eindruck von den Auswirkungen der einzelnen Parameter
und von der Sensitivita¨t des Modells bezu¨glich Parametera¨nderungen.
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Zuna¨chst wird das iterative Verfahren zur Bestimmung des thermischen Antriebs be-
schrieben, gefolgt von der Aufza¨hlung der am Ende resultierenden dimensionsbehafte-
ten Werte der Parameter. Soweit mo¨glich wird deren Realita¨tsna¨he diskutiert, oder sie
werden mit Literaturwerten a¨hnlicher Modelle verglichen. Anschließend werden die zum
gewa¨hlten Parametersatz geho¨renden Antriebsfelder kurz besprochen.
4.2.1 Iterative Anpassung des thermischen Antriebs
Die Festlegung der Strahlungsgleichgewichtsstromfunktionen und der Oberfla¨chenan-
triebsstromfunktion, also der Quellen der quasi-geostrophischen potentiellen Vorticity,
ist eine nichtriviale Angelegenheit. Bei einem derart vereinfachten Modell wie dem hier
verwandten ist nicht zu erwarten, dass realistische Antriebsfelder zu den realita¨tsna¨chs-
ten Ergebnissen fu¨hren, die mit dem Modell erreichbar sind. Hingegen wird ein Antrieb,
der einzig und allein dahingehend optimiert wird, ein mo¨glichst realistisches Modeller-
gebnis zu erzeugen, ein
”
unphysikalisches“ Aussehen besitzen. Wie man zwischen diesen
beiden Extremen abwa¨gt, ha¨ngt von der Problem- oder Fragestellung ab. Es mu¨ssen ge-
eignete Kriterien fu¨r die Wahl des Antriebs gewa¨hlt werden. Ist beispielsweise erwu¨nscht,
einen mittleren Modellzustand so nah wie mo¨glich am beobachteten Klimazustand zu er-
zielen, so ko¨nnte man ein klimatologisches Ensemble beobachteter Stro¨mungszusta¨nde in
die Modellgleichungen einsetzen und die Antriebe festlegen, indem man fordert, dass die
Tendenz der quasi-geostrophischen potentiellen Vorticity im Ensemblemittel verschwin-
det. Ein derartiges Verfahren wurde von Roads (1987) fu¨r ein hemispha¨risches quasi-
geostrophisches Zweischichtenmodell eingefu¨hrt und von Marshall und Molteni (1993)
und Corti et al. (1997) in einem globalen quasi-geostrophischen Dreischichtenmodell ver-
wandt. Eine solche Wahl des Antriebs ist jedoch ungu¨nstig, wenn eine Trennung zwischen
physikalischen und unphysikalischen Antriebskomponenten erwu¨nscht ist.
Die in dieser Arbeit aufgestellten Kriterien zur Wahl des Antriebs ermo¨glichen eine sol-
che Trennung zum Teil. Sie waren urspru¨nglich durch die Arbeit von Sempf et al. (2005)
motiviert, in der unter Verwendung des hier beschriebenen Modells die Auswirkungen
des orographischen Antriebs und der zonalen Asymmetrien in der außertropischen dia-
batischen Erwa¨rmung auf die Struktur der Arktischen Oszillation (siehe Abschnitt 4.3.2)
analysiert wurden. Im Rahmen einer solchen Untersuchung ist es notwendig, dass stati-
ona¨re Wellen im Rahmen der Mo¨glichkeiten des Modells in physikalisch korrekter Weise
orographisch und thermisch angeregt werden. Folglich wurden die nicht-zonalen Kom-
ponenten der Strahlungsgleichgewichtsstromfunktionen so angepasst, dass im Zeitmittel
eine ra¨umliche Verteilung der nicht-zonalen außertropischen diabatischen Erwa¨rmung in
¨Ubereinstimmung mit den im letzten Teil von Abschnitt 4.1 diskutierten winterlichen Be-
obachtungen wirkt. Die zonalen Komponenten der Antriebe wurden hingegen so justiert,
dass die Zonalstro¨mung so realistisch wie mo¨glich wird, ungeachtet dessen, wie realis-
tisch die zonalen Antriebsfelder selbst sind. In der Tat wird der zonale Antrieb dieses
quasi-geostrophischen Modells nach einer solchen Anpassung etwas unrealistisch, insbe-
sondere in den Tropen. Aber ein realistisches Zonalwindprofil gewa¨hrleistet ein ada¨quates
Anstro¨men der Orographie und angemessene Bedingungen fu¨r Stro¨mungsinstabilita¨ten.
Bei dieser Wahl des Antriebs werden die stationa¨ren Wellen physikalisch korrekt ange-
54 Kapitel 4. Modellanpassung und Simulationsergebnisse
regt.1 Das muss aber nicht zur Folge haben, dass die stationa¨ren Wellen selbst exakt mit
Beobachtungen u¨bereinstimmen. Vielmehr beha¨lt das Modell die Freiheit, im Rahmen
der Wechselwirkungen der stationa¨ren Wellen mit der vorgegebenen realistischen mitt-
leren Zonalstro¨mung und mit den sich frei entwickelnden transienten baroklinen Wellen
seine eigene Klimatologie der stationa¨ren Wellen herauszubilden. Der zonalsymmetri-
sche Antrieb setzt sich zusammen aus einem physikalischen Anteil, der den durch die
solare Einstrahlung bedingten Temperaturgradienten zwischen ¨Aquator und Pol wieder-
gibt, und einem unphysikalischen Anteil, der einen Ersatz fu¨r im Modell nicht oder nur
unzureichend beru¨cksichtigte physikalische Prozesse darstellt und fu¨r das Erreichen ei-
ner realistischen Zonalstro¨mung eine notwendige Zutat ist. Eine Trennung dieser beiden
Anteile ist jedoch nicht ohne weiteres mo¨glich, wird aber auch nicht verlangt. Da der so
eingestellte Modellantrieb eine Modellklimatologie und eine niederfrequente Variabilita¨t
in akzeptabler ¨Ubereinstimmung mit Beobachtungen erzeugt (Abschnitt 4.3), wird er in
dieser Arbeit fu¨r die Untersuchungen zum atmospha¨rischen Regimeverhalten verwendet.
Die Einstellung des Modellantriebs gema¨ß den oben formulierten Kriterien wurde mittels
einer neu entwickelten iterativen Prozedur bewerkstelligt. In jedem Schritt dieser Pro-
zedur wird zuna¨chst testweise eine Modellintegration u¨ber einige tausend Tage durch-
gefu¨hrt, unter Verwendung des derzeit gegebenen Antriebs und mit einem willku¨rlich
gewa¨hlten Anfangszustand. Nach Entfernen einer 300-ta¨gigen Einschwingphase wird die
Integration ausgewertet und mit Beobachtungen verglichen. Aus den Differenzen zwi-
schen den Modellergebnissen und den Beobachtungen werden Korrekturen der Antriebs-
felder berechnet. Anschließend wird die na¨chste Iteration der Prozedur aufgerufen, be-
ginnend mit einer erneuten Modellintegration. Die Korrekturen der zonalsymmetrischen
Anteile der Antriebsfelder ha¨ngen von den Differenzen zwischen den simulierten und
beobachteten Zonalwindprofilen ab. Die Verbesserungen der nicht-zonalen thermischen
Antriebsfelder bei 333 hPa und 667 hPa hingegen basieren jeweils auf der Differenz
zwischen der nicht-zonalen diabatischen Erwa¨rmung, die im Zeitmittel auf dem entspre-
chenden Druckniveau im Modell wirkt, und dem entsprechenden beobachteten Feld bei
300 hPa bzw. 700 hPa. Alle Manipulationen der Antriebsfelder werden auf dem nord-
hemispha¨rischen Teil des gaußschen Gitters vorgenommen. Anschließend wird eine an-
tisymmetrische Reflexion auf die Su¨dhemispha¨re durchgefu¨hrt, gefolgt von der Trans-
formation in den spektralen Raum. Die Anpassungsprozedur a¨hnelt im Prinzip dem von
Lunkeit et al. (1998) vorgestellten Verfahren. Hier werden jedoch zwischen den Testinte-
grationen diskrete ¨Anderungen der Antriebsfelder vorgenommen anstelle einer kontinu-
ierlichen Anpassung des thermischen Antriebs wa¨hrend einer langen Modellintegration.
Die Modifikationen des zonalsymmetrischen Oberfla¨chenantriebs ψ∗3 werden als Ers-
tes durchgefu¨hrt. An jedem Gitterpunkt wird der meridionale Gradient von ψ∗3 um
einen Betrag gea¨ndert, der proportional zur Differenz zwischen dem beobachteten Zo-
nalwind uˆ3 in der unteren Schicht und der entsprechenden Breite und dem Zonalwind
u3 = −a−1∂ψ¯3/∂ϕ (vgl. (2.22)) des Modells bei derselben Breite ist. Dabei ist ψ¯3 die
zeitlich und zonal gemittelte dimensionsbehaftete Stromfunktion in der unteren Modell-
schicht. Durch diese Modifikation werden in der folgenden Modellintegration sta¨rkere
Zonalwinde in denjenigen Breiten angefacht, wo sie zu schwach waren, und schwa¨chere
1Anzumerken ist jedoch, dass die diabatische Erwa¨rmung nicht in derselben Art und Weise mit der
Variabilita¨t interagiert, wie es in der Realita¨t der Fall ist. Beispielsweise kann die Erwa¨rmung durch die
Abgabe latenter Wa¨rme, etwa in Verbindung mit wandernden Zyklonen, nur im Zeitmittel beru¨cksichtigt
werden.
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dort, wo sie zu stark waren. Diese Korrektur des Oberfla¨chenantriebs wirkt sich in erster
Na¨herung auf alle drei Modellschichten gleichermaßen aus, der Effekt ist jedoch nur in
der untersten Schicht erwu¨nscht. Daher wird die Korrektur, die zu ψ∗3 addiert wird, vom
zonalsymmetrischen Anteil τ¯ ∗2 der Strahlungsgleichgewichtsstromfunktion τ ∗2 bei 667 hPa
subtrahiert. Anschließend wird τ¯ ∗2 auf dieselbe Weise korrigiert wie ψ∗3 , allerdings basie-
rend auf der Differenz zwischen dem beobachteten und dem simulierten Zonalwind uˆ2
bzw. u2 in der mittleren Schicht. Diese Modifikationen beeinflussen auch die oberste
Schicht und werden daher vom zonalen Anteil τ¯ ∗1 der Strahlungsgleichgewichtsstrom-
funktion τ ∗1 bei 333 hPa subtrahiert. Dieser wird als letztes kalibriert, unter Verwendung
der Zonalwinde uˆ1 und u1 in der oberen Schicht aus den Beobachtungen und dem Modell.
Die Sta¨rke der Korrekturen ist durch einen Proportionalita¨tsfaktor gegeben, der durch Ex-
perimentieren bestimmt wurde. Der Faktor wurde fu¨r 667 hPa mit 2/3 und fu¨r 333 hPA
mit 1/3 multipliziert, da beobachtet wurde, dass die Sensitivita¨t des Zonalwindes mit der
Ho¨he zunimmt, insbesondere in den polaren Breiten. Die ¨Anderungen in den meridio-
nalen Gradienten der Antriebsfelder, durch vorangestelltes δ gekennzeichnet, lassen sich
durch die folgenden Gleichungen zusammenfassen:
δ
(
∂ψ∗3
∂ϕ
)
= k(uˆ3 − u3),
δ
(
∂τ¯2
∂ϕ
)
= −δ
(
∂ψ∗3
∂ϕ
)
+
2k
3
(uˆ2 − u2),
δ
(
∂τ¯1
∂ϕ
)
= −δ
(
∂τ¯2
∂ϕ
)
+
k
3
(uˆ1 − u1),
(4.1)
wobei k der oben erwa¨hnte Proportionalita¨tsfaktor ist. Nach diesen Korrekturen wird zu
jedem der drei Antriebsfelder jeweils ein konstanter Wert addiert. Diese Konstanten wer-
den so gewa¨hlt, dass eine Extrapolation des jeweiligen Feldes unter Beru¨cksichtigung der
meridionalen Kru¨mmung des Feldes in ¨Aquatorna¨he verschwindende Werte am ¨Aquator
ergibt. Dadurch werden eine Unstetigkeit des Antriebsfeldes nach der antisymmetrischen
Reflexion und daraus folgende unerwu¨nschte Oszillationen des Feldes nach der spektralen
Transformation vermieden.
Die Anpassung des nicht-zonalen Antriebs ist einfacher. Bezeichnet man mit ψ˜1, ψ˜2 und
ψ˜3 die nicht-zonalen Anteile der zeitgemittelten Stromfunktionen und mit τ˜ ∗1 und τ˜ ∗2 die
nicht-zonalen Anteile der Strahlungsgleichgewichtsstromfunktionen, so ko¨nnen die nicht-
zonalen Anteile I˜1 und I˜2 der mittleren diabatischen Erwa¨rmungsraten bei 333 hPa und
667 hPa nach (2.71) wie folgt diagnostiziert werden:
I˜1
cp
=
f0
R
χ(τ˜1 − (ψ˜1 − ψ˜2)),
I˜2
cp
=
2f0
R
χ(τ˜2 − (ψ˜2 − ψ˜3)).
(4.2)
Die Felder I˜1/cp und I˜2/cp werden mit ihren beobachteten Pendants Iˆ1/cp und Iˆ2/cp
(siehe Abbildung 4.1) verglichen. Korrekturen der Gestalt
δτ˜1 = κ
(
Iˆ1
cp
− I˜1
cp
)
(4.3)
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und
δτ˜2 = κ
(
Iˆ2
cp
− I˜2
cp
)
(4.4)
werden zu τ˜ ∗1 und τ˜ ∗2 addiert. Hierbei ist κ eine weitere durch Experimentieren bestimmte
Konstante. Wird sie geeignet gewa¨hlt, konvergieren I˜1 und I˜2 relativ schnell gegen Iˆ1 bzw.
Iˆ2 von Iteration zu Iteration. Dies erkla¨rt sich dadurch, dass die zonalen Asymmetrien
der Strahlungsgleichgewichtstemperaturen sehr viel sta¨rker sind als die der tatsa¨chlichen
Temperaturen, zumindest im Falle eines hinreichend starken nicht-zonalen thermischen
Antriebs. Infolgedessen korreliert I˜1 stark mit τ˜ ∗1 und I˜2 mit τ˜ ∗2 . Diese Korrelationen sind
Voraussetzung fu¨r den Erfolg von Korrekturen der Form (4.3) und (4.4).
Der Ablauf des Verfahrens wird durch das in Abbildung 4.3 dargestellte Flussdiagramm
visualisiert. Die Genauigkeit der Prozedur wird durch die endliche La¨nge der Testinte-
grationen beschra¨nkt und kann somit verbessert werden, indem la¨ngere Testla¨ufe verwen-
det werden. Die Konvergenzgeschwindigkeit wird durch die Nichtlinearita¨t der Reaktion
des Modells auf Antriebsa¨nderungen limitiert. Zur anfa¨nglichen groben Einstellung des
Antriebs wurden einige Iterationen unter Verwendung von 2000-ta¨gigen Modellintegra-
tionen und relativ großen Werten der Konstanten k durchgefu¨hrt. Bei der anschließenden
Feineinstellung wurden la¨ngere Integrationen von bis zu 16000 Tagen und kleinere Wer-
te von k verwendet. Fu¨r die Konvergenz des Verfahrens ist es hinreichend, die Prozedur
dann zu terminieren, wenn die ¨Ubereinstimmung des simulierten Zonalwindes mit den
Beobachtungen als ausreichend erachtet wird. Als Abbruchbedingung wird eine Stan-
dardabweichung zwischen simulierten und beobachteten Zonalwinden von weniger als
0,8 m/s fu¨r alle drei Schichten gewa¨hlt; dies ist meist nach insgesamt etwa 30 bis 50
Iterationen erfu¨llt, sofern die Werte der newtonschen Abku¨hlungskonstanten und der Bo-
denreibungskonstanten hinreichend groß sind. Die ¨Ubereinstimmung in den Feldern der
diabatischen Erwa¨rmung bei 333 hPa und 667 hPa tritt schneller ein. Schon nach etwa 10
bis 15 Iterationen betra¨gt bei geeigneter Wahl von κ die Norm des Differenzfeldes zwi-
schen beobachteter und simulierter Erwa¨rmungsrate auf beiden Druckniveaus weniger als
1% der Norm des beobachteten Feldes selbst.
4.2.2 Gewa¨hlte Parameterwerte
Die inversen Rossby-Deformationsradien Λ1, Λ2 und Λ3, definiert durch (2.56), (2.52)
und (2.66), sind im Gegensatz zu den anderen Modellparametern im Prinzip direkt in
der realen Atmospha¨re messbar. Zur Festlegung des externen Rossby-Obukhov-Radius
(2.66) wurde TS = 271 K gesetzt. Dabei handelt es sich gema¨ß der NCEP-NCAR-
Reanalysedaten um die mittlere Oberfla¨chentemperatur bei 45◦ no¨rdlicher Breite in den
Wintermonaten. Damit ergibt sich Λ−13 = 2705 km. Dieser Wert wurde u¨bernommen und
im Gegensatz zu allen u¨brigen Parametern nicht variiert.
Der interne Rossby-Deformationsradius (2.52) kann mit Hilfe der Definition (2.34) von
S0, der hydrostatischen Grundgleichung (2.8) und der idealen Gasgleichung (2.1) wie
folgt umgeformt werden:
Λ =
√
f 20 g
R2T0(γa − γ) , (4.5)
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Abbildung 4.3: Flussdiagramm des iterativen Antriebsanpassungsverfahrens.
wobei
γa =
g
cp
= 9, 8
K
km
(4.6)
den trockenadiabatischen vertikalen Temperaturgradienten und
γ = −dT0
dz
(4.7)
den tatsa¨chlichen vertikalen Temperaturgradienten der verwendeteten Standardatmo-
spha¨re bezeichnet. Fu¨r T0 bei 333 hPa und 667 hPa wurde die mittlere Wintertemperatur
bei 45◦ no¨rdlicher Breite und 300 hPa bzw. 700 hPa eingesetzt, na¨mlich T0 = 223 K bzw.
T0 = 261 K nach den Reanalysedaten. Die Werte von γ auf den beiden Druckniveaus
sind zwar auch messbar, wurden aber dennoch als freie Parameter variiert. Nach der Pa-
rametervariation ergaben sich γ = 3, 0 K/km fu¨r 333 hPa und γ = 6, 5 K/km fu¨r 667 hPa.
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Der zweite Wert entspricht tatsa¨chlich dem Temperaturgradienten, welcher in der so ge-
nannten US-Standardatmospha¨re fu¨r die Tropospha¨re bis zu einer Ho¨he von etwa 10 km
festgelegt worden ist (Etling, 1996). Der erste Wert tra¨gt der Abschwa¨chung des Tem-
peraturgradienten in der oberen Tropospha¨re Rechnung. Die Rossby-Deformationsradien
betragen Λ−11 = 1094 km und Λ−12 = 825 km. Das Modell reagiert relativ unempfindlich
auf moderate Variationen von Λ1 und Λ2.
Fu¨r die newtonsche Abku¨hlung ergab sich eine Relaxationszeit von χ−1 = 23 Tagen.
Dieser Wert liegt innerhalb des relativ breiten Spektrums der bei anderen mehrschichtigen
idealisierten atmospha¨rischen Zirkulationsmodellen verwendeten Werte. Beispielsweise
verwenden Charney und Straus (1980) eine Zeitkonstante von 10 Tagen. Houtekamer
(1991) gibt 16 Tage an. Bei Marshall und Molteni (1993) sind es 25 Tage, 27 Tage sind
es bei Roads (1987) und 30 Tage bei James und James (1992). Die Sensitivita¨t des hier
verwendeten Dreischichtenmodells gegenu¨ber der Sta¨rke der newtonschen Abku¨hlung ist
relativ gering.
Die Konstante der Bodenreibung erhielt den Wert K = 171 m, entsprechend einer Grenz-
schichtho¨he von etwa 1 km, siehe die Diskussion in Abschnitt 2.3. Die zugeho¨rige Re-
laxationszeit betra¨gt f0/3Λ23gK = 1, 7 Tage, vgl. (2.77). In der von Sempf et al. (2005)
benutzten Modellversion wurde eine etwas sta¨rkere Reibung mit einer Zeitkonstanten von
1,4 Tagen verwendet. Die Literaturwerte zur Bodenreibung in idealisierten Modellen dif-
ferieren stark: James und James (1992) geben eine Zeitkonstante von einem Tag an, bei
Marshall und Molteni (1993) sind es ortsabha¨ngig 1,5 bis 3 Tage, 2,7 Tage bei Roads
(1987), 10 Tage bei Charney und Straus (1980) und 16 Tage bei Houtekamer (1991). Es
bleibt anzumerken, dass in den beiden letztgenannten Studien Modelle verwendet wurden,
die eine weitaus geringere horizontale Auflo¨sung besitzen und sta¨rker idealisiert sind als
das vorliegende Dreischichtenmodell. Die Modelle, auf denen die u¨brigen Studien basie-
ren, besitzen hingegen eine T21-Auflo¨sung und sind eher mit dem Dreischichtenmodell
vergleichbar. Dennoch du¨rfte die angemessene Sta¨rke der Reibung auch von der Anzahl
der Modellschichten abha¨ngen, die in den angegebenen Studien unterschiedlich ist.
Im hier besprochenen Dreischichtenmodell ist die Bodenreibung gegenu¨ber der new-
tonschen Abku¨hlung der dominierende Dissipationsmechanismus, wie an den gewa¨hlten
Zeitskalen erkennbar ist. Die Intensita¨t der Reibung hat deutliche Auswirkungen auf das
Modellverhalten. In Abschnitt 5.2 werden interessante Eigenschaften der Modelldynamik
bei geringeren Sta¨rken, d. h. bei la¨ngeren Zeitskalen der Bodenreibung untersucht.
Die Sta¨rke der skalenselektiven ∆3-Horizontaldiffusion wurde schließlich so gewa¨hlt,
dass Moden der totalen Wellenzahl 21 mit einer Relaxationszeit von 13 Stunden geda¨mpft
werden. Bei Roads (1987) betra¨gt diese Zeitskala 30 Stunden unter Verwendung einer
∆2-Diffusion und bei Marshall und Molteni (1993) 2 Tage mit einer ∆4-Diffusion.
Die breite Streuung der Literaturwerte fu¨r die dissipativen Parameter besta¨tigt die große
Unsicherheit in der Bestimmung
”
physikalisch korrekter“ Parameterwerte und rechtfertigt
die hier beschriebene ergebnisorientierte Vorgehensweise bei ihrer Festlegung.
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4.2.3 Verwendeter thermischer Antrieb
Aus den dimensionsbehafteten Strahlungsgleichgewichtsstromfunktionen τ ∗1 und τ ∗2 wur-
den mittels (2.70) die Strahlungsgleichgewichtstemperaturen T ∗1 und T ∗2 bestimmt. Da
τ ∗1 und τ ∗2 genau wie ψ1, ψ2 und ψ3 aufgrund der hemispha¨rischen Approximation am
¨Aquator verschwinden, gilt dies aus fu¨r die so bestimmten Felder T ∗1 und T ∗2 . Somit er-
geben sich keine realistischen Temperaturwerte. Temperaturen im Modell, definiert nach
(2.69), sind aber genau wie die Stromfunktionen nur bis auf eine additive Konstante be-
stimmt. Gleiches gilt fu¨r die Gleichgewichtstemperaturen. Um anschauliche Temperatur-
werte zu erhalten, wurden Konstanten zu T ∗1 und T ∗2 addiert, so dass T ∗1 im hemispha¨ri-
schen fla¨chengewichteten Mittel den Wert 223 K und T ∗2 den Wert 261 K besitzt. Dies
sind die fu¨r 333 hPa und 667 hPa im vorausgegangenen Abschnitt festgesetzten Standard-
Temperaturwerte.
Der zonalsymmetrische Anteil von T ∗1 und von T ∗2 ist im oberen Teil von Abbildung
4.4 dargestellt. Beide Temperaturfelder steigen in den Tropen zuna¨chst leicht an, fallen
aber im Mittel zum Pol hin ab. Der Temperaturunterschied zwischen niedrigen und hohen
Breiten ist bei T ∗2 sehr viel deutlicher ausgepra¨gt als bei T ∗1 . Beide Felder besitzen einen
starken Gradienten in den Subtropen und treiben so den subtropischen Jet an. In den mitt-
leren Breiten steigt T ∗1 stark an, was wahrscheinlich keinen physikalischen Ursprung be-
sitzt. Der steile Abfall von T ∗1 in den hohen Breiten treibt den Polarwirbel an. Der Anstieg
von T ∗1 und T ∗2 in den Tropen ist mo¨glicherweise eine Folge der quasi-geostrophischen
Approximation.
Die meridionale Struktur des zonalsymmetrischen Oberfla¨chenantriebs ψ∗3 wird im unte-
ren Teil von Abbildung 4.4 dargestellt, zusammen mit dem Zonalwindprofil, das in der
unteren Modellschicht herrschen wu¨rde, wenn ψ3 = ψ∗3 wa¨re. Wie noch in Abschnitt
4.3.1 gezeigt wird, weicht der tatsa¨chliche Zonalwind stark von dem hier dargestellten ab.
Das Anfachen von Westwinden in den Subtropen kann als Ersatz fu¨r die im Modell nicht
repra¨sentierte starke differentielle bodennahe Erwa¨rmung in dieser Region interpretiert
werden. Die Anregung von Ostwinden in den mittleren Breiten und wiederum von star-
ken Westwinden in ho¨heren Breiten erscheint hingegen unphysikalisch. Dieser Befund
unterstreicht jedoch die Unverzichtbarkeit des Oberfla¨chenantriebs als ein Korrektiv in
diesem stark vereinfachten Modell.
Die nicht-zonalen Anteile von T ∗1 und T ∗2 sind in Abbildung 4.5 dargestellt. Die Korrelati-
on mit den in Abbildung 4.1 gezeigten Feldern der nicht-zonalen diabatischen Erwa¨rmung
ist nahezu perfekt. Bemerkenswert ist auch, dass die zonalen Variationen der Strahlungs-
gleichgewichtstemperaturen mindestens dieselbe Gro¨ßenordnung besitzen wie die meri-
dionalen Variationen.
4.3 Ergebnisse der Modellsimulation u¨ber 1000 Jahre
In diesem Abschnitt werden die Ergebnisse einer 1000-ja¨hrigen Modellintegration pra¨sen-
tiert und mit den Reanalysedaten verglichen. Zuna¨chst wird die Modellklimatologie, d. h.
das zeitliche Mittel und die Standardabweichung der geopotentiellen Ho¨he der drei Mo-
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Abbildung 4.4: Zonaler Anteil der Strahlungsgleichgewichtstemperatur T ∗1 bei 333 hPa (links
oben) und T ∗2 bei 667 hPa (rechts oben) sowie die zonalsymmetrische Oberfla¨chenantriebsstrom-
funktion ψ∗3 (links unten) und das zugeho¨rige Zonalwindprofil (rechts unten).
dellschichten, besprochen. Anschließend wird die ra¨umliche und zeitliche Struktur der
niederfrequenten Variabilita¨t mittels einer Hauptkomponentenanalyse der tiefpassgefil-
terten geopotentiellen Ho¨he untersucht, gefolgt von einer Analyse des Regimeverhaltens.
4.3.1 Modellklimatologie
Die zeitgemittelten Zonalwindprofile der Modellsimulation werden in Abbildung 4.6 zu-
sammen mit den Zonalwindprofilen der schichtgemittelten Reanalysedaten dargestellt.
Wie erkennbar ist, stimmen die simulierten und die beobachteten Windprofile nahezu per-
fekt u¨berein, was die Effektivita¨t des Antriebsanpassungsverfahrens unter Beweis stellt.
Das Maximum der Windgeschwindigkeit bei 30◦ in der mittleren und oberen Schicht
entspricht dem subtropischen Jet. Zusa¨tzlich weist das Profil in der oberen Schicht in
ho¨heren Breiten im Gegensatz zur mittleren und unteren Schicht aufgrund des Einflusses
des stratospha¨rischen Polarwirbels eine konvexe Form auf. In allen drei Schichten treten
Ostwinde in ¨Aquatorna¨he auf, in der oberen Schicht aber nur schwache.
Die linke Spalte von Abbildung 4.7 zeigt die zeitgemittelte geopotentielle Ho¨he der drei
Modellschichten, wa¨hrend die entsprechenden beobachteten Felder in der rechten Spalte
dargestellt sind. Nach der Balance-Gleichung (2.51) ist die aus der Stromfunktion des Mo-
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Abbildung 4.5: Nicht-zonaler Anteil der Strahlungsgleichgewichtstemperatur bei 333 hPa (links)
und 667 hPa (rechts).
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Abbildung 4.6: Zonalwindprofile der drei Modellschichten und der schichtgemittelten NCEP-
NCAR-Reanalysedaten.
dells berechnete geopotentielle Ho¨he nur bis auf eine additive Konstante bestimmt. Diese
wurde so gewa¨hlt, dass der Wert der geopotentiellen Ho¨he im hemispha¨rischen fla¨chenge-
wichteten Mittel in jeder Schicht beim Modell und bei den Beobachtungen gleich ist. Die
wichtigsten großskaligen Merkmale, die außerhalb der Tropen in den beobachteten Fel-
dern erkennbar sind, werden vom Modell angemessen reproduziert. Unterschiede im De-
tail sind erkennbar. ¨Ahnlich den Beobachtungen zeigt das Modell in der unteren Schicht
Ru¨cken u¨ber den orographischen Maxima und Tro¨ge im Lee der Gebirge. Das Islandtief
und das Aleutentief sind erkennbar, letzteres ist jedoch deutlich schwa¨cher ausgepra¨gt als
in den Beobachtungen. Der Trog u¨ber Osteuropa, der in der unteren Modellschicht am
deutlichsten sichtbar ist und sich in die mittlere Schicht und auch ein wenig in die obere
Schicht ausbreitet, ist etwas zu stark ausgepra¨gt. Die Felder in der mittleren und obe-
ren Schicht besitzen jedoch, in guter ¨Ubereinstimmung mit den Beobachtungen, Tro¨ge
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u¨ber den Ostku¨sten Asiens und Nordamerikas. Die obere Modellschicht zeigt die gro¨ßte
¨Ahnlichkeit mit den Beobachtungen. Das simulierte und das beobachtete Feld haben bei-
de eine vergleichsweise starke zonale Symmetrie. Als Folge der quasi-geostrophischen
Approximationen zeigt das Modell Defizite in den Tropen.
In der linken Spalte von Abbildung 4.8 ist die Standardabweichung der simulierten Fel-
der der geopotentiellen Ho¨he dargestellt. Die entsprechenden Beobachtungen sind in der
rechten Spalte abgebildet. Soweit es die Struktur der gezeigten Muster betrifft, gibt es
keine tiefgreifenden Unterschiede zwischen den Modellergebnissen und den Beobach-
tungen. In der unteren und mittleren Schicht gibt es sowohl im Modell als auch in den
Beobachtungen ausgepra¨gte Maxima der Variabilita¨t u¨ber dem Nordatlantik und dem
Nordpazifik. Im Modell sind diese Maxima im Vergleich zu den Beobachtungen etwas
nach Westen verschoben. In der oberen Schicht ist die Variabilita¨t gro¨ßtenteils auf die
Polarregion beschra¨nkt. Im Modell ist das Maximum nahe am Nordpol gelegen, wa¨hrend
das beobachtete Maximum sich etwas weiter vom Pol entfernt u¨ber dem Kanadischen
Archipel befindet.
Wenngleich die Struktur der Standardabweichungsmuster des Modells den Beobachtun-
gen a¨hnelt, ist die Sta¨rke der Modellvariabilita¨t in allen drei Schichten geringer als beob-
achtet. Dafu¨r bieten sich zwei mo¨gliche Erkla¨rungen an. Zum einen ko¨nnten transiente
Wirbel (wetterbestimmende Drucksysteme) im Modell wegen der begrenzten horizon-
talen Auflo¨sung unterrepra¨sentiert sein. Zum anderen ko¨nnte die Modellvariabilita¨t auf-
grund der Abwesenheit zeitlich vera¨nderlicher Antriebskomponenten verringert sein. Mit
einem zeitlich vera¨nderlichen Antrieb ist hier nicht der Jahresgang der solaren Einstrah-
lung gemeint, sondern externe Einflu¨sse auf die Atmospha¨re, die sich innerhalb eines
Winters oder von Jahr zu Jahr a¨ndern ko¨nnen. Der wichtigste derartige Faktor ist die Va-
riabilita¨t in der Meeresoberfla¨chentemperatur. Welche der beiden Erkla¨rungen in Frage
kommt, kann leicht mittels zeitlicher Filterung untersucht werden. Die durch transiente
Wirbel bedingte Variabilita¨t spielt sich hauptsa¨chlich auf einer Zeitskala von 2 bis 6 Tagen
ab, wa¨hrend die zeitliche Vera¨nderung externer Antriebskomponenten meist auf deutlich
la¨ngeren Zeitskalen erfolgt. Daher wurden die Zeitreihen der simulierten und beobachte-
ten geopotentiellen Ho¨he der unteren Schicht mit einer Grenzperiode von 6 Tagen tief-
und hochpassgefiltert. Das hochpassgefilterte Signal wurde jeweils durch die Subtraktion
des tiefpassgefilterten Signals vom Originalsignal gewonnen. Die Standardabweichung
der hochpassgefilterten geopotentiellen Ho¨he ist ein Maß fu¨r die Aktivita¨t transienter
Wirbel und wird fu¨r das Modell und fu¨r die Beobachtungsdaten in Abbildung 4.9 dar-
gestellt. Im Falle der Beobachtungsdaten sind u¨ber dem no¨rdlichen Atlantik und Pazifik
zwei Maxima der transienten Aktivita¨t zu erkennen, welche die Storm-Track-Regionen
definieren. Das Modell zeigt zwei dazu vergleichbare Maxima u¨ber dem Nordatlantik
und dem Nordpazifik, relativ zu den Beobachtungen wiederum leicht nach Westen ver-
schoben. Im Modell ist das pazifische Maximum geringfu¨gig sta¨rker als das atlantische,
wa¨hrend die beobachteten Analoga gleich stark sind. Ein dritter, etwas schwa¨cher ausge-
pra¨gter kontinentaler Storm-Track, der nicht in dem Ausmaß durch die Beobachtungen
wiedergegeben wird, ist im Modell u¨ber Eurasien sichtbar. Insgesamt zeigt sich, dass die
simulierten ozeanischen Maxima der transienten Aktivita¨t in ihrer Sta¨rke mit den beob-
achteten Maxima vergleichbar sind. Somit sind die transienten Wirbel im Modell nicht
als unterrepra¨sentiert anzusehen.
In Abbildung 4.10 wird die Standardabweichung der tiefpassgefilterten geopotentiellen
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Abbildung 4.7: Linke Spalte: Mittlere geopotentielle Ho¨he der oberen, mittleren und unteren Mo-
dellschicht (von oben nach unten). Rechte Spalte: wie linke Spalte, aber fu¨r die schichtgemittelten
NCEP-NCAR-Reanalysedaten.
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Abbildung 4.8: Linke Spalte: Standardabweichung der geopotentiellen Ho¨he der oberen, mittle-
ren und unteren Modellschicht (von oben nach unten). Rechte Spalte: wie linke Spalte, aber fu¨r
die schichtgemittelten NCEP-NCAR-Reanalysedaten.
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Abbildung 4.9: Standardabweichung der 6-Tage-hochpassgefilterten geopotentiellen Ho¨he der
unteren Modellschicht (links) sowie der u¨ber die untere Atmospha¨renschicht gemittelten NCEP-
NCAR-Reanalysedaten.
Ho¨he der unteren Schicht dargestellt, fu¨r das Modell und fu¨r die Reanalysedaten. Beide
Muster haben eine a¨hnliche Struktur, wobei das Modell auch hier eine Westverschiebung
relativ zu den Beobachtungen zeigt. Deutlich sichtbar ist, dass die niederfrequente Varia-
bilita¨t im Modell schwa¨cher ist als beobachtet. Dies muss nicht unbedingt ein Modellde-
fizit sein, sondern la¨sst sich mo¨glicherweise durch die Abwesenheit zeitlich vera¨nderli-
cher Einflu¨sse auf die Modellatmospha¨re erkla¨ren. Es sollte jedoch darauf hingewiesen
werden, dass das Ausmaß der niederfrequenten Modellvariabilita¨t von der Wahl der Mo-
dellparameter abha¨ngt. Geht man jedoch von der nicht u¨berpru¨fbaren Annahme aus, dass
die Parameter so gewa¨hlt worden sind, dass das Modell eine hypothetische winterliche
Atmospha¨re u¨ber der Nordhemispha¨re ohne vera¨nderliche externe Einflu¨sse so realita¨ts-
nah simuliert, wie es dem Modell mo¨glich ist, so kann Abbildung 4.10 zur Abscha¨tzung
des Ausmaßes der durch die interne atmospha¨rische Dynamik allein generierten nieder-
frequenten Variabilita¨t im Verha¨ltnis zur niederfrequenten atmospha¨rischen Variabilita¨t
im anthropogen beinflussten gekoppelten System Atmospha¨re-Hydrospha¨re-Kryospha¨re
dienen. Die interne niederfrequente Variabilita¨t der Modellatmospha¨re wird im Folgenden
genauer untersucht.
4.3.2 Niederfrequente Variabilita¨t
Zur Analyse der niederfrequenten Variabilita¨t wurden die Daten der geopotentiellen Ho¨he
der Modellschichten sowie die schichtgemittelten Reanalysedaten mit einer Grenzperiode
von 10 Tagen tiefpassgefiltert. Anschließend wurden Hauptkomponentenanalysen durch-
gefu¨hrt. Die Periode von 10 Tagen wurde aus Gru¨nden der Vergleichbarkeit mit anderen
Studien, z. B. Kimoto und Ghil (1993a), gewa¨hlt. Die hier gezeigten Ergebnisse ha¨ngen
jedoch nicht empfindlich von der Wahl der Grenzperiode ab.
In der linken Spalte von Abbildung 4.11 wird fu¨r jede der drei Modellschichten die erste
EOF der geopotentiellen Ho¨he gezeigt und jeweils der in der rechten Spalte abgebildeten,
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Abbildung 4.10: Standardabweichung der 6-Tage-tiefpassgefilterten geopotentiellen Ho¨he der
unteren Modellschicht (links) sowie der u¨ber die untere Atmospha¨renschicht gemittelten NCEP-
NCAR-Reanalysedaten.
aus den Reanalysedaten der entsprechenden Schicht bestimmten ersten EOF gegenu¨ber-
gestellt. Fu¨r die unterste Schicht zeigen die Reanalysedaten ein Muster, das praktisch
identisch zum Muster der Arktischen Oszillation (AO) ist. Dabei handelt es sich um die
erste EOF beobachteter monatsgemittelter nordhemispha¨rischer Felder des Luftdrucks
auf Meeresniveau im Winter (Thompson und Wallace, 1998). Das vom Modell erzeugte
Muster a¨hnelt dem beobachteten sehr. Das arktische Wirkungszentrum besitzt bei bei-
den Mustern eine maximale Amplitude bei Gro¨nland, wobei es im Falle des Modells
etwas schwa¨cher ist. Die Zentren u¨ber dem Atlantik und dem Pazifik sind beim simu-
lierten Muster im Vergleich zu den Beobachtungen nach Westen verschoben. Das atlan-
tische Zentrum ist etwas schwa¨cher als beobachtet, und das pazifische Zentrum ist etwas
sta¨rker. Die westwa¨rtige Verschiebung der ozeanischen Zentren ist wahrscheinlich auf
die Verschiebung der Storm-Tracks zuru¨ckzufu¨hren. Die Wechselwirkung der transienten
Wirbel mit der zonalen Grundstro¨mung spielt eine entscheidende Rolle in der Dynamik
der AO (z. B. Limpasuvan und Hartmann, 2000).
In der mittleren Schicht besitzen sowohl die simulierte als auch die beobachtete erste
EOF ein Wirkungszentrum u¨ber bzw. nahe bei Gro¨nland. Ansonsten unterscheiden sich
die beiden Muster stark, besonders in den mittleren Breiten. Insgesamt besitzt das si-
mulierte Muster eine sta¨rkere zonale Symmetrie als das beobachtete Muster und a¨hnelt
eher der AO bzw. der beobachteten zweiten EOF (siehe unten). ¨Ahnliche Abweichungen
von den Beobachtungen in der mittleren Tropospha¨re existieren auch bei komplexeren
Modellen, z. B. bei verschiedenen gekoppelten Atmospha¨re-Ozean-Zirkulationsmodellen
(Weisheimer et al., 2003).
Im Falle der oberen Schicht stimmt das Muster des Modells im Wesentlichen mit dem
beobachteten u¨berein. Es beschreibt die Versta¨rkung bzw. die Abschwa¨chung des Polar-
wirbels. Der Hauptunterschied besteht in der Verschiebung des Wirkungszentrums vom
Kanadischen Archipel in Richtung Pol. Diese Verschiebung ist auch in der Standardab-
weichung (Abbildung 4.8) erkennbar, wie bereits im Abschnitt 4.3.1 erwa¨hnt wurde.
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Abbildung 4.11: Linke Spalte: erste EOF der geopotentiellen Ho¨he der oberen, mittleren und un-
teren Modellschicht (von oben nach unten). Rechte Spalte: wie linke Spalte, aber fu¨r die schicht-
gemittelten NCEP-NCAR-Reanalysedaten.
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obere Schicht
Modell Reanalyse Korrelation
EOF 1 EOF 1 0,70
EOF 2 EOF 2 0,69
mittlere Schicht
Modell Reanalyse Korrelation
EOF 1 EOF 1 0,18
EOF 1 EOF 2 0,74
EOF 2 EOF 1 0,36
EOF 4 EOF 1 0,81
untere Schicht
Modell Reanalyse Korrelation
EOF 1 EOF 1 0,90
EOF 2 EOF 2 0,20
Tabelle 4.2: Musterkorrelationskoeffizienten ausgewa¨hlter Paare von EOF des Modells und der
Reanalysedaten.
In Abbildung 4.12 wird die zweite EOF fu¨r jede Modellschicht jeweils ihrem beobach-
teten Pendant gegenu¨bergestellt. Die Dipol-Muster in der unteren Schicht besitzen eine
gewisse ¨Ahnlichkeit miteinander, das Muster des Modells ist aber gegenu¨ber dem beob-
achteten deutlich nach Westen verschoben. Die Wellenstruktur des simulierten Musters
in der mittleren Schicht a¨hnelt ein wenig derjenigen der beobachteten ersten EOF (Ab-
bildung 4.11), ist aber nach Osten verschoben. Die beobachtete zweite EOF der mittleren
Schicht hat viele Gemeinsamkeiten mit der ersten EOF beim Modell, wie bereits oben
erwa¨hnt wurde. In der oberen Schicht zeigen das Modell und die Beobachtungen einan-
der a¨hnliche Strukturen mit der zonalen Wellenzahl 1.
Bemerkenswert ist, dass die vierte EOF der mittleren Modellschicht, dargestellt in Abbil-
dung 4.13, starke ¨Ahnlichkeit mit der beobachteten ersten EOF (Abbildung 4.11) besitzt,
wenngleich ihre Amplitude deutlich schwa¨cher ist als die des beobachteten Musters.
Ein quantitatives Maß fu¨r die ¨Ahnlichkeit zweier Muster a und b ist der Musterkorrelati-
onskoeffizient
c(a,b) =
|〈a,b〉|
||a|| · ||b|| , (4.8)
wobei das Skalarprodukt 〈·, ·〉 und die Norm || · || durch (3.3) bzw. (3.5) definiert sind. Der
Musterkorrelationskoeffizient nimmt Werte zwischen 0 und 1 an. In Tabelle 4.2 werden
die Korrelationskoeffizienten fu¨r die hier miteinander verglichenen simulierten und beob-
achteten EOF-Muster aufgelistet. In der Tat besitzen diejenigen Paare, die visuell einen
Eindruck von ¨Ahnlichkeit vermitteln, auch einen hohen Korrelationskoeffizienten.
Wie Abbildung 4.11 zeigt, haben die fu¨hrenden EOF des Modells eine fast genauso große
Amplitude wie die beobachteten fu¨hrenden EOF. Dass die niederfrequente Variabilita¨t
im Modell, wie am Ende von Abschnitt 4.3.1 besprochen wurde, insgesamt deutlich
schwa¨cher ist als beobachtet, ha¨ngt damit zusammen, dass die Amplituden der ho¨heren
EOF im Modell geringer sind im Vergleich zu den Reanalysedaten. Tabelle 4.3 zeigt fu¨r
4.3 Ergebnisse der Modellsimulation u¨ber 1000 Jahre 69
-195 -135 -75 -15 45 105 165
[m]
-195 -135 -75 -15 45 105 165
[m]
-110 -70 -30 10 50 90 130
[m]
-110 -70 -30 10 50 90 130
[m]
-127.5 -97.5 -67.5 -37.5 -7.5 22.5 52.5 82.5
[m]
-127.5 -97.5 -67.5 -37.5 -7.5 22.5 52.5 82.5
[m]
Abbildung 4.12: Linke Spalte: zweite EOF der geopotentiellen Ho¨he der oberen, mittleren und
unteren Modellschicht (von oben nach unten). Rechte Spalte: wie linke Spalte, aber fu¨r die schicht-
gemittelten NCEP-NCAR-Reanalysedaten.
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Abbildung 4.13: Vierte EOF der geopotentiellen Ho¨he der mittleren Modellschicht.
jede Schicht die Anteile der durch jede der ersten zehn EOF erkla¨rten Varianz, sowohl fu¨r
die Modell- als auch fu¨r die Beobachtungsdaten. In jeder Schicht erkla¨rt die erste EOF des
Modells einen ho¨heren Anteil an der Gesamtvarianz, als es bei der Reanalyse der Fall ist.
Dies wird jedoch dadurch kompensiert, dass die Gesamtvarianz des Modells geringer ist
als die beobachtete Gesamtvarianz. Ab der zweiten EOF erkla¨ren die simulierten Muster
meist einen etwas geringeren Anteil der Gesamtvarianz als die entsprechenden beobach-
teten Muster. Da die Gesamtvarianz des Modells ebenfalls geringer ist als beobachtet,
besitzen die simulierten ho¨heren EOF eine deutlich geringere Amplitude als ihre beob-
achteten Pendants. Ein Beispiel, bei dem dies deutlich sichtbar ist, ist gegeben durch die
simulierte und beobachtete zweite EOF in der unteren Schicht, dargestellt in der unteren
Zeile von Abbildung 4.12.
In jeder der drei Modellschichten ist die fu¨hrende EOF bezu¨glich der erkla¨rten Varianz
deutlich von den u¨brigen EOF separiert. Ferner besitzen alle drei fu¨hrenden EOF eine a¨hn-
liche Struktur mit einer ausgepra¨gten ringfo¨rmigen Komponente, die eine Verschiebung
von Luftmassen zwischen mittleren und polaren Breiten wiedergibt. Diese Verschiebun-
gen in den einzelnen Schichten geschehen nicht unabha¨ngig voneinander, sondern in ho-
hem Maße simultan. Erkennbar ist dies an einer Korrelation der ersten Hauptkomponente
der unteren Schicht mit derjenigen der mittleren Schicht von 0,93, und mit derjenigen
der oberen Schicht von 0,67. Die vom Modell simulierte ringfo¨rmige Variabilita¨t besitzt
also eine koha¨rente vertikale Struktur. Eine ringfo¨rmige, vertikal ausgedehnte Variabi-
lita¨t wird auch in der realen Atmospha¨re auf beiden Hemispha¨ren beobachtet. Besonders
ausgepra¨gt ist sie im Winter auf der jeweiligen Hemispha¨re. Diese beobachteten
”
Mo-
den“ der Variabilita¨t werden als ringfo¨rmige Moden (engl. annular modes) bezeichnet.
Auf der Nordhemispha¨re erstreckt sich die ringfo¨rmige Mode in den Wintermonaten von
der Erdoberfla¨che bis in die untere Stratospha¨re. An der Oberfla¨che manifestiert sich die
ringfo¨rmige Mode als AO, in der Stratospha¨re durch Modulationen der Sta¨rke des Po-
larwirbels (Thompson und Wallace, 1998; Wallace und Thompson, 2002). Sie ist aber
offenbar sta¨rker durch andere Prozesse u¨berlagert, als es beim Modell der Fall ist. In der
mittleren Schicht ist es beispielsweise anstelle der ersten EOF die zweite EOF, die eine
ringfo¨rmige Struktur besitzt. Die vertikale Struktur der ringfo¨rmigen Mode erscheint et-
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obere Schicht
Modell Reanalyse
EOF Nr. Varianzanteil [%] kumuliert [%] Varianzanteil [%] kumuliert [%]
1 21,4 21,4 18,4 18,4
2 11,8 33,2 14,8 33,2
3 9,2 42,5 10,8 44,0
4 8,0 50,5 7,5 51,4
5 6,9 57,4 6,8 58,2
6 5,2 62,5 5,8 64,0
7 4,2 66,8 4,8 68,8
8 3,7 70,5 3,5 72,3
9 3,3 73,7 2,8 75,2
10 2,7 76,5 2,5 77,7
mittlere Schicht
Modell Reanalyse
EOF Nr. Varianzanteil [%] kumuliert [%] Varianzanteil [%] kumuliert [%]
1 13,0 13,0 10,8 10,8
2 8,0 21,1 9,6 20,4
3 7,3 28,4 8,3 28,8
4 6,1 34,5 7,2 36,0
5 5,5 40,0 6,7 42,6
6 4,8 44,8 5,6 48,3
7 4,3 49,1 5,1 53,4
8 4,1 53,2 4,1 57,5
9 4,1 57,2 3,7 61,3
10 3,7 60,9 3,6 64,9
untere Schicht
Modell Reanalyse
EOF Nr. Varianzanteil [%] kumuliert [%] Varianzanteil [%] kumuliert [%]
1 19,8 19,8 12,1 12,1
2 8,2 28,0 10,3 22,4
3 7,2 35,3 8,9 31,3
4 6,5 41,8 8,3 39,7
5 5,7 47,5 7,9 47,5
6 5,0 52,5 6,6 54,1
7 4,4 56,9 5,2 59,3
8 4,1 60,9 4,4 63,6
9 3,6 64,5 3,9 67,5
10 3,5 68,0 3,1 70,6
Tabelle 4.3: Anteil der durch jede der ersten 10 EOF erkla¨rten Varianz, fu¨r die Modell- und Reana-
lysedaten und fu¨r alle drei Schichten. In der Spalte
”
kumuliert“ werden jeweils die Varianzanteile
kumulativ aufsummiert.
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was weniger koha¨rent als beim Modell. Die erste Hauptkomponente der unteren Schicht
bei den Reanalysedaten besitzt eine im Vergleich zum Modell geringere Korrelation von
0,66 mit der zum ringfo¨rmigen Muster geho¨renden (zweiten) Hauptkomponente der mitt-
leren Schicht. Es besteht auch eine Korrelation von 0,53 mit der ersten Hauptkomponen-
te der mittleren Schicht. Die Korrelation mit der ersten Hauptkomponente der obersten
Schicht betra¨gt 0,55. Das deutliche Hervortreten der ringfo¨rmigen Mode im Modell mit
einer Amplitude a¨hnlich den Beobachtungen la¨sst aber das Modell besonders dafu¨r ge-
eignet erscheinen, die dynamischen Prozesse, die der ringfo¨rmigen Mode und der mit ihr
verbundenen AO zugrunde liegen, zu studieren.
Um zu u¨berpru¨fen, welche zeitlichen Skalen mit den hier diskutierten ra¨umlichen Mus-
tern der niederfrequenten Variabilita¨t verbunden sind, wurden Leistungsdichtespektren
der ersten und zweiten Hauptkomponente der geopotentiellen Ho¨he aller drei Modell-
schichten gescha¨tzt. Dabei wurden jeweils 16 u¨berlappende Hanning-gefensterte Seg-
mente von 90 Jahren La¨nge verwendet. Der systematische Fehler der Scha¨tzung du¨rfte
damit bei Perioden, die kleiner als etwa 50 Jahre sind, vernachla¨ssigbar sein. Gema¨ß der
Formel (3.23) betra¨gt die Standardabweichung der Scha¨tzung etwa ein Viertel der unbe-
kannten wahren Leistungsdichte, in Wirklichkeit aber wahrscheinlich weniger aufgrund
der u¨berlappenden Segmente. Unter der Annahme, dass der Fehler der Scha¨tzung nor-
malverteilt ist, ergibt sich ein 67%-Vertrauensbereich von einem Viertel des gescha¨tzten
Wertes der Leistungsdichte.
Abbildung 4.14 zeigt die Spektralscha¨tzungen als Funktion der Periode, d. h es wird der
Wert der Leistungsdichte P (ν) gegen 1/ν aufgetragen.2 Die Spektren der ersten Haupt-
komponente der unteren und mittleren Schicht sind sehr a¨hnlich, bedingt durch die hohe
Korrelation der beiden Zeitreihen. Es handelt sich um sehr
”
rote“ Spektren. Im Perioden-
bereich von 10 Tagen bis zu etwa einem Jahr steigt das Spektrum monoton an (wenn man
die vielen schmalen Peaks außer Acht la¨sst), wa¨hrend auf der interannuellen und deka-
dischen Zeitskala eine Sa¨ttigung eintritt. Das Spektrum der ersten Hauptkomponente der
oberen Schicht sa¨ttigt weniger stark und zeigt die maximale Leistungsdichte auf der deka-
dischen Zeitskala. Die Spektren der zweiten Hauptkomponente der oberen, mittleren und
unteren Schicht sind
”
weißer“, denn sie sa¨ttigen bereits bei einer Periode von wenigen
Monaten. Auch hier existiert eine betra¨chtliche Signalleistung auf der interannuellen und
dekadischen Zeitskala. Insgesamt sind die Spektren fu¨r eine voll entwickelte chaotische
Dynamik des Modells charakteristisch.
In ¨Ubereinstimmung mit den Ergebnissen von James und James (1989, 1992), Kurgansky
et al. (1996), Dethloff et al. (1998), Weisheimer et al. (2003) und Crommelin (2003a)
vermag die Modellatmospha¨re also allein durch ihre interne Dynamik eine deutliche
Variabilita¨t auf langen Zeitskalen zu erzeugen, ohne dass es dafu¨r ¨Anderungen exter-
ner Antriebskomponenten bedarf. Insbesondere die vom Modell simulierte AO bzw. die
ringfo¨rmige Mode zeigt eine deutliche dekadische Variabilita¨t. Hinweise auf dekadische
Schwankungen in der beobachteten AO-Zeitreihe wurden z. B. von Tanaka (2003) doku-
mentiert. Selbstversta¨ndlich beruhen die beobachteten Fluktuationen nicht nur auf der in-
2Die Auftragung gegen die Periode wurde aus Gru¨nden der ¨Ubersichtlichkeit und wegen des besonderen
Interesses an langperiodischen Schwankungen gewa¨hlt. Man sollte bedenken, dass trotz der logarithmischen
Skalierung die langen Perioden auf der Abszisse verha¨ltnisma¨ßig große Bereiche belegen, die durch ver-
gleichsweise kleine Bereiche im Frequenzraum repra¨sentiert werden. Keinesfalls gibt die Fla¨che unter einer
Kurve auf einem Periodenintervall die im entsprechenden Frequenzband enthaltene Signalleistung an.
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Abbildung 4.14: Linke Spalte: Leistungsdichtespektrum der ersten Hauptkomponente der geopo-
tentiellen Ho¨he der oberen, mittleren und unteren Modellschicht (von oben nach unten). Rechte
Spalte: wie linke Spalte, nur jeweils fu¨r die zweite Hauptkomponente.
ternen atmospha¨rischen Variabilita¨t, sondern auch auf Wechselwirkungen der Atmospha¨re
mit anderen Teilen des Klimasystems wie etwa der Hydrospha¨re und der Kryospha¨re so-
wie nicht zuletzt auf ¨Anderungen externer, z. B. anthropogener Einflu¨sse auf das gesamte
Klimasystem. Dennoch legen die Modellergebnisse den Schluss nahe, dass natu¨rliche Va-
riationen aufgrund interner nichtlinearer dynamischer Prozesse innerhalb der Atmospha¨re
zu einem betra¨chtlichen Teil zur beobachteten dekadischen Klimavariabilita¨t beitragen.
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4.3.3 Regimeverhalten
Die Zirkulationsregime des Modells bzw. der auf drei Schichten reduzierten realen At-
mospha¨re werden durch die Scha¨tzung von Wahrscheinlichkeitsdichten in einem von zwei
Hauptkomponenten aufgespannten Raum bestimmt. Dabei stellt sich die Frage, ob Haupt-
komponenten der unteren, der mittleren oder der oberen Schicht verwendet werden sollen.
Das bedeutet, dass a priori einer von drei verschiedenen Unterra¨umen des Zustandsraums
des betrachteten Systems zu wa¨hlen ist, auf welchen der Systemzustand projiziert wird.
Innerhalb dieses Unterraums erfolgt dann eine nochmalige Projektion, na¨mlich auf den
Unterraum, der durch die ersten beiden EOF aufgespannt wird. Das Ergebnis der Unter-
suchung ist nicht unabha¨ngig von der Wahl der Schicht. Die obere Schicht soll hier aus
Gru¨nden der Vergleichbarkeit mit der Literatur von vornherein ausgeschlossen werden.
In Beobachtungsstudien beispielsweise werden meist Zirkulationsregime der großskali-
gen Stro¨mung in der mittleren oder der unteren Tropospha¨re untersucht. Dies ist sinn-
voll, da die Stro¨mung in der mittleren und der unteren Tropospha¨re die Witterung viel
sta¨rker beeinflusst als die Stro¨mung in der oberen Tropospha¨re oder gar der Stratospha¨re.
Außerdem ist die Kopplung zwischen oberer und mittlerer Schicht im Modell und wahr-
scheinlich auch in den Beobachtungsdaten schwa¨cher als die Kopplung zwischen mittler-
er und unterer Schicht. Erkennbar ist dies beispielsweise an den Korrelationen zwischen
den Hauptkomponenten der verschiedenen Schichten, wie sie in Abschnitt 4.3.2 disku-
tiert wurden. Es stehen also noch die mittlere und die untere Schicht zur Wahl. Da ein
Vergleich der aus den Modelldaten gewonnenen Ergebnisse mit den Resultaten, die auf
den Reanalysedaten basieren, erfolgen soll, empfiehlt es sich, dass die Daten in beiden
Fa¨llen auf mo¨glichst a¨hnliche Unterra¨ume projiziert werden. Bei der unteren Schicht be-
steht eine bessere ¨Ubereinstimmung der ersten beiden EOF des Modells mit denen der
Reanalysedaten, als es bei der mittleren Schicht der Fall ist. Daher wurden die ersten
beiden Hauptkomponenten der unteren Schicht analysiert, fu¨r die Modell- und fu¨r die Re-
analysedaten. Um den Rechenaufwand in vertretbaren Grenzen zu halten, wurde im Falle
des Modells die Analyse auf die ersten 100 Jahre der Integration beschra¨nkt.
Das Ergebnis der Wahrscheinlichkeitsdichtescha¨tzung fu¨r das Modell und fu¨r die Re-
analysedaten wird in Abbildung 4.15 gezeigt. Die Gebiete mit signifikant ho¨herer Wahr-
scheinlichkeit als beim angepassten bivariaten roten Rauschprozess sind eingezeichnet.
Im Falle des Modells gibt es zwei ausgedehnte derartige Gebiete. Diese beiden Regime
werden aus Gru¨nden, die unten noch erla¨utert werden, wie in Abbildung 4.15 eingetra-
gen mit NAO− und AO+ bezeichnet. Bei den Beobachtungsdaten gibt es zwei Regime mit
denselben Bezeichnungen, die sich auch auf etwa den gleichen Positionen in der durch die
beiden Hauptkomponenten aufgespannten Ebene befinden, aber weniger ausgedehnt sind.
Ferner existiert ein drittes Regime mit der Bezeichnung Dipol. Bei beiden Wahrschein-
lichkeitsdichten befindet sich das NAO−-Regime an der Peripherie der Verteilung und ist
durch negative Werte beider Hauptkomponenten gekennzeichnet. Das AO+-Regime be-
findet sich na¨her am Zentrum der Verteilung. Sein
”
Schwerpunkt“ projiziert positiv auf
die erste Hauptkomponente, wa¨hrend die zweite Hauptkomponente nahezu null ist. Das
in den Beobachtungsdaten gefundene Dipol-Regime projiziert vor allem positiv auf die
zweite Hauptkomponente.
Zuna¨chst werden nun die dreidimensionalen Strukturen der in den Beobachtungsdaten
gefundenen Regime diskutiert, um anschließend die Modellergebnisse damit vergleichen
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Abbildung 4.15: Gescha¨tzte Wahrscheinlichkeitsdichte im Raum der ersten beiden Hauptkompo-
nenten der geopotentiellen Ho¨he der unteren Schicht des Modells (links) und der Reanalysedaten
(rechts). Das Intervall der Ho¨henlinien betra¨gt 0,01; anstelle der Null-Linie ist als a¨ußerste Linie
die 0,0005-Linie dargestellt. Die dicken Linien umschließen die Bereiche, deren Wahrscheinlich-
keit mit 95%iger Signifikanz ho¨her ist als bei einem angepassten bivariaten roten Rauschprozess
und markieren somit die Zirkulationsregime. Den Regimen werden Bezeichnungen wie angezeigt
zugeordnet.
zu ko¨nnen. Das beobachtete NAO−-Regime wird in Abbildung 4.16 dargestellt. Die linke
Spalte zeigt die absoluten Felder der geopotentiellen Ho¨he der drei Schichten, wa¨hrend
in der rechten Spalte die Anomalien dargestellt sind, die man durch Subtraktion der zeit-
gemittelten geopotentiellen Ho¨he (rechte Spalte von Abbildung 4.7) von den absoluten
Feldern erha¨lt. Das Anomalie-Muster fu¨r die untere Schicht zeigt eine negative Anomalie
u¨ber dem Nordatlantik, die sich bis nach Westeuropa erstreckt. Eine positive Anomalie
befindet sich u¨ber dem arktischen Raum und ist u¨ber Gro¨nland am sta¨rksten. Sie erstreckt
sich bis u¨ber den no¨rdlichen Nordpazifik. Dieser Ausla¨ufer wird von einer schwachen
halbkreisfo¨rmigen negativen Anomalie beinahe komplett umschlossen. Das vorliegende
Muster besitzt ¨Ahnlichkeiten mit dem Muster der Nordatlantischen Oszillation (NAO)
nach Hurrel (1995). Dieses Muster bestimmt man wie folgt: Zuna¨chst wird der NAO-
Index definiert als die Differenz zwischen den normierten, u¨ber die Wintermonate Dezem-
ber bis Ma¨rz gemittelten Bodenluftdru¨cken bei Lissabon und Stykkisholmur (Island). Die
wintergemittelten Luftdru¨cke werden jeweils normiert, indem sie durch ihre langja¨hri-
ge Standardabweichung dividiert werden. Jedem Winter wird auf diese Weise ein Wert
des NAO-Index zugeordnet. Bildet man nun eine Karte des u¨ber alle Winter mit einem
NAO-Index gro¨ßer als 1 gemittelten Bodenluftdrucks auf der Nordhemispha¨re und eine
entsprechende Karte fu¨r die Winter mit einem NAO-Index kleiner als −1, so ergibt die
Differenz der beiden Karten das NAO-Muster. Es ist durch eine positive Luftdruckan-
omalie u¨ber dem Nordatlantik und Westeuropa sowie durch eine negative Anomalie im
arktischen Raum, besonders u¨ber Island und Gro¨nland, gekennzeichnet. Das hier betrach-
tete Regime-Anomaliemuster besitzt also eine a¨hnliche Struktur wie das NAO-Muster,
jedoch mit umgekehrtem Vorzeichen. Das Regime entspricht also na¨herungsweise der
”
negativen Phase“ der NAO, also einem Zustand mit negativem NAO-Index. Daher wird
das Regime mit NAO− bezeichnet. Es ist jedoch anzumerken, dass das NAO-Muster im
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Gegensatz zum Regime-Muster keinen Ausla¨ufer in den nordpazifischen Raum besitzt,
sondern auf den nordatlantisch-arktischen Raum beschra¨nkt ist. Trotz dieses nicht unbe-
deutenden Unterschiedes wird hier die Bezeichnung NAO− verwendet, da die Anomalie
im atlantisch-arktischen Raum deutlicher ausgepra¨gt ist als im pazifischen Raum.
Die Regime-Anomalien in der mittleren und oberen Schicht sind in ihrer Struktur sehr
a¨hnlich der Anomalie in der unteren Schicht. Ihre Amplitude wa¨chst mit der Ho¨he so-
gar an. Das Regime besitzt also eine koha¨rente vertikale Struktur; man spricht von einer
a¨quivalent-barotropen Struktur.
Das absolute Feld der geopotentiellen Ho¨he der unteren Schicht besitzt zwei geschlos-
sene Zellen mit hohen Werten u¨ber Gro¨nland und no¨rdlich von Alaska, entsprechend
geschlossenen Hochdruckgebieten. Das Hoch u¨ber Gro¨nland wird begleitet von einem
geschlossenen Tief u¨ber dem Nordatlantik. Eine solche meridionale Dipol-Konfiguration,
bestehend aus einem Hochdruckgebiet und einem Tiefdruckgebiet, wobei sich das Hoch
auf der polnahen Seite befindet, ist ein Beispiel fu¨r ein Blocking. Die Bezeichnung ru¨hrt
daher, dass die Westwindstro¨mung unterbrochen, also
”
blockiert“ wird. In der Mitte des
Dipols herrschen Ostwinde. Als Folge dieses Blockings sind die Westwinde, die im Win-
ter normalerweise warme Meeresluft nach Europa transportieren, besonders in Mittel-
und Nordeuropa deutlich abgeschwa¨cht. Das Hoch no¨rdlich von Alaska bildet zusammen
mit dem Tief su¨dlich von Alaska ebenfalls eine Blocking-Konfiguration, die den Trans-
port von pazifischer Meeresluft nach Kanada behindert. Dieses zusa¨tzliche Blocking ist
die Folge des pazifischen Teils der Regime-Anomalie und unterscheidet das Regime von
einer Anomalie, die
”
rein“ der negativen NAO-Phase entspricht. Es muss aber beru¨ck-
sichtigt werden, dass es sich bei dem Regime um eine Mittelung aus vielen tatsa¨chli-
chen Geopotential-Feldern handelt. Nicht in jedem dieser Felder mu¨ssen beide Blockings
gleichzeitig auftreten.
In der mittleren Schicht treten keine geschlossen blockierenden Hochdruckzellen mehr
auf, aber es bilden sich Hochdruckru¨cken u¨ber der Su¨dspitze Gro¨nlands und u¨ber der Beh-
ringstraße aus, welche fu¨r einen Transport polarer Kaltluft nach Europa und dem westli-
chen Teil von Kanada sorgen. Insgesamt sorgt also das NAO−-Regime fu¨r ungewo¨hnlich
kalte Witterung in diesen beiden Regionen. In der oberen Schicht ist die Stro¨mung sta¨rker
zonalsymmetrisch, und die Ru¨cken sind nur noch ansatzweise erkennbar.
Das AO+-Regime der Beobachtungsdaten wird in Abbildung 4.17 gezeigt. Die Anoma-
lien sind deutlich schwa¨cher ausgepra¨gt als beim NAO−-Regime, was konsistent mit der
Tatsache ist, dass sich das zu diesem Regime geho¨rende Gebiet in der Wahrscheinlich-
keitsverteilung (Abbildung 4.15) deutlich na¨her am Ursprung befindet als das zum NAO−-
Regime geho¨rende Gebiet. Die Anomalien besitzen auch hier eine a¨quivalent-barotrope
Struktur. Die Anomalie-Muster a¨hneln, besonders im Falle der unteren Schicht, dem Mus-
ter der AO bzw. der ersten EOF der unteren Schicht (Abbildung 4.11, unten rechts). Auch
im Vorzeichen stimmen die Muster u¨berein. Die
”
positive Phase“ der AO ist dadurch de-
finiert, dass die Anomalien in den mittleren Breiten positiv sind. Bei der Darstellung in
Abbildung 4.11 wurde das Vorzeichen der ersten EOF der unteren Schicht demnach ent-
sprechend der positiven AO-Phase gewa¨hlt, und das AO+-Regime entspricht ebenfalls der
positiven AO-Phase (daher die Bezeichnung AO+).
Die absoluten Felder der geopotentiellen Ho¨he besitzen beim AO+-Regime eine sta¨rkere
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Abbildung 4.16: Dreidimensionale Struktur des aus den Reanalysedaten bestimmten NAO−-
Regimes. Die linke Spalte zeigt die geopotentielle Ho¨he der oberen, mittleren und unteren Schicht
(von oben nach unten). Die rechte Spalte zeigt die Felder der linken Spalte nach dem Abzug der
zeitgemittelten geopotentiellen Ho¨he der entsprechenden Schicht.
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zonale Symmetrie als die Felder der mittleren geopotentiellen Ho¨he. Der versta¨rkte me-
ridionale Druckgradient zwischen den mittleren und den ho¨heren Breiten fu¨hrt in diesem
Bereich zu einer Versta¨rkung der Zonalstro¨mung.
Abbildung 4.18 zeigt das Dipol-Regime der Beobachtungsdaten. Die Struktur der Ano-
malie in der unteren Schicht ist nahezu identisch mit der Dipol-Struktur der zweiten EOF
der unteren Schicht, siehe Abbildung 4.12, rechts unten. Die Anomalien in den ho¨her-
en Schichten besitzen eine a¨hnliche Struktur. Die vertikale Ausbreitung der Anomalie ist
aber offenbar weniger stark ausgepra¨gt als bei den anderen beiden Regimen. Es handelt
sich demnach um ein hauptsa¨chlich auf die untere Tropospha¨re beschra¨nktes Pha¨nomen.
Das absolute Feld der geopotentiellen Ho¨he der unteren Schicht zeigt eine Vertiefung des
Aleutentiefs und eine Abschwa¨chung des Islandtiefs. In der mittleren Schicht ist eine der-
artige Modifikation in Ansa¨tzen zu erkennen, wa¨hrend das Feld der oberen Schicht kaum
vom zeitgemittelten Feld (Abbildung 4.7, rechts oben) zu unterscheiden ist.
Die hier gefundenen Regime NAO− und AO+ besitzen ¨Ahnlichkeit mit den von Kimo-
to und Ghil (1993a) gefundenen Regimen BNAO (
”
blocked NAO“) und ZNAO (
”
zonal
NAO“). In jener Studie wurde die geopotentielle Ho¨he bei 700 hPa untersucht. Ein Analo-
gon zum hier gefundenen Dipol-Regime wurde dort nicht entdeckt, was ein weiterer Hin-
weis darauf ist, dass dieses Regime hauptsa¨chlich auf die untere Tropospha¨re beschra¨nkt
ist. Anstelle dessen fanden Kimoto und Ghil zwei weitere Regime, deren Anomalien der
positiven und negativen Phase des Pazifik-Nordamerika-Musters (PNA) entsprechen. Die-
ses Muster besitzt Wirkungszentren mit wechselnden Vorzeichen u¨ber Hawaii, dem Nord-
pazifik, Westkanada und der Ostku¨ste der USA. Es handelt sich dabei um ein wohlbekann-
tes so genanntes Telekonnektionsmuster der geopotentiellen Ho¨he bei 500 hPa (Wallace
und Gutzler, 1981). Die PNA-Regime wurden hier nicht reproduziert und sind somit of-
fenbar ein Pha¨nomen, das vor allem in der mittleren und oberen Tropospha¨re auftritt. Das
NAO−- und das AO+-Regime besitzen hingegen eine tiefe vertikale Ausdehnung, was an
ihrer a¨quivalent-barotropen Struktur erkennbar ist.
Es folgt die Diskussion der Regime des Modells. In Abbildung 4.19 wird das NAO−-
Regime dargestellt. Die Anomalie der unteren Schicht besitzt ebenfalls ¨Ahnlichkeit mit
dem Muster der NAO und auch mit dem beobachteten NAO−-Regime, wenngleich die
negative Anomalie u¨ber dem Nordatlantik nach Westen verschoben ist. Die positive Ano-
malie u¨ber der Arktis ist u¨ber Gro¨nland etwas schwa¨cher ausgepra¨gt als beim beobach-
teten Pendant und breitet sich nicht ganz so weit in Richtung Nordpazifik aus wie beob-
achtet. ¨Uber dem Nordpazifik befindet sich eine schwache positive Anomalie. Insgesamt
a¨hnelt das Muster im nordpazifischen Bereich der ersten EOF der unteren Schicht des Mo-
dells, siehe Abbildung 4.11, links unten. In dieser Region ist die Anomalie aber, genau
wie beobachtet, schwa¨cher ausgepra¨gt als im atlantisch-arktischen Sektor. Die vertika-
le Ausbreitung der Anomalie findet in a¨hnlichem Ausmaß statt wie beim beobachteten
Regime; auch im Modell besitzt das NAO−-Regime eine a¨quivalent-barotrope Struktur.
In der absoluten geopotentiellen Ho¨he der unteren Schicht zeichnet sich ein blockieren-
des Hoch u¨ber Gro¨nland nebst zugeho¨rigem Tief u¨ber dem Atlantik ab. Ein Blocking
u¨ber Alaska, wie bei den Beobachtungen gefunden, ist beim Modell jedoch nicht erkenn-
bar. Dementsprechend zeigen die mittlere und die obere Schicht jeweils einen deutlichen
Hochdruckru¨cken bei Gro¨nland, aber nicht u¨ber Alaska. Insgesamt besteht eine akzepta-
ble ¨Ubereinstimmung zwischen dem beobachteten und dem modellierten NAO−-Regime.
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Abbildung 4.17: Wie Abbildung 4.16, aber fu¨r das aus den Reanalysedaten bestimmte AO+-
Regime.
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Abbildung 4.18: Wie Abbildung 4.16, aber fu¨r das aus den Reanalysedaten bestimmte Dipol-
Regime.
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Abbildung 4.19: Dreidimensionale Struktur des NAO−-Regimes des Modells. Die linke Spalte
zeigt die geopotentielle Ho¨he der oberen, mittleren und unteren Schicht (von oben nach unten).
Die rechte Spalte zeigt die Felder der linken Spalte abzu¨glich der entsprechenden Felder der zeit-
gemittelten geopotentiellen Ho¨he aus der 1000-ja¨hrigen Modellintegration.
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Das AO+-Regime des Modells, dargestellt in Abbildung 4.20, besitzt genau wie das beob-
achtete Gegenstu¨ck eine deutlich schwa¨chere Amplitude der Anomalien als das NAO−-
Regime. Die Struktur der Anomalie in der unteren und in der mittleren Schicht hat starke
¨Ahnlichkeit mit der ersten EOF der unteren Schicht (Abbildung 4.11, links unten). Die
Anomalie in der oberen Schicht a¨hnelt der ersten EOF der oberen Schicht. Die absoluten
Felder sind durch eine leicht erho¨hte zonale Symmetrie im Vergleich zu den zeitgemit-
telten Feldern (Abbildung 4.7, linke Spalte) gekennzeichnet. Auch im Falle des AO+-
Regimes besteht eine gute ¨Ubereinstimmung mit den Beobachtungen.
Damit man einscha¨tzen kann, wie unterschiedlich die Zonalstro¨mungen in den beiden Re-
gimen des Modells sind, werden die Zonalwindprofile fu¨r NAO− in Abbildung 4.21 und
die Profile fu¨r AO+ in Abbildung 4.22 gezeigt. Bei NAO− ist aufgrund der Tiefdruck-
anomalien in den mittleren Breiten der subtropische Jet leicht versta¨rkt. Durch die Ab-
schwa¨chung des Druckgradienten zwischen mittleren und polaren Breiten sind die West-
winde jedoch ab etwa 40◦ nordwa¨rts stark abgeschwa¨cht. In der unteren Schicht herr-
schen zwischen etwa 50◦ und 70◦ sogar Ostwinde. Die Windprofile entsprechen einem
Low-Index-Zustand nach Rossby (1939). Bei AO+ herrscht in etwa die umgekehrte Si-
tuation. Der subtropische Jet ist leicht abgeschwa¨cht, in den mittleren und ho¨heren Breiten
hingegen sind die Westwinde versta¨rkt, entsprechend einem High-Index-Zustand. Selbst-
versta¨ndlich sind auch die Anomalien des Zonalwindes im Falle von AO+ schwa¨cher als
im Falle von NAO−.
Es hat sich gezeigt, dass das Modell beobachtete Zirkulationsregime mit tiefer vertika-
ler Ausdehnung, na¨mlich NAO− und AO+, in ihrer Amplitude und dreidimensionalen
Struktur mit einer bemerkenswerten Genauigkeit zu simulieren vermag, wenn man die
Einfachheit des Modells in Betracht zieht. Zirkulationsanomalien mit begrenzter verti-
kaler Ausdehnung, wie etwa PNA oder der nordatlantisch-nordpazifische Dipol, werden
vom Modell jedoch nicht reproduziert. Offenbar werden die zugrunde liegenden Prozesse
im Modell nicht oder nur unzureichend beru¨cksichtigt, mo¨glicherweise aufgrund der ge-
ringen vertikalen Auflo¨sung. Das Modell stellt jedoch ein geeignetes Werkzeug dar, um
die dynamischen Prozesse zu studieren, die zu dem bevorzugten Auftreten einer versta¨rk-
ten Zonalstro¨mung (AO+) oder Blocking-Situationen (NAO−) im Vergleich zu anderen
Zirkulationszusta¨nden fu¨hren.
4.4 Stationa¨re Lo¨sungen der Modellgleichungen
Um zu u¨berpru¨fen, ob die Regime des Modells mit stationa¨ren Zusta¨nden in Verbin-
dung stehen, wurde die in Abschnitt 3.5 beschriebene Funktionalminimierungsmetho-
de zur Bestimmung von Fixpunkten der Modellgleichungen verwendet. Die Wahl der
Anfangszusta¨nde fu¨r die Funktionalminimierung erfolgte auf vier verschiedene Weisen.
Zuna¨chst wurden den Ausgabedaten der Modellintegration u¨ber die ersten 100 Jahre
Zusta¨nde im Abstand von fu¨nf Tagen entnommen, insgesamt 7200 Zusta¨nde. Zusa¨tzlich
wurden Zusta¨nde aus den ersten 100 Jahren der 10-Tage-tiefpassgefilterten Ausgabeda-
ten benutzt, ebenfalls im Abstand von 5 Tagen. Daru¨ber hinaus wurden zwei Serien aus
jeweils 7200 zufa¨llig gewa¨hlten Zusta¨nden verwendet. Bei der ersten Serie war jede der
693 reellen Komponenten, die den Modellzustand beschreiben, normalverteilt mit jeweils
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Abbildung 4.20: Wie Abbildung 4.19, aber fu¨r das AO+Regime des Modells.
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Abbildung 4.21: Zonalwindprofil des NAO−-Regimes des Modells. Zur Orientierung geben die
gepunkteten Linien die zeitgemittelten Zonalwindprofile der schichtgemittelten Reanalysedaten
an.
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Abbildung 4.22: Wie Abbildung 4.21, aber fu¨r das AO+-Regime des Modells.
demselben Mittelwert und derselben Standardabweichung wie bei der Modellintegration.
Die zweite Serie wurde wie die erste Serie generiert, aber unter Verwendung der 1,5-
fachen Standardabweichung, um mo¨glicherweise existierende Fixpunkte im Randbereich
des Modellattraktors zu finden.
Die Bilanz dieser zeitaufwendigen Berechnungen ist ernu¨chternd. Zwar wurden insge-
samt sechs verschiedene stationa¨re Zusta¨nde gefunden, aber alle sind a¨ußerst unrealis-
tisch. Das bedeutet, sie liegen sehr weit von Attraktor entfernt und u¨ben somit keinen
direkten Einfluss auf die Dynamik auf dem Attraktor aus. Den Zusta¨nden ist gemeinsam
(bis auf eine Ausnahme, siehe unten), dass sie einen extrem starken subtropischen Jet be-
sitzen. Das Maximum der zonalen Windgeschwindigkeit in den Subtropen liegt stets zwi-
schen 35 m/s und 50 m/s in der mittleren Schicht und zwischen 55 m/s und 70 m/s in der
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Abbildung 4.23: Zonalwindprofile des ersten Beispiels fu¨r einen stationa¨ren Zustand des Drei-
schichtenmodells mit starkem subtropischen Jet.
oberen Schicht. Dies entspricht etwa dem Doppelten der beobachteten Windsta¨rken bzw.
denen aus der Modellintegration, siehe Abbildung 4.6. Außerdem besitzen die Zusta¨nde
in ¨Aquatorna¨he Ostwinde in der mittleren und oberen Schicht mit Geschwindigkeiten bis
zu 40 m/s und einen deutlich ausgepra¨gten zusa¨tzlichen Westwindjet in polaren Breiten.
In der unteren Schicht sind die zonalen Windschwindigkeiten hingegen stets von deutlich
niedrigerem Betrage als beobachtet.
Zwei der fu¨nf gefundenen stationa¨ren Zusta¨nde mit starkem subtropischen Jet werden
hier als Beispiele pra¨sentiert. Die Zonalwindprofile der beiden Beispiele werden in den
Abbildungen 4.23 und 4.24 dargestellt. Die geopotentielle Ho¨he der drei Modellschich-
ten wird fu¨r die beiden Zusta¨nde in den Abbildungen 4.25 und 4.26 gezeigt. Dabei sind
in der linken Spalte jeweils die absoluten Felder der geopotentiellen Ho¨he abgebildet,
wa¨hrend in der rechten Spalte die Anomalien bezu¨glich des mittleren Zustandes der Mo-
dellintegration dargestellt sind. Vergleicht man die Werte der Anomalien beispielswei-
se mit den Werten der Standardabweichung (Abbildung 4.8) oder den Amplituden der
Regime-Anomalien (z. B. Abbildung 4.19), so wird erneut deutlich, wie unrealistisch die
stationa¨ren Zusta¨nde sind.
Fu¨r die gefundenen Fixpunkte wurden lineare Stabilita¨tsanalysen durchgefu¨hrt. Beim ers-
ten hier gezeigten Beispiel besitzt die instabile Mannigfaltigkeit eine Dimension von 91.
Die meisten Eigenwerte des Fixpunktes treten als komplex konjugierte Paare auf. Die
instabilste Eigenlo¨sung ist oszillatorisch mit einer Periode von 2,5 Tagen, und ihre Am-
plitude wa¨chst in 0,75 Tagen auf das e-fache an. Es handelt sich vermutlich um eine
barokline Welle. Das zweite Beispiel besitzt eine 78-dimensionale instabile Mannigfal-
tigkeit. Die instabilste Lo¨sung oszilliert mit einer Periode von 2 Tagen und wa¨chst mit
einer Zeitskala von 0,8 Tagen. Diese Werte sind typisch fu¨r alle gefundenen stationa¨ren
Zusta¨nde mit starkem Jet. Diese sind also hochgradig baroklin instabil, was angesichts
der extrem starken vertikalen Windscherung in den Subtropen nicht verwunderlich ist.
Das Zonalwindprofil des einzigen gefundenen stationa¨ren Zustands ohne starken subtro-
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Abbildung 4.24: Zonalwindprofile des zweiten Beispiels fu¨r einen stationa¨ren Zustand des Drei-
schichtenmodells mit starkem subtropischen Jet.
pischen Jet zeigt Abbildung 4.27. Wie man erkennen kann, ist auch dieser Zustand a¨ußerst
unrealistisch. Er ist etwas weniger instabil als die u¨brigen Fixpunkte. Die instabilste Wel-
le wa¨chst mit einer Zeitskala von 1,6 Tagen und besitzt eine Periode von 2,5 Tagen. Die
Dimension der instabilen Mannigfaltigkeit betra¨gt 66.
Selbstversta¨ndlich kann trotz der vorliegenden Ergebnisse die Existenz von Fixpunkten
innerhalb oder in der Na¨he des Attraktors nicht mit absoluter Sicherheit ausgeschlossen
werden.3 Es erscheint jedoch sehr unwahrscheinlich, dass solche Fixpunkte zwar existie-
ren, aber von der Funktionalminimierungsprozedur nicht entdeckt werden konnten, ob-
wohl alle Anfangszusta¨nde auf oder in der Na¨he des Attraktors verstreut lagen, wo doch
gleichzeitig Fixpunkte gefunden werden konnten, die weit vom Attraktor und somit von
den Anfangszusta¨nden entfernt liegen. Daher wird hier von der Annahme ausgegangen,
dass keine Fixpunkte innerhalb oder in der Na¨he des Attraktors existieren. Besta¨rkt wird
dies durch die Ergebnisse einer testweise durchgefu¨hrten Untersuchung der Modellver-
sion aus der Studie von Sempf et al. (2005), bei der eine etwas sta¨rkere Bodenreibung
verwendet wurde als bei der in dieser Arbeit behandelten Version. Mit jener Modellver-
sion wurden die gleichen Berechnungen zur Bestimmung von Fixpunkten durchgefu¨hrt
wie hier beschrieben. Es wurden 17 verschiedene Fixpunkte gefunden, und alle besitzen
a¨hnliche Zonalwindprofile wie die hier gezeigten Beispiele mit starkem subtropischen
Jet. Außerdem steht das Resultat der Fixpunktbestimmung im Einklang mit Ergebnissen
anderer Studien barokliner Dynamik. Reinhold und Pierrehumbert (1982) untersuchten
ein quasi-geostrophisches Zeischichten-Kanalmodell, und Achatz und Opsteegh (2003)
betrachteten ein Modell niederer Ordnung, das durch Projektion der Gleichungen eines
komplexen Zirkulationsmodells auf EOF gewonnen wurde. Beide Modelle zeigten deut-
liches Regimeverhalten, aber die gefundenen stationa¨ren Zusta¨nde der Modelle besaßen
keine ¨Ahnlichkeit mit den Regimen, und einige Fixpunkte lagen weit außerhalb des je-
weiligen Attraktors.
3Mit der Aussage
”
Ein Fixpunkt befindet sich innerhalb des Attraktors“ ist gemeint, dass der Fixpunkt
von Teilen des Attraktors umgeben ist.
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Abbildung 4.25: Dreidimensionale Struktur des ersten Beispiels fu¨r einen stationa¨ren Zustand des
Dreischichtenmodells. Die linke Spalte zeigt die absoluten Felder der geopotentiellen Ho¨he der
oberen, mittleren und unteren Schicht (von oben nach unten). Die rechte Spalte zeigt die Felder aus
der linken Spalte abzu¨glich der entsprechenden zeitgemittelten Felder der geopotentiellen Ho¨he
aus der 1000-ja¨hrigen Modellintegration.
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Abbildung 4.26: Wie Abbildung 4.25, aber fu¨r das zweite Beispiel eines stationa¨ren Zustands des
Dreischichtenmodells.
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Abbildung 4.27: Zonalwindprofile des einzigen gefundenen stationa¨ren Zustands des Dreischich-
tenmodells ohne starken subtropischen Jet.
Es stellt sich die Frage, wie es zu dem stark anomalen Erscheinungsbild der stati-
ona¨ren Zusta¨nde kommt und ob es physikalische Gru¨nde gibt, welche die Existenz
”
rea-
lita¨tsna¨herer“ stationa¨rer Zusta¨nde in einem baroklinen Modell erschweren oder verhin-
dern. Die Stationarita¨t einer baroklinen Stro¨mung impliziert die Stationarita¨t der ra¨umli-
chen Temperaturverteilung. Das bedeutet, dass an jedem Ort die diabatische Erwa¨rmung
oder Abku¨hlung durch Divergenz bzw. Konvergenz des Wa¨rmeflusses4 unmittelbar kom-
pensiert werden muss. Dies schra¨nkt die Mo¨glichkeiten zur Bildung stationa¨rer Zusta¨nde
stark ein. Mo¨glicherweise existieren gar keine stationa¨ren Stro¨mungen, deren Wa¨rme-
flussdivergenz u¨berall genu¨gend stark ist, um die fu¨r
”
realistische“ Stro¨mungszusta¨nde
typischen diabatischen Erwa¨rmungen zu kompensieren. Falls dies wahr ist, so muss die
bei einem stationa¨ren Zustand wirkende diabatische Erwa¨rmung relativ schwach sein,
d. h. die tatsa¨chliche Temperatur muss der Strahlungsgleichgewichtstemperatur nahe sein.
In der Tat scheint dies zumindest im zonalen Mittel bei den gefundenen Fixpunkten mit
starkem subtropischen Jet der Fall zu sein. Der in den Abbildungen 4.23 und 4.24 gezeigte
Jet steht im Einklang mit dem in Abbildung 4.4 erkennbaren starken meridionalen Gradi-
enten der Strahlungsgleichgewichtstemperatur bei 333 hPa und 667 hPa in den subtropi-
schen Breiten. Die schwachen Zonalwinde in den mittleren Breiten sowie der starke po-
lare Jet stehen mo¨glicherweise mit dem zonalen Profil der Gleichgewichtstemperatur bei
333 hPa in den mittleren und ho¨heren Breiten im Zusammenhang. Das Modellklima der
zeitabha¨ngigen Integration ist hingegen fern vom thermischen Gleichgewicht. Mo¨glich
wird dies durch die Zeitabha¨ngigkeit der Stro¨mung. Das Gleichgewicht zwischen der dia-
batischen Erwa¨rmung und der Wa¨rmeflussdivergenz muss nur im Zeitmittel, aber nicht
zu jedem Zeitpunkt bestehen. Dies ermo¨glicht den hocheffektiven nordwa¨rtigen Wa¨rme-
transport durch die transienten Wirbel, welche die starke differentielle Erwa¨rmung in den
Subtropen kompensieren. Durch die zeitgemittelten transienten nordwa¨rtigen Wa¨rme-
und Impulsflu¨sse wird das Modellklima aufrecht erhalten.
Die obige Argumentation ko¨nnte die Frage aufwerfen, warum in einem realita¨tsnahen
4Hier ist nicht der u¨ber ein gewisses Zeitintervall gemittelte transiente Wa¨rmefluss gemeint, wie sonst
in der Atmospha¨renphysik u¨blich, sondern der augenblickliche Wa¨rmefluss.
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barotropen Modell, wie von Crommelin (2003c) gezeigt wurde, sehr wohl Fixpunkte in-
nerhalb oder in der Na¨he des Attraktors existieren. Man ko¨nnte na¨mlich analog argu-
mentieren, dass bei einem stationa¨ren Zustand des barotropen Modells die durch den
Oberfla¨chenantrieb und die Bodenreibung gegebene Erzeugung oder Vernichtung von Im-
puls notwendig durch die Divergenz bzw. Konvergenz des augenblicklichen Impulsflusses
kompensiert werden muss, was wiederum eine starke Restriktion wa¨re. Dies ist aber nicht
der Fall, denn im barotropen Modell existiert ein zusa¨tzlicher Mechanismus zur Erzeu-
gung stationa¨rer Zusta¨nde, na¨mlich die Wechselwirkung der Stro¨mung mit der Orogra-
phie. Das extrem vereinfachte barotrope Kanalmodell von Charney und DeVore (1979)
mit einem zonalsymmetrischen Oberfla¨chenantrieb und einer sinusfo¨rmigen Orographie
stellt einen Prototypen dieser Wechselwirkung dar. Ist die Zonalstro¨mung schwa¨cher als
durch den Oberfla¨chenantrieb vorgegeben, so beschleunigt dieser die Zonalstro¨mung. Der
hinzugefu¨gte Impuls wird aber durch die Wechselwirkung mit der Orographie wieder ent-
nommen. Die entzogene Energie wird einer Welle, welche die Wellenla¨nge der Orogra-
phie besitzt, zugefu¨hrt. Bei geeigneter Zonalwindgeschwindigkeit verschwindet die zo-
nale Ausbreitungsgeschwindigkeit der Welle; die stehende Welle wird resonant angeregt,
und ihre Amplitude wa¨chst immer weiter an, bis die Dissipation durch die Bodenrei-
bung die Anregung kompensiert. Es resultiert ein stationa¨rer Zustand, bei welchem die
Zonalstro¨mung fern vom Gleichgewicht mit dem Oberfla¨chenantrieb sein kann. Da die
realistische Orographie viele Wellenkomponenten entha¨lt, ko¨nnen im realita¨tsnahen ba-
rotropen Modell viele stationa¨re Zusta¨nde durch die Wechselwirkung mit der Orographie
entstehen, vgl. Charney et al. (1981). Im Dreischichtenmodell hingegen, wie in barokli-
nen Modellen allgemein, wirkt zusa¨tzlich die oben beschriebene Zwangsbedingung des
Temperaturgleichgewichts, welche die Existenz von Fixpunkten erschwert.
Es bleibt anzumerken, dass, sofern existent, die stationa¨ren Zusta¨nde komplexerer atmo-
spha¨rischer Zirkulationsmodelle oder der realen Atmospha¨re den Fixpunkten des Drei-
schichtenmodells nicht in allen Einzelheiten a¨hneln mu¨ssen. Wie oben diskutiert, wird
die Struktur der stationa¨ren Zusta¨nde stark durch den zonalsymmetrischen Anteil des
thermischen Antriebs beeinflusst. Der zonale thermische Antrieb des Dreischichtenmo-
dells ist, wie in Abschnitt 4.2.3 besprochen wurde, nicht in jeder Hinsicht realita¨tsnah
und du¨rfte sich vom Antrieb komplexerer Modelle oder der realen Atmospha¨re merklich
unterscheiden. Die obigen Argumentationen legen aber nahe, dass wahrscheinlich auch
die Fixpunkte komplexer barokliner Modelle oder der realen Atmospha¨re stark anomal
sind und zumindest einen ungewo¨hnlich starken subtropischen Jet besitzen du¨rften. Diese
Schlussfolgerung fu¨hrt dazu, dass hier die Hypothese, Fixpunkte seien die Ursache von
Zirkulationsregimen, im Falle barokliner Dynamik verworfen wird. Es mu¨ssen komple-
xere Strukturen im Phasenraum existieren, die fu¨r das barokline Regimeverhalten ver-
antwortlich sind. Im folgenden Kapitel wird ein Versuch unternommen, die Natur dieser
Strukturen na¨her zu ergru¨nden.
Kapitel 5
Wie entsteht Regimeverhalten?
Returning to ergodic theory, we note that certain transitive systems of equa-
tions may be converted into intransitive systems simply by changing the nu-
merical value of a simple constant. In the case of the dishpan this constant
might be the rate of rotation; for the atmosphere-ocean-earth system it might
be a coefficient of turbulent viscosity or conductivity, whose most appropriate
value in the atmosphere or ocean is uncertain in any case. If in a transitive
system we do alter such a constant, but by an amount not quite enough to
make the system intransitive, me may observe another form of behavior. Two
particular time-dependent solutions of the system may appear to have con-
siderably different sets of statistics if the solutions are extended over only a
moderate time span, i. e. the system may appear to be intransitive. However,
when the time span is made sufficiently long, the solutions will be found to
have similar statistics. This means that also a single solution will exhibit dif-
ferent statistical properties within different segments of a long time span. We
have called systems of this sort almost intransitive (Lorenz, 1968).
EDWARD N. LORENZ (1976)
Das Ziel dieses Kapitels besteht darin, plausibel zu machen, dass das Regimeverhalten des
Dreischichtenmodells und seine dekadische Variabilita¨t Folgen eines Pha¨nomens sind,
das von Lorenz (1968) als Fast-Intransitivita¨t bezeichnet wurde. Lorenz definierte ein
fast-intransitives dynamisches System dadurch, dass dessen Langzeitstatistiken zwar un-
abha¨ngig vom Anfangszustand sind, wenn das untersuchte Zeitintervall von unendlicher
La¨nge ist, sie aber stark vom Anfangszustand abha¨ngen, wenn ein sehr langes, aber end-
liches Zeitintervall betrachtet wird. Dementsprechend besteht eine einzelne, sich u¨ber
ein unendliches Zeitintervall erstreckende Lo¨sung eines solchen Systems aus aufeinan-
der folgenden langen Zeitabschnitten mit unterschiedlichen statistischen Eigenschaften.
Ein fast-intransitives System kann durch den ¨Ubergang von einem intransitiven System
zu einem transitiven System entstehen. Bei intransitiven Systemen ha¨ngen die statisti-
schen Eigenschaften selbst im Grenzfall unendlicher Zeitintervalle vom Anfangszustand
ab, bei transitiven Systemen hingegen nicht. Entsteht der ¨Ubergang zur Transitivita¨t etwa
durch die Variation eines Systemparameters, so ist zu erwarten, dass die Zeitabschnitte der
Lo¨sung mit unterschiedlichen statistischen Eigenschaften umso ku¨rzer werden, je weiter
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der Parameter den kritischen Wert u¨ber- bzw. unterschritten hat. Die Fast-Intransitivita¨t
kann also in unterschiedlich starken Auspra¨gungen existieren. Mo¨chte man den ¨Ubergang
von der Intransitivita¨t zur Transitivita¨t mit der Hilfe von Konzepten der Nichtlinearen Dy-
namik verstehen, lohnt es sich zu ero¨rtern, worin sich transitive und intransitive Systeme
bezu¨glich ihrer dynamischen Srukturen im Phasenraum unterscheiden.
Ein dissipatives System, das mehrere koexistierende Attraktoren besitzt, ist offensicht-
lich intransitiv, denn seine Langzeitstatistiken ha¨ngen davon ab, in welchem Einzugsge-
biet sich der Anfangszustand befindet. Wie aber verha¨lt es sich mit Systemen, die nur
einen Attraktor besitzen? Bei diesen nimmt man ha¨ufig an, dass sie transitiv sind, ohne
es streng beweisen zu ko¨nnen. Systeme mit nur einem Attraktor, deren Langzeitstatisti-
ken fu¨r alle Anfangszusta¨nde im Phasenraum, mit Ausnahme einer Menge vom Volumen
null, gleich sind, bezeichnet man als ergodisch (fu¨r eine pra¨zisere und allgemeinere Defi-
nition siehe z. B. Ott (1993) oder Lam (1997)). Demnach ist Ergodizita¨t praktisch gleich-
bedeutend mit Transitivita¨t. Der Ergodizita¨t liegt die Existenz eines invarianten Maßes
zugrunde, eines Wahrscheinlichkeitsmaßes, das jeder Teilmenge des Attraktors die Auf-
enthaltswahrscheinlichkeit in der Menge zuordnet, wenn man eine
”
typische“ Trajektorie
verfolgt. Diese Aufenthaltswahrscheinlichkeit ist fu¨r fast alle Trajektorien gleich, woraus
die Unabha¨ngigkeit der Langzeitstatistiken vom Anfangszustand folgt. Die Trajektorien,
die davon ausgenommen sind, fu¨llen eine Menge mit verschwindendem Phasenraumvo-
lumen aus. Ein Beispiel fu¨r eine solche Ausnahme ist eine Trajektorie auf der stabilen
Mannigfaltigkeit eines instabilen periodischen Orbits, der in einem chaotischen Attrak-
tor eingebettet ist. Die Ergodizita¨t la¨sst sich fu¨r eine Klasse von idealisierten chaotischen
Systemen beweisen, die gewisse mathematische Voraussetzungen erfu¨llen (Ott, 1993).
Fu¨r komplexe, anwendungsorientierte Systeme wie etwa das Dreischichtenmodell ist je-
doch der Versuch, die Ergodizita¨t zu beweisen, nach dem heutigen Kenntnisstand der
Mathematik hoffnungslos. Dennoch setzt man die Ergodizita¨t implizit voraus, wenn man
statistische Analysen von numerischen Langzeitintegrationen eines Modells betreibt, wie
in dieser Arbeit geschehen. Schließlich nimmt man an, dass Systemgro¨ßen gescha¨tzt wer-
den und man nicht etwa Zufallsprodukte erha¨lt, die stark von der Anfangsbedingung der
Integration abha¨ngen. Die in dieser Arbeit durchgefu¨hrten Scha¨tzungen von Wahrschein-
lichkeitsdichten beispielsweise sind nichts anderes als eine Projektion des invarianten
Maßes auf einen zweidimensionalen Unterraum, sofern dieses Maß existiert. Das Ak-
zeptieren der
”
Ergodenhypothese“ impliziert, dass Systeme mit nur einem Attraktor als
transitiv angenommen werden. Damit ist der ¨Ubergang von der Intransitivita¨t zur Transi-
tivita¨t gleichbedeutend mit der Vereinigung zweier oder mehrerer Attraktoren zu einem
einzigen Attraktor. Bei dieser Vereinigung werden die Grenzen zwischen den Einzugs-
gebieten durchla¨ssig, und es entsteht eine dynamische Verbindung zwischen den vorher
konkurrierenden Attraktoren. Direkt nach der Vereinigung ist die Verbindung zuna¨chst
schwach – das System ist fast-intransitiv.
Um eine erste Vorstellung von den bislang unklaren Ursachen des Regimeverhaltens des
Dreischichtenmodells zu erlangen, wird zuna¨chst im ersten Abschnitt dieses Kapitels ein
einfacheres Modell untersucht – ein barotropes, hemispha¨risches Modell mit spektraler
T21-Auflo¨sung. Es wird gezeigt, dass das offensichtliche Regimeverhalten dieses Mo-
dells und seine extrem stark ausgepra¨gte dekadische Variabilita¨t Folgen der Vereinigung
von Attraktoren sind. Welche Rolle Fixpunkte beim Regimeverhalten spielen, wird eben-
falls untersucht. Im zweiten Abschnitt wird ein Experiment mit dem Dreischichtenmodell
durchgefu¨hrt. Es wird gezeigt, dass lediglich durch das Reduzieren eines einzelnen Mo-
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dellparameters, na¨mlich der Bodenreibungskonstanten, und das anschließende Wiederho-
len der Antriebsanpassung das Modell dazu gebracht werden kann, Fast-Intransitivita¨t in
offensichtlicher Form zu zeigen. Im dritten Abschnitt werden die erzielten Ergebnisse zu-
sammengefasst, um auf ihrer Grundlage eine Hypothese zu formulieren. Gema¨ß dieser
Hypothese ergeben sich bei der Variation eines geeigneten Kontrollparameters das Re-
gimeverhalten und die dekadische Variabilita¨t des Dreischichtenmodells aus einer Verei-
nigung zweier Attraktoren und einer anschließenden Abschwa¨chung der fast-intransitiven
Eigenschaft.
5.1 Regimeverhalten in einem barotropen Modell
Der Antrieb und die Parameter des hier untersuchten barotropen Modells wurden so an-
gepasst, dass seine Zirkulation mo¨glichst weitgehend der vertikal gemittelten Zirkulation
des Dreischichtenmodells entspricht. Dazu wurde eine modifizierte Variante der fu¨r das
Dreischichtenmodell entwickelten Antriebsanpassungsprozedur verwendet, wodurch sich
ein neues Testumfeld fu¨r dieses Verfahren ergab. Vor allem aber wurde auf diese Weise
ein einfacheres Modell geschaffen, welches dazu dienen soll, das Verhalten des kom-
plexeren Dreischichtenmodells besser zu verstehen. Zugleich besteht die Mo¨glichkeit,
die erzielten Ergebnisse mit den Resultaten von Crommelin (2003c) zu vergleichen, der
die Mechanismen des Regimeverhaltens des von Selten (1995) entwickelten barotropen
hemispha¨rischen Modells, ebenfalls mit einer T21-Auflo¨sung, untersuchte. Insbesondere
kann u¨berpru¨ft werden, ob der von Crommelin gefundene enge Zusammenhang zwischen
stationa¨ren Zusta¨nden und den beiden Regimen jenes Modells, die der positiven und der
negativen Phase der AO entsprechen, auch fu¨r ein Modell mit einem anders gearteteten
Oberfla¨chenantrieb und geringfu¨gig anderen Parameterwerten gu¨ltig ist.
Im ersten Unterabschitt dieses Abschnitts wird die Grundgleichung des barotropen Mo-
dells, die barotrope Vorticitygleichung vorgestellt und erkla¨rt, wie durch einfache Modi-
fikationen des Dreischichtenmodells das barotrope Modell hergestellt wurde. Die Anpas-
sung des Modellantriebs und der Parameter wird im zweiten Unterabschnitt erla¨utert. Im
dritten Unterabschnitt wird die Vera¨nderung der Modelldynamik wa¨hrend der Antriebs-
anpassung detailliert beschrieben, da dies Aufschluss u¨ber die Entstehung der Regime
des Modells gibt. Eine Abfolge aus der Nichtlinearen Dynamik bekannter Mechanismen,
welche mit den Beobachtungen bei der Regimeentstehung konform ist, wird vorgestellt.
Der vierte Unterabschnitt bescha¨ftigt sich mit der Auswertung einer Langzeitintegration
des Modells. Die Modellklimatologie, die niederfrequente Variabilita¨t und das Regime-
verhalten werden analysiert. Im fu¨nften Abschnitt schließlich werden stationa¨re Zusta¨nde
des Modells und ihre Stabilita¨ten untersucht sowie ihr Einfluss auf das Regimeverhalten
diskutiert.
5.1.1 Reduktion des Dreischichtenmodells auf ein barotropes Modell
Die barotrope Vorticitygleichung la¨sst sich durch vertikale Integration unter Beru¨cksich-
tigung der Orographie als untere Randbedingung aus der quasi-geostrophischen Vortici-
tygleichung (2.42) herleiten (Ka¨lle´n, 1981). Bezieht man außerdem die Bodenreibung,
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den Oberfla¨chenantrieb und die Horizontaldiffusion mit ein, so lautet die Gleichung in
dimensionsloser Form wie folgt:
∂∆ψ
∂t
= −J(ψ,∆ψ + f + γh˜)− K˜∆(ψ − ψ∗) +D∆4ψ. (5.1)
Hierbei ist ψ die Stromfunktion der barotropen Stro¨mung, f der Coriolisparameter, γ < 1
ein Skalierungsparameter fu¨r die Orographie, der beru¨cksichtigt, dass die bodennahe
Stro¨mung in der Realita¨t langsamer ist als die vertikal gemittelte Stro¨mung, h˜ die Orogra-
phie, K˜ die Konstante der Bodenreibung, ψ∗ die Oberfla¨chenantriebsstromfunktion, die
den in einer baroklinen Atmospha¨re wirkenden thermischen Antrieb ersetzt, und D die
Diffusionskonstante. Um kein neues, auf der barotropen Vorticitygleichung basierendes
Modell entwickeln zu mu¨ssen, wurde nach dem Vorschlag von Kurgansky (2004) ein mit
dieser Gleichung konformes barotropes Modell aus dem Dreischichtenmodell konstruiert.
Hierzu sind lediglich Vera¨nderungen in den dimensionslosen Rossby-Deformationsradien
und einige zusa¨tzliche Modifikationen no¨tig. Setzt man Λ21 = Λ22 = 1 und Λ23 = 0, so
nimmt die Matrix A nach (2.81) die Form
A =
 −1 1 01 −2 1
0 1 −1
 (5.2)
an. Die orthonormierten Eigenvektoren von A zu den Eigenwerten e1 = 0, e2 = 1 und
e3 = 3 bilden die Spalten der Matrix U, siehe (2.84). Damit besitzt diese Matrix die
folgende Gestalt:
U =
 1/√3 1/√2 1/√61/√3 0 −2/√6
1/
√
3 −1/√2 1
 . (5.3)
Die linke Spalte gibt die Struktur der barotropen Mode wieder, zu der die Stromfunktionen
aller drei Schichten zu exakt gleichen Anteilen beitragen. Die u¨brigen Spalten stellen die
baroklinen Moden dar. Um diese zu unterdru¨cken, werden die mittlere und die rechte
Spalte ku¨nstlich gleich null gesetzt. Mit der auf diese Weise modifizierten Matrix U, der
Transformation (2.89) und der Definition der barotropen Stromfunktion
ψ =
1√
3
θ1 (5.4)
werden die drei Stromfunktionen des baroklinen Modells identisch mit der barotropen
Stromfunktion:  ψ1ψ2
ψ3
 =
 ψψ
ψ
 . (5.5)
Ferner nimmt das Modellgleichungssystem (2.91) mit (5.4) und wegen e1 = 0 die Form
∂∆ψ
∂t
=
1
3
3∑
j=1
q˙j (5.6)
an. Beim Einsetzen der rechten Seite von (2.78) wird beim Orographieterm und beim Bo-
denreibungsterm der Wert fu¨r Λ23 beibehalten, der beim Dreischichtenmodell verwendet
wurde, und man erha¨lt
∂∆ψ
∂t
= −J
(
ψ,∆ψ + f +
1
3
Λ23h
)
− 1
3
Λ23K∆(ψ − ψ∗) +D∆4ψ, (5.7)
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wobei ψ∗3 = ψ∗ gesetzt wurde. Dies entspricht (5.1) mit γh˜ = Λ23h/3 und K˜ = Λ23K/3.
Setzt man nun γ = 1/3, was in etwa dem Verha¨ltnis zwischen den zonalen Windsta¨rken
in der unteren und in der mittleren Schicht des Dreischichtenmodells entspricht, siehe
Abbildung 4.6, so erha¨lt man h˜ = Λ23h. Das Auftreten des Faktors Λ23 erkla¨rt sich da-
durch, dass in der Herleitung der dimensionslosen Gleichung (5.1) eine andere vertikale
Skalenho¨he verwendet wurde als bei der Entdimensionierung des Dreischichtenmodells.
Der Faktor 1/3 in der Konstanten der Bodenreibung K˜ = Λ23K/3 fu¨hrt dazu, dass die
Zeitkonstante der Bodenreibung im barotropen Modell um den Faktor 3 gro¨ßer ist als im
Dreischichtenmodell bei gleichem Wert von K.
5.1.2 Modellantrieb und Parameter
Zur Anpassung des Oberfla¨chenantriebs des barotropen Modells wurde eine modifizier-
te Version des in Abschnitt 4.2.1 beschriebenen iterativen Verfahrens benutzt mit dem
Ziel, das Verhalten des Dreischichtenmodells mo¨glichst weitgehend zu reproduzieren.
Konkret wurde von der barotropen Modellzirkulation verlangt, dass sie hinsichtlich ihres
zeitlichen Mittels und ihrer Standardabweichung der vertikal gemittelten Zirkulation des
Dreischichtenmodells a¨hnelt, und dass die erste EOF der geopotentiellen Ho¨he ein AO-
a¨hnliches Muster zeigt. Ferner soll das Modell zwei Regime besitzen, die na¨herungsweise
der positiven und negativen Phase der AO entsprechen, wie es auch beim Dreischichten-
modell der Fall ist. Um diese Ziele zu erreichen, wurde der zonalsymmetrische Anteil
des Oberfla¨chenantriebs ψ∗ in der gleichen Weise justiert wie beim Dreischichtenmodell,
mit dem vertikal u¨ber die drei Schichten gemittelten beobachteten Zonalwindprofil als
Anpassungsziel. Ferner wurden nicht-zonale Anteile des Oberfla¨chenantriebs zugelassen,
als Ersatz fu¨r den nicht-zonalen diabatischen Antrieb des Dreischichtenmodells. Bei je-
dem Iterationsschritt der Antriebsanpassung wurde zum Oberfla¨chenantrieb ein Feld ad-
diert, das proportional zur Differenz zwischen dem nicht-zonalen Anteil der zeitlich und
vertikal gemittelten Stromfunktion des Dreischichtenmodells und der nicht-zonalen zeit-
gemittelten Stromfunktion aus der vorausgegangenen Integration des barotropen Modells
ist.
Aufgrund einer besonderen Sensitivita¨t des Modells gegenu¨ber Antriebsa¨nderungen, die
im kommenden Unterabschnitt ausfu¨hrlich diskutiert wird, konnte keine vollsta¨ndige
Konvergenz des Verfahrens erreicht werden. Die Prozedur wurde abgebrochen, als eine
voru¨bergehende Sequenz akzeptabler Modellergebnisse aufgetreten war. Der zur befrie-
digendsten Modellintegration geho¨rende Antrieb wurde fu¨r die Langzeitintegration des
Modells benutzt. Abbildung 5.1 zeigt den zonalsymmetrischen Anteil des resultieren-
den Antriebs, das zu dieser Antriebsstromfunktion geho¨rende Zonalwindprofil sowie den
nicht-zonalen Anteil des Antriebs. Der zonale Anteil besitzt im Vergleich zu den zona-
len Antrieben des Dreischichenmodells (Abbildung 4.4) eine recht regula¨re Gestalt. Er
ist fast u¨berall monoton fallend und sorgt so fu¨r die Anregung von Westwinden in den
meisten Breiten, am sta¨rksten in den Subtropen. Ein zweites, schwa¨cheres Maximum der
Westwindanregung befindet sich in den ho¨heren Breiten. Das nicht-zonale Antriebsfeld
besitzt gewisse ¨Ahnlichkeiten mit den in Abbildung 4.5 gezeigten thermischen Antrieben,
ist aber im Vergleich zu diesen Feldern nach Osten verschoben. Dass sich kein Antrieb
mit einer gro¨ßeren ¨Ahnlichkeit ergeben hat, begru¨ndet sich durch die Unterschiede zwi-
schen barotroper und barokliner Dynamik. In einer baroklinen Atmospha¨re spielen die
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Abbildung 5.1: Links oben: zonalsymmetrischer Anteil des fu¨r die Langzeitintegration des ba-
rotropen Modells verwendeteten Oberfla¨chenantriebs. Rechts oben: zonales Windprofil, das dem
zonalsymmetrischen Antrieb entspricht. Unten: nicht-zonaler Anteil des Oberfla¨chenantriebs.
vertikalen Gradienten der transienten Wa¨rmeflu¨sse eine bedeutende Rolle bei der Zeit-
entwicklung der potentiellen Vorticity; in einer barotropen Atmospha¨re existieren keine
vertikalen Gradienten der Wa¨rmeflu¨sse.
Die Sta¨rke der Bodenreibung musste drastisch reduziert werden, um eine chaotische
Modell-Lo¨sung zu erhalten. Verwendet man die gleiche Sta¨rke der Reibung wie beim
Dreischichtenmodell, so erha¨lt man stets stabile Fixpunktlo¨sungen. Die durch die Verrin-
gerung der Bodenreibung ausgelo¨ste barotrope Instabilita¨t ist nicht per se als bedeutsam
fu¨r die Dynamik des Dreischichtenmodells anzusehen. Sie dient vielmehr als Ersatz fu¨r
die barokline Instabilita¨t in Kombination mit der Ru¨ckkopplung zwischen den baroklinen
Moden und der barotrope Mode. Es wurde eine Zeitkonstante von 18 Tagen fu¨r die Bo-
denreibung verwendet. Bei dem von Selten (1995) und Crommelin (2003c) untersuchten
Modell betra¨gt die Zeitskala der Bodenreibung 15 Tage.
Die Verringerung der Bodenreibung fu¨hrte dazu, dass die Auswirkung der Orographie
trotz des bereits implizit beru¨cksichtigten Faktors γ = 1/3 zu stark wurde. Experimente
mit zonalsymmetrischen Oberfla¨chenantrieben haben gezeigt, dass die Amplituden der
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orographisch angeregten stationa¨ren Wellen um so gro¨ßer werden, je geringer die Boden-
reibung ist. Der Grund ist offenbar die verringerte Dissipation der Wellen. Daher wurde
die Ho¨he der Orographie in etwa dem gleichen Maße veringert wie die Konstante K der
Bodenreibung explizit reduziert wurde. Dementsprechend wurde die Orographie mit dem
Faktor 0,3 multipliziert.
Die Horizontaldiffusion wurde vo¨llig abgeschaltet. Diese Maßnahme erwies sich fu¨r die
Instabilita¨t bzw. Chaotizita¨t der Modell-Lo¨sungen als fo¨rderlich, und es wurden keine
nachteiligen Effekte beobachtet. Offenbar ist die Instabilita¨t der kleineren Skalen so ge-
ring, dass die Dissipation der kleinskaligsten Moden durch die Bodenreibung allein be-
reits ausreicht, um eine Akkumulation von Energie in diesen zu verhindern. Das Modell
von Selten (1995) besitzt eine Horizontaldiffusion, welche die Moden der totalen Wellen-
zahl 21 mit einer Relaxationszeit von 3 Tagen da¨mpft. Dennoch zeigt auch jenes Modell
eine chaotische Lo¨sung. Im Vergleich dazu scheint das hier untersuchte barotrope Mo-
dell eine geringere Instabilita¨t aufzuweisen. Dies ha¨ngt mo¨glicherweise damit zusammen,
dass das vorliegende Modell darauf angepasst wurde, die Zirkulation des Dreischichten-
modells zu imitieren, wa¨hrend die Zirkulation des Modells von Selten eher den Beobach-
tungen a¨hnelt. Die stationa¨ren Wellen des Dreischichtenmodells sind etwas schwa¨cher als
beobachtet, was die verringerte Instabilita¨t erkla¨ren ko¨nnte.
5.1.3 Regimeentstehung bei der Antriebsanpassung
Bei der Einstellung des Oberfla¨chenantriebs wurde zuna¨chst nur der zonalsymmetrische
Anteil justiert. Das Zonalwindprofil konvergierte problemlos nach wenigen Iterationen
gegen das Zielprofil, und es stellte sich eine stabile periodische Stro¨mung ein. Anschlie-
ßend wurde zusa¨tzlich die im vorausgegangenen Unterabschnitt beschriebene Anpassung
des nicht-zonalen Anteils eingeschaltet. Nach wenigen Iterationen wurde die periodische
Lo¨sung stationa¨r. Einige weitere Iterationen spa¨ter begann ein Problem aufzutreten, das
bei der Anpassung des Dreischichtenmodells nicht existierte. Das erwu¨nschte Zonalwind-
profil war nicht mehr realisierbar. Vielmehr existierten zwei davon abweichende alternati-
ve Zonalwindprofile, die einem Low-Index- und einem High-Index-Zustand entsprechen.
Das Modell verweilte stets fu¨r einige Iterationen der Anpassungsprozedur in einem die-
ser beiden Zusta¨nde, um beim folgenden Iterationsschritt in den anderen Zustand u¨berzu-
wechseln und fu¨r einige weitere Iterationen in diesem zu verbleiben. Der Grund fu¨r dieses
Verhalten war die Koexistenz mehrerer Attraktoren, also Intransitivita¨t. Durch Testinte-
grationen mit verschiedenen Anfangszusta¨nden, aber gleichbleibendem Antrieb wurden
vier verschiedene koexistierende Attraktoren gefunden. Einer entsprach einem stabilen
High-Index-Zustand. Bei den anderen drei Atrraktoren, von denen einer chaotisch, ei-
ner periodisch und einer stationa¨r war, handelte es sich um Low-Index-Zusta¨nde. Die
Muster der zu diesen drei Attraktoren geho¨renden mittleren Stro¨mungen waren einander
sehr a¨hnlich. Bei der Antriebsanpassung wurde jede Modellintegration mit dem gleichen
Anfangszustand gestartet, welcher sich offensichtlich je nach Antrieb im Einzugsbereich
unterschiedlicher Attraktoren befand. Die Koexistenz von stabilen Low- und High-Index-
Zusta¨nden entspricht im Prinzip der in barotropen Modellen niederer Ordnung vorgefun-
denen Situation (Charney und DeVore, 1979; Ka¨lle´n, 1981). In diesen Modellen existieren
jedoch nicht mehrere, sondern nur ein einziger stabiler Low-Index-Zustand, und dieser ist
stationa¨r.
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Trotz der Problematik, dass die Intransitivita¨t des Systems die Konvergenz der Antriebs-
anpassung behindert, wurde das Verfahren fortgesetzt. Die gelegentlichen Wechsel zwi-
schen Low- und High-Index-Zusta¨nden fanden weiterhin statt. Das Modell reagierte im-
mer sensibler auf Antriebsa¨nderungen. Die beobachteten Low-Index-Attraktoren waren
immer ha¨ufiger chaotisch und zunehmend unterschiedlich in ihrem Zeitmittel. Der High-
Index-Zustand verhielt sich hingegen weniger irregula¨r. Er blieb lange Zeit stabil, um sich
anschließend in einen periodischen, einen chaotischen und schließlich wieder in einen pe-
riodischen Attraktor zu verwandeln. Er a¨nderte seine mittlere Stro¨mung dabei kaum. In
dieser Phase der Antriebsanpassung war das System offenbar nach wie vor intransitiv.
Nach einigen weiteren Iterationen fand eine Verschmelzung zwischen dem High-Index-
Attraktor und einem oder mehreren Low-Index-Attraktoren statt. Es entstand ein neuer,
gro¨ßerer chaotischer Attraktor, der gelegentliche ¨Uberga¨nge zwischen den vorher kon-
kurrierenden Low- und High-Index-Zusta¨nden ermo¨glichte. Damit verbunden waren ein
plo¨tzliches Anwachsen der Standardabweichung der geopotentiellen Ho¨he und das Auf-
treten einer AO-a¨hnlichen Struktur der ersten EOF der geopotentiellen Ho¨he. Aus dem
intransitiven System wurde ein fast-intransitives System. Eine weitere Fortsetzung der
Justierung des Antriebs fu¨hrte zur Zersto¨rung des vereinigten Attraktors. Daher wurde
die Prozedur abgebrochen und fu¨r die Langzeitintegration des Modells ein Antrieb ver-
wendet, fu¨r den ein vereinigter Attraktor beobachtet wurde.
Bei den Bifurkationsmechanismen, die zur Vereinigung der Attraktoren gefu¨hrt haben,
handelt es sich vermutlich um Krisen chaotischer Attraktoren (Grebogi et al., 1982, 1983;
Ott, 1993) oder krisenartige Bifurkationen nichtchaotischer Attraktoren. Es existieren drei
Arten von Krisen, die Randkrise, die innere Krise und die Fusionskrise. Im Falle einer
Randkrise beru¨hrt ein chaotischer Attraktor die Grenze seines Einzugsgebiets, wenn ein
Systemparameter einen kritischen Wert erreicht. Die Grenze ist gleichzeitig die stabile
Mannigfaltigkeit einer instabilen invarianten Menge, was zur Folge hat, dass der Attrak-
tor die instabile Menge selbst beru¨hrt. Nach dem ¨Uberschreiten des kritischen Parame-
terwerts hat das Einzugsgebiet des Attraktors ein
”
Leck“ bekommen, d. h. Trajektorien
ko¨nnen aus ihm entweichen und der Attraktor hat seine Stabilita¨t verloren, ist also kein
Attraktor mehr. Trajektorien ko¨nnen aber mitunter sehr lange auf der nun nichtattrakti-
ven chaotischen Menge verbleiben, bevor sie entweichen und von einem anderen Attrak-
tor angezogen werden. Man spricht hierbei von chaotischer Transienz. Bei einer inneren
Krise beru¨hrt ein chaotischer Attraktor die stabile Mannigfaltigkeit einer instabilen in-
varianten Menge, die sich innerhalb seines Einzugsgebiets befindet. Dies fu¨hrt zu einer
plo¨tzlichen Vergro¨ßerung des Attraktors. Nach der Krise springen Trajektorien in unre-
gelma¨ßigen Absta¨nden zwischen dem alten und dem neu hinzugekommenen Teil des At-
traktors hin und her. Dieses Pha¨nomen bezeichnet man als kriseninduzierte Intermittenz.
Bei einer Fusionskrise, die bei Systemen mit Symmetrien auftreten kann, verschmelzen
zwei oder mehr Attraktoren, indem sie gleichzeitig die Grenze zwischen ihren Einzugs-
bereichen beru¨hren. Es existieren auch allgemeinere Begriffe, die krisenartige Bifurkatio-
nen nicht-chaotischer Attraktoren einschließen. Verliert ein Attraktor seine Stabilita¨t und
verschwindet somit plo¨tzlich sein Einzugsgebiet, so spricht man von einer katastrophen-
artigen Bifurkation. Die schlagartige Vergro¨ßerung eines Attraktors nennt man explosive
Bifurkation (Thompson und Stewart, 1986).
Beim barotropen Modell wurde das Verschmelzen (mindestens) zweier Attraktoren beob-
achtet. Eine Fusionskrise als Ursache dafu¨r ist unwahrscheinlich, da das System keinerlei
bekannte Symmetrien besitzt. Mo¨glich ist jedoch, dass zuna¨chst der Low-Index-Attraktor
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durch eine Randkrise instabil geworden ist und sich anschließend eine explosive Bifurka-
tion des periodischen High-Index-Attraktors ereignete, als dieser beispielsweise die Men-
ge beru¨hrte, welche vorher die Grenze zwischen den Einzugsgebieten war. Diese Bifur-
kation fu¨hrte offenbar zur Einnahme des vorher durch den Low-Index-Attraktor belegten
Gebietes durch den High-Index-Attraktor. Fu¨r dieses Szenario spricht, dass bei einigen
Iterationen der Antriebsanpassung kurz vor der Vereinigung der Attraktoren chaotische
Transienz beobachtet wurde, die im High-Index-Attraktor endete. Ein a¨hnliches Szena-
rio, na¨mlich die Abfolge zweier katastrophenartiger und einer explosiven Bifurkation un-
ter Beteiligung von drei Attraktoren, wurde von Itoh und Kimoto (1996, 1997) in Studien
eines quasi-geostrophischen Zweischichtenmodells bei kontinuierlicher Reduzierung der
Horizontaldiffusion oder der statischen Stabilita¨t beobachtet. Mit dem anschließenden so
genannten chaotischen Umherwandern zwischen Attraktorruinen wurde das Regimever-
halten des Modells erkla¨rt. Im vorliegenden Falle des barotropen Modells kann jedoch
keine detaillierte Bifurkationsanalyse durchgefu¨hrt werden, da die iterative Antriebsan-
passung nicht exakt mit der kontinuierlichen Variation eines einzelnen Parameters ver-
gleichbar ist. Es sei hier lediglich festgestellt, dass die beschriebene Abfolge krisenartiger
Bifurkationen eine plausible Erkla¨rung fu¨r die beobachtete Vereinigung der Attraktoren
darstellt.
5.1.4 Modellklimatologie, Variabilita¨t und Regimeverhalten
Mit dem aus der Anpassungsprozedur resultierenden Antrieb wurde eine Integration u¨ber
1000 Jahre durchgefu¨hrt. Dabei stellte sich heraus, dass das chaotische Verhalten nach 338
Jahren abrupt abbrach und die Trajektorie von einem periodischen Low-Index-Attraktor
mit einer Periode von 22 Tagen eingefangen wurde. Dies zeigt, dass sich der chaotische
Attraktor in einem Zustand kurz nach einer Randkrise befindet und somit in Wirklich-
keit kein Attraktor, sondern ein Repulsor (eine asymptotisch nicht anziehende, sondern
abstoßende, also instabile Menge) ist. Bei dem chaotischen Abschnitt der Trajektorie der
Langzeitintegration handelt es sich um einen sehr langlebigen chaotischen Transienten.
Trotz der Instabilita¨t des Repulsors wird im Folgenden nur der chaotische Abschnitt der
Integration (nach Abzug einer 600-ta¨gigen Einschwingzeit) ausgewertet, da dieser allein
die hier interessierenden dynamischen Pha¨nomene zeigt und der Repulsor beinahe ein
Attraktor ist.
Das zeitgemittelte Zonalwindprofil, in Abbildung 5.2 zusammen mit dem beobachteten
vertikal gemittelten Zonalwindprofil dargestellt, stimmt mit Letzterem in akzeptablem
Maße u¨berein. Geringfu¨gige Abweichungen bestehen in der Scha¨rfe des subtropischen
Jets und in der Sta¨rke der Westwinde in den ho¨heren Breiten. Auch bezu¨glich der zeitge-
mittelten geopotentiellen Ho¨he besteht, wie Abbildung 5.3 zeigt, eine gute ¨Ubereinstim-
mung mit der Zielgro¨ße der Antriebsanpassung, na¨mlich der vertikal gemittelten geopo-
tentiellen Ho¨he des Dreischichtenmodells. Die Tro¨ge befinden sich, wie erwu¨nscht, u¨ber
Nordamerika, u¨ber Osteropa, u¨ber der Ostku¨ste Asiens und u¨ber dem Nordpazifik. Einzig
der Trog u¨ber Osteuropa ist beim barotropen Modell etwas zu stark ausgepra¨gt. Ange-
sichts der Schwierigkeiten bei der Antriebsanpassung und des Abbruchs der Anpassung
nach der Verschmelzung der Attraktoren ist die ¨Ubereinstimmung zwischen den beiden
gezeigten Feldern bemerkenswert.
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Abbildung 5.2: Zeitgemitteltes Zonalwindprofil des barotropen Modells sowie das vertikal gemit-
telte Zonalwindprofil aus den NCEP-NCAR-Reanalysedaten.
Die Standardabweichung der geopotentiellen Ho¨he des barotropen Modells weicht deutli-
cher von der Standardabweichung der vertikal gemittelten geopotentiellen Ho¨he des Drei-
schichtenmodells ab, wie an Abbildung 5.4 erkennbar ist. Insgesamt ist die Variabilita¨t des
barotropen Modells geringer als die barotrope Variabilita¨t des Dreischichtenmodells, be-
sonders in den mittleren Breiten. In den ho¨heren Breiten ist die Variabilita¨t des barotropen
Modells allerdings fast so stark wie die des Dreischichtenmodells. Die ra¨umliche Struktur
der Variabilita¨t wird durch die Struktur der ersten EOF dominiert (Abbildung 5.5, links),
welche 68,9% der Varianz erkla¨rt.1 Sie besitzt eine AO-a¨hnliche Struktur, wenngleich mit
versta¨rkter zonaler Symmetrie. Das eingangs formulierte Ziel, mit dem barotropen Mo-
dell eine AO-a¨hnliche Variabilita¨t zu simulieren, ist damit erreicht worden. Die Variabi-
lita¨t des Modells kann also insgesamt als zufriedenstellend betrachtet werden. Die zweite
EOF (Abbildung 5.5, rechts) erkla¨rt 11,4% der Varianz und entspricht einem Wellenzug,
der sich von Ostasien u¨ber den Nordpazifik bis nach Nordamerika erstreckt.
Dass die ersten beiden EOF zusammen u¨ber 80% der Varianz erkla¨ren, zeigt, dass der
chaotische Repulsor a¨ußerst niedrigdimensional ist. Eine Projektion des Repulsors auf
die ersten beiden EOF kann daher bereits ein recht genaues Bild seiner Struktur liefern.
Um ein unverzerrtes Bild des Repulsors zu erhalten, werden in Abbildung 5.6 die ta¨gli-
chen Werte der ersten beiden unnormierten Hauptkomponenten, also c(1)j und c
(2)
j nach
der Definition aus Abschnitt 3.2 (siehe z. B. (3.19)), fu¨r die ersten 100 Jahre der Mo-
dellintegration als Punktwolke dargestellt.2 Vielerorts la¨sst sich der Verlauf der Trajekto-
rie verfolgen. Deutlich erkennbar sind zwei Bereiche mit besonders hoher Aufenthalts-
wahrscheinlichkeit – zwei Regime. Das eine Regime befindet sich im Bereich negativer
Werte des AO-Index, d. h. der ersten Hauptkomponente, und erha¨lt daher den Namen
AO−, wa¨hrend das andere Regime mit AO+ bezeichnet wird. Zwischen den Regimen be-
stehen zwei
”
schlauchartige“ Verbindungen, von denen sich die erste im Bereich positiver
1Auf eine Tiefpassfilterung vor der Hauptkomponentenanalyse wurde verzichtet.
2Die Zustandsvariablen des barotropen Modells sind allerdings die spektralen Koeffizienten der Strom-
funktion, nicht der geopotentiellen Ho¨he. Aufgrund der Projektion auf die EOF der geopotentiellen Ho¨he
besteht immer noch eine leichte Verzerrung.
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Abbildung 5.3: Zeitgemittelte geopotentielle Ho¨he des barotropen Modells (links) sowie die zeit-
lich und vertikal gemittelte geopotentielle Ho¨he des Dreischichtenmodells (rechts).
Werte der zweiten Hauptkomponente, die zweite hingegen im Bereich negativer Werte
befindet. Dies kann zu der Vermutung fu¨hren, dass ¨Uberga¨nge vom AO−-Regime zum
AO+-Regime bevorzugt u¨ber eine der beiden Verbindungen erfolgen, wa¨hrend die ent-
gegengesetzten ¨Uberga¨nge entlang der anderen Verbindung vonstatten gehen. Diese Ver-
mutung ist leicht zu u¨berpru¨fen. Zerlegt man die in Abbildung 5.6 gezeigte Trajektorie in
zwei Teilmengen, wobei die erste Teilmenge durch diejenigen Trajektorienabschnitte ge-
geben ist, auf denen der Wert der ersten Hauptkomponente zeitlich zunimmt (Abbildung
5.7), und die zweite Menge das Komplement der ersten ist (Abbildung 5.8), so wird die
Vermutung eindeutig besta¨tigt. Abbildung 5.7 zeigt, dass die ¨Uberga¨nge von AO− nach
AO+ fast ausschließlich u¨ber die Verbindung im oberen Teil des Diagramms erfolgen.
Die ¨Uberga¨nge von AO+ nach AO− hingegen verlaufen meist u¨ber den unteren Weg. Die
Existenz solcher bevorzugten ¨Ubergangspfade zwischen Regimen in einem barotropen
Modell wurde auch von Crommelin (2003c) festgestellt und durch die ¨Uberreste hetero-
kliner Verbindungen zwischen zwei Fixpunkten, von denen sich je einer innerhalb jedes
Regimes befindet, erkla¨rt.
An der Zeitreihe der ersten Hauptkomponente lassen sich typische Verweildauern der Re-
gime ablesen. Im linken Teil von Abbildung 5.9, der die ersten 10000 Tage der Zeitreihe
zeigt, ist zu erkennen, dass die Trajektorie fu¨r Hunderte oder sogar Tausende von Tagen
in einem der beiden Regime verweilen kann, bevor ein abrupter ¨Ubergang in das jeweils
andere Regime erfolgt. Diese extreme Persistenz der Regime spiegelt sich im Leistungs-
dichtespektrum wider, welches im rechten Teil von Abbildung 5.9 gezeigt wird. Der An-
teil der dekadischen Variabilita¨t an der Gesamtvariabilita¨t ist extrem hoch. Nicht nur die
Existenz der Regime an sich, sondern auch ihre Persistenz und die daraus resultierende
dekadische Variabilita¨t sind Konsequenzen der Fast-Intransitivita¨t des Systems.
Um die mittleren Stro¨mungsmuster der Regime zu bestimmen, wird wie beim Drei-
schichtenmodell auf die Wahrscheinlichkeitsdichte im Raum der normierten ersten bei-
den Hauptkomponenten zuru¨ckgegriffen. Diese Wahrscheinlichkeitsdichte zeigt Abbil-
dung 5.10 zusammen mit den Positionen von Fixpunkten, dargestellt durch verschiedene
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Abbildung 5.4: Standardabweichung der geopotentiellen Ho¨he des barotropen Modells (links)
sowie die Standardabweichung der vertikal gemittelten geopotentiellen Ho¨he des Dreischichten-
modells (rechts).
Symbole. Die Fixpunkte und die Bedeutung der Symbole werden im kommenden Un-
terabschnitt besprochen. Eine Signifikanzu¨berpru¨fung der Regime, wie sie beim Drei-
schichtenmodell durchgefu¨hrt wurde, ist hier nicht no¨tig, da die Regime-Struktur offen-
sichtlich ist. Als Regime-Gebiete im Raum der ersten beiden Hauptkomponenten werden
hier einfach diejenigen beiden Gebiete festgelegt, in denen die Wahrscheinlichkeitsdichte
gro¨ßer als 0,2 ist. Die Gebiete sind in Abbildung 5.10 durch die dicken Linien einge-
grenzt. Das Gebiet im Bereich negativer Werte der ersten Hauptkomponente entspricht
dem AO−-Regime, das andere Gebiet dem AO+-Regime. Die zu den beiden Regimen
geho¨renden Felder der geopotentiellen Ho¨he sowie die Anomalien bezu¨glich der zeitge-
mittelten geopotentiellen Ho¨he der Modellintegration sind in Abbildung 5.11 dargestellt.
Das AO−-Regime zeigt eine abgeschwa¨chte, das AO+-Regime hingegen eine versta¨rk-
te Zonalstro¨mung in den mittleren und ho¨heren Breiten. Die AO+-Anomalie projiziert
hauptsa¨chlich auf die erste EOF, wa¨hrend bei der AO−-Anomalie der Anteil der zwei-
ten EOF etwas deutlicher hervortritt, da der Betrag der ersten Hauptkomponente bei
AO− etwas geringer ist als bei AO+. Dies wiederum ha¨ngt damit zusammen, dass das
AO−-Regime sta¨rker bevo¨lkert ist als das AO+-Regime. In diesem Aspekt unterscheidet
sich das barotrope Modell vom Dreischichtenmodell, in dem das AO+-Regime sta¨rker
bevo¨lkert, aber weniger anomal ist als das NAO−-Regime, nicht aber von dem barotropen
Modell, das von Crommelin (2003c) untersucht wurde.
Zusammenfassend kann festgestellt werden, dass das barotrope Modell ein extrem stark
ausgepra¨gtes Regimeverhalten aufweist, dessen Ursache in der Vereinigung der beiden
Attraktoren liegt, die als Low-Index-Attraktor und als High-Index-Attraktor bezeichnet
wurden. Das Verschmelzungsszenario erfordert nicht notwendig die Existenz von Fix-
punkten, die jeweils in einem der beiden Attraktorteile (genauer: Repulsorteile) einge-
bettet liegen. Welche Rolle die Fixpunkte beim Regimeverhalten des barotropen Modells
spielen, wird im folgenden Unterabschnitt untersucht.
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Abbildung 5.5: Erste EOF (links) und zweite EOF (rechts) der geopotentiellen Ho¨he des barotro-
pen Modells.
5.1.5 Die Bedeutung der Fixpunkte fu¨r das Regimeverhalten
Die Bestimmung von Fixpunkten des barotropen Modells erfolgte im Prinzip mit der
gleichen Funktionalminimierungsmethode wie beim Dreischichtenmodell. Es mussten le-
diglich entsprechend der Reduktion des Dreischichtenmodells auf das barotrope Modell
geringfu¨gige Modifikationen des verwendeten Computerprogramms zur Fixpunktberech-
nung durchgefu¨hrt werden. Dadurch wurde das zu minimierende Funktional identisch
mit dem von Crommelin (2003c) zur Fixpunktbestimmung verwendeten Funktional. Es
war vo¨llig ausreichend, eine einzelne Serie von Anfangszusta¨nden, die im Abstand von
5 Tagen den Ausgabedaten der Modellintegration u¨ber die ersten 100 Jahre entnommen
wurden, fu¨r die Minimierung zu verwenden. So ineffizient die Suche nach Fixpunkten im
Falle des Dreischichtenmodells war, so erfolgreich verlief sie beim barotropen Modell.
Beinahe die Ha¨lfte aller gewa¨hlten Anfangszusta¨nde fu¨hrte zur Konvergenz gegen einen
Fixpunkt, wobei insgesamt 38 verschiedene Fixpunkte entdeckt wurden. Das bedeutet,
dass die meisten von ihnen sehr ha¨ufig gefunden wurden.
Bei einer so großen Anzahl von Fixpunkten ist es sinnvoll, diese in geeigneter Weise nach
ihrer
”
Wichtigkeit“ zu sortieren. Fixpunkte sind nur dann bedeutsam fu¨r die Dynamik auf
dem chaotischen Repulsor, wenn sie sich zum einen in seiner Na¨he befinden, und zum
anderen ihre Instabilita¨t schwach genug ist, dass Trajektorien fu¨r eine Weile in ihrer Na¨he
verbleiben, bevor sie entlang der instabilen Mannigfaltigkeit abgestoßen werden. Deswe-
gen werden zur Bestimmung der Bedeutsamkeit eines Fixpunktes hier sowohl ein Maß
fu¨r die Na¨he zum Repulsor als auch ein Maß fu¨r die Instabilita¨t herangezogen. Da der Re-
pulsor eine sehr flache Struktur im Phasenraum besitzt, ist ein notwendiges, wenngleich
nicht hinreichendes Kriterium fu¨r eine große Na¨he zum Repulsor ein geringer Abstand d
von der durch die ersten beiden EOF aufgespannten Ebene. Misst man diesen Abstand in
Einheiten der Norm der ersten dimensionsbehafteten EOF e˜1, so ist er durch
d =
∣∣∣∣∣∣∑Ni=3〈x, ei〉ei∣∣∣∣∣∣
||e˜1|| (5.8)
104 Kapitel 5. Wie entsteht Regimeverhalten?
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−1.25
−1
−0.75
−0.5
−0.25
0
0.25
0.5
0.75
Unnorm. Hauptkomponente 1 [km]
Un
no
rm
. H
au
pt
ko
m
po
ne
nt
e 
2 
[km
]
Abbildung 5.6: Ta¨gliche Werte der ersten beiden unnormierten Hauptkomponenten der geopo-
tentiellen Ho¨he wa¨hrend der ersten 100 Jahre der Langzeitintegration des barotropen Modells.
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Abbildung 5.7: Wie Abbildung 5.6, aber nur fu¨r die Zeitabschnitte mit zunehmender erster Haupt-
komponente.
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Abbildung 5.8: Wie Abbildung 5.6, aber nur fu¨r die Zeitabschnitte mit abnehmender erster Haupt-
komponente.
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Abbildung 5.9: Links: Die ersten 10000 Tage der Zeitreihe der ersten Hauptkomponente der geo-
potentiellen Ho¨he. Rechts: Leistungsdichtespektrum der ersten Hauptkomponente.
gegeben. Hierbei ist x das zum Fixpunkt geho¨rende Feld der geopotentiellen Ho¨he. Bei
den ei handelt es sich um die dimensionslosen EOF und bei N um die Gesamtzahl der
EOF. Maße fu¨r die Instabilita¨t eines Fixpunktes sind sowohl die Dimension der instabilen
Mannigfaltigkeit als auch der gro¨ßte vorkommende Realteil der Eigenwerte der Jacobi-
Matrix des Systems, ausgewertet im Fixpunkt. Eine Gro¨ße, die mit diesen beiden Maßen
korreliert, ist die Summe aller positiven Realteile der Eigenwerte, welche hier als metri-
sche Entropie3 h bezeichnet werden soll:
h =
k∑
i=1
Re λi, (5.9)
wobei die Eigenwerte λi nach absteigendem Realteil sortiert sind und
Re λk > 0 > Re λk+1 gilt. Die metrische Entropie ist als Maß fu¨r die Instabilita¨t
eines Fixpunktes wahrscheinlich besser geeignet als der gro¨ßte Realteil der Eigenwerte.
Die Trajektorien halten sich, wenn u¨berhaupt, nur voru¨bergehend im Nahbereich des
betrachteten Fixpunktes auf, wo die linearisierte Dynamik na¨herungsweise gu¨ltig ist. Die
durch die Gleichungen (3.42) und (3.43) gegebene lineare Zeitentwicklung wird jedoch
nur auf hinreichend langen Zeitskalen durch den fu¨hrenden Eigenwert dominiert. Auf
ku¨rzeren Zeitskalen spielen auch die u¨brigen Eigenwerte mit positivem Realteil eine
Rolle fu¨r die Instabilita¨t.
In Abbildung 5.12 wird fu¨r jeden der gefundenen Fixpunkte der Wert von d gegen den
Wert von h aufgetragen. Je gro¨ßer die Na¨he eines Punktes zur linken unteren Ecke des
Diagramms ist, um so bedeutsamer ist, grob gesprochen, der zugeho¨rige Fixpunkt fu¨r die
Dynamik auf dem Repulsor. Die Punkte im Diagramm wurden subjektiv in drei Kate-
gorien (Cluster) eingeteilt und dementsprechend mit verschiedenen Symbolen versehen.
Cluster 1 wird durch 10 Fixpunkte gebildet, die im Diagramm entlang eines kleinen Rin-
ges angeordnet sind und der linken unteren Ecke besonders nah sind. Sie sind die aus-
sichtsreichsten Kandidaten fu¨r eine hohe dynamische Relevanz. Cluster 2 ist durch vier
weitere Fixpunkte in der Nachbarschaft von Cluster 1 gegeben. Zwischen ihnen und den
u¨brigen Fixpunkten, die Cluster 3 bilden, besteht eine gewisse Lu¨cke.
3
¨Ublicherweise wird die metrische Entropie fu¨r eine chaotische Trajektorie definiert, na¨mlich als die
Summe ihrer positiven Lyapunov-Exponenten. Sie ist ein Maß fu¨r die pro Zeiteinheit wa¨hrend der chaoti-
schen Zeitentwicklung vernichtete Information (Lam, 1997). Bei stationa¨ren Trajektorien entsprechen die
Lyapunov-Exponenten aber gerade den Realteilen der Eigenwerte der Jacobi-Matrix.
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Abbildung 5.10: Gescha¨tzte Wahrscheinlichkeitsdichte im Raum der ersten beiden Hauptkompo-
nenten. Das Intervall der Ho¨henlinien betra¨gt 0,1; anstelle der Null-Linie ist als a¨ußerste Linie die
0,02-Linie dargestellt. Die 0,2-Linie ist dicker gezeichnet und begrenzt die Regime-Gebiete. Au-
ßerdem werden Projektionen der Phasenraumpositionen der gefundenen Fixpunkte auf den Raum
der ersten beiden Hauptkomponenten dargestellt. Die Fixpunkte werden durch unterschiedliche
Symbole markiert, die deren Zugeho¨rigkeit zu verschiedenen, basierend auf Abbildung 5.12 be-
stimmten Clustern kennzeichnen. Einzelheiten zur Definition der Cluster werden im Text erkla¨rt.
Die Pfeile markieren Beispiele von Fixpunkten, die im Text genauer diskutiert werden.
In Abbildung 5.10, welche die Wahrscheinlichkeitsdichte im Raum der ersten beiden
Hauptkomponenten zeigt, sind auch die Phasenraumpositionen der Fixpunkte eingetra-
gen, projiziert auf diesen Raum. Die verschiedenen Symbole geben auch hier die Zu-
geho¨rigkeit der Fixpunkte zu den Clustern an. Die Fixpunkte aus Cluster 1 befinden sich
allesamt innerhalb des AO−-Regimes oder in seiner unmittelbaren Na¨he, und kein Mit-
glied eines anderen Clusters befindet sich dort. Vermutlich beeinflussen diese Fixpunkte
die Dynamik innerhalb des Regimes maßgeblich. Es erscheint mo¨glich, dass Trajektori-
en fu¨r la¨ngere Zeit zwischen den Fixpunkten hin- und hergestoßen werden, a¨hnlich einer
Kugel in einem Flipperautomaten, welche zwischen die meist in einem Dreieck angeord-
neten mechanischen Stoßvorrichtungen gera¨t. Drei Vertreter des Clusters 2 befinden sich
am Ende des Ausla¨ufers des Repulsors, der sich vom AO−-Regime aus in Richtung ab-
nehmender Werte der zweiten Hauptkomponente erstreckt. Der vierte befindet sich etwas
außerhalb des AO+-Regimes am rechten Rand des Diagramms. Die meisten Fixpunk-
te aus Cluster 3 liegen an der Peripherie des Repulsors verstreut. Einige befinden sich
in der gegebenen Projektion etwa in der Mitte zwischen den beiden Regimen. Ihre Zu-
5.1 Regimeverhalten in einem barotropen Modell 107
6.6 6.8 7.0 7.2 7.4 7.6 7.8
[km]
-260 -180 -100 -20 60 140
[m]
6.6 6.8 7.0 7.2 7.4 7.6 7.8
[km]
-260 -180 -100 -20 60 140
[m]
Abbildung 5.11: Linke Spalte: Feld der geopotentiellen Ho¨he des AO−-Regimes (oben) sowie
des AO+-Regimes (unten). Rechte Spalte: Anomalie des Feldes der geopotentiellen Ho¨he des
AO−-Regimes (oben) sowie des AO+-Regimes (unten).
geho¨rigkeit zu Cluster 3 impliziert aber, dass sie sich nicht wirklich genau zwischen den
Regimen befinden, sondern deutlich in Richtung der dritten oder ho¨herer EOF verscho-
ben sind. Bemerkenswert ist, dass kein Fixpunkt im AO+-Regime eingebettet ist. Dieses
Resultat steht im Widerspruch zu den Ergebnissen von Crommelin (2003c), genau wie
die Tatsache, dass das AO−-Regime so viele Fixpunkte entha¨lt. Crommelin wa¨hlte a¨hnli-
che Kriterien zur Kategorisierung der Fixpunkte wie die hier verwendeten und fand drei
”
relevante“ Fixpunkte innerhalb des AO−-Regimes des von ihm untersuchten Modells
sowie einen innerhalb des AO+-Regimes. Diese unterschiedlichen Ergebnisse legen na-
he, dass weder die Anzahl der in den Regimen eingebetteten Fixpunkte fu¨r die Existenz
von Regimen in barotropen Modellen entscheidend ist, noch die Tatsache, dass u¨berhaupt
Fixpunkte eingebettet sind.
Es ist erwa¨hnenswert, dass einer der Fixpunkte aus Cluster 1 nur einen einzigen Eigenwert
mit positivem Realteil besitzt. Das bedeutet, dass die Dimension seiner stabilen Mannig-
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Abbildung 5.12: Metrische Entropie und Distanz von der durch die ersten beiden EOF aufge-
spannten Ebene fu¨r die gefundenen Fixpunkte. Die Punkte im Diagramm wurden wie angegeben
in drei verschiedene Cluster eingeteilt. Die Pfeile markieren Beispiele von Fixpunkten, die im
Text genauer diskutiert werden. Die Bezeichnungen der markierten Fixpunkte entsprechen denen
in Abbildung 5.10.
faltigkeit nur um eins geringer ist als die Dimension des gesamten Phasenraums. Damit
stellt die Mannigfaltigkeit eine Separatrix dar, d. h. eine fu¨r Trajektorien unu¨berwindliche
Barriere, die den Phasenraum in zwei dynamisch unverbundene Bereiche teilt. Der am
Anfang des vorangegangenen Unterabschnitts erwa¨hnte periodische Attraktor besitzt also
ein durch die Separatrix begrenztes Einzugsgebiet, welches aber den Repulsor entha¨lt.
Jenseits der Separatrix muss mindestens ein weiterer Attraktor existieren. Wie noch ge-
zeigt wird, ist ein solcher leicht zu finden. Zusa¨tzlich zur fast-intransitiven Eigenschaft
des chaotischen Repulsors ist das System als Ganzes also nach wie vor intransitiv. Die
Grenze des Einzugsgebiets befindet sich zudem in der Na¨he des Repulsors, da der zu-
geho¨rige Fixpunkt dem Repulsor nahe ist. Damit ist der Repulsor anfa¨llig fu¨r eine weitere
Randkrise, was seine Kurzlebigkeit wa¨hrend der Antriebsanpassung erkla¨ren ko¨nnte.
Als Abschluss der Analyse werden drei der gefundenen Fixpunkte als Beispiele na¨her be-
trachtet. Diese Beispiele sind in den Abbildungen 5.10 und 5.12 mit den Buchstaben A, B
und C gekennzeichnet. Beispiel A ist ein Repra¨sentant von Cluster 1, Beispiel B stammt
aus Cluster 2 und Beispiel C aus Cluster 3. Die zu den drei Fixpunkten geho¨renden Felder
der geopotentiellen Ho¨he sowie die entsprechenden Anomalien bezu¨glich des zeitgemit-
telten Modellzustandes werden in Abbildung 5.13 gezeigt. Das Stro¨mungsmuster von
Beispiel A a¨hnelt demjenigen des AO−-Regimes (Abbildung 5.11, links oben), unter-
scheidet sich von diesem aber durch einen ausgepra¨gten Ru¨cken u¨ber der Behringstraße.
Es ist vielleicht erwa¨hnenswert, dass die Anomalie des Fixpunktes in der Umgebung des
Nordpazifiks starke ¨Ahnlichkeit mit der aus den NCEP-NCAR-Reanalysedaten bestimm-
ten NAO−-Anomalie (Abbildung 4.16) besitzt. Beispiel B entspricht einer versta¨rkten
Form des AO+-Regimes, wie es auch anhand seiner in Abbildung 5.10 gezeigten Position
im Phasenraum zu erwarten ist. Beispiel C schließlich stellt ein sowohl fu¨r das Modell als
auch fu¨r Beobachtungen eher untypisches Stro¨mungsmuster dar.
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Abbildung 5.13: Linke Spalte: Felder der geopotentiellen Ho¨he der Fixpunkte A, B und C (von
oben nach unten). Rechte Spalte: Anomalien der geopotentiellen Ho¨he der Fixpunkte A, B und C
(von oben nach unten).
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Fixpunkt A
Wachstumsszeit [d] Periode [d]
6220 129
Fixpunkt B
Wachstumsszeit [d] Periode [d]
37 265
65 48
Fixpunkt C
Wachstumsszeit [d] Periode [d]
22 ∞
33 10
37 88
48 13
52 30
64 20
75 34
87 24
109 8
158 11
Tabelle 5.1: Zeitskalen des Anwachsens und Oszillationsfrequenzen der instabilen Moden der
Fixpunkte A, B und C.
Tabelle 5.1 zeigt die Zeitskalen des Anwachsens sowie die Oszillationsperioden der in-
stabilen Eigenmoden der drei Fixpunkt-Beispiele. Fixpunkt A besitzt nur eine einzige os-
zillatorische Instabilita¨t, bei welcher die Sto¨rungen den extrem langen Zeitraum von 6220
Tagen beno¨tigen, um auf eine e-fache Amplitude anzuwachsen. Der Fixpunkt ist also bei-
nahe stabil. Dies garantiert aber fast sicher die Existenz eines durch eine Hopf-Bifurkation
entstandenen stabilen periodischen Orbits in der unmittelbaren Umgebung des Fixpunkts,
dessen Periode mit derjenigen der oszillatorischen Instabilita¨t (129 Tage) nahezu iden-
tisch sein muss. Tatsa¨chlich wurde dieser Orbit in einer Testintegration gefunden, die mit
Fixpunkt A initialisiert wurde. Die Konvergenz gegen den Orbit nahm mehrere hundert
Jahre der Integration in Anspruch. Der periodische Orbit ist also der oben postulierte
zweite Attraktor des Systems. Obwohl er, wie auch Fixpunkt A, außerhalb des (undich-
ten) Einzugsgebiets des chaotischen Repulsors liegt, kommen ihm Trajektorien auf dem
Repulsor recht nahe. Innerhalb der ersten 100 Jahre der chaotischen Modellintegration er-
eigneten sich zwei fast-periodische Sequenzen mit Oszillationen einer Periode von etwa
130 Tagen. Eine solche Sequenz ist in der Zeitreihe der ersten Hauptkomponente, die in
Abbildung 5.9 gezeigt wird, erkennbar und beginnt kurz nach dem achttausendsten Tag.
Fixpunkt B besitzt zwei oszillatorische Instabilita¨ten. Die sta¨rkere von beiden la¨sst
Sto¨rungen mit einer Zeitskala von 37 Tagen anwachsen, was im Vergleich zu den domi-
nanten Zeitskalen der Modellvariabilita¨t recht kurz ist. Auch befindet sich dieser Fixpunkt
zwar in gewisser Na¨he zum AO+-Regime, aber doch am Rande des Repulsors. Dennoch
kommt diesem Fixpunkt vermutlich eine wichtige Rolle fu¨r die Existenz des Regimes zu.
Er ist wahrscheinlich der
”
Vorfahre“ des Regimes in dem Sinne, dass er dem zu Beginn der
Antriebsanpassung stabilen stationa¨ren High-Index-Zustand entspricht. Demnach war es
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dieser Fixpunkt, der einen periodischen Orbit erzeugte, aus welchem wiederum zumindest
tempora¨r ein chaotischer Attraktor entstand, wodurch die Grundlage fu¨r das AO+-Regime
geschaffen wurde. Der Fixpunkt und der aus ihm entstandene Attraktor haben sich offen-
bar im Verlaufe der Antriebsanpassung etwas voneinander entfernt. Den Fixpunkten aus
Cluster 1 du¨rfte eine a¨hnliche Rolle als
”
Keimzellen“ fu¨r das AO−-Regime zukommen.
Sehr instabil verha¨lt sich Fixpunkt C. Die instabilste Mode ist nicht-oszillatorisch und
wa¨chst mit einer Zeitkonstante von 22 Tagen. Daru¨ber hinaus existieren neun instabi-
le oszillatorische Moden. In der Na¨he dieses Fixpunktes ha¨lt sich keine Trajektorie fu¨r
la¨ngere Zeit auf.
Mit dem barotropen Modell wurde ein System mit einer reichhaltigen, komplizierten
und verwickelten Dynamik vorgestellt. Es handelt sich um ein Musterbeispiel fu¨r Fast-
Intransitivita¨t. Diese ist die Folge der Vereinigung zweier vorher konkurrierender Attrak-
toren. Der Mechanismus, der dem fast-intransitiven Verhalten zugrunde liegt, ist aller
Wahrscheinlichkeit nach ein aus der Nichtlinearen Dynamik seit einiger Zeit bekanntes
Pha¨nomen, die kriseninduzierte Intermittenz, oder allgemeiner das chaotische Umher-
wandern zwischen Attraktorruinen, das von Itoh und Kimoto (1996, 1997, 1999) be-
schrieben wurde. Mit diesem Pha¨nomen werden das Regimeverhalten und die dekadi-
sche Variabilita¨t des Modells simultan erkla¨rt. Die Phasenraumpositionen der Fixpunk-
te erkla¨ren das Regimeverhalten hingegen nicht vollsta¨ndig, wie am Beispiel des AO+-
Regimes erkennbar ist. Vielmehr dienen einige der Fixpunkte vermutlich als Erzeuger der
am Regimeverhalten beteiligten Repulsorteile wa¨hrend der Antriebsanpassung oder bei
der Variation eines geeigneten Bifurkationsparameters.
5.2 Regimeverhalten bei verringerter Bodenreibung im
Dreischichtenmodell
Die starke ¨Ahnlichkeit der Regimeentstehung im barotropen Modell mit dem von Itoh
und Kimoto (1996, 1997, 1999) bei der Reduzierung der statischen Stabilita¨t oder der Ho-
rizontaldiffusion beobachteten Szenario legt den Versuch nahe, Letzteres mit dem Drei-
schichtenmodell direkt zu reproduzieren. Man sollte also die statische Stabilita¨t (enthalten
in den Rossby-Deformationsradien) oder die Horizontaldiffusion im Dreischichtenmodell
schrittweise erho¨hen und u¨berpru¨fen, ob sich das inverse Szenario abspielt, d. h. ob der
Modellattraktor in zwei oder mehrere Teile zerfa¨llt, oder ob zumindest eine Anna¨herung
an ein Auseinanderbrechen des Attraktors beobachtet werden kann, die sich durch ei-
ne Versta¨rkung der fast-intransitiven Eigenschaft bemerkbar machen mu¨sste. Dies wurde
probiert, allerdings ohne Erfolg. Es konnten keine Hinweise auf ein Auseinanderbrechen
des Attraktors beobachtet werden. Die Vera¨nderung der statischen Stabilita¨t oder der Dif-
fusionskonstanten bewirkte aber eine starke ¨Anderung des Modellklimas, der dominanten
ra¨umlichen Muster der niederfrequenten Variabilita¨t und der Strukturen der Regime. Die-
ses Ergebnis fu¨hrte zu der Annahme, dass die
”
Klimaa¨nderung“ infolge der Variation
eines Parameters in geeigneter Weise durch die ¨Anderung weiterer Parameter oder des
Antriebs kompensiert werden muss, damit die Struktur der Regime weitgehend erhalten
bleibt und man mo¨glicherweise ein Szenario nach Itoh und Kimoto beobachten kann.
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In diesem Abschnitt wird gezeigt, dass es bei einer Verringerung der Bodenreibungs-
konstanten und einer Kompensation der resultierenden ¨Anderung des Modellklimas mit
Hilfe der Antriebsanpassungprozedur in der Tat mo¨glich ist, zumindest eine Anna¨he-
rung an ein Auseinanderbrechen des Attraktors zu beobachten. Das Dreischichtenmo-
dell wird auf diese Weise in ein offensichtlich fast-intransitives System u¨berfu¨hrt. Dies
fu¨hrt zu einer Versta¨rkung von Eigenschaften, die das Dreischichtenmodell auch in seiner
Standardeinstellung besitzt, na¨mlich des Regimeverhaltens und der dekadischen Variabi-
lita¨t. Im Umkehrschluss wird gefolgert, dass diese beiden Eigenschaften beim Standard-
Dreischichtenmodell die Folge einer abgeschwa¨chten Fast-Intransitivita¨t sind.
Es wurden vier Experimente mit unterschiedlichen Werten der Bodenreibungskonstanten
durchgefu¨hrt. Bei allen Experimenten war die Bodenreibung schwa¨cher als bei der in Ka-
pitel 4 besprochenen Kontrollsimulation. Die Relaxationszeiten der Reibung betrugen 2,4
Tage (Experiment A), 2,8 Tage (Experiment B), 3,0 Tage (Experiment C) und 3,3 Tage
(Experiment D). Bei der Kontrollsimulation wurde ein Wert von 1,7 Tagen verwendet.
Die Werte der u¨brigen Modellparameter wurden beibehalten. Bei jedem Experiment wur-
de die iterative Antriebsanpassungsprozedur wiederholt (wodurch der Antrieb also para-
meterabha¨ngig wurde) und anschließend eine Integration u¨ber 1000 Jahre durchgefu¨hrt.
Die zeitgemittelten zonalen Windprofile bei den Experimenten sind also nahezu identisch
mit denen der Kontrollintegration. Die Auswertung der Experimente erfolgte im Wesent-
lichen analog zu der in Kapitel 4 durchgefu¨hrten Auswertung der Kontrollintegration.
Der Einfachheit halber wird hier nur die untere Schicht betrachtet. Den Schwerpunkt der
Untersuchung bildet die Vera¨nderung der niederfrequenten Variabilita¨t und des Regime-
verhaltens bei Verringerung der Bodenreibung.
Die zeitgemittelte geopotentielle Ho¨he unterscheidet sich nicht wesentlich bei den ver-
schiedenen Experimenten, wie Abbildung 5.14 zeigt. Im Falle von Experiment A be-
steht eine starke ¨Ahnlichkeit mit dem entsprechenden Feld der Kontrollsimulation (Abbil-
dung 4.7, links unten). Bei weiterer Verringerung der Bodenreibung nimmt die Amplitude
der stationa¨ren Wellen leicht zu. Die Ru¨cken u¨ber den Gebirgen und die Leeseitentro¨ge
versta¨rken sich etwas. Insbesondere intensiviert sich die geschlossene Antizyklone u¨ber
dem Himalaya, die bei Experiment D am deutlichsten hervortritt.
Bei der Standardabweichung der geopotentiellen Ho¨he finden weitaus dramatischere
Vera¨nderungen statt, wie an Abbildung 5.15 zu erkennen ist. Auffa¨llig ist eine extrem
starke Zunahme der Standardabweichung in der polaren Region bei abnehmender Bo-
denreibung. Bei Experiment C und D existieren keine lokalen Maxima in den Storm-
Track-Regionen mehr, da die dortige Variabilita¨t durch die Variabilita¨t in der Polarregion
deutlich u¨bertroffen wird. Die Abnahme der Dissipation bewirkt also eine Zunahme der
Variabilita¨t, was auch grundsa¨tzlich zu erwarten ist.
Abbildung 5.16 zeigt die erste EOF der geopotentiellen Ho¨he der unteren Schicht fu¨r alle
vier Experimente. Bei Experiment A ist die ¨Ahnlichkeit mit dem entsprechenden Mus-
ter der Kontrollsimulation (Abbildung 4.11, links unten) am gro¨ßten. Ein geringfu¨giger
struktureller Unterschied besteht darin, dass das arktische Wirkungszentrum nicht mehr
u¨ber Gro¨nland, sondern zwischen dem Nordpol und der Laptevsee am sta¨rksten ist. Die
Amplitude des arktischen Zentrums ist etwas gro¨ßer als bei der Kontrollsimulation. Bei
weiterer Verringerung der Bodenreibung nimmt die zonale Symmetrie der Muster zu, vor
allem aber ihre Amplitude, letztere in einem a¨hnlich hohen Ausmaß wie die Standardab-
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Abbildung 5.14: Zeitgemittelte geopotentielle Ho¨he der unteren Modellschicht bei Experiment A
(links oben), Experiment B (rechts oben), Experiment C (links unten) und Experiment D (rechts
unten).
weichung (man beachte die unterschiedlichen Skalierungen in den Darstellungen der ver-
schiedenen EOF-Muster). Der
”
Radius“ der Muster wa¨chst ebenfalls geringfu¨gig an, d. h.
die geographische Breite, bei welcher der Vorzeichenwechsel zwischen dem arktischen
Wirkungszentrum und den Zentren in den mittleren Breiten stattfindet, nimmt ab. Zudem
wird die gesamte Variabilita¨t bei abnehmender Reibung zunehmend durch die erste EOF
dominiert. Bei Experiment A erkla¨rt die erste EOF 19,8% der Varianz, bei Experiment B
sind es schon 24,6%. Bei Experiment C werden 34,5% der Varianz durch die erste EOF
erkla¨rt, und bei Experiment D sogar 42,8%. Die starke Zunahme der Standardabweichung
in der Polarregion steht also vor allem mit der Zunahme der Amplitude der ersten EOF
im Zusammenhang. Zusammenfassend kann festgestellt werden, dass bei Abnahme der
Bodenreibung die Amplitude der AO drastisch zunimmt. Die Struktur der AO a¨ndert sich
im Vergleich dazu eher geringfu¨gig. Die zonale Symmetrie des AO-Musters versta¨rkt sich
etwas.
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Abbildung 5.15: Standardabweichung der geopotentiellen Ho¨he der unteren Modellschicht bei
Experiment A (links oben), Experiment B (rechts oben), Experiment C (links unten) und Experi-
ment D (rechts unten).
Die zweite EOF der unteren Modellschicht fu¨r die vier Experimente zeigt Abbildung
5.17. Alle vier Muster besitzen eine a¨hnliche Struktur mit der zonalen Wellenzahl 1, wie
auch das entsprechende Muster der Kontrollsimulation (Abbildung 4.12, links unten). Im
Vergleich zur Kontrollsimulation sind die Hauptzentren des Dipols jedoch etwas polwa¨rts
verschoben. Bei Abnahme der Bodenreibung wa¨chst die zonale Ausdehnung der Zentren
etwas an, und zusa¨tzliche, schwa¨chere Zentren in den Subtropen treten zunehmend hervor.
Die Amplitude der Muster nimmt mit abnehmender Bodenreibung zu, allerdings weniger
stark, als es bei der ersten EOF der Fall ist. Insgesamt besitzen bei allen vier Experimenten
sowohl die erste EOF als auch die zweite EOF jeweils eine sehr a¨hnliche Struktur. Die
Unterra¨ume, die bei den verschiedenen Experimenten jeweils durch die ersten beiden
EOF aufgespannt werden und auf die bei der Wahrscheinlichkeitsdichtescha¨tzung (siehe
unten) projiziert wird, sind nahezu parallel.
Die Leistungsdichtespektren der ersten Hauptkomponente der geopotentiellen Ho¨he der
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Abbildung 5.16: Erste EOF der geopotentiellen Ho¨he der unteren Modellschicht bei Experiment
A (links oben), Experiment B (rechts oben), Experiment C (links unten) und Experiment D (rechts
unten). Um die Strukturen der Muster besser vergleichen zu ko¨nnen, wurden die Konturintervalle
fu¨r jedes Muster individuell angepasst.
unteren Schicht, in Abbildung 5.18 fu¨r die vier Experimente dargestellt, zeigen insgesamt
eine starke Zunahme der dekadischen Variabilita¨t bei Abnahme der Bodenreibung (man
beachte die unterschiedlichen Skalierungen der verschiedenen Spektren). Die Zunahme
erfolgt jedoch nicht vo¨llig gleichma¨ßig. Bei Experiment B ist die dekadische Variabilita¨t
nur wenig sta¨rker als bei Experiment A, und Experiment D weist nur eine geringfu¨gig
ho¨here Spektraldichte bei den la¨ngsten Perioden auf als Experiment C. Zwischen Experi-
ment B und C sind die Unterschiede im Spektrum hingegen stark. Diese Ergebnisse stehen
im Einklang mit dem visuellen Eindruck, den die entsprechenden Zeitreihen vermitteln.
Abbildung 5.19 zeigt 5000-ta¨gige Ausschnitte der vier Zeitreihen. Es ist erkennbar, dass
die niederfrequenten Anteile bei Abnahme der Bodenreibung zunehmen, und zwar beson-
ders deutlich zwischen Experiment B und C. Daru¨ber hinaus ist vor allem bei Experiment
D sichtbar, dass die Zeitreihe fu¨r gewisse Zeitintervalle Schwingungen von relativ gerin-
ger Amplitude um einen deutlich von Null verschiedenen Mittelwert vollfu¨hrt, um an-
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Abbildung 5.17: Zweite EOF der geopotentiellen Ho¨he der unteren Modellschicht bei Experiment
A (links oben), Experiment B (rechts oben), Experiment C (links unten) und Experiment D (rechts
unten). Man beachte auch hier die unterschiedlichen Konturintervalle.
schließend jeweils relativ abrupt zu einem Wert mit umgekehrten Vorzeichen zu springen
und um diesen zu oszillieren. Kurz gesagt, es findet ein ausgepra¨gtes Regimeverhalten
statt, a¨hnlich dem Verhalten des barotropen Modells. Die Persistenz und die Separiertheit
der Regime nehmen mit abnehmender Bodenreibung zu. Die Zunahme der dekadischen
Variabilita¨t bei abnehmender Bodenreibung geht also mit einer Zunahme der Persistenz
der Regime einher. Dies deutet darauf hin, dass es sich beim Regimeverhalten und bei
der dekadischen Variabilita¨t um zwei verschiedene Folgeerscheinungen ein und dessel-
ben Pha¨nomens handelt, genau wie beim barotropen Modell.
Die Versta¨rkung des Regimeverhaltens bei abnehmender Reibung wird auch in den Wahr-
scheinlichkeitsdichten sichtbar, welche fu¨r die vier Experimente im jeweiligen von den
ersten beiden Hauptkomponenten aufgespannten Raum gescha¨tzt wurden (Abbildung
5.20). Die Verteilung von Experiment A besitzt eine geringfu¨gige Schiefe in Richtung
positiver Werte der ersten Hauptkomponente, a¨hnlich der entsprechenden Verteilung aus
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Abbildung 5.18: Gescha¨tztes Leistungsdichtespektrum der ersten Hauptkomponente der geopo-
tentiellen Ho¨he der unteren Modellschicht bei Experiment A (links oben), Experiment B (rechts
oben), Experiment C (links unten) und Experiment D (rechts unten). Die Leistungsdichte ist in
den verschiedenenen Graphen unterschiedlich skaliert.
der Kontrollsimulation (Abbildung 4.15, links). Die Schiefe ist auf den ersten Blick nicht
deutlich zu erkennen, a¨ußert sich aber zum einen darin, dass im Bereich positiver Werte
der ersten Hauptkomponente zwei Regime in relativer Na¨he zum Ursprung existieren, und
zum anderen in der etwas ausgedehnteren Peripherie der Verteilung im Bereich negativer
Werte der ersten Hauptkomponente, weswegen auch dort zwei Regime existieren. Die
Schiefe der Verteilung nimmt mit abnehmender Bodenreibung zu. Aus dem Zentrum der
Verteilung wa¨chst eine Schulter in Richtung negativer Werte der ersten Hauptkomponente
heraus. Bei Experiment B ist diese Schulter sehr schwach ausgepra¨gt, bei Experiment C
hingegen deutlich erkennbar. Bei Experiment D schließlich hat sich die Schulter zu ei-
nem zweiten lokalen Maximum der Verteilung entwickelt – die Verteilung ist bimodal.
Wie auch im Falle der Zeitreihen und Spektren der ersten Hauptkomponenten ist hier die
Vera¨nderung zwischen Experiment B und C am sta¨rksten.
Bei den Experimenten A und B sind in Abbildung 5.20 jeweils drei Regime namentlich
gekennzeichnet, bei den Experimenten C und D hingegen jeweils zwei Regime. Es exis-
tieren bei den Experimenten A und B noch weitere Regime, deren zugeho¨rige Gebiete in
der Wahrscheinlichkeitsverteilung eine geringere Ausdehnung besitzen. Sie werden hier
nicht na¨her betrachtet, da nur die namentlich gekennzeichneten Regime eine Kontinuita¨t
innerhalb der Reihe der Experimente aufweisen.
Fu¨r jedes Experiment wurden die Anomalien der namentlich gekennzeichneten Regime
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Abbildung 5.19: Die ersten 5000 Tage der Zeitreihe der ersten Hauptkomponente der geopotenti-
ellen Ho¨he der unteren Modellschicht bei Experiment A (links oben), Experiment B (rechts oben),
Experiment C (links unten) und Experiment D (rechts unten).
bezu¨glich des jeweiligen zeitgemittelten Feldes der geopotentiellen Ho¨he der unteren
Schicht bestimmt. Die Anomalien der drei Regime aus Experiment A mit den Bezeich-
nungen AO−1 , AO+ und AO−2 sind in Abbildung 5.21 dargestellt. Die Regime AO−1 und
AO−2 haben diese Bezeichnungen erhalten, da ihre beiden Anomalie-Muster gewisse ¨Ahn-
lichkeiten mit der negativen Phase der AO besitzen. Das AO−2 -Regime ist das Analogon
zum NAO−-Regime der Kontrollsimulation. Das zu AO−2 geho¨rende Gebiet im Raum
der ersten beiden Hauptkomponenten befindet sich an einer a¨hnlichen Position wie das
zum NAO−-Regime geho¨rende Gebiet (siehe Abbildung 4.15, links), wobei sich das
AO−2 -Regime noch etwas weiter an der Peripherie der Verteilung befindet als das NAO−-
Regime. Die Strukturen der Anomalien der beiden Regime besitzen ¨Ahnlichkeiten. Bei
AO−2 ist aber die Dominanz des nordatlantischen Wirkungszentrums nicht mehr gegeben.
Die Amplitude der AO−2 -Anomalie ist gro¨ßer als die Amplitude der NAO−-Anomalie.
Die AO−1 -Anomalie entspricht in etwa einem negativen AO-Muster, bei dem das pa-
zifische Zentrum etwas versta¨rkt und nordwa¨rts verschoben ist. Das AO+-Regime hat
sich strukturell gegenu¨ber der Kontrollsimulation wenig vera¨ndert und hat an Amplitu-
de zugenommen. Bei Experiment B besitzen die drei gekennzeichneten Regime diesel-
ben Bezeichnungen wie bei Experiment A. In ihrer Struktur sind die zugeho¨rigen Ano-
malien ihren Analoga aus Experiment A recht a¨hnlich, wie Abbildung 5.22 zeigt. Ge-
ringfu¨gige Vera¨nderungen sind bei AO−1 und AO−2 zu erkennen. Alle drei Anomalien
haben gegenu¨ber Experiment A an Amplitude gewonnen. In Experiment C haben sich,
wie an Abbildung 5.20 erkennbar ist, die beiden Regime AO−1 und AO−2 zu einem einzi-
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Abbildung 5.20: Gescha¨tzte Wahrscheinlichkeitsdichte im Raum der ersten beiden Hauptkompo-
nenten der geopotentiellen Ho¨he der unteren Schicht bei Experiment A (links oben), Experiment
B (rechts oben), Experiment C (links unten) und Experiment D (rechts unten). Das Intervall der
Ho¨henlinien betra¨gt 0,01 bei Experiment A und B und 0,02 bei Experiment C und D; anstelle der
Null-Linie ist als a¨ußerste Linie in allen vier Fa¨llen die 0,0005-Linie dargestellt. Die dicken Linien
umschließen die Regime-Gebiete, von denen die gro¨ßeren namentlich gekennzeichnet sind.
gen AO−-Regime vereinigt. Somit existieren nur noch zwei Regime. Die Anomalien, in
Abbildung 5.23 dargestellt, entsprechen recht genau den entgegengesetzten Phasen des
gleichen Musters. Die AO−-Anomalie ist sta¨rker als die AO+-Anomalie. Die gleiche Si-
tuation besteht bei Experiment D. Auch hier existieren ein AO−-Regime und ein AO+-
Regime. Die Anomalien (Abbildung 5.24) sind jeweils strukturell nahezu identisch mit
ihren Gegenstu¨cken aus Experiment C und besitzen eine etwas gro¨ßere Amplitude.
Um zu zeigen, wie stark sich die Stro¨mungen in den beiden Regimen bei Experiment D
unterscheiden, werden in den Abbildungen 5.25 und 5.26 die zum AO−-Regime bzw. zum
AO+-Regime bei Experiment D geho¨renden Zonalwindprofile der drei Modellschichten
dargestellt. Im Vergleich zu den Windprofilen der beiden Regime der Kontrollsimulation
(Abbildungen 4.21 und 4.22) sind die Unterschiede extrem: Im AO−-Regime herrschen
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Abbildung 5.21: Regime-Anomalien der geopotentiellen Ho¨he der unteren Modellschicht bei Ex-
periment A: AO−1 (links oben), AO+ (rechts oben) und AO−2 (unten).
in allen drei Schichten Ostwinde in den mittleren Breiten, in der unteren Schicht auch in
ho¨heren Breiten. Der subtropische Jet ist deutlich verta¨rkt und nach Su¨den verschoben.
Im AO+-Regime hingegen herrschen sehr starke Westwinde in den mittleren und ho¨heren
Breiten.
Experiment D besitzt am deutlichsten die Eigenschaften eines fast-intransitiven Systems.
Eine Modellintegration von einigen hundert Tagen La¨nge mit einem Anfangszustand in
einem der beiden Regime weist vo¨llig andere Statistiken auf als eine Modellintegration,
die im anderen Regime startet, sofern bei beiden Integrationen kein Regimeu¨bergang er-
folgt. Dies ist bei Experiment D nicht unwahrscheinlich. Wie Abbildung 5.19 zeigt, kann
die Trajektorie durchaus fu¨r u¨ber einige hundert Tage in einem der beiden Regime verwei-
len. Die Fast-Intransitivita¨t des Systems a¨ußert sich sowohl im Regimeverhalten als auch
in der dekadischen Variabilita¨t; beide Pha¨nomene besitzen demnach die gleiche Ursache.
Die vier besprochenen Experimente weisen bezu¨glich der Modellklimatologie sowie der
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Abbildung 5.22: Regime-Anomalien der geopotentiellen Ho¨he der unteren Modellschicht bei Ex-
periment B: AO−1 (links oben), AO+ (rechts oben) und AO−2 (unten).
Strukturen und Amplituden der EOF eine Kontinuita¨t auf. Im Falle der dekadischen Va-
riabilita¨t und des Regimeverhaltens hingegen wirken die Vera¨nderungen zwischen Expe-
riment B und C etwas sprunghaft im Vergleich zu den Differenzen zwischen Experiment
A und B sowie zwischen C und D. Dies erweckt den Eindruck, dass zwischen Experi-
ment B und C eine Bifurkation stattgefunden haben ko¨nnte. Der Attraktor ko¨nnte sich
durch eine innere Krise sprunghaft vergro¨ßert haben, wodurch erst die beiden bei Expe-
riment C und D deutlich hervortretenden Regime entstanden sein ko¨nnten. Ob dies so ist,
kann anhand der vorliegenden Daten nicht zweifelsfrei gekla¨rt werden. Fu¨r eine genaue
¨Uberpru¨fung mu¨ssten weitere Experimente durchgefu¨hrt werden mit Werten der Boden-
reibungskonstanten, die zwischen den bei Experiment B und C verwendeten liegen. Gegen
eine Bifurkation spricht allerdings die Tatsache, dass die Verweilzeit in den Regimen bei
Experiment D ho¨her ist als bei Experiment C. Dies steht im Widerspruch zur Theorie der
kriseninduzierten Intermittenz. Erleidet ein Attraktor eines Systems, das von einem Para-
meter p abha¨ngt, bei ¨Uberschreiten eines kritischen Parameterwertes pc eine innere Krise,
so ist die Wahrscheinlichkeitsdichte P (τ) der Verweilzeit τ von Trajektorien in dem be-
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Abbildung 5.23: Regime-Anomalien der geopotentiellen Ho¨he der unteren Modellschicht bei Ex-
periment C: AO− (links) und AO+ (rechts).
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Abbildung 5.24: Regime-Anomalien der geopotentiellen Ho¨he der unteren Modellschicht bei Ex-
periment D: AO− (links) und AO+ (rechts).
reits vor der Krise existierenden Attraktorteil bzw. der Zeit zwischen zwei Aufenthalten
im neu hinzugekommenen Attraktorteil fu¨r große τ exponentiell verteilt:
P (τ) ∼ exp
(
− τ〈τ〉
)
. (5.10)
Die charakteristische Verweilzeit 〈τ〉 gehorcht dabei fu¨r p ≈ pc dem Potenzgesetz
〈τ〉 ∼ (p− pc)−γ, (5.11)
wobei γ > 0 der vom Einzelfall abha¨ngende so genannte kritische Exponent ist (Grebogi
et al., 1987; Ott, 1993). Fu¨r die Lebensdauern chaotischer Transienten nach Randkrisen
gelten u¨brigens die gleichen Gesetze. Aus dem Potenzgesetz fu¨r 〈τ〉 folgt, dass die Ver-
weilzeiten im vor der Krise existierenden Attraktorteil umso la¨nger werden, je na¨her der
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Abbildung 5.25: Zonalwindprofil des AO−-Regimes bei Experiment D. Zur Orientierung geben
die gepunkteten Linien die zeitgemittelten Zonalwindprofile der schichtgemittelten Reanalyseda-
ten an.
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Abbildung 5.26: Wie Abbildung 5.25, aber fu¨r das AO+-Regime bei Experiment D.
Kontrollparameter dem Bifurkationspunkt kommt. Fu¨r die Verweilzeiten im neu hinzuge-
kommenen Attraktorteil gelten zwar kompliziertere Gesetzma¨ßigkeiten, sie nehmen aber
tendenziell ebenfalls bei Anna¨herung an den Bifurkationspunkt zu (Grebogi et al., 1983).
Demnach mu¨ssten, falls zwischen Experiment B und C eine innere Krise stattgefunden
hat, bei Experiment C persistentere Regime vorliegen als bei Experiment D, was aber
nicht der Fall ist. Deswegen wird hier angenommen, dass zwischen Experiment B und C
eine kontinuierliche, wenngleich relativ schnell ablaufende Deformation des Attraktors
erfolgt. Demnach weisen die untersuchten Experimente in allen betrachteten Aspekten
eine Kontinuita¨t auf.
Bei weiterer Reduzierung der Bodenreibung werden die Regime noch persistenter, wie
ein zusa¨tzliches Experiment gezeigt hat. Allerdings war bei diesem Experiment die Sen-
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sitivita¨t des Modells gegenu¨ber Antriebsa¨nderungen so hoch, dass keine befriedigende
Konvergenz gegen das erwu¨nschte Zonalwindprofil erreicht werden konnte. Es wird ver-
mutet, dass bei noch weiter gehender Reduzierung der Bodenreibung zuna¨chst eines der
beiden Regime aufgrund einer inversen inneren Krise verschwindet. Das Anwachsen der
Persistenz der Regime mit sinkender Bodenreibung spricht dafu¨r. Das verschwundene
Regime ko¨nnte anschließend durch eine inverse Randkrise als separater Attraktor wieder
auftauchen, so dass das System intransitiv wird. Dies ist im Prinzip genau das Inverse zur
Bifurkationskaskade, die beim barotropen Modell zum Regimeverhalten gefu¨hrt hat. Auf-
grund der starken Modellsensitivita¨t konnte die Vermutung jedoch nicht u¨berpru¨ft werden.
Ist die Vermutung aber wahr, so ist das bei Experiment D beobachtete Regimeverhalten
nichts anderes als kriseninduzierte Intermittenz.
Die Folgeerscheinungen der bei Experiment D deutlich erkennbaren Fast-Intransitivita¨t,
na¨mlich die Separiertheit und die Persistenz der Regime sowie die dekadische Variabi-
lita¨t, verschwinden nicht, wenn die Bodenreibung erho¨ht wird. Sie werden lediglich ab-
geschwa¨cht. Auch bei der Kontrollsimulation sind die Pha¨nomene erkennbar. Der Wert
der Experimente besteht darin, dass die Pha¨nomene deutlicher sichtbar werden und klarer
als Eigenschaften eines fast-intransitiven Systems erkannt werden ko¨nnen. Die Konti-
nuita¨t der Resultate der Experimente la¨sst den Schluss zu, dass es sich bei dem Modell
mit seinen Standardeinstellungen, die bei der Kontrollsimulation benutzt wurden, eben-
falls um ein fast-intransitives System handelt, wenngleich in abgeschwa¨chter Form. Das
Regimeverhalten und die dekadische Variabilita¨t sind Folgen davon.
5.3 Eine Hypothese zum Ursprung atmospha¨rischen Re-
gimeverhaltens
Sowohl beim Dreischichtenmodell als auch beim barotropen Modell hat sich gezeigt, dass
stationa¨re Zusta¨nde nicht die Ursache von Regimeverhalten sind. Regime ko¨nnen existie-
ren, ohne dass Fixpunkte in ihrer Mitte eingebettet sind. Das Regimeverhalten ist vielmehr
durch die großskalige Geometrie des Attraktors bedingt. Bei der Antriebsanpassung des
barotropen Modells ergaben sich starke Hinweise auf ein Bifurkationsszenario, durch das
eine fast-intransitive Attraktorstruktur erzeugt wird mit einem deutlichen Regimeverhal-
ten als Konsequenz. Die Untersuchung des Verhaltens des Dreischichtenmodells bei ver-
ringerter Bodenreibung deutete darauf hin, dass ein solches Szenario auch im Falle des
Dreischichtenmodells existiert. Es wird die Hypothese aufgestellt, dass der beim barotro-
pen Modell beobachtete und auch von Itoh und Kimoto (1996, 1997, 1999) beschriebene
Mechanismus der Regimeentstehung Allgemeingu¨ltigkeit besitzt in dem Sinne, dass er
sich bei jedem einigermaßen realita¨tsnahen atmospha¨rischen Zirkulationsmodell bei ge-
eigneter Wahl eines Kontrollparameters beobachten la¨sst. Dieser Kontrollparameter muss
mo¨glicherweise so gewa¨hlt werden, dass er andere Modellparameter oder Antriebsgro¨ßen
auf komplizierte Weise beeinflusst, damit das Modellklima und damit auch die Regime
durch die Variation des Kontrollparameters nicht zu stark vera¨ndert werden. Beispielswei-
se wurde bei den Experimenten mit verringerter Bodenreibung nicht nur die Reibungskon-
stante vera¨ndert, sondern auch der Modellantrieb, um das zonal gemittelte Modellklima
aufrechtzuerhalten. Hingegen ergab die Variation von Modellparametern allein, etwa der
Horizontaldiffusion oder der statischen Stabilita¨t, beim Dreischichtenmodel keine Hin-
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Abbildung 5.27: Die vermutete Bifurkationskaskade, durch die atmospha¨risches Regimeverhalten
entsteht.
weise auf ein Szenario a¨hnlich den Beobachtungen beim barotropen Modell, mo¨glicher-
weise aufgrund der starken ¨Anderung des Modellklimas. Der vermutete allgemeine
”
Weg
ins Regimeverhalten“, in Abbildung 5.27 schematisch dargestellt, soll im Folgenden noch
einmal genau beschrieben werden, zur Vereinfachung fu¨r den Fall zweier Regime.
Bei einem gewissen Wert des Kontrollparameters, der unter dem Standardwert liegen
mo¨ge, ist das betrachtete Zirkulationsmodell intransitiv. Es besitzt zwei koexistierende,
der Einfachheit halber chaotische Attraktoren, die mit A und B bezeichnet seien und zwi-
schen deren Einzugsgebieten eine Grenze besteht. Der Parameter wird erho¨ht, und bei
Erreichen eines kritischen Wertes kollidiert einer der beiden Attraktoren, beispielsweise
Attraktor B, mit der Grenze und erleidet somit eine Randkrise. Nach dem ¨Uberschreiten
des kritischen Wertes hat Attraktor B seine Stabilita¨t verloren. Alle Trajektorien werden
nun von Attraktor A angezogen – das System ist transitiv. Allerdings ko¨nnen Trajektori-
en, die in dem Phasenraumgebiet starten, das vor der Krise durch Attraktor B belegt war,
fu¨r eine gewisse, mitunter recht lange Zeit dort verweilen, so dass es wa¨hrend dieser Pe-
riode scheint, dass Attraktor B nach wie vor existiere. Dieses Verweilen ist jedoch stets
von endlicher Dauer und endet unweigerlich mit einem Einfang durch Attraktor A. Die
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typische Lebensdauer solcher chaotischen Transienten nimmt gema¨ß dem Potenzgesetz
(5.11) mit der weiteren Zunahme des Kontrollparameters ab. Daru¨ber hinaus existiert ein
weiterer kritischer Parameterwert, bei dessen Erreichen Attraktor A mit der stabilen Man-
nigfaltigkeit einer instabilen invarianten Menge kollidiert. Diese innere Krise fu¨hrt dazu,
dass Attraktor A sich plo¨tzlich vergro¨ßert. Dabei breitet sich der Attraktor auf das vorher
von Attraktor B belegte Gebiet aus. Direkt nach dem ¨Uberschreiten des zweiten kritischen
Parameterwertes verweilen Trajektorien, die in dem Teil des vereinigten Attraktors begin-
nen, der vorher zu Attraktor A geho¨rte, dort sehr lange, um anschließend einen abrupten
¨Ubergang zu dem Teil zu vollfu¨hren, der vorher zu B geho¨rte. Auch in diesem Attraktor-
teil verbleiben die Trajektorien sehr lange, um anschließend plo¨tzlich wieder in den an-
deren Teil zuru¨ckkehren. Diese kriseninduzierte Intermittenz manifestiert sich statistisch
durch Fast-Intransitivita¨t, Regimeverhalten und dekadische Variabilita¨t. Im Lichte des hier
beschriebenen Bifurkationsszenarios sind diese vier Begriffe praktisch a¨quivalent. Wird
der Kontrollparameter nun noch weiter bis zum Erreichen des Standardwertes erho¨ht,
so verringern sich die typischen Verweilzeiten in den Regimen. Die Fast-Intransitivita¨t
schwa¨cht sich ab. Der Attraktor wird durch stetige Deformation in die Gestalt u¨berfu¨hrt,
die der Standardeinstellung des Systems entspricht. Das Regimeverhalten tritt nun nicht
mehr so offensichtlich hervor, la¨sst sich aber mit geeigneten statistischen Methoden nach-
weisen.
Die Experimente mit verringerter Bodenreibung im Dreischichtenmodell zeigen nur den
¨Ubergang vom letzten zum vorletzten Teil des beschriebenen Szenarios, na¨mlich von
der abgeschwa¨chten zur deutlichen Fast-Intransitivita¨t. Die beiden Bifurkationen konn-
ten hingegen nicht nachgewiesen werden. Um die formulierte Hypothese fu¨r den Fall des
Dreischichtenmodells genauer zu u¨berpru¨fen, wird die zuku¨nftige Durchfu¨hrung eines
weiteren Experiments vorgeschlagen, das im Folgenden kurz beschrieben wird. Der Aus-
gangspunkt des Experiments ist ein pseudo-barotropes Modell, das aus dem Dreischich-
tenmodell durch die Abschaltung der thermischen Antriebe bei 333 hPa und 667 hPa so-
wie durch die Einfu¨hrung einer starken inneren Reibung zwischen den Schichten ent-
steht. Die innere Reibung da¨mpft die Windscherung zwischen den Schichten und kann
wie von Weisheimer (2000) angegeben parametrisiert werden. Durch die starke innere
Reibung wird die Stro¨mung in allen drei Schichten praktisch gleich. Fu¨r dieses Modell
wird die Antriebsanpassung genauso durchgefu¨hrt wie bei dem im Abschnitt 5.1 vor-
gestellten echten barotropen Modell, unter Verwendung a¨hnlicher Parameterwerte. So-
fern sich daraus ein a¨hnliches Regimeverhalten ergibt wie beim echten barotropen Mo-
dell, kann eine Langzeitintegration durchgefu¨hrt werden, und mit Hilfe der Ausgabedaten
ko¨nnen Fixpunkte des Modells bestimmt werden. Die Grundidee des Experiments besteht
darin, einen fließenden ¨Ubergang zur Baroklinita¨t durchzufu¨hren und die Bifurkationen
des Systems zu untersuchen, wenn man zwischen den Parameterwerten und Antrieben
des pseudo-barotropen Modells und der Standardeinstellung des Dreischichtenmodells in
Abha¨ngigkeit eines Kontrollparameters linear interpoliert. Dabei werden viele Antriebs-
felder und Parameter zu linearen Funktionen des Kontrollparameters, der die Sta¨rke der
Baroklinita¨t steuert: der Oberfla¨chenantrieb ψ∗ bzw. ψ∗3 , die thermischen Antriebe bei
333 hPa und 667 hPa, na¨mlich τ ∗1 und τ ∗2 , die Orographie h, die Bodenreibungskonstante
K, die Diffusionskonstante D und schließlich die Sta¨rke der inneren Reibung. Zuna¨chst
werden die Bifurkationen der im pseudo-barotropen Modell gefundenen Fixpunkte un-
tersucht, indem ihre Phasenraumpositionen in Abha¨ngigkeit des Kontrollparameters mit
einem geeigneten numerischen Verfahren verfolgt und dabei stets ihre Stabilita¨ten ana-
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lysiert werden. Da im Dreischichtenmodell keine Fixpunkte in Attraktorna¨he existieren,
bestehen fu¨r die im pseudo-barotropen Modell gefundenen Fixpunkte im Verlauf der Va-
riation des Parameters hin zur Baroklinita¨t nur zwei Mo¨glichkeiten: entweder entfernen
sie sich von realita¨tsnahen Zirkulationszusta¨nden, oder sie werden durch Sattel-Knoten-
Bifurkationen paarweise vernichtet. Ferner wird vermutet, dass einige Fixpunkte aufgrund
der Erho¨hung der Bodenreibung und der Diffusionskonstanten schon bei relativ geringer
Baroklinita¨t stabil werden, so dass die chaotische Dynamik des pseudo-barotropen Mo-
dells durch koexistierende stabile Fixpunkte ersetzt wu¨rde. Bei weiterer Erho¨hung der
Baroklinita¨t ko¨nnten diese Fixpunkte, sofern noch existent, stabile Grenzzyklen durch
Hopf-Bifurkationen infolge barokliner Instabilita¨t erzeugen. Diese Grenzzyklen wieder-
um entwickeln sich mo¨glicherweise bei weiterer Versta¨rkung der Baroklinita¨t zu koexis-
tierenden chaotischen Attraktoren, etwa u¨ber Periodenverdopplungen, Quasiperiodizita¨t
oder Intermittenz (Argyris et al., 1995). Fu¨r diese Attraktoren ko¨nnte sich bis zur vol-
len Entwicklung der Baroklinita¨t das im ersten Teil dieses Abschnitts beschriebene Bi-
furkationsszenario oder im Fall von mehr als zwei Attraktoren ein entsprechend verall-
gemeinertes Szenario ereignen, wodurch das Regimeverhalten des Dreischichtenmodells
entstu¨nde.
Kapitel 6
Zusammenfassung
Gegenstand der Untersuchungen in dieser Arbeit waren Mechanismen des Regimeverhal-
tens und der dekadischen Variabilita¨t der Atmospha¨re bei Abwesenheit zeitlich vera¨nder-
licher externer Einflussfaktoren. Das Hauptwerkzeug der Untersuchungen war ein quasi-
geostrophisches Dreischichtenmodell der winterlichen atmospha¨rischen Zirkulation auf
der Nordhemispha¨re, das eine spektrale T21-Auflo¨sung, einen orographischen und einen
zeitlich konstanten thermischen Antrieb mit nicht-zonalen Anteilen besitzt. Ein solches
Modell vermag großskalige atmospha¨rische Stro¨mungsvorga¨nge außerhalb der Tropen
mit einiger Genauigkeit zu simulieren. Neben den physikalischen Prozessen, die aufgrund
der eingeschra¨nkten horizontalen und vertikalen Auflo¨sung nicht beru¨cksichtigt werden
konnten, wurden Feuchteprozesse sowie die Wechselwirkung der Atmospha¨re mit ande-
ren Teilen des Klimasystems, inbesondere mit dem Ozean, dem Meereis und Gletschern,
vernachla¨ssigt. Anthropogene Einflu¨sse blieben ebenfalls unberu¨cksichtigt. Die Ideali-
sierungen erlaubten zum einen Langzeitintegrationen zur Untersuchung intern erzeugter
dekadischer Variabilita¨t bei vertretbarem numerischen Aufwand und zum anderen die An-
wendung von Methoden aus der Theorie dynamischer Systeme, wie beispielsweise die
Bestimmung stationa¨rer Modellzusta¨nde und ihrer Stabilita¨t.
Fu¨r das Dreischichtenmodell wurde in dieser Arbeit ein automatisiertes, iteratives Ver-
fahren zur Anpassung des thermischen Modellantriebs neu entwickelt. Jede Iteration des
Verfahrens besteht aus einer Testintegration des Modells, ihrer Auswertung und dem Ver-
gleich der Ergebnisse mit den NCEP-NCAR-Reanalysedaten aus den Wintermonaten De-
zember, Januar und Februar. Basierend auf den Unterschieden werden Korrekturen des
Antriebs berechnet und die na¨chste Iteration gestartet. Der Vorgang wird wiederholt, bis
ein Konvergenzkriterium erfu¨llt ist. Das Verfahren ist so konstruiert, dass nach seinem
Abschluss zum einen die zeitlich und zonal gemittelte Modellzirkulation nahezu perfekt
mit den Reanalysedaten, die u¨ber alle im Datensatz enhaltenen Winterperioden gemit-
telt wurden, u¨bereinstimmt. Zum anderen entspricht der nicht-zonale Anteil der diabati-
schen Erwa¨rmung, die im zeitlichen Mittel im Modell wirkt, der aus den Reanalysedaten
bestimmten zeitgemittelten nicht-zonalen außertropischen diabatischen Erwa¨rmung im
Winter. Wie die Analyse einer Modellintegration u¨ber 1000 Jahre zeigte, ist die Modell-
zirkulation nach der Anpassung des thermischen Antriebs insgesamt so realita¨tsnah, dass
sowohl bezu¨glich der stationa¨ren Wellen als auch bezu¨glich der Standardabweichung der
geopotentiellen Ho¨he der Modellschichten und der dominanten ra¨umlichen Muster der
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niederfrequenten Variabilita¨t der direkte Vergleich mit den Reanalysedaten mo¨glich ist.
Wenngleich es erkennbare Unterschiede gibt, dominieren dennoch die Gemeinsamkeiten.
Insbesondere vermag das Modell die AO und ihre tiefe vertikale Ausdehnung recht realis-
tisch zu simulieren. Der AO-Index des Modells weist deutliche dekadische Schwankun-
gen auf, die allein durch die interne Modelldynamik bedingt sind. Daru¨ber hinaus zeigt
das Modell ein Regimeverhalten in guter ¨Ubereinstimmung mit den Beobachtungsdaten.
Es besitzt ein Regime, dass in etwa der negativen Phase der NAO entspricht und eines,
das der positiven Phase der AO a¨hnelt. Diese Regime besitzen eine a¨quivalent-barotrope
Struktur. Die zugeho¨rigen Zonalwindprofile entsprechen einem Low-Index-Zustand bzw.
einem High-Index-Zustand. Aus den Reanalysedaten konnten a¨hnliche Regime bestimmt
werden. Ein weiteres Regime mit einer Dipol-Struktur, das in den Reanalysedaten gefun-
den wurde und sich weniger stark vertikal erstreckt als die anderen beiden Regime, wird
vom Dreischichtenmodell nicht reproduziert.
Die ¨Uberpru¨fung der Hypothese, dass stationa¨re Zusta¨nde mit dem Regimeverhalten in
Verbindung stehen, erbrachte fu¨r das Dreischichtenmodell ein negatives Resultat. Es
wurden mittels eines Funktionalminimierungsverfahrens sechs verschiedene stationa¨re
Zusta¨nde gefunden. Diese besitzen allesamt eine a¨ußerst unrealistische Zirkulation und
sind daher fu¨r die Dynamik auf dem Attraktor des Modells ohne direkte Bedeutung. Fu¨nf
der sechs Zusta¨nde zeichnen sich durch einen extrem starken subtropischen Jet in der
mittleren und obereren Schicht aus und befinden sich damit offenbar nah am thermischen
Gleichgewicht. Eine Kontrolluntersuchung mit einer anderen Version des Modells mit ei-
ner geringfu¨gig sta¨rkeren Bodenreibung ergab 17 stationa¨re Zusta¨nde, welche alle eben-
falls einen sehr starken subtropischen Jet besitzen. Bei einer zeitabha¨ngigen atmospha¨ri-
schen Stro¨mung sind effektive polwa¨rtige Wa¨rmetransporte durch die transienten Wirbel
mo¨glich, weswegen sich die Atmospha¨re weit vom thermischen Gleichgewicht entfernen
kann. Stationa¨re Zusta¨nde fern vom Gleichgewicht sind hingegen vermutlich sehr un-
wahrscheinlich, da diabatische Erwa¨rmungen unmittelbar durch Wa¨rmeflussdivergenzen
kompensiert werden mu¨ssen und nicht nur im Zeitmittel. Deswegen kann man in einem
baroklinen Modell wahrscheinlich keine stationa¨ren Zusta¨nde finden, welche Zusta¨nden
a¨hneln, die wa¨hrend einer Zeitintegration tatsa¨chlich angenommen werden. Dies wieder-
um fu¨hrt dazu, dass die von Crommelin (2003c) aufgestellte Hypothese, bevorzugte ¨Uber-
gangsrouten zwischen Regimen seien durch gesto¨rte heterokline Verbindungen zwischen
Fixpunkten bedingt, im Falle barokliner Modelle u¨berdacht werden muss.
Da die Ursache des Regimeverhaltens des Dreischichtenmodells nach wie vor unklar war,
wurde auf eine einfachere Modellstruktur zuru¨ckgegriffen. Ein barotropes Modell mit
T21-Auflo¨sung wurde mit dem Ziel konstruiert, die vertikal gemittelte Zirkulation des
Dreischichtenmodells mo¨glichst genau zu reproduzieren. Fu¨r die Anpassung des Ober-
fla¨chenantriebs wurde eine modifizierte Form der fu¨r das Dreischichtenmodell entwickel-
ten Prozedur verwendet. Der Zweck des barotropen Modells bestand darin, eine erste
Vorstellung von den Ursachen fu¨r das Verhalten des komplizierteren Dreischichtenmo-
dells zu erlangen. Außerdem wurde damit die ¨Uberpru¨fung des von Crommelin (2003c)
in einem barotropen Modell gefundenen engen Zusammenhangs zwischen Regimen und
stationa¨ren Zusta¨nden ermo¨glicht.
Die zeitgemittelte Zirkulation des barotropen Modells stimmt sehr gut mit der zeitlich und
vertikal gemittelten Zirkulation des Dreischichtenmodells u¨berein. Hinsichtlich der Varia-
bilita¨t bestehen zwar deutlichere Unterschiede zwischen dem barotropen und dem baro-
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klinen Modell, aber das dominante ra¨umliche Muster der Variabilita¨t besitzt eine Struktur,
die der AO a¨hnelt. Zudem besitzt das barotrope Modell zwei Regime, die na¨herungsweise
der positiven und negativen Phase der AO entsprechen und somit auch ¨Ahnlichkeit mit
den Regimen des Dreischichtenmodells besitzen. Damit wurde das Hauptziel der Anpas-
sung des Modells erreicht.
Im Verlauf der Justierung des Oberfla¨chenantriebs konnte beobachtet werden, dass die
zwei Regime des barotropen Modells durch die Vereinigung zweier koexistierender At-
traktoren entstanden. Der wahrscheinliche Mechanismus der Attraktorvereinigung ist ei-
ne katastrophenartige Bifurkation (genauer: eine Randkrise) eines der beiden Attraktoren,
gefolgt von einer explosiven Bifurkation des anderen Attraktors. Dieser Mechanismus ist
unabha¨ngig von der Existenz stationa¨rer Zusta¨nde. In der Tat ist im positiven AO-Regime
kein einziger Fixpunkt eingebettet, im negativen AO-Regime dagegen gleich zehn an der
Zahl. Dies zeigt, dass auch in barotropen Modellen Fixpunkte kein notwendiger Bestand-
teil von Regimen sind.
Itoh und Kimoto (1996, 1997, 1999) konnten durch die Verringerung der statischen Sta-
bilita¨t oder der Horizontaldiffusion in einem Zweischichtenmodell und in einem Fu¨nf-
schichtenmodell ein Bifurkationsszenario nachweisen, das im Prinzip den Beobachtungen
beim barotropen Modell entspricht. Die Regime der Modelle wurden dabei jedoch nicht
mit beobachteten Regimen verglichen, im Gegensatz zum in dieser Arbeit untersuchten
Dreischichtenmodell, fu¨r das gezeigt wurde, das seine Regime ¨Ahnlichkeit mit beobachte-
ten Regimen besitzen (zu einem gewissen Grade gilt dies auch fu¨r das barotrope Modell).
Das von Itoh und Kimoto gefundene Szenario konnte im Dreischichtenmodell nicht durch
die einfache Variation der statischen Stabilita¨t oder der Horizontaldiffusion reproduziert
werden, vermutlich deswegen, weil die Vera¨nderung dieser Parameter eine starke ¨Ande-
rung des Modellklimas und eine Deformation der ra¨umlichen Struktur der Variabilita¨t und
der Regime bewirkte.
Es wurde die Hypothese aufgestellt, dass der beim barotropen Modell vorgefundene
und auch von Itoh und Kimoto beschriebene Mechanismus der Regimeentstehung durch
den ¨Ubergang von einem intransitiven System zu einem fast-intransitiven System infol-
ge (mindestens) einer katastrophenartigen und einer explosiven Bifurkation fu¨r atmo-
spha¨rische Zirkulationsmodelle mit einigermaßen realita¨tsnahem Regimeverhalten All-
gemeingu¨ltigkeit besitzt und nur ein geeigneter Kontrollparameter definiert und variiert
werden muss, um ein solches Szenario zu beobachten. Dieser Kontrollparameter sollte so
beschaffen sein, dass seine Variation das Modellklima nicht zu stark vera¨ndert. Abgesehen
von den Resultaten, die mit dem barotropen Modell erzielt wurden, wurde die Hypothese
auf vier Experimente am Dreischichtenmodell gestu¨tzt, bei denen jeweils der Parame-
ter der Bodenreibung verringert und die Antriebsanpasung wiederholt wurde, wodurch
der Modellantrieb parameterabha¨ngig wurde. Bei diesen Experimenten wurde eine starke
Zunahme der Amplitude der AO-Variabilita¨t bei abnehmender Bodenreibung festgestellt.
Vor allem aber erho¨hte sich die Persistenz und die Separiertheit der Regime drastisch, und
damit auch der Anteil dekadischer Zeitskalen an der Variabilita¨t. Bei dem Experiment mit
der geringsten Bodenreibung waren das Regimeverhalten und die dekadische Variabilita¨t
deutlich als Folgen von Fast-Intransitivita¨t erkennbar. Die Zunahme der Persistenz der
Regime bei abnehmender Bodenreibung ist charakteristisch fu¨r die Anna¨herung an ei-
ne inverse innere Krise (allgemeiner: eine inverse explosive Bifurkation), deren Existenz
aber nicht nachgewiesen werden konnte. Das Regimeverhalten und die dekadische Va-
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riabilita¨t des Dreischichtenmodells in seiner Standardeinstellung wurden als Konsequenz
einer abgeschwa¨chten Fast-Intransitivita¨t interpretiert.
Welche Konsequenzen ergeben sich aus einer im Winter fast-intransitiven Atmospha¨re
fu¨r das gekoppelte System Atmospha¨re-Ozean-Eis-Land unter dem Einfluss des Jahres-
gangs der solaren Einstrahlung? Wie von Lorenz (1976) ausfu¨hrlich diskutiert wurde,
kann die Fast-Intransitivita¨t der Atmospha¨re zu einer Fast-Intransitivita¨t des gekoppel-
ten Gesamtsystems fu¨hren. Eine wa¨hrend eines Winters hinreichend lange anhaltende
atmospha¨rische Anomalie kann Anomalien etwa in der Meeresoberfla¨chentemperatur, in
der Schneebedeckung oder in der Ausdehnung des Meereises hervorrufen, welche wie-
derum durch positive Ru¨ckkopplungsmechanismen zu einer Aufrechterhaltung der atmo-
spha¨rischen Anomalie fu¨hren ko¨nnen. Die Anwesenheit der langsam reagierenden Kom-
ponenten des Klimasystems kann also die Wahrscheinlichkeit eines Regimeu¨bergangs
der Atmospha¨re verringern und damit die fast-intransitive Eigenschaft der Atmospha¨re
zumindest fu¨r den Verlauf einer einzelnen Winterperiode versta¨rken. Da jedoch beispiels-
weise Anomalien des Ozeans oder des Meereises, wenn sie sich erst einmal aufgebaut
haben, mehrere Jahreszeiten u¨berdauern ko¨nnen, kann bei Eintritt des na¨chsten Winters
die Wahrscheinlichkeit erho¨ht sein, dass sich dasselbe atmospha¨rische Zirkulationsregime
aufbaut wie im vorigen Winter. Auf diese Weise ko¨nnen natu¨rliche Klimaschwankungen
auf interannuallen und dekadischen Zeitskalen, die schon allein durch die interne Dy-
namik der Atmospha¨re entstehen ko¨nnen, durch die Kopplung der Atmospha¨re mit den
anderen Teilen des Klimasystems versta¨rkt werden.
Aus dieser Arbeit ergeben sich Anregungen fu¨r weitere Untersuchungen. Es wa¨re sinn-
voll, einen jahreszeitlichen Zyklus des thermischen Antriebs im Dreischichtenmodell zu
implementieren, um dessen Auswirkung auf das Ausmaß der internen atmospha¨rischen
dekadischen Variabilita¨t zu untersuchen. Dies ko¨nnte realisiert werden, indem der ther-
mische Antrieb sinusfo¨rmig zwischen einem Winterextrem und einem Sommerextrem
variiert, vgl. Weisheimer (2000) und Corti et al. (1997). Diese extremalen Antriebsfelder
ließen sich durch die iterative Antriebsanpassungsprozedur bestimmen, die geeignet auf
das Modell mit Jahreszyklus zu verallgemeinern wa¨re.
Fu¨r die ¨Uberpru¨fung der aufgestellten Hypothese zum Ursprung des Regimeverhaltens
im Falle des Dreischichtenmodells kann es lohnenswert sein, durch die Einfu¨hrung ei-
ner starken inneren Reibung ein pseudo-barotropes Modell aus dem Dreischichtenmodell
abzuleiten, wie in Abschnitt 5.3 vorgeschlagen, und die Bifurkationen bei einer linea-
ren Interpolation der Parameter und Antriebe zwischen den Einstellungen des pseudo-
barotropen Modells und denen des urspru¨nglichen Dreischichtenmodells zu untersuchen.
Die in dieser Arbeit gewonnenen Erkenntnisse ko¨nnen mo¨glicherweise als Anhaltspunkt
dienen, die Simulation des Regimeverhaltens in komplexen allgemeinen Zirkulationsmo-
dellen der Atmospha¨re oder in gekoppelten Modellen des Klimasystems weiter zu verbes-
sern. Da Klimaa¨nderungen sich vor allem durch Vera¨nderungen der Auftrittswahrschein-
lichkeiten natu¨rlicher atmospha¨rischer Zirkulationsregime bemerkbar machen, sollten
komplexe Modelle, die fu¨r die Berechnung von Klimaszenarien verwendet werden, in
der Lage sein, die natu¨rlichen Zirkulationsregime der Atmospha¨re genau zu simulieren
(Palmer, 1998, 1999; Corti et al., 1999). Wie von Weisheimer (2000) anhand eines ge-
koppelten Atmospha¨re-Ozean-Meereis-Modells gezeigt wurde, ko¨nnen derartige Model-
le trotz ihrer Komplexita¨t Defizite im deutlichen Hervortreten der Regime aufweisen. Als
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ersten Schritt, dies zu verbessern, ko¨nnte man u¨berpru¨fen, ob dominante Muster der nie-
derfrequenten Variabilita¨t, insbesondere die AO, in ihrer Amplitude mit Beobachtungen
u¨bereinstimmen. Gibt es Abweichungen, so la¨sst sich dies unter Umsta¨nden durch die
Vera¨nderung von Konstanten in der Grenzschichtparametrisierung korrigieren, da sich im
Falle des einfachen Dreischichtenmodells die Sta¨rke der Bodenreibung auf die Ampli-
tude der AO auswirkt. Allgemein ko¨nnte es aufschlussreich sein, die Auswirkungen der
Vera¨nderungen dissipativer Parameter auf die Deutlichkeit des Regimeverhaltens in kom-
plexen Zirkulationsmodellen zu untersuchen. Die Variationen der Parameter sollten das
Modellklima nicht zu stark vera¨ndern, so dass mo¨glicherweise mehrere Parameter gleich-
zeitig variiert werden mu¨ssen.
Anhang A
Spektrale Form der Modellgleichungen
In diesem Anhang wird die spektrale Form der Modellgleichungen, insbesondere die ge-
naue Struktur der in (2.104) gegebenen Terme vollsta¨ndig bestimmt. Abweichend von der
im Abschnitt 2.6.1 verwandten komplexen Notation wird hier reell gerechnet, d. h. reel-
le Funktionen ψ(λ, µ) werden wie folgt nach reellen Kugelfla¨chenfunktionen entwickelt,
mit γ = (nγ,mγ), nγ ≥ 0 und 0 ≤ mγ ≤ nγ:
ψ(λ, µ) =
∑
γ
Pγ(µ)(ψ
c
γ cosmγλ− ψsγ sinmγλ). (A.1)
Dabei werden die zu den Cosinus- und Sinus-Komponenten geho¨renden Entwicklungs-
koeffizienten durch die hochgestellten Buchstaben c und s gekennzeichnet. Die Koeffizi-
enten sind gegeben durch die Integrale
ψcγ =
∆γ
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ ψ(λ, µ)Pγ(µ) cosmγλ,
ψsγ = −
1
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ ψ(λ, µ)Pγ(µ) sinmγλ,
(A.2)
mit
∆γ =
{
1/2 , falls mγ = 0,
1 , sonst.
(A.3)
Man kann durch die Trennung des Real- und Imagina¨rteils von (2.98) und den Vergleich
mit (A.1) zeigen, dass zwischen den reellen Koeffizienten ψcγ und ψsγ und den komplexen
Koeffizienten ψγ , gegeben durch (2.99), der Zusammenhang
ψcγ =
{
Re ψγ , falls mγ = 0
2Re ψγ , sonst
ψsγ =
{
0 , falls mγ = 0
2Im ψγ , sonst
(A.4)
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besteht (siehe auch (2.101)). Die spektralen Gleichungen (2.102) ko¨nnen in reeller Form
geschrieben werden:
dθciγ
dt
=
1
aγ + ei
3∑
j=1
ujiq˙
c
jγ,
dθsiγ
dt
=
1
aγ + ei
3∑
j=1
ujiq˙
s
jγ, i = 1, 2, 3,
(A.5)
mit dem Eigenwert des Laplace-Operators
aγ = −nγ(nγ + 1). (A.6)
Mit den Definitionen
Bcψγ =
∆γ
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ, 2µ)Pγ(µ) cosmγλ,
Bsψγ = −
1
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ, 2µ)Pγ(µ) sinmγλ,
J cψγ =
∆γ
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ,∇2ψ)Pγ(µ) cosmγλ,
Jsψγ = −
1
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ,∇2ψ)Pγ(µ) sinmγλ,
J cψϑγ =
∆γ
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ, ϑ)Pγ(µ) cosmγλ,
Jsψϑγ = −
1
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ, ϑ)Pγ(µ) sinmγλ
(A.7)
lauten die Entwicklungskoeffizienten q˙cjγ und q˙sjγ folgendermaßen (vgl. (2.103)):
q˙c1γ =− J cψ1γ −Bcψ1γ − Λ21J cψ1ψ2γ − Λ21χ(τ ∗c1γ − (ψc1γ − ψc2γ))
+Da3γ(aγψ
c
1γ − Λ21(ψc1γ − ψc2γ)),
q˙s1γ =− Jsψ1γ −Bsψ1γ − Λ21Jsψ1ψ2γ − Λ21χ(τ ∗s1γ − (ψs1γ − ψs2γ))
+Da3γ(aγψ
s
1γ − Λ21(ψs1γ − ψs2γ)),
q˙c2γ =− J cψ2γ −Bcψ2γ − Λ21J cψ2ψ1γ − Λ22J cψ2ψ3γ
+ Λ21χ(τ
∗c
1γ − (ψc1γ − ψc2γ))− Λ22χ(τ ∗c2γ − (ψc2γ − ψc3γ))
+Da3γ(aγψ
c
2γ − Λ21(ψc1γ − ψc2γ)− Λ22(ψc2γ − ψc3γ)),
q˙s2γ =− Jsψ2γ −Bsψ2γ − Λ21Jsψ2ψ1γ − Λ22Jsψ2ψ3γ
+ Λ21χ(τ
∗s
1γ − (ψs1γ − ψs2γ))− Λ22χ(τ ∗s2γ − (ψs2γ − ψs3γ))
+Da3γ(aγψ
s
2γ − Λ21(ψs1γ − ψs2γ)− Λ22(ψs2γ − ψs3γ)),
q˙c3γ =− J cψ3γ −Bcψ3γ − Λ22J cψ3ψ2γ − Λ23J cψ3h + Λ22χ(τ ∗c2γ − (ψc2γ − ψc3γ))
− Λ23Kaγ(ψc3γ − ψ∗c3γ) +Da3γ(aγψc3γ − Λ22(ψc2γ − ψc3γ)− Λ23ψc3γ),
q˙s3γ =− Jsψ3γ −Bsψ3γ − Λ22Jsψ3ψ2γ − Λ23Jsψ3h + Λ22χ(τ ∗s2γ − (ψs2γ − ψs3γ))
− Λ23Kaγ(ψs3γ − ψ∗s3γ) +Da3γ(aγψs3γ − Λ22(ψs2γ − ψs3γ)− Λ23ψs3γ).
(A.8)
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Die Integrale (A.7) sind noch zu bestimmen. Am einfachsten ist die Berechnung von Bcψγ
und Bsψγ . Auf der Einheitsspha¨re gilt (2.105), somit
J(ψ, 2µ) =
∂ψ
∂λ
∂2µ
∂µ
− ∂ψ
∂µ
∂2µ
∂λ
= 2
∂ψ
∂λ
= 2
∂
∂λ
∑
γ
Pγ(µ)(ψ
c
γ cosmγλ− ψsγ sinmγλ)
= 2
∑
γ
Pγ(µ)(−mγψcγ sinmγλ−mγψsγ cosmγλ).
(A.9)
Durch Koeffizientenvergleich ergibt sich daraus
Bcψγ = −2mγψsγ,
Bsψγ = 2mγψ
c
γ.
(A.10)
Bei den u¨brigen Jacobi-Termen mu¨ssen die Intergrale explizit berechnet werden. Dazu
wird zuna¨chst J(ψ,∇2ψ) bestimmt:
J(ψ,∇2ψ) =∂ψ
∂λ
∂∇2ψ
∂µ
− ∂ψ
∂µ
∂∇2ψ
∂λ
=
(∑
α
mαPα(µ)(−ψcα sinmαλ− ψsα cosmαλ)
)
(∑
β
aβ
dPβ(µ)
dµ
(ψcβ cosmβλ− ψsβ sinmβλ)
)
−
(∑
α
dPα(µ)
dµ
(ψcα cosmαλ− ψsα sinmαλ)
)
(∑
β
aβmβPβ(µ)(−ψcβ sinmβλ− ψsβ cosmβλ)
)
.
(A.11)
Durch Vertauschung von α und β erha¨lt man
J(ψ,∇2ψ) =
(∑
β
mβPβ(µ)(−ψcβ sinmβλ− ψsβ cosmβλ)
)
(∑
α
aα
dPα(µ)
dµ
(ψcα cosmαλ− ψsα sinmαλ)
)
−
(∑
β
dPβ(µ)
dµ
(ψcβ cosmβλ− ψsβ sinmβλ)
)
(∑
α
aαmαPα(µ)(−ψcα sinmαλ− ψsα cosmαλ)
)
.
(A.12)
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Addition von (A.11) und (A.12) und Multiplikation mit 1/2 ergibt
J(ψ,∇2ψ) =1
2
∑
α,β
[
(−ψcα sinmαλ− ψsα cosmαλ)
(ψcβ cosmβλ− ψsβ sinmβλ)
mαPα(µ)
dPβ(µ)
dµ
(aβ − aα)
− (ψcα cosmαλ− ψsα sinmαλ)
(−ψcβ sinmβλ− ψsβ cosmβλ)
mβPβ(µ)
dPα(µ)
dµ
(aβ − aα)
]
.
(A.13)
Der Cosinus-Anteil J cψγ wird durch Multiplikation mit (∆γPγ(µ) cosmγλ)/pi und Inte-
gration u¨ber die Einheitskugel berechnet:
J cψγ =
∆γ
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ,∇2ψ)Pγ(µ) cosmγλ
=
∆γ
2pi
∑
α,β
(aβ − aα)
[∫ 2pi
0
(−ψcα sinmαλ− ψsα cosmαλ)
(ψcβ cosmβλ− ψsβ sinmβλ) cosmγλ dλ∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
∫ 2pi
0
(ψcα cosmαλ− ψsα sinmαλ)
(−ψcβ sinmβλ− ψsβ cosmβλ) cosmγλ dλ∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.14)
Zu den λ-Integralen tragen nur gerade Funktionen in λ bei:
J cψγ =
∆γ
2pi
∑
α,β
(aβ − aα)
[∫ 2pi
0
ψcαψ
s
β sinmαλ sinmβλ cosmγλ
− ψsαψcβ cosmαλ cosmβλ cosmγλ dλ∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
∫ 2pi
0
ψsαψ
c
β sinmαλ sinmβλ cosmγλ
− ψcαψsβ cosmαλ cosmβλ cosmγλ dλ∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.15)
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Hier und in spa¨teren Rechnungen werden folgende Formeln gebraucht:
cosx cos y =
1
2
(cos(x+ y) + cos(x− y)),
sinx sin y =
1
2
(cos(x− y)− cos(x+ y)),
sinx cos y =
1
2
(sin(x+ y) + sin(x− y)).
(A.16)
Damit ergibt sich
∫ 2pi
0
sinmαλ sinmβλ cosmγλ dλ
=
1
2
∫ 2pi
0
(cos(mα −mβ)λ− cos(mα +mβ)λ) cosmγλ dλ
=
1
4
∫ 2pi
0
cos(mα −mβ +mγ)λ+ cos(mα −mβ −mγ)λ
− cos(mα +mβ +mγ)λ− cos(mα +mβ −mγ)λ dλ
=
pi
2
(δmγ ,mβ−mα + δmγ ,mα−mβ − δmγ ,−mα−mβ︸ ︷︷ ︸
=0
− δmγ ,mα+mβ).
(A.17)
Der dritte Term verschwindet, da nur positive mα, mβ , mγ zugelassen sind. Auf die glei-
che Weise erha¨lt man
∫ 2pi
0
cosmαλ cosmβλ cosmγλ dλ
=
1
2
∫ 2pi
0
(cos(mα +mβ)λ+ cos(mα −mβ)λ) cosmγλ dλ
=
1
4
∫ 2pi
0
cos(mα +mβ +mγ)λ+ cos(mα +mβ −mγ)λ
+ cos(mα −mβ +mγ)λ+ cos(mα −mβ −mγ)λ dλ
=
pi
2
(δmγ ,−mα−mβ︸ ︷︷ ︸
=0
+ δmγ ,mα+mβ + δmγ ,mβ−mα + δmγ ,mα−mβ).
(A.18)
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Nun werden (A.17) und (A.18) in (A.15) eingesetzt:
J cψγ =
∆γ
4
∑
α,β
(aβ − aα)
[[
(δmγ ,mβ−mα + δmγ ,mα−mβ − δmγ ,mα+mβ)ψcαψsβ
− (δmγ ,mα+mβ + δmγ ,mβ−mα + δmγ ,mα−mβ)ψsαψcβ
]
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
[
(δmγ ,mβ−mα + δmγ ,mα−mβ − δmγ ,mα+mβ)ψsαψcβ
− (δmγ ,mα+mβ + δmγ ,mβ−mα + δmγ ,mα−mβ)ψcαψsβ
]
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ.
(A.19)
Umformen ergibt
J cψγ =
∆γ
4
∑
α,β
(aβ − aα)
[
δmγ ,mα+mβ[
(−ψcαψsβ − ψsαψcβ)
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
− (−ψsαψcβ − ψcαψsβ)
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
+ (δmγ ,mβ−mα + δmγ ,mα−mβ)[
(ψcαψ
s
β − ψsαψcβ)
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
− (ψsαψcβ − ψcαψsβ)
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]]
.
(A.20)
Um diesen Ausdruck zu vereinfachen, definiert man den Wechselwirkungskoeffizienten:
Lγαβ =
1
2
∫ 1
−1
(
mαPα(µ)
dPβ(µ)
dµ
−mβPβ(µ)dPα(µ)
dµ
)
Pγ(µ)dµ δmγ ,mα+mβ . (A.21)
Lγαβ besitzt einige nu¨tzliche Eigenschaften. Wenn Lγαβ nicht verschwindet, sind be-
stimmte sog. Auswahlregeln erfu¨llt (Platzman, 1960). Einige davon sind:
1. mγ = mα +mβ (per definitionem),
2. nγ + nα + nβ ungerade,
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3. mα > 0 oder mβ > 0 (woraus mit Regel 1 mγ > 0 folgt),
4. α 6= β.
Per definitionem gilt außerdem:
Lγαβ = −Lγβα, (A.22)
woraus Regel 4 folgt.
Ist mβ = 0, so ko¨nnen die Indizes von Lγαβ unter Vorzeichenwechsel zyklisch nach links
permutiert werden, denn fu¨r mβ = 0 gilt:
Lγαβ =
1
2
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ δmγ ,mα
=
1
2
∫ 1
−1
mγPγ(µ)
dPβ(µ)
dµ
Pα(µ)dµ δmα,mγ
=− Lαβγ.
(A.23)
Der Wechselwirkungskoeffizient Lγαβ tritt in (A.20) auf, ferner die folgenden Terme:
1
2
∫ 1
−1
(
mαPα(µ)
dPβ(µ)
dµ
+mβPβ(µ)
dPα(µ)
dµ
)
Pγ(µ)dµ δmγ ,mβ−mα (A.24)
und
1
2
∫ 1
−1
(
mαPα(µ)
dPβ(µ)
dµ
+mβPβ(µ)
dPα(µ)
dµ
)
Pγ(µ)dµ δmγ ,mα−mβ . (A.25)
Mit partieller Integration wird gezeigt, dass diese Terme ebenfalls Wechselwirkungskoef-
fizienten sind:∫ 1
−1
Pα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ =Pα(µ)Pβ(µ)Pγ(µ)|1−1︸ ︷︷ ︸
=0
−
∫ 1
−1
dPα(µ)
dµ
Pβ(µ)Pγ(µ)dµ
−
∫ 1
−1
Pα(µ)Pβ(µ)
dPγ(µ)
dµ
dµ.
(A.26)
Der Randterm verschwindet wegen der Auswahlregel 3: Die zugeordneten Legendre-
Polynome Pnm nehmen fu¨r m > 0 bei 1 und −1 den Wert Null an. Einsetzen von (A.26)
in (A.24) ergibt
1
2
∫ 1
−1
(
mαPα(µ)
dPβ(µ)
dµ
+mβPβ(µ)
dPα(µ)
dµ
)
Pγ(µ)dµ δmγ ,mβ−mα
=
1
2
∫ 1
−1
(
(mβ −mα︸ ︷︷ ︸
=mγ
)Pγ(µ)
dPα(µ)
dµ
−mαPα(µ)dPγ(µ)
dµ
)
Pβ(µ)dµ δmβ ,mγ+mα
=Lβγα.
(A.27)
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Analog zeigt man:
1
2
∫ 1
−1
(
mαPα(µ)
dPβ(µ)
dµ
+mβPβ(µ)
dPα(µ)
dµ
)
Pγ(µ)dµ δmγ ,mα−mβ = Lαγβ. (A.28)
Durch Einsetzen von (A.21), (A.27) und (A.28) in (A.20) erha¨lt man:
J cψγ =
∆γ
2
∑
α,β
(aβ − aα)
[
(−ψcαψsβ − ψsαψcβ)Lγαβ
+ (−ψsαψcβ + ψcαψsβ)(Lαγβ + Lβγα)
]
.
(A.29)
Die Gleichung la¨sst sich weiter vereinfachen. Sie wird zuna¨chst in zwei Teilsummen zer-
legt:
J cψγ =
∆γ
2
∑
α,β
(aβ − aα)(−Lγαβ + Lαγβ + Lβγα)ψcαψsβ
+
∆γ
2
∑
α,β
(aβ − aα)(−Lγαβ − Lαγβ − Lβγα)ψsαψcβ.
(A.30)
Bei der zweiten Teilsumme werden α und β vertauscht, und anschließend wird (A.22)
ausgenutzt:
∆γ
2
∑
α,β
(aβ − aα)(−Lγαβ − Lαγβ − Lβγα)ψsαψcβ
=
∆γ
2
∑
α,β
(aα − aβ)(−Lγβα − Lβγα − Lαγβ)ψsβψcα
=
∆γ
2
∑
α,β
(aβ − aα)(−Lγαβ + Lαγβ + Lβγα)ψcαψsβ.
(A.31)
Die zweite Teilsumme in (A.30) ist also gleich der ersten Teilsumme. Somit gilt:
J cψγ = ∆γ
∑
α,β
(aβ − aα)(−Lγαβ + Lαγβ + Lβγα)ψcαψsβ. (A.32)
Nun wird Jsψγ berechnet, indem (A.13) auf −Pγ(µ) sinmγ projiziert wird:
Jsψγ =−
1
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ,∇2ψ)Pγ(µ) sinmγλ
=− 1
2pi
∑
α,β
(aβ − aα)
[∫ 2pi
0
(−ψcα sinmαλ− ψsα cosmαλ)
(ψcβ cosmβλ− ψsβ sinmβλ) sinmγλ dλ∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
∫ 2pi
0
(ψcα cosmαλ− ψsα sinmαλ)
(−ψcβ sinmβλ− ψsβ cosmβλ) sinmγλ dλ∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.33)
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Nur gerade Funktionen in λ tragen zu den λ-Integralen bei:
Jsψγ =−
1
2pi
∑
α,β
(aβ − aα)
[∫ 2pi
0
−ψcαψcβ sinmαλ cosmβλ sinmγλ
+ ψsαψ
s
β cosmαλ sinmβλ sinmγλ dλ∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
∫ 2pi
0
−ψcαψcβ cosmαλ sinmβλ sinmγλ
+ ψsαψ
s
β sinmαλ cosmβλ sinmγλ dλ∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.34)
Mit (A.16) erha¨lt man
∫ 2pi
0
sinmαλ cosmβλ sinmγλ dλ
=
1
2
∫ 2pi
0
(sin(mα +mβ)λ+ sin(mα −mβ)λ) sinmγλ dλ
=
1
4
∫ 2pi
0
cos(mα +mβ −mγ)λ− cos(mα +mβ +mγ)λ
+ cos(mα −mβ −mγ)λ− cos(mα −mβ +mγ)λ dλ
=
pi
2
(δmγ ,mα+mβ − δmγ ,−mα−mβ︸ ︷︷ ︸
=0
+ δmγ ,mα−mβ − δmγ ,mβ−mα)
(A.35)
und
∫ 2pi
0
cosmαλ sinmβλ sinmγλ dλ
=
1
2
∫ 2pi
0
(sin(mα +mβ)λ+ sin(mβ −mα)λ) sinmγλ dλ
=
1
4
∫ 2pi
0
cos(mα +mβ −mγ)λ− cos(mα +mβ +mγ)λ
+ cos(mβ −mα −mγ)λ− cos(mβ −mα +mγ)λ dλ
=
pi
2
(δmγ ,mα+mβ − δmγ ,−mα−mβ︸ ︷︷ ︸
=0
+ δmγ ,mβ−mα − δmγ ,mα−mβ).
(A.36)
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Es werden (A.35) und (A.36) in (A.34) eingesetzt:
Jsψγ =−
1
4
∑
α,β
(aβ − aα)
[[
(−δmγ ,mα+mβ − δmγ ,mα−mβ + δmγ ,mβ−mα)ψcαψcβ
+ (δmγ ,mα+mβ + δmγ ,mβ−mα − δmγ ,mα−mβ)ψsαψsβ
]
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
[
(−δmγ ,mα+mβ − δmγ ,mβ−mα + δmγ ,mα−mβ)ψcαψcβ
+ (δmγ ,mα+mβ + δmγ ,mα−mβ − δmγ ,mβ−mα)ψsαψsβ
]
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.37)
Nach Umformen erha¨lt man
Jsψγ =−
1
4
∑
α,β
(aβ − aα)
[
δmγ ,mα+mβ[
(−ψcαψcβ + ψsαψsβ)
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
− (−ψcαψcβ + ψsαψsβ)
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
+ (δmγ ,mβ−mα − δmγ ,mα−mβ)[
(ψcαψ
c
β + ψ
s
αψ
s
β)
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
− (−ψcαψcβ − ψsαψsβ)
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]]
(A.38)
Mit (A.21), (A.27) und (A.28) ergibt sich hieraus
Jsψγ =
1
2
∑
α,β
(aβ − aα)
[
(ψcαψ
c
β − ψsαψsβ)Lγαβ
+ (ψcαψ
c
β + ψ
s
αψ
s
β)(Lαγβ − Lβγα)
]
.
(A.39)
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Es folgt die Bestimmung von J cψϑγ:
J(ψ, ϑ) =
∂ψ
∂λ
∂ϑ
∂µ
− ∂ψ
∂µ
∂ϑ
∂λ
=
(∑
α
mαPα(µ)(−ψcα sinmαλ− ψsα cosmαλ)
)
(∑
β
dPβ(µ)
dµ
(ϑcβ cosmβλ− ϑsβ sinmβλ)
)
−
(∑
α
dPα(µ)
dµ
(ψcα cosmαλ− ψsα sinmαλ)
)
(∑
β
mβPβ(µ)(−ϑcβ sinmβλ− ϑsβ cosmβλ)
)
.
(A.40)
Die Projektion auf Pγ(µ) cosmγ ergibt
J cψϑγ =
∆γ
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ, ϑ)Pγ(µ) cosmγλ
=
∆γ
pi
∑
α,β
[∫ 2pi
0
(−ψcα sinmαλ− ψsα cosmαλ)
(ϑcβ cosmβλ− ϑsβ sinmβλ) cosmγλ dλ∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
∫ 2pi
0
(ψcα cosmαλ− ψsα sinmαλ)
(−ϑcβ sinmβλ− ϑsβ cosmβλ) cosmγλ dλ∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.41)
Nur gerade Funktionen in λ sind relevant:
J cψϑγ =
∆γ
pi
∑
α,β
[∫ 2pi
0
ψcαϑ
s
β sinmαλ sinmβλ cosmγλ
− ψsαϑcβ cosmαλ cosmβλ cosmγλ dλ∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
∫ 2pi
0
−ψcαϑsβ cosmαλ cosmβλ cosmγλ
+ ψsαϑ
c
β sinmαλ sinmβλ cosmγλ dλ∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.42)
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Mit (A.17) und (A.18) ergibt sich hieraus
J cψϑγ =
∆γ
2
∑
α,β
[[
(δmγ ,mβ−mα + δmγ ,mα−mβ − δmγ ,mα+mβ)ψcαϑsβ
− (δmγ ,mα+mβ + δmγ ,mβ−mα + δmγ ,mα−mβ)ψsαϑcβ
]
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
[
(−δmγ ,mα+mβ − δmγ ,mβ−mα − δmγ ,mα−mβ)ψcαϑsβ
+ (δmγ ,mβ−mα + δmγ ,mα−mβ − δmγ ,mα+mβ)ψsαϑcβ
]
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ.
(A.43)
Nach Umformen erha¨lt man
J cψϑγ =
∆γ
2
∑
α,β
[
δmγ ,mα+mβ[
(−ψcαϑsβ − ψsαϑcβ)
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
− (−ψcαϑsβ − ψsαϑcβ)
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
+ (δmγ ,mβ−mα + δmγ ,mα−mβ)[
(ψcαϑ
s
β − ψsαϑcβ)
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
− (−ψcαϑsβ + ψsαϑcβ)
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]]
.
(A.44)
Mit (A.21), (A.27) und (A.28) kommt man zu folgendem Ergebnis:
J cψϑγ =−∆γ
∑
α,β
[
(ψcαϑ
s
β + ψ
s
αϑ
c
β)Lγαβ
+ (ψsαϑ
c
β − ψcαϑsβ)(Lαγβ + Lβγα)
]
.
(A.45)
Nun wird der Sinus-Anteil Jsψϑγ berechnet. Die Multiplikation von (A.40) mit
Kapitel A. Spektrale Form der Modellgleichungen 145
(−Pγ(µ) sinmγλ)/pi und die Integration u¨ber die Einheitskugel ergibt:
Jsψϑγ =−
1
pi
∫ 1
−1
dµ
∫ 2pi
0
dλ J(ψ, ϑ)Pγ(µ) sinmγλ
=− 1
pi
∑
α,β
[∫ 2pi
0
(−ψcα sinmαλ− ψsα cosmαλ)
(ϑcβ cosmβλ− ϑsβ sinmβλ) sinmγλ dλ∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
∫ 2pi
0
(ψcα cosmαλ− ψsα sinmαλ)
(−ϑcβ sinmβλ− ϑsβ cosmβλ) sinmγλ dλ∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.46)
Nur gerade Funktionen in λ sind zu beru¨cksichtigen:
Jsψϑγ =−
1
pi
∑
α,β
[∫ 2pi
0
−ψcαϑcβ sinmαλ cosmβλ sinmγλ
+ ψsαϑ
s
β cosmαλ sinmβλ sinmγλ dλ∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
∫ 2pi
0
−ψcαϑcβ cosmαλ sinmβλ sinmγλ
+ ψsαϑ
s
β sinmαλ cosmβλ sinmγλ dλ∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.47)
Einsetzen von (A.35) und (A.36) ergibt
Jsψϑγ =
1
2
∑
α,β
[[
(δmγ ,mα+mβ + δmγ ,mα−mβ − δmγ ,mβ−mα)ψcαϑcβ
+ (−δmγ ,mα+mβ − δmγ ,mβ−mα + δmγ ,mα−mβ)ψsαϑsβ
]
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
−
[
(δmγ ,mα+mβ + δmγ ,mβ−mα − δmγ ,mα−mβ)ψcαϑcβ
+ (−δmγ ,mα+mβ − δmγ ,mα−mβ + δmγ ,mβ−mα)ψsαϑsβ
]
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
.
(A.48)
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Dies la¨sst sich wie folgt umformen:
Jsψϑγ =
1
2
∑
α,β
[
δmγ ,mα+mβ[
(ψcαϑ
c
β − ψsαϑsβ)
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
− (ψcαϑcβ − ψsαϑsβ)
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]
+ (δmγ ,mβ−mα − δmγ ,mα−mβ)[
(−ψcαϑcβ − ψsαϑsβ)
∫ 1
−1
mαPα(µ)
dPβ(µ)
dµ
Pγ(µ)dµ
− (ψcαϑcβ + ψsαϑsβ)
∫ 1
−1
mβPβ(µ)
dPα(µ)
dµ
Pγ(µ)dµ
]]
.
(A.49)
Mit (A.21), (A.27) und (A.28) ergibt sich schließlich
Jsψϑγ =
∑
α,β
[
(ψcαϑ
c
β − ψsαϑsβ)Lγαβ
+ (ψcαϑ
c
β + ψ
s
αϑ
s
β)(Lαγβ − Lβγα)
]
.
(A.50)
Die sechs verschiedenen Jacobi-Terme Bcψγ , Bsψγ , J cψγ , Jsψγ , J cψϑγ und Jsψϑγ seien noch
einmal aufgelistet:
Bcψγ = −2mγψsγ,
Bsψγ = 2mγψ
c
γ,
J cψγ = ∆γ
∑
α,β
(aβ − aα)(−Lγαβ + Lαγβ + Lβγα)ψcαψsβ,
Jsψγ =
1
2
∑
α,β
(aβ − aα)
[
(ψcαψ
c
β − ψsαψsβ)Lγαβ
+ (ψcαψ
c
β + ψ
s
αψ
s
β)(Lαγβ − Lβγα)
]
,
J cψϑγ = −∆γ
∑
α,β
[
(ψcαϑ
s
β + ψ
s
αϑ
c
β)Lγαβ
+ (ψsαϑ
c
β − ψcαϑsβ)(Lαγβ + Lβγα)
]
,
Jsψϑγ =
∑
α,β
[
(ψcαϑ
c
β − ψsαϑsβ)Lγαβ
+ (ψcαϑ
c
β + ψ
s
αϑ
s
β)(Lαγβ − Lβγα)
]
.
(A.51)
Als na¨chstes werden J cψγ , Jsψγ , J cψϑγ und Jsψϑγ fu¨r den Sonderfall mγ = 0 betrachtet. Die
beiden Sinus-Anteile Jsψγ und Jsψϑγ sind automatisch gleich Null. Fu¨r die Cosinus-Anteile
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J cψγ und J cψϑγ ist Folgendes von Bedeutung: Es gilt ∆γ = 1/2 und Lγαβ = 0 (siehe
Auswahlregel 3 auf Seite 138). Aus (A.23) und (A.22) folgt außerdem Lαγβ = −Lβαγ =
Lβγα. Daher ko¨nnen die betrachteten Jacobi-Terme im Falle mγ = 0 wie folgt vereinfacht
werden:
J cψγ =
∑
α,β
(aβ − aα)Lβγαψcαψsβ,
Jsψγ = 0,
J cψϑγ =
∑
α,β
(ψcαψ
s
β − ψsαψcβ)Lβγα,
Jsψϑγ = 0.
(A.52)
Damit sind alle zur Bestimmung der Koeffizienten q˙ciγ und q˙siγ nach (A.8) erforderlichen
Terme gegeben, wenn man ψ = ψj und ϑ = ψk, j = 1, 2, 3 und k = 1, 2, 3 setzt sowie,
im Falle von q˙c3γ und q˙s3γ , ψ = ψ3 und ϑ = h. Anschließend lassen sich q˙ciγ und q˙siγ in die
spektralen Gleichungen (A.5) einsetzen.
Anhang B
Gradient des Funktionals F
Wie in Abschnitt 3.5 diskutiert wurde, la¨sst sich F , definiert durch (3.36), nicht nur als
ein von ψ1, ψ2 und ψ3 abha¨ngiges Funktional betrachten, sondern auch als eine Funktion
reeller Vera¨nderlicher, na¨mlich der Real- und Imagina¨rteile der spektralen Koeffizienten
{ψm1n}, {ψm2n} und {ψm3n} von ψ1, ψ2 und ψ3:
F(ψ1, ψ2, ψ3) = F˜({ψm1n}, {ψm2n}, {ψm3n}). (B.1)
Leider ist es nahezu unmo¨glich, F˜ explizit als Funktion der Koeffizienten {ψm1n}, {ψm2n}
und {ψm3n} aufzuschreiben, obwohl die Auswertung gema¨ß (3.37) in der Praxis leicht
mit Hilfe von Routinen aus dem Modellcode zu bewerkstelligen ist. Der Gradient von F˜
kann aber mit Hilfe des Funktionals F auf dem
”
Umweg“ u¨ber eine Variationsrechnung
bestimmt werden. Dazu betrachtet man infinitesimale
”
Sto¨rungsstromfunktionen“ δψ1,
δψ2 und δψ3, die jeweils zu ψ1, ψ2 und ψ3 addiert werden, sowie die aus der Sto¨rung
resultierende ¨Anderung δF von F :
δF = F(ψ1 + δψ1, ψ2 + δψ2, ψ3 + δψ3)−F(ψ1, ψ2, ψ3). (B.2)
Das Ziel besteht darin, die ¨Anderung von F in der Form
δF =
3∑
j=1
∫
Fj(ψ1, ψ2, ψ3)δψj dΩ (B.3)
darzustellen, wobei die Fj genau wie die δψj reelle Funktionen von λ und µ sind. Fu¨r die
partiellen Ableitungen von F˜ gilt dann na¨mlich fu¨r alle n, m und fu¨r i = 1, 2, 3:
∂F˜
∂(Re ψmin)
= Re Fmin ,
∂F˜
∂(Im ψmin)
= Im Fmin .
(B.4)
Hierbei ist Fmin der spektrale Koeffizient von Fi zur spektralen Mode Y mn . Zum Beweis
entwickelt man zuna¨chst Fj und δψj in (B.3) nach den Kugelfla¨chenfunktionen und nutzt
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deren Orthonormiertheit (2.97) aus:
δF =
3∑
j=1
∫
F ∗j δψj dΩ
=
3∑
j=1
∑
n,m
∑
n′,m′
∫
Fm∗jn Y
m∗
n δψ
m′
jn′Y
m′
n′ dΩ
=
3∑
j=1
∑
n′,m′
Fm
′∗
jn′ δψ
m′
jn′ .
(B.5)
Da δF reell ist, gilt
δF =
3∑
j=1
∑
n′,m′
(Re Fm′jn′Re δψm
′
jn′ + Im Fm
′
jn′Im δψm
′
jn′). (B.6)
Trifft man nun fu¨r die Sto¨rungsstromfunktionen die spezielle Wahl
δψj = δψ
m
inY
m
n δij (B.7)
mit dem Kroneckersymbol δij und n, m beliebig, aber fest und δψmin reell oder rein ima-
gina¨r (d. h. nur eine einzige der reellen Variablen, von denen F˜ abha¨ngt, wird gesto¨rt), so
ergibt sich aus (B.6)
δF = Re Fmn Re δψmin, (B.8)
wenn δψmin reell ist, oder
δF = Im Fmn Im δψmin, (B.9)
wenn δψmin imagina¨r ist.
Aus den Definitionen (B.1) und (B.2) folgt aber auch
δF = F˜({ψm′1n′ + δψm
′
1n′}, {ψm
′
2n′ + δψ
m′
2n′}, {ψm
′
3n′ + δψ
m′
3n′})− F˜({ψm
′
1n′}, {ψm
′
2n′}, {ψm
′
3n′}).
(B.10)
Mit der speziellen Wahl der Sto¨rung und der Definition der partiellen Ableitung ergibt
sich daraus entweder
∂F˜
∂(Re ψmin)
= lim
Re δψmin→0
δF
Re δψmin
(B.11)
oder
∂F˜
∂(Im ψmin)
= lim
Im δψmin→0
δF
Im δψmin
. (B.12)
Durch Einsetzen von (B.8) in (B.11) bzw. (B.9) in (B.12) ist damit (B.4) gezeigt.
In den folgenden Berechnungen wird δF in die Gestalt (B.3) u¨berfu¨hrt. Dabei wird wie-
derholt vom Greenschen Satz ∫
ψ∆ϑ dΩ =
∫
ϑ∆ψ dΩ (B.13)
und von der Identita¨t ∫
ψJ(ϑ, θ) dΩ = −
∫
θJ(ϑ, ψ) dΩ (B.14)
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Gebrauch gemacht. Diese Theoreme sind gu¨ltig fu¨r die Integration u¨ber die gesamte Ein-
heitsspha¨re (Crommelin, 2003c).
Das vorangestellte δ kann formal wie ein Differentialoperator behandelt werden, denn
durch das Einsetzen von (3.36) in (B.2) unter Benutzung der Modellgleichungen (2.78)
la¨sst sich bei Vernachla¨ssigung der Terme der Ordnung (δψj)2 nach einiger Rechnung
zeigen, dass
δF = 2
3∑
j=1
∫
q˙jδq˙j dΩ (B.15)
mit
δq˙1 = J(δq1, ψ1) + J(q1, δψ1) + Λ
2
1χ(δψ1 − δψ2) +D∆3δq1,
δq1 = ∆δψ1 − Λ21(δψ1 − δψ2),
δq˙2 = J(δq2, ψ2) + J(q2, δψ2)− Λ21χ(δψ1 − δψ2) + Λ22χ(δψ2 − δψ3) +D∆3δq2,
δq2 = ∆δψ2 + Λ
2
1(δψ1 − δψ2)− Λ22(δψ2 − δψ3),
δq˙3 = J(δq3, ψ3) + J(q3, δψ3)− Λ22χ(δψ2 − δψ3)− Λ23K∆δψ3 +D∆3δq3,
δq3 = ∆δψ3 + Λ
2
2(δψ2 − δψ3)− Λ23δψ3
(B.16)
gilt. Das Einsetzen von (B.16) in (B.15) und die Anwendung der Theoreme (B.13) und
(B.14) ergibt fu¨r die drei Summanden von (B.15):∫
q˙1δq˙1 dΩ =
∫
q˙1[J(∆δψ1 − Λ21(δψ1 − δψ2), ψ1) + J(q1, δψ1)
+ Λ21χ(δψ1 − δψ2) +D(∆4δψ1 − Λ21∆3(δψ1 − δψ2))] dΩ
=
∫
δψ1[∆J(ψ1, q˙1)− Λ21J(ψ1, q˙1)− J(q1, q˙1) + Λ21χq˙1
+D(∆4q˙1 − Λ21∆3q˙1)] dΩ
+
∫
δψ2[Λ
2
1J(ψ1, q˙1)− Λ21χq˙1 +DΛ21∆3q˙1] dΩ,
(B.17)
∫
q˙2δq˙2 dΩ =
∫
q˙2[J(∆δψ2 + Λ
2
1(δψ1 − δψ2)− Λ22(δψ2 − δψ3), ψ2) + J(q2, δψ2)
− Λ21χ(δψ1 − δψ2) + Λ22χ(δψ2 − δψ3)
+D(∆4δψ2 + Λ
2
1∆
3(δψ1 − δψ2)− Λ22∆3(δψ2 − δψ3))] dΩ
=
∫
δψ1[Λ
2
1J(ψ2, q˙2)− Λ21χq˙2 +DΛ21∆3q˙2] dΩ
+
∫
δψ2[∆J(ψ2, q˙2)− (Λ21 + Λ22)J(ψ2, q˙2)− J(q2, q˙2) + (Λ21 + Λ22)χq˙2
+D(∆4q˙2 − (Λ21 + Λ22)∆3q˙2)] dΩ
+
∫
δψ3[Λ
2
2J(ψ2, q˙2)− Λ22χq˙2 +DΛ22∆3q˙2] dΩ,
(B.18)
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∫
q˙3δq˙3 dΩ =
∫
q˙3[J(∆δψ3 + Λ
2
2(δψ2 − δψ3)− Λ23δψ3, ψ3) + J(q3, δψ3)
− Λ22χ(δψ2 − δψ3)− Λ23K∆δψ3
+D(∆4δψ3 + Λ
2
2∆
3(δψ2 − δψ3)− Λ23∆3δψ3)] dΩ
=
∫
δψ2[Λ
2
2J(ψ3, q˙3)− Λ22χq˙3 +DΛ22∆3q˙3] dΩ
+
∫
δψ3[∆J(ψ3, q˙3)− (Λ22 + Λ23)J(ψ3, q˙3)− J(q3, q˙3) + Λ22χq˙3
− Λ23K∆q˙3 +D(∆4q˙3 − (Λ22 + Λ23)∆3q˙3)] dΩ.
(B.19)
Nach der Addition dieser drei Summanden, der Multiplikation mit 2 und dem Sortieren
nach δψ1, δψ2 und δψ3 erha¨lt man schließlich (B.3) mit
F1(ψ1, ψ2, ψ3) = 2[−∆J(q˙1, ψ1) + Λ21J(q˙1, ψ1) + J(q˙1, q1)− Λ21J(q˙2, ψ2)
+ Λ21χ(q˙1 − q˙2) +D(Λ4q˙1 − Λ21∆3(q˙1 − q˙2))],
F2(ψ1, ψ2, ψ3) = 2[−∆J(q˙2, ψ2) + (Λ21 + Λ22)J(q˙2, ψ2) + J(q˙2, q2)− Λ21J(q˙1, ψ1)
− Λ22J(q˙3, ψ3)− Λ21χ(q˙1 − q˙2) + Λ22χ(q˙2 − q˙3)
+D(∆4q˙2 + Λ
2
1∆
3(q˙1 − q˙2)− Λ22∆3(q˙2 − q˙3))],
F3(ψ1, ψ2, ψ3) = 2[−∆J(q˙3, ψ3) + (Λ22 + Λ23)J(q˙3, ψ3) + J(q˙3, q3)− Λ22J(q˙2, ψ2)
− Λ22χ(q˙2 − q˙3)− Λ23K∆q˙3
+D(Λ4q˙3 + Λ
2
2∆
3(q˙2 − q˙3)− Λ23∆3q˙3)].
(B.20)
Gema¨ß (B.4) sind die gesuchten Komponenten des Gradienten von F˜ durch die spektralen
Koeffizienten von F1, F2 und F3 gegeben.
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