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摘要 
I 
摘 要 
近年来，如何提高优化人脸特征点检测技术已经成为了人脸识别技术领域中
的研究热点。许多研究学者相继提出了一些用于求解各种类型的人脸识别问题的
人脸特征点检测算法。但在复杂环境下，例如姿势不同、光照条件、以及遮挡因
素等，传统的人脸特征点检测算法的精度会出现大幅度下降。本文在全面介绍特
征点检测的理论知识以及研究现状的基础上，主要研究如何应用卷积神经网络技
术设计出有效的人脸特征点检测算法。本论文的主要研究工作如下： 
（1）针对传统卷积神经网络模型在处理人脸特征点检测问题的不足之处，
提出基于小滤波器的深卷积神经网络（DCNNSF）。该算法引入小滤波器思想和
以拓展“网络深度”为优先的深层卷积神经网络模型，针对人脸特征点检测重新设
计训练，以提高算法的有效性与适用性。本文将所提到算法 DCNNSF 用于在
ALFW 和 AFW 人脸数据集上预测 5 点人脸特征点问题，并与其他多个经典算法
进行对比分析，实验结果表明：基于小滤波器的深卷积神经网络 DCNNSF 在预
测人脸 5 点特征点问题上有很好的准确性和鲁棒性。 
（2）针对单个卷积神经网络模型在处理多特征点检测问题上的不足，本文
在原有的 DCNNSF 基础上，提出一种从整体到局部检测的级联卷积神经网络模
型 DCNNSF-CFC。DCNNSF-CFC 算法将人脸 68 个特征点检测问题分为预测外
部轮廓点与人脸内部特征点的检测问题，并对人脸内部特征点进一步的分类为各
个面部组件（左右眉毛、左右眼、鼻子、嘴巴），这种从整体到局部的预测方法
能够有效预测 68 点人脸特征点检测问题。本文将算法 DCNNSF-CFC 同其他七
个代表性经典算法在 LFPW、Helen、AFW 无约束人脸数据库中进行了实验对比
分析，结果表明：本文提出的算法 DCNNSF-CFC 比起大部分经典算法有更高的
精确度。 
总之，本论文主要针对不同特征点检测问题，应用卷积神经网络的方法，提
出两个有效的解决方法，相比于传统人脸关键点检测算法，本文提出的算法在精
度上有较大的提升。这些工作在一定程度上促进了卷积神经网络在人脸对齐工作
上的深入研究。 
 
关键词：小滤波器；特征点检测；卷积神经网络
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Abstract 
In recent years, the understanding of the importance of facial landmark detection, 
how to optimize facial landmark detection technology has become a research hotspot 
in face recognition. A lot of research scholars have proposed some face facial 
landmark detection algorithm used to solve various types of face recognition 
problems, some of them have been successfully applied in the actual project. However, 
in the complex environment, subject to a variety of external factors, such as posture, 
lighting conditions, and occlusion factors, the traditional facial landmark detection 
algorithm will appear a significant decline in accuracy. Based on the comprehensive 
introduction of the theoretical knowledge and research status of facial landmark 
detection, this dissertation mainly studies how to use the convolution neural network 
to design a significant facial landmark detection algorithm. The major researching 
work of this dissertation can be summarized as follows: 
(1) Aiming at the shortcomings of the traditional convolution neural network 
model in dealing with the problem of facial landmark detection and redesigning a 
convolution neural network model suitable for facial landmark detection. For example, 
the traditional convolution neural network model is used to deal with classification 
problems and easy to over-fit, we proposed Deep Convolution Neural Network with 
Small Filter (DCNNSF). This algorithm introduces the idea of small filter and the 
deep convolution neural network model with the depth of "network depth", and 
redesigns the training for facial landmark detection to improve the effectiveness and 
applicability of the algorithm. In this dissertation, the proposed algorithm DCNNSF is 
used to predict the 5-point face feature points on the ALFW and AFW face data sets 
and to compare them with other classical algorithms. The experimental results show 
that the deep convolution neural network DCNNSF based on small filter has good 
accuracy and robustness in predicting face facial landmark (5 points) detection. 
(2) Aiming at the problem that the single convolution neural network model is 
not suitable for predicting multiple feature landmarks, we propose DCNNSF with 
Coarse-to-fine Cascade on the basis of the original DCNNSF (DCNNF-CFC). The
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III 
DCNNSF-CFC algorithm divides the 68 feature points detection problems into the 
detection problem of the external contour points and the internal feature points of the 
face. The facial landmarks are further classified into various facial components (left 
and right eyebrows, left and right eyes, Nose, mouth), this from the whole to the local 
prediction method can effectively predict the 68 points of facial landmark detection 
problems. In this dissertation, the algorithm DCNNSF-CFC is experimentally 
compared with the other eight representative classical algorithms in the 300-W 
unconstrained face database containing LFPW, Helen, AFW and IBUG. The results 
show that: our proposed algorithm, DCNNSF-CFC, has higher accuracy and better 
robustness than most classical algorithms. 
 
Keywords: Small Filter; Facial Landmark Detection; Convolution Neural Network 
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第一章 绪论 
1.1 研究背景与意义 
近年来，随着计算机技术的不断发展，人工智能技术取得了突破性的发展，
智能社会的到来指日可待。人类作为社会的主体，如何实现人类身份的数字化将
是重中之重，而人脸识别技术更是实现这一目标的关键技术。虽然人类本身可以
很容易的从图片中分辨出人脸以及人脸的一些特征（例如男女、笑与哭等），但
对于计算机而言，这并不是一件容易的事情。简单来说，人脸识别的主要过程可
以分为三个步骤[1]： 
（1）人脸检测 
根据一定算法，确认图片中的人脸数量以及人脸的大致位置，作为人脸识别
的第一步，其效果直接关系到后续步骤的效果 
（2）人脸特征点检测 
人脸特征点主要位于面部组件周围，例如眼睛，嘴，鼻子和人脸轮廓(图 1.1)，
根据输入的坐标数据和人脸检测得出的数据，分析出人脸的具体位置，并定位出
特征点的具体位置。 
（3）人脸特征提取与分类 
根据图像信息以及人脸特征点的定位信息，提取出人脸表情等相关特征，并
将其与数据库中已有特征信息进行比对、分类。 
 
 
图 1-1：来自 IBUG 数据库[2]的 68 个手动注释点的一些示例性面部图像 
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在上述三个主要步骤中，虽然人脸检测通常被认为是所有人脸识别任务的起
点[2]，但人脸特征点检测可以被认为是对于从生物识别到精神状态理解的许多后
续面部分析起到决定性作用的中间步骤。许多重要的任务，如面部识别，面部跟
踪，面部表情识别，头部姿态估计，可以从精确的面部特征点定位中受益。下面
给出一些关于人脸对齐起着重要作用的三个典型任务的细节： 
（1）人脸面部识别：面部对准被人脸识别算法广泛使用，以提高它们对姿
势变化的鲁棒性。例如，在人脸对齐(Face Registration)的阶段，第一步通常是定
位一些主要面部特征点并将其用作用于仿射变形的锚点、支撑点，而其他人脸识
别算法，例如基于结构特征的匹配[3,4]则依靠精确的面部对准来建立要匹配的局
部特征（例如，眼睛，鼻子，嘴等）之间的对应关系。 
（2）属性计算：人脸对齐也有利于面部属性计算，因为许多面部属性，如
眼镜和鼻子形状与脸部的特定空间位置密切相关。在文献[5]中，六个面部点被
局部化以计算定性属性和微笑，然后用于在无约束条件下的鲁棒面部验证。 
（3）表情识别：面部特征点（通常在 20-60 之间）的配置就能够可靠地表
示出由表情引起的变形，并且随后的分析将揭示可能导致这种变形的特定表情的
表达。许多工作如文献[6,7,8,9,10]都遵循这个想法，并从这些特征点中提取出各
种特征进行表情识别。 
在受限环境或不太具有挑战性的数据库中，人脸对齐的问题已被很好地解
决，并且一些算法甚至实现接近人类的性能[11,12]。然而，在无约束条件下，由于
面部组件的内在动态特征（例如眼睛和嘴）或周围环境变化引起的高度面部外观
变化，这项任务是非常具有挑战性且远未得到很好的解决。 
一般来说，对人脸外观形状和人脸局部特征的变化有明显影响的因素有： 
（1）姿势：局部面部特征的外观在不同的拍照姿势（例如，正面，正面，
上下）之间差别很大，并且一些五官（例如面部轮廓的一侧）甚至可以完全被侧
脸的另一边挡在。 
（2）遮挡：对于在无约束条件下捕获的面部图像，遮挡经常发生，并且对
人脸对齐带来很大挑战。例如，眼睛可能被头发，太阳镜或带有黑色框架的近视
眼镜遮挡。 
（3）表情：一些局部面部特征，例如眼睛和嘴巴对各种表情的变化是敏感
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的。例如，笑可能导致眼睛完全闭合，并且嘴巴的形状会极度变形。 
（4）光照：光照（光谱，光源分布和强度不同）的多样性可能会明显改变
整个脸部的外观，并使某些五官的详细纹理丢失，使人脸呈现阴影部分。 
（5）其他情况：图片的模糊不清等情况。 
这些问题不难从由 IBUG 数据库[2]提供的图 1-2 看出。理想的人脸对齐系统
应该对这些面部变化一方面是鲁棒的；而另一方面，尽可能有效地满足实际应用
（例如，实时面部跟踪系统）的需要。 
 
   
 (a)姿势              (b)遮挡            (c)表情             (d)光照 
图 1-2：从左到右（每两列）无约束（IBUG [6]）人脸对齐的巨大挑战 
 
从上所述中不难看出人脸对齐特征点检测问题的困难所在，这些问题也使其
成为一个很有挑战性的问题。由于其很大的理论意义以及应用意义，如何设计一
个鲁棒算法，近年来受到国内外人脸识别领域学者的广泛关注与研究。 
1.2 人脸特征点检测算法的发展与研究现状 
人脸对齐的问题在计算机视觉中有很长的历史，并且已经提出了大量的方法
来处理它，并且具有不同程度的成功。从整体的角度来看，人脸对齐可以被称为
在面部图像上搜索预定面部特征点（也称为面部形状）的问题，其通常从粗糙的
初始形状开始，并且通过确定形状逐步估计直到收敛。在搜索过程中，通常使用
两个不同的信息源：面部外观和形状信息。后者旨在明确地建模面部点位置之间
的空间关系，以确保估计的面部点可以形成有效的面部形状。虽然一些方法不明
确使用形状信息，但通常是将这两个信息源组合。 
经过长期的研究，人脸特征点检测有较坚实的研究基础。从使用的方法和遵
循模式识别中的基本建模原则，并大致将现有方法分为两类：基于生成模型的方
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法和基于辨别模型的方法两类。 
（1）基于生成模型方法：这些方法根据人脸面部纹理形状和外观建立生成
模型。它们通常将人脸对齐作为优化问题来处理，从而产生形状和外观参数，根
据形状和外观参数生成给予测试面最适合的外观模型。注意，面部外观可以由整
个（扭曲的）面部或由以面部点为中心的局部图像表示。 
（2）基于辨别模型方法：这些方法从面部外观直接推断目标位置。这通常
通过针对每个面部点研究学习独立的局部检测器或回归器并且采用全局形状模
型来对它们进行预测特征点，或者通过直接学习向量回归函数来推断整个面部形
状来完成，其中形状约束被隐式编码。 
1.2.1 基于生成模型的方法 
通常，人脸被建模为可以在形状和外观方面变化的可变形对象，因此生成模
型方法根据人脸面部纹理形状和外观建立生成模型。在生成模型中，主要可以根
据生成模型建模方式的不同，可以分为基于部分的生成变形模型和主动外观模型
两子类。 
（1）主动外观模型 
1998 年，初始主动外观模型 AAM（Active Appearance Models）是由 Cootes
等人[13-14]提出，是在 ASM[15,16,17,18]的基础上，进一步对纹理进行统计建模，最后
在 2001 年[19]形成最终 AAM 模型，并将面部形状和面部纹理两个模型融合成为
外观模型。活动外观模型根据拟合方式的不同又可以分类为基于回归的拟合
（Regression-based Fitting）以及基于梯度下降的拟合（Gradient Descent-based 
Fitting）。 
在基于回归的拟合中，2007 年，Liu[20]提出增强外观模型（Boosted Appearance 
Model），首次将迭代图像对准问题视为分类器能够区分正确对准（正样本）和不
正确对准（负样本）的过程，该过程采用得分最大化的方法。同年，于是 Saragih
等人[21]提出了 AAM 拟合的非线性判别方法（A nonlinear Discriminative Approach 
to AAM Fitting），针对由于 AAM 拟合的大多数方法所使用的线性更新模型的简
单性，利用非线性更新模型，从而加强了算法性能。2011 年，Sauer 和 Cootes
等人[22]提出了主动外观模型的准确的回归程序（Accurate Regression Procedures 
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