Image restoration problems are often converted into large-scale, nonsmooth and nonconvex optimization problems. Most existing minimization methods are not efficient for solving such problems. It is well-known that nonlinear conjugate gradient methods are preferred to solve large-scale smooth optimization problems due to their simplicity, low storage, practical computation efficiency and nice convergence properties. In this paper, we propose a smoothing nonlinear conjugate gradient method where an intelligent scheme is used to update the smoothing parameter at each iteration and guarantees that any accumulation point of a sequence generated by this method is a Clarke stationary point of the nonsmooth and nonconvex optimization problem. Moreover, we present a class of smoothing functions and show their approximation properties. This method is easy to implement without adding any new variables. 
Introduction
The image restoration problem is that of reconstructing an image of an unknown scene from an observed image. This problem plays an important role in medical sciences, biological engineering and other areas of science and engineering [1, 4, 31] . The most common image degradation model can be represented by the following system:
where η ∈ R m represents the noise, A is an m × n blurring matrix, x ∈ R n and b ∈ R m are the underlying and observed images respectively. In many cases, A is a matrix of block Toeplitz with Toeplitz blocks (BTTB) when zero boundary conditions are applied and block Toeplitz-plus-Hankel with Toeplitz-plus-Hankel blocks (BTHTHB) when Neumann boundary conditions are used [22] . Technically we are not solving (1.1) since η is unknown. We are instead solving
Solving this problem alone will not get a satisfactory solution since the system is very sensitive to the noise and lack of imformation. The following smooth least square problem:
is often used, where D is an operator and β is the regularization parameter that controls the trade-off between the data-fitting term and the regularization term. For the regularization term, there has been a growing interest in using l 1 norm [6, 15, 23] . The l 1 solution tends to have better statistical properties than the l 2 solution. In [13] , Fu et al considered the mixed l 2 − l 1 norm form: min 2) and the l 1 − l 1 norm form: min
These two minimization problems are convex but nonsmooth. In [24] , Nikolova et al considered the following more general form:
where Θ forces closeness to data and Φ embodies the priors. The mixed l 2 − l 1 norm form (1.2) and the l 1 − l 1 norm form (1.3) are special forms of (1.4). Minimization methods for these forms were proposed in [13] . However, (1.4) can be nonconvex and nonsmooth. A class of regularization functions is of the form
where ϕ is called a potential function and {d 1 , · · · , d r } is a set of vectors of R n . The role of Φ is to push the solution to exhibit some priori expected features, such as the presence of edges, smooth regions, and textures. As proven in [23] , although convex potential functions such as ϕ(t) = |t| are often used for the regularization term, nonconvex regularization functions such as ϕ(t) = α|t| 1 + α|t| with α > 0 provides better possibilities for restoring images with neat edges.
For this reason, many image restoration problems are often converted into nonsmooth, nonconvex optimization problems. Moreover, the optimization problems are large-scale because the discretized scenes usually have a large number n = l × l of pixels. Several efficient algorithms for image restoration problems are proposed in [13, 24] , which use linear or quadratic programming reformulation and interior point methods. Fu et al [13] considered nonsmooth and convex problems, and Nikolova et al [24] considered a continuation method for nonsmooth and nonconvex problems for arbitrary A in (1.4). The continuation method proposed in [24] is to approximate the minimizer of the objective function. However, there is no guarantee for the convergence of the continuation method. A drawback of these methods is the use of 4n + 2m additional variables, which makes these methods impractical for solving large-scale problems. The aim of this paper is to present an efficient optimization method for large-scale nonsmooth, nonconvex image restoration problems. This method ensures that from any starting point in R n , any accumulation point of the sequence generated by the method is a Clarke stationary point. Moreover, this method does not increase the dimension, which is important for large-scale problems. For convenience, in this paper, we first consider the following nonsmooth and nonconvex optimization problem in an abstract form:
(1.5)
Although large-scale nonsmooth and nonconvex optimization problems occur frequently in practice [3, 20, 32] , efficient existing methods are rare. Burke et al [3] introduced a robust gradient sampling algorithm for solving nonsmooth, nonconvex unconstrained minimization problem. Kiwiel [19] slightly revised this algorithm and showed that any accumulation point generated by the algorithm is a Clarke stationary point with probability one. Encouraging numerical results for some small problems are reported in [3, 19] . It is well-known that nonlinear conjugate gradient methods such as the Polak-Ribière-Polyak (PRP) method [26, 27] are very efficient for large-scale smooth optimization problems due to their simplicity and low storage. Moreover, nonlinear conjugate gradient methods such as the PRP+ method [17] , and conjugate gradient methods with suitable line search [16, 35, 36] are proposed, for nonconvex minimization problems which ensure any accumulation point generated by the algorithm is a stationary point. However, nonlinear conjugate gradient methods for solving nonsmooth optimization have not been studied. Moreover, we notice that most models of image restoration have some symmetric character in the Hessian matrix at points where the objective function is differentiable. The methods in [16, 35, 36] do not have the symmetric feature. To develop an efficient optimization method for nonsmooth and nonconvex minimization problems arising from image restoration, we first present a globally convergent nonlinear conjugate gradient method for smooth nonconvex minimization problems where the search direction can be presented by the gradient with a symmetric and uniformly positive definite matrix. Next, we extend the method to solve nonsmooth and nonconvex optimization by adopting smoothing functions. This paper is organized as follows. In the next section, we present a globally convergent smoothing method for nonsmooth and nonconvex minimization problems. To present our approach clearly, we first give a smooth version of this method and prove the convergence for the case where f is differentiable. In Section 3, we present a class of smoothing functions and show their nice approximation properties for image restoration. Moreover, we show that all assumptions for the convergence of the smoothing conjugate gradient method hold and any accumulation point generated by the method is a Clarke stationary point, when the method is applied to several common models of image restoration. In section 4, we present numerical results for three images with n × n (n = 128 × 128 to 256 × 256) blurring matrices to show the effectiveness and the efficiency of the proposed method. Moreover, comparison with the continuation method in [24] is reported. Numerical results show that the continuation method in [24] can find smaller function values, and our method can obtain better psnr values with less CPU time.
Throughout the paper, · denotes the l 2 norm and · 1 denotes the l 1 norm. R + denotes the set of all nonnegative real numbers. R ++ denotes the set of all positive real numbers.
Algorithms description
In this paper, we consider the general iterative scheme for solving (1.5):
where stepsize α k is a positive scalar and d k is a search direction given by some formula. In order to describe our algorithms conveniently, we divide this section into two subsections for two cases: (a) f is smooth and nonconvex; (b) f is nonsmooth and nonconvex.
Smooth case
Based on the CG-Descent method in [16] , the three-term descent method in [35] , the symmetry of the limited memory BFGS method (L-BFGS) [25, 30] and the modified BFGS method [21] , we propose a new symmetric descent nonlinear conjugate gradient method which converges to a stationary point from any starting point for nonconvex minimization problems. We consider the search direction
where g k = ∇f (x k ) is the gradient of f at x k and
3)
and for some constants ε 0 > 0 and r ≥ 0. We can claim that (2.2) is well-defined, that is, d k is finite-valued for g k−1 = 0 and α k > 0. Indeed, since we have from (2.4) that
which implies
Hence β k and θ k are finite-valued and thus d k is finite-valued.
It is worth noticing that (2.1)-(2.2) can be written as a Newton-like method
where H 0 = I and for k ≥ 1
This means that the search direction d k defined in (2.2) can be given as
This can be verified as follows. It is obviously true for k = 0. For k > 0, we have
) > 0, we have that t k ≡ 0, and H k has the following well-defined version
Moreover, the following equality holds
In this case, if the exact line search
This is the well-known Hestenes-Stiefel conjugate gradient method and satisfies the conjugacy [17] . Therefore, we call this method (2.1)-(2.2) a nonlinear conjugate gradient method as it reduces to the standard conjugate gradient method when f is strictly convex and the exact line search is used. However, for nonconvex functions, (2.8) is not well-defined, because
, which not only ensures that H k is well-defined but also possesses the property (2.5).
The next lemma lists an important property of H k defined by (2.6). 
Proof Obviously H k is symmetric. Moreover for any k ≥ 1 and any x ∈ R n , we have
Hence H k is positive definite and its smallest eigenvalue is greater than 1 2 , which gives (2.9). Lemma 2.1 ensures that H k are symmetric positive definite and satisfy
Existing nonlinear conjugate gradient methods [16, 21, 25, 30, 35] have no such nice property. For instance, in the conjugate gradient method proposed in [16] , the search direction is given by
where
Obviously, H HZ k is not symmetric. Following directly from the above lemma and (2.7), we find that the search direction is a descent direction.
Lemma 2.2. Let {x k } and {d k } be generated by the method (2.1) and (2.2). We have
Now we present an algorithm for smooth and noncovex minimization problems. Algorithm 2.1.
Step 0. Choose constants ε 0 > 0, r ≥ 0. Choose δ ∈ (0, σ), σ ∈ (δ, 1), ρ ∈ (0, 1) and initial point x 0 ∈ R n . Let k := 0.
Step
Step 2. Determine α k by the Armijo line search, that is,
or the Wolfe line search, that is, α k satisfying
(2.12)
Step 3. Set
Step 4. Set k := k + 1. Go to Step 1.
Remark 2.2
The Armijo line search and the Wolfe line search in Algorithm 2.1 are welldefined, since the search directions are descent from Lemma 2.2.
To ensure the convergence of Algorithm 2.1, we need the following standard assumption. Assumption A.
(i) For anyx ∈ R n , the level set
(ii) f is continuously differentiable and there exists a constant L > 0 such that for anyx ∈ R n , the gradient of f satisfies
Assumption A is often used in analysis of convergence of conjugate gradient methods. In the next section, we give some functions which satisfies Assumption A.
Throughout this subsection, we always suppose that Assumption A holds. We can get from Assumption A that there exists a constant γ > 0 such that all x in the level set S(x 0 ) satisfy
(2.14)
Hence, we have
where the first and second inequalities use (2.4), the third inequality uses (2.13) and the last inequality uses (2.14). The next result shows that d k is bounded.
Lemma 2.3. Let {x k } be generated by Algorithm 2.1. If there exists a positive constant ε such that for all
then there exists a constant c 0 > 0 such that
Proof By the definition (2.6) for H k , we have
where the second inequality uses (2.15), (2.5) and
, and the third inequality
It follows from the above inequality and (2.
The following theorem shows that the convergence of Algorithm 2.1 when the objective function f is smooth and nonconvex. 
. This together with (2.10), (2.14) and (2.17) implies that
which leads to a contradiction. This shows (2.18) holds.
Remark 2.3 Theorem 2.4 shows that from any initial point x 0 ∈ R n , Algorithm 2.1 converges to a stationary point x * of f . If f is strongly pseudo convex at x * , then x * is a local minimizer of f . A function f is said to be strongly pseudo convex at x * if there is a neighborhood Ω of x * such that for every ξ ∈ ∂f (x * ) and every
Pseudo convexity is weaker than convexity. For example, ϕ 1 (t) = α|t| 1+α|t| is strongly pseudo convex at all t ∈ R, but it is not convex.
Nonsmooth case
From now on, throughout the paper, we assume that f is locally Lipschitz continuous but not necessarily differentiable. According to the Rademacher theorem [11] , f is differentiable almost everywhere in R n . The subdifferential ∂f (x), called the generalized gradient of f at x is defined by ∂f (x) = conv{ lim
where "conv" denotes the convex hull of a set and D f is the set of points at which f is differentiable [10] . Based on the idea of the smoothing Newton method for nonsmooth equations in [7, 8] , Zhang and Chen [34] proposed a smoothing projected gradient(SPG) method for nonsmooth and nonconvex optimization problems on a closed convex set. The SPG method is very simple and suitable for large-scale problems. To accelerate the convergence rate, in this subsection, we extend Algorithm 2.1 to the nonsmooth case by using the conjugate gradient of the smoothing function as the search direction. Firstly we define a class of smoothing functions of f , which are more general than that used for nonsmooth equations in [5, 9, 7, 8] . A smoothing function can be considered as a special smooth approximation of f , which uses a scalar smoothing parameter to play a key role in convergence analysis of the smoothing method.
Definition 2.5. Let f : R n → R be a locally Lipschitz continuous function. We callf :
, then we can present the following smoothing conjugate gradient method for nonsmooth and nonconvex optimization. Algorithm 2.2: (Smoothing conjugate gradient method)
Step 0. Choose constants ε 0 > 0, r ≥ 0. Choose δ ∈ (0, 1), ρ, γ 1 ∈ (0, 1), µ 0 > 0, γ > 0, and initial point x 0 ∈ R n .
Step 1. Compute the stepsize α k by the Armijo line search,
Step 3. Compute d k+1 by the following formula
Step 4. Set k := k + 1. Go to Step 1. Since K is infinite, we can assume that
Remark 2.4 We can replace the Armijo line search in Algorithm 2.2 by the Wolfe line search to have Theorem 2.6. In the next section, we give a class of smoothing functions which satisfy Assumption A for every fixed µ > 0. Note that Theorem 2.6 does not need that the limit of the Lipschitz constant for ∇f (·, µ) exists. This is the novelty of the smoothing nonlinear conjugate gradient method.
Smoothing functions of f can be defined in many ways. We present a class of smoothing functions for image restoration in the next section. In general, we can use a kernel function ρ : R n → R + to define a sequence of mollifiers which are bounded and continuous, and satisfy
Using it, we define a smoothing function of f
(See [28] and Example 7.19 [29] ). By Theorem 9.67 in [29] , we have
where K is a subset of the set of all natural numbers. By Theorem 2.6, any accumulation point x * of {x k } generated by Algorithm 2.2 with a smoothing function defined by mollifiers satisfies 0 ∈ ∂f (x * ), that is, x * is a Clarke stationary point of f [10] .
Smoothing functions
Many potential functions ϕ(t) in image restoration are continuously differentiable on R except at the origin. For instance, the following potential functions [12, 24] 
It is clear that these functions are nonsmooth and nonconvex. In this paper, we consider the following class of nonsmooth potential functions. Assumptions on ϕ: We assume that ϕ : R → R + is a continuous function and satisfies
, that is, ϕ is nonnegative and symmetric.
(ii) ϕ is continuously differentiable on R except at 0, and
(iii) ϕ is twice differentiable on R except at 0 and there is a constant ν 0 such that |ϕ (t)| ≤ ν 0 , for t = 0.
It is easy to see that ϕ i , i = 1, 2, 3 satisfy Assumptions on ϕ. Now we present a class of smoothing potential functions which combines the splitting of ϕ in [24] and the integration convolution smoothing technique [5, 28, 29] .
Nikolova et al [24] split the function ϕ into a smooth term and a nonsmooth convex term as
Consider the function
Since the derivative of ψ satisfies
by (iii) of Assumption on ϕ, ψ is continuously differentiable at 0 and thus on R. We can built a smoothing function of |t| by integration convolution. Let ρ ∈ [0, ∞) be a piecewise continuous density function with a finite number of pieces satisfying
The integration convolution smoothing function of |t| is defined as
For instance, if we choose the density function
then we obtain a smoothing function of |t|
This function is also known as Huber potential function [18, 2] which is very often used in robust statistics. It is worth noticing that ρ is not necessarily continuous. From our numerical experiment, a piecewise continuous density function performs better than a continuous one. However, smoothing functions defined by (2.21) require the mollifier to be continuous in [28, 29] . Combining (3.3) and (3.6), we define a class of smoothing functions for a potential function ϕ as
The following proposition shows that ϕ µ has nice smooth approximation properties. (3.5) and (3.6) has the following properties.
(ii) ϕ µ is continuously differentiable on R, and its derivative can be given as
(iii) ϕ µ converges uniformly to ϕ on R with
(iv) The set of limits of gradient ϕ µ (t) coincides to the Clarke generalized gradient, that is,
ϕ µ (t)} = ∂ϕ(0), and lim
Moreover, we have
Proof (i) We have from (3.8) that
By variable transformation u = −τ , we have from ρ(τ ) = ρ(−τ ) that 
where the last equality uses ρ(τ ) = ρ(−τ ). Note that ρ(τ ) ≥ 0 and
By the integral mean value theorem, we obtain 
where κ is specified by (3.5).
(iv) It follows from (3.14) and ρ(τ ) = ρ(−τ ) that 
is continuous in R since ρ is piecewise continuous. Therefore, for any α 0 ∈ (−1, 1), there exists λ 0 such that α 0 = α(λ 0 ). If we choose
This shows that
Therefore, we have lim µ↓0,t→0 s µ (t) = [−1, 1]. By the continuity of ψ (t), (3.14) and (3.9), we obtain (3.10). From ϕ µ (0) = 0, we get (3.11).
(v) We first show s µ is Lipschitz continuous. Since ρ is piecewise continuous with a finite number of pieces, there exists a constant κ 0 such that ρ(t) ≤ κ 0 for any t ∈ R. For any t 1 , t 2 ∈ R, we have
Now we show ψ is Lipschitz continuous. Since ψ(t) = ϕ(t) − ϕ (0 + )|t|, then we have from (iii) in Assumptions on ϕ that for t 1 t 2 > 0,
If t 1 = 0, t 2 = 0, then we have from ψ (0) = 0 that
If t 1 t 2 < 0, we may assume t 2 < 0 < t 1 , then we have ϕ (t 2 ) = −ϕ (−t 2 ) by (i) in Assumptions on ϕ. Hence we have
, we obtain (3.12). Now we are ready to define a class of smoothing functions and use the smoothing conjugate gradient method (Algorithm 2.2) for nonsmooth and nonconvex image restoration problems.
In the remain part of this section as well as in the next section, we consider the minimization problem (1.5) with the objective function
where A ∈ R m×n is a blurring matrix, b ∈ R m is a vector containing observed data, ϕ is a potential function satisfying Assumptions on ϕ, β > 0 is a constant and d i ∈ R n , i = 1, . . . , r are the row vectors of a difference matrix. Using the smoothing function ϕ µ for ϕ, we define a class of smoothing functions for f as followsf g i is also Lipschitz continuous near x and
If each g i is regular at x, equality holds.
is Lipschitz continuous near x and where h : R m → R is Lipschitz continuous near F (x). Then g is Lipschitz continuous near x and
If h is regular at F (x) and F is continuously differentiable at x (in this case the conv is superfluous), equality holds.
Theorem 3.4. Let f andf (·, µ) be defined by (3.15) and (3.16) respectively. Then
is continuously differentiable for any fixed µ > 0, and there exists a constant
(ii)f (·, µ) satisfies the gradient consistent property, that is,
(iii) If A has full column rank, then for anyx ∈ R n , the level set
Proof From the definitions of ϕ and ϕ µ , we can write f andf as the following
(i) It follows from (3.17) and (3.18) and Proposition 3.1 thatf (·, µ) is continuously differentiable for any fixed µ > 0, and
Then by (ii) in Lemma 3.3, g(x) = |d T x| is regular at x and ∂g(x) = ∂|d T x|d. Using Lemma 3.3 again, we have
The gradient of the smoothing functionf (·, µ) is given by
By (iv) of Proposition 3.1 and Lemma 3.3, we have
This shows that the gradient consistent property holds for the smoothing functionf .
(iii) If S µ (x) is unbounded, then there exists a sequence {x k } ⊂ S µ (x) such that x k → ∞. We have from (i) in Assumptions on ϕ and (iii) in Proposition 3.1 that
we have from (v) of Proposition 3.1 that
Remark 3.1 Theorem 3.4 shows that the smoothing functionf has very nice approximation properties and satisfies all assumptions of the convergence theorem (Theorem 2.6) for the smoothing conjugate gradient method (Algorithm 2.2). The most significant one is the gradient consistent property, which ensures that any accumulation point of a sequence generated by Algorithm 2.2 is a Clarke stationary point. Using smooth approximations to solve nonsmooth optimization problems have been studied in many papers [23, 24] . However, there is no guarantee for convergence to a generalized stationary point of the nonsmooth optimization problems in [23, 24] . 
Numerical results
In this section, we present numerical results to show the efficiency of the smoothing conjugate gradient method(Algorithm 2.2, abbreviated by SCG). The numerical testing was carried out on a Lenovo PC (3.00GHz, 2.00GB of RAM) with the use of Matlab 7.4. In our numerical experiment, the objective function has the form (3.15) and its smoothing function is defined by (3.16) and (3.7). We test three often used images: Lena image, Cameraman image and Phantom image, which are all gray level images with intensity values ranging from 0 to 1. The Lena and Cameraman images are of size n = 128 × 128. The Phantom image is of size from n = 128 × 128 to n = 256 × 256. The pixels of the observed images are contaminated by Gaussian white noise with signal-to-noise ratios of 45 dB for Table 1 and 60 dB for the other tables with blurring. The blurring function is chosen to be a two-dimensional Gaussian,
truncated such that the function has a support of 7 × 7.
For the regularization term, we use different potential functions ϕ i for i = 1, 2, 3. We choose D to be the identity matrix D 0 = I, or a matrix of a first-order difference operator:
or a matrix of a second-order difference operator with the Neumann boundary condition
Comparison with the continuation method in [24]
In this subsection, we make a comparison between the smoothing conjugate gradient method (Algorithm 2.2) and the continuation method [24] for the Lena image. Tables 1-2 Table 1 , and β = 0.02, α = 0.5 in Table 2 . In Table 1 , we stop the iteration if x k − x orig / x k ≤ 0.06 or the number of iterations exceeds 120. In Table 2 , for the CM method, we stop after computing 21 exterior iterations J ε 0 , · · · , J ε 20 and 15 interior iterations for every J ε k , k = 0, · · · , 20; for the SCG method we stop the iteration if the total number of iterations exceeds 120 or the inequality ∇f (x k , µ k−1 ) < 0.05 holds.
• CM: the continuation method proposed by Nikolova et al. in [24] .
• SCG: Algorithm 2.2, in which we set parameters ρ = 0.4, γ = 2, γ 1 = 0.5, ε 0 = 10 −10 , µ 0 = 1, δ = 0.1.
• Initial point: In both methods, we use 10 different initial points. The first 8 initial guesses are flat image (for example: 0.1 means all the pixel values are 0.1), and the ninth initial guess is the observed image and the last one is a random image.
• time: the CPU time in second.
• f (x orig ) and f (x k ): the function values of f at the original image and the stopping point, respectively.
Original Observed Figure 1 : The left and the right are the original Lena image and the observed Lena image, respectively.
• psnr: peak signal-to-noise ratios of the restored images, which is defined by psnr = −10 * log 10
where x orig is the original image, and · is the l 2 norm. Figures 1-2 show the original, observed and restored Lena images by these two methods. We can see that the SCG method performs better than the CM method in the sense that the SCG method obtains higher psnr of the restored image and needs less CPU time. On the other hand, the CM method has less function value at the terminated point. The ultimate value of µ k at the stopping point for the SCG method is about 0.0313.
Test results for Algorithm 2.2 with different potential functions and difference operators
In this subsection, we test the Cameraman image and the Phantom image by using the smoothing conjugate gradient method (SCG) with different potential functions and difference operators. We summarize numerical results in Tables 3-5 , where
• SCG: We set parameters ρ = 0.4, γ = 2, γ 1 = 0.5, ε 0 = 10 −10 , µ 0 = 1, δ = 0.1, β = 0.001, α = 1. We stop the iteration if the inequality ∇f (x k , µ k−1 ) < 0.1 holds. The observed image is used as the initial guess.
• iter: the number of iterations. • f (x k ) and ∇f k : the function value f (x k ) and the l 2 norm of ∇f (x k , µ k−1 ) at the stopping point, respectively. Numerical results show that the SCG method can efficiently reduce objective function values, improve peak signal-to-noise ratios of the image restorations and produce piecewise constant images. We can see from Figures 3-5 that the SCG method can preserve neat edge of the image. This effect is especially clear in Figures 4-5 . Moreover, the SCG method can deal with large-scale image problems with n = 256 × 256 = 65536 pixels. 
Conclusions
Nonsmooth and nonconvex minimization problem has been widely used in image restoration. However, existing minimization algorithms are not efficient for solving such problem. In this paper, we present an efficient smoothing nonlinear conjugate gradient method for large-scale, nonsmooth and nonconvex image restoration problems. This method is very easy to implement without adding any new variables, and ensures that any accumulation point of a sequence generated by this method is a Clarke stationary point.
