Development of a computational weld mechanics (CWM) framework that automates multiple setups and evaluations is required to practically explore a design space by given design of experiment (DOE) matrices. Saving an expert-user's time to prepare several analyses and allocating CPUs to be utilized efficiently make this framework cost effective and time effective to manage designer-driven optimization and control application of CWM. A validation analysis is conducted in this framework to identify the CWM control vector that minimizes the difference between the computed and experimental data. Actual CWM problems with continuous and/or discontinuous parametric design spaces are solved in this framework to minimize weld distortion using derivative-free optimization algorithms and DOE matrices that become attractive in this framework.
Introduction
Computational weld mechanics (CWM) deals with the models, algorithms, and software to predict the behaviour of welds in the welded structures. CWM uses mature algorithms with a good level of reliability. Such capability is desired in product design. It is a common belief that a wise decision affects cost and performance downstream of the product manufacturing and service. The Boeing Company, for example, showed several years ago that 70 % of the cost incurred later in manufacturing is determined by decisions made in very early stages of the design. Despite CWM being capable of supporting these wise decisions, there is a little application in practice. Very few companies that are dependent on welding uses CWM for routine engineering. CWM applications are mostly defined in R & D departments. But why?
The main limitation comes from the fact that models are complex because the physics of welding is complex. Such a complexity means that the user needs training and experience to run a project, the expert-user time to prepare a project is significant, and CPU time can be long. In addition, industrial CWM problems require solving several projects. In practice, a designer could not make a decision based on a single analysis and must evaluate many analyses. Human error in multiple analyses is very likely and managing several analyses may become too complex.
Not only the implementation is limited in practice, it appears that decision makers do not trust CWM predictions to be correct compared to experimental data, nor do these decision makers believe that the implementation can be completed within feasible time, and be cost effective. This paper addresses these practical limitations. Yet, comparing CWM with experimental data is challenging because of the lack of experimental data. It requires a careful experiment design including parameter uncertainty and interactions. ASME V & V standard requires the quantification of uncertainty in the data (1) . The knowledge does exist in the field of design of experiment (DOE) in the context of statistical analysis. However, the current applications use one, or in some case two trial points of experimental measurement. Having valid experimental data, then then the task is to identify the CWM control vector that minimizes the difference between the computed and experimental data. This task is not as challenging as obtaining accurate experimental measurement and the challenging task remains of collecting valid experimental data.
A designer cannot make decision based on one analysis and reality requires solving tens to hundreds of analyses in a feasible response time and cost. Heavy machinery industries, for example, need a weld sequence of several welding beads to be optimized in 30 days. This problem requires a combinatorial optimization with a significant number of analyses to be computed and compared. This is not an easy task to perform.
Designer-Driven Optimization
If you pretend that you are a designer, what support would you like to have to run a designer-driven optimization. Optimization is actually solving a nonlinear programming (NLP) to find the best configuration of design parameters from many candidates. A designer lives in a design/control space with n dimensions in which each dimension is a design parameter (see Fig. 1 ). Every node in this space, X m , is one design configuration with a set of control vectors. Given a CWM project as a system of interest, there is a map between each node in the design space to a node, Y m , in the state space or response manifold of the system. Each map, P m is actually a CWM analysis. Having m nodes for exploring the design space needs m CWM evaluations. There exists a scalar objective function that shows how good or bad the design is for the sake of comparison. After m CWM evaluations, therefore, another map is required from the state space to the objective function scalar. This objective function is defined by the user and might change in different problems. Having a new objective function, does not necessarily need re-evaluation of the m CWM projects.
A designer decides which node is to be evaluated in order to explore the design space. If it is written in a matrix form, each row is one CWM analysis and each column is one set of values for one design parameter. This is formally a design of experiment (DOE) matrix with m rows and n columns for m CWM evaluations with n design parameters. Having a DOE matrix, the designer should not have to care how it is implemented. What is useful for the designer is to have the values of the objective function for each row of the designed DOE matrix to make decision. Therefore the DOE matrix is the communication language between a designer and a machine that automates the mapping between the spaces, and returns the values of the objective function for each row back to the DOE matrix.
Actual problems can use a DOE matrix or sequence of DOE matrices that require multiple analyses. In an optimization problem, the software is available and if the capability of the analyses exists, the optimization and control is straight forward.
CWM Design Space
There are about 300 parameters in the CWM software model as listed below. Most of values are from outside of welding and about 20 to 30 belong to welding. A design space exploration with less than 10 parameters, and parametric design space exploration with about 5 parameters results in a quite large space to explore. CWM design space can include:
• Weld Process;
Process type, weld power, traveling speed, double ellipsoid shape, ...
• Weld Joint; Weld path, weld start/end time, start/end position, delay times, ...
• Weld Sequencing; Number of sub-passes/weld path, different sequencing patterns, sequential/simultaneous patterns, inter-pass temperature, ...
• Fixtures and Boundary Conditions; Dirichlet/Neumann BCs, clamping position, apply/release time, convection coefficient, contact parameters, and so on.
• Chemical Composition; Carbon, alloying components, uncertainty range, ...
• Material Properties; Temperature and phase dependent specific heat, thermal conductivity, initial grain size, initial hardness, Young modules, Poisson's ratio, yield stress, hardening modulus, ...
• Solver Parameters; Solver type, heat source model used, number of NR iterations, convergence criteria, ...
• Meshing and Parts; Mesh type, level and type of refinement, coarse-fine perturbation, rigid body movement, contacts, ...
• Initial State; Data flow from other projects, re-start time step, result mapping, ...
Typical industrial CWM problems could be; a) Mitigation of distortion and/or residual stress that impact cost and service life of the product. The knowledge for related mitigation techniques has existed since the 1950s when Okerblom (2), Vinkurov (3) Figure 1 Designer-driver control and optimization.
and Yang et. al. (4) understood the distortion and residual stress in welding. However, software capable of solving industrial CWM is now maturing but they are few publications on exploring multi-dimensional design spaces, b) Weld sequence optimization which is basically solving a combinatorial optimization for exploring a discontinuous design space with isolated points. These problems require a great number of evaluations, c) Sensitivity analysis that tries to approximate the derivative of objective function wrt design parameters. Unless the design space is small for sensitivity analysis, derivative approximation is not feasible, and d) Randomness and uncertainty distribution in the performance from geometric perturbation, procedure, properties, and so on.
What is done so far in the literature for the CWM; Song et. al. (5) conducts direct differentiation that is powerful but hard to implement in real problems; Voutchkov (6) constructs a surrogate model with 27 evaluations; Schenk (7) and Schewnk (8) work on the effect of fixturing on the distortion with a range of 10 to 14 evaluations; Tsai (9) develops joint rigidity method (JRM) including 171 evaluations. Tsai's number of evaluations is considerable but the time to finish the project is long. Lack of capability of solving several evaluations in an effective time and cost, limits the process of solving real industrial problems.
Automated Framework
One approach to implementing a software framework for CWM to solve control and optimization problems could be an automated framework to support multiple CWM analyses specified by a given DOE matrix. This framework could save user time by avoiding repetitive tasks, prevents human error in multiple setups, utilize CPUs efficiently, and manage the multiple analyses. Such a framework could make CWM more cost and time effective. The proposed concept of such a framework is shown in Fig. 2 . The tasks for user(s) are to setup a base project, design a DOE matrix, define an objective function, and make decisions based on results. The machine automates the rest of the work as shown in Fig. 2 . The process starts from the base project and the machine creates a new project for each row in the DOE matrix. The base project has the role of manager or reference project and the analyses are done in each project while the base project remembers the connection to each project by assigning numbers to them. The user defines each column of the DOE matrix which is a design parameter in the base project and the machine applies the values in the DOE matrix to each project. After all columns of the DOE matrix are applied, the jobs (evaluation of the projects) are allocated to available cores/CPUs. The user defines an objective function in the base project and the machine loops over the projects to evaluate the user defined objective function when the CWM analyses of the projects are finished. The values for the objective function are collected in the base project as a result of the implementation of the DOE matrix for user decision making. If the result needs a new DOE matrix to be implemented, the user designs or machine generates the new DOE matrix and the process repeats.
To show how this process operates in practice, such framework is supported in VrSuite (10) software for CWM analysis and the steps are explained to show the practical implementation of this framework. The proposed idea of the framework, however, is not limited to VrSuite and can be supported in other software. Fig. 3 shows a typical graphical user interface (GUI) of VrSuite and the first step is to turn on the multiproject mode. This switch makes the current project the base project. The number of rows in the given DOE matrix (96 in this example) and the number of CPUs/cores to be utilized are defined as shown in Fig.  3 . This creates 96 projects copied from the base project and each project has a number from 1 to 96. The base project should be a complete project that is fully setup and has no setup error otherwise it propagates the error to the subprojects. Now it is time to assign the design parameters to the columns of the DOE matrix. Fig. 4 shows an example of assigning the first column that corresponds to the start time of the weld in this example. In a normal setup of a project, the start time of weld is in the GUI dialogue box under the weld joints parameters. When the multi project mode is on, bottom "set (m)" appears besides each parameter. Clicking on this bottom opens a browser window to select a text file that has all values of the first column. The machine assigns these values to each project. This process repeats for each column to complete the DOE matrix. The full matrix is allocated to the cores for running the analyses. The objective function is evaluated and the results are returned to a GUI box in the base project for the user to make decision.
Application of various solution techniques to CWM problems
This framework is employed for solving real CWM problems using different optimization algorithms and DOE matrices explained below. This shows the capability of such a framework for design space exploration in a variety of practical CWM problems.
Validation of CWM
Validation of a CWM code for a particular welding application requires an estimate of the difference between experimentally measured parameters and parameters computed by a computational model. This requires estimates of the uncertainty in both the experimental data and the computational data. This, in turn, requires careful design of both the experiment and the CWM model. The ASME V &V standard (1) gives guide lines. Even so, the experimental measurements for welding is usually one (or in some case two) trial measurement with no information about uncertainty quantification and correlation between the parameters. The role of the CWM control vector is to best approximate the observables from the available experimental data. Ref. (11) shows the current research group's experience in performing validation tests for a CWM code. It suggests that the greatest source of error is in specifying the control vector, i.e., the parameters that characterize the weld experiment. Once errors in the control vector have been reduced sufficiently, then errors in material composition, temperature dependent material properties, and evolution of microstructure become important.
Design Space Discretization
A continuous problem with a quite large range of possible variation in the design parameters could be discretized by a certain step size for each design parameter and use a full or reduced set of discretized points in a DOE matrix to give a well-covered map from the design parameters to a response surface. This approach could be effective if the response surface does not fluctuate too much, the number of design parameters is small or there are many available machines/cores to run a great number of analyses at the same time. This also could work effectively if the design parameters can be categorized with no significant correlation between the categories. Another usage is to test an initial coarse grid over a large domain in search for a global extremum. This method might need to continue using a sequence of adaptive refined grid DOE matrices. Ref. (12) describes an analysis that solves an optimization problem using this strategy to minimize distortion and show the sensitivity of the distortion of an edge weld on a 152 x 1220 x 12.5
[mm] bar of Aluminum 5052-H32 shown in Fig. 5 wrt the parameters of a clamping design space. The proposed concept of an automated framework that supports multiple CWM analyses specified by a given DOE matrix.
The technique used in (12) is pre-bending that generates a bending-profile of stress in the bar and puts the weld under a tension. This technique can reduce the distortion. The pre-bending value is highly correlated with the delay time for the pre-bending release after the weld is finished. Therefore, the design parameters of this CWM optimization problem are the pre-bending value and the delay time for the pre-bending release.
Nodal pre-bending
One strategy is to apply the pre-bending value in the middle of the bar as a nodal displacement. The design parameters; nodal pre-bending value and delay time, have a quite large range of possible variation and therefore the design space is discretized by picking 5 nodal pre-bending values and 9 delay times resulting in 45 points in the discrete design space. A full factorial DOE matrix that maps all of the 45 points, was used to give a fully-covered map of the design parameters. Using 4 cores, the DOE matrix finished in 9.6 hours and the minimum displacement of about zero was computed with no need to iterate, to shift, or to refine the discretization of the design space.
Parabolic pre-bending
Another strategy is to apply the pre-bending value as a parabolic displacement along the bottom edge of the bar. The DOE matrix is similar to the nodal pre-bending test using a meshed space of design parameters with 5 parabolic pre-bending values and 9 delay times. The upper and lower bounds are different for the parabolic pre-bending test and therefore the 5 parabolic prebending values are different from the 5 nodal pre-bending ones. Employing 4 cores and having a DOE matrix with the 44 points (divisible by 4) saves CPU time. From the behavior observed in the nodal pre-bending test, one node with a low probability of minimum is deleted and a DOE matrix of size 44 is used. This DOE matrix finished in 8.8 hours and the zero minimum was found accurately with no need to iterate, to shift, or to refine the discretization of the design space.
Regular and Least-Square Direct-Search
In a continuous response surface case, if the initial DOE matrix cannot find the optimum, there are directsearch algorithms that can learn from DOE matrices that have been evaluated and find a possible path toward an optimum. It, then, creates another DOE matrix for the next move. The algorithm repeats the learning from the previous results to follow a path until it reaches the minimum or some imposed limits. Different direct-search algorithms are available. A regular one moves to a new optimum chosen from the result of the last DOE matrix and forms a new DOE matrix for the next iteration. Least-square direct-search uses the least-square approximation to estimate the response surface and moves to the optimum point using the approximation model to guess the location and form a new DOE matrix for the next iteration. Ref. (13) describes an analysis that presents both regular and least-square direct-search methods for solving a constrained optimization problem.
This problem uses a side heater that introduces a tension around the weld to mitigate the distortion. The source of the side heater is characterized by a double ellipsoid model (14) moving parallel to the weld path. The design parameters are η, R, X & Y, power, radius of side heater, longitudinal and transverse shift of the side heater from welding arc respectively. The side heater could add plastic strain to the bar if the power density was too high. Therefore this CWM optimization problem was constrained to be in a feasible region with no plastic strain. The feasible region was determined by running thermal-stress analyses of the side heater with no weld for variations in the side heater's power and radius.
Regular Direct Search
The algorithm starts with the L 9 Taguchi matrix (15) and continues with a full-factorial DOE matrix of (X, Y) over a set of 4 nodes in the feasible region for η and R. Thereafter, the algorithm starts an iterative process to generate and solve a new DOE matrix in each iteration to search for the design parameters that minimize distortion. In terms of CPU time, each single analysis takes 48 minutes. Table 1 summarizes the number of cores, number of analyses and computation time used in each iteration for the regular direct-search DOE matrices. 
Least-Square Direct Search
Similar to the regular direct-search, the start point is the L 9 Taguchi matrix and a full-factorial DOE matrix of (X, Y) over a set of 4 nodes in the feasible region for η and R. The difference is in the iterative process to generate and use DOE matrices needed to reach the minimum distortion. Table 2 summarizes the number of cores, number of analyses and computation time, used in each iteration for the Least-square direct-search DOE matrix. The instance of"min test" in this table
comes from the procedure of the least-square directsearch algorithm that generates a trial minimum point from previous results and there is a single assessment on this point before generating the next DOE. The user time was to design an effective DOE matrices to find the optimal solution. The iterations create DOE matrices with different sizes and values for the parameters. The direct-search CWM optimization problem analyzed a total of 90 analyses. A manual implementation of such DOE matrices would requires weeks of user time for the CWM optimization to be finished. Automated implementation requires a single setup for a base project and little time to setup each DOE matrices. The total user time in the automated implementation is in the range of hours. The automation saves time by preventing human mistakes that are very likely in 90 manual setups. A CPU manager also helps an efficient machine-core utilization.
Regression/Response Surface Analysis
A reliability-based design needs to know how the uncertainty in design parameters changes the results. Monte Carlo is a robust algorithm to use in such cases. Increasing the number of design parameters raises the number of points in the sample space and therefore the number of rows in a DOE matrix for the Monte Carlo analysis. Ref. (16) describes an analysis that uses the Monte Carlo method to find the uncertainty distribution from weld parameters. The project is the bead-on-plate (Fig. 6 ) and the transverse residual stress is the objective function (Fig. 7) .
Initially the analysis deals with one parameter, i.e., welding current, and a 30 non-repetitive samplings from a normal distribution around 280 amp with standard deviation 5 generates a DOE matrix of size 30 × 1 for different welding currents utilizing 4 cores. Using an accurate model, this DOE matrix gives the distribution of residual stress, i.e., objective function, wrt the variation in welding current. The second part has four parameters of arc-weld-pool shape and a DOE matrix of 81 × 4 evaluations are used to construct a regression response surface as an estimator. This response surface is used for a Monte Carlo analysis with 10,000 random sample points from possible values of the parameters to observe the variation in the residual stress in the space of these parameters.
Control and Sensitivity Analysis
For the case of continuous response surface, some parameters in the design space might be required to meet an imposed constraint. For example, arc-weld-pool shape needs to be adjusted when the weld procedure parameters change. This is a control problem to find a configuration of four arc-shape parameters to keep the right shape. This control problem needs to explore the design space of the four parameters to find the best configuration of the parameters. Ref. (17) describes an analysis that presents such a design space exploration to control the arc-weld-pool shape as a part of a sensitivity analysis. The objective is to find the sensitivity of hot cracking in a 50 × 25 × 0.25 mm 316 stainless steel (Fig. 8) plate welded by the TIG process with a constant transverse force applied on the side surfaces, wrt weld procedure parameters and transverse traction. Sensitivity analysis has its own DOE matrix designed for different weld procedures and tractions. The weld procedures in the sensitivity DOE matrix uses an internal control problem to adjust the arc-weld shape by 9 DOE matrices designed to explore the control design space. This project employed a post processor that uses a data flow from thermal and stress analysis to decide if an FEM Gauss point is susceptible for hot cracking. This shows a capability of using a user-written post processor in the multi-project CWM design space exploration. Figure 8 The thermal distribution in the plate used in control and sensitivity analysis.
Surrogate/Meta Model
A combinatorial optimization problem, e.g., weld sequence optimization, has a discontinuous design space with a set of isolated points. The simplest approach for a combinatorial problem is to run all possible combinations to find the optimum. When one cannot afford to generate the results for all points in the design space with an accurate model, reduced space methods can be used. These methods work on a sub-space of the design space instead of the total space. Surrogate models are one kind of a reduced space method. They construct an estimator from the information acquired from a sample space, to approximate the results over the complement space of the sample space. Compared to an accurate model, the surrogate models should be significantly cheaper so that it would be feasible to use them over tens of thousands points in a design space. Although surrogate approaches can be efficient, a concern is that users have to invent a recipe for each specific case. Ref. (18) describes an analysis in which a surrogate model is demonstrated to minimize the distortion in a girth weld of a pipe ( Fig.  9 welded with six sub-passes as shown in Fig. 10 . Each layer is divided into three sub-passes and each sub-pass covers 1/3 of the whole layer. The two pipes are tackwelded prior to welding at three points and each sub-pass starts from one tack-weld and ends on the next one. Here, the letters a, b, and c denote the sub-passes from tackweld 1 to tack-weld 2, tack-weld 2 to tack-weld 3 and tack-weld 3 to tack-weld 1 respectively. Each sub-pass can be done either clockwise or counter-clockwise; here a negative sign denotes the counter-clockwise direction. Therefore there is a sequence of 3 sub-passes chosen from a, -a, b, -b, c, and -c for each layer. The best sequence was (a, -b, -c) for the first layer and (c, b, a) for the second layer. The worst sequence was (-a, -b, -c) for the second layer. Figure 9 A snapshot of the thermal analysis of the girth weld of a pipe used to construct a surrogate model. This combinatorial optimization starts with a DOE matrix with 6 analyses for the first layer to find the minimum distortion at the end of the first layer. Thereafter, it initializes the stress state of this minimum as the starting point for the analysis of the second layer. It uses a DOE matrix with 14 analyses chosen from a total of 48 combinations to construct a surrogate model that approximates the distortion for the remaining combinations. A full factorial DOE matrix including all combinations is tested to check the accuracy of the surrogate model over all points in the combinatorial space.
Comparison of DOE Matrices Used in the Projects
A summary of DOE matrices and algorithms used in these problems is given in Table 3 .A total of 505 CWM analyses are implemented with 33 DOE matrices. In all cases, the machine was a 3.3 GHz Intel quad-core processor.
The remarks are that the user time to setup CWM DOE matrices changes little for different projects, one base project can be used for different techniques, and it remembers the history of the work done.
The human time to set up a CWM optimization problem is mostly the time to set up the analysis of the first base or reference design and the user-decision-time to design the DOE matrix. Once a design is created, most of the human time is spent in designing the DOE matrices. In some cases, a DOE matrix can be reused for different projects. For example, the DOE matrix needed to do the combinatorial CWM optimization to find the sequence of sub-passes of a weld pass divided into N subpasses.
An expert in CWM setup can create a base CWM design and ship it to the design team. They can implement the DOE matrix to do designer-driven CWM optimization that could require hundreds of analyses. The design team does not need to know how to setup the CWM base project. The design team can focuses on design space exploration. This is similar to solving a math problem using Mathematica that enables the user to focuses on the problem independent of the mathematical complexity hidden behind the Mathematica commands.
In many cases, a base project could be reused for different DOE matrices. For example, CWM optimization can be implemented for different mitigation techniques to find the best optimum among the techniques. The side-heater and pre-bending projects discussed in previous sections for an edge welded bar are examples of such cases.
It is also possible to use ideas from computer learning to generate a lower dimensional function space, such as surrogate models, to reduce the CPU time to analyze a DOE matrix. This is expected to be more important in larger projects where many analyses have to be done or when the CPU time for a single analysis is too long.
Although the structures analyzed in this paper are relatively simple this methodology is directly applicable to any welded structure. CPU time per analysis would increase for larger more complex structures but the human time to set up the DOE matrix would change little.
The examples presented have demonstrated that CWM analysis using a DOE matrix in CWM is now practical for optimizing many of the decisions required in the design of welded structures.
Conclusion and Conjecture
Developing an automated framework that supports multiple analyses of welded structures saves user time by avoiding repetitive tasks and organizing the evaluation. This enables the user to devote more time to designing a more efficient DOE matrix. The core competency of the framework is an automated implementation of m × n DOE matrices of a CWM problem without accumulated people time to make multiple setups in addition to an allocation manager for utilizing an efficient CPU time to run. In this framework the user time to setup CWM DOE matrices changes little from a small and simple project to a large and complex project. However, because CPU time is expected to be critical in large and complex projects, reducing the number of analyses in DOE matrices is important and needs a proper and effective DOE matrix design. The users' creativity, experience, and skill play a critical role in such a DOE matrix design. Parametricdesign DOE matrix can be a proper viewpoint for design in this framework that takes advantage of simultaneous multiple trial solutions versus single-design DOE matrix for one result at a time. However, supporting interactive DOE matrix design and analyses is found to be an efficient way for solving large industrial CWM DOE matrix projects.
The results presented here have demonstrated that using a DOE matrix in CWM is now practical for optimizing many decisions in the design of welded industrial structures. This is a powerful tool for a designer-driven optimization that a design group is able to do the optimization in the design stage with a knowledge of downstream welding and production engineering which is in contrast with the traditional practice of the designer waiting for the feedback from welding and production engineers to complete the design and handing off the optimization to a specialist. The conjecture of the authors is that designer-driven optimization of the design of welded structures is now feasible for routine engineering in industry. 11 Figure 4 An example of assigning the first column of DOE matrix which is the start time of the weld here.
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