Let H be a fixed graph on h vertices. We say that a graph G is induced H-free if it does not contain any induced copy of H. Let G be a graph on n vertices and suppose that at least n 2 edges have to be added to or removed from it in order to make it induced H-free. It was shown in [5] that in this case G contains at least f ( , h)n h induced copies of H, where 1/f ( , h) is an extremely fast growing function in 1/ , that is independent of n. As a consequence, it follows that for every H, testing induced H-freeness with one-sided error has query complexity independent of n. A natural question, raised by the first author in [1], is to decide for which graphs H the function 1/f ( , H) can be bounded from above by a polynomial in 1/ . An equivalent question is for which graphs H, can one design a one-sided error property tester for testing induced H-freeness, whose query complexity is polynomial in 1/ . We settle this question almost completely by showing that, quite surprisingly, for any graph other than the paths of lengths 1,2 and 3, the cycle of length 4, and their complements, no such property tester exists. We further show that a similar result also applies to the case of directed graphs, thus answering a question raised by the authors in [9] . We finally show that the same results hold even in the case of two-sided error property testers. The proofs combine combinatorial, graph theoretic and probabilistic arguments with results from additive number theory.
algorithm which, given the quantity n and the ability to make queries whether a desired pair of vertices of an input graph G with n vertices are adjacent or not, distinguishes with probability at least 2 3 between the case of G satisfying P and the case of G being -far from satisfying P . Such an -tester is a one-sided -tester if when G satisfies P the -tester determines that this is the case (with probability 1). The -tester is a two-sided -tester if it may determine that G does not satisfy P even if G satisfies it. Obviously, the probability 2 3 appearing above can be replaced by any constant smaller than 1, by repeating the algorithm an appropriate number of times.
The property P is called strongly-testable, if for every fixed > 0 there exists a one-sided -tester for P whose total number of queries is bounded only by a function of , which is independent of the size of the input graph. This means that the running time of the algorithm is also bounded by a function of only, and is independent of the input size.
In what follows we denote by P 2 , P 3 and P 4 the paths of lengths 1,2 and 3 (which have 2,3 and 4 vertices respectively), and by C 4 , the cycle of length 4. We measure query-complexity by the number of vertices sampled, assuming we always examine all edges spanned by them. For a fixed graph H, let P * H denote the property of being induced H-free. Therefore, G satisfies P tion of testability for combinatorial objects, and mainly for labelled graphs, was introduced by Goldreich, Goldwasser and Ron [23] , who showed that all graph properties describable by the existence of a partition of a certain type, and among them k-colorability, have efficient -testers. The fact that k-colorability is strongly testable is, in fact, implicitly proven already in [12] for k = 2 and in [27] (see also [2] ) for general k, using the Regularity Lemma of Szemerédi [30] , but in the context of property testing it is first studied in [23] , where far more efficient algorithms are described. These have been further improved in [7] . The notion of property testing has been investigated in other contexts as well, including the context of regular languages, [6] , functions [21] , [8] , [3] , [19] , [20] , computational geometry [16] , [4] , graph and hypergraph coloring [15] , [8] , [11] and other contexts. See [22] , [28] and [18] for surveys on the topic.
The Main Results

Background
In [5] it is shown that every first order graph property without a quantifier alternation of type "∀∃" has -testers whose query complexity is independent of the size of the input graph. It follows from the main result of [5] that for every fixed H, the property P * H is strongly testable. Although the query complexity is independent of n, it has a huge dependency on 1/ (the fourth function in the Ackerman Hierarchy, which is a tower of towers of exponents). In [2] , it was shown, using Szemerédi's Regularity Lemma, that for every fixed H, the property P H is also strongly testable. This result was generalized to the case of directed graphs (=digraphs) in [9] , by first proving a directed version of the regularity lemma. In the above two cases the query complexity is also huge, a tower of 2's of height polynomial in 1/ . For some graphs, however, there are obviously much more efficient property testers than the ones guaranteed by the above general results. For example for the case of H being an edge, there is obviously a one-sided error property tester for both P H and P * H , whose query complexity is Θ(1/ ). A natural question is therefore, to decide for which graphs H can one design a one-sided error property tester for P H or P * H , whose query complexity would be bounded by a polynomial of 1/ . We call a property P easily testable if there is a one-sided error property tester for P whose query complexity is polynomial in 1/ .
In [1] it is shown that for an undirected graph H, P H is easily testable if and only if H is bipartite. The authors of [9] obtain a precise characterization of all the directed graphs H for which P H is easily testable. As is evident from this characterization, recognizing these digraphs is rather difficult. Indeed, it is shown in [9] that deciding whether for a digraph H, P H is easily testable, is N P -complete. The next natural steps, suggested in [1] and [9] , are therefore to give characterizations of the graphs and digraphs H for which P * H is easily testable. In this paper we give nearly complete such characterizations in both cases. .
The new results
As P 2 -freeness can obviously be tested with query complexity Θ(1/ ), the following theorem, together with the above theorem, supplies a complete characterization for the graphs H for which P * H is easily testable, except for the case of P 4 , C 4 and its complement (the complement of P 4 is also P 4 ).
Theorem 2.2.
There is a one-sided error property tester for testing P 3 -freeness, with query complexity
We also prove the following theorem, which is analogous to Theorem 2.1, only with respect to digraphs. 
Organization
The (relatively short) proof of Theorem 2.2 appears in section 3. The lower bound proved by Theorem 2.1 is established in section 4. To prove this result we have to construct, for any graph H (other than the ones mentioned in the theorem) and any small > 0, a graph G which is -far from being induced H-free and yet contains relatively few induced copies of H. The proof of this part, described in Section 4, uses the approaches of [1] and [9] , but requires several additional ideas. It applies certain constructions in additive number theory, based on (simple variants of) the construction of Behrend [10] of dense subsets of the first n integers without three-term arithmetic progressions. The proof of Theorem 2.3 also appears in section 4. In Section 5 we give the proof of Theorem 2.4 which extends the lower bounds of Theorems 2.1 and 2.3 to the more general cases of two-sided error property-testers. The final section, Section 6, contains some concluding remarks and open problems.
Throughout this paper we assume, whenever this is needed, that the number of vertices n of the graph or digraph G considered is sufficiently large, and that the error parameter is sufficiently small. In order to simplify the presentation, we omit all floor and ceiling signs whenever these are not crucial, and make no attempt to optimize the absolute constants. In order to make the presentation simple, from here on, when we refer to a copy of H in G, we always refer to an induced copy of H in G. Also, when we speak of the property of being H-free, we mean the property of being induced H-free.
Easily Testable Graphs
In this section we describe the proof of Theorem 2.2. The property-tester for P 3 -freeness works as follows: it picks a random subset of, say, 10 log(1/ )/ vertices, and checks if there is an induced copy of P 3 spanned by the set. It declares G to be P 3 -free if and only if it finds no induced copy of P 3 . If G is P 3 -free, the algorithm clearly always answers correctly. We therefore only have to show that if G is -far from being P 3 -free, the algorithm finds an induced copy of P 3 with probability at least 2/3.
Let High denote the set of vertices of such a graph G whose degree is at least 4 n. Note that intuitively, the vertices that belong to High have the highest contribution to G being -far from P 3 -free. We formulate this intuition as follows: Proof. Assume this is not the case. Then we can make less than 2 n 2 changes within W and get a graph that contains no induced copy of P 3 within W . We then remove all the edges that touch a vertex not in High∪W (as these vertices do not belong to High, there are at most n · 4 n such edges), and any edge that touches a vertex in High \ W (there are at most 4 n · n such edges as by the assumption |High \ W | ≤ 4 n). We thus get a graph that is P 3 -free. As altogether we make less than n 2 changes in G, this contradicts the assumption that G is -far from being P 3 -free.
We call a set A ⊆ V (G) Good if all but at most 4 n of the vertices that belong to High have a neighbor in A.
Claim 3.2. A randomly chosen subset A ⊆ V (G) of size 8 log(1/ )/ is Good with probability at least 7/8.
Proof. Let A be a randomly chosen subset of size 8 log(1/ )/ , and consider a vertex v ∈ High. The probability that A does not contain any neighbor of v is at most (1 − 4 ) 8 log(1/ )/ ≤ 2 ≤ /32 (here we assume that < 1/32). As High is of size at most n, we conclude that the expected number of vertices that belong to High and have no neighbor in A, is at most
We will use the following simple and well known observation about the structure of P 3 -free graphs: A graph is P 3 -free if and only if it is the disjoint union of cliques.
Proof of Theorem 2.2 We first choose a random subset A of size 8 log(1/ )/ . Assume that A is Good. If A contains an induced copy of P 3 we are done. Otherwise, by the comment above there is a unique partition of A into cliques
If u is connected to vertices in A that belong to different C i , then pick any of these numbers. This numbering induces a partition of all the vertices of G that have a neighbor in A into r subsets. As G is by assumption -far from being P 3 -free, and A is by assumption Good, Claim 3. . The probability of A failing to be Good is at most 1 8 , and the probability of B not containing any of the required pairs of vertices is also at most 1 8 . Hence, with probability at least 3 4 the induced subgraph on A ∪ B is not P 3 -free. As |A| + |B| = O(log(1/ )/ ) the proof is complete.
Hard to Test Graphs and Digraphs
In this section we give the proofs of Theorems 2.1 and 2.3. The approach uses a construction in additive number theory, which uses the technique of Behrend Proof. The main idea of the proof is to construct the set X by representing a set of numbers in base d, make sure that there is no carry in their (base d) addition, and finally use a convexity argument. Let d be an integer (to be chosen later) and define
where k = log m/ log d − 1 and B is chosen to maximize the cardinality of X. Assume there are x, y, z ∈ X that satisfy the equation ax + by = cz, where a, b, c ≤ h are positive integers, a + b = c, and
By the convexity of the function f (z) = z 2 this implies that ax
and the inequality is strict unless all three numbers x i , y i and z i are equal. However, if for some i the inequality is strict, we have
which is impossible as by definition of
Thus, x i = y i = z i for all i, and X has no nontrivial solution to the above equation. We now aim at giving an upper bound for m/|X|. We lose a factor of at most d 2 of the numbers {1, . . . , m}, due to taking k = log m/ log d −1. As we restrict x i < d/h, we lose a factor of h per digit, for a total of h k+1 .
we chose B to maximize |X|, we can't lose more than the average, hence, this is a factor of at most (k
We conclude that
log m log h , we conclude (with room to spare) that
We proceed with the proofs of Theorems 2.1 and 2.3. It is convenient to start the discussion with digraphs and then obtain the results for undirected graphs as a special case, (as they can be viewed as symmetric digraphs).
An s-blow-up of a digraph H = (V (H), E(H)) on h vertices is the digraph obtained from H by replacing each vertex v i ∈ V (H) by an independent set I i of size s, and each directed edge (v i , v j ) ∈ E(H), by a complete bipartite directed subgraph whose vertex classes are I i and I j , and whose edges are directed from I i to I j . Note that if we take an s-blow-up of H, we get a graph on sh vertices that contains at least s h induced copies of H, where each vertex of the copy belongs to a different blow-up of a vertex from H (simply pick one vertex from each independent set). We call these copies the special copies of the blow-up. As each pair of vertices in the blow-up is contained in at most s h−2 special copies of H, it follows that adding or removing an edge from the graph can destroy at most s h−2 copies of H. We conclude that one must add or remove at least s h /s h−2 = s 2 edges from the blow-up in order to destroy all its special copies of H. For the proofs of Theorems 2.1 and 2.3, we will need the following lemma, in which a triangle in a digraph is simply three vertices u, v, w, such that there is at least one edge between each of the three pairs. H v 1 , . . . , v h , and let V 1 , V 2 , . . . V h be pairwise disjoint sets of vertices, where |V i | = im and we denote the vertices of V i by {1, 2, . . . , im}, where, with a slight abuse of notation, we think on the sets V i as being pairwise disjoint. We now construct a graph F whose vertex set is the union of the sets
In other words, for each 1 ≤ j ≤ m and x ∈ X, the graph F contains a copy of H, denoted by H j,x , which is spanned by the vertices j, j + x, j + 2x, . . . , j + (h − 1)x. Note that each of these m|X| copies of H is spanned by a set of vertices that forms an arithmetic progression whose first element is j and whose difference is x. A crucial implication is that F contains m|X| copies of H, such that each pair of copies have at most one common vertex. In what follows we call these m|X| copies of H in F , the essential copies of H in F . Finally, define
and let G be the s-blow-up of F (together with some isolated vertices, if needed, to make sure that the number of vertices is precisely n).
We now turn to show that G is indeed -far from being H-free. Consider two essential copies of H in F , H 1 and H 2 . As was noted above, H 1 and H 2 share at most one vertex v i in F . It follows that their corresponding blow-ups in G will share at most one common independent set I i , which replaces the vertex v i from F . Now, consider the blow-ups of H 1 and H 2 in G, denoted T 1 and T 2 . As T 1 and T 2 share at most one common independent set, we conclude that adding or removing an edge from G, can either destroy special copies of H that belong to T 1 , or special copies of H that belong to T 2 (or not destroy any copies at all). As was explained above, in order to destroy all the special copies of an s-blow-up of H, one needs to add or remove at least s 2 edges from the blow-up. As G contains m|X| blow-ups of essential copies of H, we conclude that one has to add or delete at least triangles, then the total number of triangles in G is at most h 3 c log (1/ ) n 3 , which is still at most c log (1/ ) n 3 .
Fix any three subsets U i , U j , U k such that i < j < k, and recall that they are the result of an s-blow-up of V i , V j , V k . As there are no edges within these sets any triangle spanned by them must have exactly one vertex in each set. Note, that if the sets span a triangle whose vertices belong to the independent sets 
As this is a triangle, there must also be some z ∈ X such that
We conclude that the following equation in positive coefficients, whose values are at most h, holds
As X is h-sum free, it follows that x = y = z, hence V i , V j , V k span precisely m|X| triangles of the form
for every 1 ≤ t ≤ m and x ∈ X. We conclude that
, the proof is complete.
The proofs of Theorems 2.1 and 2.3 now follow easily from the above lemma.
Proof of Theorem 2.1: Let H be a fixed graph on h vertices. A simple yet crucial observation is that for every graph H testing P * H is equivalent to testing P * H , where H is the complement of H. Note, that this relation does not hold for testing P H . It follows that in order to prove a lower bound for testing P * H , we may prove a lower bound for testing P * H . Given a one-sided error -tester for testing Hfreeness we may assume, without loss of generality, that it queries about all pairs of a randomly chosen set of vertices (otherwise, as explained in [5] , every time the algorithm queries about a vertex pair we make it query also about all pairs containing a vertex of the new pair and a vertex from previous queries. This may only square the number of queries. See also [24] for a more detailed proof of this statement.) As the algorithm is a one-sided-error algorithm, it can report that G is not H-free only if it finds a copy of H in it. Observe, that if the tester picks a random subset of x vertices, and an input graph contains only c log (1/ ) n h copies of H, then the expected number of copies of H spanned by x is at most x h c log (1/ ) , which is far smaller than 1
It follows by Markov's inequality that the tester finds a copy of H with negligible probability. It is therefore enough to show that for any undirected graph H, other than P 2 , P 3 , P 4 , C 4 and their complements, there is a graph G on n vertices which is -far from being H-free, yet contains only c log (1/ ) n h copies of H.
If h ≥ 6, then it follows from the simplest result in Ramsey Theory (c.f., e.g., [25] , page 1) that either H or H must contain a triangle. Hence, assuming that H contains a triangle, we can use Lemma 4.2 to construct a graph G on n vertices which is -far from being H-free and yet contains at most c log (1/ ) n h copies of H. For h = 5, the only graph H, such that neither H nor H contain a triangle is C 5 (the cycle of length 5, whose complement is also C 5 ). In this case we can use the fact that C 5 is the core of itself to prove that P * C 5
is not easily testable. See subsection 4.1 for more details. As for h = 2, 3, 4 the only graphs H for which H and H are triangle-free are P 2 , P 3 , P 4 , C 4 and their complements, the proof is complete.
Proof of Theorem 2.3:
The proof is similar to the proof of Theorem 2.1. One only has to note again that for every digraph H, on at least 6 vertices, either H or H contains a triangle, and that the only digraph on 5 vertices which does not have this property is the digraph D 5 obtained from C 5 , by replacing each undirected edge with two anti-parallel directed edges. We discuss this special case in subsection 4.1. Though the theorem does not explicitly state it, we can also conclude from Lemma 4.2 that the same lower bound applies for any digraph H on 3 or 4 vertices such that either H or H contains a triangle. In subsection 4.1 we discuss some more digraphs for which we can obtain similar bounds.
Graphs which are cores of themselves
In this subsection we briefly argue how to use the results of [9] in order to obtain lower bounds for some digraphs on 3,4 and 5 vertices. We first need some definitions.
The core of a digraph H, is the smallest subgraph of H (with respect to number of edges) to which there is a homomorphism from H. In [9] the authors establish a lower bound similar to those of Theorems 2.1 and 2.2 for testing P H for any digraph H whose core contains at least one cycle of length at least 3. As in the proof of Lemma 4.2 the main ingredient of the proof (Lemma 8 in [9] ) is a construction of a digraph that is -far from being H-free and yet contains relatively few copies of H. Though it is not explicitly stated in [9] , in case H is the core of itself, the constructed graph is actually also -far from being induced H-free, and contains relatively few induced copies of H. Thus we can use the result of [9] to obtain similar lower bounds for any digraph H on 3,4 or 5 vertices such that either H or H is the core of itself and contains a cycle of length at least 3. This in particular holds for D 5 , and therefore also for C 5 , as testing P C 5 is a special case of testing P D 5 . As was noted in [9] , any directed cycle C that contains a non equal number of forward edges and backward edges is the core of itself. Thus, any digraph on 4 vertices that contains such a cycle of length 4 (e.g. a Hamilton cycle) is the core of itself, and we can use the result of [9] to obtain a lower bound for this case as well.
Two-Sided Error Property-Testers
For the proof of Theorem 2.4 we apply Yao's principle [31] , by constructing, for every fixed graph H, for which a lower bound was established in has no two-sided -tester with query complexity polynomial in 1/ . We thus assume that H is a graph on at least 6 vertices. As in the proofs of Theorems 2.1 and 2.3, testing P * H with two-sided error has the same query complexity as testing P * H , thus we assume that H contains at least one triangle.
Proof of Theorem 2.4: Let H be a fixed digraph which contains at least one triangle. Given n and , let X, m and the sets V i be as in the proof of Lemma 4.2. Construct the digraph F just as in the proof of Lemma 4.2, and remember that it consists of m|X| pairwise edge disjoint copies of H which we called the essential copies of H in F (though it may well contain additional copies of H).
To construct D 1 which consists of digraphs that are -far from being H-free with high probability, we first construct F 1 by removing each of the m|X| essential copies of H, randomly and independently, with probability 1 − 1/|E(H)|. We then create G 1 by taking an s blow up of The distribution D 2 of digraphs that are H-free, is defined by first constructing F 2 by randomly, independently and uniformly picking from each of the m|X| essential copies of H a single edge, and removing all the other edges of that copy. We then create G 2 by taking an s blow up of F 2 adding isolated vertices, if needed. Finally, D 2 consists of all randomly permuted copies of such digraphs G 2 . The main argument of Lemma 4.2, states that the graph F defined in the lemma contains only triangles whose three edges belong to one of the essential copies of H. Hence, keeping a single edge from each of these copies results in a triangle free graph, and in particular all the graphs in G 2 are H-free. Now consider a set of vertices S in G 1 (or G 2 ) and its natural projection to a subset of V (F ), which we also denote by S with a slight abuse of notation. Suppose S has the property that it does not contain more than two vertices from any one of the essential copies of H. If this property holds, then each edge spanned by S is contained in a different essential copy of H. Therefore, each edge has probability 1/|E(H)| of being in F 1 , and these probabilities are mutually independent. Similarly, each such edge has probability 1/|E(H)| of being in F 2 and these probabilities are also mutually independent. It follows that in this case, sampling a digraph G from D 1 , and looking at the induced digraph on a set S with the above property, has exactly the same distribution as sampling a digraph G from D 2 , and looking at the induced digraph on S.
To complete the proof we have to show that no deterministic algorithm can distinguish between the distributions D 1 and D 2 with constant probability. To this end, it is clearly enough to show that with probability 1 − o(1), any deterministic algorithm that looks at a digraph spanned by less than (1/ ) c log 1/ vertices, has exactly the same probability of seeing any digraph regardless of the distribution from which the digraph was chosen. By the discussion in the previous paragraph, this can be proved by establishing that, with high probability, a small set of vertices does not contain three vertices from the same essential copy of H. For a fixed ordered set of three vertices in S, consider the event that they all belong to the same essential copy of H. The first two vertices determine all the vertices of one of these copies uniquely. Now, the conditional probability that the third vertex is also a vertex of the same copy is h/|V (F )| ≤ h/m. By the union bound, the probability that the required property is violated, assuming |S| = D, is at most As this argument has no qualitative advantage, we described the simpler one given above.
Concluding Remarks and Open Problems
• As in the case of P H , there is a huge gap between the general upper bounds for testing P * H that were established in [5] , and the lower bounds in this paper. It would be very interesting, and probably challenging, to improve any of these bounds. Even in the seemingly simplest case of H being a triangle, we do not know how to improve these bounds.
• Another interesting open problem is to complete the characterizations of easily testable properties P * H for undirected graphs H, by solving the cases of H = P 4 , C 4 (recall that testing the complement of C 4 is equivalent to testing C 4 ). The case of testing P 4 -freeness seems the simplest one to resolve, since there are known structural results, that characterize P 4 -free graphs. These graphs are also known as Complement Reducible graphs, or Cographs for short, and they are precisely the graphs formed from a single vertex under the closure of the operations of union and complement, see [14] and [26] . Cographs arise naturally in such application areas as examination scheduling and automatic clustering of index terms. Cographs have a unique tree representation called a Cotree. It might be possible to use this characterization, and the unique tree representation in order to design an efficient tester for P 4 -freeness.
• Combining Theorem 2.3 and subsection 4.1, the only unclassified digraphs on 3 vertices are the graph obtained from P 3 by replacing one edge with two anti-parallel edges, and the other by a single edge, and the graph obtained from P 3 by replacing both edges with two anti-parallel edges. As all the digraphs on at least 5 vertices are hard to test, the only remaining unclassified digraphs are the digraphs H such that neither H nor H contains a triangle, and neither H nor H contains a cycle of length 4 and is the core of itself (e.g. the graph obtained from either C 4 or P 4 by replacing each edge with two anti-parallel edges). It will be interesting to classify these cases as well.
• There is an interesting possible connection between the problem of graph isomorphism and testing P * H . It is known (see [13] ) that for any graph H ∈ {P 2 , P 3 , P 4 , C 4 }, the graph isomorphism problem can be solved in polynomial time for H-free graphs. Moreover, for any other H, any instance of the graph isomorphism problem can be reduced to an instance that is H-free. Thus, in some sense, the problem on H-free graphs, for H other than P 1 , P 2 , P 3 and C 4 , is isomorphism hard. It might be interesting to understand if this connection is indeed meaningful.
