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Abstract: The Fuzzy Kappa statistic expresses the agreement between two categorical raster maps. The 
statistic goes beyond cell-by-cell comparison and gives partial credit to cells based on the categories found in 
the neighborhood. When matching categories are found at shorter distances the agreement is higher. Like the 
well-established Kappa statistic the Fuzzy Kappa statistic expresses the mean agreement relative to the 
expected agreement. The model underlying the expected agreement assumes absence of spatial 
autocorrelation in both compared maps. In reality however, spatial autocorrelation does lower the expected 
agreement as matching categories become less likely to be found close-by. Since most maps have some 
degree of spatial autocorrelation, the calculated expected agreement is generally higher than the true expected 
agreement. This leads to counterintuitive results when maps that appear to have considerable agreement 
obtain negative Fuzzy Kappa values. Furthermore, the Fuzzy Kappa may be biased, as it systematically 
attributes lower agreement to maps with stronger spatial autocorrelation. This paper proposes an improved 
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Fuzzy Kappa statistic that is based on the same local agreement and has the same attractive properties as the 
original Fuzzy Kappa. The novelty is that the new statistic accounts for spatial autocorrelation, such that the 
expected Fuzzy Kappa for maps that are not cross-correlated is equal to zero. The improved statistic is applied 
on two cases to demonstrate its properties. 
Keywords: Fuzzy Kappa, Map Comparison, Accuracy, Validation 
1 Introduction 
Hagen (2003) and Hagen-Zanker et al. (2005) introduced a method for the comparison of categorical raster 
maps. The method differs from existing methods by not only giving credit for cell-by-cell agreement, but also, 
through fuzziness of location, for near cell-by-cell agreement. Furthermore, the incorporation of fuzziness of 
categories means that some pairs of categories are considered more similar than others. The results of the map 
comparison consist of a comparison map, detailing for each cell the degree of agreement on a scale of 0 to 1, 
and a Fuzzy Kappa statistic that summarizes the agreement in a single number. The method is primarily 
intended as a goodness-of-fit measure for the validation and calibration of high resolution land use models 
(e.g. Hagoort et al. 2008), but it is finding applications in other fields and beyond the tasks of calibration and 
validation as well (e.g. Hemer 2006, Iverson & Prasad 2007, Klingseisen et al. 2008, Meyfroidt & Lambin 
2008). 
The Fuzzy Kappa is identical in form to the Kappa statistic (Cohen 1960, Monserud & Leemans 1992); It 
„corrects‟ the mean agreement of the comparison map for the agreement that can be expected given the total 
number of cells taken in by each category, i.e. their histograms. The effect of the correction is that a Kappa 
value of 1 corresponds to a perfect agreement and 0 to the expected agreement of two maps that are not cross-
correlated. For the Fuzzy Kappa this is not the case however, since the expected agreement not only depends 
on the histograms of the compared maps, but also their spatial autocorrelation. The calculation of the expected 
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agreement however, does not consider the impact of spatial autocorrelation on the expected agreement; it 
assumes that the probability of a cell to be taken in by a category is independent of the categories found in the 
neighbourhood (Hagen-Zanker et al. 2005). 
The fuzziness of location holds that the degree of belonging of a cell to a category is a function of the distance 
to the nearest cell of that, or a similar, category. In a map without spatial autocorrelation it is generally more 
likely to find different categories in the close neighbourhood than with spatial autocorrelation (depending on 
the precise nature of the spatial autocorrelation). Therefore the expected agreement without spatial 
autocorrelation is larger than with spatial autocorrelation. Consequently, two maps that are not cross-
correlated will generally have a negative Fuzzy Kappa value, which makes the interpretation of the statistic 
less intuitive. This limitation of the Fuzzy Kappa has been recognized by several authors (Wealands et al. 
2005, Hagen-Zanker et al. 2005, Tang 2008). Foody (2008) made a caution about a possible bias.  
This paper introduces an Improved Fuzzy Kappa statistic. The statistic is based on the same local agreement 
as the original Fuzzy Kappa, but applies an expected agreement that accounts for the spatial autocorrelation.  
2 Method 
2.1 Local agreement 
Central to the comparison method is the introduction of a degree of belonging of each cell in either map to the 
categories found in the legend of the other map. The degree of belonging takes into account two sources of 
fuzziness; fuzziness of categories which recognizes that some categories are more similar to each other than 
others and fuzziness of location which states that cells partially belong more strongly to categories in their 
proximity.  
Fuzziness of categories is expressed in a categorical similarity matrix M, where Mi,j is a value between 0 and 1 
expressing the similarity between category i in the legend of map A and category j in the legend of map B. 
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Hagen-Zanker et al. (2005) focused on different applications of the matrix, including the possibility of 
weighting different aspects of agreement and comparing maps with unequal legends.  
Fuzziness of location is introduced through a distance decay function that specifies the degree to which a cell 
belongs to the categories found in its proximity. At distance 0 the function returns 1, indicating that every cell 
fully belongs to its own category. At larger distances the function return values between 0 and 1. The 
contributions of all cells are combined using the fuzzy union, meaning that for each category the highest 
degree of belonging over all neighbours prevails. Considering that the function is distance decaying, this 
means that the degree of belonging is based on the nearest neighbour distance to cells of all categories.  
The combined effect of fuzziness of location and category is expressed in the following equations: 
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where: ,
A
c j  is the degree of belonging of cell c in map A to the category j found in the legend of map B, ,
A
c id  is 
the nearest neighbour distance of cell c in map A to a cell of category i and m is the number of categories in 
the legend of map A (likewise for map B). f(d) is some distance decay function and Mi,j is the similarity of 
category i in the legend of map A to j in the legend of map B. The calculation of nearest neighbour distances is 
the computational bottleneck of the method and it is expedient to use an efficient Euclidean distance 
transform algorithm such as the fast and exact algorithm of Felzenszwalb & Huttenlocher (2004). 
The matrix M and distance decay function f(d) are reflecting the intention of the analyst and are not inherent 
to the map. It is the analyst‟s perspective and tolerance for different kinds of errors that determines the form 
of the function and the values of the matrix. Therefore there is a degree of arbitrariness and uncertainty about 
the meaning of the results. This uncertainty may be quantified by means of a sensitivity analysis. There are no 
fixed methodologies for finding an appropriate function and matrix. One approach would be to optimize the 
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settings to a certain target, for instance correspondence to human judgement as expressed in an Internet 
survey (Kuhnert et al. 2005). Another target would be to optimize the value of Fuzzy Kappa itself; the 
optimized settings can provide insight in the nature of the differences. Other possible avenues to determining 
the values of M are semantic analysis of class descriptions (Ahlqvist 2005), eliciting expert opinion with 
interviews (Fritz & See 2005) and incorporating the degree of mutual information (Finn 1993).  
The agreement of a cell is the degree to which the cell in map A belongs to the category found in map B and 
vice versa, as follows:  
   , , ,min ,c c
A B A B
c c B c Ap    3 
where: ,A B
cP  is the agreement between map A and B in cell c, Ac and Bc are the categories found at cell c of 
maps A and B. This definition of agreement at the cell level is identical to Hagen (2003) except that the 
formulation on the basis of nearest neighbour distances resolves the necessity to specify a maximum radius 
for the neighbourhood.  
The mean agreement is calculated as follows: 
 
,
1
r
A B
c
c
p
P
r


 4 
where: P is the mean agreement of the two compared maps, c iterates over all cells in the map and r is the 
number of cells.  
2.2 Expected agreement 
The objective of this section is to derive the expected agreement for two maps that are not cross-correlated, 
given their spatial structure. One approach would be to first quantify the spatial autocorrelation, for instance 
by means of transiograms (Weidong 2006), and consequently derive the expected agreement. That approach 
would introduce considerably more complications than present in the method of Hagen-Zanker et al. (2005) 
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which is already considered overly complicated (Huang & Lees 2007). Instead an approach is followed that 
directly quantifies the effect of the spatial autocorrelation, namely the distribution of the degrees of belonging. 
For illustration, consider a situation of two pairs of maps with only the categories black (10% of the area in all 
of the maps) and white (90% of the area). The maps of the first pair are strongly spatially autocorrelated such 
that the black cells form a single cluster in both maps. In the second pair of maps the spatial autocorrelation is 
weak or non-existent. The maps are compared without considering fuzziness of categories, i.e. black and 
white are not similar. Fuzziness of location is set such that directly adjacent neighbours contribute for 50% to 
the degree of belonging and further neighbours not at all. Applying these settings, the mean agreement of both 
map pairs is identical (0.815); there are 80 cells with perfect agreement, 17 with perfect disagreement and 3 
with 50% agreement. See figure 1 for the maps and their comparison. The difference in spatial autocorrelation 
manifests itself in particular in the occurrence of white cells that neighbour a black cell (17 and 13 in the first 
pair versus 24 and 25 in the second pair). Table 1 gives the full distribution of degrees of belonging.  
Table 1. Distribution of categories and degrees of belonging in the maps of the example 
 
Map Category 
Area 
[cells] 
Belonging to white 
[cells] 
Belonging to black 
 [cells] 
   0 0.5 1 0 0.5 1 
1-A White 90   90 73 17  
 Black 10  10    10 
1-B White 90   90 77 13  
 Black 10 1 9    10 
2-A White 90   90 66 24  
 Black 10  10    10 
2-B White 90   90 65 25  
 Black 10  10    10 
Zeroes left blank 
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a. Pair 1   
   
b. Pair 2   
   
c. Comparison of pair 1 d. Comparison of pair 2  
   
 
Figure 1. Two pairs of maps with different levels of spatial autocorrelation, but the same mean agreement  
 
There are four local configurations that lead to a non-zero agreement: a white cell in both maps (WW), a 
black cell in both maps (BB), a white cell bordering black in map A, and a black cell bordering white in map 
B (WB) and a black cell bordering white in map A, and a white cell bordering black in map B (BW). The first 
two configurations correspond to full agreement and their probability is the same for both map pairs. The 
differences in spatial structure lead to distinct probabilities for the occurrence of the configurations BW and 
WB in both map pairs and hence distinct expected agreements. Table 2 gives the distribution of probabilities 
for each configuration for both pairs as well as the probability of the distribution when spatial autocorrelation 
is ignored. The expected agreement for the first pair is 0.834 and for the second 0.8445. When spatial 
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autocorrelation is ignored the expected agreement is 0.848 for both pairs; considering that there are 64 centre 
cells with four neighbours each (expected agreement: 0.851), 32 edge cells with three neighbours each 
(expected agreement: 0.844) and 4 corner cells with two neighbours each (expected agreement: 0.837).  
Table 2. Probabilities of spatial configurations that result in positive agreement 
 
Config. Agr. With spatial autocorrelation Without spatial autocorrelation  
(4 neighbours) 
  Pair 1 Pair 2 Both pairs 
WW 1 0.9*0.9 = 0.81 0.9*0.9 = 0.81 0.9*0.9 = 0.81 
BB 1 0.1*0.1 = 0.01 0.1*0.1 = 0.01 0.1*0.1 = 0.01 
WB 0.5 0.17 * 0.09 = 0.015 0.24 * 0.1 = 0.024 0.9 * 0.1 * (1-0.9
4
) * (1-0.1
4
) =0.031 
BW 0.5 0.13 * 0.1 = 0.013 0.25 * 0.1 = 0.025 0.1 * 0.9 * (1-0.1
4
) * (1-0.9
4
) =0.031 
Config. = configuration, Agr. = agreement, WW = two white cells, BB = two black cells, WB = white cell bordering a black cell  in first map and 
black cell bordering a white cell in the second map, BW = black cell bordering a white cell in the first map and white cell bordering a black cell in 
the second 
 
The example illustrates that spatial autocorrelation has a negative effect on the expected agreement. It also 
shows that the expected agreement for maps with little spatial autocorrelation is very close to the expected 
agreement when spatial autocorrelation is ignored (0.8445 resp. 0.848).  
When a larger neighbourhood is considered as well as fuzziness of categories, calculating the expected 
agreement becomes more cumbersome. The remainder of this section details this procedure. 
The distribution of degrees of belonging is described as follows: 
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where:  A jP x i  is the probability that the degree of belonging of a cell in map A to the category j is at 
least equal to threshold value x, given that the cell is taken in by category i. The index c iterates over all cells 
and r is the number of cells. This conditional probability is pivotal to the improvement proposed in this paper 
as it characterizes the effect of spatial autocorrelation through the distance component in ,
A
c j (defined in 
equation 1).  
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The probability of a cell to be taken in by one or the other category is set to its frequency of occurrence on the 
map, according to the following equation:  
  
 
1
r
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A c
A i
P i
r




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where: P
A
(i) is the probability of a cell in map A to be taken in by category i. The index c iterates over all 
cells and r is the number of cells. Ac is the category found at cell c in map A. 
Equation 3 expresses the local agreement as the minimum of the cell in map A belonging to the category in 
map B and vice versa. This means that the probability of the local agreement to be above a threshold value is 
the probability that both degrees of belonging are above that threshold value.  
Assuming map A and B are independent; the expected agreement can be expressed as follows: 
      ,AB A Bj iP p x i j P x i P x j       7 
where:  ,ABP p x i j is the probability that the agreement between two maps A and B at one cell is above 
threshold value x, given that map A is taken in by category i and map B by category j.   
The discrete nature of the categorical raster implies that the range of distance values that are passed to the 
distance decay function is also discrete and hence that the range of values for local agreement is discrete. 
Therefore the previous is equivalent to: 
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where: xk is the k-th element in the list of all possible values for local agreement (
,A B
cP  in equation 3) sorted 
from high to low. 
The expected agreement conditional to the presence of categories i and j is then calculated as follows: 
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where the index k iterates over all possible values of x and q is the number of possible values.  
The expected agreement then follows as: 
      
,
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i j
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2.3 Fuzzy Kappa 
The mean and expected agreement are used to calculate the Fuzzy Kappa statistic, which is identical in form 
to the Kappa statistic of Cohen (1960).  
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
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Where K is the Fuzzy Kappa statistic, P is the mean agreement and E is the expected agreement. C++ source 
code for the full algorithm is available from the author upon request. 
Note that if no fuzziness of location is considered, the agreement of two cells is the similarity of their 
categories (equation 3 simplifies to: , ,c c
A B
c A BP M ), which makes the Fuzzy Kappa an extension of the 
weighted Kappa (Cohen 1968). Furthermore, if fuzziness of categories is not considered either, the agreement 
is just their equality (equation 3 simplifies to  ,A Bc c cP A B  ), which makes the Fuzzy Kappa an extension of 
the Kappa statistic (Cohen 1960). 
3 Application 
3.1 Case A: Comparing maps with spatial autocorrelation but without cross-correlation  
To test whether the expected Improved Fuzzy Kappa for maps that are not cross-correlated indeed is zero, a 
large number of maps is required. The modified random clusters landscape pattern simulator of Saura & 
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Martínez-Millán (2000) offers the means to such maps. The landscape simulator randomly generates 
categorical raster maps that appear like realistic landscapes.  
The generator creates landscapes in four steps:  
1. In the first step, a binary percolation map is generated. With a given probability (parameter p) each 
cell in the map is marked as on or off.  
2. In the second step, clusters in the percolation map are identified. Clusters are groups of adjacent cells 
that are marked on in the previous step. Adjacent cells are those that neighbour each other at the sides 
or diagonally (i.e. Queen contiguity is applied).  
3. In the third step, each cluster is assigned a category on the basis of a probability distribution 
(parameter pc for each category of the legend). 
4. In the fourth step, the cells that are marked off in the first step are considered. These cells are assigned 
the category that is most frequent among the 8 neighbours. If several categories are equally frequent a 
random tie-breaking is applied.  
Deviating from Saura & Martínez-Millán (2000), the landscape is considered a torus, which means that the 
first row in the raster neighbours the last row and likewise the first column neighbours the last column. This 
addition cures the landscape generator from the tendency to create more and smaller clusters along the edges 
of the map.  
Three maps were generated each consisting of 256 * 256 cells and four categories, but using different 
parameters. Furthermore three series of 100 maps each were generated using the same three parameter sets. 
The parameters are given in table 3. Figure 2 shows three realizations of the model under each parameter 
setting. 
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Table 3. Settings for random map generator 
 
 Step 1. Percolation Step 3. Category assignment 
Parameter p p1 p2 p3 p4 
Map 1 / Series 1 0.50 0.4 0.2 0.3 0.1 
Map 2 / Series 2 0.55 0.1 0.2 0.3 0.4 
Map 3 / Series 3 0.60 0.1 0.3 0.3 0.3 
 
 
 
 
  
 
 
 
  
 
    
a. Three maps from 
Series 1 
b. Three maps from 
Series 2 
c. Three maps from 
Series 3. 
 
 
Figure 2. Three realizations of the landscape under three different settings.  
 
The three maps were compared to the maps in the series and Kappa, Fuzzy Kappa and Improved Fuzzy Kappa 
were calculated. Table 4 gives both the mean and standard deviation of the results. Fuzzy Kappa was 
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calculated with an exponential distance decay function that is truncated at a radius of 4 cells and has a halving 
distance of 2 cells, i.e. the following equation was applied: 
    
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. The Improved Fuzzy Kappa was also applied with an exponential distance decay function with a halving 
distance of 2 cells, but is not truncated, i.e. the following equation was applied: 
      212
d
f d   13 
In both cases fuzziness of categories was ignored, i.e. the following was applied: 
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Table 4. Distribution of comparison results 
 
Map Series Kappa 
[*0.001] 
Fuzzy Kappa Improved Fuzzy Kappa  
[*0.001] 
  mean std.dev. mean std.dev. mean std.dev. 
1 1 0.84 9.8 -1.1 0.029 1.0 12.0 
2 2 1.0 21 -1.2 0.059 1.6 24 
3 3 206 351 -0.54 0.12 -0.37 9.4 
1 2 1.3 12 -1 0.067 1.6 14 
1 3 -0.32 6.6 -0.53 0.11 0.043 7.7 
2 3 1.8 8.2 -0.7 0.06 1.9 9.0 
 
The results confirm that the Improved Fuzzy Kappa, like the Kappa but unlike the Fuzzy Kappa has an 
expected value very close to zero. The 95% confidence interval for the mean Improved Fuzzy Kappa is [-0.03, 
0.03] on the basis of all 600 comparisons of maps that are not cross-correlated.  
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3.2 Case B: Synthetic example 
Hagen (2003) introduced a synthetic example to illustrate the merit of the Fuzzy Kappa statistic. This section 
considers the same example to illustrate the relation between Kappa, Fuzzy Kappa and Improved Fuzzy 
Kappa. The example consists of the two maps presented in Figure 3.  
 
   
a. Map A b. Map B  
 
Figure 3. Two maps compared in Case B 
 
The proposed improvement only affects the Fuzzy Kappa statistic and not the local agreement therefore the 
comparison maps presented in figure 4 are the same as in (Hagen-Zanker et al. 2005). The maps illustrate that 
the presence of a river branch in map B that is not at all present in map A is considered a strong difference 
(dark cells, low values). The mixed area of city and park in the lower-right quadrant is considered quite 
similar (light cells, high values) even though only a few cells match precisely (white cells, value 1). 
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a. Overall b. Open c. City 
   
 d. River e. Park 
 
Figure 4. Fuzzy agreement, overall and per category 
 
The statistical results (figure 5) confirm the difference between Kappa and Fuzzy Kappa. Park is the category 
of least agreement according to the Kappa statistic, but both Fuzzy Kappa statistics give credit to the large 
share of near-overlap of this category and consider the agreement on this category stronger than on the 
categories open and river.  
Overall the values for Improved Fuzzy Kappa are higher than for Fuzzy Kappa. This is according to 
expectations since spatial autocorrelation affects the distribution of all categories. The increase for the 
category park is smaller than for river, which may be explained by the observation that park is more scattered 
than river, and hence gains less when spatial autocorrelation is accounted for in the expected agreement.    
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Figure 5. Per category comparison of Case B.  
4 Conclusion 
The Improved Fuzzy Kappa extends the model underlying expected agreement of the Fuzzy Kappa by 
accounting for spatial autocorrelation. It thereby resolves a problem of counterintuitive interpretation and 
possible bias that has been brought forward by several authors (Wealands et al. 2005, Hagen-Zanker et al. 
2005, Foody 2008, Tang 2008). As a positive side effect, the method has simplified and is easier to 
comprehend. It can be readily implemented in any software environment. The Improved Fuzzy Kappa will 
make part of version 4.0 of the free Map Comparison Kit software (www.riks.nl/mck) where it replaces the 
Fuzzy Kappa.  
Some cautions can be made about what the Improved Fuzzy Kappa statistic is not. The Improved Fuzzy 
Kappa statistic is not a statistical test. It expresses agreement between maps, but it does not make a statement 
about the likelihood that both maps are drawn from the same distribution or are realizations of the same 
process. A further development in this direction would require understanding of the effect of spatial 
autocorrelation on the variance of the agreement. The variance would be a function not only of the spatial 
structure but also the size of the map. Statistical tests for Kappa are available (Foody 2004, Sim & Wright 
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2005), but these are based on the comparison of a sample of the population (i.e. not on a full map) and assume 
independent observations (i.e. no spatial autocorrelation).  
The Improved Fuzzy Kappa statistic does not express the similarity of spatial structure. It is possible that 
maps with identical structure have low Fuzzy Kappa values. A possible further development would be to find 
complementing statistics for the agreement in spatial structure and express Fuzzy Kappa as a function of 
agreement in location and spatial structure. This would be analogous to Pontius (2000) and Hagen (2002) who 
express the Kappa statistic as a function of agreement in location and quantity.  
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