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Multilevel measurement invariance determines the extent to which a construct is 
measured in the same way across multiple hierarchical nested levels in the context of the 
current study.  Lower-level parameter estimates may differ from parameter estimates 
based on higher-level aggregates in applied research settings.  Multilevel metric 
invariance is a method to detect the presence of a noninvariant factor loading. 
 
The purpose of the current study was to determine the utility of multiple-group multilevel 
– confirmatory factor analysis (MGM-CFA) for detecting metric noninvariance in nested 
data.  The example context is noninvariance occurring between treatment and control 
classrooms with students (i.e., level-one) nested within classrooms (i.e., level-two).  
Noninvariance was simulated to occur at level-two only with a magnitude of 0.5 for the 
Replication Study, between level-one and level-two simultaneously with a magnitude of 
0.5 for Extension Study 1, and between level-one and level-two simultaneously with a 
magnitude of 0.25 for Extension Study 2.  MGM-CFA was used to detect the presence of 
metric noninvariance in the multilevel data under various conditions of intraclass 
correlation coefficients (ICC), number of clusters (j), and cluster size (nj).  A level-two 
grouping variable, which represented treatment versus control classrooms with 
 noninvariance at level two between classrooms was generated using a Monte Carlo 
simulation.  Type I error and statistical power were examined for overall model fit 
through the use of the chi-square difference test (Δχ2), change in root mean squared error 
of approximation (ΔRMSEA), and change in comparative fit index (ΔCFI).  
 
Results indicated the ∆CFI nearly always detected the simulated noninvariance in the 
factor loading, leading to artificially inflated Type I errors.  Multiple-group multilevel-
CFA was recommended as a powerful procedure for detecting metric noninvariance in 
nested data with the ∆CFI.   
 
 
 
 iv 
Acknowledgements 
 I thank my adviser, Dr. Jim Bovaird, for your patience and feedback during all 
stages of the thesis.  I extend gratitude to my thesis committee member, Dr. Matt Fritz, 
for your timely, thorough feedback and encouragement in the later stages of the thesis. 
 My family, Steven and Hadley, provided endless support during all stages of the 
thesis.  Thank you for giving my thesis more meaning.  Ned and Persephone, thank you 
for keeping me company as I worked late at night at times, and for your patience as we 
eventually played ball and “pig” together.   
 Finally, I thank my extended family and friends for babysitting, lunch breaks, 
listening to me talk through ideas that made absolutely no sense, and for all of your 
support. 
 
  
 v 
Table of Contents 
List of Figures ................................................................................................................... vii 
List of Tables ................................................................................................................... viii 
Introduction ..........................................................................................................................1 
Review of the Literature ......................................................................................................4 
Multilevel Measurement Models .....................................................................................4 
Multilevel modeling .....................................................................................................4 
Multiple-group multilevel confirmatory factor analysis ..............................................6 
Multilevel Factorial Invariance ........................................................................................9 
Configural invariance .................................................................................................10 
Metric invariance ........................................................................................................11 
Design Decisions ............................................................................................................12 
Intraclass correlation ..................................................................................................13 
Number of clusters .....................................................................................................14 
       Cluster size ..................................................................................................................15 
Overall Model Fit ...........................................................................................................15 
Chi-square difference test ...........................................................................................15 
Change in root mean squared error of approximation ................................................16 
       Change in comparative fit index .................................................................................18 
Present Study ..................................................................................................................19 
Method ...............................................................................................................................21 
Data Generation ..............................................................................................................21 
Simulation Conditions ....................................................................................................25 
Data Analysis .................................................................................................................26 
Results ................................................................................................................................31 
Chi-Square Difference Test ............................................................................................31 
Replication Study .......................................................................................................31 
Extension Study 1 .......................................................................................................35 
       Extension Study 2 .......................................................................................................38 
Change in RMSEA .........................................................................................................42 
Replication Study .......................................................................................................42 
Extension Study 1 .......................................................................................................45 
       Extension Study 2 .......................................................................................................48 
Change in CFI ................................................................................................................51 
Replication Study .......................................................................................................51 
Extension Study 1 .......................................................................................................54 
       Extension Study 2 .......................................................................................................57 
Discussion ..........................................................................................................................60 
Main Findings ................................................................................................................60 
Limitations and Future Research ....................................................................................65 
References ..........................................................................................................................67 
Appendix A: Mplus Syntax for Generating and Analyzing Data ......................................73 
Appendix B: 95th Percentile Values ..................................................................................77 
 vi 
Appendix C: Results for the Chi-Square Difference Test .................................................78 
Appendix D: Results for ΔRMSEA ...................................................................................81 
Appendix E: Results for ΔCFI ...........................................................................................84 
 
 
 
 
  
 vii 
List of Figures  
Figure 1. Simulated measurement model for Replication Study………………………...22 
Figure 2. Simulated measurement model for Extension Study 1………………………..22  
Figure 3. Simulated measurement model for Extension Study 2………………………..23 
Figure 4. Chi-Square difference test power rates for Replication Study…….…………..32 
Figure 5. Chi-Square difference test Type I error rates for Replication Study…….……34 
Figure 6. Chi-Square difference test power rates for Extension Study 1………………..36 
Figure 7. Chi-Square difference test Type I error rates for Extension Study 1………….37 
Figure 8. Chi-Square difference test power rates for Extension Study 2………………..39 
Figure 9. Chi-Square difference test Type I error rates for Extension Study 2………….41 
Figure 10. Change in RMSEA power rates for Replication Study……………………....43 
Figure 11. Change in RMSEA Type I error rates for Replication Study………………..44 
Figure 12. Change in RMSEA power rates for Extension Study 1……………………...46 
Figure 13. Change in RMSEA Type I error rates for Extension Study 1………………..47 
Figure 14. Change in RMSEA power rates for Extension Study 2……………………...49 
Figure 15. Change in RMSEA Type I error rates for Extension Study 2………………..50 
Figure 16. Change in CFI power rates for Replication Study…………………………...52 
Figure 17. Change in CFI Type I error rates for Replication Study……………………..53 
Figure 18. Change in CFI power rates for Extension Study 1…………………………...55 
Figure 19. Change in CFI Type I error rates for Extension Study 1…………………….56 
Figure 20. Change in CFI power rates for Extension Study 2…………………………...58 
Figure 21. Change in CFI Type I error rates for Extension Study 2…………………….59 
Figure A1. Selected Mplus invariance generation syntax……………………………….73 
Figure A2. Selected Mplus noninvariance generation syntax…………………………...74 
Figure A3. Selected Mplus analysis syntax for configural invariance…………………..75 
Figure A4. Selected Mplus analysis syntax for metric invariance……………………….76 
 
 
 
 
 
 
 
 
 
  
 viii 
List of Tables 
Table 1. Simulation Design Factors and Manipulations……………………………...…25 
Table B1. 95th Percentile Values for ΔRMSEA and ΔCFI for Null Invariance  
Conditions………………………………………………………………………………..77 
Table C1. Chi-Square Difference Test Power and Type I Error Rates for Replication 
Study……………………………………………………………………………………...78 
Table C2. Chi-Square Difference Test Power and Type I Error Rates for Extension Study 
1…………………………………………………………………………………………..79 
Table C3. Chi-Square Difference Test Power and Type I Error Rates for Extension Study 
2…………………………………………………………………………………………..80 
Table D1. Change in RMSEA Power and Type I Error Rates for Replication Study……81 
Table D2. Change in RMSEA Power and Type I Error Rates for Extension Study 1…...82 
Table D3. Change in RMSEA Power and Type I Error Rates for Extension Study 2…...83 
Table E1. Change in CFI Power and Type I Error Rates for Replication Study………..84 
Table E2. Change in CFI Power and Type I Error Rates for Extension Study 1………..85 
Table E3. Change in CFI Power and Type I Error Rates for Extension Study 2………..86 
 
 
 
 
 
 
 1 
Chapter 1:  
Introduction 
Multilevel measurement invariance determines the extent to which a construct is 
measured in the same way across multiple hierarchical nested levels in the context of the 
current study.  Lower-level parameter estimates may differ from parameter estimates 
based on higher-level aggregates in applied research settings.  For example, in education, 
students are nested within classrooms, and classroom aggregates of academic 
achievement may not always reflect individual student estimates of academic 
achievement.  That is, aggregated classroom data may lead to incorrect causal inferences 
concerning student behavior (Bovaird, 2007).  Noninvariant factor loadings occur when 
academic achievement is not measured in the same way at the classroom-level (i.e., level-
two) as the individual-level (i.e., level-one).   Multilevel metric invariance can be used as 
a tool to detect the presence of noninvariant factor loadings. 
Kim, Kwok, and Yoon (2012) conducted two limited simulation studies on 
multilevel measurement invariance to detect the presence of noninvariant factor loadings 
across different simulation conditions.  In the first simulation study, a grouping variable 
occurred at level-two to represent treatment versus control classrooms with noninvariance 
at level-two between classrooms.  In the second simulation study, a grouping variable 
occurred at level-one to represent gender (e.g., between males and females) with 
noninvariance at level-two between classrooms.  In both studies, noninvariance was 
simulated to occur for only one loading parameter at level-two, and the magnitude of the 
loading difference was 0.5.  Both studies compared multiple-group multilevel-CFA 
(MGM-CFA) to multiple-group ordinary-CFA (MGO-CFA) to determine whether 
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multilevel modeling was necessary for metric invariance testing of nested data.  The Type 
I error and power rates of the chi-square difference test were assessed.  Kim et al. (2012) 
concluded multilevel modeling was necessary for measurement invariance testing with 
nested data; MGO-CFA resulted in inflated Type I error rates when data were nested. 
Kim et al. (2012) investigated the impact of testing measurement invariance in 
multilevel data when noninvariance occurs at level-one separately from when 
noninvariance occurs at level-two, yet how multilevel measurement invariance testing 
performs when noninvariance occurs at level-one and level-two simultaneously remains 
unclear.  Kim et al. (2012) was further limited by only assessing the Type I error and 
power of one test statistic. 
The purpose of the current study was to determine the utility of multiple-group 
multilevel – confirmatory factor analysis (MGM-CFA) for detecting metric 
noninvariance in nested data.  The current study replicated and extended the first study 
conducted by Kim et al. (2012).  Noninvariance was generated to occur at level-two only 
to replicate findings of Kim et al. (2012).  Noninvariance was generated to occur at level-
one and level-two simultaneously to extend the work of Kim et al. (2012).  MGM-CFA 
was used to detect the presence of metric noninvariance in the multilevel data under 
various conditions of intraclass correlation coefficients (ICC), number of clusters (j), and 
cluster size (nj).  A level-two grouping variable, which represented treatment versus 
control classrooms with noninvariance at level two between classrooms was generated 
using Monte Carlo simulation procedures. Type I error and statistical power were 
examined for overall model fit through the use of the chi-square difference test (Δχ2), 
change in root mean squared error of approximation (ΔRMSEA), and change in 
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comparative fit index (ΔCFI). The Type I error rate was defined as the proportion of 
models that rejected the null hypothesis when they should not have, and power was 
defined as the proportion of models that rejected the null hypothesis when they should 
have. 
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Chapter 2:  
Review of the Literature 
Multilevel Measurement Models 
 The multilevel measurement model used in the current study is a combination of 
multilevel modeling and confirmatory factor analysis (CFA).  No standard measurement 
model exists for multilevel modeling (Kline, 2011), and CFA is a measurement model 
often used in social, behavioral, and education sciences to assess the variance and 
structural components. 
 Throughout the current study, the term individual is used to represent student at 
level-one and cluster is used to represent classroom at level-two in multilevel data. Group 
indicates the group membership across which the invariance is tested.  
 Multilevel modeling. 
 Nested (or multilevel) data are defined as scores clustered into larger units (Kline, 
2011).  Nesting is quite common in education; for instance, students are nested within 
classrooms.  Individual-level student observations are no longer independent of each 
other because student observations are crossed with cluster membership when students 
are nested within classrooms (Kline, 2011).  Multilevel modeling assumes residuals are 
independent to address the violation of independently and identically distributed 
individual observations (Muthén, 1994; Snijders & Bosker, 2012), and takes into account 
correlations among observations (Raudenbush & Bryk, 2002).  
 Multilevel modeling estimates a model for level-one and a model for level-two.  
The level-one unconditional model equation is written as 
yij = β0j + rij,         (1) 
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where yij is the outcome for level-one student i in level-two classroom j, β0j is the 
intercept for classroom j, and rij is the residual for student i in classroom j (Raudenbush 
& Bryk, 2002).  The level-one residual represents student i’s deviation from his or her 
classroom’s intercept, (β0j).  Without any predictors in an unconditional model, the 
intercept is interpreted as the mean outcome.   
 The intercept for classroom j is defined in the level-two model; that is, where 
classroom j’s mean outcome is defined.  The intercept for classroom j is the outcome in 
the level-two model.  The level-two unconditional model equation is written as 
β0j = γ00 + u0j         (2) 
where β0j is the intercept for classroom j, γ00 is the level-two intercept, and u0j is the 
random effect for classroom j (Raudenbush & Bryk, 2002).  The level-two intercept (γ00) 
is interpreted as the mean level-two outcome in the level-two unconditional model.  The 
level-two intercept (γ00) is the grand mean because the level-two outcome (β0j) represents 
a classroom mean outcome.  The random effect for classroom j (u0j) can be thought of as 
a residual, and is interpreted as the difference between classroom j’s intercept (β0j) and 
the level-two intercept (γ00). 
 The coefficients in the level-one model are defined in the level-two model.  As a 
result, the fully unconditional model can be expressed at a single level by substitution as  
yij = γ00 + u0j + rij        (3) 
(Raudenbush & Bryk, 2002).   
 Multilevel modeling makes various assumptions to account for the violation of 
independent individual observations (Snijders & Bosker, 2012).  The level-two random 
effects are assumed independent and normally distributed with a mean of zero and 
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variance τ00.  Level-one residuals are assumed to be independent and normally distributed 
with a mean of zero and variance σ2.  The level-one variance, σ2, is typically assumed to 
be constant across level-two classrooms. 
 The multilevel model in Equation 3 can be separated into fixed and random parts.  
The level-two intercept (γ00) is a fixed effect, whereas the random effect for classroom j 
(u0j) and the level-one residual (rij) are random effects (Raudenbush & Bryk, 2002).   
 Multilevel models first estimate the fixed effects to produce an average intercept 
and an average slope, then the random level-one coefficients, followed by the variance 
and covariance components (Raudenbush & Bryk, 2002).  Estimation of the fixed effects 
formulates a level-one model in which the outcome depends on certain coefficients that 
vary across level-two clusters.  Random level-one coefficients are estimated in order to 
get the best estimate of the level-one coefficients.  The random level-one coefficients 
allow individual variability around the average intercept and individual variability around 
the average slope.  Assuming that the variance and covariance components are known 
simplifies estimation of the fixed and random parameters, but the variances and 
covariances must nearly always be estimated in practice.  It is helpful if designs are 
balanced such that each level-two classroom has the same sample size (nj = n for every j), 
and the distribution of predictors within each level-two classroom must be identical in 
order to estimate the variance and covariance components. 
Multiple-group multilevel confirmatory factor analysis. 
 Confirmatory factor analysis is a method within the structural equation modeling 
(SEM) framework that hypothesizes a known set of measured indicators to understand 
the nature of an unobserved latent construct (Kline, 2011).  A regression model specifies 
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a priori linear relationships between measured variables and underlying latent factors to 
confirm the factor structure of a set of observed variables. The single-level measurement 
model in confirmatory factor analysis is expressed as 
y’ = τ + λη + ε          (4) 
where y is a vector of observed measures, τ is a vector of measurement intercepts, λ is 
factor loading matrix, η is a vector of underlying latent factors, and ɛ is a vector of 
residuals (Raykov & Marcoulides, 2006).  Observed variables are assumed to be 
multivariate normally distributed, and individual observations are independently and 
identically distributed (Muthén, 1991). 
 Multiple-group confirmatory factor analyses have been used to conduct tests of 
measurement invariance.  CFA tests for detecting a lack of measurement invariance 
present in a given set of data were quite effective when the source of noninvariance was 
differences in factor loadings (Meade & Lautenschlager, 2004).  The CFA measurement 
model can be written for the multiple-group case as 
y’g = τg + λgηg + εg,         (5) 
where g indicates group membership (Ryu, 2014).   
 The CFA model can be extended to account for nested data in a multilevel CFA 
model.  The single-level measurement model in Equation 4 is extended to multilevel 
confirmatory factor analysis as 
y’ij = τ + ληij + εij         (6) 
for individual i nested within classroom j (Kim et al., 2012).  The multilevel CFA 
measurement model can be rewritten to incorporate individual and cluster components as 
y’ij = τB + ΛB ηBj + ΛW ηWij + εBj + εWij      (7) 
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where B indicates cluster-level effects and W indicates individual-level effects.  The 
intercept (τB) of an observed variable (yij) is defined at the cluster level only and the 
individual-level intercept (τ) is fixed at zero because an individual score is the 
combination of both group mean and its deviation from the group mean (Kim et al., 2012; 
Raudenbush & Bryk, 2002).  Observations are no longer independent from each other in 
multilevel CFA.  Latent factor means are allowed to vary across clusters as a random 
effect partitioned into individual and cluster level effects (Muthén, 1994). 
Multilevel CFA is written for the multiple-group case as 
y’ijg = τBg + ΛBg ηBjg + ΛWg ηWijg + εBjg + εWijg      (8) 
(Kim et al., 2012).  Equation 8 incorporates both individual-level and cluster-level 
components as well as a multiple-group indicator.  Grouping variables can be considered 
at the classroom level because clusters are assumed independent.  Clusters are no longer 
independent because cluster membership is crossed with group membership for a 
grouping variable at the student level. 
Multiple-group multilevel CFA can be related to multilevel modeling by rewriting 
equations.  Curran (2003) showed that multilevel modeling and SEM produce the exact 
same parameter estimates. The equations for multilevel modeling and SEM can be 
rewritten to show equivalence between the two models.  The multilevel model in 
Equation 3 can be rewritten to include a predictor variable as  
yti = β0i + β1iXti + rti          (9) 
where yti is the outcome for individual i at time t, β0i is the intercept for individual i, β1i is 
the linear slope for individual i, Xti is the measure of time t for individual i, and rti is the 
residual for individual i at time t (Bovaird, 2007; Curran, 2003).  Equation 9 is written as  
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yit = ηαi + ηβiλt + εit           (10) 
in the SEM framework (Curran, 2003). 
Multilevel Factorial Invariance 
Measurement invariance compares the same measure of a construct across groups.  
Measurement invariance is broadly defined as the equivalent probability of an observed 
score given the identical ability regardless of group membership of an observation (Yoon 
& Milllsap, 2007).  Lord (1980) proposed measurement invariance testing to item 
response theory to detect item bias.  Item bias occurs when the same instrument measures 
a different attribute in one group than in another.  Each item has the same item response 
function in each group so that regardless of ability level, individuals have equivalent 
probabilities of reaching the correct response for the items on an unbiased test (Byrne & 
Watkins, 2003).  Mellenbergh (1989) introduced a formal definition of item bias, which 
occurs when individuals do not perform equivalently in ability or attribute on a construct, 
regardless of subgroup membership.  That is, an item X is unbiased with respect to the 
grouping variable G and the latent variable W if and only if 
P (X | W, G) = P (X | W)        (11) 
(Mellenbergh, 1989; Meredith, 1993).  Item bias is present when there are systematic 
differences in measurement accuracy across groups (Teresi & Jones, 2013).  Considering 
Yoon and Millsap’s (2007) definition of measurement invariance, it follows then that 
measurement invariance is the absence of item bias. 
 Multilevel measurement invariance determines the extent to which the construct is 
measured in the same way across groups in nested data.  Group membership at level-two 
results in four possible outcomes: noninvariance occurs at level-one and level-two 
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simultaneously, noninvariance occurs only at level-one, noninvariance occurs only at 
level-two, or invariance is found between level-one and level-two (Ryu, 2014).  
Multilevel measurement invariance determines the extent to which the construct is 
measured in the same way across level-one and level-two in the context of the current 
study.   
 Two main types of invariance exist. Factorial invariance concerns the relation 
between measured items and their underlying latent construct (Horn & McArdle, 1992), 
whereas structural invariance considers the actual latent construct itself (Cheung & 
Rensvold, 1999; Marsh 1993).  Measurement invariance in a multilevel factor model is 
called multilevel factorial invariance.  Factorial invariance is used to discuss multiple-
group CFA for measurement invariance testing in multilevel data because factorial 
invariance must be met in order to discuss differences between means of treatment and 
control at level-two (Kim et al., 2012). 
 Configural invariance. 
 It is generally agreed upon in the factorial invariance literature to consider 
configural invariance first (equal pattern of loadings), followed by metric invariance 
(equal loadings; Vandenberg & Lance, 2000).  Configural invariance evaluates whether 
groups have an equal number of factors in individual-level and cluster-level models and 
the same number of indicators for each factor (pattern of loadings).  The null hypothesis 
for multilevel configural invariance is 
H0ΛformW : 𝛬𝑓𝑜𝑟𝑚
𝑊1  = 𝛬𝑓𝑜𝑟𝑚
𝑊2   = … = 𝛬𝑓𝑜𝑟𝑚
𝑊𝐺 ,     (12) 
H0ΛformB : 𝛬𝑓𝑜𝑟𝑚
𝐵1   = 𝛬𝑓𝑜𝑟𝑚
𝐵2  = … = 𝛬𝑓𝑜𝑟𝑚
𝐵𝐺       (13) 
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in which W represents invariance at the individual-level of analysis, B represents 
invariance at the cluster-level, and G denotes number of level-two classrooms 
(Vandenberg & Lance, 2000).  This invariance test, as with subsequent invariance 
constraints, compares a constrained model in which parameters are fixed, that is, 
constrained, to be equal across levels to an unconstrained model that allows parameters to 
vary, or be free, across levels.  This nested model comparison is typically assessed with a 
chi-square difference test, which is discussed in detail in a later section.  Invariance at the 
configural level indicates individuals conceptualize the underlying construct in a similar 
way (Cheung & Rensvold, 2002).  The researcher can continue imposing stricter 
invariance constraints on the data to make meaningful substantive comparisons across 
levels if configural invariance is met.  Only once invariance has been met at the most 
basic level of configural does it make logical sense to impose further invariance 
constraints to identify sources of noninvariance (Anderson & Gerbing, 1988).  One 
cannot expect any more specific parameters to be invariant across levels if the same basic 
factor structure, or pattern of loadings between indicators and constructs, does not hold 
across levels.   
Metric invariance. 
 Multilevel metric invariance evaluates whether groups have equivalent factor 
loadings in individual-level and cluster-level models by constraining loadings to be equal 
in one group (Vandenberg & Lance, 2000).  Metric invariance assesses the variance 
structure at the latent level.  The covariance matrix of the latent factors is compared 
across groups (Ryu, 2014), thus metric invariance is a precursor, required condition to be 
able to address latent factor variance heterogeneity (Steenkamp & Baumgartner, 1998).  
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The null hypothesis poses equal loadings between each item and the construct of interest 
across levels 
H0ΛW : ΛW1 = ΛW2 = … = ΛWG,       (14) 
H0ΛB : ΛB1 = ΛB2 = … = ΛBG        (15) 
(Vandenberg & Lance, 2000).  Metric invariance indicates the construct manifests 
similarly across levels.  Failure to achieve metric invariance may indicate the construct is 
manifested differently across levels.   
 Additional levels of measurement invariance exist; however, most applied 
researchers argue metric invariance is sufficient for comparing latent variances across 
groups, rendering stricter tests of invariance unnecessary (Vandenberg & Lance, 2000).  
The next level of measurement invariance typically assessed is scalar invariance in which 
item intercepts are constrained to be equal across groups (Cheung & Rensvold, 2002).  
Scalar invariance indicates scores from different groups have the same unit of 
measurement (i.e., factor loading) as well as origin (i.e., intercept).  Scalar invariance is 
required for comparing latent mean differences across groups (Chen, 2007).  The last 
level of measurement invariance is residual invariance.  Residual invariance indicates 
group differences on items are due to group differences on the latent factor (Chen, 2007).   
Design Decisions  
Failure to consider the multilevel nature of nested data leads to underestimated 
standard errors at level-one and inflated Type I errors because the assumption of 
independence is violated (Snijders & Bosker, 2012).  Single-level analyses do not 
consider the intraclass correlation coefficient (ICC) because it is irrelevant.  Whereas the 
ICC provides an indication whether multilevel modeling is necessary, the design effect is 
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made up of the ICC and indicates how much the standard errors are underestimated 
(Kish, 1995).  The design effect is calculated as 
1 + (average cluster size – 1)*ICC      (16) 
in cluster samples (Hox & Maas, 2001).  The design effect is made of the ICC and cluster 
size as shown in Equation 16.  Kim et al. (2012) found that a large intraclass correlation, 
large number of clusters, and sufficient cluster size are necessary to be able to detect 
noninvariance in nested data;thus, the intraclass correlation, number of clusters, and 
cluster size were considered the design decisions for the current study.  
Intraclass correlation. 
The intraclass correlation is considered an indicator of data dependency as it 
provides a measure of the extent to which multilevel modeling is necessary (Raudenbush 
& Bryk, 2002).  An ICC equal to zero indicates multilevel modeling is not necessary 
(Muthén, 1994).  The intraclass correlation is calculated as the ratio of cluster variance to 
total variance  
ICCη = 
𝛹𝐵
𝛹𝐵+ 𝛹𝑊 
         (17) 
where ΨB indicates cluster-level factor variance and ΨW  indicates individual-level factor 
variance (Muthén, 1994; Raudenbush & Bryk, 2002).  The ICC is interpreted as the 
proportion of cluster-level variance in the predicted outcomes in the model.  A large ICC 
indicates a high proportion of variability at the cluster-level.  One deviates further from 
the assumption of independently and identically distributed observations as the ICC 
increases (Muthén, 1991). 
 The ICC is important to consider for multilevel measurement invariance because 
it is used to verify the necessity of multilevel modeling.  Hox & Maas (2001) found 
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adequate number of clusters and ICC are necessary to avoid underestimated residual 
variances and standard errors for cluster-level models.   
The ICC is a factor associated with the performance of factorial invariance testing 
with multilevel data (Kim, Yoon, Wen, Luo, & Kwok, 2015).  A positive relation 
between bias and ICC was observed when noninvariance was simulated for the factor 
loading, and the underestimation of factor loading noninvariance became more serious as 
the ICC increased.  Kim et al. (2012) found that large ICC’s have more power to detect 
noninvariance across cluster-level comparison groups than smaller ICC’s, and a large 
number of clusters is not sufficient to address the low power issue in small ICC 
conditions.  The relation between ICC and factor loading noninvariance needs further 
investigation, especially when the noninvariance is simulated at the cluster level.  
 Number of clusters. 
The number of clusters (j) is defined as the level-two sample size (Raudenbush & 
Bryk, 2002); for example, the number of classrooms.  At least 50 clusters are 
recommended for multilevel modeling to avoid underestimated standard errors (Maas & 
Hox, 2005).  Hox and Maas (2001) concluded inadequate sample size at the cluster level 
was the strongest factor to avoid underestimated residual variances and standard errors 
for cluster-level models.  Multilevel factorial invariance considers number of clusters.  
(Kim et al., 2012) found that the combination of small cluster sizes and small cluster 
numbers led to higher Type I error rates than if there had only been small cluster sizes.  
Cluster number has a stronger effect on admissible solutions than cluster size or total 
sample size.  A large number of clusters (160) per group and a large ICC are necessary to 
have sufficient power to detect noninvariance in the factor loading. 
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 Cluster size. 
Cluster size (nj) is the level-one sample size. (Raudenbush & Bryk, 2002).  For 
the current study, cluster size is defined as the number of students per classroom.  
Multilevel factorial invariance considers cluster size.  Cluster size is inherent in 
multilevel modeling.  Multilevel modeling estimates the student-level covariance 
structure, and assumes that the same number of students are in every classroom.  Kim et 
al. (2012) considered cluster sizes in order to be able to compare multiple-group 
multilevel-CFA with multiple-group ordinary-CFA.  Researchers employ single-level 
analyses with multilevel data, and single-level analyses use cluster size as the total 
sample size.  The current study considered cluster size to replicate Kim et al. (2012).  
Hox and Maas (2001) suggest increasing cluster size and ICC if it is not feasible to 
increase the number of clusters. 
Overall Model Fit 
 Chi-square difference test. 
The chi-square difference test (Δχ2) compares constrained and unconstrained 
nested models by specifying fixed and free parameters, respectively, to assess change in 
model fit (Bollen, 1989).  The chi-square difference test is calculated as 
Δχ2 = | χ2constrained – χ2unconstrained |       (18) 
and is evaluated with change in degrees of freedom (∆df), which is equal to  
∆df = dfconstrained – dfunconstrained       (19) 
(Cheung & Rensvold, 2002).  The chi-square difference test provides a test of exact fit 
(Browne & Cudeck, 1993).  A nonsignificant chi-square difference test indicates that the 
constrained model does not lead to a significantly worse-fitting model (Kline, 2011). 
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The chi-square difference test is used to evaluate multilevel measurement 
invariance because it is not affected by violations of the among-group independence 
assumption (Jones-Farmer, 2010).  The chi-square difference test had sufficient power to 
detect violations of measurement invariance across clusters in two-level data, given a 
sufficient number of clusters (Jak, Oort, & Dolan, 2012).  A simulation study assessing 
the chi-square likelihood ratio test and chi-square difference test warranted the same 
inference whether among-group dependence was present or not (Jones-Farmer, 2010).  
The chi-square difference test is a difference test and the test statistic is affected by the 
independence violation the same way for both the constrained and unconstrained models.  
Jones-Farmer (2010) suggested the dependency among levels can be ignored when 
assessing the chi-square test for extreme cases such as when observations cannot be 
matched with the level (or group) from which they were drawn due to security purposes.  
 Change in root mean squared error of approximation. 
The root mean squared error of approximation (RMSEA) is an alternative fit 
index based on the population discrepancy (Steiger, 1998), and is a measure of badness-
of-fit (Kline, 2011).  Values of RMSEA close to zero are ideal, with the close-fit 
hypothesis offering values below 0.06 as indicative of acceptable model fit (Browne & 
Cudeck, 1993; Hu & Bentler, 1999).  The RMSEA is calculated as 
RMSEA = √
𝜒𝑡
2−𝑑𝑓𝑡
𝑑𝑓𝑡(𝑁−1)
        (20) 
where 𝜒𝑡
2 is the chi-square for the tested model, dft is the degrees of freedom for the 
tested model, and N is the sample size (Chen, 2007).  The RMSEA provides a test of 
close fit (Steiger, 1990).   
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RMSEA is used to evaluate multilevel measurement invariance because the test is 
not affected by the number of items per factor or the number of factors in the model 
(Cheung & Rensvold, 2002).  The magnitude of RMSEA is not affected by the frequency 
of noninvariant variables (Yoon & Millsap, 2007).   
Similar to the chi-square difference test, RMSEA can be evaluated with a 
difference test to compare constrained and unconstrained models.  ∆RMSEA is calculated 
as 
∆RMSEA = RMSEAconstrained – RMSEAunconstrained      (21) 
(Cheung & Rensvold, 2002).  Various cutoff values have been suggested to evaluate 
∆RMSEA (Chen, 2007; Cheung & Rensvold, 2002; Hu & Bentler, 1999); however, the 
proposed cutoff values have been too conservative, thus rejecting very few models (Fan 
& Sivo, 2009).  Universal cutoff values are not recommended because cutoff values for 
the RMSEA depend on model specifications, degrees of freedom, and sample size to 
achieve a certain level of power or Type I error rate (Chen, Curran, Bollen, Kirby, & 
Paxton, 2008).  Because there are no widely accepted cutoff values, Chen (2007) took the 
95th and 99th percentile points of the goodness of fit indices when the Type I error was 
known; in other words, the true null hypothesis of no population difference in the factor 
loading held true in the population (i.e., d = 0.00).  Fan and Sivo (2009) used a subset of 
their data consisting of null threshold conditions to calculate 99th percentile values for 
change in alternative fit indices.  Taking the percentile of a distribution allows rejection 
rates to be compared without running into the floor or ceiling effects that had occurred 
with the proposed universal cutoff values. 
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Change in comparative fit index. 
The comparative fit index (CFI) is an incremental fit index that assesses the 
relative improvement in fit between nested models (Kline, 2011).  The CFI produces 
values ranging from 0 – 1, with values greater than 0.95 indicative of acceptable fit (Hu 
& Bentler, 1999; Raykov & Marcoulides, 2006).  The CFI is calculated as 
CFI = 1 −  {
𝜒𝑡
2−𝑑𝑓𝑡
𝜒𝑛
2 −𝑑𝑓𝑛
}        (22) 
where 𝜒𝑡
2 is the chi-square for the tested model, 𝜒𝑛
2 is the chi-square for the null model, 
and 𝑑𝑓𝑡  and 𝑑𝑓𝑛 are the degrees of freedom for the tested and null models, respectively 
(Chen, 2007).  The CFI provides a model comparison test of approximate fit.  CFI avoids 
the underestimation of model fit in small samples (Bentler, 1990). 
∆CFI is independent of model complexity and sample size, and is not correlated 
with overall goodness of fit indices (Cheung & Rensvold, 2002).  Thus, ∆CFI is a robust 
statistic for testing between-group invariance of CFA models.  ∆CFI has been 
recommended for testing measurement invariance in CFA models, and is calculated as 
∆CFI = CFIconstrained – CFIunconstrained       (23) 
(Cheung & Rensvold, 2002).  Similar to ∆RMSEA, various cutoff values have been 
suggested to evaluate ∆CFI (Chen, 2007; Cheung & Rensvold, 2002) that are too 
conservative, thus rejecting very few models (Fan & Sivo, 2009).  Because there are no 
widely accepted cutoff values, Chen (2007) and Fan and Sivo (2009) used a subset of 
their data limited to null threshold conditions when invariance held true in the population 
to calculate 95th and 99th percentile values for ∆CFI.  Taking the percentile of the 
distribution allowed rejection rates to be compared without running into the floor or 
ceiling effects. 
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Present Study 
Noninvariance at the factor loading has been studied in multilevel factorial 
invariance testing.  Multiple-group multilevel-CFA was able to detect noninvariance at 
the factor loading in nested data with a cluster-level grouping variable (Kim et al., 2012). 
Simultaneous noninvariance in the factor loading at both the individual-level and cluster-
level remains to be studied.  The purpose of the current study was to determine the utility 
of multiple-group multilevel – confirmatory factor analysis (MGM-CFA) for detecting 
metric noninvariance.  The current study was guided by the following research questions: 
1. In a multiple-group multilevel – confirmatory factor analysis model, what is the 
ability of the chi-square difference test to detect noninvariance? 
a. What proportion of replications correctly identified the simulated 
noninvariance as noninvariance for the chi-square difference test? 
b. What proportion of replications misidentified the simulated invariance as 
noninvariance for the chi-square difference test? 
2. In a multiple-group multilevel – confirmatory factor analysis model, what is the 
ability of ∆RMSEA to detect noninvariance? 
a. What proportion of replications correctly identified the simulated 
noninvariance as noninvariance for ∆RMSEA? 
b. What proportion of replications misidentified the simulated invariance as 
noninvariance for ∆RMSEA? 
3. In a multiple-group multilevel – confirmatory factor analysis model, what is the 
ability of ∆CFI to detect noninvariance? 
 20 
a. What proportion of replications correctly identified the simulated 
noninvariance as noninvariance for ∆CFI? 
b. What proportion of replications misidentified the simulated invariance as 
noninvariance for ∆CFI? 
 The following research hypotheses were formulated for the current study: 
1. It was hypothesized that as the intraclass correlation coefficient (ICC) increases, 
a. the power to detect the simulated noninvariance will increase, and 
b. the empirical Type I error rate will decrease for the chi-square difference 
test, ∆RMSEA, and ∆CFI. 
2. It was hypothesized that as the number of clusters (j) increases, 
a. the power to detect the simulated noninvariance will increase, and 
b. the empirical Type I error rate will increase for the chi-square difference 
test, ∆RMSEA, and ∆CFI. 
3. It was hypothesized that as cluster size (nj) increases, 
a. the power to detect the simulated noninvariance will increase, and 
b. the empirical Type I error rate will increase for the chi-square difference 
test, ∆RMSEA, and ∆CFI. 
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Chapter 3: 
Method 
Data Generation 
Two-level multiple-group multivariate normal data were generated in Mplus 7.1 
(Muthén & Muthén, 1998-2011).  A grouping variable was generated at level-two to 
represent treatment versus control classrooms.  The individual-level and cluster-level 
factor structures were identical.  That is, invariance was assumed between level-one and 
level-two, regardless of the grouping variable.  The two groups had identical population 
parameters except for the factor loading parameter of noninvariance.  The current study 
generated data for three separate models, referred to as Replication Study, Extension 
Study 1, and Extension Study 2 (see Figures 1 – 3).   
The Replication Study replicated the first study conducted by Kim et al. (2012).  
Noninvariance was generated to occur at the cluster-level only (i.e., between classrooms) 
by varying one cluster-level factor loading (see Figure 1).  The noninvariant cluster-level 
factor loading was 0.5 higher for the treatment group than the control group in order to 
test for metric noninvariance in the noninvariance condition.  A magnitude of 0.5 
noninvariance is considered a large effect size in factorial invariance testing (French & 
Finch, 2008; Kim et al., 2015; Meade & Lautenschlager, 2004). 
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Figure 1. Simulated measurement model for Replication Study.  
Extension Study 1 generated noninvariance at level-one and level-two 
simultaneously by varying the same factor loading at level-one as level-two (see Figure 
2).  The magnitude of the loading difference was 0.5 for both the individual and cluster-
level factor loading in Extension Study 1.  The magnitude of 0.5 noninvariance was 
considered a large effect size (French & Finch, 2008; Kim et al., 2015; Meade & 
Lautenschlager, 2004). 
 
 
Figure 2. Simulated measurement model for Extension Study 1.  
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Extension Study 2 generated noninvariance at level-one and level-two 
simultaneously by varying the same factor loading at level-one as level-two (see Figure 
3).  The magnitude of the loading difference was 0.25 for both the individual and cluster-
level factor loadings in Extension Study 2.  A magnitude of 0.25 noninvariance is 
considered a small effect size in factorial invariance testing (French & Finch, 2008; Kim 
et al., 2015; Meade & Lautenschlager, 2004).  Extension Study 2 considered a small 
effect size to obtain an estimate of the empirical power to detect noninvariance at the 
factor loading without being overpowered in the large ICC simulation conditions. 
 
Figure 3. Simulated measurement model for Extension Study 2. 
In addition to the measurement models in Figures 1 – 3, an invariance condition 
was generated in which all parameters were held equal across groups.  All parameters 
across treatment and control groups at level-one and level-two were set to 0.8 in the null 
invariance condition.  The null condition provided the Type I error rates for detecting 
noninvariance. 
A single factor model with eight indicators was generated for both level-one and 
level-two (see Figures 1 – 3).  Single factor constructs with eight indicators occur in 
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education research (Graves & Frohwerk, 2009; Yoon & Millsap, 2007).  One factor is the 
simplest case possible to consider.  A sufficient number of manifest indicators (i.e., 6 or 
12) are necessary to detect simulated differences in factor loadings (Meade & 
Lautenschlager, 2004).  One of the eight indicators was simulated to differ for the 
parameter of noninvariance.  One item was chosen to differ to be able to detect a 
noninvariant loading for practical reasons.  French and Finch (2008) manipulated the 
percentage of noninvariant indicators by allowing 17% of factor loadings to differ, which 
resulted in one out of six indicator items differing. 
The student-level measurement model was represented by eight observed 
variables in squares that all load on a single factor.  The classroom-level measurement 
model was indicated by eight circles that represent classroom variability in the mean 
level of each of the eight student-level outcomes that all load on a single factor.  The 
latent factors and observed indicators were continuously measured variables.  The means 
of observed variables are allowed to vary in the individual-level model, which is 
represented by a filled dot at the end of an arrow (Kim et al., 2012).  The indicators of the 
between factor are latent because each indicator represents the estimated cluster mean of 
an observed variable in the cluster-level model (Raudenbush & Bryk, 2002). 
 Model parameters were set to specific values for model identification.  Figures A1 
and A2 in Appendix A illustrated Mplus generation syntax for example invariance and 
noninvariance conditions, respectively.  Factor loadings were given a population value of 
0.8 for the individual- and cluster-levels of analysis.  Factor loading values above 0.7 are 
recommended in structural equation modeling, and a factor loading of 0.8 is considered 
moderately high (Kline, 2011).  Intercept values and the latent factor mean were all set to 
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zero at the cluster-level.  Residual variances for the eight indicators of both the 
individual- and cluster-levels were set to 0.36.  Residual variances are equal to one minus 
the square of the items’ factor loadings (1 - λ2; Kline, 2011).  The individual-level factor 
variance was fixed at 1.00, and the cluster-level factor variance was varied to control for 
ICC (Hox & Maas, 2001).  Figures 1-3 display the measurement model for the large ICC 
condition only; that is, only the cluster-level factor variance of 0.5 was displayed. 
Simulation Conditions 
There were 1,000 replications generated for each simulation condition.  Each of 
the simulated data sets was subject to sampling error.  A more accurate determination of 
the efficacy of the CFA models could be determined by conducting analyses in such a 
large number of separate samples (Meade & Lautenschlager, 2004).  Table 1 summarized 
the simulation design factors and their associated manipulation conditions.  Three design 
factors were included: number of clusters (j), cluster size (nj), and intraclass correlation 
(ICC).  The design factors and their manipulations resulted in a total of 24 (4 x 2 x 3) 
different combinations.     
Table 1 
Simulation Design Factors and Manipulations 
Design Factor  Manipulation  
Number of clusters  30 
 50 
 80 
 160 
  
Cluster size 10 
 20 
  
Intraclass correlation 0.09 (between-factor variance set to 0.10) 
 0.20 (between-factor variance set to 0.25) 
 0.33 (between-factor variance set to 0.50) 
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Three manipulations of the ICC were considered.  Between-level factor variances 
of 0.10, 0.25, and 0.50 yielded three ICC levels of 0.09, 0.20, and 0.33, respectively.  The 
three ICC’s included in the current study span the customary range of ICC coefficients 
found in social, behavioral, and education sciences (Gulliford, Ukoumunne, & Chinn, 
1999; Maas & Hox, 2005).  The ICC’s of 0.09, 0.20, and 0.33 represent low, medium, 
and high ICCs, respectively (Hox & Maas, 2001).  Most ICC’s are below 0.20 in 
educational research, and ICC’s above 0.33 do occur in family research or when group 
characteristics such as sociometric status are studied (Hox & Maas, 2001). 
 Four manipulations of the number of clusters (j) were simulated: 160, 80, 50, and 
30.  The recommended number of clusters for achieving good maximum likelihood 
estimates with normal data is 160 clusters (Boomsma, 1983; Hox & Maas, 2001).  To 
study more effects of the number of clusters on invariance testing, 80 clusters were 
chosen (Graves & Frohwerk, 2009; Kim et al., 2012).  In practice, 50 clusters is a 
frequently occurring number in organizational and school research, and 30 is the smallest 
acceptable number (Maas & Hox, 2005). 
Two manipulations of cluster size (nj) were simulated (10 and 20).  Cluster sizes 
between 5 and 50 are commonly used in multilevel simulation studies (French & Finch, 
2008; Hox & Maas, 2001; Jak et al., 2012).  Twenty individuals per cluster were 
generated to represent a large classroom, and 10 individuals per cluster were generated to 
represent a small classroom (Finn & Achilles, 1990). 
Data Analysis 
The analysis type used in Mplus was Type = TWOLEVEL to account for nested 
data (Muthén & Muthén, 1998-2011).  Multilevel modeling constructs separate models 
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for different levels under the SEM framework, and the Type=TWOLEVEL routine in 
Mplus (or the model-based multilevel CFA; Wu & Kwok, 2012) estimates an individual-
level and cluster-level models (Muthén & Satorra, 1995). 
The multiple-group multilevel-CFA models were estimated using maximum 
likelihood with robust standard errors (MLR; Kline, 2011).  MLR is the default estimator 
in Mplus for this type of analysis (Muthén & Muthén, 1998-2011), and is used to 
estimate multilevel structural equation models (Kim et al., 2012).  MLR produces 
standard error estimates that are robust for non-normality (Jak et al., 2012).  Robust 
maximum likelihood is used for continuous variables without assuming normality or 
independence of observations, and yields a robust chi-square test statistic (Raykov & 
Marcoulides, 2006; Wu & Kwok, 2012). 
Configural invariance was assumed in the current study, but not tested 
(Steenkamp & Baumgartner, 1998).  Configural invariance is rarely tested in practice 
(Vandenberg & Lance, 2000).  Metric invariance was tested by comparing constrained 
factor loading parameters in the treatment group to unconstrained factor loading 
parameters in the control group.  The configural and metric invariance models were 
compared to assess the change in model fit.  Figures A3 and A4 in Appendix A illustrated 
Mplus analysis syntax for example configural invariance and metric invariance models, 
respectively.   
The current study used multiple model fit information criteria because sole 
reliance on one model fit index can result in Type II errors (Yoon & Millsap, 2007).  
Three model fit statistics were employed: the chi-square difference test (Δχ2), change in 
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root mean squared error of approximation (ΔRMSEA), and change in comparative fit 
index (ΔCFI).   
A scaling correction factor was required to evaluate the chi-square difference test.  
The difference between two scaled chi-squares for nested models is not distributed chi-
square when using maximum likelihood with robust standard errors (MLR; Muthén & 
Muthén, 1998-2011).  The Satorra-Bentler scaled chi-square difference test is 
recommended for MLR estimation when the data are not multivariate normal (Satorra & 
Bentler, 2010).  The Satorra-Bentler scaled chi-square difference test statistic (TRd) 
divides the normal-theory chi-square statistic by a scaling correction factor to better 
approximate chi-square under non-normality.  The scaling correction factor (cd) is 
calculated as 
cd = (d0 * c0 – d1 * c1) / (d0 – d1),      (24) 
where d0 is the degrees in the nested model, c0 is the scaling correction factor for the 
nested model, d1 is the degrees in the comparison model, and c1 is the scaling correction 
factor for the comparison model (Satorra & Bentler, 2010).  The Satorra-Bentler scaled 
chi-square difference test (TRd) is expressed as 
TRd = (T0 * c0 – T1 * c1) / cd        (25) 
where T0 and T1 are the MLR chi-square values for the nested and comparison models, 
respectively (Satorra & Bentler, 2010). 
The Satorra-Bentler scaled chi-square difference test was evaluated with change 
in degrees of freedom against a chi-square critical value (Satorra & Bentler, 2010).  
Model rejection rates were based on cutoff values of Δχ2 α < 0.05 for the change in model 
fit outcomes.  A significant chi-square difference test indicated the constrained nested 
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model has significantly worse model fit, that is, measurement noninvariance, than the 
model with freely estimated parameters.  A nonsignificant chi-square difference test 
indicated the constrained model does not lead to a significantly worse model fit; that is, 
measurement invariance.   
The ∆RMSEA was calculated as 
∆RMSEA = RMSEAMetric – RMSEAConfigural,       (26) 
and the ∆CFI was calculated as 
∆CFI = CFIMetric – CFIConfigural        (27) 
(Cheung & Rensvold, 2002). 
The average 95th percentile changes in RMSEA and CFI were calculated based 
off a subset of the current study’s conditions to evaluate ∆RMSEA and ∆CFI (Fan & 
Sivo, 2009).  The subset of data was limited to the null invariance conditions in which all 
parameters were held equal across groups.  Table B1 presented the 95th percentile values 
for ∆RMSEA and ∆CFI for the null invariance conditions.  The average 95th percentile 
value for ∆RMSEA was 0.001565, whereas the average 95th percentile value for ∆CFI 
was 0.007239.  Model rejection rates were based on cutoff values of ΔRMSEA < 
0.001565 and ΔCFI > 0.007239 for the change in model fit outcomes.  That is, simulation 
conditions resulting in ∆RMSEA values less than 0.001565 were rejected, and conditions 
resulting in ∆CFI values greater than 0.007239 were rejected. 
 Type I error and statistical power were used to assess the proportion of 
replications that correctly identified noninvariance.  Type I error and power rates were 
evaluated against cutoff values of α ≤ 0.05 and β ≥ 0.80, respectively (Kline, 2011).  
Type I error was defined as the proportion of models that had significant fit when they 
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should not have, which indicates that measurement invariance was actually present when 
it should not have been.  Statistical power was defined as the proportion of models that 
had significant fit when they should have, which indicates that measurement invariance 
was not present when it should not have been. 
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Chapter 4:  
Results 
Configural invariance was assumed for the first step in testing measurement 
invariance for the current study.  Metric invariance was tested by comparing the 
constrained metric invariance model to the nested, unconstrained configural invariance 
model.  Each simulation condition was averaged over 1,000 replications to calculate the 
empirical statistical power and Type I error rates.   
Chi-Square Difference Test 
 Replication Study. 
Research question 1a asked what proportion of replications did the chi-square 
difference test correctly identify as noninvariance?  The empirical power referred to the 
proportion of replications in which the noninvariance at the factor loading was properly 
detected by the chi-square difference test.  The empirical power rates of the chi-square 
difference test for the Replication Study are displayed in Figure 4 and Table C1.  The 
current study successfully replicated the first study conducted by Kim et al. (2012).  
Similar to Kim et al. (2012), power rates for the current study were not sufficient (i.e., 
power reached 0.80) until the number of clusters reached 160 per group with a large ICC.  
In the small ICC conditions with a cluster size of 10, power was greatest for 50 clusters, 
whereas 160 clusters had the least power.  In the small ICC conditions with a cluster size 
of 20, power decreased as number of clusters increased.  When number of clusters 
reached 50, power increased as number of clusters and cluster size increased in the 
medium ICC conditions.  As expected, power increased as number of clusters and cluster 
size increased in the large ICC conditions.       
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Figure 4. Chi-Square difference test power rates for Replication Study. 
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 Research question 1b asked what proportion of replications did the chi-square 
difference test misidentify the simulated invariance as noninvariance?  Type I error 
referred to the proportion of replications in which the invariant model was erroneously 
detected as noninvariance.  The empirical Type I error rates of the chi-square difference 
test for the Replication Study are displayed in Figure 5 and Table C1.  Kim et al. (2012) 
found Type I error rates ranged from 0.04 to 0.09 except for the conditions with small 
ICC and small number of clusters, which yielded an irregular pattern of results.  
Comparably, the current study found Type I error rates ranged from 0.006 to 0.084 
except for conditions with a small ICC, which yielded an irregular pattern of results.  In 
the small ICC conditions with a cluster size of 10, Type I error rates were lowest for 50 
clusters and highest for 80 clusters.  Although the Type I errors for medium ICC 
conditions ranged from 0.006 to 0.066, the Type I errors increased as number of clusters 
increased.  Type I error decreased as number of clusters increased in the large ICC 
conditions.  
 34 
 
Figure 5. Chi-Square difference test Type I error rates for Replication Study. 
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Extension Study 1. 
In Extension Study 1, a noninvariant factor loading occurred at the individual-
level and cluster-level simultaneously.  The size of the factor loading difference was 0.5 
for Extension Study 1.  Figure 6 and Table C2 illustrated the empirical power rates for 
the chi-square difference test across the three simulation design factors.  Power was 
sufficient across all simulation conditions.  The noninvariance of the target factor loading 
between treatment and control classrooms was detected all the time, regardless of the 
simulation condition.  Power was least for a small ICC with 30 clusters of size 10.  As 
expected, power rates increased as the ICC, number of clusters, and cluster size 
increased.   
The empirical Type I error rates of the chi-square difference test for Extension 
Study 1 are displayed in Figure 7 and Table C2.  For Extension Study 1, Type I error 
rates ranged from 0.006 to 0.084 except for conditions with a small ICC, which yielded 
an irregular pattern of results.  In the small ICC conditions with a cluster size of 10, Type 
I error rates decreased from 30 clusters to 50 clusters, increased from 50 clusters to 80 
clusters, and decreased from 80 clusters to 160 clusters.  In the small ICC conditions with 
a cluster size of 20, Type I error rates decreased as number of clusters increased.  As 
expected, the Type I error rate increased as the number of clusters increased for medium 
ICC conditions with a cluster size of 20.  Type I error decreased as the number of clusters 
increased in the large ICC conditions with a cluster size of 10. 
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Figure 6. Chi-Square difference test power rates for Extension Study 1. 
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Figure 7. Chi-Square difference test Type I error rates for Extension Study 1. 
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Extension Study 2. 
The noninvariant factor loading occurred at the individual-level and cluster-level 
simultaneously in Extension Study 2.  The size of the factor loading difference for 
Extension Study 2 was 0.25.  The empirical power rates for the chi-square difference test 
across the three simulation design factors for Extension Study 2 are displayed in Figure 8 
and Table C3.  In the small ICC simulation conditions with a cluster size of 10, power 
was not sufficient until the number of clusters reached 80.  In the medium ICC 
conditions, power was not sufficient for 30 clusters of size 10; power was sufficient once 
number of clusters reached 30 with a cluster size of 20.  Power was sufficient across all 
numbers of clusters and cluster sizes in the large ICC condition.  That is, the 
noninvariance of the target factor loading between treatment and control classrooms was 
detected all the time for the large ICC conditions.   
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Figure 8. Chi-Square difference test power rates for Extension Study 2. 
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The empirical Type I error rates of the chi-square difference test for Extension 
Study 2 are displayed in Figure 9 and Table C3.  For Extension Study 2, Type I error 
rates again ranged from 0.006 to 0.084 except for conditions with a small ICC, which 
yielded an irregular pattern of results.  The Type I error rate was lowest for 30 clusters of 
size 10 with a medium ICC, whereas Type I error was greatest for 30 clusters of size 20 
with a small ICC.  In the small ICC conditions with a cluster size of 10, Type I error rates 
decreased from 30 clusters to 50 clusters, increased from 50 clusters to 80 clusters, and 
decreased from 80 clusters to 160 clusters.  In the small ICC conditions with a cluster 
size of 20, Type I error rates decreased as number of clusters increased.  As expected, the 
Type I error rate increased as the number of clusters increased for medium ICC 
conditions with a cluster size of 20.  Type I error decreased as the number of clusters 
increased in the large ICC conditions with a cluster size of 10. 
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Figure 9. Chi-Square difference test Type I error rates for Extension Study 2. 
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Change in RMSEA 
Replication Study.  
Research question 2a asked what proportion of replications did ∆RMSEA 
correctly identify as noninvariance?  The empirical power referred to the proportion of 
replications in which the noninvariance at the factor loading was properly detected by the 
∆RMSEA.  The empirical power rates of the ∆RMSEA for the Replication Study are 
displayed in Figure 10 and Table D1.  Power never reached 0.80 in the small ICC 
condition of the replication study.  As expected, in the small ICC condition with a cluster 
size of 20, power increased as the number of clusters increased.  For the medium ICC 
condition in the replication study, power of ∆RMSEA was only sufficient once cluster 
number reached 160.  Power increased as number of clusters and cluster size increased in 
the medium ICC conditions.  Cluster numbers of 80 and 160 yielded sufficient power 
rates for the large ICC conditions.  Power increased as number of clusters and cluster size 
increased in the large ICC conditions.   
Research question 2b asked what proportion of replications did the ∆RMSEA 
misidentify the simulated invariance as noninvariance?  Type I error referred to the 
proportion of replications in which the invariant model was erroneously detected as 
noninvariance by the ∆RMSEA.  The empirical Type I error rates of the ∆RMSEA for the 
Replication Study are displayed in Figure 11 and Table D1.  Type I error rates decreased 
as number of clusters and cluster size increased across all ICC conditions.  Type I errors 
ranged from 0.001 to 0.089 in the large ICC conditions. 
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Figure 10. Change in RMSEA power rates for Replication Study. 
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Figure 11. Change in RMSEA Type I error rates for Replication Study. 
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Extension Study 1. 
The empirical power rates of the ∆RMSEA for Extension Study 1 are displayed in 
Figure 12 and Table D2.  Power was sufficient across all simulation conditions for 
Extension Study 1 in which the magnitude of the noninvariant factor loading at level-one 
and level-two varied by 0.5.  The noninvariance of the target factor loading between 
treatment and control classrooms was detected all the time, regardless of the simulation 
conditions in Extension Study 1.  Power was least for 30 clusters of size 10 with a small 
ICC.  As expected, power increased as the number of clusters and cluster size increased 
across all ICC conditions. 
The empirical Type I error rates of the ∆RMSEA for Extension Study 1 are 
displayed in Figure 13 and Table D2.  Type I error rates decreased as number of clusters 
and cluster size increased, regardless of ICC condition.  The Type I error was highest for 
30 clusters of size 10 with a small ICC.  In the small ICC conditions, reasonable Type I 
error rates were not achieved until number of clusters equaled 50 with a cluster size of 
20.  In the medium ICC conditions, reasonable Type I error rates were not achieved until 
there were 30 clusters with a cluster size of 20.  Type I errors ranged from 0.001 to 0.089 
in the large ICC conditions. 
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Figure 12. Change in RMSEA power rates for Extension Study 1. 
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Figure 13. Change in RMSEA Type I error rates for Extension Study 1. 
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Extension Study 2. 
The empirical power rates of the ∆RMSEA for Extension Study 2 are displayed in 
Figure 14 and Table D3.  Power was sufficient across almost all simulation conditions for 
Extension Study 2 in which the magnitude of the noninvariant factor loading at level-one 
and level-two varied by 0.25.  The noninvariance of the target factor loading between 
treatment and control classrooms was detected all the time once number of clusters 
reached 30 with a cluster size of 20 across all three conditions of ICC in Extension Study 
2.  Power was least for 30 clusters of size 10 with a medium ICC.  As expected, power 
increased as the number of clusters and cluster size increased across all conditions of 
ICC. 
The empirical Type I error rates of the ∆RMSEA for Extension Study 2 are 
displayed in Figure 15 and Table D3.  Type I error rates decreased as number of clusters 
and cluster size increased across all conditions of ICC.  The Type I error was highest for 
30 clusters of size 10 with a small ICC.  In the small ICC conditions, reasonable Type I 
error rates were not achieved until number of clusters equaled 50 with a cluster size of 
20.  In the medium ICC conditions, reasonable Type I error rates were not achieved until 
there were 30 clusters with a cluster size of 20.  Type I errors ranged from 0.001 to 0.089 
in the large ICC conditions. 
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Figure 14. Change in RMSEA power rates for Extension Study 2. 
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Figure 15. Change in RMSEA Type I error rates for Extension Study 2. 
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Change in CFI 
Replication Study. 
Research question 3a asked what proportion of replications did ∆CFI correctly 
identify as noninvariance?  The empirical power referred to the proportion of replications 
in which the noninvariance at the factor loading was properly detected by the ∆CFI.  The 
empirical power rates of the ∆CFI across all simulation conditions for the Replication 
Study are illustrated in Figure 16 and Table E1.  In the small ICC conditions, power of 
∆CFI did not reach 0.80 until the number of clusters reached 30 with a cluster size of 20.  
Power was least for 30 clusters of size 10 with a medium ICC.  In the medium ICC 
conditions, power did not reach 0.80 until the number of clusters reached 30 with a 
cluster size of 20.  As expected, power increased as number of clusters and cluster size 
increased across all three conditions of ICC. 
Research question 3b asked what proportion of replications did ∆CFI misidentify 
the simulated invariance as noninvariance?  The Type I error referred to the proportion of 
replications in which the invariant model was erroneously detected as noninvariance by 
the ∆CFI.  The empirical Type I error rates of the ∆CFI across all simulation conditions 
for the Replication Study are illustrated in Figure 17 and Table E1.  ∆CFI led to 
erroneously inflated Type I error rates.  Type I error rates of ∆CFI were never in the 
acceptable range, regardless of simulation condition.  Type I errors ranged from 0.743 to 
1.000.  The null hypothesis posing no difference between groups was overly rejected 
under the noninvariance condition in which the simulation conditions were overpowered.   
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Figure 16. Change in CFI power rates for Replication Study. 
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Figure 17. Change in CFI Type I error rates for Replication Study. 
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Extension Study 1. 
The empirical power rates of the ∆CFI across all simulation conditions for 
Extension Study 1 are illustrated in Figure 18 and Table E2.  Power was sufficient across 
all simulation conditions for Extension Study 1 in which the magnitude of the 
noninvariant factor loading at level-one and level-two varied by 0.5.  The noninvariance 
of the target factor loading between treatment and control classrooms was detected all the 
time, regardless of the simulation conditions in Extension Study 1.  Power was least for 
30 clusters of size 10 with a small ICC.  As expected, power increased as the number of 
clusters and cluster size increased across all ICC conditions. 
The empirical Type I error rates of the ∆CFI across all simulation conditions for 
Extension Study 1 are illustrated in Figure 19 and Table E2.  ∆CFI led to substantially 
inflated Type I error rates.  Type I error rates of ∆CFI were never in the acceptable range, 
regardless of simulation condition.  Type I errors ranged from 0.743 to 1.000.  The null 
hypothesis posing no difference between groups was overly rejected under the 
noninvariance condition.  ∆CFI never resulted in acceptable Type I error, regardless of 
simulation condition.  Type I error rates nearly reached the corresponding power rates. 
 55 
 
Figure 18. Change in CFI power rates for Extension Study 1. 
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Figure 19. Change in CFI Type I error rates for Extension Study 1. 
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Extension Study 2. 
The empirical power rates of the ∆CFI across all simulation conditions for 
Extension Study 2 are illustrated in Figure 20 and Table E3.  Power was sufficient across 
all simulation conditions for Extension Study 2 in which the magnitude of the 
noninvariant factor loading at level-one and level-two varied by 0.25.  The noninvariance 
of the target factor loading between treatment and control classrooms was detected all the 
time, regardless of the simulation conditions in Extension Study 2.  Power was least for 
30 clusters of size 10 with a small ICC.  As expected, power increased as the number of 
clusters and cluster size increased across all ICC conditions. 
The empirical Type I error rates of the ∆CFI across all simulation conditions for 
Extension Study 2 are illustrated in Figure 21 and Table E3.  ∆CFI led to substantially 
inflated Type I error rates.  Type I error rates of ∆CFI were never in the acceptable range, 
regardless of simulation condition.  Type I errors ranged from 0.743 to 1.000.  The null 
hypothesis posing no difference between groups was overly rejected under the 
noninvariance condition.  ∆CFI never resulted in acceptable Type I error, regardless of 
simulation condition.  Type I error rates nearly reached the corresponding power rates. 
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Figure 20. Change in CFI power rates for Extension Study 2. 
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Figure 21. Change in CFI Type I error rates for Extension Study 2.  
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Chapter 5: 
Discussion 
Main Findings 
The purpose of the current study was to evaluate multiple-group multilevel – 
confirmatory factor analysis (MGM-CFA) as a method for detecting metric 
noninvariance in nested data.  The current study replicated and extended the first study 
conducted by Kim et al. (2012).  Noninvariance was generated to occur at level-two only 
with a magnitude of 0.5 noninvariance in the factor loading to replicate findings of Kim 
et al. (2012).  Noninvariance was generated to occur at level-one and level-two 
simultaneously with magnitudes of 0.25 and 0.5 noninvariance in the factor loading to 
extend the work of Kim et al. (2012).  The grouping variable occurred at level-two to 
represent treatment versus control classrooms with noninvariance at level-two between 
classrooms.  MGM-CFA was used to detect the presence of metric noninvariance in the 
multilevel data under various conditions of intraclass correlation coefficients (ICC), 
number of clusters (j), and cluster size (nj). Type I error and statistical power were 
examined for overall model fit through the use of the chi-square difference test (Δχ2), 
change in root mean squared error of approximation (ΔRMSEA), and change in 
comparative fit index (ΔCFI).  
MGM-CFA was recommended as a method for examining latent factor variance 
heterogeneity across treatment and control classrooms.  The most salient finding from the 
current study is that multiple-group multilevel – confirmatory factor analysis nearly 
always detected multilevel measurement invariance across all simulation conditions with 
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the ∆CFI.  MGM-CFA was a powerful tool to detect noninvariance in the factor loading, 
especially when the ∆CFI is the outcome variable. 
Research hypothesis 1a hypothesized that as the intraclass correlation coefficient 
(ICC) increases, the power to detect the simulated noninvariance will increase for the chi-
square difference test, ∆RMSEA, and ∆CFI.  Power was defined as the proportion of 
models that rejected the null hypothesis when they should have in the context of the 
current study.  As expected, power was highest in the large ICC conditions and lowest in 
the small ICC conditions for ∆CFI for the Replication Study, Extension Study 1, and 
Extension Study 2.  
As expected, ∆RMSEA indicated power was highest in the large ICC conditions 
and lowest in the small ICC conditions for Extension Study 1 and Extension Study 2.  For 
the Replication Study, ∆RMSEA did not obtain acceptable power rates (i.e., 0.80) until 
number of clusters reached 50 with a cluster size of 20 in the small ICC conditions.  For 
the Replication Study, ∆RMSEA did not obtain acceptable power rates until number of 
clusters reached 50 with a cluster size of 10 in the medium and large ICC conditions.   
The chi-square difference test did not result in acceptable power rates until 
number of clusters reached 160 with a cluster size of 20 for the Replication Study.  Power 
of the chi-square difference test was not sufficient (i.e., did not reach 0.80) for medium 
ICC conditions in the Replication Study.  Power of the chi-square difference test was 
greatest for 50 clusters and least for 160 clusters in low ICC conditions for the 
Replication Study.  As expected, power of the chi-square difference test was highest in 
the large ICC conditions and lowest in the small ICC conditions for Extension Study 1 
and Extension Study 2.   
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Although the power rates were unstable in small ICC conditions, the results are in 
line with previous simulations.  Hox and Maas (2001) found inadmissible estimates when 
the number of clusters was small (i.e., 50) and the ICC was small; underestimated power 
rates were partly compensated with large cluster sizes.  
Research hypothesis 1b hypothesized that as the intraclass correlation coefficient 
(ICC) increases, the empirical Type I error rate will decrease for the chi-square difference 
test, ∆RMSEA, and ∆CFI.  The Type I error rate was defined as the proportion of models 
that rejected the null hypothesis when they should not have in the context of the current 
study.  ∆CFI led to erroneously inflated Type I error rates.  Type I errors ranged from 
0.743 to 1.000.  The null hypothesis posing no difference between groups was overly 
rejected under the noninvariance condition in which the simulation conditions were 
overpowered.  The Type I error rate of 1.00 indicated MGM-CFA always detected the 
difference of noninvariance in the factor loading.  In other words, ∆CFI was overpowered 
to detect noninvariance in the factor loading.  Alpha was an indicator of artificially 
inflated power (Serlin, 2000).  Although Type I errors actually increased as ICC 
increased, Type I error captured artificially inflated power for ∆CFI; thus, results were in 
the hypothesized direction. 
As hypothesized, the Type I error rates for the ∆RMSEA were lowest for the large 
ICC conditions and highest for the small ICC conditions for the Replication Study, 
Extension Study 1, and Extension Study 2. 
The chi-square difference test resulted in an erroneous pattern of Type I error 
rates across the ICC conditions.  Type I error rates ranged from 0.006 to 0.084 except for 
conditions with a small ICC, which yielded an irregular pattern of results.  In the small 
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ICC conditions with a cluster size of 10, Type I error rates were lowest for 50 clusters 
and highest for 80 clusters.  Serlin (2000) constructed a confidence interval around α = 
0.05 to test the true Type I error rate and found that the traditional Monte Carlo 
confidence interval is wider than the confidence interval resulting from the range 
hypothesis.  The range Monte Carlo hypothesis focuses directly on the robustness of the 
procedure under consideration, whereas the traditional Monte Carlo hypothesis only tests 
whether alpha (i.e., the nominal Type I error rate) is equal to the actual Type I error rate, 
which is already known to be negative.  Thus, the range of Type I errors were consistent 
with previous simulation studies. 
Research hypothesis 2a hypothesized that as the number of clusters (j) increases, 
the power to detect the simulated noninvariance will increase for the chi-square 
difference test, ∆RMSEA, and ∆CFI.  As hypothesized, the power of the ∆CFI increased 
as the number of clusters increased for the Replication Study, Extension Study 1, and 
Extension Study 2.  As hypothesized, the power of the ∆RMSEA increased as the number 
of clusters increased for the Replication Study, Extension Study 1, and Extension Study 
2.  As hypothesized, the power of the chi-square difference test increased as the number 
of clusters increased for Extension Study 1 and Extension Study 2.  Contrary to 
hypothesis 2a, the power rates of the chi-square difference test were unstable in small and 
medium ICC conditions for the Replication Study.  Although power was unstable in 
small and medium ICC conditions, the results are in line with previous simulations.  Hox 
and Maas (2001) found more inadmissible estimates as the number of clusters decreased 
and the ICC was small.  
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Research hypothesis 2b hypothesized that as the number of clusters (j) increases, 
the empirical Type I error rate will increase for the chi-square difference test, ∆RMSEA, 
and ∆CFI.  As expected, the Type I error rate of the ∆CFI increased as the number of 
clusters increased for the Replication Study, Extension Study 1, and Extension Study 2.  
The Type I error rate of the ∆RMSEA decreased as the number of clusters increased for 
the Replication Study, Extension Study 1, and Extension Study 2.  Type I error rates for 
the chi-square difference test were erroneous again.  Although the Type I errors for 
medium ICC conditions ranged from 0.006 to 0.066 for the chi-square difference test, the 
Type I errors increased as number of clusters increased; however, Type I errors of the 
chi-square difference test decreased as number of clusters increased in the large ICC 
conditions.  Indeed Meade and Bauer (2007) found Type I errors are unstable in small 
sample sizes. 
Research hypothesis 3a hypothesized that as cluster size (nj) increases, the power 
to detect the simulated noninvariance will increase for the chi-square difference test, 
∆RMSEA, and ∆CFI.  As hypothesized, the power of the ∆CFI increased as the cluster 
size increased for the Replication Study, Extension Study 1, and Extension Study 2.  As 
hypothesized, the power of the ∆RMSEA increased as the cluster size increased for the 
Replication Study, Extension Study 1, and Extension Study 2.  As hypothesized, the 
power of the chi-square difference test increased as the cluster size increased for 
Extension Study 1 and Extension Study 2.  Contrary to hypothesis 2a, the power rates of 
the chi-square difference test were unstable in small and medium ICC conditions as 
cluster size increased for the Replication Study.  Although power was unstable in small 
and medium ICC conditions, the results were in line with previous simulations.  Hox and 
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Maas (2001) found more inadmissible estimates as the cluster size decreased and the ICC 
was small.  
Research hypothesis 3b hypothesized that as cluster size (nj) increases, the 
empirical Type I error rate will increase for the chi-square difference test, ∆RMSEA, and 
∆CFI.  As expected, the Type I error rate of the ∆CFI increased as the cluster size 
increased for the Replication Study, Extension Study 1, and Extension Study 2.  The 
Type I error rate of the ∆RMSEA decreased as the cluster size increased for the 
Replication Study, Extension Study 1, and Extension Study 2.  Type I error rates for the 
chi-square difference test were erroneous again.  Although the Type I errors for medium 
ICC conditions ranged from 0.006 to 0.066 for the chi-square difference test, the Type I 
errors increased as cluster size increased; however, Type I errors of the chi-square 
difference test decreased as cluster size increased in the large ICC conditions.  Meade and 
Bauer (2007) found Type I errors are unstable in small sample sizes. 
Limitations and Future Research 
 The current study considered a level-two grouping variable, which represented 
treatment versus control classrooms with noninvariance at level two between classrooms.  
In practice, grouping variables also exist at level-one such as student gender.  The current 
study generated a two-level single-factor model, yet multiple levels of nesting exist in 
nature and multidimensional constructs exist in the social, behavioral, and education 
science literature (Marsh, 1993; Martin, Malmberg, & Liem, 2010).  
 The loading of manifest indicator Y7 was noninvariant at both level-one and 
level-two in the current study.  Future research on multilevel measurement invariance 
should consider varying different loadings at level-one and level-two as well as consider 
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more than one noninvariant loading in order to evaluate the performance of MGM-CFA 
for detecting metric noninvariance.  If metric noninvariance is found, researchers may 
calculate effect sizes and confidence intervals for the factor loading differences (Meade 
& Bauer, 2007).  Inspection of the loading effect size and confidence interval can clarify 
the reasons for the lack of fit, and allow researchers to investigate partial invariance 
(Byrne, Shavelson, & Muthén, 1989).  A narrow confidence interval that falls far from 
zero may be of substantive interest to applied researchers. 
In practice, noninvariance can exist at intercepts or both factor loadings and 
intercepts, and the structures of the individual-level and cluster-level models may not 
always be identical.  The performance of MGM-CFA needs to be studied under more 
complicated research settings with various sources of noninvariance.  Different methods 
for detecting multilevel measurement noninvariance need to be compared to MGM-CFA 
to further assess the utility of multiple-group multilevel – confirmatory factor analysis 
(MGM-CFA) for detecting metric noninvariance. 
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Appendix A:  
Mplus Syntax for Generating and Analyzing Data 
 
Figure A1. Selected Mplus invariance generation syntax. 
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Figure A2. Selected Mplus noninvariance generation syntax. 
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Figure A3. Selected Mplus analysis syntax for configural invariance. 
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Figure A4. Selected Mplus analysis syntax for metric invariance. 
 
  
 77 
Appendix B:  
95th Percentile Values 
Table B1 
95th Percentile Values for ΔRMSEA and ΔCFI for Null Invariance Conditions 
ICC j nj ΔRMSEA ΔCFI 
Small 30 10 0.020808 0.006 
  30 20 0.011952 0.003 
  50 10 0.0116 0.003 
  50 20 0.007385 0.002 
  80 10 0.007786 0.002 
  80 20 0.005121 0.000906 
  160 10 0.004488 0.000857 
  160 20 0.002944 0.000233 
Medium 30 10 0.013541 0.005242 
  30 20 0.007534 0.001825 
  50 10 0.008604 0.002 
  50 20 0.004966 0.000811 
  80 10 0.006024 0.001 
  80 20 0.004309 0.000412 
  160 10 0.004057 0.000391 
  160 20 0.003217 0.000162 
Large 30 10 0.01139 0.002936 
  30 20 0.00682 0.001173 
  50 10 0.007886 0.001339 
  50 20 0.005169 0.000622 
  80 10 0.006396 0.000766 
  80 20 0.004382 0.000361 
  160 10 0.004068 0.00036 
  160 20 0.003291 0.000157 
Mean Δ   0.001565 0.007239 
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Appendix C:  
Results for the Chi-Square Difference Test 
Table C1 
Chi-Square Difference Test Power and Type I Error Rates for Replication Study 
ICC j nj Power Type I Error 
Small 30 10 0.211 0.048 
  30 20 0.282 0.124 
  50 10 0.364 0.014 
  50 20 0.179 0.107 
  80 10 0.100 0.070 
  80 20 0.092 0.056 
  160 10 0.072 0.044 
  160 20 0.083 0.032 
Medium 30 10 0.122 0.006 
  30 20 0.150 0.009 
  50 10 0.117 0.066 
  50 20 0.127 0.042 
  80 10 0.116 0.031 
  80 20 0.181 0.047 
  160 10 0.271 0.042 
  160 20 0.343 0.038 
Large 30 10 0.220 0.082 
  30 20 0.220 0.084 
  50 10 0.234 0.057 
  50 20 0.298 0.048 
  80 10 0.359 0.044 
  80 20 0.463 0.056 
  160 10 0.729 0.047 
  160 20 0.801 0.044 
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Table C2 
Chi-Square Difference Test Power and Type I Error Rates for Extension Study 1 
ICC j nj Power Type I Error 
Small 30 10 0.894 0.048 
  30 20 0.999 0.124 
  50 10 0.997 0.014 
  50 20 0.999 0.107 
  80 10 0.999 0.070 
  80 20 0.999 0.056 
  160 10 1.000 0.044 
  160 20 1.000 0.032 
Medium 30 10 0.993 0.006 
  30 20 0.999 0.095 
  50 10 0.999 0.066 
  50 20 1.000 0.042 
  80 10 1.000 0.031 
  80 20 1.000 0.047 
  160 10 1.000 0.042 
  160 20 1.000 0.038 
Large 30 10 0.999 0.082 
  30 20 1.000 0.084 
  50 10 1.000 0.057 
  50 20 1.000 0.048 
  80 10 1.000 0.044 
  80 20 1.000 0.056 
  160 10 1.000 0.047 
  160 20 1.000 0.044 
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Table C3 
Chi-Square Difference Test Power and Type I Error Rates for Extension Study 2 
ICC j nj Power Type I Error 
Small 30 10 0.065 0.048 
  30 20 0.973 0.124 
  50 10 0.036 0.014 
  50 20 0.989 0.107 
  80 10 0.985 0.070 
  80 20 0.998 0.056 
  160 10 0.999 0.044 
  160 20 1.000 0.032 
Medium 30 10 0.670 0.006 
  30 20 0.988 0.095 
  50 10 0.951 0.066 
  50 20 0.998 0.042 
  80 10 0.998 0.031 
  80 20 1.000 0.047 
  160 10 1.000 0.042 
  160 20 1.000 0.038 
Large 30 10 0.836 0.082 
  30 20 0.994 0.084 
  50 10 0.982 0.057 
  50 20 1.000 0.048 
  80 10 1.000 0.044 
  80 20 1.000 0.056 
  160 10 1.000 0.047 
  160 20 1.000 0.044 
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Appendix D:  
Results for ΔRMSEA 
Table D1 
Change in RMSEA Power and Type I Error Rates for Replication Study 
ICC j nj Power Type I Error 
Small 30 10 0.581 0.230 
  30 20 0.532 0.120 
  50 10 0.564 0.112 
  50 20 0.558 0.054 
  80 10 0.565 0.057 
  80 20 0.572 0.022 
  160 10 0.611 0.021 
  160 20 0.650 0.002 
Medium 30 10 0.516 0.129 
  30 20 0.485 0.056 
  50 10 0.561 0.063 
  50 20 0.580 0.023 
  80 10 0.669 0.033 
  80 20 0.706 0.013 
  160 10 0.822 0.009 
  160 20 0.866 0.001 
Large 30 10 0.561 0.089 
  30 20 0.588 0.044 
  50 10 0.725 0.058 
  50 20 0.757 0.027 
  80 10 0.853 0.036 
  80 20 0.876 0.015 
  160 10 0.973 0.010 
  160 20 0.984 0.001 
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Table D2 
Change in RMSEA Power and Type I Error Rates for Extension Study1 
ICC j nj Power Type I Error 
Small 30 10 0.981 0.230 
  30 20 0.996 0.120 
  50 10 0.994 0.112 
  50 20 0.998 0.054 
  80 10 0.997 0.057 
  80 20 0.999 0.022 
  160 10 0.999 0.021 
  160 20 1.000 0.002 
Medium 30 10 0.985 0.129 
  30 20 0.999 0.056 
  50 10 0.999 0.063 
  50 20 1.000 0.023 
  80 10 1.000 0.033 
  80 20 1.000 0.013 
  160 10 1.000 0.009 
  160 20 1.000 0.001 
Large 30 10 0.999 0.089 
  30 20 1.000 0.044 
  50 10 1.000 0.058 
  50 20 1.000 0.027 
  80 10 1.000 0.036 
  80 20 1.000 0.015 
  160 10 1.000 0.010 
  160 20 1.000 0.001 
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Table D3 
Change in RMSEA Power and Type I Error Rates for Extension Study 2 
ICC j nj Power Type I Error 
Small 30 10 0.731 0.230 
  30 20 0.882 0.120 
  50 10 0.843 0.112 
  50 20 0.969 0.054 
  80 10 0.946 0.057 
  80 20 0.996 0.022 
  160 10 0.998 0.021 
  160 20 1.000 0.002 
Medium 30 10 0.669 0.129 
  30 20 0.898 0.056 
  50 10 0.869 0.063 
  50 20 0.994 0.023 
  80 10 0.980 0.033 
  80 20 1.000 0.013 
  160 10 1.000 0.009 
  160 20 1.000 0.001 
Large 30 10 0.715 0.089 
  30 20 0.933 0.044 
  50 10 0.918 0.058 
  50 20 0.998 0.027 
  80 10 0.989 0.036 
  80 20 1.000 0.015 
  160 10 1.000 0.010 
  160 20 1.000 0.001 
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Appendix E:  
Results for ΔCFI 
Table E1 
Change in CFI Power and Type I Error Rates for Replication Study 
ICC j nj Power Type I Error 
Small 30 10 0.779 0.804 
  30 20 0.885 0.864 
  50 10 0.850 0.850 
  50 20 0.943 0.949 
  80 10 0.928 0.911 
  80 20 0.987 0.988 
  160 10 0.991 0.994 
  160 20 1.000 1.000 
Medium 30 10 0.771 0.743 
  30 20 0.934 0.924 
  50 10 0.915 0.887 
  50 20 0.994 0.993 
  80 10 0.992 0.990 
  80 20 1.000 1.000 
  160 10 1.000 1.000 
  160 20 1.000 1.000 
Large 30 10 0.893 0.832 
  30 20 0.991 0.982 
  50 10 0.994 0.973 
  50 20 1.000 1.000 
  80 10 1.000 1.000 
  80 20 1.000 1.000 
  160 10 1.000 1.000 
  160 20 1.000 1.000 
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Table E2 
Change in CFI Power and Type I Error Rates for Extension Study 1 
ICC j nj Power Type I Error 
Small 30 10 0.989 0.804 
  30 20 0.999 0.864 
  50 10 0.998 0.850 
  50 20 0.999 0.949 
  80 10 0.999 0.911 
  80 20 0.999 0.988 
  160 10 1.000 0.994 
  160 20 1.000 1.000 
Medium 30 10 0.995 0.743 
  30 20 0.999 0.924 
  50 10 1.000 0.887 
  50 20 1.000 0.993 
  80 10 1.000 0.990 
  80 20 1.000 1.000 
  160 10 1.000 1.000 
  160 20 1.000 1.000 
Large 30 10 0.999 0.832 
  30 20 1.000 0.982 
  50 10 1.000 0.973 
  50 20 1.000 1.000 
  80 10 1.000 1.000 
  80 20 1.000 1.000 
  160 10 1.000 1.000 
  160 20 1.000 1.000 
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Table E3 
Change in CFI Power and Type I Error Rates for Extension Study 2 
ICC j nj Power Type I Error 
Small 30 10 0.952 0.804 
  30 20 0.988 0.864 
  50 10 0.978 0.850 
  50 20 0.992 0.949 
  80 10 0.993 0.911 
  80 20 0.999 0.988 
  160 10 0.999 0.994 
  160 20 1.000 1.000 
Medium 30 10 0.965 0.743 
  30 20 0.998 0.924 
  50 10 0.995 0.887 
  50 20 1.000 0.993 
  80 10 0.999 0.990 
  80 20 1.000 1.000 
  160 10 1.000 1.000 
  160 20 1.000 1.000 
Large 30 10 0.992 0.832 
  30 20 1.000 0.982 
  50 10 1.000 0.973 
  50 20 1.000 1.000 
  80 10 1.000 1.000 
  80 20 1.000 1.000 
  160 10 1.000 1.000 
  160 20 1.000 1.000 
 
 
