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ABSTRACT 
We give the complete solution of a large class of problems in linear system theory, 
the so-called cover problems. These problems are formulated and solved both in the 
state-space and in the inputoutput frameworks. The key concept, which allows the 
effective parametrization of all solutions of the cover problems, is that of the partial 
realizations of a sequence of matrices. It is shown that the solutions of the state-space 
cover problems can be expressed as state spaces of the partial realizations of 
appropriately defined sequences of matrices, and the solution of the input-output 
cover problems can be expressed as a simple function of the transfer functions of the 
partial realizations of the sequences of matrices mentioned above. 
1. INTRODUCTION 
In the context of linear, constant, finite-dimensional systems, the cover 
problems can be formulated both in state-space and in input+utput terms. 
Throughout the paper, k is an arbitrary, but fixed, field. Given the linear 
maps F: k” + k”, G: k” + k”, J: kg -+ k”, H: k” + kp, our goal is to find all 
subspaces V of k”, which satisfy 
(1.1) FV cV+imG, 
(1.2) imJCV, 
(I-3) V c ker H, 
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where “im” and “ker” denote the image and the kernel of the corresponding 
maps. The problem defined by (1.1,2) will be referred to as the state-space 
cover problem, and the one defined by (l.l)-(1.3) will be referred to as the 
generalized state-space cover problem. If, in addition, 
(1.4) dimV = minimal, 
we call (Ll), (1.2), (1.4) the minimal state-e-space cover problem and (l.l)-(1.4) 
the minirnul generalized state-space cover problem. 
The input-output or polynomial formulation involves the solution of an 
algebraic equation over the ring of s.p.r. functions (in the sequel, the 
abbreviation “s.p.r.” stands for “strictly proper rational”). Given p X 9, p X m 
s.p.r. matrices Z,, Z,, find all m X 9, p X 9 s.p.r. matrices Z,, Z, such that 
(1.5) 
This is the input-output cover problem. The special case where Equation (1.5) 
is to be solved subject to the condition 
(1.6) z, = 0. 
is of interest. We call the equation 
(I.71 z, = Z,Z,) 
where Z,, Z,, Z, are defined as above, the generalized input-output cover 
problem. Let S(Z) denote the MacMillan degree of the rational matrix Z. 
Equations (1.5) and (1.7) together with 
(1.8) 6( Z,,) = minimal, Z . =(z: ZI)’ XY. 
will be referred to as the minimal input-output cover problem and the 
minim& generalized input-output cover problem, respectively. 
The terminology used above suggests that the state-space and input-out- 
put cover problems are equivalent. Indeed, let (F,(J G), H) be a realization 
of (Z, Z,), i.e. 
(1.9) (6 Z,)=H(PF)--‘(J G). 
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Every solution V of the state-space cover problem (l.l), (1.2) can be consid- 
ered as the state space of some solution Z,, of (1.5). Conversely, if (N, F) is 
observable, the state space of every solution Z,, of (1.5) can be embedded 
into k”, in a unique way, so as to satisfy (1.1,2). In this context, the condition 
(1.3) is equivalent to the condition (1.6), i.e., the generalized state-space and 
the generalized inputoutput cover problems are equivalent. The equivalence 
also holds for the minimal version of the cover problems, i.e., (1.1) (1.2) (1.4) 
is equivalent to (1.5) (1.Q and (l.l)-(1.4) is equivalent to (1.7), (1.8). For 
details, see [6, Sections 4,5] or [2, Section 21. 
The cover problems provide a unifying framework for the solution of a 
number of important feedforward as well as feedback problems in linear 
system theory. Given a linear system Z, the observer problem is concerned 
with the determination of a linear system Cobs (the observer to Z). Eobs 
accepts as input the input u and the output y of Z, and estimates a desired 
linear function of the state of Z. It was first shown by Wonham and Morse 
[23] that this problem is equivalent to an appropriately defined state-space 
cover problem (l.l), (1.2). If the input ZJ of Z is not available as input to the 
observer Z O,,s (i.e., the only input to Z, is y), we obtain the unknown-input 
observer problem, which is equivalent to an (appropriate) generalized cover 
problem (l.l)-(1.3) or (1.7). If, in the above problems, we require that the 
dimension of Zobs be minimal, we obtain minimal cover problems. 
The exact model-matching problem (also known as the model-following 
problem) is concerned with the determination of a precompensator Xcomp to a 
given system Z, so that their cascade connection matches exactly the input- 
output behavior (transfer function) of a desired model Zmodel. It was first 
shown by Morse [18] that this problem is equivalent to an appropriate 
generalized state-space cover problem (l.l)-( 1.3). 
In the causal facto&&ion problem, we are given two linear, causal 
input-output maps f,, fi, and we want to find out when fi is a left causal 
factor of fi. This problem turns out to be the same as the exact model 
matching problem. An approach to the causal factorization which does not 
make use of this equivalence is given by Hammer and Heymann [lo]. 
The three problems described above are the most prominent among the 
feedforward interpretations of the cover problems. A feedback interpretation 
is provided by the disturbance decoupling problem: given the system Z = 
(F,(J G), H), where G is the control-input map and J is the disturbance- 
input map, find (if it exists) a feedback transformation from the state to the 
control input, so that the transfer function from the disturbance input to the 
output is identically zero. It was first shown by Wonham [22, Section 41 that 
this problem is equivalent to an appropriate generalized state-space cover 
problem (l.l)-(1.3). For details on all the equivalences mentioned above, see 
[6, Sections 4,5] or [2, Section 21. 
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The purpose of this paper is to present the complete solution, i.e., an 
effective parametrization of all solutions of the different versions of the cover 
problems defined above. In the rest of this section, we will briefly go over the 
main steps involved in the solution, starting with the state-space version. 
If G = 0, the problem (l.l)-(1.3) becomes the classical (linear algebraic) 
problem of finding all F-invariant subspaces which include, and are included 
in, given subspaces. If the problem is solvable, 
(1.10) Vmin: =imJ+imFJ+imF2J+ ... 
is the unique solution of minimal dimension, while 
(1.11) v,, : = kerH nkerHF nkerHF’n . 
is the unique solution of maximal dimension. The set of all solutions of 
(l.l)-(1.3) for G = 0 has lattice structure under the operations of subspace 
addition and subspace intersection. Every solution V contains Vmin and is 
contained in V,, . 
If G * 0, the family of Fmod Ginvariant subspaces [i.e., subspaces which 
satisfy (l.l)] is closed under subspace addition but is not closed under 
subspace intersection. Consequently, the family of Fmod Ginvariant sub- 
spaces is only a semilattice with respect to subspace addition (see Wonham 
[22, Section 41). Thus, if (l.l)-(1.3) is solvable, while it has a unique solution 
of maximal dimension V,,, the solution V& of minimal dimension will, in 
general, be nonunique. This inherent nonuniqueness constitutes the main 
difficulty in dealing with the state-space cover problems. 
The main idea for the solution is to use (partial) realization theory in order 
to generate the solution sets. We will briefly review the solution of the 
state-space cover problem (l.l), (1.2), which is developed in the first part of 
Section 3. In studying (l.l), (1.2), we can assume, without loss of generality, 
that (F, G) is reachable (see Section 2.1). Moreover, the inclusions (l.l), (1.2), 
are invariant under basis change in k”. We can thus choose to work in a 
so-called bbasis. With respect to such a basis, F has a multicompanion form 
which exhibits the Kronecker (reachability) indices K~, i E m, of (F, G) (m 
denotes the set (1,. . . , m)). The main point is that, in any b-basis, a subspace _- 
V is Fmod Ginvariant if, and only if, there exists a pair (H, F) such that V is -- 
spanned by the columns of a truncated observability matrix O,(H, F) whose 
rows have been permuted, according to a pattern based on the Kronecker 
indices (cf. Section 2.2): 
(1.12) 
-- 
V = span,col O,.,( H, F). 
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For the precise formulation of this result, see Theorem 2.15. Thus, since (1.1) 
is equivalent to (1.12), (1.2) is equivalent to the existence of G such that 
-__ 
Jb = O,( H, F)G. 
Using the definition of the permuted observability matrix (2.17), this equality 
can be rewritten as follows: 
(1.13) iEm, t EK. L) 
where ait is the (K~ + . . . + K~_~ + t)th row of Jb (Kg: = 0) and q is the ith 
row of a. The relations (1.13) define a partial realization problem. We 
immediately conclude that V satisfies (Ll), (1.2) if, and only if, V is given by --- 
formulae (1.12) where, for some G, (F, G, H ) is a partial realization of a 
(finite) sequence S of matrices, constructed from the rows of Jb. 
It should be noticed that, in the multivariable case m > 1, the partial-reali- 
zation problem involved in the solution of the state-space (as well as the 
input-output) cover problems, which is defined by (1.13), is a generalization 
of the usual partial-realization problem (see e.g. [12, p. 2521). We call it the 
nice partial-realization problem, because some of the elements of the partial 
sequence S are undetermined according to a nice pattern, which is given by 
the Kronecker indices K~, i E m. Its most important features are presented in 
Section 2.3. --- 
Let the dimension of (F, G, H) be r. The truncated and row-permuted -- 
observability matrix O,( H, F) defines a map (embedding) from k’ into k”. -- 
This implies that span, co1 O,( H, F) can be regarded as the state space of 
(F, G, H) embedded in k”. The solutions of the state-space cover problem are 
thus expressed as state spaces of the partial realizations of S, embedded in k”. 
A similar result holds for the generalized state-space cover problem (see 
Theorems 3.7 and 3.23 in Section 3). 
It is a rather surprising fact that the linear algebraic state-space cover 
problems are equivalent to realization problems. This is a consequence of the 
fact that the concept of an Fmod Ginvariant subspace is closely related to the 
concept of a realization according to formula (1.12). The above results show, 
furthermore, that the nonuniqueness of the state-space cover problems de- 
scribed previously is the same as the well-known nonuniqueness of the partial 
realization problem (see Kalman [13]). Besides, the lattice structure that was 
lost by going from the case G = 0 to the case G * 0 is replaced by the 
structure of the partial realization problem. Finally, it turns out that the 
columns of the behavior (Hankel) matrix B(S) of S provide a parametrization 
of the bases of all solutions V, generated by the canonical partial realizations 
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--- 
(F, G, H ) of S. Thus, once the sequence S is obtained, the most important 
subclass of solutions of the state-space cover problems is obtained from B(S) 
with no additional computation (see Remark 3.26). This is a clear demonstra- 
tion of the fact that the partial realization problem (and, in particular, the 
associated behavior matrix) constitutes the right tool for the study of the 
state-space cover problems. 
Since the state-space and the input-output cover problems are equivalent, 
the concept of partial realization forms the basis for the solution of the 
input-output cover problem as well. In the treatment of Section 4, we do not 
make use of this equivalence in order to solve the input-output cover 
problems. Instead we treat the latter on their own, using exclusively the 
polynomial setup introduced by Fuhrmann [7, 81. We will briefly review the 
main steps involved in the solution of (1.5). 
In solving an algebraic equation with rational data like (1.5), the standard 
approach consists of transforming the rational data into polynomial form. This 
can be done in many different ways. Usually Z,, 2, are expressed as left or 
right coprime matrix fractions. The lack of success in effectively parame- 
trizing all solutions of (1.5) indicates that this is not the right way of 
approaching the problem. The idea is to express 2, as a function of 2, in the 
following way: 
(1.14) z, = z,x + Y, 
where X, Y are polynomial matrices of appropriate size. Let also 
Z, = ND--‘, 
where N, D are right coprime polynomial matrices. The (strictly proper) 
rational data of Equation (1.5) are thus replaced by the polynomial data: 
N, D,X,Y. 
For the precise formulation of this result, see Lemma 4.2. 
This is the crucial technical result. Once the data N, D, X, Y are obtained, 
we proceed as follows. First, we attack the easy problem of solving (1.5) over 
the field of rational functions. The solutions are parametrized by means of 
closed formulae: Z,, Z, are rational solutions of (1.5) if, and only if, 
(1.15) Z,= -DA+X, Z, = NA + Y, 
where A is an arbitrary rational matrix of appropriate size. 
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To obtain the solutions of (1.5) over the ring of s.p.r. functions, we have to 
set Zx = s.p.r. (this, together with (1.5) implies 2, = s.p.r.). By (1.15), we thus 
have to solve the linear equation 
- DA + X = 0 mod (s.p.r.). 
As shown in Section 4, the solutions of this equation are constructed using the 
concept of partial realization of a sequence S of (constant) matrices, which is 
derived from D and X. As a result, Z,, 2, are solutions of (1.5) over the ring 
of s.p.r. functions if, and only if, they can be expressed via the formulae 
(1.15) where A is no longer an arbitrary rational matrix, but has to belong to 
the set l?, of partial realizations of S. Eliminating the polynomial matrices X 
and Y from (1.15) we obtain the formulae 
Z,= -s.p.r.part(DA), Z,=s.p.r.part(NA), A E Is. 
Equation (1.5) is thus explicitly solved by means of closed formulae (see 
Theorem 4.10). Equation (1.7) is solved in a similar way (see Theorem 4.19 of 
Section 4). Minimal-dimensional solutions of the above two equations are 
obtained by restricting A to be a minimal partial realization (see Corollaries 
4.12 and 4.21). 
The preceding formulae have far-reaching implications listed in Remark 
4.22. We would like to stress the following. In the context of linear systems, 
(strict) causality and (strict) proper rationality are equivalent. The solution of 
the input-output cover problems sketched above shows that, when we restrict 
the solutions from rational to s.p.r., the parameter A is restricted from 
arbitrary rational to the set Is of s.p.r. matrices which partially realize the 
sequence S. This shows that causality is equivalent to partial realization. This 
fact, of fundamental importance, provides a new algebraic characterization of 
causality. 
2. PRELIMINARY RESULTS 
2.1. The Reachability Assumption 
In solving the state-space and the input-output cover problems, we will 
make a certain reachability assumption which is of technical importance. It is 
the purpose of this subsection to prove that this reachability assumption 
represents no loss of generality. 
We start with the inputoutput cover problem (1.5). Since (1.7) is a special 
case of (1.5), the following considerations apply equally well to the gener- 
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alized input-output cover problem. There always exist p x p, p X q, p x m 
polynomial matrices P, R,, R,, with det P * 0, such that 
(2.1) 
Pl Zz) = P-‘( R, R,), where (P, R,, R,) are left coprime. 
We will assume that 
(2.2) (P, R,) are left coprime. 
In order to show that this assumption is no loss of generality, we proceed as 
follows. If the given data Z,, Z, of Equation (1.5) do not satisfy (2.2), we 
consider Equation (1.5) with data Z,, (Z, Z,), i.e. 
(2.3) z, = (Z, z2)( _zxl ?Q+ TY, 
where zX1, zX2, z, are 4 x q, m x q, p X q s.p.r. matrices. From (2.3) it 
readily follows that 
(2.4) z,: =z,,(z-z,J’, z,: =Z,(z-z,J1, 
are s.p.r. solutions of Equation (1.5). Let 0 denote the set of s.p.r. solutions 
Z,, Z, of Equation (1.5), and @ the set of pairs ZXLZy defined by (2.4), which 
are constructed from the s.p.r. solutions 27, zXz, Z, of Equation (2.3): 
(2.5a) 
o:={(Z,, Z,):z~=Z~z*+Z,), 
(2.5b) 
G:=((z&> Z,)(z-zJ’:z,=(z, z&z_,, zTz)j+zY& 
The fact that Z,, Z, defined by (2.4) are solutions of (1.5) implies that @C 0. 
For every (Z,, Zy) E 8, we have Z, = (Z,Z,)(O’ Z:)‘+ Z,, where 0 is the 
CJ x q zero matrix; this implies (Z,, Zy ) E 0, i.e. 0 C @. Therefore 
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The above equality shows that if the original data Z,, Z, do not satisfy the 
reachability condition (2.2), all we need to do is solve the input-output cover 
problem (1.5) with data Z,, (Z, Z,) and apply the transformation (2.4). Note 
that Z,, (Z, Z,) satisfy the reachability assumption (2.2). 
In the sequel we will refine the relationship (2.6). Let S(Z) denote 
the MacMillan degree of the rational matrix Z; let amti, &in denote the 
MacMillan degrees of the minimal-dimensional solutions of Equations (1.5), 
(2.3). @t is the subset of 0 which contains all the elements of MacMillan 
degree a,, + t: 
(2.7) C9,:={(Zx> Z+@:S((Z: Z;)‘)=s,,+t}, t>O, 
and @, is the subset of 0 whose elements are constructed from the (&,, + t> 
dimensional solutions of Equation (2.3) via the formulae (2.4): 
W) e,:=(pI*,, zJ(z-zxl)-lEG: 
qz:1 c2 qjg=6-,,+t+ t>o. 
The following hold true. 
PROPOSITION 2.9. With @,, 8,, t > 0, defined as above: 
(a) 0, =?e, i.e., Bmin = gmin. 
(b) 0, ce,fir t > 0. 
(c) u ;=()oj = u f=,qfor t > 0. 
Proof. The three statements follow from (2.6) upon noticing that 
(2.10) a((z:p z;,)‘(Z-ZJ’)<6((2:, Z:, Zh)‘). n 
Statement (a) of the proposition shows that all minimal-MacMillan-degree 
solutions of Equation (1.5) can be obtained from the minimal-MacMillan- 
degree solutions of Equation (2.3), via the formulae (2.4). By statement (b), 
the same holds for the solutions of any MacMillan degree 6,,,i, + t, t 2 0. 
We conclude this subsection with a discussion of the reachability assump- 
tion for the state-space cover problems. Recall the definitions of the problems 
(1.1) (1.2) and (l.l)-(1.3). Since the latter is a special case of the former, we 
will only discuss the former. The assumption which corresponds to (2.2) is 
(2.11) ( F , G ) is reachable. 
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It turns out that this assumption is no restriction of generality. In other words, 
given a state-space cover problem (Ll), (1.2) where (2.11) is not satisfied, we 
can always reduce it to one where the reachability assumption is satisfied. 
This reduction is trivial in the case where 
(2.12) (F, (J G)) is reachable. 
If this condition is not satisfied, a different, more lengthy approach has to be 
followed. Because the construction involved in this second case is not of 
relevance to the main results, it will not be reproduced in this paper. The 
interested reader can consult [2, Section 3.11. 
Consider the state-space cover problem (1. l), (1.2) where (2.12) is satisfied 
but (2.11) is not satisfied. We define a state-space cover problem with data F, 
(J G), 1, i.e. 
(2.13) FV C V+im(J G), 
(1.2) imJCV. 
The following can be readily proved. 
PROPOSITION 2.14. V c k” satisfies (1.1) (1.2) if and only if it satisfies 
(2.13), (1.2). 
The above result shows that in order to obtain the solution of a state-space 
cover problem whose data satisfy (2.12) but not (2.11), all we need to do is 
solve the state-space cover problem where G is replaced by (J G). 
2.2. A State-Space Characterization of Fmod G-Invariant Subspaces 
Let (F, G) be a reachable pair of n X n, n X m matrices, and let R( F, G) 
=(G FG F2G . . . ) denote its reachability matrix. We denote by gi the ith 
column of G. A selection of n column vectors from R(F, G) is called nice iff 
whenever Fg, belongs to the selection, Fj- ‘gi belongs to the selection as 
well. Thus, a nice selection can be written as follows: FjP1gi, i E m, Jo vi. 
The nonnegative integers vi, whose sum is equal to n, are the indices of the 
nice selection. A nice basis is a nice selection which forms a basis for k”. We 
will say that vi, i E m, are nice indices of (F, G) if they are the indices of 
some nice basis. The dual nice indices of an observable pair (H, F) are the 
nice indices of (F’, H’). If the nice selection satisfies the additional property 
that F”agi depends only on Fj-‘g,, r E m, Jo vi n v,, for i E m, the selection 
is called minimal nice. The indices of the minimal nice bases are called 
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Kronecker or reachability indices of the pair (F,G). They are uniquely 
determined, up to permutation, and are denoted by K~, i E m. 
There exist bases in k”, denoted by b and composed of linear combina- 
tions of the elements of a minimal nice basis, such that (F, G) assumes the 
following form, which is sometimes referred to as the b-multivariable compan- 
ion reachable form: F, = (F$ ), i, j E m, where Fi i is a ~~ X ~~ companion form 
matrix, the nontrivial coefficients occupying the last row, and Fjl is a ~~ X ~~ 
matrix with zero rows except (possibly) for the last one. Similarly, G, = (Gj,), 
j, i E m, where G, is a Kj-column vector of the form (0 . . . 0 *)‘, with * = 1 
if j= i, * = 0 if K < K~, and arbitrary otherwise. For a detailed discussion on I’ 
the above results see [l, Sections 2, 41; for the (multivariable) companion 
reachable form, see also Wolovich [21, Section 3.61. 
We are now ready to state the important 
THEOREM 2.15. Let (F, G) be a reachable pair of n X n, n X m matrices, 
with Kronecker indices K~, i E m. A subspace V c k” is Fmod Ginvariant, 
i.e. FV c V +imG, if and only if there exists a pair of m X r, r X r matrices 
(H, F ) such that in some (fixed) basis b 
(2.16) V = spankcolO,( H, F), 
where H= ( Kl . . . h,)‘, and 
(2.17) 
-- 
O,(H,F):=(O; ... o$ S:=(& ... (F)“l-‘&), i E m, 
is the permuted and truncated observability matrix of (H, F). 
Proof. Let V c k”, be given in the chosen basis b by (2.16). By direct 
computation we obtain 
_- --- 
F,O,(H, F)=O,(N, F)F+G,A, 
where A is an m X r matrix. The above equation implies that V is an 
Fmod Ginvariant subspace. 
Conversely, let V C k” be Fmod Ginvariant, and let Bv be an n X r 
matrix whose columns span V in the basis b. There exist, by definition, r X r 
and m X r matrices F, A such that 
F,B, = B,F+ G,A. 
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We define H: = (6i . . . h-,,)‘, where 4 denotes the (K~ + . . . + K~_ 1 + 1)st 
row of B,, for i Em, K~: = 0. It readily follows that B, = O,(H, F). n 
COROLLARY 2.18. Under the assumptions of the theorem, the columns of -- 
O,(H, F) form a basis for V if and only if (H, F) is an observable pair with 
dual nice indices vt, t E m, which .satisfy 
Vt =S Kt> tEm. 
In this case. 
F = (F, - G,K,)IV, 
for an appropriate feedback transformation K,. 
The proof of the above corollary is straightforward and is omitted. 
REMARKS 2.19. 
(a) Theorem 2.15 is the generalization of a result which asserts that in the 
scalar case m = 1, a subspace V is Fmod g-invariant if and only if V is 
spanned in the basis b by vectors of the form (1 X . . . A”- ‘)‘, for A E k, and 
(possibly) derivatives thereof. 
(b) A similar result to Theorem 2.15 was proved by Khargonekar and 
Emre [14], in the polynomial formulation. 
(c) If we are working in a basis other than b, V is spanned by the columns -- 
of TO,( H, F), where T is an appropriate basis transformation. -- 
(d) Given the m X r, r X r pair (H, F), Theorem 2.15 provides a way for 
embedding its state space k’ into k”, so that the embedded space becomes an 
Fmod Ginvariant subspace of k”. n 
2.3. The Nice Partial-Realization Problem 
Consider the finite sequence of m X q constant matrices 
S=(A I,...>&). 
For the solution of the cover problems we have to consider a generalization of 
the usual partial-realization problem as given e.g. in [12, p. 2521, by ahowing 
some of the elements of the matrices A, to be undetermined (i.e. free 
parameters) according to a nice pattern. 
The sequence of matrices S above, is a nice sequence iff a:, undetermined, 
implies ai tr 1 undetermined, where a:, denotes the ith row of A,. We caII the 
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nonnegative integers 
K~: = max{t: ai, fixed, t E K}, i E m, 
the indices of S. 2, = (F, G, H) is a partial realization of S iff 
ai, = hiF’-‘G, iEm, t E Ki, 
where hj is the ith row of H. Es is a minimal partial realization of S iff the 
dimension of its state space is the smallest among all partial realizations of S. 
From the above definition it follows that in the scalar case m = 1, the nice 
partial-realization problem is the same as the conventional partial-realization 
problem. 
As in the realization of infinite sequences of matrices, the main tool for the 
investigation of the partial realizations of the nice sequence S is the partially 
defined behavior (Hankel) matrix B(S) of S: 
B(S): = 
A, A, . . . s A, 
A, A, . . . A, ? 
. . . 
. . . 
A, ? . . . . ? 
I 
where ? stands for m X q matrices with (as yet) undetermined elements, 
preserving the Hankel structure of B(S). 
The rank of B(S) is defined to be T iff the size of the largest submatrix of 
B(S) which is nonsingular for all values of the undetermined parameters is 
equal to r. It can be shown that if S is a conventional partial sequence, i.e. 
Kl= . . * = %I = K, then all minimal partial realizations of S have the same 
reachability indices pi, i E q, and the same observability indices vi, i E m. 
Thus, hi, vi are invariants of the conventional minimal-partial-realization 
problem. These indices are moreover easily computable from B(S), by 
examining least linear dependences of its columns and of its rows. In the case 
of a nice sequence S, only the reachability indices are invariants of the 
minimal-partial-realization problem. The determination of the least linear 
dependences of the rows of B(S) yields indices which are, in general, dual 
nice indices for all minimal partial realizations and observability indices for 
only some of them. Let p: = max{pi : i E a>. The following is the central result 
of the nice partial-realization problem. 
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THEOREM 2.20. Let S = (A,, . . . , A, ) he a nice sequence of m X q con- 
stant matrices, with indices K~, i E m. 
(a) The dimension of the minimal partial realizations XFin of S is equal to 
the rank of B(S) as defined above: 
dim Zri*’ = rank B(S). 
(b) There is a unique minimal partial realization of S if and only if 
P++,<Ki, iEm, 
where 1-1, vi are the indices of the previous paragraph. 
For a detailed discussion on the nice partial-realization problem, see [3]. 
2.4. The Polynomial Framework 
Let L be a k-linear space. We denote by 
L((z+)):={A= c A,z-‘:A,EL,TEZ) 
127 
the k-linear space of formal Laurent series in 2-l with coefficients in L. Also 
z&L[[z-l]]: = {A= c A,z-‘:A,+, 
1 z 0 
is the k-subspace of strictly proper formal Laurent series in zP1 of L((z- ‘)). If 
L[ z] denotes the polynomials in x, we can write 
L((z-1)) = z&L[[z--‘]]@L[z]. 
We define the projection map 
(2.21) 77: L((z&)) + L((z_l)), 
so that 
(2.22) kern= L[z]. 
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In other words, for 1 E L((z-l)), al denotes the strictly proper part of 1. If 1 
happens to be rational, ml is the s.p.r. part of 1. For an extensive development 
of the polynomial framework, the reader is referred to Fuhrmann [7, 81. 
In the sequel we will use the notation 
(2.23) I: = A = c A,z-t E Z-1k”x9[[z-‘]] : A rational . 
t>o 
Recall, that by realization theory, A E P if and only if there exists a (finite- 
dimensional) canonical system (F, G, H) such that 
A=H(xI-F)-‘G. 
We call the m x m nonsingular polynomial matrix D column-reduced iff 
degdet D = degd, + *. . +degd,, where deg d, denotes the degree of the 
tth column d, of D. Any nonsingular D can be transformed to column- 
reduced form by right multiplication with a unimodular matrix; for details, 
see Heymann [ll, Definition 6.17, Proposition 6.12iiil. Let (F,G) be a 
reachable pair such that (.zI - F)-‘G = WDpl for some polynomial matrix 
W which is right-coprime to D. If D is column-reduced, 
. Kt. = degd,, tEm, 
are the Kronecker (reachability) indices of (F, G) as defined in Section 2.2 
(see Heymann [ll, Theorem 6.481). A rectangular column-reduced polynomial 
matrix is defined in a similar way (see [21]). Finally, D is row-reduced iff D’ is 
column-reduced. 
The formal power series C, , 0 At zp t E T is a partial power-series realizu- 
tion of S iff a,:, = a:,, i E m, t E K~, were ai,, ai, denote the ith rows of A,, A,. 
We use Is to denote the set of all partial power-series realizations of S: 
(2.24) d-q,=u;,,iEm,tE~~ . 
I 
The following property of P, is readily checked. 
PROPOSITION 2.25. I, is an affine space. 
We can now state the crucial technical 
Section 4. 
result, which will be used in 
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LEMMA 2.26. Let D be a nonsingular m X m polynomial matrix, and let 
r be defined by (2.23). The following statements are equivalent: 
(a) D is column-reduced with column degrees K~, t E m. 
(b) For Ddiag: = diag(z”1,. . . , .zK~r~) the equality D-‘I’= Dd;algr holds. 
(c) Zf S = (A 1,. . . ,A,) is a nice sequence of m x q matrices with indices 
Kt, t E m, 
A + D-‘lY = r, forall AErS, 
where r, is defined by (2.24). 
In order to prove the above lemma we will make use of the following 
auxiliary proposition. Its straightforward proof is omitted. 
PROPOSITION 2.27. The m X m nonsingular polynomial matrix D is col- 
umn-reduced, with column degrees K~, t E m, if and only if there exist 
matrices A E kmxm, det A * 0, Ddiag: = diag(zrl,...,zKm)E kmxm[z], and D 
Ek mxm[z], with DD,T,‘, E .z-lkmxm[[z-l]], such that 
Proof. (a) * (c): By Proposition 2.27, there exist matrices A, Ddiag, D 
such that D = A( Ddiag + 0). Since A is a constant nonsingular matrix, 
AI- = P. Thus 
where I stands for the m X m identity matrix. Due to the fact that DD,T,‘, is 
s.p.r., there exists an m X m s.p.r. matrix M such that (I + DD&i))’ = Z + M. 
We thus obtain 
D-lr= D-’ diag( I + DD;&) 3 = D$&Z + M)r = q$(r + m) = q&r; 
the last equality follows because MP c I'. This, together with the definition 
(2.24) of P,, implies 
A+D-‘I’=A+D&,r=I’, forall AEP,. 
We conclude that (a) implies (c). 
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(c) - (b): We will prove the equality rowwise. Let 
(D-‘I’)i: = {(D-‘A)i: A E I-}, 
where (M)i is used to denote the ith row of the matrix M. Let aho 
y: = (6 E z-lk’ xq[[z-l]]: 6 is rational}. 
In order to show that (c) implies (b), it is enough to prove that 
(2.28) (D-‘r)i=ZP”iy, iEm. 
By assumption, the following equality holds true: 
si + (o-lqi = (rsji, iEm, 
where ai =(A)i, A E I?,, and (I’s)i: = {(A)i: A E rs} for i Em. From the 
definition (2.24) of I’s, we obtain 
(r& =&z-l + . . . + u;~,z-K~ f z-y, i Em. 
This implies 
si = &.z-’ + . . . + a;, Z-K’ + z-“16 forsome 6Ey, iEm. 
From the last three equalities we obtain 
(o-lr)i=Z-yy-s), iEm. 
Consequently, since 6 E y, this last relationship implies (2.28). This concludes 
the proof of the implication (c) =j (b). 
(b) - (a). Let Q: = DDG~~. 1 Clearly, Q is an invertible m x m rational 
matrix. We can thus write QI’ = r. Let I denote the m X m identity matrix. 
The latter equality implies Q(z-‘I) E ~-~k”‘~~[[z-~]], i.e. Q E Zc”““[[z-i]]. 
Since Q is invertible, we also have Q-‘I’ = r, from which it follows that 
Q-' f kmx” [[ z-‘I]. Therefore, Q is a proper rational matrix whose inverse is 
also proper rational; it can thus be decomposed as Q = A + Q’, where 
AE kmx”, det A * 0, and Q’E z-lkmx”[[z-‘]]. With Q: = A-‘Q’, we have 
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DD:is = A(Z + 0). If we define D: = QDdiag, the latter equation gives 
Since A is a constant nonsingular matrix, and D, Ddiag are polynomial matrices, 
D is also a polynomial matrix, which satisfies i?D& = QE ~~~k~~‘~[[z-~]]. 
Thus, by Proposition 2.27, D is column-reduced. 
The proof of the lemma is thus complete. n 
3. THE SOLUTION OF THE STATE-SPACE COVER PROBLEMS 
In this section, we will give the complete solution of the state-space cover 
problem (see Theorem 3.7) and of the generalized state-space cover problem 
(see Theorem 3.23), as well as of their minimal versions (see Corollaries 3.8, 
3.24). Recall the formulation of the former problem: given linear maps 
F: k” - k”, G: k” + k”, J: kq + k”, find all subspaces V of k”, such that 
0.1) FV c VfimG, 
(I.21 imJCV. 
The minimal version includes the condition 
(1.4) dimV = minimal. 
As shown in Section 2.1, we can assume, without loss of generality, that the 
pair 
(3.1) ( F , G ) is reachable. 
Equation (1.1) is invariant under basischange transformation in k”. We may 
assume, therefore, that the matrix representations of F, G, J are expressed 
with respect to some fixed basis b of k”. As a result, Fb, G, assume the 
b-multivariablecompanion reachable form discussed in Section 2.2. Let the 
Kronecker indices of (F, G) be 
Ki> i E m, 
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and partition Jb in m blocks as follows: 
jii is thus the(kr+ .*. +K~_~ +t)throwofJb,foriEm,tErci,kO:=O. 
We define a nice sequence (see Section 2.3) of m X q matrices S with 
indices K~, i E m, as follows: 
(3.3) %=(A r ,..., A,), a;,: = j,;, iEm, tEKl, 
where (as before) a:, denotes the ith row of A, and 
K: = max{Ki: i E m}. 
By Theorem (2.15), (1.1) is equivalent to the existence of an m X r, r x r -- 
pair (H, F) such that in the chosen fixed basis b 
V = span,col O,,( H, F). 
Moreover, (1.2) is equivalent to the existence of an r x q matrix c such that 
--- 
lb = o,( H, F)G. 
Using the definition (3.3), the above equality can be rewritten as follows: 
_- 
ai, = hlF t-‘G, iEm, t EKi, 
where 6 is the ith row of E We conclude that V satisfies (l.l)L $2) if, and -- 
only if, it is spanned by the columns of O,,( H, F ), where (F, G, n ) is a 
partial realization of the sequence S for some c Let the set of partial 
realizations of S be 
(3.4) 
--- 
Z: ={Z=(~,~,~):parti~realizationof S}, 
and let the set of state-spaces of the partial realizations of S, embedded in k”, 
be 
(3.5) 
-- --- 
Xx: = {X, = spar+colO,(H, F): (F,G, H) E Z for some c}. 
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Finally, let 
(3.6) V: = {V C k”:Vsatisfies (1.1),(1.2)). 
We have proved 
THEOREM 3.7 (First main theorem: The solution of the state-space cover 
problem). Consider the problem (l.l), (1.2) where (F, G) is reachable with 
Kronecker indices K~, i E m, and is expressed in some fixed basis b. Let S be 
the nice sequence defined by (3.3). Iffollows that 
v=x,, 
where V and X, are defined by (3.5) and (3.6). 
The proof of the following is straightforward and is omitted. 
COROLLARY 3.8 (The solution of the minimal state-space cover problem). 
Under the assumptions of the theorem, 
Vmin = XZrnin> 
where Vmin is the subset of V whose elements satisfy (1.4), and XZmin is the 
subset of X, which contains the state spaces of the minimal partial realiza- 
tions of S. 
Next, we turn our attention to the solution of the generalized state-space 
cover problem. We are looking for all subspaces V E V which satisfy the 
additional condition 
(1.3) V c ker H. 
This problem is not always solvable. We will first establish solvability condi- 
tions in terms of the machinery we have set up. We partition H, according to 
the Kronecker indices, as we did with Jb: 
Hb:=(Hr ... H,,), Hj=(hi, -.. hi,,)Ek”XX’; 
hi, is the (K~ + . . . + K~_~ + t)th column of H, for i Em, t E ICY, K~: = 0. We 
now define p x m matrices H,?, i E K; HT contains the ith column of each H,, 
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t E m, and the zero column if i > K~: 
(3.9a) HT: = ( hii . . . hmi) E kpxmt, h, = 0 if i > Kj, i E m. 
(3.9b) H*:=(H:...H:)EkPXm~,K:=max{Ki:iEm} 
Recall that ( M)i denotes the ith row of M. Let the positive integers ui, i E p, 
be such that ( Hzzji + O,( H:), = 0, for t > a,. We will assume that 
(3.10) rankk[( Hz,); . . . (H$b]'= p. 
It is shown in Remark 4.22(g), that in connection with the lemma below, this 
assumption is no loss of generality. We denote by V,, the (unique) subspace 
of maximal dimension which satisfies (1.1) and (1.3). 
LEMMA 3.11 (Solvability of the generalized state-space cover problem). 
The following statements are equivalent: 
(a) im J c V,,,. 
(b) VA,, E Xx. 
(c) There exist m X q matrices A:, t E K, with aFt’: = a:,, t E K~, which 
satisfy the equations 
(H:),AT+ ... +(H,*,)iA*,2+,_1=0, tEK--Cli+l, iEp. 
Statement (a) is the well-known solvability condition of the generalized 
state-space cover problem given, e.g., in [22, p. 941. Statements (b) and (c) are 
new. They express the solvability condition in terms of S. 
Proof. (a) * (b): Since V,, satisfies (1.1) the assertion follows from the 
first main theorem. --- 
(b) * (c): By the first main theorem, there exists (F, G, H ) E Z such that 
(in the fixed basis b we are working in) V,, = span,col O,( H, F ). The 
condition V,, c ker H implies 
(3.12) 
_- 
HbOn(H,F )=O. 
If we define 
(3.13) 
_- 
O(H,F):=(H' F'H' . . . (F')"H')', 
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we obtain 
(3.14) 
-- 
HbOn( H, F) = H*O( H, F ) , 
where H* is defined by (3.9a, b). From (3.12) and (3.14), we conclude that 
-- 
H*O( H, F)F’-‘G= 0, t > 0. 
-- 
Let AT: = HF’-‘c, t > 0. The equations above can be rewritten as follows: 
(H&4:+ ... +(H:,)iA*,2+,_,=0, t > 0, i E p. 
--- 
Since (F, G, H) is a partial realization of S, it follows that 
a*‘= kj?-‘G= a< It 1 It ) iEm, t E Ki, 
where u:~‘, uit denote the ith rows of AT, A,. This completes the proof of 
(b) 3 (c). 
(c) =j (a): Because of (3.10), there exists a (rational) continuation AT, t > K, 
of the sequence AT, t E K, which satisfies 
(3.15) (H;)iAT+ ... +(H,*~)iA*,l+,_l=O, t >O, iEp. 
--- 
Let (F, G, H ) be a reachable realization of A:, t > 0. By assumption, --- 
(F, G, H ) is also a partial realization of S. Therefore, 
(3.16) 
_- 
V: = span,col O,( H, F ) E X,. 
Since AT = HF ‘-rc, the equations (3.15) can be written as follows: 
-- 
H*O(H, F )( G FG - . ..)=O. 
-- -- 
where H* is defined by (3.9a,b) and O(H, F) by (3.13). Since (F, G) is 
reachable, the above relationship implies 
-- 
H*O(H,F)=O. 
-- 
Using (3.14), we conclude that HbO?,( H, F) = 0, which immediately gives 
V c kerH, 
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V being defined by (3.16). Thus, since im J c V and V c V,,, 
imJcVcV,,. 
This completes the proof of the lemma. n 
Suppose that the generalized state-space cover problem is solvable. We 
construct the set of continuations S* of S as follows: 
(3.17a) s*: = (AT, A;,...), a*‘: = al It It, iEm, tEKi; 
(3.17b) (H:),AT+ ... +(H,*i)iA*,,+t_i=O, t>O, iE p. 
REMARK 3.18. S* is a function of a number of parameters pi, p,, . . . , i.e., 
S* can be considered as a partially defined, infinite sequence. It is readily 
checked that there is only one continuation of S which satisfies (3.17a, b) (i.e., 
S* depends on no parameters) if, and only if, the largest reachability subspace 
contained in ker H is zero. (For a definition of reachability subspaces, see e.g., 
[22, Section 51.) This is always satisfied in the scalar case m = 1. 
The family of all canonical (i.e., reachable and observable) partial realiza- 
tions of S* is 
--- 
(3.19) X*:={X*=(F,G,H): canonical partial realization of S*}, 
and the corresponding state spaces embedded in k” constitute the set 
-- --- 
(3.20) X,, : = {X = spankcol O,( H, F) : (F, G, H) E Z* for some G}. 
Let also 
(3.21) X*: =(X*: satisfies (l.l), X C X* C V,,, for some X E Xz,}, 
(3.22) V*: = {V c k”:Vsatisfies (l.l)-(1.3)). 
We can now state 
THEOREM 3.23 (Second main theorem: The solution of the generalized 
state-space cover problem). Consider the problem (l.l)-(1.3), where (F, G) 
is reachable with Kronecker indices K~, i E m, and is expressed in some fixed 
basis b. Suppose that the problem is solvable. We define S* by (3.17a,b). 
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Then 
v* =x*, 
where V*,X* are defined by (3.21),(3.22). 
Analogous to (3.8) is 
COROLLARY 3.24 (The solution of the minimal generalized state-space 
cover problem). Under the assumptions of the theorem, 
where Vrnin is the subset of V* whose elements satisfy (1.4), and X,,” is the 
subset of X,, containing the state spaces of the minimal partial realizations 
of s*. 
REMARK 3.25. It is shown in the proof of the theorem below that 
x,* c v* 
(the inclusion is strict, unless V* = (V,,}). This inclusion implies X c V,, for 
all x E x,*. Following Wonham [22, Lemma 5.31, there exists a feedback 
transformation K, such that 
(F-GK,)XcX and (F-GKx)V,,,cV,,,. 
Therefore, the elements X* E X* which satisfy X 5 X* c V,,, for a fixed 
x E x,*, are the (F - GK,)-invariant subspaces including X and included in 
V ,,,ax. This is, however, a classical problem. 
The second main theorem shows that once the canonical realizations Z* of 
S*, and their state spaces X,,, are obtained, the remaining solutions are 
(F - GK,>invariant subspaces, for appropriate K,. Therefore, part of the 
solution of the generalized state-space cover problem consists in determining 
Fmod Ginvariant subspaces as state spaces of the canonical realizations of S*, 
and part of the solution consists in determining p-invariant subspaces for 
appropriate maps E 
It should also be noted that, in view of the equivalence between the 
state-space and the input-output cover problems, only the subset X,, of X* is 
of interest. The reason is that X,, contains the state spaces of the canonical 
realizations of solutions 2, of (1.7). The elements of X* which do not belong 
to X,. are state spaces of noncanonical (i.e., nonreachable, nonobservable, or 
both) realizations of solutions 2, of (1.7) and are of little interest (see also 
Remark 3.26). 
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Proof of Theorem 3.23. 
(i) Let X E X*. We will show that X E V*. There are two cases. 
_-- 
(ia) X E X,,. There exists a canonical realization (F, G, H ) of S* such that -- 
X = spankcolO,( H, F ). By (3.17a), (F, G, H ) is a partial realization of S. 
Thus, by the first main theorem, X E V. It remains to show that X satisfies 
(1.3). The equations (3.17b) with A: = H F tp ‘G, t > 0, can be rewritten as 
_- -- 
H*O(H,F)(G FG ... )=O, 
-- 
where H*, O(H, F) are defined by (3.9b), (3.13). The reachability of (F, G), 
together with (3.14), implies 
-- 
H,O,( H, F) = 0. 
Thus, X satisfies (1.3) and consequently X E V*. 
(ib) X* E X*. By definition, there exists X E X,, such that X c X* C V,,. 
By (ia), im J c X. Hence, since X* satisfies (1.1) we conclude that X* E V*. 
(ii) Let V E V*. We will show that V E X*. Since V c V,,, it suffices to 
show that X c V for some X E X,. 
--- 
Because V* c V = Xz,there exists a partial realization (F, G, H) of S such -- 
that V = span,col O,,( H, F). From (1.3) and (3.14) it follows that HbOn( H, F) -- -- 
= H*O( H, F) = 0. This implies H*O( H, F)Ftp ‘G= 0, t > 0. Therefore, by -- 
(3.9b) and (3.13) the sequence A, *: = HFt-‘G, t > 0, satisfies the equations --- 
(3.17b). Thus, (F, G, H) is a realization of S*. If it is a canonical realization, 
V E X,. If not, there exists a canonical realization of S*, whose state space 
X c V. This completes the proof of the theorem. n 
REMARK 3.26. Recall the equivalence of the state-space and the input- 
output cover problems reported in the introduction. In view of this equiva- 
lence the solutions of (l.l), (1.2), 
-- 
V= span,colO,(H, F), 
--- 
where (F, G, H ) is a noncanonical realization of S, are of little interest, 
because they turn out to be state spaces of noncanonical realizations of 
solutions (2: 2;)’ of (1.5). Each solution V which results from a canonical 
realization has the following property: either no other solution V’ is properly 
contained in V, or V is a reachability subspace (or both): 
(3.27) v: = {V E V:V’c Vimplies V’=Vand/or V= r.s.}, 
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where rs. stands for “reachability subspace.” We thus have 
VI= x,cd*l: = {X, E xx: Z is a canonical realization}. 
The nice feature about v is that its elements can be parametrized directly 
from the behavior matrix R(S) of S (recall the definition in Section 2.3) -- 
without having to go through the computation of H, F. Here is the reason, 
According to the definition (2.17) of the permuted observability matrix -- 
0,( H, F), in order to determine some solution V, we need to compute the -- --- 
products HFt-‘, t E K. In dealing with a canonical realization (F, G, H) of S, 
it can always be expressed in such a way that @is a row submatrix of the first -- 
block row of B(S) (see e.g. [12, p. 2481). Consequently, HFf-’ turns out to be -- 
a row submatrix of the t th block row of B(S), t E K. Thus, O,( H, F) is a 
submatrix of B(S). Similar to the definition of the permuted observability 
matrix O,, we define the permuted behavior matrix I$( pi,. . . ,p,) of B(S), 
which depends on the (finitely many) parameters pi, i E r: 
(3.28) ~,(ni,...,+=(B; ... R;,)‘EknXKs> BiEk”lX”R, 
where Bi is made up of the ith rows of each of the first ~~ block rows of B(S). 
Let 
(3.29) B,:={spankcolB,(p,,...,p,.)ck”:p,Ek,iEr}. 
It is readily checked that B,, = X,cd,l and thus 
(3.30) VI= B,. 
The result above shows that once the sequence S is obtained, the set 9 of 
solutions of (l.l), (1.2) is parametrized directly from the behavior matrix B(S) 
of S, with no additional computation. This shows that the behavior matrix is 
the right tool for studying the state-space cover problems. The above remarks 
apply equally well to the generalized state-space cover problem. 
REMARKS 3.31 
(a) The equivalence of the (state-space) cover problems with the partial 
realization problem is basis-dependent, in the following way. In order to 
obtain the solutions as state spaces of the partial realizations of a sequence S, 
we have to express F, G, and J in some fixed basis b. The reason is that 
ALGEBRAIC THEORY OF LINEAR SYSTEMS 27 
Theorem (2.15) which is crucial to our theory, holds only in some basis b. 
Moreover, according to the previous remark, the columns of B(S) provide a 
parametrization of the bases of the solutions V E v. Clearly, such a result is 
tight to some fixed basis. This basis dependence is more transparent in the 
input-output formulation [see Remark 4.22(b)]. 
(b) If we replace the condition (1.2) by im J c V + im G, all results 
discussed above remain valid if the sequence S [defined by (3.3)] is replaced 
by S: =(&,.,.,&,), where a:,: =j,‘,, iEm, tE~~-l. The input-output 
analogue is given in Remark 4.22(e). 
(c) The following authors have also investigated in part the connection 
between the cover problems and realization theory. In their study of the 
observer problem, Roman and Bullock [19] obtained a result similar to 
Corollary 3.8. Emre, Silverman, and Glover [5] provided an algorithm for 
obtaining some of the minimal solutions of a modified version of the problem 
(l.l)-( 1.3). However, neither the dimension of the minimal solutions nor their 
uniqueness can be decided before those minimal solutions are actuallv com- 
puted. 
Several other authors have investigated problems related to the state-space 
cover problems. Kimura [15], in his study of the observer problem, obtained 
an expression for the dimension of the minimal-order observer. Mita [16], 
Basile and Marro [4], and Guidorzi and Marro [9] have investigated various 
aspects of the unknown-input observer problem. Recall that the observer and 
the unknown-input observer problems are equivalent to appropriately defined 
state-space and generalized state-space cover problems. 
We conclude this section with a discussion of the nonuniqueness of the 
minimal-dimensional solutions of the state-space cover problems. If the condi- 
tions of Theorem 2.20 are satisfied, the state-space cover problem has a 
unique minimal solution. If, however, those conditions are not satisfied, there 
may still be a unique minimal solution, This will occur if this minimal solution 
turns out to be a reachability subspace. The theorem below gives a criterion 
for checking the uniqueness of the minimal solutions. The result will be stated 
for m = 2. For a detailed discussion, see [2, Section 61. 
THEOREM 3.32. Let V,, denote the set of solutions of the problem (l.l), 
(1.2), (1.4) with (F,G) reachubleandm = 2. Let K~, vi, i = 1,2, andp beas in 
Theorem 2.20. 
(a) If V,, does not contain a reachability subspace, it contains a single 
element if, and only if, 
p+“idKi> i = 1,2. 
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(b) Zf V,,,, does contain a reachability subspace and v2 = K~, it contains a 
single element if, and only if, 
REMARKS. 3.33. 
(a) The above result holds for the set V& of solutions of the problem 
(l.l)-(1.4) as well. 
(b) A necessary condition for the existence of reachability subspaces is 
that either vi = K~ or va = K~ (or both). In part (b) of the theorem, we assume 
therefore, without loss of generality, that v2 = K2. 
(c) A necessary and sufficient condition for checking whether a (minimal) 
solution contains a reachability subspace (without computing it first) is given 
in [2, Section 61. 
4. THE SOLUTION OF THE INPUT-OUTPUT COVER PROBLEMS 
In this section, we wiU present the complete solution of the input-output 
cover problem (1.5) (see Theorem 4.10) and of the generalized input-output 
cover problem (1.7) (see Theorem 4.19) as well as of their minimal versions 
(see Corollaries 4.12 and 4.21). Recall the formulation of the former: given 
p x 9, p x m s.p.r. matrices Z,, Z,, find all m X 9, p X 9 s.p.r. matrices Z,, Z, 
such that 
(1.5) z, = z,z, + z,. 
The minimal version includes the condition 
(1.8) S( Z,,) = minimal, ZXy: = ( Z: Z;)‘. 
where S is the MacMillan degree of the s.p.r. matrix Z,,. Let 
(2.1) (Zi za) = P-‘( R, Ra). 
As shown in Section 2.1, the additional assumption 
(2.2) (P, R,) = left coprime 
is of technical importance only and represents 7~) restriction of generality. 
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Let N, D be p x m, m x m right coprime polynomial matrices, such that 
(4.1) z,=m-‘( =FR,). 
Because of the coprimeness condition (2.2), there exist unique m X 9, p X 9 
polynomial matrices X, Y such that 
R, = R,X + PY, D-lx E r, 
where I? is defined by (2.23). If we multiply the above equation on the left by 
P- ’ and use (2.1), we obtain 
LEMMA 4.2 (Main lemma). Given s.p.r. matrices Z,, Z, which satisfy 
(2.1), (2.2), and (4.1), there exist unique polynomial matrices X,Y such that 
(4.3) z,=z,x+Y, D-ix E r. 
The above result allows us to write down the rational solutions of (1.5) 
using closed formulae. 
COROLLARY 4.4 (The solution of the input-output cover problem over the 
field of rational functions). Under the assumptions of the lemma, Z,, Z, are 
rational solutions of equation (1.5) if, and only if, 
(4.5) Z,= -DA+X, Z,=h’A+Y, 
where A is an arbitrary m x 9 rational matrix. 
Having solved Equation (1.5) over the field of rational functions, we now 
turn our attention to its solution over the ring of s.p.r. functions. For this, it is 
enough to impose the condition that Z, is s.p.r., because since by assumption 
Z,, Z, are s.p.r., it follows from (1.5) that Z, is automatically s.p.r. Thus, the 
following linear equation modulo l? has to be solved: 
(4.6) -DA+X=OmodI, Wx E r. 
Clearly, A satisfies (4.6) if, and only if, 
(4.7) A E D-lx + D-T. 
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In the scalar case m = 4 = 1, since statement (a) of Lemma 2.26 is true, by 
statement (b) we have 
D-‘I- = z-“r, where rc: =degD. 
Let 
D-‘X=a,z-‘+ a.. +a,~-“+ -.., a,Ek, for t>O. 
By statement (c) of Lemma 2.26, the following holds true: 
D-‘X+ D-‘I’=I- ST where S: =(a,,...,~~). 
This, together with (4.7), implies that, in the scalar case, A satisfies Equation 
(4.6) if, and only if, it is a partial power-series realization of the sequence 
(a i,...,U,). 
In order to extend this result to the multivariable case, we have to show 
that D- ‘X + D- ‘r is equal to Is for an appropriately defined S. By state- 
ments (a) and (c) of Lemma 2.26, such an equality is possible if, and only if, D 
is in column-reduced form. Henceforth, we will assume that 
D = column reduced, 
with column degrees 
K~: =degd,, i E m. 
Let the formal power-series expansion of D-IX be 
D-lx = A,& + . . . + A,z-‘+ . . . , A, E kmxq, for t>O. 
We define the nice sequence S of m X q matrices as follows: 
(4.8a) S:=(A, ,..., A,), K:=maX{Ki:iEm}, 
(4.8b) a:,: = x;, ) i E m, t EKi, 
where (as before) ai, (hi,) are used to denote the ith row of A, (A,). The 
indices of S are thus equal to the column degrees of the column-reduced D. As 
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we mentioned in Section 2.4, the K~‘S are also the reachability (Kronecker) 
indices of the canonical realization (F, G, H) of Z,. 
It follows that if D is column-reduced, then A is a solution of Equation 
(4.6) if, and only if, it is a partial power-series realization of S, i.e., 
(4.9) -DA+XgI ifandonlyif, AEI’,, 
where rs is defined by (2.24). 
The solution of Equation (4.6) immediately leads to the solution of the 
input-output cover problem (1.5): Z,, Z, are still given by the formulae (4.5) 
but A is now restricted to lie in the set rs. Using the projection n defined by 
(2.21), (2.22), the formulae can be further simplified by eliminating the 
polynomial matrices X, Y. 
Recall Lemma 4.2 (the main lemma). We have 
THEOREM 4.10 (Third main theorem: the solution of the inputoutput 
cover problem over the ring of s.p.r. functions). Let Z,, Z, be p X 9, p X m 
s.p.r. matrices, with Z, = ND-‘, where N, D are right co-prime and D is 
column-reduced. Suppose that the relationship (4.3) is satisfied. Finally, let S 
be the nice sequence defined by (4.8a, b), and I’, the set of partial power-series 
realizations of S defined by (2.24). 
The s.p.r. matrices Z,, Z, are solutions of the equation 
(1.5) z, = z,z, + z, 
if, and only if, 
(4.11) Z,= -mDA, Z,=rNA, where A E r,. 
Proof “Only if”: Follows from (4.5) and (4.9). 
“If”: To show that - PDA, vNA, for A E r,, satisfy (1.5), we have to 
show that 
(4.12) -nDA= -DA+X, rNA=NA+Y, 
where X, Y are the unique polynomial matrices which satisfy (4.3). Let 
- aDA = - DA + M, for an appropriate m X 9 polynomial matrix M. We 
will show that M = X. - DA + M = Z, E I? implies D-lM = A + D-‘Z,; 
since A E r,, D- ‘Z, E D- ‘I’, and D is column-reduced, by statement (c) of 
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Lemma 2.26, D-‘M E I’S:,. Again, by statement (c), there exists A E r such 
that D-‘X = D-‘M + D-‘A, which implies X - M = A E r. This is possible 
iff X = M. This proves the first equality (4.12). 
To prove the second, we notice that if Z, is s.p.r., then Z, - Z,Z, is s.p.r. 
Let Z, = Z,X + Y and Z, = - DA + X; then 
Z, - Z,Z, = Z,X + Y - Z,( - DA + X) 
=Z,X+Y+Z,DA-Z,X=NA+YEP. 
There exists a p x 9 polynomial matrix Q such that aNA = NA + Q is s.p.r. 
Hence, NA + Y -- NA - Q = Y - Q is s.p.r. This implies Y = Q. 
This completes the proof of the theorem. n 
COROLLARY 4.12. Under the assumption of the theorem, the following 
hold true: 
(a) The minimaldimensional solutions of (1.5), i.e., the solutions of (1.5) 
together with (1.8), are given by the formulae (4.11), where A = H(zZ - 
F)- ‘G, and (F, G, H) is a minimal partial realization of S. 
(b) The minimal input-output cover problem (1.5), (1.8) has a unique 
solution if, and only if, S has a unique minimal partial realization. 
(c) The set of solutions 
(2.5a) o:=((z,,z,):zl=zzzx+zy}, 
of Equation (1.5) over the ring of s.p.r. functions has the structure of an 
affine space. 
In order to check whether S has a unique minimal partial realization for 
part (b) of the corollary above, Theorem 2.20 can be used. Part (c) of the 
corollary is a direct consequence of Proposition 2.25 
We now turn our attention to the solution of the generalized input-output 
cover problem: solve the input-output cover problem (1.5) with the additional 
condition 
0.6) z, = 0. 
This problem, in contrast to the previous one, does not always have a solution. 
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So first, we will establish a solvability condition. The notation 
(4.13) [A],= c A,zP :=A, 
[ 1 t>7 P 
denotes the coejj?cient of z-p of the Laurent series A. Recall that (M), 
denotes the ith row of M. Parallel to (3.11), we have 
LEMMA 4.14 (The solvability of the generalized input-output cover prob- 
lem). Let N be defined by (4.1). We will assume that 
(4.15) N = row reduced, cri : = deg( N )i , i E p. 
Equation (1.7) is solvable if, and only if, there exist mxq matrices A:, t E K, 
such that the equations 
[(N)i(A;~-l+ ... +A$z-“)],=O, tEK-ei+l, iEp. 
with a:;: = a:,, i E m, t E K~, are satisfied, 
Proof. By Theorem 4.10 (the third main theorem), (1.7) is solvable if, 
and only if, there exists A E rs such that TNA = 0, i.e. NA E kpXq[ z]. Clearly, 
the latter inclusion holds iff UNA E kPXq[z], where U is a unit in kpXp[z]. 
Consequently, assumption (4.15) is no loss of generality. Let (1.7) be solvable. 
TNA = 0, with A = C,, aA:zet, implies 
[(N)i(ATz-‘+ ... +A~z-"+ . ..)].=o, t>o, iEp. 
and ayt = ait, i E m, t E K~. This proves the “only if” portion. Let the 
equations be satisfied. Because of (4.15), we can always construct a (rational) 
continuation(A:+,,A~+2,...)of(AT,...,A~)sothat[N(ATz-‘+ . ..)].=O, 
t > 0. Then, A E rs and NA E kpXq[ z]. This completes the proof. n 
If the conditions of the lemma above are satisfied, we construct a family of 
infinite continuations S* of S as follows [see also (3.17a,b)]: 
(4.16a) S*:=(AT,A*, ,,.. ), ayi:=a$,, iEm, tEKi 
(4.16b) [N~~A;z-~]~=O for j>o. 
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The last condition is equivalent to 
aN c ATY’=O, 
t > 0 
where T is the projection defined by (2.21,22). 
REMARK 4.17. It is readily checked, that the continuation S* of S is 
unique if, and only if, rank,,,, N = m. 
We define the set of partial power-series realizations of S*: 
(4.18) A*: = c A;z--~EI’~:~NA*=O 
t20 i 
We are now ready to state 
THEOREM 4.19 (Fourth main theorem: The solution of the generalized 
input-output cover problem). Let the assumptions of the Theorem 4.10 hold, 
and S*, r,, be defined by (4.16a, b), (4.18). The s.p.r. matrix Z, is a solution 
of the equation 
(1.7) Z, = Z,Z, > 
if, and only if, 
(4.20) Z,= -7iDA*, where A* E Is*. 
Proof. “Only if “1 By Theorem 4.10 (the third main theorem), Z, = 
- nDA, Z, = vND = 0. Thus, A E Is*. 
“Zf “: For A* E Is:,, c rs, rNA* = 0. Thus, Z, = - rDA* satisfies (1.7). n 
COROLLARY 4.21. Under the assumptions of the theorem, the following 
hold true: 
(a) The solutions of the minimal generalized input-output cover problem 
(1.7), (1.8) are given by the formula of the theorem, where A* = H(zZ - 
F)-‘G, and (F,G, H) is a minimal partial realization of S*. 
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(b) The minimal generalized cover problem has a unique solution if, and 
only if, S* has a unique minimal partial realization. 
(c) Equation (1.7) has a unique solution if, and only if, the condition of 
Remark (4.17) is fulfilled. 
(d) The set of solutions 8* : = {Z,. . Z, = Z,Z,} of Equation (1.7), over 
the ring of s. p. r. functions, has the structure of an affine space. 
The discussion is concluded with 
REMARKS 4.22. 
(a) As mentioned previously, the main technical result of our theory is 
that (without loss of generality) we can replace the s.p.r. matrices Z,, Z, with 
the polynomial data N, D, X, Y where det D * 0, and ND- ‘, D-‘X are s.p.r. 
This leads to the closed-form solution of Equations (1.5) and (1.7). 
(b) The solution of the cover problems is basisdependent, in the sense 
that the condition D is column reduced: is necessary and sufficient for the 
solutions to be expressed through the partial realizations of S. 
(c) Due to the nonuniqueness of the column-reduced D, a given input- 
output cover problem is equivalent to infinitely many partial realization 
problems. This nonuniqueness, however, is of no significance, since the 
solution sets 0 or O* are the same for all different nice sequences S. 
(d) A further consequence of the main results is that the nonuniqueness of 
the solutions of the input-output cover problems is the same as the well- 
researched nonuniqueness of the partial realization problem (see e.g. [13]). 
(e) If we are interested in the solutions of (1.5) or (1.7) where Z, is proper 
rational (instead of s.p.r.) and cy is s.p.r., the main results remain valid upon 
replacing S by S: =(xi,...,A_i), where a,,: =ait, iEm, and tEKi-1. 
(f) The methods we have developed provide the nonrational solutions of 
Equations (1.5) and (1.7) as well. All we need to do is redefine r without the 
rationality requirement [cf. (2.23)]. 
(g) In an appropriate b basis, N, defined by (4.1), and H:, t E K, defined 
by (3.9a), are related as follows: N = H:z”-’ + . . . + H~z + H:. Conse- 
quently, the equations in Lemmata 3.11~ and 4.14 are the same. Moreover, 
the condition (4.15) which is shown in the proof of Lemma 4.14 to be no loss 
of generality, is equivalent to condition (3.10). 
(h) The most important corollary of this theory seems to be the following. 
Using Lemma 4.2 (the main lemma), we are able to parametrize explicitly the 
rational solutions Z,, Z, of (1.5) in terms of the parameter A (recall that A is 
free). Imposing the condition that Z,, Z, be causal, i.e., physically realizable, 
results in the restriction of the parameter A to lie in the set of partial 
power-series realizations r, of the nice sequence S. This implies the equiva- 
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lence of causality and partial realization. Thus, a new algebraic characteriza- 
tion of causality is obtained, which advances our understanding of the 
fundamental connections of linear system theory. 
(i) The use of formal power series in solving mathematical problems has a 
long history dating back to Taylor (Taylor series). Realization and partial 
realization provide a novel, system-theoretic way of looking at formal power 
series. Our results are therefore, a contribution to the general approach of 
solving problems via formal power series. As shown, e.g. by Fliess, the use of 
formal power series is not restricted to linear systems. Consequently, the 
theory presented above might be generalizable to non-linear versions of the 
cover problems. 
(j) Several authors have investigated problems related to the input-output 
cover problems. See, e.g., Hammer and Heymann [lo], Morse [17] and 
Wolovich [20] < 
5. EXAMPLES 
The theory developed in Sections 3 and 4 will be illustrated with some 
examples. k is the field of real numbers. 
EIGYMPLE 5.1. Let (F, g) be a reachable pair with n = 5, m = 1. Recall 
that b denotes the companion reachable form (see Section 2.2). Let 4 = 1, and 
j, =(l 1 1 2 1)‘. B y th d f t e e ini ion (2.3) S = (1, 1,1,2,1). According to sub- 
section 2.3, the corresponding behavior matrix is: 
‘1 1 1 2 1 
1 1 2 1 (Y 
B(S) = 12 1 “p, 
2 1 a P Y 
,L a P Y 6) 
where (Y, /?, y, 8, are (arbitrary) parameters which determine the continuations 
of the sequence S. Using the definition of rank given in Section 2.3, we 
conclude that 
rank B(S) = 3. 
By Theorem 2.20(b), since 2rank B(S) - n=2X3-5=1>O,theredoesnot 
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exist a unique solution to the minimal-partial-realization problem. As a matter 
of fact, the family of minimal partial realizations can be parametrized using 
one parameter. The corresponding family of continuations of S is 
s,=(u,1,2,1, (~,8-2e,c?-e-33, -4a’+l8(~-13 ,... ), 
where cx is a parameter. Using the first main theorem, together with formulae 
(2.16) and (2.17), we obtain the following parametrization of the bases of all 
solutions V,, of the minimal state-space cover problem (l.l), (1.2), (1.4): 
ill l\ 
2 -- 
O&&F)= : :, 1 . 
2 1 
\l (Y 8:2a, 
It should be noticed that, as explained in Remark 3.26, the basis vectors are 
the first three columns of the behavior matrix B(S) [cf. (3.28)-(3.30)]. 
In order to obtain all solutions of dimension 4 which do not contain any 
solution of dimension 3 (cf. Remark 3.26), the family of continuations of S 
should be as follows: 
thereby, (Y + Z/3 * 8, y is arbitrary, and p(e, /3, y) is a polynomial in (Y, /?, y. 
Thus, the columns of the following submatrix of B(S) [according to (3.30)]: 
‘1 1 1 2\ 
1 1 2 1 -- 
O&F)= 1 2 1 a , a+2/3-8*0, 
2 1 (Y p 
1 a P Y/ 
give a parametrization of the bases of all solutions of dimension 4 (as 
mentioned above). 
Clearly, there is only one solution of dimension five, namely the whole 
space. 
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EXAMPLE 5.2. Let 
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3z4+4z3+9z2+8z-6 
zl=%= - z”+.z3+2z2-222+1 ’ 
z,=o= 22+3z-1 
X .z5 + x3 +2z2 - 22 + 1. 
We want to solve the input-output cover problem (1.5) with the above data. 
Since a, X are coprime, by 4.2, we can write 
z, = z,x + y, 
where 
~=~~+~~+2~~+5~+2 and y= -z-4. 
It follows that 
x 
-_=z -I+ z-2 + z-:3 +gz-4 + fs + . . . . 
X 
Consequently, by (4.8a, b) 
which is the same sequence as the one studied in the previous example. We 
know therefore that the minimal-dimensional solutions of the input-output 
cover problem (1.5), (1.8) have degree 3, and also that the family of minimal 
partial realizations of S can be parametrized using one parameter. Indeed, 
z, = z2+2z+4-a 
~3+~2+(2-~)z+~-55 
agk, 
is a parametrization of the transfer functions of all minimal-dimensional 
partial realizations of S. To find the solutions 2, and Z, we use the formulae 
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(4.11) of the Theorem 4.10. Thus 
z r.3 = - 
“xZ, = (o +3)22 + (15 - cy)z + (14 - 3a) 
z~+~~+(~-(Y)z+cx-~ ’ 
Z 
3z2 + 72 + 16 - 3a 
Y.3 
= naz, = 
z3 + z2 + (2 - Ly)z + (Y - 5 
are the minimaldimensional solutions of Equation (1.5). 
The transfer functions of the partial realizations of S of dimension 4 are 
given by 
z = X3+(r+1)X2+(S-r+l)Z+t-r+2 
4 
24 + r23 + (s - 2r)22 + (t - s)z - t - 1’ 
where the old parameters (Y, p, y are related to the new ones T, s, t as follows: 
(Y=3r-s+1, 
p= -3r2+rs+r+S-~+l, 
y = 3r3 +5r2 - s2 - r’s-6rs+rt+r+t+2. 
Using once more the formulae (4.11) of Theorem 4.10, we obtain 
(3r-s+4)23+(5r+s-t+5)22 
Z 
+(r+3s+t+2)z+(-r+3t+4) 
x,4 = - “XZ, = 
24+~3+(S-2r)Z2+(t-s)Z-(t+1)’ 
Z 
Y%4 
=aaZ =3~3+(3r+4)~2+(3s-2r+6)~+(r+3t+2) 
4 
24+r23+(S-227)22+(t-s)X-((t+l) . 
The above formulae provide a parametrization of all solutions of the input- 
output cover problem (1.5) of dimension four. (Recall that (Y + Z/3 * 8.) 
Proceeding in a similar way, one can construct explicit parametrizations 
for the solutions of higher dimension. 
EXAMPLE 5.3. Let (F, G) be a reachable pair, with n = 6, m = 2, K~ = 4, 
~~ = 2. We will solve the state-space cover problem for 
&=(l -1 - 1 1 1 2)‘. 
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From the first main theorem S = (A,, A,, A,, A4) is a nice partial sequence 
with indices 4,2, and 
where a=, az4 are parameters. The behavior matrix is 
( 1 -1 -1 1 
1 2 ‘23 ‘24 
-1 -1 1 a15 
\ 
I a23 ‘24 
a25 a26 
1 a15 a16 a17 
‘24 a25 ‘26 a 21 I 
where a,,, i = 5,6,7, and azi, i = 3 ,..., 7, are parameters which specify the 
continuations of S. Using the definition of rank given in Section 2.3, we 
conclude that 
rankB(S) = 2. 
The corresponding continuation of S is 
Thus Vlnin is unique and is spanned by the columns of (cf. (3.28)) 
o,( IT, F) = 
1 -1 
-1 -1 
-1 1 
1 1 
1 2 
2 -1 
Note that the dual Kronecker indices of (H, F) are 1,l. 
Next, we will find all solutions of dimension 3, which, according to 
Remark 3.26, either do not contain V,, or, if they do, are reachability 
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subspaces. There are two cases: the first is when the dual Kronecker indices of -- 
(H, F) are 2,1, and the second is when the dual Kronecker indices are 1,2. 
If pi = 2, v2 = 1, this means that the first, the second, and the third rows 
of B(S) must be linearly independent, while all the other rows must be 
linearly dependent on those three. The continuation of the sequence is thus 
a,=t, au=s, al5 = r, 
where t * - 1, s, r arbitrary, and 
a 
r(3s f4 - 3t - tZ)+2s2+5s - P+ t +4 
25 = 2(t + 1) 
9 
a 
(3r +2s)(r - 1) - 2t + r - 3 
16 = 2(t + 1) 
).... 
Thus the first three elements of the lst, 3rd, 5th, 7th, 2nd,4th rows form a basis 
for subsnaces V of dimension 3, where the dual Kronecker indices of the -- 
corresponding (H, F ) are (2,l) [cf. (3.28)]: 
I 1 -1 -1 
-1 -1 1 
-- 
0,( ff, F > = 
-1 1 r 
1 r al6 
1 2 t 
,2 t s 
This solution depends therefore on three parameters. 
\ 
Finally, we want to find the solutions with dual Kronecker indices or = 1, 
vs = 2. In other words, we have to determine the parameters of B(S) so that 
the lst,2nd,4th rows are linearly independent, while all the other rows are 
linearly dependent on those three. The parameters must have the values 
am= -1, a%=t*l, a25=s, 
2t-6s+l 
a15 
2t+1 a 
= --, 
3 18 = 9 
) . . . 
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Thus, the columns of [recall (3.28)] 
i -1  -1 -1  
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_- 
O,(H,F)= ,’ l aI.5 
n1,5 (116 
li 1 2 -1 2 -1 t 
form a basis for those solutions, which are generated by partial realizations of 
S whose dual Kronecker indices are 1,2. 
In a similar way, the behavior matrix B(S) yields a parametrization of 
solutions with corresponding dual Kronecker indices 3,1 or 2,2 or 1,3, and so 
on. 
For more examples, especially on the generalized cover problems, the 
reader is referred to [2, Section 71. 
The author wishes to thank Professors P. A. Fuhrmann, R. E. Kalman, and 
J. B. Pearson for numerous discussions during the preparation of this paper, 
which led to a better understanding of the problems involved. 
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