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UPPER BOUND ON THE CHARACTERS OF THE SYMMETRIC
GROUPS FOR BALANCED YOUNG DIAGRAMS
AND A GENERALIZED FROBENIUS FORMULA
AMARPREET RATTAN AND PIOTR ´SNIADY
ABSTRACT. We study asymptotics of an irreducible representation of
the symmetric group Sn corresponding to a balanced Young diagram λ
(a Young diagram with at most C√n rows and columns for some fixed
constant C) in the limit as n tends to infinity. We show that there exists
a constant D (which depends only on C) with a property that
|χλ(pi)| =
∣∣∣∣Tr ρλ(pi)Tr ρλ(e)
∣∣∣∣ ≤
(
Dmax(1, |pi|
2
n
)√
n
)|pi|
,
where |pi| denotes the length of a permutation (the minimal number of
factors necessary to write pi as a product of transpositions). Our main
tool is an analogue of Frobenius character formula which holds true not
only for cycles but for arbitrary permutations.
1. INTRODUCTION
1.1. Asymptotics of characters of symmetric groups. The character of
an irreducible representation corresponding to a Young diagram λ can theo-
retically be calculated with the help of the Murnaghan–Nakayama rule. Un-
fortunately, this combinatorial algorithm quickly becomes intractable when
the number of boxes of λ tends to infinity. For this reason one is in need of
more analytic (possibly approximate) methods which would give meaning-
ful answers asymptotically.
In this article we will concentrate on a scaling in which the number of
rows and columns of a Young diagram λ having n boxes is bounded from
above by C
√
n for some fixed constant C. Such Young diagrams will be
called balanced. The investigation of this limit was initiated by Kerov
[Ker93, Ker99] and was further developed by Biane [Bia98, Bia01] who
proved that
(1) |χλ(π)| = O(n− |pi|2 ),
holds true asymptotically for any fixed permutation π in the limit n → ∞
for balanced Young diagrams λ. Here, by |π|we denote the minimal number
of factors necessary to write π as a product of transpositions. The quantity
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χλ appearing in (1) is defined as
χλ(π) =
Tr ρλ(π)
Tr ρλ(e)
,
where ρλ(π) is the representation of the symmetric group indexed by λ
and evaluated at the conjugacy class indexed by π and, as usual, ρλ(e) is
the degree of the character ρλ. Since this normalized character will appear
repeatedly in this article, for simplicity we will refer to it as the character
and the name normalized character will be reserved for the quantity which
will be introduced in (12). It should be stressed that the estimate (1) was
proved by Biane only asymptotically for n≫ |π|. Biane, in fact, described
the asymptotics of (1) very precisely in terms of free cumulants, which can
be regarded as certain functionals of the shape of a Young diagram.
The main result of this article is that the inequality (1) holds true for
|π| = O(√n) and for larger values of |π| we still get some meaningful
estimates. We state it formally in the following theorem and the proof is
given in Section 4.
Theorem 1 (Main result). For every C > 0 there exists a constant D with
the following property. If λ is a Young diagram with n boxes which has at
most C
√
n rows and columns and π ∈ Sn is a permutation then
(2) |χλ(π)| <
(
Dmax(1, |π|
2
n
)√
n
)|π|
.
It should be stressed that for permutations π such that |π| ≤ o(n3/4) the
inequality (2) is significantly stronger than the best previous estimate for
the values of characters on long permutations, given in [Roi96]. There, the
author shows that
|χλ(π)| < q|π|
holds true for balanced Young diagrams, where 0 < q < 1 is a constant.
In the remaining part of this introduction we present the context in which
(2) appeared, its applications and the main tools used in the proof.
1.2. Generalized Frobenius character formula. Our strategy in proving
estimate (2) is to use a generalized version of Frobenius’ formula for char-
acters, which relates the value of a normalized character evaluated at some
Young diagram with the residue at infinity of a certain function described
by the shape of that Young diagram. The original Frobenius formula gives
the values of the characters only on the cycles and in Theorem 5 we show
its generalization to arbitrary permutations. This result is interesting in its
own and this article seems to be the first in the literature to contain such an
expression.
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1.3. Expansion of characters in terms of Boolean cumulants. For as-
ymptotic problems, it is convenient to encode the shape of a Young diagram
in terms of its shifted Boolean cumulants. The generalized Frobenius for-
mula allows us to express normalized characters as polynomials in shifted
Boolean cumulants by expanding all power series involved. It seems that
inequality (2) could be proved directly in this way by crude estimation of
each of the summands, but here we concentrate on a more elegant approach
which we present in the following.
In Theorem 7 we will show that all coefficients in this expression of char-
acters in terms of shifted Boolean cumulants are non-negative integers.
1.4. Bound for characters. Let Young diagrams λ, µ be given with the
shifted Boolean cumulants B˜λ2 , B˜λ3 , . . . and B˜
µ
2 , B˜
µ
3 , . . . respectively. Sup-
pose that
(3) |B˜λi | ≤ B˜µi
holds true for any i ≥ 2. The positivity of the coefficients in the expansion
of characters in terms of shifted Boolean cumulants implies that
(4) |χλ(π)| ≤ χµ(π)
holds true for any permutation π. Inequality (4) shows that in order to
prove (2) it is enough to prove it for Young diagrams µ with sufficiently big
shifted Boolean cumulants and we have some freedom of choosing µ for
which the calculation would take a particularly nice form. In this article as
the reference Young diagram µ we take a rectangular Young diagram p× q
since there are very simple formulae of Stanley for their characters [Sta04].
Unfortunately, we encounter some difficulty when trying to follow the
above method, namely for every Young diagram µ with n boxes the second
shifted Boolean cumulant is given by B˜µ2 = −n < 0 therefore the inequal-
ities (3) cannot by fulfilled. A solution to this problem is to take as µ a
rectangular Young diagram p× q with p < 0 and q > 0. Clearly, µ does not
make any sense as a Young diagram, nevertheless we show that for such an
object the Stanley character formula still holds true.
We finish the proof of (2) with the help of Stanley’s character formulae.
1.5. Application: asymptotics of Kronecker tensor products and quan-
tum computations. Since this section is not directly connected to the rest
of the article we allow ourselves to be less formal in the following.
The results of this article were motivated by a recent work of Moore and
Russell [MR06] who explored quantum algorithms for solving the graph
isomorphism problem which are analogous to Kuperberg’s algorithm for
the dihedral group, namely those which use repeated adaptive tensoring of
irreducible representations of the symmetric group Sn. The probability of
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the success of the algorithm in each iteration depends on the solution to the
following problem.
Problem 2. Let λ, µ be balanced Young diagrams, each having n boxes.
Can we find some upper bound for the (relative) multiplicities in the decom-
position of the Kronecker tensor product [λ] ⊗ [µ] into irreducible compo-
nents in the limit n→∞? In particular, how far is this tensor product away
(in some suitable distance) from the left-regular representation (Plancherel
measure)?
Moore and Russell conjectured the following stronger version of the esti-
mate (2) and proved that this conjecture would give an upper bound for the
multiplicities in Problem 2 hence the expected time of work of the consid-
ered quantum algorithm for the graph isomorphism problem would not be
better than the time of work of the best known classical algorithms.
Conjecture 3. For every C > 0 there exists a constantD with the following
property. If λ is a Young diagram with n boxes which has at most C√n rows
and columns and π ∈ Sn is a permutation then
(5) |χλ(π)| <
(
D√
n
)|π|
.
In a subsequent paper [MR´S06] we show how inequality (2) (despite
being weaker than Conjecture 3) is sufficient to fill the gap in the work of
Moore and Russell [MR06].
1.6. Application: random walks on symmetric groups. Diaconis and
Shahshahani [DS81] initiated use of the representation theory in the study
of random walks on groups. A typical problem studied in this context is the
speed of convergence of the convolution powers of a given measure towards
the uniform distribution. This method was used with success in numerous
publications (for a review article see [Dia96]).
Our improved upper bounds for the characters have an immediate appli-
cation in this context in the case of a random walk on the symmetric group
with steps being random long permutations; the details will be presented in
a forthcoming paper [ ´SU06].
1.7. Open problems.
1.7.1. Optimality of the bound. The main result of this article, inequality
(2), opens many questions. One problem is to determine how optimal is
this bound. The exact formulae of Stanley [Sta04] show that for rectangular
Young diagrams and |π| ≤ O(√n) the right-hand side of (2) is also a lower
bound (with a different value of D) and, therefore, this estimate cannot be
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significantly improved. A possibility of improvement for |π| ≥ O(√n)
remains open, nevertheless some partial results suggest that the estimates
as strong as Conjecture 3 should not be true for general balanced Young
diagrams and |π| = O(n).
1.7.2. Free cumulants and Kerov polynomials. In this article we consider
the expansion of the normalized characters in terms of shifted Boolean cu-
mulants while in the asymptotic theory of representations it is much more
common [Bia98, Bia01, ´Sni06a, ´Sni06b] to consider analogous expansions
in terms of free cumulants. Such expansions of characters in terms of free
cumulants are called Kerov polynomials. The main reason for the popularity
of free cumulants is that the expansions of characters in terms of free cu-
mulants have a much simpler structure compared to expansions in terms of
Boolean cumulants. For this reason it would be very interesting to find the
analogues of the equalities and estimates presented in this article in which
the shifted Boolean cumulants would be replaced by free cumulants.
For many Young diagrams appearing in the asymptotic theory of repre-
sentations we may find much better estimates on free cumulants than on
Boolean cumulants; for example a typical Young diagram contributing to
the Plancherel measure or to a tensor product of balanced Young diagrams
has very small free cumulants (except for the second one) while its Boolean
cumulants cannot be bounded better than for a general balanced Young di-
agram. It seems plausible that the analogues of (2) obtained by analysis of
free cumulants expansions of characters might give much better estimates
for such Young diagrams with small free cumulants. In particular, if the
shapes of the Young diagrams µ and λ are very close to the shape of a typi-
cal Young diagram [LS77, VK77] it should be possible to show in this way
that their tensor product [µ] ⊗ [λ] in Problem 2 is indeed very close to the
Plancherel measure.
For the method of the proof presented in this article to work with free cu-
mulants we would have to show that the coefficients of Kerov polynomials
are non-negative integers. This statement is known as Kerov’s conjecture.
Unfortunately, despite many results in this direction [Bia98, ´Sni06a, GR06,
Bia05] Kerov’s conjecture remains open until today.
It should also be stressed that usually under the name of Kerov polyno-
mials one understands the value of Σk as defined in (12), i.e. the normal-
ized character evaluated on a single cycle. For the purpose of this article
such characters are not sufficient and we need to generalize the definition of
Kerov polynomials to cover the expansions for general permutations. The
problem of positivity of more general Kerov polynomials was not studied
before; in particular it seems possible that in order to have positive coef-
ficients in free cumulants expansion one should replace the characters by
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some kind of cumulants such as the ones considered in [ ´Sni06b]. We ex-
pect that the generalized Frobenius formula presented in this article will
shed some light into this topic.
In Section 5 we introduce some of the main ideas concerning generalized
Kerov’s polynomials and give some examples.
1.7.3. Combinatorial interpretation. The positivity of coefficients in the
expansion of characters into shifted Boolean cumulants and the (conjec-
tured) positivity of coefficients of Kerov polynomials are rather unexpected
and immediately raise questions about some natural combinatorial inter-
pretation to these coefficients. Such interpretations were hinted by Biane
[Bia03] but until now there are no concrete results in this direction.
1.7.4. Approximate factorization of characters. Biane [Bia01] proved ap-
proximate factorization property for characters of irreducible representa-
tions which can be informally stated as
χλ(π1π2) ≈ χλ(π1)χλ(π2)
for permutations π1, π2 with disjoint supports. Using the notation intro-
duced in [ ´Sni06b] this property can be formulated formally as the special
case l = 2 of more general asymptotic estimates on cumulants
(6) kl(π1, . . . , πl) = O(n
−|pi1|−···−|pil|−2(l−1)
2 )
which hold for balanced Young diagrams λ and for |π1|, . . . , |πl| ≪ n.
Since the Biane’s estimate (1) holds true in a more general case of |π| =
O(
√
n) (Theorem 1) it raises a question if estimates (6) holds true for
|π1|, . . . , |πl| ≤ O(
√
n).
Biane [Bia98] and ´Sniady [´Sni06b] found not only the asymptotic bound
of the right-hand side (1) and (6) for short lengths of the permutations
π, π1, . . . , πl but also computed explicitly the leading order terms which
turn out to be relatively simple functions of free cumulants. It would be
very interesting to check if these formulas for leading order terms hold true
without assumptions on |π|, |π1|, . . . , |πl| (our conjecture is that the answer
for this question is negative) and how these leading terms change in the
general case.
1.7.5. Asymptotics of cumulants. It seems plausible that the generalized
Frobenius formula presented in this article can be used to simplify the cal-
culation of some of the cumulants in the paper [ ´Sni06b].
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FIGURE 1. Young diagram (4, 3, 1) drawn according to the
Russian convention; the ragged bold line represents the
profile of a Young diagram. In this case (x1, . . . , x4) =
(−3,−1, 2, 4) and (y1, . . . , y3) = (−2, 1, 3).
2. CONTINUOUS YOUNG DIAGRAMS AND BOOLEAN CUMULANTS
Figure 1 presents our preferred convention for drawing Young diagrams
which is—as opposed to French and English conventions—sometimes re-
ferred to as the Russian convention. According to this convention a Young
diagram is represented by its profile which is a piecewise affine function
on the real line with the sequence of local minima x1 < · · · < xs and
the sequence of local maxima y1 < · · · < ys−1. The modern approach to
representation theory of symmetric groups [OV96] suggests that the Rus-
sian convention is the most natural one; it originates in the papers of Kerov
[Ker93, Ker98].
To a Young diagram λ we associate its Cauchy transform G(z) given by
G(z) =
(z − y1) · · · (z − ys−1)
(z − x1) · · · (z − xs) .
In the following we represent a Young diagram with n boxes as a tuple
(λ1, . . . , λn) of integers such that λ1 ≥ · · · ≥ λn ≥ 0, in this case we can
also write
G(z) =
(z + n)(z − λ1 + 1)(z − λ2 + 2) · · · (z − λn + n)
(z − λ1)(z − λ2 + 1) · · · (z − λn + n− 1) .
In this article we will be concerned mostly with the reciprocal of the
Cauchy transform
(7) H(z) = 1
G(z)
.
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For any fixed constant ζ we consider the power series expansion of H
aroung ζ in decreasing powers of z:
H(z + ζ) =
1
G(z + ζ)
= z + ζ + B˜1 + B˜2z
−1 + B˜3z
−2 + · · · .
In fact, one can show that x1+ · · ·+xs = y1+ · · ·+ ys−1 therefore B˜1 = 0
and
(8) H(z + ζ) = 1
G(z + ζ)
= z + ζ + B˜2z
−1 + B˜3z
−2 + · · · .
The coefficients B˜2, B˜3, . . . will be called shifted Boolean cumulants. This
name is coined after Boolean cumulants introduced by Speicher and Woroudi
[SW97] as coefficients in the expansion of H around 0:
H(z) =
1
G(z)
= z − B2z−1 − B3z−2 − · · · .
It follows that if ζ = 0 shifted Boolean cumulants coincide (up to sign)
with the Boolean cumulants of Speicher and Woroudi. We will call these
cumulants twisted Boolean cumulants; that is, if
(9) H(z) = 1
G(z)
= z + Bˆ2z
−1 + Bˆ3z
−2 − · · · .
then Bˆi are called twisted Boolean cumulants, and Bˆi = −Bi. Hereafter,
we will always assume that ζ ≥ 0.
Lemma 4. For any Young diagram whose number of rows and columns are
both smaller than A the corresponding shifted Boolean cumulant fulfills
|B˜k| ≤ [2(A+ ζ)]
k
2
for each integer k ≥ 2.
Proof. Since the sequences of local minima and maxima interlace x1 <
y1 < x2 < · · · < ys−1 < xs, the function G has positive residues in all
of its poles, it is the Cauchy transform of a certain probability measure ν
called transition measure of the Young diagram λ:
G(z) =
∫
R
1
z − xdν(x).
The Cauchy transform can be expanded around ζ as a power series in
decreasing powers of z:
G(z + ζ) = z−1 +M1z
−2 +M2z
−3 +M3z
−4 + · · ·
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the coefficients Mk of which are the moments of the shifted transition mea-
sure
Mk =
∫
(x− ζ)kdν(x).
Since the support of the transition measure ν is equal to {x1, . . . , xs} ⊂
[−A,A], we have
(10) |Mk| ≤ (A+ ζ)k.
We observe that maximal possible absolute value of the shifted Boolean
cumulants for the sequence (Mk) fulfilling (10) is obtained for
(11) H(z+ζ) = 1
z−1 − (A+ ζ)z−2 − (A+ ζ)2z−3 − (A+ ζ)3z−4 − · · ·
and a direct calculation of the power series expansion of the right hand side
of (11) finishes the proof. 
The constant in the above lemma is not optimal (like all constants in the
following) since in this article we prefer the simplicity of arguments over
the optimality of the constants.
3. NORMALIZED CHARACTERS AND GENERALIZED FROBENIUS
FORMULA
If k1, . . . , kl are positive integers such that k1 + · · · + kl = n we iden-
tify (k1, . . . , kl) with some permutation in Sn with the corresponding cycle
decomposition. The number of elements in the list (k1, . . . , kl) is known as
the length of (k1, . . . , kl) and is denoted ℓ(k1, . . . , kl).
Let λ be a fixed Young diagram with n boxes. For integers k1, . . . , kl ≥ 1
we define the normalized character of a conjugacy class
(12) Σk1,...,kl =
Tr ρλ(k1, . . . , kl, 1
n−k1−···−kl)
Tr ρλ(e)
(n)k1+···+kl,
where (n)k = n(n − 1) · · · (n − k + 1) denotes the falling power. We use
the convention that Σk1,...,kl = 0 whenever k1 + · · ·+ kl > n. Normalized
characters of conjugacy classes arise naturally in the study of asymptotics of
representations of symmetric groups [IK99]. The following theorem gives
a method of computing them.
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Theorem 5 (Generalized Frobenius formula). For any integers k1, . . . , kl ≥
1
(13) (−1)lk1 · · ·klΣk1,...,kl =
[z−11 ] · · · [z−1l ]
[( ∏
1≤r≤l
H(zr)H(zr − 1) · · ·H(zr − kr + 1)
)
∏
1≤s<t≤l
(zs − zt)(zs − zt + kt − ks)
(zs − zt − ks)(zs − zt + kt)
]
.
The right-hand side of (13) should be understood as follows: we expand
the expression appearing there as a power series in decreasing powers of zl
with coefficients being functions of z1, . . . , zl−1 and select the appropriate
coefficient. We repeat this procedure with respect to zl−1, zl−2,. . . , z1.
Before presenting the proof we will introduce some notation. For se-
quences of non-negative integers µ = (µ1, . . . , µn) and k = (k1, . . . , kr) let
χ˜µk denote the coefficient of xµ = x
µ1
1 · · ·xµnn in( ∑
1≤i≤n
xk1i
)
· · ·
( ∑
1≤i≤n
xkli
) ∑
w∈Sn
(−1)wxwδ,
where δ = (n−1, n−2, . . . , 1, 0). As seen in [Mac95], if λ = (λ1, . . . , λn)
is a Young diagram with n boxes, µ = λ+ δ and k1 + · · ·+ kl = n then the
value of the unnormalized character fulfills
Tr ρλ(k) = χ˜µk .
For µ = (µ1, . . . , µn) we consider the corresponding function
H˜µ(z) =
(z − µ1 − 1)(z − µ2 − 1) · · · (z − µn − 1)z
(z − µ1)(z − µ2) · · · (z − µn) .
In other words, if µ = λ+ δ then
H˜µ(z + n) = H(z),
where H denotes the reciprocal (7) of the Cauchy transform of the Young
diagram λ.
It becomes clear that Theorem 5 will follow from Lemma 6 below.
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Lemma 6. For any tuple µ = (µ1, . . . , µn) of non-negative integers and
k1, . . . , kl ≥ 1
(−1)l (n)k1+···+kl k1 · · · kl χ˜µ(k1,...,kl,1n−k1−···−kl) =
χ˜µ(1n) [z
−1
1 ] · · · [z−1l ]
[( ∏
1≤r≤l
H˜µ(zr)H˜µ(zr − 1) · · · H˜µ(zr − kr + 1)
)
∏
1≤s<t≤l
(zs − zt)(zs − zt + kt − ks)
(zs − zt − ks)(zs − zt + kt)
]
.
Proof. We will use induction with respect to l. Clearly
χ˜µ
(k1,...,kl,1
n−k1−···−kl )
=
∑
i
χ˜µ
(i)
(k1,...,kl−1,1
n−k1−···−kl−1)
,
where µ(i) = (µ1, . . . , µi−1, µi−kl, µi+1, . . . , µn) therefore by the induction
hypothesis
(−1)l(n)k1+···+klk1 · · ·klχ˜µ(k1,...,kl,1n−k1−···−kl ) = (−kl)(n)kl
∑
i
χ˜µ
(i)
(1n−kl )
×
[z−11 ] · · · [z−1l−1]
[( ∏
1≤r≤l−1
H˜µ(i)(zr)H˜µ(i)(zr − 1) · · · H˜µ(i)(zr − kr + 1)
)
∏
1≤s<t≤l−1
(zs − zt)(zs − zt + kt − ks)
(zs − zt − ks)(zs − zt + kt)
]
.
Since
H˜µ(i)(z) = H˜µ(z)
(z − µi)(z − µi + kl − 1)
(z − µi − 1)(z − µi + kl)
and ([Mac95], page 118)
(n)klχ˜
µ(i)
(1n−kl )
= χ˜µ(1n)(µi)r
∏
j 6=i
µi − µj − kl
µi − µj ,
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we have
(14) (−1)l(n)k1+···+klk1 · · ·klχ˜µ(k1,...,kl,1n−k1−···−kl ) = (−kl)χ˜
µ
(1n)×
[z−11 ] · · · [z−1l−1]
∑
i
[(∏
j 6=i
µi − µj − kl
µi − µj
)
( ∏
1≤r≤l−1
H˜µ(zr)H˜µ(zr − 1) · · · H˜µ(zr − kr + 1)
(zr − µi)(zr − µi + kl − kr)
(zr − kr − µi)(zr − µi + kl)
) ∏
1≤s<t≤l−1
(zs − zt)(zs − zt + kt − ks)
(zs − zt − ks)(zs − zt + kt)
]
.
It is easy to check that each summand of (14) is equal to the residue for
zl = µi of the function
(15) χ˜µ(1n)[z−11 ] · · · [z−1l−1]
[(
(zl)kl
∏
j
zl − µj − kl
zl − µj
)
( ∏
1≤r≤l−1
H˜µ(zr)H˜µ(zr − 1) · · · H˜µ(zr − kr + 1)
(zr − zl)(zr − zl + kl − kr)
(zr − kr − zl)(zr − zl + kl)
) ∏
1≤s<t≤l−1
(zs − zt)(zs − zt + kt − ks)
(zs − zt − ks)(zs − zt + kt)
]
=
χ˜µ(1n)[z
−1
1 ] · · · [z−1l−1]
[( ∏
1≤r≤l
H˜µ(zr)H˜µ(zr − 1) · · · H˜µ(zr − kr + 1)
)
∏
1≤s<t≤l
(zs − zt)(zs − zt + kt − ks)
(zs − zt − ks)(zs − zt + kt)
]
.
Notice that apart from these residues with respect to zl, for each value
of r ∈ {1, . . . , l − 1} the series (15) also has residues for zl = zr − kr
and zl = zr + kl. The residues, however, at these two points sum to zero,
completing the proof. 
Theorem 7. Suppose that positive integers k1, . . . , kl are such that
(16) k1, . . . , kl ≤ ζ.
Then the normalized character (−1)lΣk1,...,kl is a polynomial in shifted Boolean
cumulants B˜2, B˜3, . . . with non-negative coefficients.
Proof. From (8) it follows that the expansion of
H(zr)H(zr − 1) · · ·H(zr − kr + 1)
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as a power series in falling powers of zr and shifted Boolean cumulants has
all non-negative coefficients.
Without loss of generality we may assume that k1 ≤ · · · ≤ kl. It follows
that the factors contributing to (13) can be written as
(zs − zt)(zs − zt + kt − ks)
(zs − zt − ks)(zs − zt + kt) = 1 +
kskt
ks + kt
∑
i≥0
(zs + kt)
i − (zs − ks)i
z1+it
and are, therefore, power series in descending powers of zt, the coefficients
of which are polynomials in zs with non-negative coefficients. 
It is an interesting question if the condition (16) is really necessary; in
particular if the above theorem holds true for ζ = 0, when the shifted
Boolean cumulants coincide with the twisted Boolean cumulants introduced
in (9). Indeed, the following examples are the generalized Frobenius for-
mula expanded in terms of twisted Boolean cumulants.
(−1)2Σ3,2 = Bˆ4Bˆ3 + 13 Bˆ2Bˆ3 + Bˆ22Bˆ3 + 6 Bˆ5 + 18 Bˆ3
(−1)2Σ4,2 = Bˆ5Bˆ3 + 32 Bˆ2 + 80 Bˆ4 + 8 Bˆ6 + 17 Bˆ23 + 40 Bˆ22
+ 3 Bˆ2Bˆ
2
3 + 8 Bˆ
3
2 + 24 Bˆ2Bˆ4
We conjecture that these expressions are always positive.
Conjecture 8. The normalized character Σk1,...,kl can be expressed as a
polynomial in twisted Boolean cumulants Bˆi with coefficients being non-
negative integers.
4. ASYMPTOTICS OF CHARACTERS
In the case of a rectangular Young diagram λ = p × q (i.e. p parts, all
equal to q) we have
(17) H(z) = (z − q)(z + p)
z + p− q ,
which corresponds to the sequence of shifted Boolean cumulants
(18) B˜i = −pq(q − p− ζ)i−2 for i ≥ 2.
Theorem 9 (Stanley [Sta04]). Let π ∈ Sk1+···+kl be a permutation of type
(k1, . . . , kl) and let λ = p × q be a rectangular Young diagram. Then the
corresponding normalized character is given by
(19) Σp×qk1,...,kl = (−1)k1+···+kl
∑
σ1σ2=π
pκ(σ1)(−q)κ(σ2),
where the sum runs over all permutations σ1, σ2 ∈ Sk1+···+kl such that
σ1σ2 = π and κ(σ) denotes the number of cycles of permutation σ.
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The following Lemma was proved by Fe´ray (private communication).
Lemma 10. Let π, σ1, σ2 ∈ Sn be such that π = σ1σ2. There exist per-
mutations σ′1, σ′2 ∈ Sn such that π = σ′1σ′2, |σ′1| + |σ′2| = |σ1| + |σ2|,
|σ′2| = |σ′2σ−12 | + |σ2| and every cycle of σ′1 is contained in some cycle of
σ′2. Furthermore, κ(σ′2) ≤ κ(π).
Proof. If every cycle of σ1 is contained in some cycle of σ2 then σ′1 = σ1
and σ′2 = σ2 have the required property. Otherwise, there exist a, b ∈
{1, . . . , n} such that a and b belong to the same cycle of σ1 but not the same
cycle of σ2. We define σ′1 = σ1(a, b), σ′2 = (a, b)σ2 and we iterate this
procedure if necessary. Notice that |σ′1| = |σ1| − 1, |σ′2| = |σ2| + 1, so
this procedure will finish after a finite number of steps. It remains to prove
that |σ′2| ≥ |σ′2σ−12 |+ |σ2| (the opposite inequality follows from the triangle
inequality): notice that |σ′2| − |σ2| is equal to k (where k is the number of
steps after which the procedure has terminated) and σ′2σ−12 is a product of k
transpositions, hence |σ′2σ−12 | ≤ k.
For any a ∈ {1, . . . , n} the elements σ′2(a) and σ′1(σ′2(a)) = π(a) belong
to the same cycle of σ′1 and, hence, to the same cycle of σ′2. It follows that
the elements a and π(a) belong to the same cycle of σ′2 and, therefore, every
cycle of π is contained in some cycle of σ′2. The result now follows. 
Lemma 11. For any integers n ≥ 1 and i ≥ 0 and for any π ∈ Sn
(20) #{σ ∈ Sn : |σ| = i} ≤ n
2i
i!
.
Proof. Since every permutation in Sn appears exactly once in the product
[1 + (12)][1 + (13) + (23)] · · · [1 + (1n) + · · ·+ (n− 1, n)],
we have∑
i
xi #{σ ∈ Sn : |σ| = i} = (1 + x)(1 + 2x) · · · (1 + (n− 1)x).
Each of the coefficients of xk on the right-hand side is bounded from above
by the corresponding coefficient of exe2x · · · e(n−1)x = en(n−1)x2 , finishing
the proof.

Theorem 12. For any Young diagram λ with at most A rows and columns
and for any integers k1, . . . , kl ≥ 1
|Σk1,...,kl| <
{
(16e2A)K+l for K ≤ 8A,
(4eK)K(4A)l for K ≥ 8A,
where K = k1 + · · ·+ kl.
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Proof. Before beginning the proof, notice that the Murnaghan-Nakayama
rule shows that we can assume k1, . . . , kl ≤ 2A; otherwise Σk1,...,kl = 0
holds trivially. By setting ζ = 2A, the assumptions of Theorem 7 are satis-
fied.
On a purely formal level Σk1,...,kl is a polynomial in variables B˜2, B˜3, . . .
and, therefore, it is well-defined for shifted Boolean cumulants given by
(18); in this way we define Σp×qk1,...,kl as a polynomial in p and q.
From Lemma 4 it follows that
(21) |B˜λi | ≤ B˜p×qi ,
where B˜λi denotes the shifted Boolean cumulant of λ and B˜
p×q
i is the shifted
Boolean cumulant given by (18) for
(22) p = −4A, q = 4A.
Theorem 7 together with (21) imply that
|Σλk1,...,kl| ≤ |Σp×qk1,...,kl|.
We regard Σp×qk1,...,kl as a polynomial in variables p, q and we know that(19) holds true whenever p, q are positive integers; it follows that (19) holds
as equality between polynomials in p, q. In particular, (19) holds true for
(22) and
|Σλk1,...,kl| ≤
∑
σ1σ2=π
(4A)κ(σ1)+κ(σ2).
We consider a map which to a pair (σ1, σ2) associates any pair (σ′1, σ′2)
as prescribed by Lemma 10. For any fixed σ′2 the permutations σ2 such that
|σ′2| = |σ′2σ−12 | + |σ2| can be identified with non-crossing partitions of the
cycles of σ′2 (see [Bia97, Section 1.3]). It follows that the number of such
permutations σ2 is equal to the product of appropriate Catalan numbers and,
hence, this product is bounded from above by 4K , where K = k1+ · · ·+kl.
Therefore
(23)
∑
σ1,σ2∈SK ,
σ1σ2=π
(4A)κ(σ1)+κ(σ2) ≤ 4K
∑
σ′1,σ
′
2∈SK ,
σ′1σ
′
2=π,
κ(σ′2)≤κ(π)
(4A)κ(σ
′
1)+κ(σ
′
2) ≤
4K
∑
σ′1∈SK
(4A)κ(σ
′
1)+l ≤ 4K
∑
0≤i≤K−1
K2i
i!
(4A)K−i+l,
where the last inequality follows from Lemma 11.
If K ≤ 8A we use the estimate
4K
∑
0≤i≤K−1
K2i
i!
(4A)K−i+l < 4K(4A)K+l exp
(
K2
4A
)
≤ (16e2A)K+l.
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If K ≥ 8A then in the sum on the right-hand-side of (23) the quotient of
consecutive summands is greater than 2. We can, therefore, bound the sum
by the sum of an appropriate geometric series and
4K
∑
0≤i≤K−1
K2i
i!
(4A)K−i+l < 4K
K2K
K!
(4A)l < (4eK)K(4A)l,
where the second last inequality follows from K! ≥ (K
e
)K
.

Theorem 13. Let λ be a Young diagram with n boxes and at most C
√
n
rows and columns. Then
(24) |χλ(π)| ≤

max
[
(16e3C)3, (32e2C)2 |π|
2
n
]
√
n


|π|
.
Proof. Let k1, . . . , kl, 1n−K be the cycle decomposition of π with k1, . . . , kl ≥
2 and K = k1 + · · · + kl. Notice that |π| = K − l, K + l ≤ 3|π|, and
K ≤ 2|π|.
The inequality (n)K ≥
(
n
e
)K
shows that for K ≤ 8C√n
(25) |χλ(π)| = |Σk1,...,kl|
(n)K
≤ (16e
3C)K+l
(
√
n)K−l
≤
(
(16e3C)3√
n
)|π|
and for K ≥ 8C√n
(26) |χλ(π)| = |Σk1,...,kl|
(n)K
≤
(
16e2CK√
n
)K
1
(
√
n)|π|
≤
(
(16e2CK)2
n3/2
)|π|
<
(
(32e2C|π|)2
n3/2
)|π|
.

We are now ready to prove our main theorem.
Proof of Theorem 1. The inequality (24) shows that Theorem 1 holds true
for D = max [(16e3C)3, (32e2C)2]. 
The following result will be useful in the study of some quantum algo-
rithms [MR´S06].
Corollary 14. For every C there exist constants A > 0 and B such that if
a Young diagram λ with n boxes has at most C
√
n boxes in each row and
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column then
(27)
∑
π∈Sn,
|π|≤An4/7
|χλ(π)|4 ≤ B.
Proof. We shall use the notation introduced in the proof of Theorem 13. By
(25) the contribution of the permutations π with support size K less than or
equal to 8C
√
n is bounded from above by
∑
i≥0
n2i
i!
(
(16e3C)3√
n
)4i
< exp
[
(16e3C)12
]
.
By (26) the contribution of the permutations π with support sizeK greater
than or equal to 8C
√
n is bounded from above by
∑
0≤i≤An4/7
n2i
i!
(
(32e2Ci)2
n3/2
)4i
<
∑
0≤i≤An4/7
n2iei
ii
(
(32e2Ci)2
n3/2
)4i
=
∑
0≤i≤An4/7
(
e(32e2C)8i7
n4
)i
< 1
for a suitably chosen constant A > 0.

5. GENERALIZED KEROV POLYNOMIALS
Theorem 5 expresses the normalized character Σk1,...,kl in terms of the
boolean cumulants Bi. It is, however, desirable to express normalized char-
acters in terms of free cumulants, as discussed in Section 1.7.2. We call
the expressions of normalized characters in terms of free cumulants gen-
eralized Kerov polynomials. We use a change of variables so as to al-
low ourselves to use the Lagrange Inversion Theorem (see [GJ04, Theo-
rem 1.2.4]). Set φ(z) = zH(z−1). Then φ(z) = 1 − ∑i≥1Bizi. If
K(z) = z−1 +
∑
k≥1Rkz
k−1
, where the Rk are free cumulants then by
definition
(28) K(z) = (1/H(z))〈−1〉
where 〈−1〉 denotes compositional inverse. Set R(z) = zK(z). One can
show easily that (28) implies(
z
R(z)
)〈−1〉
=
z
φ(z)
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and, therefore, by Lagrange Inversion we have
(29) Rk+1 = −1
k
[zk+1] φ(z)k
and
Bk+1 =
1
k
[zk+1] R(z)k.
With this notation, Theorem 5 becomes
(−1)lk1k2 · · · klΣk1,k2,...,kl = [zk1+11 ] · · · [zkl+1l ]
l∏
r=1
(
(1− zr) · · · (1− (k − 1)zr)φ(zr) · · ·φ
(
zr
1− (kr − 1)zr
))
∏
1≤s<t≤l
(zt − zs)(zt − zs + (kt − ks)zszt)
(zt − zs − ktzszt)(zt − zs + kszszt) .
At this point it may be useful to give some examples. In [Bia03, Page 2], one
can find example of the original Kerov polynomials. The main conjecture
concerning the original Kerov polynomials is that they are positive in free
cumulants. Some progress has been made concerning this conjecture in
[Bia03, GR06, ´Sni06a], but the conjecture remains open. The following are
two examples of generalized Kerov polynomials.
Σ3,2 = R3R4 − 5R2R3 − 6R5 − 18R3
Σ2,2,2 = R
3
3 − 12R3R4 + 58R3R2 + 40R5 + 80R3 − 6R3R22(30)
We use a grading on generalized Kerov polynomials as the one used in
[GR06]. Namely, we consider the new series
Σk1,k2,...,kl;2n = [u
(
P
i ki+l)−2n]Σk1,k2,...,kl(u)
= [u(
P
i ki+l)−2n]Σk1,k2,...,kl(R2u
2, R3u3, . . .).
That is, if the weight of a monomial Rj1i1 · · ·Rjtit is given by
∑
s isjs, then
Σk1,k2,...,kl;2n consists of the terms of weight
∑
i ki + l − 2n in Σk1,k2,...,kl.
Define
(31) Φ(x, u) =
∑
i≥0
Φi(x)u
i = (1− ux)φ
(
x
1− ux
)
.
Proposition 15. The following equations hold.
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a. For k1, k2, . . . , kl ≥ 1,
(−1)lk1 · · · klΣk1,...,kl = [zk1+11 ] · · · [zkl+1l ]
l∏
r=1
kr−1∏
j=0
Φ(zr, j)
∏
1≤s<t≤l
(zt − zs)(zt − zs + (kt − ks)zszt)
(zt − zs − kszszt)(zt − zs + ktzszt)
b. For k1, k2, . . . , kl ≥ 1,
(−1)lk1 · · · klΣk1,...,kl;2n = [u2n][zk1+11 ] · · · [zkl+1l ]
l∏
r=1
kr−1∏
j=0
Φ(zr, ju)
∏
1≤s<t≤l
(zt − zs)(zt − zs + (kt − ks)zsztu)
(zt − zs − kszsztu)(zt − zs + ktzsztu)
Proof. The first part of the proposition is a trivial substitution and the proof
of the second part is similar to the proof of [GR06, Proposition 4.1]. 
The following proposition also appears in [ ´Sni06a, Theorem 4.9], and is
obtained with ease below.
Proposition 16. There is only one term of highest weight in Σk1,...,kl and it
is Rk1 · · ·Rkl , i.e.
Σk1,...,kl;0 = Rk1 · · ·Rkl
Proof. Note that the constant term in Proposition 15.b can be obtained by
substituting u = 0 into the equation. Doing so we obtain
(−1)lk1 · · ·klΣk1,...,kr;2n = [zk1+11 ] · · · [zkl+1l ]
l∏
r=1
kr−1∏
j=0
Φ(zr, 0).
From the definition of Φ(x, u) given in (31), we see that Φ(x, 0) = φ(x).
Therefore, we have
[zk1+11 ] · · · [zkl+1l ]
l∏
r=1
φ(zr)
kr ,
The result now follows from (29). 
We focus on a special case in what follows.
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5.1. Special case: l = 2. Specializing Proposition 15.a to the case of two
variables we obtain the formula
Σr,s = ΣrΣs − [xr+1][ys+1]
r−1∏
j=0
Φ(x, j)
s−1∏
j=0
Φ(y, j)
· (xy)
2
(y − x− rxy)(x− y − sxy)
and from Proposition 15.b it follows
Σr,s(u) = Σr(u)Σs(u)− [xr+1][ys+1]
r−1∏
j=0
Φ(x, ju)
s−1∏
j=0
Φ(y, ju)
· (xy)
2u2
(y − x− rxyu)(x− y − sxyu)
From numerical evidence, we have the following conjecture.
Conjecture 17. The following is positive in free cumulants.
[xr+1][ys+1]
r−1∏
j=0
Φ(x, j)
s−1∏
j=0
Φ(y, j)
(xy)2
(y − x− rxy)(x− y − sxy)
As noted earlier positivity of the original Kerov polynomials is still open
and it appears that the positivity in Conjecture 17 is, likewise, difficult to
prove (in fact, the expression in Conjecture 17 is more complicated). Below
we give an explicit form for the case l = 2. We, in fact, also assume the
both parts are the same, that is if our two parts are k1 and k2, then k1 = k2.
We are not, however, able to show positivity from our explicit expression.
Before giving our explicit expression, we prove a lemma. In what fol-
lows, for a ring R, the ring R[[λ]]1 is the ring of power series with invertible
constant term.
Lemma 18. Suppose that φ(λ) ∈ R[[λ]]1, ω = tφ(ω) and F (λ) = λ−kG(λ)
with G(λ) ∈ R[[λ]]1. Then,∑
n≥−k
ant
n =
F (ω)
1− tφ′(ω) , with an = [λ
n]F (λ)φn(λ)
Proof. Set L(λ) = G(λ)
φk(λ)
. Since φ(λ), G(λ) ∈ R[[λ]]1, the series L(λ) is a
formal power series. Thus, we have by [GJ04, Theorem 1.2.4, Part 2]∑
n≥0
cnt
n =
L(ω)
1− tφ′(ω) , with cn = [λ
n]L(λ)φn(λ)
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However, we have
∑
n≥0
cnt
n =
L(ω)
1− tφ′(ω)
=
ωkF (ω)
φk(ω) (1− tφ′(ω))
= tk
F (ω)
1− tφ′(ω) .
Thus, ∑
n≥0
cnt
n−k =
F (ω)
1− tφ′(ω)
with
cn = [λ
n]L(λ)φn(λ)
= [λn−k]F (λ)φn−k(λ)
for n ≥ 0. Setting for n ≥ −k
an = cn+k = [λ
n]F (λ)φn(λ)
gives the result. 
We now give an explicit form for the expression in Conjecture 17.
(32) [u2n][xr+1][yr+1]
r−1∏
j=0
Φ(x, ju)
r−1∏
j=0
Φ(y, ju)
(xy)2u2
((y − x)2 − (rxyu)2) .
Setting
a(x, y) =
1
r2
(rxyu)2
(y − x)2
and noting that
r−1∏
j=0
Φ(x, ju) =
r−1∏
j=0
(
φ(x) +
∑
i≥1
Φi(x)(ju)
i
)
=
∑
λ
mˆλΦλ(x)φ
r−ℓ(λ)(x)u|λ|
where mˆλ is the monomial symmetric function with the substitution xi = i
for i ≤ r − 1 and xi = 0 for i ≥ r and Φλ(x) =
∏
iΦλi(x) for λ =
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λ1, λ2, . . . we expand (32) in power series in u to obtain
[u2n][xr+1][yr+1]
r−1∏
j=0
Φ(x, ju)
r−1∏
j=0
Φ(y, ju)
1
r2
a(x, y)u2
(1− a(x, y)u2)
= [u2n][xr+1][yr+1]
∑
λ1,λ2
mˆλ1mˆλ2Φλ1(x)Φλ2(y)φ
r−ℓ(λ1)(x)φr−ℓ(λ2)(y)
· u|λ1|u|λ2| 1
r2
∑
i≥1
(
a(x, y)u2
)i
= [xr+1][yr+1]
∑
i≥1
1
r2
a(x, y)i
·
∑
λ1,λ2
|λ1|+|λ2|=2n−2i
mˆλ1mˆλ2Φλ1(x)Φλ2(y)
φr+1(x)
φℓ(λ1)+1(x)
φr+2(y)
φℓ(λ2)+1(y)
=
1
r2
[xr+1][yr+1]
∑
i≥1
a(w1, w2)
i
·
∑
λ1,λ2
|λ1|+|λ2|=2n−2i
mˆλ1mˆλ2
Φλ1(w1)Φλ2(w2)
C(x)C(y)φℓ(λ1)(w1)φℓ(λ2)(w2)
(33)
where the second last equality follows from two applications of Lemma 18
and where
C(x) =
1
1−∑i≥2(i− 1)Rixi
and
w1 =
x
R(x)
, w2 =
y
R(y)
.
In (33) we have an explicit expression for the terms of weight k+2− 2n in
Σr,r. For n = 1, that is for the terms of weight k in Σr,r, we have
1
r2
[xr+1][yr+1]
a(w1, w2)
C(x)C(y)
=
1
r2
[xr+1][yr+1]
(
1−∑i≥2(i− 1)Rixi) (1−∑i≥2(i− 1)Riyi) x2y2
(xR(y)− yR(x))2 .
(34)
For the original Kerov polynomials, some considerable amount of work
was needed to obtain positivity for terms of weight k − 1 (see [ ´Sni06a] and
[GR06]). We see that Conjecture 17 seems at least as difficult.
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5.2. Linear Terms. Note that Conjecture 17 can be expressed as
(−1)l+1kid(Σi1 , . . . ,Σil) is positive in free cumulants, where
kid(Σi1 , . . . ,Σil) is the lth cumulant (see [ ´Sni06b]). For example, for µ =
(r, s) we have
(−1)kid(Σr,Σs) = ΣrΣs − Σr,s
and for µ = (r, s, t) we have
kid(Σr,Σs,Σt) = Σr,s,t − ΣrΣs,t − ΣsΣr,t − ΣtΣr,s + 2ΣrΣsΣt
Note that all the linear terms are expressed in kid(Σi1 , . . . ,Σil); that is, note
that in the expansion
Σr,s,t = ΣrΣs,t + ΣsΣr,t + ΣtΣr,s − 2ΣrΣsΣt
+ [xr+1] [ys+1] [zt+1]
r−1∏
j=0
Φ(x, j)
s−1∏
j=0
Φ(y, j)
t−1∏
j=0
Φ(z, j)
· rs(xy)
2
(y − x− rxy)(y − x+ sxy) ·
rt(xz)2
(z − x− rxz)(z − x+ txz)
· st(yz)
2
(z − y − syz)(z − y + tzy)
that the linear terms of Σr,s,t do not occur in the expressionΣrΣs,t+ΣsΣr,t+
ΣtΣr,s − 2ΣrΣsΣt. We can prove that the linear terms in
(−1)l+1kid(Σi1 , . . . ,Σil) have positive coefficients.
Theorem 19. Suppose that µ = k1k2 · · · kl ⊢ k ≤ n and let ωµ be a fixed
element in the conjugacy class µ in Sk. Then the coefficient of Rb+1 in
(−1)l+1kid(Σi1 , . . . ,Σil) is the number of k-cycles c such that c · ωµ has b
cycles.
Proof. For the rectangular shape p× q, the series H(z) is given (17). From
[Sta04, Theorem 1 and Proposition 2] and [Rat06, Proposition 4.1] the free
cumulants for this shape are given by
(35) Rb+1 = (−1)b
∑
u,v∈Sb
u·v=(b)
κ(u)+κ(v)=b+1
pκ(u)(−q)κ(v)
where (b) = (1 2 · · · b) and κ(u) is the number of cycles in u. However,
[Sta04, Theorem 1] states
(36) (−1)kΣp×qk1,...,kl =
∑
u,v∈Sk
u·v=ωµ
pκ(u)(−q)κ(v).
Expanding Σk1,...,kl in terms of the free cumulants given in (35) should give
us the same equation as (36).
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The coefficient of p(−q)b in (36) is clearly the number of k-cycles c such
that c · ωµ has b cycles. The coefficient of p(−q)b in (35), however, is
clearly the number of b-cycles c such that c · (b) has b cycles. But the latter
number is clearly 1. Since Rb+1 accounts for all occurrences of p(−q)b in
(−1)l+1kid(Σi1 , . . . ,Σil), comparing coefficients give us the result. 
We remark this theorem implies that that if b ≥ k then the coefficient
of Rb+1 in (−1)l+1kid(Σi1 , . . . ,Σil) is zero. Also note that when l is even
(odd), the coefficient of Rb+1 is negative (positive) in Σk1,...,kl . Finally, we
see that this last theorem also implies that the sum of the coefficients of
all linear terms of Σk1,...,kl must be the number of long cycles in Sk1+···+kl,
namely (k1 + · · · + kl − 1)!. One can compare these observations to the
normalized characters given in (30).
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