A sequence (x j ) in a Banach space X is (p, q)-summing if for any weakly q-summable sequence (x * j ) in the dual space we get a p-summable sequence of scalars (x * j (x j )). We consider the spaces formed by these sequences, relating them to the theory of (p, q)-summing operators. We give a characterization of the case p = 1 in terms of integral operators, and show how these spaces are relevant for a general question on Banach spaces and their duals, in connection with Grothendieck theorem.
Definitions and basic results
In all that follows X is a Banach space over the field K = C or R. We shall use the usual terms X * for the dual space of X, L(X, Y ) for the space of bounded linear operators between two Banach spaces, and B X and S X for the unit ball and sphere in X; X Y means that X and Y are isometrically isomorphic. We write the action of an operator or functional on x merely as ux and x * x, though we prefer to use x * (x) or x * , x if we think it helps, and we use the tensor form for expressing finite rank operators: (x * ⊗ y)x = x * (x)y. Finally, (e j ) is the canonical basis of the sequence spaces p and c 0 , p denotes the conjugate exponent of p, α + = max{α, 0} for any real α, and · p stands for the usual p-norm of a sequence or function. 
Definition 1 Let p, q ∈ [1, ∞). A sequence (x j
)
Remark 2
The obvious modifications in the definition for p = ∞ or q = ∞ make sense, but then clearly πp,∞ (X) = p (X) and π∞,q (X) = ∞ (X).
Remark 3 A standard use of the weak Principle of Local
Reflexivity (see [6] , p. 73) shows that (x * j ) ⊂ X * is (p, q)-summing if and only if
where C is a constant independent from n and x 1 , . . . , x n ∈ X.
In particular πp,q (X) = πp,q (X * * ) ∩ ∞ (X).
Let us omit as well the simple proofs of the following facts: Actually, if X is finite dimensional then πp,q (X) = r (X).
To verify the last claim, recall that X is finite dimensional if and only if w q (X) = q (X) for any q ∈ [1, ∞). 
Remark 4 Note that
PROOF. For t = 1 this is just the duality s (X * ) = ( s (X)) * .
The general case follows from
Note that s (X) = t r (X), and then
PROOF.
We only have to show that (b) implies (a). By the previous lemma
We'll see later on that there are infinite dimensional spaces X such that
Let us remark now another difference between the cases p < q and p ≥ q: note first that, in general, the π p,q -norm of any sequence is independent from any reordering of its terms:
Proposition 2 Let (x j ) a bounded sequence in X, and let 1 ≤ p, q. Then
for any bijection σ : N → N.
The proof follows from the definition and the fact that the p-norm and the weak q-norm are reordering invariant.
When p ≥ q we can say more:
for any map σ : N → N.
The result does not hold if 1 ≤ p < q: take σ a constant map.
Proposition 3 implies that all (p, q)-sequences satisfy something apparently stronger than the condition in Definition 1: Any p-integral operator u is also p-summing, and π p (u) is not greater than the p-integral norm, but the converse is not true in general. Basic results on p-integral operators can be seen in [3] . This makes easy to characterize the (1, q)-sequences in terms of integral operators: 
(1, q)-summing sequences as integral operators
Recall that u ∈ L(X, Y ) is p-integral if the composition X u → Y j Y −→ Y * * equals X β → L ∞ (µ) ip −→ L p (µ)Theorem 2 For any 1 ≤ q < ∞, a sequence (x j ) ⊂ X is (1,
PROOF.
Let u an integral operator q → X with ue j = x j for all j, and let C its integral norm. Given
As an application of Theorem 2, we can identify the sequences in π 1,q (L 1 (µ)), for any σ-finite space µ: in [3] ). If applied to X = q , Theorem 2 gives the following:
and then the integral equals
PROOF. Just note that sup
As for q = 1, recall that we can have sup
N is not esentially separable and then the sequence does not define a function in
, as Theorem 3 gives the following for q = 1:
Another consequence of the interpretation of π 1 -sequences as integral operators is the following:
PROOF. Let us assume that such u and (y * j ) do exist. The constant sequence (u j = u) is a multiplier from w 1 (X * ) to 1 (Y ), and so it is (y *
Conversely, if (x j ) ∈ π 1 (X) then Theorem 2 says that v : 1 → X given by ve j = x j is an integral operator, and in particular v * is absolutely summing (v * is integral if v is so, and integral operators with values in ∞ are absolutely summing). Then we can take
for any x * ∈ X * and each j, the result follows.
Inclusions among the spaces π p,q (X)
Let us point out first some elementary embeddings among these spaces.
with continuous inclusions of norm 1.
In particular, for
We can actually show the following more general result:
, with continuous inclusion of norm 1.
PROOF.
The case s ≤ q follows from the norm 1 inclusions 
From our assumptions we have that ap ≤ bq, so that j α q p b j ≤ 1, and for any
The role of type and cotype
Recall that Rad p (X) is the closure in L p ([0, 1], X) of the set of functions of the form n j=1 r j x j , where x j ∈ X and (r j ) j∈N are the Rademacher functions on [0, 1]. By Kahane-Khintchine inequalities (see [3] , page 211) it follows that Rad p (X) coincide up to equivalent norms for all p < ∞. The space is denoted then Rad(X). Given 1 ≤ p ≤ 2 (respect. q ≥ 2), a Banach space X is said
We know by Proposition 1 that, for finite dimensional X, if (1/p) − (1/q) = (1/r) − (1/s) then πp,q (X) = πr,s (X). In order to find conditions that ensure (c 0 , X) . If x j = u(e j ) then (x j ) ∈ w 1 (X), so we write x j = u(e j ) = α j x j where (α j ) ∈ r and (x j ) ∈ w r (X). This allows to factorize u = wv, where v ∈ L(c 0 , r ) is given by v(e j ) = α j e j and w ∈ L( r , X) is given by w(e j ) = x j . It is not difficult to show (see [3] , page 41) that v ∈ Π r (c 0 , r ), and then u ∈ Π r (c 0 , X).
Conversely, assume L(c 0 , X) = Π r (c 0 , X) and let us take (x j ) ∈ w 1 (X). Consider now the operator u : c 0 → X defined by u(e j ) = x j . From the assumption u ∈ Π r (c 0 , X). Now, since (e j ) ∈ w 1 (c 0 ) and u ∈ Π r (c 0 , X), then (see [3] , page 53) u(e j ) = α j x j with (α j ) ∈ r and (x j ) ∈ w r (X).
Proposition 5 Assume that L(c
PROOF. Let us take (x j ) ∈ πr,s (X) and (x * j ) ∈ w q (X * ). To show that (x * j x j ) ∈ p , it suffices to see that for any (α j ) ∈ q we get (α j x * j x j ) ∈ u where (1/p) + (1/q ) = 1/u. Given now a sequence (α j ) ∈ q we have that (α j x * j ) ∈ w 1 (X * ). Using Lemma 3 we have that there exist (β j ) ∈ s and (y *
Combining Theorem 4 and Proposition 5 we get the following: 
Remark 5 Let X be any space with GL-property (see Page 350, [3] for definition and results). Then X has cotype 2 if and only if
Actually it holds that L(c 0 , X) = Π 2 (c 0 , X) if an only if X is of cotype 2, (see page 352, [3] ).
Remark 6 Recall that X is a G.T. space if L(X, 2 ) = Π 1 (X, 2 ) (the term comes after Grothendieck theorem, that asserts that this is the case for
. Now GT property on X gives that u * ∈ Π 2 (X * , 1 ) (see [4] , page 71 ) which implies that u * factors through a Hilbert space, and so u does. Therefore u ∈ Π 2 (c 0 , X).
Corollary 4 If X
* has cotype 2 then πp,q (X) = π r,2 (X) for any p ≤ r and 1/q = (1/p) − (1/r) + (1/2).
In particular π 1 (X) = π 2 (X) and π 1,q (X) = π r,2 (X) for 1/r = (1/q )+(1/2).
Corollary 5 If X
* has cotype q 0 > 2 then πp,q (X) = πr,s (X) for any p ≤ r, s < q 0 and (1/p) − (1/q) = (1/r) − (1/s).
In particular πp (X) = π 1 (X) for any 1 ≤ p < q 0 and π 1,q (X) = πr,s (X) for s < q 0 and 1/r = (1/q ) + (1/s).
Proposition 7 Let 1 ≤ q ≤ p < ∞ and r ≥ p . Then the following are equivalent:
(a) id X * is (p, q)-summing. (b) r (X) ⊆ πs,q (X) for any 1 ≤ s ≤ r such that 1/s = (1/r) + (1/p). Moreover, π p,q (id X * ) = sup{π s,q [x j ] : (x j ) r (X) = 1}.
PROOF. Assume first that the identity in X
* is (p, q)-summing. If r and s are as stated, (x j ) ∈ B r (X) and x * 1 , . . . , x * n ∈ X * we see that
Conversely, we assume now that r (X) ⊆ πs,q (X) and take
Then (x j ) is of norm 1 in r (X), and if C is the norm of the inclusion of r (X) in πs,q (X) we have
Some particularly interesting cases are given in the following corollaries.
Corollary 6
For any X and 1 ≤ p the following are equivalent:
Moreover, if p ≥ 2 they hold if and only if X
* has cotype p.
PROOF.
Only the last claim deserves a proof. It is due to the deep result, due to M. Talagrand (see [7] ), that asserts that for 2 < q < ∞ the identity in any Banach space Y is (q, 1)-summing if and only if Y has cotype q.
Remark 7
As for p = 2, we get that 2 (X) ⊆ π 1 (X) if and only if ∞ (X) = [8] ). These inclusions are the best possible when dealing with infinite dimensional spaces:
Corollary 7
For any Banach space X the following are equivalent:
PROOF. To see that (b) implies (a) use the fact that id
This gives that X * is finite dimensional (see [3] , page 199).
If (c) is true then Proposition 7 says that id
(d) is the particular case of (b) for q = 1.
(e) is equivalent to (d) by Corollary 6.
Remark 8
Indeed, recalling that I 2 (X, Y ) = Π 2 (X, Y ) for every couple of spaces X and Y (see Corollary 5.9 in [3] ), we conclude that [3] applies), and on the other hand
is not absolutely summing (see [5] , exercise III.F.3).
Proposition 8 Let E a Banach subspace of X. Then we have that πp,q (E) ⊆
∞ (E) ∩ πp,q (X), but equality does not hold in general.
PROOF. The embedding is straightforward.
Let us show that for p = q = 1 there exists E such that π 1 
PROOF.
For any finite family of vectors (x j ) 1≤j≤n in X and (x * j ) 1≤j≤n in X * , since 1/p > 1/q and 1/p = (1/s ) + (1/q ) we can write
Corollary 8 For any
with inclusion of norm 1.
As an application, we see next whether the sequence given by the canonical basis (e j ) belongs to πp,q ( r ), depending on the values of p, q and r. 
Hence (e j ) ∈ πp,q ( r ) is only possible for q ≤ p. As the norm of the inclusion n q → n r is n 
(p, q)-summing sequences and Grothendieck theorem
Theorem 8 Let X be a Banach space. Then
PROOF. Let us take a finite family of vectors (x
On the other hand, for any finite family of vectors (x j ) 1≤j≤n in X and (x * j ) 1≤j≤n in X * we can write
This gives the other inclusion.
By Khintchine inequalities one sees that L 1 (µ, 2 ) = Rad(L 1 (µ)), and Theorem Grothendieck theorem has been stated in a lot of equivalent ways. We shall give yet another formulation of it in terms of the πp,q spaces. It gives a partial answer to a general question about the way that bounded sequences in X * interact with bounded sequences in X.
For any Banach space X, let us consider the bilinear map
Note that, for the restricted map V n,X :
(defined in the same way), it always holds that the linear span of the image is M n (K). Actually, for X = K,
It is also easy to observe that
However, for other Banach spaces the bilinear map is actually bounded not only into ∞ ( ∞ ), but into a smaller space. This is the case for p if 1 < p < ∞: PROOF. Let (x j ) ⊂ X and (x * j ) ⊂ X * be such that x j , x * j ≤ 1 for all j. Let u : 1 → X the continuous operator such that ue j = x j for all j; clearly u ≤ 1.
By hypothesis we can take C (independently of (x j )) such that π p,q (u) ≤ C u ≤ C. That is, (uy j ) p(X ) ≤ C (y j ) w q ( 1 )
for any finite family (y j ) ⊂ 1 . Therefore if ξ j = x * j • u for each j then and then π p,q (u) ≤ C u .
In view of this, Grothendieck theorem is equivalent to the following result:
Corollary 9
If H is a Hilbert space, the bilinear form
is bounded, and its norm is Grothendieck constant K G .
Taking H = 2 (with no loss of generality), this is a particular case of the following result: ( 1 , p ) , which is an extension, due to Kwapień, of Grothendieck theorem (see [9] , and also 34.11 in [6] ).
Remark 9
Note in the previous result that 1 ≤ r ≤ 2. The case r = 2 is for p = 1 (or p = ∞). By Corollary 6 we know that π 2,1 ( ∞ ) = ∞ ( ∞ ), so the statement is trivial in this case. However, Corollary 6 tells us that for r < 2 the inclusion π r,1 ( ∞ ) ⊆ ∞ ( ∞ ) is proper.
