Abstract. This paper addresses some numerical issues that arise in computing a basis for the stable invariant subspace of a Hamiltonian matrix. Such a basis is required in solving the algebraic Riccati equation using the well-known method due to Laub. Two algorithms based on certain properties of Hamiltonian matrices are proposed as viable alternatives to the conventional approach.
J--In On
In (1.2), In denotes the n n identity matrix and On denotes the n n null matrix. In this paper we consider some numerical issues related to the problem of finding a basis for the invariant subspace of a Hamiltonian matrix corresponding to a certain subset of its eigenvalues. Such a problem arises in one of the more commonly used methods [1] for solving the well-known continuous-time algebraic Riccati equation (ARE):
ca(x) ATX -t-XA-XGX + F O, where A Ti n n; G BB T @ T n n and F CTC "]'n n are positive semidefinite matrices. If (A, B) is a stabilizable pair and (A, C) is a detectable pair [2] , then (1.3) has a unique positive semidefinite solution X X T Tnn, which is a stabilizing solution, i.e., A-GX has all its eigenvalues in the open left half-plane. Numerical solutions of equations of the form (1.3) are required in several control system applications, e.g., the linear quadratic optimal control problem, Kalman The method proposed by Laub [1] is based on the following results concerning the matrix Z:
(a) If A E C is an eigenvalue of Z, then so is -A. (b) A symmetric matrix X is the desired stabilizing solution of (1.3) if and only if X -U21U 1, where the columns of [U u2T1 ] T span the n-dimensional invariant subspace of Z corresponding to its stable eigenvalues.
The algorithm proposed by Laub for computing X involves the following steps: Algorithm I
Step 1 . Reduce Z to a real Schur form (RSF), / E T2nX2n.
thogonal transformations in a matrix U T2n2n, i.e., Accumulate the or- (1.4) Comment: This step can be performed by first reducing Z to upper Hessenberg form and then using the QR Algorithm [5] . The reduction to upper Hessenberg form requires approximately (2n) 3 flops (floating point operations) and the reduction of the resulting upper Hessenberg matrix to an RSF requires approximately 4a(2n) 3 flops, where a represents the average number of QR steps required per eigenvalue ( 1.5).
Step 2. Rearrange the eigenvalues of R so that the n stable eigenvalues are in the top left corner.
Comment: This can be achieved by means of orthogonal transformations on / using the subroutines EXCHNG and HQRa [6] (also note the corrections in [7] ) and requires more than 4a(2n) 3 Proof. See [9] . [12] for computing P(k, u) and J(k, c, s) to zero specific entries in a vector.
Theorem 2.1 and its proof in [9] show that it is possible to reduce Z using the structure-preserving orthogonal symplectic transformations to the block upper triangular form (2.2), but no algorithm for doing so is provided. In fact, so far success in developing an efficient QR-type algorithm for this reduction has been reported only for a special case [10] , [17] , namely, when rank(G) 1 and HQR3 to bring an unstable eigenvalue of R to its (n, n)th position followed by a Givens symplectic transformation, J(n, c,s), to interchange the (n, n)th entry of R with that of -RT. Also, it is worth mentioning that reduction of Z to a block triangular condensed form has been achieved in the general case using nonorthogonal symplectic similarity transformations [11] . However, the use of such transformations may cause numerical instability.
An elegant method that uses orthogonal symplectic matrices to "approximate" the eigenvalues of a Hamiltonian matrix has been proposed by Van Loan [12] . The algorithm given in [12] [12] ).
Step 3. Compute the eigenvalues of H (#i, i 1,..., n) using the QR Algorithm.
Step 4. Compute Ai V, i 1,..., n. Set An+i -Ai, i 1,..., n.
The symplectic orthogonal matrix Q in Step 2 is a product of symplectic Householder and Givens transformation matrices and is structure-preserving. The complete algorithm for the reduction is given in [12] with implementation details and numerical properties. It suffices to mention here that the algorithm requires approximately 53n 3/3 flops which is about 25-30% of the computation required by the QR Algorithm applied to Z. Furthermore, if floating point arithmetic with base b and precision t is used, then it can be shown that the computed eigenvalues of Z obtained using Algorithm II are the exact eigenvalues of a matrix Z + ms, where E T 2nx2n satisfies (2.9)
As a comparison, if the eigenvalues of Z are computed using the QR Algorithm (as is done in [1] ), then the computed eigenvalues are the exact eigenvalues of a matrix Z -t-EQ, where EQ E T 2n2n satisfies (2.10)
This implies that the error in computing the eigenvalues of Z using Algorithm II may be up to 7 times as large as that using the QR Algorithm. Also, in general, Algorithm II gives better accuracy for eigenvalues with larger magnitudes than those with smaller magnitudes.
The fact that Algorithm II computes the eigenvalues of Z less accurately than the QR Algorithm is not a matter of concern in our application. It is sufficient at this point to know approximately the set of n stable or unstable eigenvalues of Z.
More accurate values of these will be obtained and at the same time reordered to get a stabilizing solution of the ARE. 3 . Condensed forms for Z with specified eigenvalue ordering. We now consider the problem of reducing Z to condensed forms in which the eigenvalues of Z are separated into sets of stable and unstable eigenvalues, i.e., Z is reduced to a block triangular form (3.1)
where Z and Z22 E T{. nxn and have only stable and unstable eigenvalues, respectively. In this section, we show how two such condensed forms can be computed. Our approach uses a modification of the QR Algorithm. The algorithms described in this section can be regarded as alternatives to using the EXCHNG and HQR3 subroutines [6] . In this context, it is worth mentioning that since no interchanging of eigenvalues is done in our approach, we avoid the numerical difficulties that may be encountered in attempting to exchange nearly equal eigenvalues using EXCHNG and HQR3 [13] . Step 2. Form a real shift corresponding to : Z := Z-AI2n
Step 3 Step 2. Reduce Z to upper Hessenberg form" Z :--uTzu, and nl ::n, p'=0, U2 :--I2n.
Step 3 The above computations were done for three cases:
1. The QR Algorithm and the EXCHNG subroutine [6] were used to compute the eigenvalues and order them into groups of stable and unstable eigenvalues. The computations were performed using both single and double precision arithmetic.
2. Algorithm III was used in single precision to obtain the RSF in (3.4).
3. Algorithm IV was used in single precision to reduce the Hamiltonian matrix to the Hessenberg-Schur form in (3.5 In this example, we note again that the accuracy obtained using Algorithms III and IV is comparable to or better than that obtained using the conventional approach (with the HQR3 and EXCHNG subroutines). [12] , and the matrix A and its eigenvalues are given in [15] . The latter were used in obtaining the relative errors in the computed eigenvalues. The computations in Example 1 (a) were carried out for cases 1-3 in double precision. The results for the four most ill-conditioned eigenvalues are shown in Table 4 .5, where the quantity s(Ai)
is the cosine of the angle between the left and right eigenvectors associated with the eigenvalue Ai. The reciprocal of s(A) denotes the conditioning of A [15] . isolate the unstable eigenvalues in the matrix R in (3.5) . Table 4 .6 shows the relative errors in the ill-conditioned eigenvalues computed using Van Loan's method and those obtained using Algorithm IV. Tables 4.7 and 4.8, we note that the eigenvalues and the AREs corresponding to the Hamiltonian matrices with multiple eigenvalues are well conditioned. As expected, for these two cases the three algorithms give very good and comparable accuracy. In the first case, the Hamiltonian matrix has eigenvalues at 4-20, 4-30, 4-40, and 4-50 with multiplicity 3; in the second case, the eigenvalues are at 4-4 with multiplicity 6, and at 4-10, 4-20, and 4-30 each with multiplicity 2.
The three other Hamiltonian matrices considered in Tables 4.7 and 4.8 are relatively poorly conditioned. The boiler problem has the worst conditioning of the three cases, both with respect to the eigenvalues of the Hamiltonian matrix as well as the [12] . Consequently, the shifts used in Algorithm IV for very ill-conditioned eigenvalues will have poor accuracy.
5. Concluding remarks. In this paper, some numerical issues in computing a basis for the stable invariant subspace of a Hamilt'onian matrix have been discussed. In particular, two alternatives to the use of the EXCHNG subroutine for reordering eigenvalues of a Hamiltonian matrix have been proposed. These were derived using certain properties of Hamiltonian matrices and were shown to require significantly less computation than the conventional approach (using the HQR3 and EXCHNG subroutines). Numerical experiments that have been carried out suggest that the proposed algorithms give accuracy that is often comparable to or better than that obtained using the conventional approach.
