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Resumo
Em Boltje-Danz-Ku¨lshammer, J. of Algebra, 03-019, (2011), mostra-se que
para uma extensa˜o de a´lgebras de grupos finitos sob cualquer anel comutativo
a profundidade da extensa˜o e´ sempre finita. A seguir, em Kadison, J. Pure
and App Algebra, 218: 367-380, (2014), a profundidade da extensa˜o obte´m-
se a partir de computac¸o˜es no mo´dulo de permutac¸o˜es dos cosets direitos ou
esquerdos. Isto, em geral e´ verdade para extenso˜es de a´lgebras de Hopf de
dimensa˜o finita. No´s prova´mos que a profundidade da extensa˜o de a´lgebras
de Hopf de dimensa˜o finita R ⊆ H se relaciona com a profundidade do
seu mo´dulo generalizado de permutac¸o˜es Q := H/R+H na sua categoria
modular. Ale´m disso establecemos que a profundidade da extensa˜o e´ finita
se e so´ se Q for um mo´dulo algebra´ico no anel de representac¸o˜es de H ou de
R. Passamos a provar que a estabilizac¸a˜o da cadeia descendente dos ideais
aniquiladores das poteˆncias tensoriais de Q e´ uma condic¸a˜o necessa´ria para
a profundidade finita duma extensa˜o. Em Danz, Comm of Alg, 39:5, 1635-
1645, (2011), a autora fornece uma fo´rmula para a profundidade da extensa˜o
complexa torcida dos grupos sime´tricos de ordem n e n+1. Provemos aqui um
cena´rio geral em que a profundidade duma extensa˜o complexa de a´lgebras
de produto cruzado D#αH ⊆ D#αG duma extenc¸a˜o de grupo H < G e´
sempre menor ou igual do que a profundidade da extensa˜o de a´lgebras de
grupo kH < kG. Para isso usa´mos o entrelac¸ado de um H-mo´dulo a´lgebra
A com um H-mo´dulo coa´lgebra C, sob uma a´lgebra de Hopf H. Mostra´mos
que dita estrutura e´ um coanel de Galois quando A = H e C = Q, numa
extensa˜o de a´lgebras de Hopf finitas R ⊆ H, e extendemo-la a uma extensa˜o
de a´lgebras de productos cruzados de grupos finitos. Provemos tambe´m um
cena´rio para a profundidade de a´lgebras de factorizac¸a˜o e uma fo´rmula para
o valor da profundidade de uma sub a´lgebra numa a´lgebra de factorizac¸a˜o
em termos da sua profundidade modular.
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Abstract
In Boltje-Danz-Ku¨lshammer, J. of Algebra, 03-019, (2011) it was shown that
for a finite group algebra extension over any commutative ring the depth is
always finite. Later, in Kadison, J. Pure and App Algebra, 218: 367-380,
(2014) depth of such a subgroup pair was obtained by computing on the
permutation module of the left or right cosets. This holds more generally
for finite dimensional Hopf algebra extensions. We show that the depth of
the Hopf subalgebra pair R ⊆ H is related to the depth of its generalised
permutation module Q := H/R+H in its module category. Furthermore
we establish that the pair is finite depth if and only if Q is an algebraic
module in the representation ring of either H or R. A necessary condition
for finite depth is provided as the stabilisation of the descending chain of
annihilators of the tensor powers of Q. In Danz, Comm of Alg, 39:5, 1635-
1645, (2011) the author provides a formula for the depth of a complex twisted
group extension of the symmetric groups of order n and n + 1. We provide
a general setting in which the depth of the complex crossed product algebra
extension D#αH ⊆ D#αG of a group pair H < G is always less or equal
than the depth of the algebra extension kH < kG. For this we use the
entwining of a left H-module algebra A with an H-module coalgebra C, over
a Hopf algebra H. We show that such a structure is a Galois coring when
A = H and C = Q for a finite dimensional Hopf algebra extension R ⊆ H,
and that this extends to the crossed product algebra extension of a finite
group extension. We also provide a setting for the depth of factorisation
algebras and provide a formula for the value of depth of a subalgebra of a
factorisation algebra in terms of its module depth.
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Chapter 1
Introduction
1.1 Motivation
The theory of depth is the study of a similarity (finite depth), or lack thereof
(infinite depth), between tensor powers of the regular representation of a
ring extension. The earliest examples of this similarity and its implications
in ring theory may be traced to the 1950's K. Hirata's similarity theory.
Considering finite group algebra extensions, the theory of depth has pro-
vided interesting and natural ways to link representation properties of a finite
group algebra extension kG ⊆ kH with structure characteristics of its group
extension H < G, among others it has provided a characterisation of nor-
mality for group pairs in terms of their module representation theory.
In a more general setting, given a finite tensor category C one can define
the depth of an object X ∈ C. For example when H is a finite dimensional
k-algebra then its category of finite dimensional right H-modules is a finite
tensor category. This is useful since it brings to the game the representation
ring (or Green ring) A(H) of the algebra in question. Following this line
of thought, concepts such as being an algebraic element in the representa-
tion ring become important and even central in the study of depth of ring
extensions.
In 2011 it was shown that for any commutative ring R and a finite group
algebra extension RH ⊆ RG the depth of the extension is always finite
(details are found in this work). Since Hopf algebras are a natural gener-
alisation of group algebras it becomes primary to ask whether the same is
true for finite dimensional Hopf algebra extensions. Other results such as
1
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the characterisation of normality have been extended to Hopf algebras in re-
cent years providing evidence that, in terms of depth theory, group rings and
Hopf algebras are even closer than they appear to be. Moreover, through
the representation ring of a Hopf algebra extension, and its depth theory,
one might be able to link Mackey's theorem (which is central in the study of
group algebras and their modules) to Hopf algebra extensions by means of
the quotient module of the extension which generalises permutation modules
of group extensions.
In general, mathematicians dealing with representation problems in group
theory or Hopf algebras, as well as cohomology, algebraic geometry and math-
ematical physics may find some of the results as well as some of the technics
in depth theory useful for their own research.
1.2 Description
The work that is found in this thesis is divided in four chapters, in the
first one we find the necessary tools and theoretical background that will
allow the reader to familiarise himself with the ideas, the theory and in
general with the problem that is our main concern. The next two chapters
extend my contributions in two collaborations for publications and the last
one is a closing chapter that provides a theoretical frame that would explain
relations and inequalities that appear throughout the text. The core of this
investigation revolves around the quotient module Q of a finite dimensional
Hopf algebra pair R ⊆ H, and its role in the pursuit of a definite answer on
whether for such a pair the depth is always finite.
For this we first look at Q within the finite tensor category of H-modules
and use it to give conditions for finite depth. We develop the theory of
depth for a module coalgebra in a module category and set a basis for the
calculation of depth using Q. Secondly we describe the depth of a pair R ⊆ H
in terms of the depth of its coring extensions and use the module Q to give
equalities as well as inequalities for depth, providing therefore a variety of
situations in which the calculation of depth can be achieved by looking at Q
in its entwined structures, and their module categories. Finally we provide a
framework to describe Smash products and then use Q to provide theoretical
results for the value of depth in the context of natural ring extensions.
Chapter 2 of this work is devoted to the definition of the Generalised
Permutation Module Q of a finite dimensional Hopf algebra extension R ⊆ H
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and its applications to the Theory of Depth. It turns out that such special
module Q is a coalgebra in the finite tensor category of H-modules. This
definition can be traced back to [25] and the results we discuss here are an
extension of my contributions to my collaboration with Kadison and Young
in [22].
In section 2.1 we start by defining the concept of depth of a module in
a finite tensor category and move towards providing in corollary (2.9) an
equivalent condition for the finiteness of depth of a finite dimensional H-
module coalgebra.
Next, in section 2.2 we take the previous results and use them to provide
a theoretical approach to the depth of a finite dimensional Hopf algebra
pair R ⊆ H. In this case in the context of an algebraic module in the
representation ring of either R or H. Theorem (2.22) tells us that depth is
finite if and only if the quotient module coalgebra Q is algebraic. In corollary
(2.26) we extend this to stating that depth is finite if and only if the non
projective indecomposable constituents of Q are algebraic and compute the
depth of the Sweedler algebra in its quantum double as an example in section
2.3.
The aim in section 2.4 is to provide a necessary condition for finite depth.
For this we look at a descending chain of ideals in the Hopf algebra H,
namely the annihilators of the tensor powers of the quotient module Q: In :=
AnnH(Q
⊗(n)). We note that the intersection of all such ideals is a maximal
Hopf ideal and that this intersection is In for some n ≤ l(R), the length of
the subalgebra R as an Re-module. We denote lQ the minimum n such that
In+1 = In. If In = 0 for some n > 1, we say Q is conditionally faithful.
In theorem (2.43) we show that whenever Q is conditionally faithful and
projective as an H-module then d(Q,MH) = lQ. Finally in corollary (2.45)
we give a formula for the depth of a Hopf algebra pair R ⊆ H whenever R
is semisimple.
Chapter 3 is the result of a second collaboration, in this case with L.
Kadison and M. Szamotulski [23]. The purpose of this chapter is to use
the definition of a coring found in [8] as well as in [9] to obtain results in
depth theory. Namely we relate the h-depth of a Hopf subalgebra pair to
that of the module Q in an entwined structure. Moreover we apply this idea
to an extension of crossed products and obtain a refinement in the depth
of a subgroup pair, that of a twisted group extension and use it to give a
theoretical proof for an inequality found in [14].
Sections 3.1 and 3.2 deal with the definitions of corings and of entwining
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structures and apply those concepts to construct the coring H⊗Q, as well as
defining the depth of a coring C in a tensor category MAe (or AMA) where
A is a ring or a quantum algebra.
Next, in sections 3.3 and 3.4 we deal with the concept of a Galois coring
and its depth in MA. Moreover we note that for a finite dimensional ex-
tension B ⊆ A the Sweedler coring A⊗B A is Galois and give a formula for
its depth. In corollary (3.18) we use this approach to obtain a result for the
depth of a finite dimensional left coideal subalgebra R ⊆ H.
We close the chapter with section 3.5. Here we use the notion of the
crossed product of a twisted H-module algebra with a finite dimensional Hopf
algebra H. We prove that for a finite dimensional Hopf algebra pair R ⊆ H
and a twisted H-module D the extension B := D#σR ⊆ D#σH := A is a
Galois coring extension and use it in theorem (3.27) to provide an inequality
for the h-depth of the Hopf subalgebra pair. Finally in corollary (3.28) we
extend the inequality (1.22) which appears in [4].
Chapter 4 is devoted to factorisation algebras and its main purpose is
to provide a frame for the algebraic structures used throughout this thesis,
for example, smash products , as well as to explain the role of depth from
this point of view. Section 4.1 provides the theoretical framework as well as
examples of such structures. Next in section 4.2 we define the concept of
depth from the point of view of factorisation algebras and in theorem (4.4)
we give an inequality for the value of depth of a factorisation algebra in its
module category in terms of the depth of one of its subalgebras in its own
module category. This together with a special condition yields a series of
corollaries that provide equalities for the h-depth of smash products in their
respective tensor categories in terms of the depth of the regular representation
of the Hopf algebra H in its tensor category. In particular, in corollary (4.5)
we give a theoretical explanation for equation (1.32). We finish this chapter
with an example of a factorisable algebra and the depth of its generalised
smash product in its module category.
Finally, in the appendix we give a sketch of a proof of the depth of the
small quantum group H8 := Uq(sl2) at the square root of unit in its Drinfeld
double to make a case for the finiteness of depth, as the pair is infinite
representation type. We finish the work with a short list of proposed problems
that are a natural continuation to the work presented here.
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1.3 Hopf Algebras
The aim of this subsection is to provide the reader with some basic defini-
tions and results that appear throughout this work. Here all algebras H are
finite dimensional as vector spaces over a field k of characteristic zero, unless
specified otherwise. Given a ring R the category of finite dimensional right
R-modules will be denoted MR and the one for the left R-modules will be
RM. The category of finite dimensional right R-comodules will be denoted
MR and that of the left R-comodules will be denoted RM. All rings are
associative with 1 and for all ring extensions B ⊆ A we have 1B = 1A. Other
notations will be specified in their own context when they appear. Through
out this section we will follow [40] and [26] unless otherwise stated.
Definition 1.1. Let k be a field. We say H is a k Hopf algebra if it is
both, a k-algebra with unit and multiplication (H,µ, ·) and a k-coalgebra with
coproduct and counit (H,∆, ε) in which ∆ and ε are algebra morphisms,
endowed with an anti-homomorphism, called the antipode, S : H −→ H
satisfying for every h ∈ H:
S(h(1))h(2) = h(1)S(h(2)) = ε(h) (1.1)
This is to say that S is the convolution inverse to the identity.
Example 1.2. Let G be a group, k a field. Then kG is a Hopf algebra with
the following structure:
(
∑
αigi)(
∑
βjhj) =
∑∑
αiβjgihj
∆(g) = g ⊗ g, ε(g) = 1
S(g) = g−1 (1.2)
∀αi, βi ∈ k and ∀gi, hi ∈ G.
Example 1.3. The quantum plane, Oq = 〈x, y|xx−1 = 1 = x−1x, xy = qyx〉,
q 6= 0 ∈ k, is a Hopf algebra with the following structure:
∆(x) = x⊗ x, ∆(y) = y ⊗ 1 + x⊗ y,
ε(x) = 1, ε(y) = 0
S(x) = x−1, S(y) = −x−1y (1.3)
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Other examples such as enveloping algebras of Lie algebras, Taft algebras
and small quantum groups are Hopf algebras. For more examples of Hopf
algebras one can check [38], [43] and [40].
Definition 1.4. Let H be a Hopf algebra. A subset R ⊆ H is called a Hopf
subalgebra of H if:
1. R is a subalgebra of H
2. ∆(R) ⊆ R⊗R
3. S(R) ⊆ R
That is to say R is itself a Hopf algebra with respect to the structure on H.
If R is a Hopf subalgebra of a Hopf algebra H we call the extension R ⊆ H
a Hopf algebra extension or Hopf algebra pair.
Definition 1.5. Let B ⊆ A be a ring extension, denote
(AB)
∗ = Hom(AB, BB) (1.4)
and
∗(BA) = Hom(BA,B B) (1.5)
Definition 1.6. [26, Theorem 1.2] Let B ⊆ A be a ring extension. We
say B ⊆ A is a Frobenius extension if any of the the following equivalent
conditions holds:
1. BAA ∼= (AAB)∗ and AB is finite projective.
2. AAB ∼= ∗(BAA) and BA is finite projective.
3. There is E ∈ HomB−B(A,B), xi, yi ∈ A such that for all a ∈ A∑
i
xiE(yia) = a
and ∑
i
E(axi)yi = a
We call (E, xi, yi) a Frobenius system, E a Frobenius homomorphism,
(xi, yi) a dual basis and the map a 7−→ Ea a Frobenius isomorphism.
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Example 1.7. We say that a k algebra A is Frobenius if the extension k ⊆ A
is a Frobenius extension. Finite dimensional Hopf algebras are Frobenius
algebras by Larson-Sweedler theorem (1969).
This means that for a finite dimensional Hopf algebra H we have HH ∼=
(HH)
∗.
Definition 1.8. Let H be a Hopf algebra and M ∈ HM, the invariants of
H on M are:
MH = {m ∈M |h ·m = ε(h)m,∀h ∈ H} (1.6)
If M is right H comodule, its coinvariants are:
M coH = {m ∈M |ρ(m) = m⊗ 1} (1.7)
Definition 1.9. Let H be a Hopf algebra, a right H-Hopf module is a vector
space M such that:
1. M is a right H-module.
2. M is a right H-comodule.
3. The comodule map ρ is a right H-module map.
Theorem 1.10. [40, 1.9.4] Let H be a Hopf algebra, M a right H-Hopf
module. Then:
M ∼= M coH ⊗H (1.8)
as right H-modules. In particular M is a free right H-module of rank =
dimkM
coH .
Definition 1.11. A left integral in H is an element t such that for every
h ∈ H, ht = ε(h)t, i.e.t ∈ HH .
A theorem of Larson-Sweedler shows that the space of left integrals on H
is just (H∗)coH where H∗ can be defined as a right H-module. In the same
manner we define right integrals in H.
For example, if H = kG a group algebra, then
∑
g∈G g generates both the
spaces of left and right integrals.
Moreover, as an application of theorem (1.10) applied to H∗ we can see
that the subspace of left, (or right) integrals is one dimensional. Furthermore
if t is a left integral then S(t) is a right integral.
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Theorem 1.12. (Maschke's) Let H be a finite dimensional Hopf algebra,
then H is semisimple if and only if there is a left integral t such that ε(t) 6= 0
if and only if there is a right integral l such that ε(l) 6= 0.
Example 1.13. If G is a finite group and k is a field such that its charac-
teristic does not divide the order of the group; char(k) - |G|, then the ring
kG is semisimple.
One important consideration to be taken into account when looking at
H-modules is whether they are free, projective, injective or have any other
property of this sort. The following theorem, known as Nichols - Zoeller
theorem gives us a way of knowing when certain types of H-modules are free.
If in definition (1.9) we substitute H for any Hopf subalgebra R ⊆ H we
say that M is a (H,R)-Hopf-module. The category of (H,R)-Hopf-modules
is denoted MHR .
Theorem 1.14. (Nichols-Zoeller) Let R ⊆ H be a finite dimensional Hopf
algebra extension. Then every M ∈MHR is free as a R-module.
Notice that as a consequence of this theorem one has that HR is a free
R-module. Of course all definitions can be given oppositely so that we end
up with RH being a free R-module.
Let R ⊆ H be a finite dimensional Hopf algebra extension. Let R+ :=
kerε|R, Schneider showed (1990) that
1. H ∼= R⊗H/R+H as left R-modules and right H/R+H-comodules.
2. H ∼= H/HR+ ⊗R as right R-modules and left H/HR+-comodules.
Definition 1.15. Let H be a Hopf algebra, the left and right adjoint actions
of H on itself are respectively:
(adlh)(k) =
∑
h(1)kS(h(2)) (1.9)
(adrh)(k) =
∑
S(h(1))kh(2) (1.10)
for all h,k ∈ H .
We say that R ⊆ H is a normal Hopf subalgebra if:
(adlH)(R) ⊆ R, and, (adrH)(R) ⊆ R (1.11)
and if only one of the conditions above is met we say the extension is left
ad-stable or right ad-stable respectively.
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It's not very hard to verify that a Hopf subalgebra R ⊆ H is normal if
and only if
R+H = HR+ (1.12)
The author wishes to mention that bellow this point the summation sign
on the Sweedler notation will be avoided, unless it is strictly necessary.
Definition 1.16. Let H be a Hopf algebra, an algebra A is an H-module
algebra if:
1. A is a (left) H-module via h⊗ a 7−→ h · a.
2. h · (ab) = (h(1) · a)(h(2) · b).
3. h · 1A = ε(h)1A. for all h ∈ H and a, b ∈ A.
If only 2 and 3 are satisfied we say H measures A.
Definition 1.17. Let H be a Hopf algebra, A an H-module algebra. Define
the smash product of A and H, A#H, as follows:
1. A#H = A⊗H as k-spaces.
2. multiplication is given by:
(a#h)(b#g) = a(h(1) · b)#h(2)g (1.13)
In the next few paragraphs we will concentrate in the coalgebra structure
of a Hopf algebra H, therefore we will make every statement referring to a
coalgebra C. In particular we will mention the coradical C0 and the coradical
filtration {Cn} of a coalgebra C.
Definition 1.18. Let C be a coalgebra:
1. The coradical C0 of C is the sum of all simple subcoalgebras of C.
2. C is pointed if every simple subcoalgebra is one-dimensional.
3. C is connected if C0 is one-dimensional.
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Let C be a coalgebra, an element g ∈ C is said to be a grouplike element
of C if:
∆(g) = g ⊗ g, ε(g) = 1. (1.14)
In case C = H a Hopf algebra, then a grouplike element also satisfies:
S(g) = g−1 (1.15)
The collection of all grouplike elements in a coalgebra C is denoted by
G(C).
Notice that a one-dimensional subcoalgebra must be of the form kg where
g ∈ G(C) is a grouplike element of C. Then C is pointed if and only if
C0 = kG(C). Moreover, a sum of simple subcoalgebras can be shown to be
a direct sum, hence a coalgebra C is semisimple if and only if C = C0.
To define the coradical filtration {Cn} of C we define Cn inductively for
n ≥ 1 as follows:
Cn = ∆
−1(C ⊗ Cn−1 + C0 ⊗ C) (1.16)
It is shown, for example in [40, Chapter 5], that {Cn}n≥0 is a family
of subcoalgebras satisfying Cn ⊆ Cn+1, C =
⋃
n≥1Cn and that ∆(Cn) =∑n
i=0Ci ⊗ Cn−i. A family of subspaces satisfying this conditions is called a
coalgebra filtration. Moreover one shows that the coradical filtration {Hn} of
a Hopf algebra is a Hopf algebra filtration if and only if H0 is a Hopf algebra
itself. Recall that a set {A}n of subspaces of a Hopf algebra H is a Hopf
algebra filtration if it is a coalgebra filtration , an algebra filtration (that is
AmAn ⊆ Am+n for all m and n), S(An) ⊆ An.
The following is for the sake of completeness:
Lemma 1.19. Let H be a Hopf algebra with cocommutative coradical H0.
Then the antipode of H is bijective.
As we will see later different types of extensions provide different advan-
tages for proving some results, one of the most important type of extensions
are Hopf-Galois extensions.
Definition 1.20. 1. Let A be a right H-comodule algebra (an algebra in
MH) with structure map ρ : A −→ A ⊗ H. The extension AcoH ⊆
A is right H-Galois if the map β : A ⊗AcoH A −→ A ⊗ H given by
β(a1 ⊗ a2) = (a1 ⊗ 1)ρ(a2) is bijective as an A-A bimodule map.
2. Let B ⊂ A be an algebra extension. If moreover A is an H-comodule
algebra such that AcoH = B, then B ⊆ A is called an H-extension.
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3. An H-extension B ⊆ A is called a cleft extension if there is an H-
comodule map γ : H −→ A that is convolution invertible.
4. An H-extension B ⊆ A is said to have the (right) normal basis property
if A ∼= B ⊗H as left B-modules and right H-comodules.
For example for a finite dimensional Hopf Algebra extension R ⊆ H
defining Q := H/R+H we get that R ⊆ H is a Q-extension with normal
basis property if Q is a Hopf algebra.
Theorem 1.21. [40] Let B ⊆ A be an H-extension. The following are
equivalent:
1. B ⊆ A is cleft.
2. B ⊆ A is H-Galois with normal basis property.
1.4 Background of Depth Theory
Throughout this section we revisit and explain in some detail the basic theory
of depth and emphasise in those results that are either central to our discus-
sion of the subject or that have been stepping stones in the development of
the theory.
Definition 1.22. Let R be a ring and N and M two left (equivalently right)
R-modules. We say N and M are similar, and denote N ∼ M if N divides
a multiple of M (N |qM) and M divides a multiple of N (M |pN), here q
and p are natural numbers and nV = V ⊕ · · · ⊕ V n times. Note that this is
equivalent to say that there is an isomorphism
N ⊕ ∗ ∼= qM (1.17)
This is equivalent to saying that there is an split epimorphism
qM  N
It is immediate that this first definition satisfies the axioms of an equiv-
alence class. Moreover if we set ourselves in a context of finite dimensional
module categories then this equivalence is preserved by additive functors.
For example in a finite tensor category [18] the similarity is preserved by
tensoring by any object in the category.
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Let B ⊆ A be a ring extension, denote the n-th tensor power of A over
B, A⊗B(n) := A ⊗B · · · ⊗B A (n times) as a natural X-Y -bimodule where
X, Y ∈ {A,B} whenever n ≥ 1, and define A⊗B(0) = B.
Definition 1.23. [22, Definition 1.1] Let B ⊆ A be a ring extension, we say
B has minimum finite depth in A if there is a minimum natural number n
satisfying one of the following:
1. Odd depth: dodd(B,A) = 2n+1, if A
⊗B(n) ∼ A⊗B(n+1) as B-B-bimodules
for n ≥ 0.
2. Left even depth: dev(B,A) = 2n, if A
⊗B(n) ∼ A⊗B(n+1) as B-A-bimodules
for n > 0.
3. Right even depth: dev(B,A) = 2n, if A
⊗B(n) ∼ A⊗B(n+1) as A-B-
bimodules for n > 0.
4. H depth: dh(B,A) = 2n − 1, if A⊗B(n) ∼ A⊗B(n+1) as A-A-bimodules
for n > 0.
Since the similarity is preserved by tensor products, we notice that for
every natural number m, A⊗B(m) ∼ A⊗B(m+1) implies A⊗B(m) ∼ A⊗B(m+r)
for every r ≥ 1. In addition, for the same reason the similarity is also
preserved by module restriction Res(− ↓AB). For these reasons is that we
occupy ourselves with minimum depth only. If there is no such minimum
m then we say the pair is infinite depth, d(B,A) = ∞. Denote d(B,A) =
min{dodd, dev} when it exists.
An analogy from number theory would be to ask whether a sequence
{an}n≥1 of positive integers is affinely generated over the primes. (That is,
generated by products of finitely many primes). For example, given a natural
number c the series an = c
n is finite depth whereas the series an = pn where
pi is sequence of increasing primes, is not finite depth.
Example 1.24. Let B ⊆ A be an extension of semisimple complex matrix
algebras. Let M : K0(B) −→ K0(A) be the r × s induction matrix where r
and s are the number of irreducible representations of B in K0(B) and of
A in K0(A) respectively. Let S be the order r symmetric matrix defined by
S := MMT . In [5] it is shown that the odd depth satisfies dodd(B,A) = 2n+1
if S(n) and S(n+1) have an equal number of zero entries. The minimum even
depth can be computed in the same manner by looking at the zero entries of
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the powers of S(m)M . The overall minimum depth is given by the least n ∈ N
such that
M (n+1) ≤ qM (n−1) (1.18)
for some natural number q, each (i, j)-entry. M (0) := Ir, M
(2n) = S(n),
and M (2n+1) = S(n)M . Let N be the order s symmetric matrix defined by
N := MTM . The minimum H-depth of the extension B ⊆ A is given
by the least natural number n such that the zero entries of N (n) stabilise
[29]. From matrix definitions it follows that a subalgebra pair of semisimple
algebras B ⊆ A over a field of characteristic zero is always finite depth. In
characteristic p finite depth holds if either B or A is a separable algebra[33,
Corollary 2.2] .
Notice that any ring extension B ⊆ A satifies A⊕∗ ∼= A⊗B A as an A-B
or B-A-bimodule via the epi µ : A⊗BA −→ A which splits via a 7−→ a⊗1 or
a 7−→ 1⊗ a. A special type of extension, which we call depth two extension
satisfies
A⊗B A⊕ ∗ ∼= qA (1.19)
as either A-B or B-A-bimodules. This is a converse condition for A ⊕ ∗ ∼=
A⊗B A in the sense of Hirata's similarity theory.
Example 1.25. [24] Let B ⊆ A be a ring extension, in any of the following
cases we have a depth two extension:
1. Finite Hopf Galois extensions.
2. H-separable or centrally projective finite dimensional Hopf algebra ex-
tensions.
Recall that an algebra extension B ⊆ A is Hopf Galois with respect to a
Hopf algebra H if A is a right H-comodule algebra, B = AcoH and there is an
A-A-bimodule bijection µ : A ⊗B A −→ A ⊗H, see definition (1.20). Also,
we say that a bimodule AMB is centrally projective with respect to another
bimodule ANB if it satisfies AMB ⊕ ∗ ∼= qANB for some natural number q.
Finally we say B ⊆ A is an H-separable extension if the tensor square A⊗BA
is centrally projective with respect to A.
It is important to acknowledge that at first sight it is not easy to recognise
a depth two ring extension. For this we need a setting in which we get
hold of a variety of equivalent ways to describe this type of extension. Let
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B ⊆ A be a ring extension with centraliser denoted by R := CA(B) = AB,
bimodule endomorphism ring S := EndBAB and B-central tensor-square
T := (A ⊗B A)B. T has a ring structure induced from T ∼= EndAA ⊗B AA
given by
tt' = t'1t1 ⊗ t2t'2, 1T = 1⊗ 1
Recall that an associative k-algebra A is said to be separable if for every
field extension L|k the algebra A⊗K L is always semisimple.
Theorem 1.26. [30, Theorem 2.1] The following are equivalent to the left
depth two condition on a ring extension B ⊆ A in (1)-(4). A left depth two
condition on a Frobenius extension in (5). And a left depth two condition on
a separable algebra A with separable subalgebra B over a field in (6):
1. The bimodules BAA and BA⊗B AA are similar.
2. There are {βj}nj=1 ⊂ S and {tj}nj=1 ⊂ T such that
a⊗ a' =
∑
j
tjβj(a)a'
3. As natural B-A-bimodules A ⊗B A ∼= Hom(RS,RA) and RS is a f.g.
projective module.
4. As natural B-A-bimodules T ⊗R A ∼= A⊗B A and TR is f.g. projective.
5. The endomorphism ring Frobenius extension has dual bases elements
in T .
6. As a natural transformation between functors from the category of right
B-modules into the category of right A-modules, there is a natural
monic from IndABRes
B
AInd
A
B into nInd
A
B for some positive integer n.
In particular, for each pair of simple modules VB and WA, the number
of isomorphic copies of W ,
〈IndABResABIndABV,W 〉 ≤ n〈IndABV,W 〉 (1.20)
We see that depth two can be linked to a necessary condition for Frobenius
extensions via the dual basis property and to a necessary condition for an
extension of separable algebras via induction and restriction of modules. Now
we focus on an additional necessary condition of depth two that will allow
us to construct an extension that is not depth two.
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Lemma 1.27. [30, 2.4] Let B ⊆ A be a depth two ring extension. Then
R⊗T (A⊗B A) ∼= A as A-A- bimodules and EndRT ∼= Z(A).
The proof of the above lemma relies on noting that in the following dia-
gram, γ is an isomorphism, where m : T ⊗R A −→ (A ⊗B A) ; t ⊗ a 7−→ ta
is of course an isomorphism.
R⊗T T ⊗R A R⊗T (A⊗B A)
R⊗R A A
R⊗m
∼= γ
∼=
One then verifies that γ−1(a) = 1⊗T (1⊗a). Since one sees that Z(A) ↪→
EndRT it suffices then to check that for every f ∈ EndRT one has f(1)
satisfies a left integral condition and f(1) ∈ ET where E := EndBA.
Example 1.28. Let A be the algebra of upper triangular 2 by 2 matrices over
any field k, B the subalgebra of diagonal matrices, then R = B, T is spanned
by {e11⊗ e11, e22⊗ e22} in terms of matrix units eij, and it is easy to see that
dimEnd(RT ) = dimEnd(RR) = dimR = 2
while dimZ(A) = 1.
One of the most important achievements of depth two theory is the char-
acterisation of normality of group algebra extensions in terms of the similarity
of modules.
Theorem 1.29. [30, Section 3] Let H < G be a finite subgroup pair. Then
for B = CH ⊆ A = CG we have d(B,A) = 2 if and only if H is a normal
subgroup of G.
We give a sketch of the proof also following [30, Section 3]: First con-
sider a normal finite subgroup pair H C G and let {g1, · · · , gn} be a set of
representatives of the elements in G/H. Then the map
An −→ A⊗B A; (x1, · · · , xn) 7−→
n∑
j=1
xjg
−1
j ⊗B gj (1.21)
is an isomorphism of A-B-bimodules. In the same way one gets an isomor-
phism of B-A-bimodules.
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The converse is somewhat more tricky, first we prove that for every χ ∈
Irr(G) and ψ ∈ Irr(H) irreducible characters there is a natural number n
such that
〈IndGH(ResGH(IndGH(ψ)))|χ〉G ≤ n〈IndGH(ψ)|χ〉G
This is the Frobenius condition for depth two in terms of character represen-
tation given in equation (1.20).
Choosing χ = 1G and ψ 6= 1H and using Frobenius reciprocity one can
check that
〈IndGH(ψ)|1G〉G = 〈ψ|1H〉H = 0
From this and using Mackey's formula one sees that for every g ∈ G,
0 = 〈ψ|IndHg−1Hg⋂H(1g−1Hg⋂H)〉H
On the other hand
〈1H |IndHg−1Hg⋂H(1g−1Hg⋂H)〉H = 〈1g−1Hg⋂H |1g−1Hg⋂H〉g−1Hg⋂H = 1
Using Frobenius reciprocity one more time. This implies that
IndHg−1Hg⋂H(1g−1Hg⋂H) = 1H
Finally we just compare degrees and conclude that H = g−1Hg
⋂
H and
thus H CG.
We notice that this proof relies on complex characters, but it can be
extended to a more general situation where the extension of group rings is of
the form RH ⊆ RG and where R is an arbitrary commutative ring. In [6] R.
Boltje and B. Ku¨lshammer give the details to accomplish that generalisation.
Now, assume R ⊆ H is a finite dimensional normal Hopf algebra exten-
sion, then the quotient Q = H/R+H (where R+ = kerε|R) is a Hopf algebra.
One proves that the extension R ⊆ H is Q-Galois and therefore depth two
as we saw in example 1.25. In [6, 2.10] the authors give a series of equivalent
conditions, separating the notions of right and left normality, that prove that
the converse is also true.
Since normality implies symmetry in terms of the left or right quotient
modules one has the following:
Theorem 1.30. Let R ⊆ H a finite dimensional Hopf algebra extension,
then R has left depth 2 in H if and only if R has right depth 2 in H if and
only if R is a normal Hopf subalgebra of H.
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Now, we know that for every n, depth n implies depth n+ 1, hence for a
finite dimensional Hopf algebra pair R ⊆ H, d(R,H) = 1 implies R is normal
in H. Moreover in [10] it is shown that when such extension is semisimple
then Z(H) = Z(R) and that A(H∗) act trivially on A(R), the Green ring of
H∗ and R respectively. See definition (2.17) .
In [4] the authors define the combinatorial depth dc(H,G) for a group
algebra extension RH ⊆ RG over any commutative ring R. This is accom-
plished by comparing sums of combinatorial modules over either G or H.
They prove that such depth is always finite and find that dc(H,G) ≤ 2|G :
NG(H)| < ∞. Afterwards they provide inequalities for the ring extensions
in case R is a ring of any characteristic and prove the following chain of
inequalities.
d0(H,G) ≤ dp(H,G) ≤ dR(H,G) ≤ dZ(H,G) ≤ dc(H,G) (1.22)
Here from left to right we have depth of a group algebra extension over
a field of characteristic zero, over a field of any characteristic p, over any
commutative ring R, over the integers and finally combinatoric depth.
As examples the authors also provide the following formulas:
d(Sn,Sn+1) = 2n− 1 (1.23)
d(An,An+1) ≤ 2(n− d
√
ne) + 1 (1.24)
Here Sn and An are the symmetric and alternating groups on n letters re-
spectively. Moreover in [14] it is proved that given α ∈ H2(Sn, Cx) a non
trivial two cocycle then,
d(CαSn,CαSn+1) = 2(n− d
√
8n+ 1− 1
2
e) + 1, (1.25)
the depth of the twisted complex group algebra extension of the symmetric
group on n letters in the twisted complex group algebra of the symmetric
group of degree n + 1. In [21] the authors find formulas for the Young
subgroups of symmetric groups.
In [25] Kadison defines module depth within a finite tensor category (de-
tails are provided in chapter (2)) and uses this definition to relate the depth
of a finite dimensional Hopf algebra extension R ⊆ H to that of its quotient
module:
Q = H/R+H (1.26)
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A proof of the following is presented in proposition (2.14). The result is
presented for H-H-bimodules, but the argument holds for this case as well.
Lemma 1.31. [25, 3.1]: Let A be an arbitrary algebra, M an A-H-bimodule,
then
M ⊗R H ∼= M ⊗Q (1.27)
as A-H-bimodules, via
m⊗ h 7−→ mh(1) ⊗ h(2) (1.28)
This is the key for linking depth of a finite dimensional Hopf algebra pair
R ⊆ H to the depth of the quotient module Q in its R or H-module category.
As we will see later, projective modules play a fundamental role in the theory
of module depth in finite tensor categories; for this reason the following is
relevant to our work:
Theorem 1.32. [25, 3.5] The quotient module Q is projective as a right
H-module if and only if the subalgebra R is semisimple if and only if Q is
projective as a right R-module.
Lemma 1.33. [25, 4.7] The R-module Q is semisimple if one of the following
three conditions is met:
1. R is an ad-stable Hopf subalgebra of H.
2. The Jacobson radical of R, J(R), is a left ad-stable ideal in H.
3. J(R) ⊆ J(H) and QH is semisimple.
The following proposition allows us to pass from a β Frobenius extension
[26, Chapter 7] R ⊆ H to a regular Frobenius extension Q∗ ↪→ H∗.
Proposition 1.34. Given R ⊆ H a finite dimensional Hopf algebra exten-
sion, the canonical epimorphism of right H-module coalgebras H −→ Q −→ 0
induces a monomorphism of left H-module algebras
0 −→ Q∗ −→ H∗ (1.29)
which is an ordinary free Frobenius extension of rank dim(R) and a Hopf-
Galois extension.
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Finally in [25, 5.5] it is proven that the depth of R ⊆ H is related to the
depth of the H-module algebra Q∗ in its smash product with either H or R
in the following way:
d(R,H)− d(R,Q∗#R) ≤ 2 (1.30)
and
dh(R,H) = dodd(H,Q
∗#H) (1.31)
Furthermore [48] relates the depth of H ⊆ A#H to that of the depth of
the left H-module algebra A in the module category HM:
d(H,A#H) = 2d(A,HM) + 1 (1.32)
Chapter 2
The Quotient Module Q
2.1 Module Depth
Throughout this section Q is the quotient module of a finite dimensional
Hopf algebra extension R ⊆ H over a field k. We define the idea of an
algebraic module in the representation ring of H, A(H) and use it to give
an equivalent condition for finite depth of the pair R ⊆ H. As a result of
this, we give a purely theoretical explanation of the result in [4] on subgroup
depth.
We start with the concept of module depth in a finite tensor category.
Definitions and theory about module depth can be found in [25]. Finite
tensor categories are defined and explained exhaustively in [18]. The concept
of an algebraic module in the representation ring of a group G can be traced
back to [20, Chapter 5].
A tensor category is an abelian rigid category in which the unit object
1 is simple, one can find a complete definition in [3]. Moreover it is known
that in such a category the tensor product bifunctor is exact in both terms.
Definition 2.1. Let C be a tensor category. We say C is a finite tensor
category over k if every object X has finite length, C has finitely many simple
objects up to isomorphism, and every simple object S has a projective cover
P (S).
Example 2.2. If H is a finite dimensional Hopf algebra (or more generally
a quasi-Hopf algebra) then the category MH of finite dimensional right H-
modules is a finite tensor category via the diagonal map on H induced from
20
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the coproduct ∆ : H −→ H ⊗H. Moreover in a finite tensor category C the
tensor product P ⊗X as well as X ⊗ P of a projective object with any other
object in the category is again a projective object of C. [18]
Definition 2.3. Let C be an additive category, we say C is a Krull-Schmidt
category if every object decomposes uniquely as a finite direct sum of objects
having a local endomorphism ring.
Let R be a ring and M an R-module. The Krull-Schmidt theorem states
that if M is both Noetherian and Artinian (or equivalently finite length)
then M is a unique direct sum of indecomposable modules M1 ⊕ · · · ⊕Mk.
Uniqueness here is up to permutation of the unique indecomposable elements.
Examples of Krull-Schmidt categories include abelian categories in which
every object has finite length. By the Krull-Schmidt theorem if H is a finite
dimensional k algebra then MH is a Krull-Schmidt category.
We now consider C a finite tensor category. Let W be a nonzero object
in C. Denote W⊗(n) = W ⊗ · · · ⊗W (n times) and W⊗(0) = 1C.
Definition 2.4. Let C be a finite tensor category, let W be a nonzero object
in C. Define the n-th truncated tensor algebra of W , T(n)(W ) = W ⊕W⊗(2)⊕
· · · ⊕W⊗(n) for n ≥ 1, and T(0)(W ) = 1C.
Definition 2.5. [25, 4.1] Let W be a non zero object in a finite tensor
category C. We say that W has finite depth n ≥ 0 in C and denote it by
d(W, C) = n if
T(n+1)(W ) ∼ T(n)(W ) (2.1)
We note that if W has depth n then it also has depth n+1, for this reason
we are interested in minimum depth, d(W, C) = n that is the smallest n that
would satisfy the relation. If there is no such n then we write d(W, C) =∞.
As we know, the indecomposable representations of H, present as the
building blocks of the unique decomposition of its modules, play a critical
role in the representation theory of the algebra. The next lemma tells us
about the part indecomposable representations play in depth theory.
Let M be an H-module. Define Indec(M) to be the set of indecomposable
constituents of M as an H-module.
Lemma 2.6. [25, 4.4] Let W be an H-module, then for all n ≥ 1
Indec(T(n)(W )) ⊆ Indec(T(n+1)(W )) (2.2)
And with equality if and only if d(W,MH) ≤ n
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Proof. Since W is in a Krull-Schmidt category and T(n)(W )|T(n+1)(W ) the
first inclusion follows. The opposite inclusion arises when we observe that
by definition d(W,MH) = n implies T(n)(W ) ∼ T(n+1)(W ) which in turn
is equivalent to T(n+1)(W ) ⊕ ∗ ∼= qT(n)(W ). This says that there is a split
injection i : T(n+1)(W ) −→ qT(n)(W ). Again since we are in a Krull-Schmidt
category the inclusion is granted.
Definition 2.7. Let C be a module category. An object M in C is a module
coalgebra if it is a coalgebra in the module category C. This is to say, the
coproduct ∆M and the counit εM are both module homomorphisms.
Lemma 2.8. [25, Prop 3.8] Let H be a finite dimensional Hopf algebra and
W a finite dimensional right H-module coalgebra, then W⊗(n)|W⊗(n+1) as
H-modules for n ≥ 1. If moreover H is semisimple then it is also true for
n = 0.
Corollary 2.9. Let H be a finite dimensional Hopf algebra and let W ∈MH
be a module coalgebra. Then
d(W,MH) ≤ n ⇐⇒ W⊗(n) ∼ W⊗(n+1) (2.3)
Proof. It suffices to notice that for an H-module coalgebra the coproduct
∆W splits via the counit εW . Moreover since we are in a Krull-Schmidt
category all indecomposable components in the different summands W⊗(k)
for 1 ≤ k ≤ n in T(n)(W ) are contained in W⊗(n).
As we saw above, indecomposable representations of an algebra H play
a role in the finiteness of depth. We say an algebra H has finite represen-
tation type if the set of indecomposable isoclasses of representations of H
is finite. The following theorem links finite representation type algebras to
finite module depth. We provide the proof here.
Theorem 2.10. [25, Proposition 4.8] Let H be a finite dimensional k-algebra
of finite representation type. Let W be an H-module. Then
d(W,MH) <∞ (2.4)
Proof. Recall that if W is in a Krull-Schmidt category, then for every n ≥ 1
lemma (2.6) tells us that Indec(T(n)(W )) ⊆ Indec(T(n+1)(W )). Now since
we only have a finite number of indecomposable representations of H it fol-
lows that at some natural number n the (n + 1) tensor power of W has
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no new indecomposable elements in MH , and hence equality is achieved
Indec(T(n)(W )) = Indec(T(n+1)(W )). This implies that asH modules T(n+1)(W )|mT(n)(W )
for some natural number m. Since the opposite is always true we have
d(W,MH) ≤ n
2.2 Q as an Algebraic Module
Definition 2.11. Let R ⊆ H be a finite dimensional Hopf algebra pair.
Denote R+ := ker(ε|R), the kernel of the counit restricted to R. Let Q =
H/R+H be a right quotient module, and we call it the generalised permutation
module.
Proposition 2.12. Let R ⊆ H be a finite dimensional Hopf algebra pair,
then Q is a finite dimensional right H-module coalgebra.
Proof. That Q is finite dimensional is straightforward. By the normal basis
property one deduces that dim(Q) = dim(H)/dim(R).
Note that there is an epimorphism of H-module coalgebras
H −→ Q; h 7−→ h = h+R+H. (2.5)
Let h, g ∈ H. The right action of H on Q is given by:
h · g = hg. (2.6)
Furthermore the coalgebra structure is also induced by the canonical epimor-
phism H  Q:
∆Q(h) = h(1) ⊗ h(2). (2.7)
That the coalgebra structure is compatible with the H-module structure is
given by the fact that the coproduct in H is an algebra map.
Corollary 2.13. Let R ⊆ H be a finite dimensional Hopf algebra pair, then
d(Q,MH) ≤ n ⇔ Q⊗(n+1) ∼ Q⊗(n) ⇔ Q⊗(n+1)|qQ⊗(n).
for some natural number q.
Proof. It's just combining corollary (2.9) and proposition (2.12)
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The next proposition is also found in [25], here we state in its H-bimodule
form for our purposes. The proof relies on the same arguments though.
Proposition 2.14. [25, Theorem 3.6] Let R ⊆ H a finite dimensional Hopf
algebra pair and W be an H-H-bimodule, then as H-H-bimodules
W ⊗R H⊗R(n) ∼= W ⊗Q⊗(n).
Proof. First consider the following H-H-bimodule map.
w⊗R h1⊗R · · ·⊗R hn 7−→ wh1(1) · · ·hn(1)⊗h1(2) · · ·hn(2)⊗· · ·⊗hn(n+1) (2.8)
We claim that the following is the H-H-bimodule inverse to the previous one.
u⊗ v1 ⊗ · · · ⊗ vn 7−→
uS(v1(1))⊗R v1(2)S(v2(1))⊗R · · · ⊗R vn−1(2)S(vn(1))⊗R vn(2). (2.9)
We will proceed by induction on n :Consider w⊗h ∈ W ⊗RH, then applying
the map (2.8) and composing with the map (2.9) we get the following: w ⊗
h 7−→ wh(1)⊗h(2) 7−→ wh(1)S(h(2))⊗h(3) ∼= wε(h(1))⊗h(2) ∼= w⊗h. Hence we
get the identity map in W ⊗RH. The fact that is H-H-bimodule map results
from the diagonal action of H from both the left and the right. Furthermore,
R linearity arises from the fact that for every r ∈ R one has (r− ε(r)) ∈ R+
and hence in Q we have that r = ε(r).
Now let v⊗u ∈ W⊗Q. Applying map (2.9) and composing with map (2.8)
one gets the following: v ⊗ u 7−→ vS(u(1)) ⊗R u(2) 7−→ vS(u(1))u(2) ⊗ u(3) ∼=
vε(u(1)) ⊗ u(2) ∼= v ⊗ u. Hence we get the identity map in W ⊗ Q. H-H-
bimodule map and R linearity follow from the same remarks as above.
Assume now that the isomorphism holds for a certain natural number
n, and consider W ⊗R H⊗R(n+1). Notice that this is isomorphic to W ⊗R
H⊗RH⊗R(n). Since H is naturally an H-H-bimodule we apply the induction
hypothesis to obtain W⊗RH⊗R(n+1) ∼= W⊗RH⊗Q⊗(n) applying the theorem
to W⊗RH we get W⊗Q⊗Q⊗(n) ∼= W⊗Q(n+1). Hence we get the result.
Note that it is a direct consequence of this that as H-H-bimodules
H⊗R(n+1) ∼= H ⊗Q⊗(n). (2.10)
Theorem 2.15. [25, 5.2] Let R ⊆ H be a finite dimensional Hopf algebra
pair. Then:
dh(R,H) = 2d(Q,MH) + 1.
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Proof. (≤) Let d(Q,MH) = n. By corollary (2.13) this implies thatQ⊗(n+1) ∼
Q⊗(n) in MH . Tensoring from the left on both sides of the relation with
(H ⊗−) leaves us with H ⊗Q⊗(n+1) ∼ H ⊗Q⊗(n). By the previous remark
we then get H⊗R(n+2) ∼ H⊗R(n+1) as H-H-bimodules. This by definition is
just dh(R,H) ≤ 2n+ 1. Then dh(R,H) ≤ 2d(Q,MH) + 1.
(≥) Notice that k ⊗H H ∼= k and that for every X ∈ MH we have
k⊗X ∼= X. Of course the diagonal action of H accounts for the action over
tensor products of Q. It is now clear that the steps in the previous proof
can be reversed and hence dh(R,H) = 2n+ 1 implies d(Q,MH) ≤ n and so
2d(Q,MH) + 1 ≤ dh(R,H).
Even though it seems like a trivial observation it is important, for the
sake of completeness and for the clarity of concepts to come, to point out
that we proved that
dh(R,H) <∞⇐⇒ d(Q,MH) <∞. (2.11)
It is also important to notice, in order to consider the restrictions of Q
as an R-module and to get a similar result for minimum depth, that by
considering H-R-bimodules in the proof above we get:
2d(Q,MR) + 1 ≤ d(R,H) ≤ 2d(Q,MR) + 2 (2.12)
As a result of this we get the following.
Proposition 2.16.
|d(Q,MH)− d(Q,MR)| ≤ 1 (2.13)
Proof. Notice that |dh(R,H) − d(R,H)| ≤ 2 this combined with theorem
(2.15) and equation (2.12) yields the result.
It is also worth noting that from equation (2.12) one gets that minimum
even depth is given by:
dev(R,H) = 2d(Q,MR) + 2 (2.14)
The finiteness of the different depths are related by:
d(R,H) <∞⇔ d(Q,MR) <∞⇔ d(Q,MH) <∞⇔ dh(R,H) <∞
(2.15)
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In [20, Chapter 5] we find the concept of algebraic modules in the repre-
sentation ring A(kG) of a group algebra kG where G is a group and k a ring.
Here we aim to provide certain conditions to set this construct in the frame
of a finite dimensional Hopf algebra pair R ⊆ H and relate it to the depth
of its quotient module Q inMH . For the rest of this section k = k and is of
characteristic zero.
Definition 2.17. Let H be a finite dimensional Hopf algebra over a field k.
Denote the Green Ring of H as:
A(H) = {(V )| (V ) is an isoclass of H −modules}
The ring structure in A(H) is given by:
(V ) + (W ) = (V ⊕W ).
(V ) · (W ) = (V ⊗W ). (2.16)
It is also important to notice that as a ring or k-algebra
A(H) = 〈(Li)〉,
where (Li) are isoclasses of indecomposable H-modules.
Recall that given an algebra A we define K0(A) as the abelian group
generated by the projective A-modules under direct summation. Also G0(A)
is the abelian group under direct summation generated by all A-modules such
that for every short exact sequence
0 −→ B −→ C −→ D −→ 0
one has the following relation:
[B]− [C] + [D] = 0
Example 2.18. K0(H) ⊆ A(H) is a finite rank ideal since P ⊗X ∈ K0(H)
for all P ∈ K0(H) and all X ∈ A(H). This a fact well known for finite
tensor categories. [18, Proposition 2.1] as well as [20].
Example 2.19. Let H be a finite dimensional semisimple algebra, such that
MH is a tensor category. Then K0(H) = G0(H) = A(H).
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Definition 2.20. Let X ∈ A(H), we say that X is an algebraic H-module
if it satisfies a non-zero polynomial in A(H) with integer coefficients. That
is to say, there is a natural number n and integers a0, · · · , an not all of them
zero such that
n∑
k=0
ak(X
⊗(k)) = 0 (2.17)
Where we identify the element with its class.
Theorem 2.21. [20, 5.1] Let H be a finite dimensional Hopf algebra, W an
H-module. The following are equivalent:
1. W is algebraic
2. There exists a finite number of indecomposable H-modules L1, · · · , Lm
such that for every indecomposable L that satisfies L|W⊗(n) for some n
then L ∈ {L1, · · · , Lm}.
Proof. (1⇒ 2)
Let W be algebraic, then it satisfies a non-zero polynomial in A(H), that
is equivalent to say there are two sets of positive integers a0, · · · , ak and
b0, · · · , bj such that j < k and such that ak 6= 0 for which
k∑
i=0
ai(W
⊗(i)) =
j∑
i=0
bi(W
⊗(i))
Now, since W is finite dimensional then every indecomposable Lr occurring
in W⊗(k) is also occurring in W⊗(i) for some i < k. Then by induction on s,
is clear that for every s ≥ k every indecomposable Lr occurring in W⊗(s) is
also occurring in some W⊗(i) for some i < k, this of course suffices to get 2.
(2 ⇒ 1)
The statement is equivalent to the following decomposition for some integers
aij with i ≤ m+ 1 and j ≤ m.
W = a11(L1) · · · a1m(Lm)
W⊗(2) = a21(L1) · · · a2m(Lm)
· · · · ·
· · · · ·
· · · · ·
W⊗(m+1) = a(m+1)1(L1) · · · a(m+1)m(Lm)
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The linear independence of the (Li), guaranteed since MH is a Krull-
Schmidt category, implies that W must satisfy a polinomial of degree of at
most m+ 1.
Theorem 2.22. Let H be a finite dimensional Hopf algebra and W in MH .
Then:
W is an algebraic H −module⇔ d(W,MH) <∞.
Proof. (⇐) Let d(W,MH) = n for some natural number. Then by definition
we have
Tn+1(W )|rTn(W )
for some natural number r. In a Krull-Schmidt category this is equivalent to
saying that every indecomposable H-module occuring in Tn(W ) is also oc-
curing in Tn+1(W ) up to isomorphism. Then Tn+1(W ) and all its summands
W⊗k for every k < n + 1 are expressible in terms of these summands. By
theorem (2.21) W must satisfy some polinomial in A(H).
(⇒) This direction is straightforward.
Corollary 2.23. Let H be a finite dimensional Hopf algebra and P ∈ MH
a finite dimensional projective H-module. Then P is algebraic.
Proof. First note that by theorem (2.21) it is immediate that if V is an
algebraic H-module and W |V in MH then W is itself algebraic. Secondly,
note that d(H,MH) = 1 since all projective indecomposable H-modules are
contained in HH , hence by theorem (2.22) we have that H is an algebraic H-
module. Finaly let P ∈MH be a projective module, since we are in a finite
tensor category this implies P |Hm for some m and hence by the previous
remark P must be algebraic.
In [20, Chapter 9] it is shown readily that via Mackey's theorem, permu-
tation modules of group algebras over commutative rings are algebraic.
Example 2.24. Let H < G be a finite group extension, k a commutative ring
and Q ∼= k[G/H]. Notice that as right G-modules, left H-modules we have
Q ∼= Ind(k ↑GH). Consider now the induction of Q from the trivial H-module
to a G-module. Then Mackey's tensor theorem implies
QGH ⊗QGH ∼=
⊕
x∈H\G/H
QGH
⋂
Hx (2.18)
Then, by iterating this process one finds that the depth of Q as a kG-
module is the number of conjugates intersecting at the core.
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Corollary 2.25. [4] Let H < G be a finite group pair, k a commutative ring
and kH ⊆ kG a finite dimensional ring extension, then
d(kH, kG) <∞
Proof. Just recall that as mentioned above permutation modules over group
algebras over commutative rings are algebraic. Notice that for a finite group
pair H < G one has that Q ∼= k(H\G) (the right cosets) is a permutation
module. Apply equation (2.15) and theorem (2.22)
It is worth to note that since finite depth and being algebraic in a finite
tensor category are equivalent conditions and that since projective modules
are always algebraic the following is interesting:
Proposition 2.26. Let H be a finite dimensional Hopf algebra and let W
be a finite dimensional H-module, then d(W,MH) < ∞ if and only if the
non-projective indecomposable H-module constituents of W are algebraic.
2.3 The Depth of the Sweedler Algebra in its
Drinfeld Double
In this section we calculate the depth of the Sweedler algebra in its Drinfeld
double. This is a nice example since we know that all Taft algebras are non
semisimple, hence by lemma (??) we have that Q is not projective and there-
fore it must have at least one non-projective indecomposable constituent.
Definition 2.27. Let n be a natural number and ω an n-th primitive root of
unity. Denote the n-th Taft algebra over the complex numbers C
Hω(n) =: 〈a, b|an = 0, bn = 1, ab = ωba〉C (2.19)
an n2-dimensional algebra with Hopf algebra structure given by:
∆(b) = b⊗ b, ε(b) = 1, S(b) = b−1 = b(n−1)
∆(a) = 1⊗ a+ a⊗ b, ε(a) = 0, S(a) = (−ωb)(n−1)a. (2.20)
Let n = 2 and ω = −1, the Taft algebra H−1(2) =: R is called the Sweedler
algebra, introduced by M. Sweedler in 1969.
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It is easily seen that {aibj|0 ≤ i, j ≤ 1}C is a basis for R which of course
is 4-dimensional.
For future calculations and for the sake of completeness we will mention
certain aspects of the representation ring of R which as usual we will denote
A(R). For more information on the subject refer to [12].
First note that R has two orthogonal, primitive idempotents,
e1 =
1
2
(1 + b), e2 =
1
2
(1− b) (2.21)
Moreover, notice that 〈b〉 ⊆ R is a group algebra of dimension 2, and hence
a semisimple Hopf algebra, this implies that J , the Jacobson radical of R, is
contained in 〈a〉. On the other hand since a2 = 0 we have 〈a〉 ⊆ J .
Lemma 2.28. R has exactly two non isomorphic 2-dimensional projective
indecomposables P1 = e1R, P2 = e2R and two one-dimensional non isomor-
phic non projective simples S1 = P1/P1J , S2 = P2/P2J .
The action of R on P1 and P2 can be presented in the following diagrams
respectively:
P1 ·R
e1 e1
e1a −e1a
0
b
a
b
a
P2 ·R
e2 −e2
e2a e2a
0
b
a
b
a
(2.22)
And the action on S1 and S2 is as follows:
S1 ·R
e1 e1
0
b
a
S2 ·R
e2 −e2
0
b
a
(2.23)
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In [12, Corollary 3.7] it is proven that the representation ring of every
Taft algebra is commutative, with this in mind and following again [12] we
get the next result:
Lemma 2.29. The tensor products of the indecomposable R-modules are as
follows:
P1 ⊗ P1 = P1 ⊗ P2 = P2 ⊗ P2 = P1 ⊕ P2
P1 ⊗ S1 = P2 ⊗ S2 = P1, P1 ⊗ S2 = P2 ⊗ S1 = P2
S1 ⊗ S1 = S1 S1 ⊗ S2 = S2 S2 ⊗ S2 = S1 (2.24)
For the description of D(R), the Drinfeld double of R, we will follow both
[13] and [37].
Definition 2.30. Denote D(R) =: H the Drinfeld double of the Sweedler
algebra R and define it as a C-algebra as follows:
H = 〈a, b, c, d〉C (2.25)
With algebra relations:
ba = −ab, db = −bd, ca = −ac dc = −cd bc = cb
da+ ad = 1− bc, a2 = 0, b2 = 1, c2 = 1, d2 = 0 (2.26)
And Hopf structure given by:
∆(a) = a⊗ b+ 1⊗ a, ε(a) = 0, S(a) = −ab
∆(b) = b⊗ b, ε(b) = 1, S(b) = b−1
∆(c) = c⊗ c, ε(c) = 1 S(c) = c−1
∆(d) = d⊗ c+ 1⊗ d, ε(d) = 0, S(d) = −dc (2.27)
Note that {aibjckdl|0 ≤ i, j, k, l ≤ 1}C is a basis for H and that it is a
16-dimensional algebra, and that R+ = ker(ε|R) = 〈1− b, a〉C. Then
Q = H/R+H ∼= cidj (2.28)
with 0 ≤ i, j ≤ 1, a 4-dimensional R-module coalgebra which has as elements
of its basis:
c, d, 1 and cd (2.29)
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Now, using the relations from equation (2.26) we get the following dia-
grams representing the action of R over Q on the right:
(1)
cd −cd
c− 1 c− 1
0
b
a
b
a
(2)
d −d
1− c 1− c
0
b
a
b
a
(2.30)
(3)
1 1
0
b
a
(4)
c c
0
b
a
(2.31)
Now notice that (1) ∼= (2) ∼= P2, (3) ∼= (4) ∼= S1. Notice also that:
(5)
cd+ d −(cd+ d)
0
b
a
(2.32)
Then we get (5) ∼= S2. Putting all this together we get:
Q ∼= P2 ⊕ S2 ⊕ S1 (2.33)
Then using the isomorphisms in lemma (2.29) we get the following:
Q⊗(2) ∼= (P2 ⊕ S2 ⊕ S1)⊗ (P2 ⊕ S2 ⊕ S1)
∼= 3P1 ⊕ 3P2 ⊕ 2S1 ⊕ 2S2 (2.34)
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This tells us thatQ andQ⊗(2) are not similar asRmodules since IndecR(Q) 6=
IndecR(Q
⊗(2)). On the other hand Q⊗(2) has all possible indecomposable R-
modules as constituents, notice that all of them must appear in the next
tensor Q⊗(3), since Q⊗(n)|Q⊗(n+1) in general, and then using formula (2.12)
we get
5 ≤ d(R,H) ≤ 6 (2.35)
Then the minimum even depth is
dev(R,H) = 6 (2.36)
2.4 A Descending Chain of Annihilators of
the Tensor Powers of Q
Definition 2.31. Let R be a ring and M ∈ MR. Denote the annihilator
ideal of M in R:
AnnR(M) = {r ∈ R | m · r = 0 ∀m ∈M} (2.37)
The following lemma is well known.
Lemma 2.32. Let R be a ring and V , W two R-modules, suppose there is
a monomorphism of R-modules, φ : V ↪→ W . Then AnnR(W ) ⊆ AnnR(V )
Proof. Let φ : V −→ W be a monic of R-modules, let r ∈ AnnR(W ) then
for every v ∈ V we have 0 = φ(v)r = φ(vr) but since φ is monic we have
that vr = 0 ∈ V hence r ∈ AnnR(V ).
In [41, Lemma 6] it is shown that for a finite dimensional Hopf algebra H
a bi-ideal I is always a Hopf ideal. That is two say that any two sided ideal
such that is also a coideal satisfying ∆(I) ⊆ H ⊗ I + I ⊗H can be proven to
satisfy S(I) = I.
Recall that Q = H/R+H is a right H-module coalgebra and that Q⊗(n) =
Q⊗ · · · ⊗Q n times, with Q⊗(0) = kε, the trivial R-module. Denote byIn =
AnnR(Q
⊗(n)) for n ≥ 1 and I0 = R+.
Now as we proved in corollary (2.9) the H-module coalgebra structure
of Q implies that Q⊗(n)|Q⊗(n+1) for all n ≥ 1. This means there exists a
split monic Q⊗(n) ↪→ Q⊗(n+1). By lemma (2.32) we then have the following
descending chain of ideals:
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R+ = I0 ⊇ I1 ⊇ · · · ⊇ In := AnnR(Q⊗(n)) ⊇ · · · (2.38)
Denote l(R) the length of R as an Re-module, where Re = R⊗Rop. Note
that if t is the number of non-isomorphic simples of R then l(RR) ≥ t with
equality if and only if R is semisimple over a field k.
Proposition 2.33. Let R ⊆ H be a finite dimensional Hopf algebra pair.
Then I0 = I1 if and only if d(R,H) ≤ 2.
Proof. (⇐) Suppose d(R,H) ≤ 2, then by definition H ∼ H ⊗R H both as
R-H and H-R-bimodules, in particular it does so as R-R-bimodules. Then
we have by inequality (2.12) that d(Q,MR) = 0 but this is equivalent to say
that Q|nkε for some natural number n. Then we know there is a split monic
Q ↪→ nkε which by lemma (2.32) implies that I0 ⊆ I1. But equation (2.38)
tells us that I1 ⊆ I0.
(⇒) Assume I0 ⊆ I1 then we have that R+ ⊆ AnnR(Q) so for all h ∈ H
and for all r ∈ R+ we have that h ·r = hr+R+H = 0 this is equivalent to say
that hr ∈ R+H which then implies HR+ ⊆ R+H. Hence R is left ad-stable,
which implies left depth 2, and then by theorem (1.30) d(R,H) ≤ 2.
Definition 2.34. Denote
IQ =
∞⋂
i=1
Ii (2.39)
Since we are in finite dimensional case we get that IQ = AnnR(Q
⊗(n)) for
some n.
The next theorem shows that IQ ⊆ I1 is the maximal Hopf ideal in
AnnR(Q). This is true in general for any H-module and was first proposed
by Rieffel.
Theorem 2.35. Let I ⊆ I1, be a Hopf ideal. Then I ⊆ IQ. Moreover
IQ = In for some n ≤ l(R)
Proof. Let x ∈ I. Then since I is an R-coideal, we have that ∆(x) ∈ I ⊗
R + R ⊗ I and hence (Q ⊗ Q) · x = 0 so we have x ∈ I2. Now suppose
∆(x) = x(1) ⊗ r(1) + r(2) ⊗ x(2), then by coassociativity of the coproduct we
have that ∆2(x) = ∆(x(1))⊗ r(1) + ∆(r(2))⊗ x(2) = [x(1)⊗ r(1) + r(2)⊗ x(2)]⊗
r(3) +r(4)⊗r(5)⊗x(3) = x(1)⊗r(1)⊗r(3) +r(2)⊗x(2)⊗r(3) +r(4)⊗r(5)⊗x(3) and
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then ∆2(x) ∈ I⊗R⊗R+R⊗ I⊗R+R⊗R⊗ I. Following this thought and
always taking into account the coassociativity of the coproduct one comes to
∆n(I) ⊆
n∑
i=0
R⊗(i) ⊗ I ⊗R⊗(n−i) (2.40)
Then is immediate that for every n and any x ∈ I one has that Q⊗(n) · x = 0
so x ∈ In for every n. So we conclude that IQ is a maximal ideal contained
in I1.
We now want to prove that IQ is a Hopf ideal. Since IQ is an ideal it
suffices to prove that IQ is a coideal in R. First note that the Jordan-Ho¨lder
theorem implies that there exists an n ≤ l(R) such that In = In+1 so that
IQ =
n⋂
i=1
Ii = In. (2.41)
Now we prove that whenever In = In+1 then for every r > 1 we have In =
In+r.
Let x ∈ In = In+1 then Q⊗(n+1) · x = 0. This implies that ∆(x) ⊆
In ⊗ R + R ⊗ I1 since Q⊗(n+1) = Q⊗(n) ⊗ Q. By the coassociativity of the
coproduct we have then that (∆⊗R) ◦∆(x) ∈ (∆⊗R)(In ⊗R+R⊗ I1) ⊆
[In⊗R+R⊗ I1]⊗R+R⊗R⊗ I1 ⊆ In⊗R⊗R+R⊗ I1⊗R+R⊗R⊗ I1.
Clearly (∆⊗R) ◦∆(x) annihilates Q⊗(n+2) = Q⊗(n) ⊗Q⊗Q. Now suppose
x ∈ In = In+r, then by previous step and by the definition of ∆r(x) we have
that (∆r ⊗R) ◦∆(x) ∈ In+r+1.
Finally suppose In = In+1 for some n as we just proved this implies in
particular that In = I2n so by definition 0 = Q
⊗(2n) · x = (Q⊗(n) ⊗Q⊗(n)) · x
which of course means that ∆(x) ∈ In⊗R+R⊗ In. Then we conclude that
IQ = In is a coideal and hence a Hopf ideal.
Definition 2.36. Denote lQ the smallest integer n for which In = In+1, i.e.
the length of the descending chain of annihilator ideals Ik.
Recall also that for a ring R, an R-module W is said to be faithful if
IW = AnnR(W ) = 0.
Definition 2.37. [22] We say that an H-module W is conditionally faithful
if IW⊗(n) = 0 , i.e. if W
⊗(n) is faithful for some n > 1.
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It is also important to mention that if W is conditionally faithful then
IW contains no non-zero Hopf ideals. Consider the finite dimensional Hopf
algebra extension R ⊆ H and its quotient module Q = H/R+H. If R = H,
then Q is not conditionally faithful. On the other hand if R = kε then Q is
conditionally faithful.
Definition 2.38. Let R be a ring and W an R-module. We say W is a
(R) generator if there is a natural number n ≥ 1 and a monomorphism of
R-modules φ such that:
φ : RR ↪→ n ·W (2.42)
The following lemma is well known.
Lemma 2.39. Let R be a ring, an R-module W is faithful if and only if it
is a generator.
Proof. (⇐) Suppose W is an R generator. Then there is n ≥ 1 and a
monomorphism of R modules φ : RR ↪→ n ·W . By lemma (2.32) then we
have that AnnR(W ) ⊆ AnnR(RR) = 0.
(⇒) Suppose W is a faithful R-module, let {w1, · · · , wn} be a k-basis for
W , consider ψ : R −→ nW ; r 7−→ (w1r, · · · , wnr). Then since W is faithful
ψ is obviously an R-monomorphism. Then W is a generator.
If in addition, R is a Frobenius algebra, then RR is an injective module,
then the monomorphism RR ↪→ n ·WR is a split mono in MR and then we
have that RR|nW . In particular we get the following.
Theorem 2.40. If H is a finite dimensional Hopf algebra and WH is a
faithful module then every indecomposable projective H-module P satisfies
P |W .
Proof. By previous Lemma WH is a generator and by previous remark we
have H|n ·W for some n. Since P |H it follows that P |W .
Example 2.41. Let H be a finite dimensional Hopf algebra of dimension
≥ 2, HH is faithful projective H-module. This says that for every n ≥ 1
H⊗(n) is also faithful projective, in particular theorem (2.40) above, implies
that H⊗(2) ∼ H, as H-modules and that says d(H,MH) = 1. In the same
way every faithful projective H-module WH satisfies d(W,MH) = 1.
In the context of conditionally faithful H-modules this means the follow-
ing:
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Proposition 2.42. Let H be a finite dimensional Hopf algebra and WH a
conditionally faithful projective H-module. Then:
d(W,MH) = lW (2.43)
Proof. Since W⊗(lW ) is a projective faithful H-module then for all r ≥ 1
W⊗(lW+r) has all projective indecompossables contained in W⊗(lW ) as sum-
mands. Then W⊗(lW ) ∼ W⊗(lW+r). Therefore d(W,MH) ≤ lW . Sup-
pose now that there is m ≤ lW such that d(W,MH) = m. This implies
W⊗(m) ∼ W⊗(lW ), then W⊗(m) is faithful. Since by definition (2.36) lW is
minimum we get m = lW .
Theorem 2.43. Let R ⊆ H be a finite dimensional Hopf algebra pair. Sup-
pose Q is a conditionally faithful projective H-module. Then
dh(R,H) = 2lQ + 1
Moreover, if Q is conditionally faithful and R-projective, then
2lQR + 1 ≤ d(R,H) ≤ 2lQR + 2
Proof. The first equation is the result of combining proposition (2.42) and
theorem (2.15). The second equation is proposition (2.42) and equation
(2.12).
We have seen through this section that for a finite dimensional Hopf
algebra pair R ⊆ H the chain of annihilators
R+ = I0 ⊇ I1 ⊇ · · · ⊇ In ⊇ · · ·
stabilises for some n where IQ = In. Furthermore we proved that if Q is
conditionally faithful projective then dh(R,H) = 2lQ + 1.
Is then desirable to know whether the conditions of conditional faithful-
ness and or of projectivity of Q can be relaxed so that we can get a more
general result on depth; in the case of the following theorem we see that
given semisimplicity of a ring R , the condition of stabilisation of the chain
of annihilators is enough for finite depth.
Theorem 2.44. Let R be a semisimple ring. Let WR and VR be two R-
modules such that AnnR(W ) = AnnR(V ). Then V ∼ W .
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Proof. Let R be a semisimple ring. The Wedderburn-Artin theorem says
that
R ∼= R1 ×R2 × · · · ×Rt
where Ri is the matrix algebra Mni(Di) and Di is a division algebra. More-
over by semisimplicity we can express as R-modules
R ∼= n1S1 ⊕ · · · ⊕ ntSt
where the Si are the simple Ri-modules. As a consequence of the same struc-
ture theorem we also have that both W and V are semisimple R-modules.
We express them in terms of multiples of the simple components of R as
follows,
W = k1S1 ⊕ · · · ⊕ ktSt
V = m1S1 ⊕ · · · ⊕mtSt
here ki, mi are all natural numbers, not all of them zero.
If AnnR(W ) = AnnR(V ) = 0 then necessarily all ki and mi are strictly
positive. Then the result follows.
Let AnnR(W ) = AnnR(V ) 6= 0 and denote this 2-sided ideal by I. Sup-
pose by contradiction that W and V are not similar. By definition of sim-
ilarity this means that the sets of indecomposable constituents Indec(W )
and Indc(V ) must differ by at least one element. Without loss of gener-
ality assume that there is one i such that ki = 0 and mi 6= 0 in the de-
composition of W and V . Then, clearly AnnR(W ) ⊇ AnnR(V ), but since
the Si are non isomorphic simples and annihilator ideals are maximal then
AnnR(W ) * AnnR(V ). Hence the result follows.
Corollary 2.45. Let R ⊆ H be a finite dimensional Hopf algebra pair such
that R is semisimple. Then dh(R,H) = 2lQ + 1.
Proof. By definition of lQ one has that AnnR(Q
⊗(lQ)) = AnnR(Q⊗(lQ+1)).
Since R is semisimple theorem (2.44) tells us that Q⊗(lQ) ∼ Q⊗(lQ+1). By
definition this implies dh(R,H) ≤ 2lQ + 1. Since lQ is the least integer to
satisfy this property one gets the result.
Chapter 3
Coring Depth
3.1 Corings
A coring is a generalisation of a coalgebra introduced by M. Sweedler in 1975
[47]. As pointed out by Takeuchi [28] one can construct examples of corings
given an entwined structure which, together with their modules generalise
the notion of Doi-Koppinen modules introduced in [16] and in [35].
Definition 3.1. [8] Let A be a ring. An A-coring is an A-A-bimodule C, with
A-A-bimodule maps ∆C : C −→ C ⊗A C (called coproduct) and ε : C −→ A
(called the counit), such that the following diagrams commute:
C C ⊗A C
C ⊗A C C ⊗A C ⊗A C
∆
∆ ∆⊗C
∆⊗C
C C ⊗A C
C ⊗A C A⊗A C
∆
∆ ε⊗C
C⊗ε
∼= (3.1)
Together they imply that for all c ∈ C, in usual Sweedler notation:
c(11) ⊗ c(12) ⊗ c(2) = c(1) ⊗ c(21) ⊗ c(22) = c(1) ⊗ c(2) ⊗ c(3) (3.2)
ε(c(1))c(2) = c(1)ε(c(2)) = c (3.3)
where the summation over c is understood.
Definition 3.2. A right C-comodule M ∈MC is a right A-module together
with a right A-module map ρM : M −→ M ⊗A C such that the following
diagrams commute:
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M M ⊗A C
M ⊗A C M ⊗A C ⊗A C
ρM
ρM ρM⊗C
M⊗∆C
M M ⊗A C
M ⊗A A
ρM
∼= M⊗ε
(3.4)
Let M , N be right C-comodules, we say f : M −→ N is a C-comodule
map if it is a right A-module map and
ρN ◦ f = (f ⊗ C) ◦ ρM . (3.5)
i.e.
ρN(f(m)) = f(m(0))⊗m(1)
The category of right C-comodules is denoted byMC and their morphisms
as HomC(−,−).
Example 3.3. Let B ⊆ A a ring extension. The natural A-A-bimodule
C = A ⊗B A is an A-coring, called the Sweedler coring, where ∆C : C −→
C⊗AC ∼= A⊗BA⊗BA is defined by ∆C(a⊗ b) = a⊗1⊗ b and εC : C −→ A
by εC(a⊗ b) = ab.
Example 3.4. Let B ⊆ A a Frobenius extension with F : A −→ B a
Frobenius homomorphism and e =
∑
i xi ⊗B yi a dual basis tensor satisfying
ae = ea for all a ∈ A. A is a coring over its subalgebra B with coproduct
∆ : A −→ A⊗B A defined by ∆(a) = ea and ε : A −→ B such that ε = F .
3.2 Entwining Structures
Interesting examples of corings arise from entwining structures [11].
Definition 3.5. [7, 2.1] An entwined structure over (a field) k is a triplet
(A,C)ψ consisting of a k-algebra A and a k-coalgebra C together with a k-
module map ψ : C ⊗A −→ A⊗C satisfying two commutative pentagons and
two commutative triangles given by the following equations.
ψ ◦ (C ⊗ µ) = (µ⊗ C) ◦ (A⊗ ψ) ◦ (ψ ⊗ A) (3.6)
where µ is the multiplication in A.
(A⊗∆C) ◦ ψ = (ψ ⊗ C) ◦ (C ⊗ ψ) ◦ (∆C ⊗ A) (3.7)
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ψ ◦ (C ⊗ uA) = uA ⊗ C (3.8)
(A⊗ εC) ◦ ψ = εC ⊗ A, (3.9)
where uA is the unit in A.
A morphism of entwining structures is a pair (f, g) : (A,C)φ −→ (Â, Ĉ)φ̂
where f : A −→ Â is an algebra map and g : C −→ Ĉ is a coalgebra map,
together with
(f ⊗ g) ◦ φ = φ̂ ◦ (g ⊗ f) (3.10)
We write φ(c⊗ a) = aα⊗ cα and the summation over the index is under-
stood.
Example 3.6. Let A = H be a finite dimensional Hopf algebra. Let C be a
right H-module coalgebra. The entwining map is given by
ψ : C ⊗H −→ H ⊗ C, ψ(c⊗ h) = h(1) ⊗ ch(2). (3.11)
Proof. That ψ is a k-module map is straightforward. We just check equations
(3.6) and (3.8) are satisfied since the other two equations are similar.
Let c⊗ h⊗ g ∈ C ⊗H ⊗H now, ψ ◦ (idC ⊗ µ)(c⊗ h⊗ g) = ψ(c⊗ hg) =
(hg)(1) ⊗ c(hg)(2) = h(1)g(1) ⊗ ch(2)g(2) since ∆ is an algebra map.
On the other hand (µ⊗ idC) ◦ (idA⊗ψ) ◦ (ψ⊗ idA)(c⊗ h⊗ g) = (µ⊗ idC) ◦
(idA⊗ψ)(h(1)⊗ch(2)⊗g) = (µ⊗idC)(h(1)⊗g(1)⊗ch(2)g(2)) = h(1)g(1)⊗ch(2)g(2)
hence we have equation (3.6).
Now consider c⊗ 1 ∼= 1⊗ c ∈ C ⊗ k ∼= k ⊗ C, then ψ ◦ (idC ⊗ uH)(c⊗ 1) =
ψ(c⊗ 1H) = 1⊗ c. More over (uH ⊗C)(1⊗ c) = 1⊗ c. So we have equation
(3.8) as well.
Another interesting structure related to entwining structures is that of an
entwining module.
Definition 3.7. Given (A,C)ψ an (A,C)ψ- module M is a right A-module
right C-comodule for which ρM is the module action and ρ
M the comodule
coaction, satisfying
M ⊗ A M ⊗ C ⊗ A
M ⊗ C M ⊗ A⊗ C
ρM⊗A
ρM◦ρM M⊗ψ
ρM⊗C
(3.12)
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Equivalently, for every m⊗ a ∈ M ⊗ A we have
ρM(ma) = m0aα ⊗mα1 . (3.13)
As expected, is easy to compute that A⊗C is an example of an (A,C)ψ-
entwined module with right C coaction given by A⊗∆C and a right A-module
action
(a′ ⊗ c)a = a′ψ(c⊗ a) = a′aα ⊗ cα. (3.14)
Example 3.8. Following the previous example one sets A = H a Hopf alge-
bra and C an H-module coalgebra. Then H ⊗C is an entwined module with
C coaction given by H ⊗∆C and a right H-module action
(h⊗ c) · g = hψ(c⊗ g) = hg(1) ⊗ cg(2), (3.15)
the diagonal action of H on the right.
For an entwined structure (A,C)ψ we can view A⊗C as an A-A-bimodule
with left action being left multiplication in A: a(b⊗ c) = ab⊗ c and the right
action as defined before, (a ⊗ c) · b = abα ⊗ cα for all a , b in A and c in C.
Then C = A ⊗ C is an A-coring with coproduct ∆C = A ⊗ ∆C and counit
εC = A⊗ εC .
Conversely if A⊗C is an A-coring then we can define an entwined struc-
ture (A,C)ψ with entwining map given by ψ : C ⊗ A −→ A ⊗ C such that
ψ(c⊗ a) = (1⊗ c) · a. In this way one can prove the following:
Proposition 3.9. [9, 2.8.1] Entwining structures (A,C)ψ and A-corings C =
A⊗ C are in one-to-one correspondence.
3.3 Galois Corings
Let C be a coalgebra. A ring extension B ⊂ A is called a C-Galois extension
if A is a right C-comodule via ρA : A −→ A⊗ C, where
B := AcoC = {b ∈ A|ρA(ba) = bρA(a)∀a ∈ A}
are the C-coinvariants inA and there is a canonical bijective leftA-module
map, right C-comodule map can : A⊗B A −→ A⊗ C such that
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can(a⊗B a′) = aρA(a′) = aa′(0) ⊗ a′(1) (3.16)
It is important to notice that ρA is a left B-module map and that can is
a coring homomorphism with respect to the Sweedler coring, since:
εA⊗C ◦ can(a⊗B a′) = εA⊗C(aa′(0) ⊗ a′(1)) =
aa′(0) ⊗ εC(a′(1)) = aa′ = εA⊗BA(a⊗B a′) (3.17)
Moreover:
∆A⊗C ◦ can(a⊗B a′) = ∆A⊗C(aa′(0) ⊗ a′(1)) = aa′(0) ⊗ a′(1) ⊗ a′(2) (3.18)
On the other hand we have:
can⊗can◦∆A⊗BA(a⊗Ba′) = can⊗can(a⊗B1⊗Ba′) = can⊗Acan(a⊗B1⊗A1⊗Ba′)
= a⊗ 1⊗A a′(0) ⊗ a′(1) = aa′(0) ⊗ a′(1) ⊗ a′(2) (3.19)
since A⊗ C is a right A-module via ρA.
Now we consider b ∈ B. Notice that since can : A ⊗B A −→ A ⊗ C is a
coring homomorphism and 1⊗B 1 is a grouplike element in A⊗B A one has
that can(1 ⊗B 1) is a grouplike element in A ⊗ C. Also can(b · (1 ⊗B 1)) =
b · can(1 ⊗B 1) = b · (1 ⊗ 1C) and then can(b · (1 ⊗B 1)) = can(1 ⊗B b) =
b(0) ⊗ b(1) = (1 ⊗ 1C) · b. So that b · (1 ⊗ 1C) = (1 ⊗ 1C) · b since can is a
bijection.
Lemma 3.10. [8, Lemma 5.1] Let C be an A coring. Then A is a right
C-comodule if and only if there exists a grouplike element g ∈ C.
For example if C is the Sweedler coring A ⊗B A associated to a ring
extension B ⊆ A, then one verifies that 1⊗B 1 is a grouplike in C and hence
A ∈MC .
Definition 3.11. Let C be an A coring , g ∈ C a grouplike element in C,
B = Ag = {b ∈ A | bg = gb}. Then the coring C is Galois if the coring
homomorphism
can : A⊗B A −→ C, can(a⊗ a′) = aga′ (3.20)
is bijective.
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We point out that the last equation implies can(1⊗ 1) = g.
Proposition 3.12. [31, Lemma 3.9] Let B ⊆ A be an extension of rings.
Then the Sweedler coring A⊗B A is a Galois coring.
Proposition 3.13. Let R ⊆ H be a left coideal subalgebra of a finite dimen-
sional Hopf Algebra; that is, ∆(R) ⊆ H ⊗R. Let R+ = kerε|R the kernel of
the counit restricted to R. Then we have that R+H is a right H-submodule
of H and a left H-coideal. This yields then that Q = H/R+H is a right H-
module coalgebra.
We of course have an epimorphism of right H-module coalgebras p :
H −→ Q; h 7−→ h = h + R+H. The H coring H ⊗ Q has a grouplike
element 1⊗ 1 and it is a Galois coring since H ⊗R H ∼= H ⊗Q via
x⊗R y 7−→ xy(1) ⊗ y(2) = x · ρH(1) · y (3.21)
and with inverse given by
xS(z(1))⊗ z(2) ←− x⊗ z (3.22)
3.4 Depth of Galois Corings
Definition 3.14. Let C be an A-coring, we say that C has depth n if
C⊗A(n+1) ∼ C⊗A(n) as A-A-bimodules and we denote the minimum depth
by d(C,AMA).
Example 3.15. As we saw in example (3.3) for a ring extension B ⊆ A
we define the Sweedler coring as C = A ⊗B A. It is straightforward that in
MA the n-fold tensor power C⊗A(n) ∼= A⊗B(n+1) from cancelations of the type
M ⊗A A ∼= M . So we come to the equality
dh(B,A) = 2d(C,AMA) + 1 (3.23)
Proof. Let d(C,AMA) = n this means by definition that C⊗A(n+1) ∼ C⊗A(n)
which as we just noted above in turn is equivalent to saying A⊗B(n+2) ∼
A⊗B(n+1). By definition we get dh(B,A) = 2n+ 1.
Another easy consequence of the definitions in the above subsections is
the following.
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Example 3.16. Let B ⊆ A be a Frobenius extension. By example (3.4), A
is a B-coring and therefore
2d(A,BMB) + 1 = d(B,A) (3.24)
Proposition 3.17. For the H-coring H ⊗ C defined in example (3.6)
d(H ⊗ C,HMH) = d(C,MH). (3.25)
Proof. First note that in MH
(H ⊗ C)⊗Hn ∼= H ⊗ C⊗n (3.26)
This comes from cancelations of the type H ⊗ C ⊗H H ∼= H ⊗ C where
the map is defined as ⊗
i
(hi ⊗ ci) 7−→
h1h2(1) . . . hn(1) ⊗ c1h2(2) . . . hn(2) ⊗ . . . cn−1hn(n−1) ⊗ cn (3.27)
and inverse the map is
h⊗ c1 ⊗ . . .⊗ cn 7−→ h⊗ c1 ⊗H 1H ⊗ c2 ⊗H . . .⊗H 1H ⊗ cn (3.28)
Now consider d(H ⊗ C,MH) = n. This means (H ⊗ C)⊗H(n+1) ∼ (H ⊗
C)⊗H(n) as H-H-bimodules. By using the isomorphism above we get H ⊗
C⊗(n+1) ∼ H ⊗ C⊗(n). Then applying the additive functor (k ⊗H −) on the
left on both sides of the relation we get C⊗(n+1) ∼ C⊗(n) as right H-modules,
which tells us that d(C,MH) ≤ n.
For the other inequality and starting from d(C,MH) = n we apply the
additive functor (H ⊗ −) to the relation C⊗(n+1) ∼ C⊗(n) and reverse the
process using the inverse isomorphism to get d(H ⊗ C,HMH) ≤ n. Thus
obtaining the result.
Corollary 3.18. Let H be a finite dimensional Hopf algebra, R ⊆ H a left
coideal subalgebra and Q = H/R+H. Then
dh(R,H) = 2d(Q,MH) + 1. (3.29)
Proof. First we recall from proposition (3.13) that H ⊗Q is a Galois coring,
then by proposition (3.17) d(H ⊗RH,HMH) = d(H ⊗Q,HMH). The result
follows from equation (3.23) and proposition (3.17). Then dh(R,H) = 2n +
1.
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Example 3.19. [24, 5.1] Let R ⊆ H be a finite dimensional Hopf sub-
algebra pair such that d(R,H) ≤ 2 then H ⊗B T is Galois coring, where
T = EndH(H⊗RH)H is a right bialgebroid over B with H a right T -comodule
algebra and B = HR the centraliser of R in H.
3.5 Crossed Products
For this section we will consider the crossed product D#σH of a twisted
H-module algebra with a finite dimensional Hopf Algebra H.
Definition 3.20. Let H be a finite dimensional Hopf algebra and let D be a
twisted H-module algebra. Consider a twisted two-cocycle σ : H ⊗H −→ D
that is convolution invertible, and such that for all h, k,m ∈ H and all a ∈ D
the following are satisfied:
h · (k · a) =
∑
σ(h(1), k(1))(h(2)k(2) · a)σ−1(h(3), k(3)) (3.30)
σ(h, 1) = σ(1, h) = ε(h)1H (3.31)∑
[h(1) · σ(k(1),m(1))]σ(h(2), k(2)m(2)) =∑
σ(h(1), k(1))σ(h(2)k(2),m) (3.32)
Then D#σH is an associative algebra over the vector space D ⊗ H and
with multiplication
(d#h)(v#k) =
∑
d(h(1) · v)σ(h(2), k(1))#h(3)k(2) (3.33)
With identity 1#1.
Throughout the section we omit the summation sign for brevity unless it
leads to confusion.
Example 3.21. Let H = kG the group algebra of a finite group G over
(a field) k and A = D#σkG the group crossed product, then the definition
simplifies to
g · (h · d) = σ(g, h)(gh · d)σ−1(g, h) (3.34)
(g · σ(h, s))σ(g, hs) = σ(g, h)σ(gh, s) (3.35)
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equation (3.35) is the 2-cocycle condition. The product then becomes
(d#g)(v#h) = d(g · v)σ(g, h)#gh (3.36)
for all g, h, s ∈ kG and d, v ∈ D.
Example 3.22. Let σ = 1D in the previous example, then D#σkG becomes
D ? kG the skew group algebra with product
(d#g)(v#h) = d(g · v)#gh
moreover if we set σ(x, y) = ε(x)ε(y)1H then D#σH = D#H the regular
smash product of D and H.
Example 3.23. Suppose the action of G over D is trivial, that is g · d = d
for all g ∈ G and all d ∈ D. Then the crossed product becomes the twisted
group algebra D#σkG = Dσ[G] with product
(d#g)(v#h) = dvσ(g, h)#gh
As a concrete example of a twisted group algebra let D = R and G =
Z2 ⊕ Z2 and σ : G⊗G −→ R given by
σ (0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) 1 1 1 1
(0, 1) 1 −1 1 −1
(1, 0) 1 −1 −1 1
(1, 1) 1 1 −1 −1
Then Rσ[G] ∼= H, the quaternions: H = 〈1, i, j, k〉C with relations i2 =
j2 = k2 = −1, ij = k, ji = −k, jk = i, kj = −i, ik = −j, ki = j.
Example 3.24. Let N /G be a normal finite group extension, let Q = G/N
and for every q ∈ Q let γ(q) be a coset representative of q, γ(1) = 1G. Define
σ(q, v) = γ(q)γ(v)γ(qv)−1 and the action q · n = γ(q)nγ(q)−1. Then
kG = kN#σkQ (3.37)
Proof. Since G =
⋃
q∈QNγ(q), kG = (kN)γ(Q) and we may multiply in kG
in the following way:
(nγ(q))(mγ(v)) = n[γ(q)mγ(q−1)][γ(q)γ(v)γ(qv)−1]γ(qv) =
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= n(q ·m)σ(q, v)γ(qv) (3.38)
one easily verifies that all the equations in the definition (3.20) are satisfied
and therefore kG = kN#σkQ.
We shall now return to our primary setting. Let R ⊆ H be a finite
dimensional Hopf algebra extension over a field k. Let Q = H/R+H. Let D
be a twisted H-module algebra together with a two-cocycle σ : H⊗H −→ D
and consider
B := D#σR ⊆ D#σH =: A (3.39)
a crossed product algebra extension. Consider now the canonical right H-
module coalgebra epimorphism pi : H −→ Q, h 7−→ h + R+H = h. Since
A is naturally an H-comodule via ρ = D ⊗∆, we can induce a Q-comodule
structure via
A
D⊗∆−−−→ A⊗H A⊗pi−−→ A⊗Q (3.40)
the coaction then becomes
ρ(d#h) = d#h(1) ⊗ h(2) (3.41)
Using the entwining
ψ : Q⊗ A −→ A⊗Q, h⊗ d#g 7−→ d#g(1) ⊗ hg(2) (3.42)
and setting the right and left A action as
b(a⊗ h)c = bac(0) ⊗ hc(1) (3.43)
for a, b, c ∈ A and h ∈ H, we endow then A⊗Q with an A coring structure.
Moreover let r ∈ R, then ρ(d#r)d#r(1) ⊗ r(2) = d#r ⊗ 1 since for all
r ∈ R one has r = ε(r)1. Then we have that B ⊆ AcoQ.
Theorem 3.25. Let R ⊆ H, Q,D,A and B as described above. Then the A
coring A⊗Q is a Galois coring.
To prove this we need the following lemma which appears as a remark in
[43].
Lemma 3.26. Let B ⊆ A a faithfully flat extension of rings such that A is
an H-comodule algebra and B ⊆ AcoQ. Then if
can : A⊗B A −→ A⊗Q; a⊗ a′ 7−→ aa′(0) ⊗ a(1)
is a bijection we have that B = AcoQ
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Proof. Just consider the following commutative diagram:
B ⊆ A A⊗B A
AcoQ⊆A A⊗Q
⊆ can
ρA
(3.44)
Where the upper right arrow represents either A ⊗ 1A or 1A ⊗ A, and the
bottom is the defining exact sequence of AcoQ, since can is a bijection and
AB and BA are faithfully flat modules we have that the upper sequence is
also exact, then B = AcoQ as desired.
Proof. [Theorem 3.25] We first notice that A is a unitary algebra with
unit 1D#1H and that ρ(1D#1H) = 1A ⊗ 1 := g is a unit element in A ⊗ Q.
Consider the following map:
β : A⊗B A −→ A⊗Q
a⊗ a′ 7−→ aga′ = a(d#h(1))⊗ h(2) (3.45)
where a′ = d#h
Now to see that β is well defined consider a, b, c ∈ D, r ∈ R and h, g ∈ H,
then:
β[d#h⊗B (b#r)(c#g)] = β[d#h⊗B b(r(1) · c)σ(r(2), g(1))#r(3)g(2)] =
= (d#h)[b(r(1) · c)σ(r(2), g(1))#r(3)g(2)]⊗ r(4)g(3) =
(d#h)[b(r(1) · c)σ(r(2), g(1))#r(3)g(2)]⊗ g(3) (3.46)
since rg = ε(r)g.
On the other hand we have:
β[(d#h)(b#r)⊗B c#g] = (d#h)(b#r)(c#g(1))⊗ g(2) =
(d#h)[b(r(1) · c)σ(r(2), g(1))#r(3)g(2)]⊗ g(3) (3.47)
as desired.
Next we consider
β−1 : A⊗Q −→ A⊗B A
a⊗ h 7−→ a[σ−1(S(h(2)), h(3))#S(h(1))]⊗B 1D#h(4) (3.48)
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Again we call attention to [40, 7.27] and notice that
γ : H −→ A; h 7−→ 1D#h (3.49)
has a convolution inverse given by
µ : H −→ A; h 7−→ σ−1(S(h(2)), h(3))#S(h(3))
then we can set to calculate
β ◦ β−1(a⊗ h) = β{[aσ−1(S(2), h(3))#S(h(1))]⊗ 1D#h(4)} =
a[σ−1(S(h(2)), h(3))#S(h(1))](1D#h(4))⊗ h(5) = aε(h(4))⊗ h(5) = a⊗ h
and then we have
β ◦ β−1 = 1A⊗Q (3.50)
To check that β−1 is well defined set h = rg where r ∈ R+ and g ∈ H,
then β−1(a⊗ h) = β−1(a⊗ rg) = ε(r)β−1(a⊗ g) = 0 since rg = ε(r)g for all
r ∈ R and g ∈ G and ofcourse β−1 is k-linear. So β is a surjection.
To check that β is one-to-one is somewhat more complicated and for that
we follow [43, Chapter 3] to a certain extent, with some modifications to
match our case properly.
Recall that H −→ Q is quotient coalgebra and right H-module morphism
and that Q∗ is an augmented algebra via
εQ∗(φ) = φ(1) (3.51)
Then the space of left integrals IQ∗l over Q∗ is well defined.
More over Q∗ is a left H-module via
h · φ(x) = φ(xh) (3.52)
Now let λR∗ and λH∗ be left integrals in R
∗ and H∗ respectively. There
exists an element Γ ∈ R such that λR∗ · Γ = ε, that is to say Γ is a right
integral in R and λR∗(Γ) = 1.
Let
λ : Q −→ k; h 7−→ λH∗(Γh) (3.53)
for h′ ∈ R+H and h ∈ H we have λ(h′h) = λH∗(Γh′h) = 0 since ε(h′) = 0
and we see that λ is a left integral in Q∗ since for all h ∈ H we have 1λ(h) =
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λH∗(Γh) = 1Γ(1)h(1)λH∗(Γ(2)h(2)) since λH∗ is an integral in Q
∗, then the
equality follows as = h(1)λH∗(Γh(2)) = h(1)λ(h(2)).
The reader will remember that as a consequence of Nichols-Zoeller Theo-
rem given a left integral Λ in H, there exists an element h ∈ H such that Λ =
hΓ now applying the Nakayama automorphism α to λH∗(xy) = λH
∗(α(y)x).
Now define Λ = α(h) and notice that since Λ is an integral in H we have
ε(x) = λH∗(ΓxΛ) = λH∗(hΓx) = Λλ(x) so we have εQ∗ = Λλ.
Define
f :B A −→B A; a 7−→ a(0)λ(a(1)) (3.54)
Notice that Im(f) ⊆ AcoQ since for all a ∈ A a(0) ⊗ a(1)λ(a(2)) = a(0) ⊗
λ(a(1)) = a(0)λ(a(1))⊗1, besides f is AcoQ-linear and by restiction is B-linear.
Since A⊗A −→ A⊗H; a⊗a′ 7−→ aa′(0)⊗a′(1) is a surjection then by the
bijectivity of the antipode one also has that A⊗A −→ A⊗H; a⊗ a′ 7−→
a(0)a
′ ⊗ a(1) is a bijection.
Then choose ∑
ri ⊗ li ∈ A⊗B A
such that ∑
ri0li ⊗ ri1 = 1A ⊗ Λ (3.55)
This yields
a =
∑
i
f(ari)li (3.56)
for all a ∈ A
Then assume x ⊗ y ∈ A ⊗B A is such that β(x ⊗ y) = xy(0) ⊗ y(1) =
0 ∈ A ⊗ Q, now since y ∈ A we have that x ⊗ y =∑x ⊗ f(yri)li =∑x ⊗
y(0)ri0λ(y(1)ri1)li =
∑
x⊗ y(0)ri0y(1)ri1λ(y(2)ri2)li = 0 since xy(0) ⊗ y(1) = 0.
Then β is an injection and therefore a bijection.
We also remark that by theorem (1.14) both RH and HR are free modules
and hence faithfully flat, this in turn by descend over the tensor product
implies BA and AB are faithfully flat. By the lemma (3.26) preceding this
proof we conclude then that B = A#σH = A
coQ and hence A⊗Q is Galois.
This setting is appropriate for the following theorem which is the main
one in this subsection.
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Theorem 3.27. Let R ⊆ H be a finite dimensional Hopf algebra extension,
Q = H/R+H and D a twisted H-module algebra, define B = D#σR ⊆
D#σH = A. Then
dh(B,A) ≤ dh(R,H) (3.57)
Proof. Suppose dh(R,H) = 2n+ 1. By theorem (2.15) we have d(Q,MH) =
n. By definition this means Q⊗(n) ∼ Q⊗(n+1). Apply A ⊗ − on the left to
get A ⊗ Q⊗(n) ∼ A ⊗ Q⊗(n+1). Thus A ⊗ Q is Galois. By definition (3.11)
we get then A⊗B(n+1) ∼= A⊗B(n+2) as A-A-bimodules. The result follows from
this.
Corollary 3.28. Let H < G be a finite group extension, σ a 2-cocycle and
D a twisted G-module. Then inequality (1.22) extends to:
d(D#σH,D#σG) ≤ d0(H,G) ≤ dp(H,G) ≤
dR(H,G) ≤ dZ(H,G) ≤ dc(H,G) (3.58)
Example 3.29. Let Sn < Sn+1 be the symmetric groups of order n and n+1
respectively. Let α be a non trivial two-cocycle and consider the twisted group
algebra extension CαSn ⊆ CαSn+1 as well as the regular complex group algebra
extension CSn ⊆ CSn+1. Let 1 ≤ n, then: 2(n − d
√
8n+1−1
2
e) + 1 ≤ 2n − 1.
Finally, we combine equations (1.23) and (1.25) together with this to get:
d(CαSn,CαSn+1) = 2(n− d
√
8n+ 1− 1
2
e) + 1 ≤
d(CSn,CSn+1) = 2n− 1 (3.59)
which is the left hand side of the string of inequalities (3.58).
Chapter 4
Factorisation Algebras
For this chapter we will always consider finite dimensional algebras over a
field k.
4.1 Definition and an example
Definition 4.1. Let A and B be finite dimensional algebras over a field k,
mA and mB their respective multiplication, and let
ψ : B ⊗ A 7−→ A⊗B; b⊗ a 7−→ aα ⊗ bα (4.1)
and such that
ψ(1B ⊗ a) = a⊗ 1B, ψ(b⊗ 1A) = 1A ⊗ b (4.2)
for all a ∈ A and b ∈ B.
Now suppose ψ satisfies the following octagon:
(A⊗mB) ◦ (ψ ⊗B) ◦ (B ⊗mA ⊗B) ◦ (B ⊗ A⊗ ψ) =
(mA ⊗B) ◦ (A⊗ ψ) ◦ (A⊗mB ⊗ A) ◦ (ψ ⊗B ⊗ A) (4.3)
that is to say, for all a, d ∈ A and b, c ∈ B
(adα)β ⊗ bβcα = aβdα ⊗ (bβc)α (4.4)
Then A⊗B becomes a unital associative algebra with product
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(a⊗ b)(c⊗ d) = aψ(b⊗ c)d = acα ⊗ bαd (4.5)
where a, c ∈ A and b, d ∈ B and the unit element is 1A ⊗ 1B. Furthermore,
A and B are subalgebras of A⊗B via the inclusion.
We call such ψ a factorisation of A and B and A ⊗ B a factorisation
algebra and denote it A⊗ψ B.
Of course setting ψ(b ⊗ a) = a ⊗ b yields the tensor algebra A ⊗ B. We
can construct more sophisticated algebras with underlying set A ⊗ B as in
the following examples.
Example 4.2. Let H be a Hopf algebra and A a left H-module algebra.
Suppose H measures A:
h · (ab) = (h(1) · a)(h(2) · b), h · 1A = ε(h)1A
Let ψ be defined as
ψ : H ⊗ A −→ A⊗H; h⊗ a 7−→ h(1) · a⊗ h(2) (4.6)
We show that the octagon (4.3) is satisfied. On the left hand side of the
equation we have:
h⊗ a⊗ g ⊗ b H⊗A⊗ψ7−→ h⊗ a⊗ g(1) · b⊗ g(2) H⊗mA⊗H7−→
h⊗ ag(1) · b⊗ g(2) ψ⊗H7−→ h(1) · (ag(1) · b)⊗ h(2) ⊗ g(2) A⊗mH7−→
h(1) · (ag(1) · b)⊗ h(2)g(2) = (h(1) · a)(h(2)g(1) · b)⊗ h(3)g(2) (4.7)
Last equality coming from measuring axioms. Then on the right hand it goes
as follows:
h⊗ a⊗ g ⊗ b ψ⊗H⊗A7−→ h(1) · a⊗ h2 ⊗ g ⊗ b A⊗mH⊗A7−→
h(1) · a⊗ h(2)g ⊗ b A⊗ψ7−→ h(1) · a⊗ (h(2)g)(1) · b⊗ (h(2)g)(2) mA⊗H7−→
(h(1) · a)(h(2)g)(1) · b⊗ (h(2)g)(2) = (h(1) · a)(h(2)g(1) · b)⊗ h(3)g(2) (4.8)
So we get the desired result.
Note also that
ψ(1H ⊗ a) = 1H · a⊗ 1H = a⊗ 1H
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and
ψ(h⊗ 1A) = h(1) · 1A ⊗ h(2) = ε(h(1))1H ⊗ h(2) = 1A ⊗ h
Finally the product is given by:
(a⊗ h)(b⊗ g) = aψ(h⊗ b)g = ah(1) · b⊗ h(2)g (4.9)
Then both A and H are subalgebras via the inclusion.
We conclude that via ψ as defined in this example the factorisation algebra
A⊗ψ H is exactly the smash product A#H.
4.2 Depth of a Factorisation Algebra
Let A⊗ψ B be a factorisation algebra via ψ : B ⊗A −→ A⊗B, denote this
as Sψ = A⊗ψ B.
Thanks to multiplication in Sψ and the fact that A and B are subalgebras
of Sψ we have that S
⊗B(n)
ψ is an A-B bimodule via
a(a1 ⊗ b1 ⊗A · · · ⊗A an ⊗ bn)b =
aa1 ⊗ b1 ⊗ · · · ⊗ an ⊗ bnb (4.10)
This is then enough to state the next proposition
Proposition 4.3. Let Sψ = A ⊗ψ B be a factorisation algebra between A
and B as described above, then
S
⊗B(n)
ψ
∼= A⊗(n) ⊗B (4.11)
as A-B- bimodules via
θn(a1 ⊗ b1 ⊗B · · · ⊗B an ⊗ bn) =
a1 ⊗ a2α1 ⊗ · · · ⊗ anα(n−1) ⊗ bα11 bα22 · · · bn (4.12)
and inverse
θ−1n (a1 ⊗ a2 ⊗ · · · ⊗ an ⊗ b) = a1 ⊗ 1B ⊗B · · · 1B ⊗B an ⊗ b (4.13)
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Proof. First of all A-B linearity is given by multiplication either in A or B.
Then notice that using multiplication in Sψ and equation (4.4) one gets θn
in the following way:
a1 ⊗ b1 ⊗B a2 ⊗ b2 ⊗B a3 ⊗ b3 ⊗B · · · ⊗B an ⊗ bn 7−→
a1 ⊗ (1A ⊗ b1)(a2 ⊗ b2)⊗B a3 ⊗ b3 ⊗B · · · ⊗B an ⊗ bn =
a1 ⊗ a2(α1) ⊗ bα11 b2 ⊗B a3 ⊗ b3 ⊗B · · · ⊗B an ⊗ bn 7−→
a1 ⊗ a2(α1) ⊗ (1A ⊗ bα11 b2)(a3 ⊗ b3)⊗B · · · ⊗B an ⊗ bn =
a1 ⊗ a2(α1) ⊗ a3(α2) ⊗ (bα11 b2)α2b3 ⊗B · · · ⊗B an ⊗ bn =
a1 ⊗ a2(α1) ⊗ a3(α2) ⊗ bα11 bα22 b3 ⊗B · · · ⊗B an ⊗ bn
Repeat this process to the right n− 1 times to get
a1 ⊗ a2(α1) ⊗ · · · an(αn−1) ⊗ bα11 bα22 · · · bn
Now it is easy to check that:
θ−1n ◦ θn(a1 ⊗ b1 ⊗B · · · ⊗B an ⊗ bn) = a1 ⊗ b1 ⊗B · · · ⊗B an ⊗ bn
Indeed, notice that by multiplication and equation (4.4) for the last tensor
powers in θn(a1 ⊗ b1 ⊗B · · · ⊗B an ⊗ bn) one has:
· · · 1B ⊗B an(α(n−1)) ⊗ bα11 bα22 · · · bn = · · · 1B ⊗B (1A ⊗ bα11 · · · bn−1)(an ⊗ bn)
but 1A ⊗ bα11 · · · bn−1 ∈ B and moves along to the left over the B-tensor, so
we get = · · · ⊗ bα11 · · · bn−1 ⊗ (an ⊗ bn) Repeat this process to the left n − 1
times and we get what we want, that is θ−1n ◦ θn = idS⊗B(n)ψ . Checking that
θ ◦ θ−1 = IdA⊗B⊗n is straightforward. So we have what we wanted.
Theorem 4.4. Let A ⊗ψ B be a factorisation algebra with A and B finite
dimensional algebras, (BM a finite tensor category) and A a left B-module.
Then
dodd(B, Sψ) ≤ 2d(A,BM) + 1 (4.14)
Proof. Let d(A,BM) = n. Then n is the smallest integer such that A⊗(n+1) ∼
A⊗(n). Tensoring on the right by (−⊗B) one gets A⊗(n+1)⊗B ∼ A⊗(n)⊗B.
By previous theorem this is equivalent to (A⊗ψ B)⊗B(n+1) ∼ (A⊗ψ B)⊗B(n).
This by definition is dodd(B, Sψ) ≤ 2n+ 1.
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Note that if B is also an augmented algebra then the inequality above
becomes an equality since one can apply (−⊗B k) on both sides of A⊗(n+1)⊗
B ∼ A⊗(n) ⊗B to get A⊗n+1 ∼ A⊗n.
Corollary 4.5. [22, 6.2] Let H be a finite dimensional Hopf algebra and A
a left H-module algebra measured by H, then
dodd(H,A#H) = 2d(A,HM) + 1 (4.15)
4.3 A Factorisable Algebra and the Depth of
Q
Let C be a k-coalgebra, recall that its k-dual C∗ is a k-algebra via the
convolution product and evaluation: C ⊗ C∗ −→ k; c⊗ θ 7−→ θ(c).
Definition 4.6. Let A be an algebra and C a coalgebra. Let (A,C)ψ be an
entwining structure as defined in (3.5). We say (A,C)ψ is factorisable if
there exists a unique
ψ : A⊗ C∗ −→ C∗ ⊗ A (4.16)
such that the following diagram commutes:
C ⊗ A⊗ C∗ C ⊗ C∗ ⊗ A
A⊗ C ⊗ C∗ A
C⊗ψ
ψ⊗ C∗ evC∗⊗A
A⊗evC∗
(4.17)
We write ψ(a⊗ θ) = θi ⊗ ai for every a ∈ A and θ ∈ C∗, summation over i
is understood.
Furthermore entwining structures (A,C)ψ are factorisable provided C is
k projective [7] when k is a general commutative ring.
Let now R ⊆ H be a finite dimensional Hopf algebra extension, let Q be
their quotient module coalgebra.
By example (3.5) applied to C = Q we get that (H,Q)ψ defined by
ψ(h⊗ g) = g(1) ⊗ hg(2) for all h, g ∈ H is an entwining structure. Since Q is
a vector space over k it is k-projective. Now consider
ψ : H ⊗Q∗ −→ Q∗ ⊗H
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h⊗ θ 7−→ (h(2) ⇀ θ)⊗ h(1) (4.18)
here the action is
(h ⇀ θ)(−) = θ(−h)
For h,− ∈ H.
Then the diagram (4.17) is satisfied and (H,Q)ψ is factorisable via ψ as
defined above.
Definition 4.7. Let H be a Hopf algebra, A a finite dimensional left H-
module algebra measured by H. Let ψ : H⊗A −→ A⊗H; h⊗a 7−→ aα⊗hα
be a factorisation. Define the generalised smashed product of A and H as
follows:
A#ψH
with product,
(a#h)(b#g) = aψ(h#b)g = a(bα#h
α)g (4.19)
Consider now the algebra Q∗op, that is to say, for all θ, γ ∈ Q∗op and h ∈ H
we have < h, θγ >=< h(2), θ >< h(1), γ >. Then we form the generalised
factorised smash product algebra Q∗op#ψH with product given by
(θ#h)(γ#g) = θ(h(2) ⇀ γ)#h(1)g (4.20)
Of course we identify Q∗op with Q∗op#1H and H with εH#H. Let h, g ∈ H
and θ, γ ∈ Q∗op, the multiplication yields
(εH#h)(εH#g) = εH(h(2) ⇀ εH)#h(1)g = εH#hg (4.21)
and
(θ#1H)(γ#1H) = θ(1H ⇀ γ)#1H1H = θγ#1H (4.22)
Hence both H and Q∗op are subalgebras in Q∗op#ψH. Moreover Q
∗op#ψH
is an H and Q∗op left and right module via multiplication.
Theorem 4.8. Let R ⊆ H be a finite dimensional Hopf algebra extension
and Q = H/R+H its generalised permutation module. Let Q∗op#ψH be the
generalised factorised smash product. Then
dodd(H,Q
∗op#ψH) = dh(R,H) (4.23)
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Proof. First notice that Q∗op#ψH is a factorisation algebra via ψ(γ ⊗ h) =
h(2) ⇀ γ⊗h(1) with unit element εH⊗1H . Assume then that dodd(H,Q∗op#ψH) =
2n + 1. Apply theorem (4.4) and use the fact that H is augmented to get
d(Q∗op,HM) = n. Since Q∗ −→ H∗ is a Frobenius extension [25] one can see
that this implies by self duality and opposing categories d(Q,MH) = n. By
theorem (2.15) we get dh(R,H) = 2n+ 1 which is what we wanted.
Chapter 5
Appendix
5.1 A Case in Favour of Finite Depth
Let R ⊆ H be a finite dimensional Hopf algebra pair. Recall that given R or
H of finite representation type then the pair is necessarily of finite depth.
It is then necessary to focus on infinite representation type finite dimen-
sional Hopf algebra pairs if we want to give a definite answer to the problem
of whether a given extension R ⊆ H is always of finite depth.
To provide with a case in favour of this hypothesis we will sketch a proof
of the depth of the 8-dimensional small quantum group H8 in its Drinfeld
double D(H8). As we will see both are of infinite representation type.
Definition 5.1. The 8-dimensional small quantum group H8 is defined as
an algebra over the complex numbers C by:
H8 = 〈K,E, F | K2 = 1, E2 = F 2 = 0, EK = −KE,FK = −KF,EF = FE〉
(5.1)
with coalgebra structure given by:
∆(K) = K ⊗K, ε(K) = 1
∆(E) = E ⊗ 1 +K ⊗ E, ε(E) = 0
∆(F ) = F ⊗K + 1⊗ F, ε(F ) = 0 (5.2)
Furthermore the antipode S is defined by:
S(K) = K, S(E) = −EK, S(F ) = −KF (5.3)
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Notice that kerε = H+8 = 〈1−K,E, F 〉C. Moreover, the Jacobson radical
JH8 = 〈E,F 〉C, J2H8 = 〈EF 〉C and J3H8 = {0}.
As it is seen in [28] H8 has two orthogonal primitive idempotents:
e1 =
1 +K
2
, e2 =
1−K
2
(5.4)
Proposition 5.2. Some important indecomposable modules of H8 for our
computations are:
Two 4-dimensional projective indecomposables:
P1 = e1H8, P2 = e2H8, (5.5)
and two non projective simples:
S1 = soc(P1) ∼= C, S2 = soc(P2) (5.6)
Other indecomposables are:
3-dimensional non projective indecomposables:
M1 = Ce1E ⊕ Ce1F ⊕ Ce1EF, M2 = Ce2E ⊕ Ce2F ⊕ Ce2EF, (5.7)
2-dimensional non projective indecomposables:
N1 = Ce1E + Ce1EF, N2 = Ce1F + Ce1EF
V1 = Ce2E + Ce2EF, V2 = Ce2F + Ce2EF, (5.8)
Definition 5.3. Let M be an R-module. The Loewy length, or radical length
of M , is the smallest m such that JmM = 0, we denote it by L(M) = m.
Definition 5.4. Let A be a k-algebra. We say A is Nakayama if the principal
modules Pi of A have a unique composition series.
Definition 5.5. Let A be a k-algebra. Let {e1, · · · , em} be a complete set of
primitive orthogonal idempotents. We say A is a basic algebra if eiA  ejA
for all i 6= j.
Theorem 5.6. [36, 3.1] Let H be a finite dimensional basic Hopf algebra.
Then H is of finite representation type if and only if H is a Nakayama
algebra.
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Theorem 5.7. H8 is of infinite representation type.
Proof. Clearly H8 is basic. The Loewy length of P1 is L(P1) = 3, on the other
hand, the length is l(P1) = 4. Hence P1 has two different composition series
and then H8 is not Nakayama. The result follows from previous theorem.
We now consider the Drinfeld double of H8.
Definition 5.8. The Drinfeld double of H8, denoted by D(H8) is a 64-
dimensional Hopf algebra defined as an algebra over the complex numbers
by:
D(H8) = 〈K,E, F, L,D,G | K2 = L2 = 1, E2 = F 2 = D2 = G2 = 0
EK = −KE,FK = −KF,DK = −DK,GK = −KG,EL = −LE,FL =
−LF,DL = −LD,GL = −LG,KL = LK,EF = FE,DG = GD,
FD = −DF,EG = GE,ED = −DE,FG+GF = 1− LK〉 (5.9)
The coalgebra structure is given by: K,E, F as in H8
∆(L) = L⊗ L, ε(L) = 1,
∆(D) = L⊗D +D ⊗ 1, ε(D) = 0,
∆(G) = G⊗ L+ 1⊗G, ε(G) = 0. (5.10)
and the antipode S is given by: K,E, F as in H8,
S(L) = L, S(D) = −DL, S(G) = −GL (5.11)
Proposition 5.9. 1
1. the Jacobson radical JD(H8) = 〈E,F,D, L〉C.
2. D(H8) is basic and has 4 16-dimensional projective indecomposables.
3. D(H8) is not Nakayama and hence of infinite representation type.
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We will now consider Q = D(H8)/H
+
8 D(H8). Recall that H
+
8 = 〈1 −
K,E, F 〉. It is then easy to compute Q as a 8-dimensional D(H8) module
coalgebra with basis:
Q = C{Li, Dj, Gk} (5.12)
where 0 ≤ i, j, k ≤ 1.
Furthermore, let X ∈ D(H8), using the relations given in (5.8) and the
fact that H+ = 〈1−K,E, F 〉 we see that in Q:
K ·X = X, E ·X = F ·X = 0 (5.13)
Using this and the relations above we get that as a right H8 module
Q ∼= V1 ⊕N1 ⊕ 2S2 ⊕ 2S1 (5.14)
Recall that both H8 and D(H8) have commutative representation rings
[39].
Proposition 5.10. The tensor products of the indecomposable summands of
Q are as follows:
V1 ⊗ V1 ∼= V1 ⊗N1 ∼= N1 ⊗N1 ∼= V1 ⊕N1
V1 ⊗ S1 ∼= N1 ⊗ S2 ∼= V1, N1 ⊗ S1 ∼= V1 ⊗ S2 ∼= N1
S2 ⊗ S2 ∼= S1, S2 ⊗ S1 ∼= S2, S1 ⊗ S1 ∼= S1 (5.15)
Theorem 5.11.
3 ≤ d(H8, D(H8)) ≤ 4 (5.16)
Proof. By the previous proposition Q ∼ Q⊗(2). Apply equation (2.12).
1The proof of this proposition relies exactly in the same arguments as theorem (5.7).
Full details are expected to be published as a preprint soon.
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5.2 Further Research
As it was first exposed at the beginning of this work, one of the most impor-
tant questions in depth theory in recent years is whether given a finite dimen-
sional Hopf algebra extension R ⊆ H, the pair is always of finite depth. As it
has been exposed in these pages, the quotient module coalgebra Q = H/R+H
has proven to be useful in understanding depth, as well as it is a natural ve-
hicle to intertwine the concept of depth of a module in its module category
with the main definition in terms of tensor powers of the regular representa-
tion of the Hopf algebra H. This gives us the power to determine the depth
of a pair by just looking into the representation rings A(H) or A(R) of the
Hopf algebras H ⊇ R.
With this in mind, and taking into account the advancements made in
this current work I propose the following research problems for the immediate
future, either to enrich our understanding of depth and its relationship to Q
or to pursue a definite answer for our main question:
1. As it is pointed out in chapter 2, in [20, Chapter 9] it is shown that
Mackey's decomposition theorem is used to show that permutation
modules of finite group algebras are always algebraic. This in turn
implies that finite group algebra extensions over commutative rings are
always finite depth. Since for a finite dimensional Hopf algebra pair
R ⊆ H, their quotient module Q is a natural generalisation of the
permutation module of a finite group extension, it is natural to ask if
for such an extension R ⊆ H it is true that their quotient module Q is
always algebraic, and hence the extension of finite depth.
2. We know finite representation type implies finite depth, then semisim-
ple pairs are always finite depth, it is then natural to look into finite
dimensional extensions of pointed Hopf algebras.
3. Study finite dimensional Hopf algebra extensions of infinite represen-
tation type to look for counterexamples to finite depth.
4. Give a formula for the depth of a n-th Taft algebra at the root of unity
Hω(n) in its Drinfel double D(Hω(n)). (Work in progress. Preprint
soon to appear).
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