An n algebraic function of degree p satisfies an algebraic equation of degree p, whose polynomial coefficients have maximum degrees given by the vector n. If a function which is analytic at the origin is approximated by an n algebraic function of degree p, the table of approximations is a table of dimension p + 1. Under suitable conditions, the sequence of algebraic approximations along an arbitrary "row" (a line parallel to an arbitrary axis in the table), converges to a given meromorphic function, uniformly on a suitable compact set.
§ 1. Introduction. This paper discusses some convergence properties of the "rows" of the algebraic (Hermite-Pade) approximation. The results extend those of Baker and Lubinsky [3] , which are, in turn, generalizations of the classical de Montessus theorem on the convergence of Pade approximants [l] , [2] .
Many of the ideas here are based on the work of Baker and Lubinsky [3] , which also contains an extensive bibliography of previous investigations. However, one significant difference is that Baker and Lubinsky link the existence of an essentially unique algebraic form with the existence of a unique algebraic multiplier. Furthermore, these authors consider convergence only along "rows" parallel to the first axis of the table of algebraic approximations, and obtain only necessary conditions for the existence of a unique algebraic multiplier.
In this paper the concept of the existence of a unique algebraic multiplier has been decoupled from the concept of the existence of an essentially unique algebraic form, and consequently, of the algebraic approximation. It has been shown by Mcinnes [5] that an essentially unique algebraic form may be identified for any f ( z) which is analytic at the origin. The table of n algebraic approximations of degree p is a table of dimension p + 1. In this paper an "ith row" refers to a sequence of approximations along a line parallel to the ith component of the (p + 1 )-vector n (i.e., parallel to the ith axis in the table). One question considered here is to identify necessary and sufficient conditions under which an essentially unique i-multiplier (associated with the "ith row") exists for a given meromorphic function.
The convergence theorem given in this paper is extended to consider convergence along an arbitrary "ith row" in the table of algebraic approximations. It is shown that the sequence of algebraic approximations converges to a given meromorphic function f(z), uniformly on a suitable compact set.
In the remainder of this section the previous results are reviewed after establishing the basic definitions and notation. The main results are stated in Section 2 and proved in Section 3. Some comments and examples conclude the paper in Section 4.
Definitions and Notation
The n algebraic approximation of degree p can be defined as follows (see for example
Mclnnes [5] ).
Let f(z) be defined and analytic at z = O. Let p be a positive integer and let no, n1, ... , np be a set of integers all 2:: -1. Choose a finite sequence of polynomials, ao(z), a1(z), ... , ap (z) , not all zero, and of degrees not exceeding no, n1, ... , np respectively (where the polynomial of degree -1 is to be interpreted as the zero polynomial), such that
J=O
The function P(f, z) satisfying (1.1) is referred to as an algebraic form of the type n = (no, n1, ... , np) and degree p.
Because equation (1.1) determines a homogeneous system of N linear equations in N + 1 unknowns (viz., the coefficients of each aj( z )), there will always exist a non-trivial solution, (ao(z),a1(z), .. ,,ap(z)), to (1.1). When this solution space is one-dimensional, any two non-trivial solutions will be non-zero scalar multiples of each other. In this case the (non-trivial) solution is said to be essentially unique. A unique representative of this class of solutions may be identified by using a suitable normalization, such as requiring that the coefficients in the polynomials are no greater than one in absolute value with equality occurring in at least one case.
In general, the solution space for (1.1) may have more than one dimension. In this case we restore uniqueness by replacing Nin (1.1) by some larger value N + S, where the "surplus" S > O is chosen to be as large as possible (see [5, Theorem 3] ).
Given this unique algebraic form P*(f, z ), it is clear that an algebraic function approximation Q( z) may be defined by P* ( Q, z) = O. From the general theory of algebraic functions, it is known that this equation normally has p distinct analytic branches at the origin. This occurs when BP*(!, z) / a flz=O -/:, 0, and the n algebraic form P*(f, z) is called normal in this case [5] . (For a discussion of normal and non-normal algebraic forms see
Mcinnes [5] ).
If the algebraic form P*(f, z) is normal, then the corresponding n algebraic approxi- The existence of an infinite sequence of rational approximations was extended to the existence of an infinite sequence of quadratic (p = 2) approximations in [4] . The existence of arbitrary algebraic approximations of general degree has been subsequently shown in [5] .
It remains to investigate the convergence properties of such a sequence.
Baker and Lubinsky [3] In this paper, it is shown that a similar result holds if any of the nj -+ oo, while the other ni, i =J j remain fixed (convergence along an arbitrary "row"). Some of the hypotheses in [3] are dropped, including the simple connectivity of K. The notation used is modelled largely on that of [5] , although there is also clearly a debt to the notation used in [3] , with the notable exception that no special importance is attached to the ao( z) term. § 2. Statement of Results.
In order to prove the main theorem we need a preliminary result which is also of some independent interest. Roughly speaking, this theorem states that, where the equation £-,.oo (2.5) This result will be used to obtain uniform convergence of the sequence of algebraic approximations along a "row". However, we first need to generalize some of the definitions in [3] .
It is assumed throughout that f ( z) is analytic except for isolated poles in some open
Let p be a positive integer, i a non-negative integer not exceeding p and n(i) The 0-multiplier in this definition is the same as the algebraic multiplier defined in [3] .
Note that in general ai( z) will not be a polynomial. Clearly the notation established in the above definition conflicts with the standard basic notation for the algebraic form in (1.1). The notation for the appropriate algebraic form is modified in an obvious way in the following theorem.
Since any non-zero constant multiple of an i-multiplier is also an i-multiplier, the imultiplier will be called essentially unique [3] if any other i-multiplier with these properties has the form ca(i)(z), where c-=!=, 0. For the remainder of this paper, "unique" should always be interpreted in the sense of "essentially unique", since, as in [5] , a unique representative
of this class of i-multipliers may be identified by choosing a suitable normalization of the vector of coefficients of the non-trivial vector a (i) ( z).
If the function f(z) has q poles and r zeros (both counted with multiplicity) in B(O, R), then (2.6) gives rise to a homogeneous system of (p -i)q + ir linear equations in the coefficients of the polynomials aj(z),
expansions of the sum in (2.6) about each pole and zero of f ( z) the coefficients of negative powers must all be set to zero). Note that r may be infinite when i = 0, and q may be infinite when i = p, but otherwise (2.6) implies that q, r are finite as observed above. If we define
then the number of unknown coefficients in this linear system is N(i)
On the other hand, (essential) uniqueness of the multiplier means that the number of unknowns cannot exceed the number of equations by more than 1. That is
When the equality
holds, then the i-multiplier may be essentially unique, but, as Theorem 2.4 will show, not necessarily.
The main result is now stated. 
algebraic form of degree p which is of maximal order, and which may be chosen uniquely by a suitable normalization of the vector of coefficients of the non-trivial vector of coefficient polynomials a( z). Denote this unique vector of polynomials by an; ( z) = (ao,n;(z), a1,n;(z), ... , ap,n;(z)).
(ii) For every infinite sequence S of integers, there is a subsequence S' of S, and an i- In view of the uniqueness of a ( i) ( z) this condition can be satisfied only by the two possibilities:
(ii) b 1 (z) = 0 and b 2 (z) is the unique 0-multiplier of type n~i) for f(z).
Suppose (i) holds. Then an inequality of the type (2.9) must hold for this case. That is, the a-multiplier of type n~i) for [f(z)J-1 satisfies
Since b 2 (z) = O, there is no multiplier of type n~i), and hence an inequality of the type (2.8) cannot hold in this case. That is and hence
using (2.14), (2.15),
But by hypothesis, (2.10) holds, and the previous inequality must be an equality. Hence equality holds also in (2.14), (2.15).
A similar argument for the case (ii) gives Nii) = ir -1 and NJi) = (p -i)q for the second case.
The problem of finding n(i) satisfying (2.10) for which a unique i-multiplier always exists thus reduces to the case i = O, along with a closely related problem of finding n<i) for which 0-multipliers never exist. The following theorem characterizes these n(i). (-1,-1 
Using the Taylor series expansion of F(z, y), about y = f(z), gives for z E U, 
for which IY -f(z)I < 8.
It is immediate from (3.7) that f L has the required property (2.4). Since 8 may be chosen arbitrarily small, (3.8) shows that f L also satisfies (2.5).
It remains only to show that f L(z) is an analytic function on U.
In view of (3.6) and (3.7) with 8 = 80, the implicit function theorem gives, for any 
Then, by the uniqueness of the solution of (3.7), (3.8) we have
Thus f L is analytic at z = zo, and, since the choice of zo is arbitrary, this equality holds on all of U.
D
The proof of Theorem 2.3 is modelled closely on the proofs of the analogous results
given by Balcer and Lubinsky [3] .
Proof of Theorem 2.3(i)
The existence and uniqueness of the n algebraic form of degree p has been shown by
Mclnnes [5] . Hence, given n(i), there exists a sequence of unique, non-trivial vectors of polynomials, an; ( z). 
. , ai-1,n;(z), ai+l,n;(z), ... , ap,n;(z)).
To begin, we show that ni = 0, 1, 2, ... Since an,(z) is a non-trivial vector, ai,n,(z) ¢ 0, and the left side of (3.12) has a zero of order at most ir + ni, But by (2.10) (a hypothesis of this theorem),
Further Ni+ ni + 1 = N, and so this inequality contradicts (3.12). Hence (3.11) holds.
Now normalize the vector an, ( z) so that the coefficients of each polynomial in a~[ ( z)
have absolute value at most one with equality for at least one coefficient. A standard diagonal argument allows us to choose a subsequence S', of the sequence S of integers ni, in which each coefficient in each polynomial of a~/ ( z) converges.
If we now define aj(z) by letting each of its coefficients be the limit, as ni ~ oo through S', of the corresponding coefficients in aj,n.(z), it is clear that (2.11) holds for j =f i.
To complete the proof we must show that
is an i-multiplier and that (2.11) holds for j = i.
where z1, ... , z1 (zL ... , z 1 ,) are the distinct poles (zeros) of J(z) with respective multiplicities m1, ... , mz (mi, ... , m~,).
which is analytic in B(O, R). By Cauchy's integral formula with lzl < p < R, we have · tltN(t-z) )dt,
Since, by (2.10), T(t) is of degree N(i) = N -ni -l, the integrand of the second integral in (3.14) is O(r 2 ) as ltl -+ oo, is analytic as a function oft in itl ~ p, and hence (letting p -+ oo) this integral vanishes.
In the first integral in (3.14), the terms T(t)J(ti-i are analytic and hence bounded, and the normalization of the a~/ ( z) ensures that the polynomial coefficients remain bounded as ni -+ oo. Thus, since p-N = O(p-n;) as ni -+ oo, the first integral in (3.14) is O(p-n;) as ni -+ oo, so that, since p < R was arbitrary, we have, uniformly for lzl ~ p' ( < p) < R,
Together with (2.11) for j i=, i, this shows that, uniformly on compact subsets of 
B(O, R), excluding poles and zeros of f(z), we have
p n!~oo ai,n;(z) = -L aj(z)f(zi-i = ai(z).
D Proof of Theorem 2.3(iv)
The convergence of (2.11) and (2.12) when S' = z+ follows easily from parts (ii) and (iii) respectively, and the assumed uniqueness of the i-multiplier a(i)(z). Note that by part (i) the sequence an;(z) may be chosen uniquely. 
Proof:
If each bk(z) is a 0-multiplier then in particular b1(z) = a< 0 )(z) is a 0-multiplier.
Conversely, suppose that a< 0 )(z) is a 0-multiplier for f(z). Fork= l(l)p,
can have poles only at the poles of f(z) and, in order to cancel the poles in the sum of the first k -1 terms of I:~=l aj(z)f(z)i, these poles can have order no greater than the corresponding poles of f(zl- The multiplier is not unique if any of the following hold:
(iii)The inequality (3.17) is strict.
(iv) The conditions (3.18), (3.19) apply to two or more distinct pairs v, w.
(v) Both conditions (3.18), (3.19) hold strictly.
(vi) Conditions (3.18), (3.19) apply and (3.17) holds for some k < v.
By inequalities (2.8) and (2.9) with i = 0 and p = k, the (strict) inequality (3.17) guarantees the existence (non-uniqueness) of a 0-multiplier of type (n1, ... , nk) for any f ( z) with q poles in B(O, R). These multipliers can be converted to 0-multipliers of type 
This proves (ii) and (iv).
If each of (3.18), (3.19) hold strictly then each member of a(O)(z) defined above may be multiplied by a linear function ,\( z) ¢. 0 to give a new 0-multiplier which is still of type n(O). Since the choice of ,\( z) is arbitrary, (v) follows.
Finally, when the conditions of (vi) hold, the multipliers that arise from (i) and (ii) 
where, in (3.21), the O can be any of the first Cj entries, or To show sufficiency in part (i) (respectively part (ii)), let n(O) take the form (2.17) (respectively (2.21)). We show that there is a unique a-multiplier for every (respectively no a-multiplier for any) f ( z) with q poles. The existence of a a-multiplier follows from (2.16).
The proof of uniqueness is by induction on the number of blocks in n (O). Both parts (i) and (ii) are treated simultaneously. (iii) llJ-1 is of the form (2.17), m1 is of the form (2.18).
In this case Lemma 3.1 and the induction hypothesis imply that (as+1(z), · · ·, ap(z))
is the unique a-multiplier of type nJ-l for f(z), so that 
. , ao(z)).
Furthermore, the n algebraic approximation of degree p to f(z)-1 may be defined as
2. In the case of rational functions, p = 1, the inequality ( Table 1 The relation (2.11) also implies that as n1 -t oo, This may be compared to a1(z) = ~ez(l -3z) 
