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Abstract
Recently, there has been much interest in deep learning
techniques to do image compression and there have been
claims that several of these produce better results than en-
gineered compression schemes (such as JPEG, JPEG2000
or BPG). A standard way of comparing image compres-
sion schemes today is to use perceptual similarity metrics
such as PSNR or MS-SSIM (multi-scale structural similar-
ity). This has led to some deep learning techniques which
directly optimize for MS-SSIM by choosing it as a loss func-
tion. While this leads to a higher MS-SSIM for such tech-
niques, we demonstrate using user studies that the result-
ing improvement may be misleading. Deep learning tech-
niques for image compression with a higher MS-SSIM may
actually be perceptually worse than engineered compres-
sion schemes with a lower MS-SSIM.
1. Introduction
Images have a lot of redundancy. Compression takes
advantage of this redundancy to reduce image sizes. The
value of compression is that it reduces the storage space re-
quired for images and the network bandwidth for transmit-
ting them. It can also be used to reduce network latency
when transmitting images. This can be significant since
large numbers of photographs are transmitted and stored ev-
ery day. For example, it is reported that users upload 300
million photographs to Facebook every day and Snapchat
users share about 527,000 images per minute [6]. Com-
pression may be lossless (e.g. formats such as PNG [5]) or
lossy (e.g. JPEG [18], JPEG2000 [17] or BPG [3]). Loss-
less compression implies that the original image can be per-
fectly reconstructed. Lossy compression on the other hand
trades-off reconstruction error for improved compression
(reduced file sizes). Traditionally, compression schemes
have been engineered. For example formats such as JPEG
[18], JPEG2000 [17] or BPG [3] do not learn from the data.
More recently, deep learned compression schemes [1, 2,
11, 13, 10] have been proposed which can be trained using
data. The typical deep learned compression scheme consists
of an encoder-decoder architecture with a loss function. The
loss function usually optimizes for a distortion loss while
at the same time trying to minimize the bit rate aka rate-
distortion trade-off [16]. The encoder maps the image into
an embedding which is a much more compact representa-
tion. An entropy coder takes this embedding as input, quan-
tizes it and converts it to a bitstream which is much more
compact. To get back the image, entropy coding is reversed
to produce an embedding which is then fed into a decoder
to give a reconstructed approximate image as output (this is
lossy compression). A variety of deep learning techniques
have been proposed using the above basic framework.
Compression techniques are evaluated using measures
such as structural similarity (SSIM) or PSNR between the
original and reconstructed images. More recently, the
trend is to evaluate compression using multiscale struc-
ture similarity (MS-SSIM) [19] sample compression works
[1, 2, 11, 13, 10]. PSNR and MS-SSIM were originally for-
mulated as perceptual metrics but don’t seem to completely
capture certain type of distortions created by learned com-
pression methods.
While originally formulated as a perceptual loss metric,
a common trend has been to use MS-SSIM directly as a loss
function for deep learning techniques and optimize for this
measure [11, 13, 9]. Although, some methods [2, 10] train
separate models using MS-SSIM and MSE (mean-squared-
error) loss functions. While the models trained for MSE
get higher PSNR (compared to ones trained for MS-SSIM),
they have lower MS-SSIM scores. A different ranking of
methods may be produced by directly optimizing on MS-
SSIM. Several claims have been made that such approaches
are better compared to engineered compression formats due
to their higher MS-SSIM. We show that when we look at
human perceptual judgments, PSNR and MS-SSIM scores
may be misleading and may lead to the wrong conclusions
about which technique is better. MS-SSIM cannot differ-
entiate between a (locally) blurry patch and a patch which
isn’t blurry so this could be one reason for this difference.
However, it is clear by looking at the images and user judg-
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Figure 1. An example from the Kodak dataset. In order of MS-SSIM values Mentzer et al. > Ball et al. > BPG > JPEG-2000. However,
visually the foreground and text from BPG and JPEG-2000 are clearly better in quality. The text from the deep learning techniques is hard
to read.
ments that the problems with these metrics go beyond this
issue.
In this paper we conduct extensive human study on per-
ceptual similarity for image compression techniques. Us-
ing MTurk platform, we make pairwise comparisons for the
following methods: JPEG-2000 [17], BPG [3], Mentzer et
al. [11] and Ball et al. [1]. We demonstrate that learning
based compression methods [11, 1] despite having higher
MS-SSIM scores are visually worse, see Figure 1 for an ex-
ample. We pick [11, 1] as two methods for evaluation since
their implementations are publicly available unlike a num-
ber of other methods. Refer to the original papers Mentzer
et al. [11] and Ball et al. [1] for detailed method descrip-
tions.
2. Human Evaluation Setup
We conduct human perceptual similarity study on Ama-
zon MTurk by showing an evaluator original image along
with two reconstructed images from two compression tech-
niques at a time. They were asked to choose an image which
is more similar to the original. The evaluators are shown en-
tire images along with a synchronized (on all three) magni-
fying glass to observe finer details. This gives them a global
context of the whole image and at the same time provides a
quick way to access local regions. No time limit was placed
for this human experiment. An instance from this evalua-
tion page is shown in Figure 2.
The evaluators are forced to choose the compressed im-
age which is closer to the original (2AFC). 2AFC is a known
way of performing perceptual similarity evaluation and has
been used by [15] for evaluating super-resolution tech-
niques. In this setup, we compare two engineered (JPEG-
2000 [17], BPG [3]) and two learning based (Mentzer et al.
[11], Ball et al. [1]) compression techniques by choosing
all possible combinations (six pairs in total). Further, we do
this at four different compression levels - i.e. bits-per-pixel
Figure 2. Sample instance from MTurk HIT. Entire images are
shown at the top with original image in the middle and image from
one method on the left and other on the right. The bottom images
are magnified version of a small window which can be controlled
by moving the cursor.
(bpp) values: 0.23, 0.37, 0.67, 1.0. The study is conducted
on four standard datasets: Kodak [7], Urban100 [8], Set14
[20] and Set5 [4].
With this setup, we have a total of 3432 pairs (6 pairs for
four methods, 4 bpp values and 143 images in total). For
each such pair, we obtain 5 evaluations resulting in a total
of 17160 HITs.
3. Results
By varying the hyper-parameters such as the number of
channels in the bottleneck, weight for distortion loss (target
bit-rate for [11]), we reproduce the models for [11, 1] at
different bpp’s by training on the ImageNet dataset [14].
For each test dataset, we compress all the images using a
model and take an average of bpp, MS-SSIM and PSNR
across the images within the dataset. We do the same for
all the models which gives us multiple points on the MS-
SSIM vs bpp and PSNR vs bpp curves. We interpolate the
values between two such points and we do not extrapolate
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Figure 3. Evaluation on the Kodak dataset [7] using MS-SSIM (left), PSNR (middle) and human study (right). In this case, Ball et al. is
never the best method for any image.
Figure 4. Human study on the Kodak (left most) [7], Urban100 (second from left) [8], Set14 (second from right) [20] and Set5 (right most)
[4] when BPG is excluded from the comparison.
Figure 5. Evaluation on the Urban100 dataset [8] using MS-SSIM (left), PSNR (middle) and human study (right).
the values outside the bpp range 1.
1in the case of [1] we used an MS-SSIM loss instead of the MSE loss
in the original paper but this does not change the general conclusions of
the paper
For human evaluation, based on the setup explained in
Section 2, for each image and a given bpp value we have 5
pair-wise votes in the form of method-A vs method-B. Since
we have all possible pairs for four methods under considera-
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Figure 6. Evaluation on Set14 dataset [20] using MS-SSIM (left), PSNR (middle) and human study (right). In this case, Ball et al. is never
the best method for any image.
Figure 7. Evaluation on Set5 dataset [4] using MS-SSIM (left), PSNR (middle) and human study (right).
tion, we aggregate these votes and obtain the method which
does best for the given image (at a particular bpp value)
based on maximum votes. In a rare case of a tie between
two or more methods (happens for less than 2% of cases),
we assign a score of 0.5 (two-method tie) or 0.33 (three-
method tie) to each tying methods. In the Figures 3, 5, 6
and 7, we show the number of images (y-axis) for which a
method performs best.
The comparisons for Kodak [7] are shown in Figure 3.
We observe that Mentzer et al. [11] have the highest MS-
SSIM score for all bpp values. Ball et al. [1] obtains higher
MS-SSIM score compared to BPG and JPEG-2000 after 0.3
bpp, which is followed by BPG and JPEG-2000 has the low-
est MS-SSIM scores. Contrary to the MS-SSIM scores, hu-
man evaluation shows that BPG performs significantly bet-
ter than all the other methods, including [11] which has sub-
stantially higher MS-SSIM. In Figure 4 we show the human
study plots when BPG is excluded from the comparison. In
this case, Mentzer et al. [11] does best at lower bpp and
JPEG-2000 does best at higher bpp. This observation con-
tradicts the PSNR scores which are higher for JPEG-2000.
Thereby for learned approaches, MS-SIM is still a better
loss function than PSNR.
Similarly comparisons for other datasets are made in:
Figure. 5 for Urban100 [8], 6 for Set14 [20] and Figure
7 for Set5 [4].
4. Discussion
Deep learning techniques directly optimize metrics such
as MS-SSIM or MSE (mean-squared-error) and hence are
able to get high numbers on these metrics. The experiments
above show that there is no direct correlation between the
quality of output from a given compression technique and
metrics such as PSNR or MS-SSIM. While we picked two
techniques this seems to be a more general problem for deep
learned image compression techniques. In the absence of a
better metric, papers should provide an implementation or
at least images on standard datasets so that researchers may
compare their new technique against an existing one. Hav-
ing a better perceptual metric close to human visual per-
ception would be ideal. Note that similar observations have
been drawn in [12].
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