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MONOTONICITY RESULTS FOR THE FIRST STEKLOV
EIGENVALUE ON COMPACT SURFACES
HENRIK MATTHIESEN AND ROMAIN PETRIDES
Abstract. We show several results comparing sharp eigenvalue bounds for the first
Steklov eigenvalue on surfaces under change of the topology. Among others, we obtain
strict monotonicity in the genus. Combined with results of the second named author
[Pe15] this implies the existence of free boundary minimal immersions from higher
genus surfaces into Euclidean balls. Moreover, we can also give a new proof of a
result by Fraser and Schoen that shows monotonicity in the number of boundary
components.
1. Introduction
If Σ is a compact surface with non-empty, compact boundary ∂Σ, the Dirichlet-to-
Neumann operator T is given by
T (u) = ∂ν uˆ,
where uˆ is the harmonic extension of u ∈ C∞(∂Σ) to Σ and ∂ν denotes the derivative
along ∂Σ in the directon of the outward pointing unit normal. This operator has purely
discrete spectrum, which we will denote by
0 = σ0(Σ) < σ1(Σ) ≤ σ2(Σ) ≤ . . . .
Here, each eigenvalue is repeated as often as its multiplicity requires. For more on the
Steklov spectrum, we refer to the nice survey [GP17].
Recently, there has been a lot of interest in maximization problems related to these
eigenvalues. One motivation to study such problems is their connection to free boundary
minimal surfaces in Euclidean balls, see [FS11]. In particular, spectacular results have
been obtained for the first non-zero eigenvalue σ1. Before we can discuss this in more
detail, we need to introduce some notation.
For a compact, orientable surface of genus γ and with k boundary components, we
write
σ∗(γ, k) = sup
g
σ1(Σ, g) length(∂Σ, g)
where the sup runs through all smooth metrics g on Σ.
Similarly, for non-orientable surfaces of non-orientable genus γ and k boundary com-
ponents, we write
σ∗K(γ, k) = sup
g
σ1(Σ, g) length(∂Σ, g)
with the sup again taken over all smooth metrics g on Σ.
Our main result relates these numbers under some change of the topology.
Date: January 26, 2018.
1
2 HENRIK MATTHIESEN AND ROMAIN PETRIDES
Theorem 1.1. (i) Assume that there is a smooth metric achieving σ∗(γ, k). Then
we have the strict inequalities
(1.2) σ∗(γ, k + 1) > σ∗(γ, k),
and
(1.3) σ∗K(2γ + 1, k) > σ
∗(γ, k).
If we additionally assume that k ≥ 2, we also have
(1.4) σ∗(γ + 1, k − 1) > σ∗(γ, k),
and
(1.5) σ∗K(2γ + 2, k − 1) > σ
∗(γ, k).
(ii) Assume that there is a smooth metric achieving σ∗K(δ, k), then
(1.6) σ∗K(γ, k + 1) > σ
K(γ, k),
and
(1.7) σ∗K(γ + 1, k) > σ
K(γ, k).
The first of these inequalities (1.2) was shown by Fraser and Schoen using a different
approach [FS16]. They also obtained that for each k there are smooth metrics achieving
σ∗(0, k) for any k ≥ 1. Very recently, Karpukhin extended this to any genus, i.e. he
showed that there are smooth metrics achieving σ∗(γ, k) for any γ ≥ 0 and k ≥ 1,
[Ka18]. The key step in his proof is to show the non-strict version of (1.4) and to
combine this with (1.2) to obtain
(1.8) σ∗(γ + 1, k) > σ∗(γ, k).
The existence of maximizers then follows from the main result of [Pe15].
All inequalities from Theorem 1.1 are obtained using the same glueing technique in
the spirit of related results for the first eigenvalue of the Laplace operator on closed
surfaces from [MS17]. Our technique gives a unified approach for all these problems.
As indicated above, it follows from Theorem 1.1 and [Pe15] that it is possible for
any γ ≥ 0 and k ≥ 1 to find smooth metrics achieving σ∗(γ, k). Since such maximizing
metrics always arise as immersed free boundary minimal surfaces in Euclidean balls, we
also get the existence of such immersions for any possible topological type of orientable
surfaces.
Theorem 1.9. For any γ ≥ 0 and k ≥ 1, there is a smooth metric achieving σ∗(γ, k).
In particular, for any such γ, k, there is N = N(γ, k) and a free boundary minimal
immersion Σγ,k → B
N , where BN ⊂ Rn is the unit ball.
The same result was very recently independently obtained by Karpukhin [Ka18].
For γ = 0, this was obtained earlier by Fraser and Schoen [FS16]. We expect, that
Theorem 1.1 can be used to obtain an analogous existence result also for non-orientable
surfaces and plan to address this in a forthcoming paper.
The question for which topological types of surfaces one can find free boundary
minimal surfaces in Euclidean balls, in particular the three ball, has recently also been
addressed by very different techniques. Using an equivariant version of min-max theory
Ketover obtained the existence of free boundary minimal surfaces in B3 of unbounded
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genus and three boundary components [Ke17, Ke17a]. Examples of the same topological
type using desingularization techniques were found by Kapouleas and Li [KL17]. Using
related perturbation techniques, Folha, Pacard, and Zolotareva obtained the existence
of examples in B3 with genus 1 and k boundary components for k large. Examples
with high genus and connected boundary were constructed by Kapouleas and Wiygul
[KW17].
Finally, we want to emphasize that we have been working on these results inde-
pendently of Karpukhin. Allthough, there is a quite some overlap in the results, our
conclusion are stronger and the techniques we use a very different from [Ka18].
Notation. If I ⊂ ∂Σ is non-empty, we denote for j ≥ 0 by σDj (Σ, I) the j-th Steklov
eigenvalue with repsect to Dirichlet conditions along I. Similarly, we denote by σNj (Σ, I)
the j-th Steklov eigenvalue with repsect to Neumann conditions along I. In any case,
we always start enumerating eigenvalues at 0. In particular, for the Dirichlet problem
we have that σD0 (Σ, I) > 0, whereas σ
N
0 (Σ, N) = 0 for the Neumann problem. By abuse
of notation, if u ∈ H1/2(∂Σ) is Steklov eigenfunction, we also write u for its harmonic
extension to Σ. If u 6= 0 and Tu = σu, that is, if u is a non-trivial eigenfunction, we
write σ(u) = σ.
2. Convergence of the spectrum
Let
(2.1) Rε,h = [−ε
2/2, ε2/2]× [−ε/2h, ε/2h] ⊂ R2
be a flat rectangle with side lengths ε2 and ε, h for ε, h > 0. Moreover, we write
Iε = [−ε
2/2, ε2/2] × {−ε/2h} ∪ [−ε2/2, ε2/2]× {ε/2h} ⊂ ∂Rε,h.
Given a compact surface Σ with smooth, non-empty boundary, we can construct a
new surface
Σε,h = Σ ∪Iε Rε,h
by attaching Rε,h to Σ along Iε.
More precisely, we pick two distinct points x1, x2 ∈ ∂Σ. We also fix two curves
ci ⊂ ∂Σ parametrised by arclength such that ci(0) = xi. Denote by Σε,h the surface
obtained from Σ by attaching Rε,h along the two components of Iε to ci([−ε
2/2, ε2/2]).
For simplicity, we denote by Iε also the image of Iε in Σ under the attaching map. We
can do this with any orientation of the curves c1,2 and the relevant boundary components
Rε,h. This will not affect any of our arguments below.
The goal of this section is to describe how the Steklov eigenvalues of Σε,h behave for
ε→ 0.
Before we do this, we briefly want to discuss the topological type of Σε,h depending
on how we attach the rectanlge Rε,h. As in the introduction, γ denotes the genus if Σ
is orientable, and the non-orientable genus if Σ is non-orientable. We write k for the
number of boundary components of Σ.
How the topological type changes by attaching Rε,h depends on the choices of the
points x1, x2 and the orientations of the curves ci.
We first discuss the case that Σ is orientable with genus γ and k boundary com-
ponents. If we take x1 and x2 to lie in the same component of the boundary we can
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obtain two types of surfaces by attaching Rε,h. We can attach Rε,h so that the resulting
surface is orientable. Then Σε,h is orientable has genus γ and k + 1 boundary compo-
nents. If we reverse the orientation of one of the curves ci, the resulting surface will be
non-orientable, have k boundary components and non-orientable genus 2γ + 1.
If we assume that k ≤ 2 there is also the option of taking x1 and x2 to lie in different
components of ∂Σ. In this case, if we attach Rε,h such that we obtain an orientable
surface, we find that Σε,h has genus γ+1 and k−1 boundary components. If we reverse
the orientation of one of the curves ci the new surface will have non-orientable genus
2γ + 2 and k − 1 boundary components.
If we start with a non-orientable surface Σ of non-orientable genus γ and k boundary
components, the topological type depends only on the location of the points x1 and
x2. It will either have non-orientable genus γ and k + 1 boundary components, or
non-orientable genus γ + 1 and k boundary components.
We want to show that for ε very small, there is good choice of h bounded away from
0, such that the first Steklov eigenvalue of Σε,h is bounded from below by σ1(Σ) up to
an error in o(ε) as ε → 0. This will then easily imply Theorem 1.1 since we also have
good control on length(∂Σε,h). The very first step to perform this is to understand what
happens to the spectrum of Σε,h as ε→ 0 without specifying the rate of convergence.
2.1. The Steklov eigenvalues of Rε,h. In this section, we discuss the Steklov eigen-
values of Rε,h if we impose Dirichlet or Neumann conditions along Iε. The coordinates
we get from (2.2) will be natural later, but for the computation of the spectrum it is
more convenient to use the coordinated we get by considering
(2.2) Rε,h = [−ε
2/2, ε2/2]× [0, εh] ⊂ R2
We start with the observation, that the functions
(2.3) fµ = sin(µy) cosh(µx)
are harmonic on Rε,h. If we take µ = µj = jpi/(εh) for j ≥ 1, then fµ vanishes along Iε
and moreover, ∂νfµ = µ tanh(ε
2µ/2)fµ along ∂Rε,h \ Iε.
Similarly, one checks that
(2.4) gµ = sin(µy) sinh(µx)
are Steklov eigenfunctions which vanish along Iε. The corresponding eigenvalues in this
case are given by µj tanh
−1(ε2µj/2).
We claim that {fµj , gµj}j∈N\{0} is a complete family of eigenfunctions for the Steklov
problem on Rε,h with Dirichlet condition on Iε. This follows easily from the symmetries
of the hyperbolic functions. Write ∂R−ε,h = {x < 0}∩ (∂Rε,h \ Iε) for the left component
of ∂Rε,h \ Iε, and ∂R
+
ε,h = ∂Rε,h \ (Iε ∪ ∂R
−
ε,h) for the right component. After scaling,
we can assume that we have fµ = gµ on ∂R
+
ε,h. Using that cosh(x) = cosh(−x) and
sinh(x) = sinh(−x), this implies that fµ + gµ = 0 on ∂R
−
ε,h. This implies that the span
of {fµj , gµj}j∈N contains all functions that vanish on ∂R
−
ε,h and are equal to cos(µy) on
∂R+ε,h. The same argument gives the analogous statement with the roles of ∂R
+
ε,h and
∂R−ε,h interchanged. In particular, we find that {fµj , gµj}j∈N in an L
2-basis of L2(Rε,h \
Iε). In conclusion, there are two different types of eigenvalues. Those corresponding to
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gµj become unbounded as ε → 0, whereas those corresponding to fµj converge to
j2pi2
2h2
as ε→ 0.
The Steklov problem with Neumann conditions along Iε can be treated in the exact
same way. This time, we use the functions
(2.5) fµ = cos(µy) cosh(µx)
and
(2.6) gµ = cos(µy) sinh(µx),
with µ = µj = jpi/(εh) for j ≥ 0.
2.2. Pointwise estimates on eigenfunctions. In this section, we prove a pointwise
bound on eigenfunctions on Σε,h in the region, where we attach the rectangle Rε,h.
Lemma 2.7. Let uε,h be a σε,h eigenfunction on Σε,h with ‖uε,h‖L2(∂Σε,h) = 1. Assume
that σε,h is uniformly bounded, then we have the following two estimates
(2.8) sup
∂Σ\Ir
|uε,h| ≤ C log
(
1
r
)
for any ε2/2 ≤ r ≤ 1/2, and
(2.9) sup
Iε
|uε,h| ≤ C log
(
1
ε
)
,
where C is a constant that is independent of ε and h.
Proof. Without loss of generality, we focus on the component of Iε that contains x1.
We take a conformal chart at the neighborhood of x1 so that the metric g is isometric
to e2ω(dx2 + dy2) and x1 is sent to 0. Then uε,h satisfies the equation{
∆uε,h = 0 in D
+
2
−∂yuε,h = σεe
ωuε,h on [−2, 2]× {0} \ [−ε
2/2, ε2/2] × {0}
at the neighbourhood of 0. By standard elliptic estimates [Ta11, Chapter 5.7], we have
(2.10) ‖uε,h‖
C1
(
D
+
3
2
\D+
1
2
) ≤ C

‖uε,h‖L2(([−2,2]\[− 14 , 14 ])×{0}) + ‖∇uε,h‖L2(D+
2
\D+
1
4
)

 .
We set
v(r, θ) = uε,h(re
iθ) and f(r) =
ˆ pi
0
v(r, θ)dθ .
Notice that we droped the dependence in ε and h for ease of notation. Then,
1
r
∂r(rf
′(r)) =
1
r
ˆ pi
0
∂r(r∂rv(r, θ))dθ = −
1
r2
ˆ pi
0
∂θθv(r, θ)dθ
=
1
r2
(∂θv(r, 0) − ∂θv(r, pi))
=
1
r
σεe
ω(r,0) (uε,h(r, 0) + uε,h(r, pi)) .
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We integrate twice so that for any r ∈ (ε2/2, 1] ,
(2.11) |f(r)| ≤ |f(1)|+ ln
(
1
r
)(
σε
ˆ
[−1,1]\[−r,r]
eω(t,0)|uε,h(t, 0)|dt + |f
′(1)|
)
.
By (2.10) and since (uε,h) is uniformly bounded in H
1(Σε,h), we get a constant C
independent of ε and h such that
(2.12) f(r) ≤ C
(
1 + ln
(
1
r
))
.
In particular for r = ε2,
(2.13) f(ε2) ≤ C
(
1 + 2 ln
(
1
ε
))
.
In order to deduce the estimate (2.8) for r ≥ ε2 from the first of these two bounds, we
consider the functions ur(x) = uε,h(rx), ωr(x) = ω(rx). Then, ur solves the equation{
∆ur = 0 in D
+
3 \D
+
1/2
−∂yur = rσε,he
ωrur on [−3, 3] × {0} \ [−1/2, 1/2] × {0}
By standard elliptic boundary estimates we have
‖ur − f(r)‖L∞(D+
2
\D+
1
) ≤ C
(
‖rur‖L2([−3,3]×{0}\[−1/2,1/2]×{0}) + ‖∇ur‖L2(D+
3
\D+
1/2
)
)
.
The right-hand term is uniformly bounded in ε and h since (uε,h) is uniformly bounded
in H1(Σε,h) and we have
‖ru˜ε,h‖L2([−3,3]×{0}\[−1/2,1/2]×{0}) ≤ r
1/2‖uε,h‖L2(∂Σε,h )
,
and
‖∇ur‖L2(D+
3
\D+
1/2
) ≤ ‖∇uε,h‖L2(Σ) .
Combining this with (2.12), we obtain (2.8).
We are left with showing (2.9). This time we set u˜ε,h(x) = uε,h(2ε
2x), ω˜(x) =
ω(2ε2x), Ω = D+ ∪ ([−1, 1] × [−1, 0]) and Ω′ = D+2 ∪ ([−1, 1] × [−2, 0]). Then u˜ε,h
satisfies the equation

∆u˜ε,h = 0 in Ω
−∂yu˜ε,h = 2ε
2σεe
ω˜u˜ε,h on [−2, 2] × {0} \ [−1, 1] × {0}
−∂xu˜ε,h = 2ε
2σεu˜ε,h on {−1} × [−2, 2]
∂xu˜ε,h = 2ε
2σεu˜ε,h on {1} × [−2, 2]
By elliptic estimates [Ro11, Theorem 3.14 (ii)], we have
‖u˜ε,h − f(ε
2)‖L∞(Ω) ≤ C
(
‖ε2u˜ε,h‖L2(J) + ‖∇u˜ε,h‖L2(Ω′)
)
where we set J = (([−2, 2] \ [−1, 1]) × {0}) ∪ ({−1, 1} × [−2, 2]). The right-hand term
is uniformly bounded in ε and h since (uε,h) is uniformly bounded in H
1(Σε,h) and we
have
‖ε2u˜ε,h‖L2(J) ≤ ε‖uε,h‖L2(∂Σε,h )
and ‖∇u˜ε,h‖L2(Ω′) ≤ ‖∇uε,h‖L2(Σ) .
Thanks to (2.13), we get (2.9). 
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2.3. A mixed boundary value problem. For the proof of Theorem 2.15 we need
estimates for solutions of the following mixed boundary value problem.
Let u be a Steklov eigenfunction on Σε,h. We consider the unique (weak) solution
vε,h to the following mixed boundary value problem.
(2.14)


∆vε,h = 0 in Rε,h
vε,h = uˆε,h on Iε
∂νvε,h = 0 on ∂Rε,h \ Iε.
Existence of solutions follows from standard variational techniques. Since u is smooth
up to the boundary, except maybe at the corners of Rε,h, standard regularity results
ensure that vε,h is continuous up to the boundary and smooth up to the boundary except
maybe in the corners. Since vε,h is harmonic, it attains its maximum on the boundary,
see [GT83, Theorem 2.2] At each point in the interior of ∂Rε,h \ Iε the assumptions of
the Hopf boundary lemma [GT83, Lemma 3.4] are satisfied. Since ∂νvε,h = 0 at these
points, the maximum has to be located on Iε. In particular, this implies uniqueness of
solutions.
2.4. The limit spectrum. Denote by
0 = σ0(h) < σ1(h) ≤ σ2(h) ≤ . . .
the reordered union of the Steklov spectrum of Σ and the sequence
(
j2pi2
2h2
)
j∈N\{0}
. We
can now state the result describing the Steklov spectrum of Σε,h for ε→ 0.
Theorem 2.15. The Steklov spectrum of Σε,h converges locally uniformly in h to
(σj(h))j∈N, i.e. for any a, b with 0 < a < b, any δ > 0 and j ∈ N there is ε0 > 0
such that for any h ∈ [a, b] and any ε ≤ ε0, we have
(2.16) |σj(Σε,h)− σj(h)| ≤ δ.
Moreover, let εl → 0 and hl → h > 0 as l→ +∞, we let u
j
l be a sequence of eigenfunc-
tions associated to σj(Σεl,hl) such that ‖u
j
l ‖L2(∂Σεl,hl)
= 1. Then, up to a subsequence,
we have
(1) ujl → u
j in L2(∂Σ) as l → ∞, where uj is a null function or an eigenfunction
associated to σj(h) on Σ. and
(2)
´
∂Rεl,hl
|ul − el|
2 → 0, where el is a null function or a Dirichlet eigenfunction
on Rεl,hl, associated to σ
j
l =
jpi
hlεl
tanh
(
jpi
2hl
εl
)
for some fixed j ≥ 1, such that
σjl → σk(h) as l→ +∞.
Moreover, we have liml→∞ ‖el‖L2(∂Rεl,hl)
+ ‖uj‖L2(∂Σ) = 1.
The main tool for the proof is the following general result for the convergence of
spectra of a family of operators in the presence of a so-called coupling map This is
essentially contained in [Po03]. Below, we state a slightly more general version, taken
from [MS17]. The main difference is that this version takes care of the dependence of
the height parameter h
Suppose we are given separable Hilbert spacesHε,h andH
′
ε,h, equipped with quadratic
forms qε,h and q
′
ε,h, respectively. We assume that these quadratic forms are non-negative
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and closed. Then there is a unique self-adjoint operator associated to qε,h which will
henceforth be referred to as Qε,h, similarly we have Q
′
ε,h associated to q
′
ε,h. Note, that
the spectrum of Qε,h and Qε,h′ is purely discrete.
The k-th eigenvalues of qε,h and q
′
ε,h are henceforth denoted by σk(ε, h) and σk(ε, h)
′,
respectively. Let Lk(ε, h) denote the direct sum of the eigenspaces of Qε,h corresponding
to the first (k + 1)-eigenvalues. Finally, we denote by dom(qε,h) the domain of qε,h.
Lemma 2.17 ([MS17, Lemma A.5]). For each ε, h > 0 let Φε,h : dom(qε,h)→ dom(q
′
ε,h)
be a linear map such that all uε ∈ Lk(ε, h) with supε(‖uε‖Hε,h + qε,h(uε)) < ∞ satisfy
the following two conditions.
(1) limε→0(‖Φε,huε‖H′ε,h − ‖uε‖Hε,h) = 0, locally uniformly in h,
(2) q
′
ε,h(Φε,huε) ≤ qε,h(uε).
Moreover, assume that σk(ε, h) ≤ C for any ε > 0, fixed k, and h ∈ [h0, h1] ⊂ (0,∞).
Then we have
σ′k(ε) ≤ σk(ε) + o(1),
where the o(1) term is locally uniform in k and h ∈ (0,∞).
Proof of Theorem 2.15. We proceed in several steps, we first show the (easy) asymp-
totic upper bound for the Steklov eigenvalues of Σε,h in terms of (σj(h))j∈N. Afterwards
we verify the assumptions of Lemma 2.17 which will imply the asymptotic lower bound.
Step 1: Upper bound on eigenvalues
Let wε,h be a Steklov eigenfunction with eigenvalue σ(wε,h) on Rε,h, which has Dirich-
let boundary conditions along Iε. Clearly, we can extend wε,h by zero to all of Σε,h and
obtain a test function on Σε,h, that we still call wε,h and satisfies
(2.18)ˆ
Σε,h
|∇wε,h|
2 =
ˆ
Rε,h
|∇wε,h|
2 = σ(wε,h)
ˆ
∂Rε,h\Iε
|wε,h|
2 = σ(wε,h)
ˆ
∂Σε,h
|wε,h|
2.
Given x ∈ ∂Σ, let η be a cut-off function that is 1 near x and has
(2.19)
ˆ
Σ
|∇η|2 ≤ δ
for some small δ > 0. Such a choice is possible for δ arbitrarily small, since the capacity
of x vanishes.
If we take u to be a Steklov eigenfunction of Σ with eigenvalue σ we can construct a
new test function ηu that extends by zero to all of Σε,h and has
ˆ
Σε,h
|∇(ηu)|2 ≤
ˆ
Σ
|∇u|2 + Cmax{1, | sup u|2}
(ˆ
Σ
|∇η|2
)1/2
≤ σ
ˆ
∂Σε,h
|u|2 + Cmax{1, | supu|2}δ1/2.
(2.20)
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Since the functions ν and wε,h have disjoint support, it easily follows from the varia-
tional characterisation of the eigenvalues, that we have
(2.21) σj(Σε,h) ≤ σj(h) + o(1)
for ε→ 0 and the o(1) term locally uniformly in j and h.
Step 2: Lower bound on eigenvalues
We want to apply Lemma 2.17 to the Hilbert spaces Hε,h = L
2(∂Σε,h) and H
′
ε,h =
L2(∂Σ \ Iε)⊕L
2(∂Rε,h \ Iε). The corresponding quadratic forms are defined as follows.
We take qε,h =
´
Σε,h
|∇uˆε,h|
2, for uˆε,h the harmonic extension of u ∈ H
1/2(∂Σε,h). The
domain of q′ε,h is H
1/2(∂Σ \ Iε) ⊕ H
1/2
0 (∂Rε,h \ Iε). Given an element u = (u1, u2) ∈
dom(q′ε,h), we define q
′
ε,h(u) =
´
Σ |∇u¯ε,h|
2 +
´
Rε,h
|∇u˜εh |. Here, u¯ε,h is the unique har-
monic function on Σ such that u¯ε,h = u1 on ∂Σ \ Iε and ∂ν u¯ε,h = 0 on Iε. Simlarly, u˜ε,h
is the unique harmonic function on Rε,h such that u˜ε,h = u2 on ∂Rε,h \ Iε and u = 0 on
Iε.
The coupling map is given by
Φε,h : u 7→ ( uˆε,h|∂Σ\Iε , u|∂Rε,h\Iε − vε,h),
where we denote by uˆε,h the harmonic extension of u to Σε,h and by vε,h the solution
to the mixed boundary value problem (2.14) with boundary values u.
The first assumption of Lemma 2.17 is a consequence of Lemma 2.7. More precisely,
it follows from (2.9) that |vε,h| ≤ C| log(ε)| on Iε. As explained in Section 2.3, the
maximum principle implies that |vε,h| attains its maximum on Iε. In particular, we
have |vε,h| ≤ C| log(ε)| on all of Rε,h. Therefore,ˆ
∂Rε,h\Iε
|vε,h| ≤ Cεh| log(ε)|,
which gives precisely the first assumption from Lemma 2.17. The second assumption
follows from the following claim.
Claim 2.22. Let u ∈ H1(Rε,h) and vε,h be a solution to (2.14) with boundary values
u = u, then we have ˆ
Rε,h
|∇(u− vε,h)|
2 ≤
ˆ
Rε,h
|∇u|2.
Proof. Since u− vε,h = 0 on Iε and ∂νvε,h = 0 on ∂Rε,h \ Iε, it follows from integration
by parts that
ˆ
Rε,h
∇(uˆε,h − vε,h) · ∇vε,h =
ˆ
∂Rε,h
(uˆε,h − vε,h)∂νvε,h = 0.
Therfore,
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ˆ
Rε,h
|∇(u− vε,h)|
2 =
ˆ
Rε,h
∇(u− vε,h) · ∇u−
ˆ
Rε,h
∇(u− vε,h) · ∇vε,h
=
ˆ
Rε,h
∇(u− vε,h) · ∇u
=
ˆ
Rε,h
|∇u|2 −
ˆ
Rε,h
∇vε,h · ∇u
=
ˆ
Rε,h
|∇u|2 −
ˆ
Rε,h
∇vε,h · ∇u+
ˆ
Rε,h
∇vε,h · ∇(u− vε,h)
=
ˆ
Rε,h
|∇u|2 −
ˆ
Rε,h
|∇vε,h|
2
≤
ˆ
Rε,h
|∇u|2,
which is exactly the assertion. 
Thus, we conclude that
σj(Σε,h) ≥ σj(h)− o(1),
where the o(1) term is locally uniform in j and h.
Step 3: Behaviour of eigenfunctions
Let εl → 0 and hl → h > 0. For simplicity, we write Σl = Σεl,hl , and Rl = Rεl,hl ,
and Il = Iεl. Moreover, let u
j
l be normalized σj(Σl)-eigenfunctions. It follows from the
first step, that σj(Σl) is uniformly bounded. Therefore, u
j
l hasˆ
Σ
|∇ujl |
2 ≤ C.
By standard elliptic boundary estimates this implies that ujl is uniformly bounded in
H1(Σ). Since the embeddingH1(Σ)→ L2(Σ) is compact, we can extract a non-relabeled
subsequence, such that ujl → u
j ∈ L2(Σ). Moreover, it also follows from standard elliptic
estimates, that the convergence is smooth in every compact subset of Σ \ {x1, x2}. In
particular, we see that ∂νu
j = σj(h)u
j along ∂Σ \ {x1, x2}. By a capacity argument
this easily implies that uj is a σj(h) eigenfunction on Σ.
In order to prove the second assertion, we take {φil} a complete orthonormal system
of Dirichlet eigenfunctions on Rl with corresponding eigenvalues σ
D
i (Rl, Il). For i ∈ N
we can test the equation for ul − vl with φ
i
l and find
σ(ul)
ˆ
∂Rl
ulφl =
ˆ
∂Rl
∂ν(ul − vl)φ
i
l
=
ˆ
Rl
∇(ul − vl) · ∇φ
i
l
= σDi (Rl, Il)
ˆ
∂Rl
(ul − vl)φ
i
l .
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By Lemma 2.7 and the maximum principle, we have∣∣∣∣∣
ˆ
∂Rl\Il
vlφ
i
l
∣∣∣∣∣ ≤
(ˆ
∂Rl\Il
|vl|
2
)1/2
≤ C(hlεl)
1/2| log(εl)| = o(1).
Combining the previous two estimates implies that
(σ(ul)− σ
D
i (Rl, Il))
ˆ
∂Rl
(ul − vl)φ
i
l ≤ o(1)
uniformly in i as l → ∞, since we assume σ(ul) to be uniformly bounded. Therefore,
for any i such that liml→∞(σ(ul)− σ
D
i (Rl, Il)) 6= 0, we need to haveˆ
∂Rl
(ul − vl)φ
i
l → 0
uniformly in i. Since σDi (Rl, hl)→
(i+1)2pi2
2h2 as l→∞, there can be at most one i0 such
that liml→∞(σ(ul)− σ
D
i0
(Rl, Il)) 6= 0. If there is such an i0, we haveˆ
∂Rl
(ul − vl − αlφ
i0
l )→ 0
form some real numbers αl. Using again Lemma 2.7, the maximum principle, and the
equation of vl, we findˆ
∂Rl
(ul − vl − αlφ
i0
l )
2 =
ˆ
∂Rl\Il
(ul − αlφ
i0
l )
2 + o(1)
as l →∞. If we choose el = αlφ
i0
l , we get the second assertion.
The remaining claim follows from∣∣‖el‖L2(∂Rl) + ‖ul‖L2(∂Σ) − ‖ul‖L2(∂Σl)∣∣
=
∣∣‖el‖L2(∂Rl\Il) + ‖ul‖L2(∂Σ\Il) − ‖ul‖L2(∂Σl\Il) + o(1)∣∣
≤
∣∣‖ul − u‖L2(∂Σ\Il) + ‖el − ul‖L2(∂Rl\Il) − ‖ul‖L2(∂Σl\Il)∣∣+ o(1)
= o(1)
as l →∞. 
3. Concentration of eigenfunctions
In this section we give a more precise description of how eigenfunctions on Σε,h behave
for small ε. We then apply this to show that it is possible to find for ε sufficiently small
a paramter hε, such that the first Steklov eigenvalue of Σε,hε has multiplicity at least
two.
Recall that we write µj(h) = (j+1)
2pi2/(2h2) for the limits of the Dirichlet eigenvalues
of the Steklov operator on Rε,h. Moreover, let h∗ be the unique value, for which λ0(h∗) =
σ1(Σ).
In order to formulate our next results, we need to introduce some more notation. We
choose 0 < h0 < h1, such that we have
0 < µ0(h1) < σ1(Σ) < µ0(h0) < µ1(h1) < σ2(Σ).
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It then follows from Theorem 2.15 that for ε small enough and h ∈ [h0, h1] there are
exactly mult(σ1(Σ)) + 1 eigenvalues of Σε,h contained in the interval (0, µ1(h1) − δ0),
for some small δ0 > 0, which we fix now once and for all. Denote the direct sum of the
eigenspaces, associated to these eigenvalues, by Eε,h.
Proposition 3.1. There is K ≥ 1, such that for any δ1, δ2 > 0, there is ε0 > 0 (that
also depends on δ0 from above) such that for ε ≤ ε0 and h ∈ [h0, h1] \ (h∗ − δ1, h∗ + δ1),
there is a normalized eigenfunction wε,h ∈ Eε,h on Σε,h, such that
(3.2)
ˆ
∂Σ
|wε,h|
2 ≤ δ2.
and such that for any normalized uε,h ∈ Eε,h ∩ 〈wε,h〉
⊥, we have
(3.3)
ˆ
∂Σ
|uε,h|
2 ≥ 1−
δ
1/2
2
K
.
Note that the second assertion in particular implies that wε,h is unique up to sign if
we choose δ2 < 1/2.
Proof. To see that there is at least one such function, let δ2 < 1 assume that we have a
normalized eigenfunction wε,h ∈ Eε,h with eigenvalue σ(wε,h) and
(3.4) δ2 ≤
ˆ
∂Σ
|wε,h|
2.
Thanks to the first bound (2.8) from Lemma 2.7, we can choose r very small, depending
on δ2 such that ˆ
Ir
|wε,h|
2 ≤ δ2/2,
for all ε such that 2ε2 ≤ r. Therefore, we get that
(3.5)
ˆ
∂Σ\Ir
|wε,h|
2 =
ˆ
∂Σ
|wε,h|
2 −
ˆ
Ir
|wε,h|
2 ≥ δ2/2.
By elliptic boundary estimates, wε,h converges smoothly to a Steklov eigenfunction u
of Σ in compact subsets of Σ \ Ir/2. It follows from (3.5), that u 6= 0. In particular, the
eigenvalue needs to satisfy
(3.6) lim
ε→0
σ(wε,h) = σ1(Σ).
Since δ1 > 0 it follows that we can choose ε0 small enough, such that
(3.7) |σ(wε,h)− σ1(Σ)| ≤
1
4
|σ1(Σ)− µ0(h)|
for all h ∈ [h0, h1] \ (h∗ − δ1, h∗ + δ1). At the same time, it follows from Theorem 2.15
that Σε,h has an eigenvalue σε with
(3.8) |σε − µ0(h)| ≤
1
4
|σ1(Σ)− µ0(h)|
if we choose ε0 sufficiently small. It follows from (3.6) and (3.7), that σ(wε,h) 6= σε. In
particular, there is an eigenfunction, for which (3.4) can not hold.
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We still have to show, that (up to decreasing ε0) we also have (3.1). Thanks to (2.9)
from Lemma 2.7 it suffices to show that
(3.9)
ˆ
∂Rε,h\Iε
|uε,h|
2 ≤ δ2/2.
for any normalized uε,h ∈ Eε,h ∩ 〈wε,h〉
⊥ and ε ≤ ε0.
above is new, below is old
Denote by eε,h a normalized σ
D
0 (Rε,h)-eigenfunction. It follows from Theorem 2.15
and the second bound (2.9) in Lemma 2.7 that for any δ3 > 0 we can choose ε0 small
enough, such that
(3.10)
ˆ
∂Rε,h\Iε
|wε,h − eε,h|
2 ≤ δ3.
Let vε,h be the solution to (2.14) with boundary values given by uε,h. We write
fε,h = uε,h − vε,h.
By Young’s inequality, for any δ4 > 0
ˆ
∂Rε,h\Iε
|fε,h|
2 ≤ (1 + δ4)
ˆ
∂Rε,h\Iε
(
fε,h −
(ˆ
∂Rε,h
uε,heε,h
)
eε,h
)2
+
(
1 +
1
δ4
)ˆ
∂Rε,h\Iε
|eε,h|
2
(ˆ
∂Rε,h\Iε
fε,heε,h
)2
.
(3.11)
In order to estimate the second summand, we note that if we choose ε sufficiently small,
then
∣∣∣∣∣
ˆ
∂Rε,h\Iε
fε,heε,h
∣∣∣∣∣ ≤
ˆ
∂Rε,h\Iε
|(fε,h − uε,h)(eε,h − wε,h)|+
ˆ
∂Rε,h\Iε
|(fε,h − uε,h)wε,h|
+
ˆ
∂Rε,h\Iε
|uε,h(eε,h − wε,h)|+
∣∣∣∣∣
ˆ
∂Rε,h\Iε
uε,hwε,h
∣∣∣∣∣
≤ 2δ
1/2
3 + Cε log
(
1
ε
)
+ δ
1/2
2 ≤ 4δ
1/2
3 + δ
1/2
2 .
where we have used that uε,h and wε,h are orthogonal in L
2(∂Σε,h) and Lemma 2.7.
For the first summand we use the Poincare´ inequality. Given δ5 > 0, we can choose ε
small enough, such that σD1 (Rε,h, Iε) ≥ (1− δ5)µ1(h) and σ
D
0 (Rε,h, Iε) ≤ (1 + δ5)µ0(h).
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We then conclude that
ˆ
∂Rε,h\Iε
(
fε,h −
(ˆ
∂Rε,h
fε,heε,h
)
eε,h
)2
≤
1
(1− δ5)µ1(h)
ˆ
∂Rε,h
∣∣∣∣∣∇
(
fε,h −
(ˆ
∂Rε,h
fε,heε,h
)
eε,h
)∣∣∣∣∣
2
≤
1 + δ4
(1− δ5)µ1(h)
ˆ
Rε,h
|∇fε,h|
2 +
(1 + δ4)(1 + δ5)µ0(h)
δ4(1− δ5)µ1(h)
(ˆ
∂Rε,h
fε,heε,h
)2
.
≤
1 + δ4
(1− δ5)µ1(h)
ˆ
Rε,h
|∇fε,h|
2 +
4(1 + δ4)(1 + δ5)µ0(h)(δ
1/2
3 + δ
1/2
2 )
δ4(1− δ5)µ1(h)
.
(3.12)
Since fε,h = 0 on Iε and ∂νfε,h = σ(uε,h) along ∂Rε,h \ Iε it follows from integration
by parts and Lemma 2.7 thatˆ
Rε,h
|∇fε,h|
2 = σ(uε,h)
ˆ
∂Rε,h\Iε
uε,hfε,h
≤ σ(uε,h)
ˆ
∂Rε,h\Iε
|fε,h|
2 + C log
(
1
ε
)
≤ σ(uε,h)
ˆ
∂Rε,h\Iε
|fε,h|
2 + δ
1/2
3 .
(3.13)
We now first choose δ4 and δ5 small enough, such that for ε ≤ ε0
(3.14)
(1 + δ4)σ(uε,h)
(1− δ5)µ1(h)
≤ θ < 1,
where θ depends only on δ0.
Combining this with all estimates from above, we find
(1− θ)
ˆ
∂Rε,h\Iε
|fε,h|
2 ≤
(
1 +
1
δ4
)(
δ
1
2
2 + 3δ
1
2
3
)
+
(1 + δ4)δ
1/2
3
(1− δ5)µ1(h)
+
4(1 + δ4)(1 + δ5)µ0(h)(δ
1/2
3 + δ
1/2
2 )
δ4(1− δ5)µ1(h)
.
If we take δ3 sufficiently small and use that ‖fε,h−uε,h‖L2(∂Σε,h\Iε) ≤ δ
1/2
3 , this implies
the claim. 
We now apply the above proposition to exhibit a particularly useful choice of the
parameter h for ε small.
Proposition 3.15. For sufficiently small but fixed ε there is h = hε ∈ (h0, h1), such
that the multiplicity of σ1(Σε,h) is at least two.
Proof. Let δ1 > 0 such that [h0, h1] \ (h∗ − δ1, h∗ + δ1) 6= ∅. We apply Proposition 3.1
with δ2 = 1/k and get some εk such that for any ε ≤ εk and h ∈ [h0, h1]\(h∗−δ1, h∗+δ1)
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there is a normalized eigenfunction wε,h ∈ Eε,h which is unique up to sign and has
(3.16)
ˆ
∂Σ
|wε,h|
2 ≤ 1/k.
For ε fixed, the family of metrics on Σε,h depend analytically on h. Therefore, analytic
perturbation theory, see [Kat95, Chapter 7], implies that for ε fixed, there is family of
normalized eigenfunctions vε(h) that depends analytically on h and satisfies vε(h0) =
wε,h0. Since any normalized eigenfunction uε,h orthogonal to wε,h needs to have
(3.17)
ˆ
∂Σ
|wε,h|
2 ≥ 1− 1/k
by Proposition 3.1, it follows that vε(h) = wε,h for h ∈ [h0, h∗ − δ1].
Since both, the metric and vε(h) depend analytically on h, also the function
(3.18) mε(h) =
ˆ
∂Σ
|vε(h)|
2
is analytic. Moreover, since vε(h) = wε,h in [h0, h∗ − δ1] it follows that
(3.19) mε(h)→ 0 in [h0, h∗ − δ1].
Moreover, it follows from Lemma 2.7, that |mε|(h) ≤ 2 for any h ∈ [h0, h1]. Thus,
up to taking a subsequence, mε converges locally uniformly in (h0, h1) to an analytic
function m∗. Since m∗ is analytic, it follows from (3.19) that m vanishes identically. In
particular, we need to have mε(h1) ≤ 1/4 for ε sufficiently small. This implies that we
need to have vε(h1) = wε,h1 up to changing the sign
If we choose
hε = inf{h | vε(h) is a σ1(Σε,h)-eigenfunction},
we need to have multσ1(Σε,hε) ≥ 2. Indeed, if multσ1(Σε,hε) = 1 the first eigenspace
is spanned by vε,hε. But this remains the case for h slightly smaller than hε, which
contradicts the definition of hε. 
4. Proof of Theorem 1.1
In this final section we give the proof of Theorem 1.1. More precisely, we show that
one can find a good lower bound for σ1(Σε,hε), where hε come from Proposition 3.15.
4.1. Reduction to Neumann boundary conditions. For ε > 0 sufficiently small
we apply Proposition 3.15 and choose h = hε with mult(σ1(Σε,h)) ≥ 2, and hε ∈ [h0, h1].
From now on, we simply write Rε := Rε,hε , Σε := Σε,hε, and σε := σ1(Σε).
Lemma 4.1. For ε sufficiently small, we have
σε ≤ σ
D
0 (Rε, Iε) = σ
N
1 (Rε, Iε).
Proof. Let vε be a σ
D
0 (Rε, Iε)-eigenfunction, which we extend by 0 to all of Σε. Let
Bε ⊂ Σ be a neighbourhood of Iε. Since the capacity of a point relative to any ball
vanishes, we can find a cut-off function ψ : Σ \ Bε → [0, 1], such that ψ = 0 near ∂Bε
and ˆ
Σ\Bε
|∇ψ|2 ≤
σε
2
ˆ
∂Σ\Iε
|ψ|2.
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Since ψ vanishes near Iε, we can extend it by 0 to all of Σε. Consider the two dimensional
space spanned by vε and ψ. Since these two functions have disjoint supports, one easily
checks that ˆ
Σε
|∇ϕ|2 ≤ max{σε/2, σ
D
0 (Rε, Iε))}
ˆ
∂Σε
|ϕ|2
for any function ϕ in this space. It follows, that
σε ≤ σ
D
0 (Rε, Iε). 
Combining the previous lemma with mult(σ1(Σ)) ≥ 2 we can find a useful lower
bound for σ1(Σε).
Lemma 4.2. For ε sufficiently small, we have
σN1 (Σ, Iε) ≤ σε.
Proof. Since mult(λ1(Σε)) ≥ 2, we can choose a σε-eigenfunction uε on Σε satisfying
(4.3)
ˆ
∂Rε\Iε
uε = 0.
Since uε is orthogonal to the constant functions in L
2(∂Σε), this impliesˆ
∂Σ\Iε
uε =
ˆ
∂Σε
uε −
ˆ
∂Rε\Iε
uε = 0.
In particular, uε|Σ is an admissible test function for σ
N
1 (Σ, Iε). We have
(4.4)
ˆ
Σ
|∇uε|
2 = σε
ˆ
∂Σ\Iε
|uε|
2 + σε
ˆ
Iε
|uε|
2 −
ˆ
Rε
|∇uε|
2.
Since
´
∂Rε\Iε
uε = 0, we have
(4.5) σε
ˆ
∂Rε\Iε
|uε|
2 ≤
σε
σN1 (Rε, Iε)
ˆ
Rε
|∇uε|
2 ≤
ˆ
Rε
|∇uε|
2,
where we use Lemma 4.2. Inserting (4.5) into (4.4) impliesˆ
Σ
|∇uε|
2 ≤ σε
ˆ
∂Σ\Iε
|uε|
2.
To conclude the argument, we need to show that uε does not vanish identically on ∂Σ\Iε.
If this were the case, it follows from the last inequality, that uε vanishes identically on
Σ. In particular, this implies
(4.6)
ˆ
Rε
|∇uε|
2 = σε
ˆ
∂Rε
|uε|
2
Moreover, we also get that the trace uε|Iε of uε has to vanish identically. Combining
these observations with Lemma 4.1 implies that uε is a non-trivial σ
D
0 (Rε, Iε) eigenfunc-
tion. This contradicts (4.3). 
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4.2. Conclusion. We are now prepared to proof Theorem 1.1.
Proof of Theorem 1.1. By scaling, we may assume that length(∂Σ) = 1. For ε suffi-
ciently small, we take hε given by Proposition 3.15 and consider Σε = Σε,hε. It follows
from Lemma 4.2 that we have
σ1(Σε) ≥ σ
N
1 (Σ, Iε).
Let uε be a normalized µ
N
1 (Σ, Iε)-eigenfunction. By elliptic estimates, e.g. [Ro11, The-
orem 3.14 (ii)], we find that uε is uniformly bounded. In particular, we find that∣∣∣∣
ˆ
∂Σ
uε
∣∣∣∣ ≤ Cε2.
Since uε is normalized, this implies by the variational characterization of the first eigen-
value, that
σ1(Σ) ≤
´
Σ |∇uε|
2
´
∂Σ |uε|
2 −
(´
∂Σ uε
)2 ≤ σN1 (Σ, Iε)1−O(ε4) ≤ σ1(Σε1−O(ε4) .
If we combine this with
(4.7) length(∂Σε) ≥ 1 + 2h0ε+O(ε
2),
we obtain that
σ1(Σε) length(∂Σε) > σ1(Σ) length(∂Σ).
for ε sufficiently small. In a final step, we can approximate the metric on Σε,h be a
smooth metric, so that we still have the strict inequality from above. 
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