Abstract. It has been observed that sugar crystals growing in solution exhibit growth rate dispersion, that is, variation in growth rate from one crystal to the next. We consider the problem of estimating the distribution of growth rates in batch-grown crystals, given only samples of their sizes at a number of fixed points in time. The problem can be expressed as a tomographic image reconstruction problem, in which we try to reconstruct the joint density of initial size and growth from a set of marginal densities obtained by integrating the joint density in a number of different directions.
Introduction
We consider sugar crystals, batch-grown in a supersaturated solution. The crystals are grown from a quantity of small seed crystals, usually obtained by milling larger crystals grown in a previous batch. Mostly, each seed grows to give a single crystal in the final batch, though there may also be some crystals formed by spontaneous nucleation, agglomeration or breakage. We will be ignoring these additional effects in what follows.
Sugar crystals of the same initial size, grown under identical conditions, can have markedly different growth rates. This was first reported for batch-grown sugar in 1969 [1] and then in 1987 was observed for individual crystals grown on a glass slide [2] . That is, each crystal has its own inherent growth rate, a phenomenon termed growth rate dispersion (GRD).
The growth rate of a crystal is believed to be dependent on the density of lattice dislocations in its structure [3] ; the crystal grows fastest along its dislocations, which thus propagate themselves. In what follows, we consider the problem of estimating the GRD of batch-grown sugar crystals. Previous work in this area has been reported in [4, 5] .
Let L t be the (volume-equivalent) size of a crystal at time t, and G t its growth rate at time t, so that
We will take as our model McCabe's L law:
where c t is the concentration of the solution at time t, c * is the supersaturation point for the solution (c * depends on the temperature T according to c * = e aT +b for some a and b), and
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K g is the 'growth factor', which we assume is constant over time and independent of the concentration and temperature. This gives
For a batch of crystals we are given estimates of the density f t of L t for a number of times t = t 1 , . . . , t k , and wish to estimate the density f g of K g , or, more generally, the joint density f 0,g of (L 0 , K g ). Note that, on the scales of measurement we are using, L t and K g are modelled as continuous rather than discrete random variables.
If we had L 0 ≈ 0, then taking logs in (1) we get
This can be achieved in the laboratory by stirring ethanol into a supersaturated sugar solution to generate the seed nuclei. Such an experiment gave an approximately normal distribution, of the same shape but shifted, for each log L t , agreeing with the model [6] . In general, however, seed crystals are combined from a variety of sources, and can be sieved, so at the very least we can expect the density of log K g to be a mixture of an arbitrary number of truncated normal densities. Let f t,g be the joint density of (L t , K g ). Then from (1)
and thus
From this we can see that reconstructing f 0,g from its marginals f t is an example of a computed tomography problem.
The data
Estimates for the concentrations c t and marginals f t were collected as follows. A batch of supersaturated sugar solution was prepared by dissolving refinery grade sugar in hot water and then cooling the solution to 50
• C. The solution then sat in a water bath to maintain this temperature, and was continuously stirred. At time t = 0 seed crystals were added and samples were then taken at times t = 0.25, 0.5, 1, 2, 4, 8, 24, 48 h. Samples were not replaced, but were very small compared with the total population of crystals.
Each sample was used to estimate the concentration c t using a refractometer, and to estimate the size density f t using a Malvern laser light scattering sizer. c t was interpolated linearly between the given t i , then squared and integrated to give h t . Graphs of c t and h t are given in figure 1 .
Estimation of f t required a transformation of the output given by the Malvern sizer, as for a given t, rather than returning f = f t , it returned volume fractions. That is, for an increasing sequence x 0 , x 1 , . . . , x n , we have
where C is a norming constant to make this a density. If we put G( So, we can recover
For large x, the transformation G → F is insensitive to errors in G. However, it is very sensitive to errors in G for small x. This was a major difficulty in the analysis, as the density g = g t of G given by the Malvern sizer had a heavy left tail for all t (heavier than o( x 4 )). This meant the implied density f t peaked near zero for all t.
Theoretically, starting from our model (1), there is no reason you cannot have f t maximized at x = 0 for all t. For example, if L 0 and K g are independent with exponential distributions, then L t is an exponential mixture distribution for all t. However, by observing crystallization reactions to completion, we know that, for large t, we do not get size distributions f t with most of their mass near zero. Thus we conclude that the mass at zero, implied by the heavy left tail for g t given by the Malvern sizer, is erroneous. This error is probably the result of a measurement problem-the data given was rounded to one decimal place, which is too crude for the tail estimation-however, we note that we could also be observing an additional reaction mechanism not explained by our model, for example spontaneous nucleation and subsequent dissolution of small crystals.
The solution arrived at was to fit a log normal density to g t , and then transform the fitted density to give an estimate of f t . In every case, this gave good fits for g t everywhere except the left tail. Figure 2 illustrates the procedure for t = 1. Note that, if g t is log normal(µ, σ 2 ), then f t is log normal(µ − 3σ 2 , σ 2 ). The method of fitting used was a nonlinear least-squares fit of a normal density to the sample histogram given by the data. This ensured that the heavy left tail did not bias our mean estimate or inflate our variance estimate.
Solution method
Adopting some tomographic terminology, we will refer to the joint density f 0,g as the image and the marginal densities f t as projections.
From (2) we see that f t (a) is the integral of f 0,g along the line l(t, a) = {(x, y) : y = (a − x)/ h t }. We have projections at eight different angles, corresponding to the eight times at which samples were taken. Rescaling the coordinate axes so that the support of the image is roughly the same size in each direction, we find that the angles of these projections are unevenly spread over a range of less than 45
• . See section 4.1 for details of the coordinate scaling used.
The usual Fourier-based computed tomography methods, such as the filtered back- projection algorithm, are unsuited to irregularly spaced, limited-angle reconstruction problems. Accordingly, we use an algebraic approach, where we discretize the image and then look for a least-squares solution to a regularized version of the resulting system of linear equations.
We impose a grid over the support of the image f 0,g , and then assume that it is constant over each pixel of the grid. If f 0,g is smooth enough, then this will be a reasonable approximation. The size axis has a natural discretization, determined by the projections f t . For each t, we are given as data a k a k−1 f t (z) dz, for k = 1, . . . , 20 and some a 0 , . . . , a 20 , the same for each t. That is, the observed projections are integrals over strips rather than along lines. The growth rate axis was split into 40 intervals. Note that both the size and growth rate are measured on a log scale.
Let the value of f 0,g on pixel j be x j , j = 1, . . . , n = 20 × 40 = 800. For i = 1, . . . , m = 8 × 20 = 160, let the ith strip through the image support be 1 , a k(i) )}, where the t (i) and k(i) are chosen so that the strips are indexed in blocks corresponding to a single projection. Let p i be the observed integral of the image over strip S i , that is,
Define an m × n matrix of weights A by putting
where I j is the indicator function for pixel j . We can now express the problem as
where w = (w 1 , . . . , w n ) T and w j = I j (x, y) dx dy is the area of pixel j . Given the angles for each projection, A can be calculated exactly. However, the angles are determined by h t , which we can only estimate. Thus A may contain systematic errors. In addition, the projection vector p will include measurement errors. However, because of the smoothing performed by the Malvern sizer, and the subsequent fitting and transformation of this data, the errors in p are going to be highly correlated within blocks.
We note the following:
(a) The system is under-determined (equivalently, over-parametrized).
(b) Errors in A and p mean the system is inconsistent.
(c) While equations arising from projections at the same angle (in the same block) will be largely independent, projections from different, but close, angles, which run through the same part of the image, will be highly dependent, making the system ill-conditioned.
To deal with the inconsistency, we reformulate (3) as a least-squares problem. Note that, because we do not have an independent Gaussian error structure, we cannot interpret the least-squares solution as a maximum likelihood solution. We obtain
However, as the system Ax = p is under-determined, (4) may not have a unique solution. Moreover, computed tomography problems are known to be ill-posed: in addition to problems of existence and uniqueness, the solution may not depend continuously on the data p, [7] [8] [9] . In terms of the formulation (4), this is reflected in the ill-conditioning of the matrix A. To deal with this problem, we use Tichonov regularization, which looks for approximate solutions which are smooth in some sense, usually in terms of a discrete Sobolev norm. In this case we consider, for some α and β,
or equivalently
where Bx is a discrete two-dimensional Laplacian of the image x. Equation (5) is well-posed: it has a unique solution that depends continuously on p, [10] . B is calculated as follows. to f 0,g , we applied it to f (log L 0 ,log K g ) , the joint density of (log L 0 , log K g ). There were two reasons for this. The primary being that L 0 and K g turn out to be very approximately log normal, so f (log L 0 ,log K g ) is a smoother object to start with. The secondary reason is that, as our pixels are formed on a log-log grid, taking logs gives a regular rectangular grid, and we thus avoid complications of weighting the components of x according to pixel size. To deal with the inequality constraint x 0, equation (5) was solved using an active set algorithm [11] , section 5.2.3. We iteratively determine a set C ⊂ {1, . . . , n}, such that, at the solution, x i = 0 for all i ∈ C and x i > 0 for all i ∈ C. Let k = |C| and C be the k × n matrix with C(i, j ) = 1 if j is the ith element of C, and zero otherwise. Then we have
The system with equality constraints on the right can be solved using a QR decomposition. We note that this sort of approach is generally only practicable for moderately sized problems. Using the double precision NAG routine E04NCF †, a solution was obtained in under 2 min on a Sun Ultra 5.
Results
The solution to equation (5), with α = 0.0001 and β = 0.000 01, is given in figure 3 . Here we have plotted the joint density of (log L 0 , log K g ) as a surface above and as a contour plot below. Note that the actual solution is constant over each pixel; for these plots we have assigned the value for each pixel to its centre, and then interpolated linearly between them. We see that the joint density f 0,g is bimodal, with most of its mass lying along two distinct lines through the origin.
By plotting the original projection data against projections of the solution in the same directions, we see that the solution is in close agreement with the original data. The projections are given in figure 4 . We have used a log scale, so each projection gives the density of log L t for some t. Note that the major differences between the original and estimated projections appear as shifts of the estimated projections. This is in agreement with our original assessment that there would be systematic errors in the data, and points strongly to inaccuracies in our estimates of c t and thus h t .
The small quantities of mass seen at the boundaries of the image in figure 3 are most likely an artefact of our inversion method, and can be thought of as 'shadows' of the two main peaks. This sort of behaviour is well known in computed tomography, and is especially pronounced in the case of limited-angle reconstruction, as we have here.
Integrating over the size L 0 gives us an estimate for the marginal density f g of K g . The result is given in figure 5 , where we have plotted the density of log K g . We see that f log K g is unimodal and skewed to the right. Interestingly, the two modes of f 0,g have a remarkably similar distribution over K g , producing the observed unimodal distribution for log K g .
Efficient choice of sampling times
Computed tomography is most efficient when the angles of the projections are evenly distributed through the image. Moreover, in choosing an optimum distribution of angles, we must also take into account the scaling of the image in each coordinate direction. That is, having first rescaled the image coordinates so that the support of the image is of a similar size along each axis, we would like our projections to be evenly spaced through the rescaled image. In our case, the bulk of the image was found to lie in the range [e 3.4 The slope of any given projection is −1/h t for some t. Thus the angle θ t that the rescaled projection makes with the x axis (size) is π/2 + arctan(h t /2400). We get the following: We see that, for this problem, four of the eight blocks of projections were distributed over less than 6
• , which was a very inefficient use of the effort required to collect these samples. An efficient choice of the sampling times t requires two things. Firstly, an estimate of the coordinate rescaling required to spread the image out evenly along each axis, and secondly, estimation of h t as a function of t. The first we can only obtain by some prior knowledge of the image, which may be available from previous experiments. The second we can estimate as the experiment progresses by a more frequent sampling of the concentration c t .
An even more compelling reason to sample the concentration more frequently is the need to have accurate estimates of h t . We have seen that inaccuracies in our estimates of h t were a major source of error in our analysis. To improve the estimate of any h t we would need good estimates of c s for 0 s t.
Conclusions
Our model (1) is able to account for the bulk of each observed volume distribution g t , but cannot account for their heavy left tails. Because the transformation g t → f t is very sensitive to errors in the left tail of g t , good estimation of f g requires good estimation of the left tails of g t , which clearly requires further investigation.
Finally, the accuracy of our method can be improved by better estimation of h t , which requires better sampling of the concentration c t , and by choosing observation times t which produce more evenly spaced projection angles.
