In this paper, we give a lower bound for the spectrum of the Laplacian on minimal hypersurfaces immersed into H m × R. As an application, in dimension 2, we prove that a complete minimal surface with finite total extrinsic curvature has finite index. On the other hand, for stable, minimal surfaces in H 3 or in H 2 × R, we give an upper bound on the infimum of the spectrum of the Laplacian and on the volume growth.
Introduction
In this paper we give a lower bound on the infimum of the spectrum of the Laplacian ∆ g on a complete, orientable hypersurface (M m , g) minimally immersed into (H m × R,ĝ) equiped with the product metric, with an application to the finiteness of the index in dimension 2. In dimension 2, under the assumption that the minimal surface is stable, we give an upper bound on the infimum of the spectrum and on the volume growth. We also consider the case when the minimal surface has finite index.
Let us fix some notations. Let ν denote a unit normal field along M and let v =ĝ(ν, ∂ t ) be the component of ν with respect to the unit vector field ∂ t tangent to the R-direction in the ambient space.
In Section 3, we give a lower bound of the spectrum of ∆ g which relies on the inequality −∆ g b ≥ (m − 2) + v 2 satisfied by a "horizontal" Busemann function b (see Proposition 3.1 and Corollary 3.2). In Section 4, we give two applications to minimal surfaces in H 2 × R. We prove that a complete minimal surface with finite total extrinsic curvature has finite index (Corollary 4.2) and we obtain a lower bound for the spectrum of the Laplacian on a complete minimal surface contained in a slab (Proposition 4.4) .
In Section 5.1, we consider the operator ∆ g + a + bK g on a complete Riemannian surface. When a ≥ 0 and b > 1/4, we show that the positivity of this operator implies an upper bound on the infimum of the spectrum of ∆ g and on the volume growth of M (see Proposition 5.1 and Proposition 5.3). In Section 5.2, we apply these results to stable minimal surfaces in H 3 or Date: July 6, 2010. H 2 × R, generalizing and extending results of A. Candel, [5] . Candel used Pogorelov's method, [18] . We use the method of Colding and Minicozzi, [9, 8] .
In Section 6, we give some applications of our general lower bounds on the spectrum to higher dimensional hypersurfaces. In Section 2, we provide some preliminary technical lemmas.
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Preliminary computations
In this section, we make some preliminary computations for later reference. For the sake of simplicity, we work in the following model for the hyperbolic space H m+1 ,
. These coordinates are known as "horocyclic coordinates" because the slices R m × {s} are horospheres and the coordinate function s is a Busemann function. They are quite natural when some Busemann function plays a special role, as will be the case in the sequel. Let γ 0 be the geodesic ray
The Busemann function (see [1] , p. 23) associated with γ 0 is the function
In the sequel, we denote by 
The proof is straightforward.
Recall the following general lemmas.
be an orientable isometric immersion with unit normal field ν and corresponding normalized mean curvature H. Let F : M → R be a smooth function and let F := F | M be its restriction to M . Then, on M ,
Proof. See for example [10] , Lemma 2. Then, any smooth, relatively compact domain Ω ⊂ M satifies the isoperimetric inequalities
where λ 1 (Ω) is the least eigenvalue of ∆ g in Ω, with Dirichlet boundary condition.
Proof. Integration by parts and Cauchy-Schwarz.
Hypersurfaces in H
We take the model (1) for the hyperbolic space (here with dimension m), so that M is the product R m−1 × R × R, with the Riemannian metricĝ given byĝ = e 2s (dx 2 1 + · · · + dx 2 m−1 ) + ds 2 + dt 2 . We define the functionb on M by
This function is in fact a Busemann function of M (seen as a Cartan-Hadamard manifold) associated with a "horizontal" geodesic (justifying the name "horizontal" Busemann function used in the introduction).
We call b :=b| M the restriction ofb to M . We decompose the unit vector ν according to the product structure R m−1 × R × R, orthogonally with respect toĝ, as
Applying Lemma 2.2, we obtain the equation
Using (7) and (9) , it can we rewritten as
and we note that |ν x | 2 + v 2 + w 2 = 1. It follows that
For minimal hypersurfaces, we deduce from (12) the following results. 
Proof. Apply Proposition 10.1 of [14] using (14) .
When the mean curvature H is non-zero, we also obtain the following result from inequality (12),
Then,
Remarks. (i) Inequalities (13) and (14) are sharp. Indeed, take the hori-
In dimension 2, Corollary 3.2 is empty in general. However, inequality (13) is useful even in dimension 2, as we will show in Section 4. (iii) Inequality (15) generalizes an earlier result of the second author ( [7] ) for submanifolds immersed in Hadamard manifolds. We point out that it is more convenient in our context to use the "horizontal" Busemann function rather than the hyperbolic distance function as in [7] . (iv) The above inequalities still hold if M m is only assumed to have mean curvature bounded from above by H.
Applications to minimal hypersurfaces in
where v is the vertical component of the unit normal ν, and A the second fundamental form of the immersion (see [3] ). It turns out that the spectrum of the operator ∆ + (m − 1)(1 − v 2 ) is bounded from below by a positive constant. More precisely, we have the following result.
Proof. We start from the inequality (13), −∆ g b ≥ (m−2)+v 2 . We multiply this inequality by f 2 , where f ∈ C ∞ 0 (M ), and integrate by parts using the fact that |db| g ≤ 1. We obtain (all integrals are taken with respect to the Riemannian measure dv g ),
We re-write this inequality as
Using the Cauchy-Schwarz inequality 2|f |.|df | ≤ 1 a |df | 2 + af 2 for a > 0, we obtain
We can now maximize the constant in the left-hand side by choosing a = (m − 1)/2.
Remark. We observe that equality is achieved in the above inequality when
Proof. When M |A| 2 is finite, the second fundamental form tends to zero uniformly at infinity (see [3] , Theorem 4.1). Using Proposition 4.1 with m = 2, it follows that the essential spectrum of the Jacobi operator J M is bounded from below by 1 4 . Since the operator J M is also bounded from below, it follows that it has only finitely many negative eigenvalues (see [2] , Proposition 1).
Remark. This corollary answers a question raised in [3] , where the finiteness of the index of J M is proved in dimension m ≥ 3 under the assumption that M |A| m is finite, and in dimension 2 under the assumption that both M v 2 and M |A| 2 are finite. In dimension m ≥ 3, the index of J M is bounded from above by a constant times M |A| m (see [3] ). In the next section, we investigate bounds on the index in dimension 2. (H 2 × R,ĝ) be a complete, orientable, minimal surface, with second fundamental form A. If M |A| 2 dv g is finite, then for any r > 1, there exists a constant C r such that the index of the immersion is bounded from above by C r M |A| 2r dv g .
Bounds on the index of minimal surfaces immersed in H
2 × R.
Remarks.
(i) Recall that the assumption that M |A| 2 dv g is finite implies that A tends to zero uniformly at infinity. It follows that the integrals M |A| 2r dv g are all finite. (ii) Our proof provides a constant C r which tends to infinity when r tends to 1. We do not know whether there is a bound of the index in terms of M |A| 2 dv g as this is the case for minimal surfaces in R 3 (see [21] ).
Proof. As in Section 4.1, we write the Jacobi operator as [12] , Theorem 1.3.2) and, by Proposition 4.1, the Cheeger inequality
On the other-hand, the surface M satisfies the Sobolev inequality
for some constant S > 0. Indeed, this follows from the Sobolev inequality for minimal surfaces in H 2 × R, using the fact that the ambient space has non-positive curvature and infinite injectivity radius (see [15] ).
From the above Cheeger and Sobolev inequalities, we can establish that for any q ≥ 1, there exists a constant D q such that for any f ∈ C 1 0 (M ),
When q is an integer, the inequality follows from an induction argument and we can conclude by interpolation.
We can then apply Theorem 1.2 of [17] to conclude that the index is less than e p D p q M |A| 2p dv g where p = q/(q − 1).
Hypersurfaces in a slab.
In this section, we use the computations of Section 3 to give a lower bound on the spectrum of the Laplacian on a complete minimal surface immersed in a slab H 2 × [−a, a], a > 0.
Let us first consider functions on H m × R depending only on the height t, namelyβ(x, s, t) = f (t). In this case, dβ = f ′ (t)dt, and
In particular, ∆ĝβ = −f ′′ (t) and Hessĝβ(ν, ν) = v 2 f ′′ (t).
Let us define β =β| M . Using Lemma 2.2, we have
In order to estimate the first eigenvalue of a minimal hypersurface M m H m × R, we use the identity (20) with some particular choice of f . For instance, letβ(x, s, t) = 1 2 t 2 . In this case, we have −∆ g β = (1 − v 2 ).
Assume now that M m H m × [−a, a], for some a > 0. Then, −∆ g β = (1 − v 2 ) and |dβ| ≤ a.
If we define Z = b + β, where b is the restriction of the Busemann function b to M m , we can use the last inequality in (12) to obtain (21) − ∆ Z ≥ m − 1 and |dZ| ≤ 1 + a 2 .
Using the above notation and Lemma 2.3, we have the following estimate, [−a, a] ,ĝ) be a complete, immersed, orientable, minimal hypersurface. Then, the infimum of the spectrum of ∆ g on M is positive. More precisely, In Section 5.1, we state two intrinsic consequences of the assumption that the operator L has finite index. In Sections 5.2 and 5.3, we consider applications to minimal and cmc surfaces. . Denote by ∆ g the (non-negative) Laplacian and by K g the Gaussian curvature of (M, g). Denote by λ σ (∆ g ) the infimum of the spectrum of ∆ g and by λ e (∆ g ) the infimum of the essential spectrum of ∆ g .
Bounds derived from a stability assumption
(1) If the operator ∆ g + a + bK g is non-negative on C ∞ 0 (M ), then,
(2) If the operator ∆ g + a + bK g has finite index on C ∞ 0 (M ) and if M has infinite volume, then,
Proof. The proof uses the method of Colding-Minicozzi [9] , and more precisely Lemma 1.8 in the second author's paper [8] .
Proof of Assertion 1. We can assume the surface to have infinite volume (otherwise λ σ (∆ g ) = 0 because the function 1 is in L 2 (M, v g ) and the estimate is trivial). 
, where dv g denotes the Riemannian measure. The main idea in [8] is to use the work of Shiohama-Tanaka [19, 20] on the length of geodesic circles, where it is shown that the function L(r) is differentiable almost everywhere and related to the Euler characteristic and to the integral curvature of geodesic balls by the formula ([8] , Theorem 1.7)
where the second inequality comes from the fact that the Euler characteristic of balls is less than or equal to 1. Recall the following lemma.
To prove Assertion 1,we choose ξ as in Lemma 5.2, and a function f : C(R, S) , and we write the positivity assumption,
On the ball B(R), we have
Using Lemma 5.2, we obtain
and hence,
We choose ξ(r) = (S − r) k in [R, S] for k ≥ 1 big enough (we will eventually let k tend to infinity). Then ξ(r)ξ ′′ (r)
Using the fact that M f 2 dv g ≥ (S − R) 2k V (R), we obtain (24)
We first let S tend to infinity, then we let R tend to infinity, using the fact that M has infinite volume, and we let finally k tend to infinity to obtain
Proof of Assertion 2. It is a well-known fact that the finiteness of the index of the operator ∆ g +a+bK g implies that it is non-negative outside a compact set (see [13] , Proposition 1). We choose R 0 big enough for ∆ g + a + bK g to be non-negative in M \ B(R 0 ). Next, for S > R > R 1 + 1 > R 0 + 1, we choose ξ as in Lemma 5.2, and a test function f as follows
in C(R, S).
Following the same scheme as for Assertion 1, and under the assumption that the volume of M is infinite, we can prove that the bottom of the spectrum of ∆ g in M \B(R 1 ), with Dirichlet boundary conditions on ∂B(R 1 ), satisfies the inequality
To conclude, we use the fact that M \ B(R) ). Proof. It follows from our assumptions that the operator L is positive outside some compact set (see [13] , Proposition 1). In particular, it is positive on M \B(R 0 ) for some radius R 0 . Choose R > R 0 +1 and define the function
where the parameter α will be chosen later on. The positivity of the operator L on M \ B(R 0 ) implies that 0 ≤ M (ξ ′ (r)) 2 + aξ 2 (r) + bK g ξ 2 (r) dv g .
We write the integral on the right-hand side as the sum of two integrals, C(R 0 ,R 0 +1) and C(R 0 +1,R) . The first integral can be written as
where C(B(R 0 )) is a constant which only depends on the geometry of M on the ball B(R 0 ). Using Lemma 5.2 and the fact that χ(B(r)) ≤ 1 for all r, the second integral can be estimated as follows
Using (26), the definition for the function ξ, the integral in the first line of the above inequality can be written as
Taking α big enough so that the constant is positive, and using the fact that L(r) = V ′ (r), we obtain the inequality
where D(B(R 0 ), α) is a constant which only depends on the geometry of M in the ball B(R 0 ) and α. Letting R tend to infinity, we finally obtain that
provided that α > α 0 , which proves the first assertion in the theorem. The second assertion follows easily.
Remark. In the above theorem, we have assumed that a > 0. In the case a = 0, one can show that the volume growth is at most quadratic (see [8] , Proposition 2.2). 
Applications to stable minimal surfaces in
A ∞ ≤ ( m−1 2 ) 2 , or (2) A ∞ ≤ ( m−2+α(1)
