ABSTRACT Visual Question Answering (VQA) is a challenging multi-modal learning task since it requires an understanding of both visual and textual modalities simultaneously. Therefore, the approaches used to represent the images and questions in a fine-grained manner play key roles in the performance. In order to obtain the fine-grained image and question representations, we develop a co-attention mechanism using an end-to-end deep network architecture to jointly learn both the image and the question features. Specifically, textual attention implemented by a self-attention model will reduce unrelated information and extract more discriminative features for question-level representations, which is in turn used to guide visual attention. We also note that a lot of finished works use complex models to extract feature representations but neglect to use high-level information summary such as question types in learning. Hence, we introduce the question type in our work by directly concatenating it with the multi-modal joint representation to narrow down the candidate answer space. A new network architecture combining the proposed co-attention mechanism and question type provides a unified model for VQA. The extensive experiments on two public datasets demonstrate the effectiveness of our model as compared with several state-of-the-art approaches.
most models directly learn the joint embedding of visual and textual features through linear pooling (such as elementwise addition or multiplication) and then feed it into a classifier to predict the most related answer. Specifically, visual features are obtained with convolutional neural network (CNN) pre-trained on object recognition, and textual features are obtained with recurrent neural network (RNN). However, these visual and textual features are represented at the global-level and may bring irrelevant or noisy information. Hence, the attention-based models have been developed. The idea behind the attention mechanism is to assign different weights to local features instead of considering global features merely. More recently, models based on co-attention have been widely used in VQA tasks, aiming to focus on salient regions of the image and critical words of the question [7] - [9] . For co-attention mechanisms, question-guided visual attention is obtained based on the question information, while image-guided textual attention is obtained based on the image information. The co-attention mechanism can reduce unrelated information and obtain more meaningful features representations for image and question.
In spite that a lot of promising results have been achieved, the capabilities of the methods based on co-attention are still far from satisfaction. We argue that this is mainly because the following reasons. The primary reason is that questionguided visual attention mechanism uses the whole question feature to guide visual attention, which will distract attention and fail to attend to the question-related regions accurately, due to the colloquial words in the question. Another reason is that the image-guided textual attention mechanism uses the image features to guide textual attention, which does not precisely attend to the important words of the question, because there are many interference information in the image that is not related to the question. For the reasons mentioned above, we propose a new co-attention mechanism. More specifically, self-attention is performed on the question without the guidance of image features to obtain discriminative question representation, which is in turn used to guide visual attention. We consider that the advantage of introducing selfattention mechanism is that it can assign greater weights to those important words in the question, thus reducing the negative impact of irrelevant information on the accuracy of the answer prediction. Compared with the traditional coattention mechanism, our proposed co-attention mechanism: 1) contributes to attend to the image regions which are most relevant to the question; 2) does not exploit the image features when calculating the textual attention, thus reduces the computational overhead.
Moreover, we notice that in the existing models, question/ answer type is usually not considered in training. In general, each sample in VQA dataset includes an image, a question/answer pair, and an answer type. Most works use answer type for result analysis but it is not considered during the training process. Compared with the answer type, question type has less variety and is easier to interpret when we only have the question. Meanwhile, question input can be clustered into question types with different semantics. Hence, we divide the questions from VQA datasets into 8 subcategories, including color, time, counting, location, reason, sport, judgement and other. Introducing question type will help the model know the type of question before answering, so it can reduce the search space of answers. For this purpose, we fuse the question type by directly concatenating it with the multi-modal joint representation.
In this paper, Co-Attention Network with Question Type (CAQT) is proposed to address the VQA task. CAQT is designed to integrate co-attention mechanism and question type into one unified model for VQA.
The key contributions of this work are three-fold:
• We propose a novel co-attention mechanism for the VQA task. For the given questions, we perform selfattention to assign greater weights to the important words. And then, we use the new representation to guide visual attention of images.
• We concatenate the one-hot encoding of the question type directly to the multi-modal joint representation for later answer generation. Our intuitive motivation is that knowing question type before answering could narrow down the candidate answer space.
• Extensive experiments performed on two benchmark VQA datasets demonstrate the feasibility and effectiveness of CAQT. The remainder of this paper is organized as follows. Section II reviews the related works and section III introduces preliminary knowledge about the VQA tasks. In section IV, we provide the details of CAQT. We then perform the experimental evaluation in Section V. Finally, we present the conclusion of this paper and provide the future work in Section VI.
II. RELATED WORK
This section is divided into three parts. The first part introduces the related knowledge of the VQA task. The second part introduces the models based on the attention mechanism. The final part introduces the models with question-type.
A. VISUAL QUESTION ANSWERING
VQA lies in the intersection of computer vision and natural language processing, which has attracted increasing interest from multiple research fields. A series of major datasets for VQA have been publicly released, including DAQUAR [10] , COCO-QA [11] , VQA [1] , FM-IQA [12] , Visual7W [13] , and Visual Genome [14] . A basic framework for the VQA task first encodes question embedding using RNN model and extracts image feature via CNN model, then fuses the question and image features, and finally, uses this feature to predict the answer. Recently, effective bilinear pooling methods such as MCB [7] , MLB [15] , MFB [16] and MLPB [17] have been proposed, which are superior to linear pooling (concatenation, element-wise addition or multiplication). Moreover, memory-augmented neural networks [18] and attention-based models [8] , [19] , [23] , [25] , [31] , [32] have also been developed. Therefore, significant progress has been made in the study of VQA.
B. ATTENTION MODELS
Currently, the mainstream VQA models are essentially based on attention mechanisms. Its success mainly relies on the reasonable assumption that humans have the ability to quickly understand the visual scene by attending to selective parts of the whole image instead of processing the entire scene at once [20] . Attention learns to attend to the most relevant regions of the input space and assigns different weights to different regions. Attention mechanisms are firstly used in machine translation [21] and then are employed to solve the multi-modal tasks, such as image caption [22] , VQA [23] and Cross-media Retrieval [9] . In the VQA task, the attention mechanism is used to identify ''where to look'' [24] and ''which word to listen'' before carrying on further computations. For example, for the question ''What color is his hat?'', the image region containing ''hat'' is more informative than other image regions, and the textual information containing ''color'' and ''hat'' are more important than other words in the question. Numerous works have concentrated on using the attention mechanisms to solve the VQA task [8] , [9] , [16] , [23] , [25] - [27] .
Recently, some works have introduced visual attention to address the VQA task. For example, [23] designed an Attention-based Configurable Convolutional Neural Network (ABC-CNN) to learn question-guided attention. ABC-CNN determined an attention map for each image-question pair by convolving the image feature map with configurable convolutional kernels derived from the question's semantics. And [25] presented a scheme with Stacked Attention Networks (SAN) to obtain the answer, SAN regarded the semantics of the question as a query to find the regions of the image that were associated with the answer. Some recent works integrate visual attention with textual attention to further improve VQA performance. Reference [8] designed a Hierarchical Co-attention Model (HieCoAtt), simultaneously reasoning about image and question attention. Reference [9] proposed a Dual Attention Networks (DANs), which refined specific regions in the images and words in the text through multiple reasoning steps, in order to capture essential information from visual and textual features. In the VQA task, they explored a reasoning way that allowed textual attention and visual attention to steer each other during inference period [9] . In [16] and [26] , the networks can find important information in question text without the guidance of the image. Reference [27] designed a high-order attention mechanism for multi-modal input data. These inputs included an image, a question, and 18 candidate answers. They considered that learning high-order correlations could obtain the appropriate information from different data modalities (question, image, and answers), so as to infer a correct answer. In this paper, we compute the textual attention based on the question itself, without having to consider the image feature.
Besides, self-attention [28] was first proposed to solve machine translation problems and achieved good performance. In long-distance dependence, self-attention module calculated the attention at position t in a sequence by attending to all positions. Currently, some methods [29] , [30] based on self-attention are used in the field of natural language processing. For example, [29] proposed a model for extracting an interpretable sentence embedding by self-attention, which achieved promising performance on author profiling, sentiment classification, and textual entailment. And [30] proposed self-attention based approach to tackle Semantic Role Labeling, which can directly capture the relationships between two tokens regardless of their distance. Our model is partly motivated by [29] , which utilizes self-attention to find the most informative components of the question and uses a matrix to represent the question.
C. MODEL WITH QUESTION-TYPE
When considering the model with question-type for solving the VQA task, [33] introduced Question Type-guided Attention (QTA) that dynamically gated the contribution of ResNet [34] and Faster R-CNN [35] features. QTA utilized the information of question type to guide the visual encoding process, and the experiments over TDIUC [36] dataset showed impressive performance. Motivated by [33] , we also consider the question type in our model. The main idea is that if the model knows the question type before answering the question, the search space of answers set can be reduced.
III. PRELIMINARY
In this section, we first formulate the VQA problem addressed in this paper and then illuminate the basic framework for the problem.
A. PROBLEM DESCRIPTION
Given an image I and the related question Q, the VQA model is designed to predict possible answer. The dominant methods typically formalize VQA as a classification problem in the space of candidate answers. This can be formulated as:
where is the set of candidate answers, represents the parameters of the method.
It is worth noting that ambiguous or subjective questions might have multiple correct answers. Hence, we use a sigmoid output that allows multiple correct answers for each question, instead of a common single-label softmax. That is, in this paper, we treat VQA as a multi-label regression problem.
B. COMMON FRAMEWORK
The basic framework for VQA always consists of three major components which are image embedding, question embedding, and joint feature learning.
1) IMAGE EMBEDDING
In the literature, CNNs are typically used in extracting image feature. CNNs are pre-trained on ImageNet, with common examples as ResNet-152 [34] and Faster R-CNN [35] (in [37] , K = 36), where K is the number of objects in the image and the dimension of each object is 2048. Given I represents the input image, V denotes the output vector, the image feature is obtained by:
2) QUESTION EMBEDDING
RNNs like Long Short-Term Memory (LSTM) [38] and Gated Recurrent Unit (GRU) [39] are typically used in extracting question feature. Given Q represents the input question, H denotes the output vector, the question embedding is obtained by:
Specifically, the number of words in the question is usually limited to 14, the embedding of each word is sequentially fed into the RNN model. The final hidden state of the RNN model is considered as question representation.
3) JOINT FEATURE LEARNING
The image feature V and the question feature H are fused via multi-modal pooling, i.e., concatenation, element-wise addition or multiplication, MCB, MLB, MFB, and etc. The joint feature is:
where f indicates the multi-modal pooling module. The joint feature F is then fed into the classifier to predict the answer.
Recently, many models incorporate the co-attention mechanism for getting more discriminative visual and textual representations, and experiments have shown that the model based on co-attention has achieved the state-of-the-art results.
IV. MODEL
In this section, we describe our proposed CAQT model and explain it in more details. The overall architecture of our proposed model is given in Fig. 2 . CAQT has the following four parts:
• Input representation module which includes image and question features extraction components.
• Co-Attention module which includes self-attention based textual attention and question-guided visual attention.
• Question type module which concatenates the one-hot encoding of the question type directly to the multi-modal joint representation.
• Prediction module is used to infer answers.
A. MODELING 1) INPUT REPRESENTATION a: IMAGE EMBEDDING
Recently, [40] use bottom-up attention to obtain image features which have achieved promising results in comparison with other image feature extraction methods. In light of this, we employ Faster R-CNN [35] for high-level image feature extraction and obtain the top-K candidate objects of the input image I :
where v k ∈ R d v indicates the k-th object feature, K is the number of objects in the image.
b: QUESTION EMBEDDING
In this paper, we use bi-directional LSTM (Bi-LSTM) to encode questions. The question is first tokenized into words and then transformed to one-hot feature vectors q = [q 1 , q 2 , . . . , q n ], where q t ∈ R D is the one-hot encoding at position t, n is the length of the question, D is the number of words in the vocabulary. We first convert q t into a vector representation x t by x t = W e q t , where W e is an embedding matrix, x t is learned along other parameters during training.
At each step, we feed the vector x t into Bi-LSTM:
where h f t ∈ R d h and h b t ∈ R d h represent the hidden states at time t from forward and backward LSTMs, respectively. h t encodes the semantics of the t-th word in the context of the entire question. Note that we use all the hidden states of Bi-LSTM (H ∈ R n×2d h ) instead of the final hidden state as the expression of the question, which helps improve the model performance.
2) CO-ATTENTION
Co-attention mechanism ensures deep cross-domain interactions and obtains discriminative features. Our co-attention mechanism combines self-attention based textual attention and visual attention. We will introduce these two parts separately in the following. We first perform self-attention on the question and receive a new expression of the question, then use this expression to perform visual attention. Selfattention can highlight the focus of the question, questionguided visual attention will give greater weights to regions of the image which are relevant to important semantic of the question.
a: TEXTUAL ATTENTION BASED ON SELF-ATTENTION
Textual attention based on self-attention performs selfattention on the question. In [16] , the mechanism for dealing with questions is textual attention without the guidance of image features, but the result is a vector that can only represent a specific component of the question, and this representation is not enough to express the complicated question (especially for reasoning questions with multiple objects). But in our work, we use the self-attention proposed by [29] , which can fully express most or even all components of the question. Thus, it is not difficulty in expressing complex questions.
We use a 2-D matrix to represent the sentence embedding, with each row of the matrix attending on a different part of the sentence. The self-attention mechanism takes the whole Bi-LSTM hidden states H as input and outputs a vector of weights a. The question features are weighted by the selfattention weights a and then summed into a single vector m which represents the attended question. The equations are as follows:
where w s2 ∈ R 1×d a and W s1 ∈ R d a ×2d h are learnable parameters, d a is a hyperparameter. The self-attention ensures that the more important word in question will be assigned greater weight. m ∈ R 1×2d h usually focuses on a specific component of the question, but questions usually have multiple related words or phrases, so we need to perform multiple hops of attention:
where W s2 ∈ R r×d a and W s1 ∈ R da×2d h are learnable parameters, r is a hyperparameter which represents the number of parts extracted from the question. Finally, the question is expressed as M ∈ R r×2d h , which highlights the focus of the question.
b: QUESTION-GUIDED VISUAL ATTENTION
Visual attention uses the question representation M as a guide to attend the objects that are most relevant to the question. M becomes m by mean function. The question representation m and the image representation V are firstly projected to the same dimension by non-linear layers. Next, we use elementwise multiplication to fuse these projected representations, and then compute the normalized attention weight α k of each image object feature v k through a linear-layer and softmax function. Finally, the image features are weighted by normalized attention weights and summed into a single vector u ∈ R 1×2d h which represents the attended image. The calculation details are listed below:
where For question types that are difficult to distinguish between specific types in the datasets or that have a small proportion, we attribute them to the other class. As can be seen from Tab. 1, judgement class and sport class respectively has the highest proportion and the lowest proportion in training set, validation set and testing set of the VQA datasets. The distributions of question types in the training set and validation set of the two datasets are relatively uniform, but the questions in 
where c ∈ R e×1 (e = 8) indicates the one-hot encoding of the corresponding question type, W m ∈ R 2d h ×2d h and W u ∈ R 2d h ×2d h are the learnable parameters. We directly concatenate the one-hot encoding of the question type c to the multi-modal joint representation f ∈ R 2d h ×1 in order to get f ∈ R 1×(2d h +e) for later answer generation. In addition to the one-hot encoding of the question type, we also have tried to map the question type to the same dimension as the question, but the experimental results are not satisfactory.
4) PREDICTION
In this paper, we treat VQA as a multi-label regression task and use a multi-layer perceptron (MLP) to perform this task. A set of candidate answers is pre-determined from all the correct answers in the training set that appear more than 8 times. The joint representation f is first fed into a non-linear layer and then mapped via a linear layer. Finally, the sigmoid function is employed to predict the score for each candidate answer:ŝ
where W ∈ R d×2d h , W f ∈ R 2d h ×(2d h +e) are the classifier parameters, d indicates the number of candidate answers,ŝ represents the probability of the answer prediction.
B. LEARNING 1) LOSS FUNCTION
Our loss function is similar to the binary cross-entropy loss while using soft accuracies. The objective function is:
where M , N refer to the number of training questions and candidate answers, respectively. The ground-truth scores s are the soft accuracies of ground-truth answers computed in (25).
2) OPTIMIZATION
We choose Adamax as the optimizer. Adamax is a variant of Adam that provides a simpler range of upper learning rates. Compared with Stochastic Gradient Descent (SGD), Adamax does not need to manually adjust the learning rate and has faster convergence. We use weight normalization to accelerate the training. More specifically, gradient clipping technology and dropout (ratio = 0.5) are exploited in training.
V. EXPERIMENTS
In order to validate our proposed model, we carry out experiments to answer the following questions:
• RQ1: How does our designed approach perform when compared with other benchmark methods?
• RQ2: Can the self-attention on the question contribute to the overall effectiveness of CAQT?
• RQ3: Is the question type helpful for boosting the performance of CAQT?
A. DATASET
We validate the CAQT model on both balanced and unbalanced version of VQA dataset, namely, the VQA v1.0 dataset [1] and VQA v2.0 dataset [46] . We train our model on the training and validation sets of the VQA datasets and then report the test results on the test-dev and test-standard sets. 
B. EVALUATION METRICS
Since each question in the datasets is answered by ten different annotators, the answers sometimes are not the same, especially for ambiguous or subjective questions. In order to explore the inconsistency between answers, we adopt soft accuracies as the regression targets. We report the soft accuracy as:
, (25) where a 1 , a 2 , a 3 , . . . , a K are correct answers provided by the different annotators, a is the predicted answer and K = 10. I is an indication function.
C. PARAMETER SETTINGS
For extracting visual object features, we use Faster R-CNN [35] to obtain top 36 (K = 36) object regions and each region is represented by 2048 dimensional features. For sentence encoding, a pre-trained GloVe word embedding of dimension (300) is utilized [49] . And, Bi-LSTM is used to encode question, the dimension of word feature vector in each question is 2048 (d h = 1024). For computational efficiency, we limit the length of each question to 14 words (n = 14). We set d a = 100, r = 10 (according to [29] ). The batch size is set to 512, and the epoch is set as 30. All experiments are fulfilled with PyTorch toolbox.
D. COMPARED METHODS 1) COMPARISON ON THE VQA V1.0 DATASET
We compare CAQT with existing state-of-the-art methods on the VQA v1.0 dataset as follows:
• LSTM Q+I [1] uses a two-layer LSTM to get question embedding and uses VGGNet to get image features, then fuses them via element-wise multiplication.
• DPPnet [41] solves the VQA task by learning a CNN with a dynamic parameter layer where the weights are determined adaptively based on questions.
• FDA [42] provides better-aligned image content representation with questions. FDA can find the important words and critical regions in the question and image, respectively. The question feature and image feature are fused via LSTM units.
• DMN+ [43] proposes a model with memory and attention mechanism. The input fusion layer allows interactions between input facts, and a novel attention based GRU allows for logical reasoning over ordered inputs.
• SMem [44] stores neuron activations from different spatial regions of the image in its memory, and uses the question to choose relevant regions for computing the answer.
• SAN [25] uses the semantic representation of question as the query to search for the regions in an image that is related to the answer. It queries an image multiple times to infer the answer progressively.
• MRN [45] uses shortcuts and residual mappings for multimodality, so MRN allows a deeper network structure and can effectively learn the joint representation from vision and language information.
• MCB [7] proposes to utilize Multimodal Compact Bilinear pooling to efficiently and expressively combine multi-modal features.
• MLB [15] proposes low-rank bilinear pooling using Hadamard product for an efficient attention mechanism of multi-modal learning.
• HieCoAtt [8] presents a hierarchical co-attention model for visual question answering. Co-attention model jointly reasons about image attention and question attention.
• MAN [18] exploits memory-augmented neural networks to predict accurate answers for visual questions, the memory network incorporates both internal and external memory blocks and selectively pays attention to each training exemplar.
• DAN [9] attends to specific regions in the image and key words in the question via multiple steps and gathers essential information from both modalities to infer answers.
• MFB [16] develops a Multi-modal Factorized Bilinear pooling approach to combine multi-modal features, which leads to superior performance for the VQA task compared with other bilinear pooling approaches.
2) COMPARISON ON THE VQA V2.0 DATASET
We compare CAQT with existing state-of-the-art methods on the VQA v2.0 dataset as follows:
• VQA team-Prior [46] predicts the most common answer in the training set, for all test questions.
• VQA team-Language only [46] has a similar architecture with LSTM Q+I [1] except that it only accepts the question as input and does not utilize any visual information.
• VQA team-LSTM+CNN [46] uses LSTM to get question embedding and uses CNN to get image features. It combines these two features via element-wise multiplication, and is followed by a MLP classifier to predict a probability distribution over candidate answers.
• MAN [18] , MCB [7] and MLB [15] are consistent with the comparison methods in VQA v1.0 dataset.
• Up-Down [37] combines bottom-up and top-down attention mechanisms which enable attention to be calculated at the level of objects and other salient image regions.
The Up-Down model employs the visual feature from Faster R-CNN with ResNet-101 and extracts the final VOLUME 7, 2019 state of GRU as the question feature, and then combines these two features via element-wise multiplication.
• MF-SIG-T3* [47] indicates 2-glimpse model by concatenating a Mean Field attention with a sigmoid attention. It is trained on external datasets and involves three reasoning processes.
3) VARIANT MODELS
To demonstrate the effectiveness of self-attention on the question, and question type, we design and compare three variant methods. These variant models are trained and evaluated on the training and validation sets of the two public datasets, respectively. Specifically, the variant models are as follows:
• Baseline: The baseline model first extracts the image feature from Faster R-CNN and uses the output of every hidden state of Bi-LSTM as the question word feature. Then executes question-guided visual attention. Finally, image and text features are fused and fed into the classifier to get the answer.
• Baseline+Self-Attention (Baseline+SelfAtt): Based on the Baseline model, Baseline+SelfAtt performs selfattention on the question, and then uses the new question expression to execute visual attention.
• Baseline+question type (Baseline+QType): Compared with the Baseline model, Baseline+QType concatenates the one-hot encoding of the question type to the multimodal joint representation directly, then feeds these features into the classifier.
E. EXPERIMENTAL RESULTS AND DISCUSSIONS 1) PERFORMANCE COMPARISON (RQ1)
We first list the performance of our method and then compare it with previous published competing approaches. Tab. 2 shows the experimental results on test-dev and test-standard of VQA v1.0 dataset for the Open-Ended task. Tab. 2 is divided into three categories: 1) approaches without using attention mechanism; 2) methods only based on visual attention; 3) approaches integrating both visual attention and textual attention.
In Tab. 2, we have the following observations: CAQT obtains the best Overall accuracies on test-dev (66.37%) and test-standard (66.53%). Our method belongs to the third category approach (approach based on visual and textual attention), with significant improvements over the best approach MFB by 0.47% on test-dev and 0.73% on test-standard. We consider that CAQT is superior to MFB probably because we use a matrix to represent questions, but MFB uses a vector, which may lead to information loss. Besides, MFB uses bilinear pooling to fuse image and text features, which actually results in expensive time and space complexity. Comparing with the first category (methods without attention), CAQT outperforms the best approach DMN+, especially with an increase of 6.13% in terms of test-standard Overall accuracy. In addition, compared with the second category approaches involving visual attention, our method is still better, with a large margin on the test-dev and test-standard sets.
We further demonstrate the performances of CAQT on the VQA v2.0 dataset with both test-dev and test-standard sets. Tab. 3 summarizes the comparisons of our approach with the results of advanced methods. From the results in Tab. 3, we can see that CAQT achieves 65.46% and 65.80% Overall accuracies across all question domains of test-dev set and test-standard set, respectively. CAQT outperforms the stateof-the-art approach (MF-SIG-T3) by 0.73% on Overall accuracy of test-dev set, even though the MF-SIG-T3 model was trained via VQA v2.0 dataset and an external dataset (Visual Genome [14] ). Furthermore, the improvements of CAQT can be seen in all of the entries (Other with 0.79%, Number with 0.93%, Yes/No with 0.62% on test-dev set, Other with 0.24%, Number with 0.04%, Yes/No with 0.04% on test-standard set), especially for the Number accuracy on the test-dev set. The results in Tab. 2 and Tab. 3 explicitly show the advantages of CAQT.
2) EFFECTIVENESS OF SELF-ATTENTION MECHANISM (RQ2)
We summarize the performance of Baseline+SelfAtt on VQA v1.0 and VQA v2.0 validation sets in Tab. 4 and Tab. 5, respectively. When a model does not execute self-attention on TABLE 3. Results comparison of various models on VQA v2.0 test-dev set and test-standard set. ''-'' indicates that the result is not available. ''*'': trained with external datasets. For the test-dev set and the test-standard set, the best results are bolded. 
3) VALIDATION OF QUESTION TYPE (RQ3)
Tab. 4 and Tab. 5 also give the performance of Baseline+ QType on the validation sets. It can be seen from Tab. 4, Baseline+QType improves Baseline model from 63.40% to 63.51% on the Overall accuracy. In Tab. 5, Baseline+QType obtains 63.63% on the Overall accuracy, which is better than the Baseline model, especially on the entry Number. We believe that the reason for the high accuracy on the two datasets is that question type narrows down the answer space, VOLUME 7, 2019 hence the model only need to search for the correct answers among the candidate answers of the corresponding type.
In Tab. 4, CAQT obtains the Overall accuracy of 63.78% on the VQA v1.0 validation set, outperforming baseline by 0.38%. In Tab. 5, when we add both self-attention and question type to the Baseline, the Overall accuracy outperforms Baseline model remarkably, with an increase of 0.67%. Furthermore, compared with Baseline+SelfAtt and Baseline+QType, CAQT could consistently achieve better performance on the two datasets, verifying that it is reasonable to jointly consider self-attention on the question, and question type.
4) CASE STUDY
In this section, we show some examples to demonstrate that visual attention can locate the regions that are relevant to the potential answers, and textual attention highlights the key words. Fig. 3 presents eight examples. They cover question types include color, time, counting, location, reason, sport, judgement and other. For each example, the exhibited three images from left to right are ordered as the original image, the output of the question-guided visual attention and the histogram of textual attention weights distribution. The white aperture area of the image is the detected attention. Across all those examples, we can see that the visual attention attends to the image regions that are related to the correct answer, and the text attention assigns a relatively large weight to the important words of the question. In Fig. 3(a) , the question is ''What color is his hat?'', which asks the color of the hat of the man who stands on the skateboard. In the output of the visual attention layer, the attention is focused on the head of the man. As we can see from the histogram of textual attention weights distribution, ''color'' accounts for the largest proportion, followed by ''hat''. CAQT finally outputs the answer of the question: the hat's color is blue.
VI. CONCLUSION AND FUTURE WORK
In this paper, we present a novel deep neural network with the new co-attention mechanism and question type for the VQA task. Our proposed co-attention mechanism combines selfattention based textual attention and question-guided visual attention. We introduce the question type in CAQT model by directly concatenating it with the multi-modal joint representation to reduce the search space of candidate answers. The visualization shows that the CAQT model has the ability to pay more attention to the relevant textual and visual clues that are highly relevant to the answer of the question. Experiments conducted on VQA v1.0 and v2.0 datasets show that CAQT outperforms state-of-the-art approaches.
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