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UNIVERSAL COMPOSITION OPERATORS
JOA˜O R. CARMO AND S. WALEED NOOR
Abstract. A Hilbert space operator U is called universal (in the sense of
Rota) if every Hilbert space operator is similar to a multiple of U restricted to
one of its invariant subspaces. It follows that the Invariant Subspace Problem
for Hilbert spaces is equivalent to the statement that all minimal invariant
subspaces for U are one dimensional. In this article we characterize all linear
fractional composition operators Cφf = f ◦φ that have universal translates on
both the classical Hardy spaces H2(C+) and H2(D) of the half-plane and the
unit disk respectively. The surprising new example is the composition operator
on H2(D) with hyperbolic non-automorphic symbol φa(z) = az+(1−a) for 0 <
a < 1. This leads to strong characterizations of minimal invariant subspaces
and eigenvectors of Cφa and offers an alternative approach to the ISP.
1. Introduction
One of the most important open problems in operator theory is the Invariant
Subspace Problem (ISP), which asks: Given a complex separable Hilbert space H
and a bounded linear operator T onH, does T have a nontrivial invariant subspace?
An invariant subspace of T is a closed subspace E ⊂ H such that TE ⊂ E. The
recent monograph by Chalendar and Partington [3] is a reference for some modern
approaches to the ISP. Rota [23] in 1960 demonstrated the existence of operators
that have invariant subspace lattices so rich that they could model every Hilbert
space operator.
Definition. Let B be a Banach space and U a bounded linear operator on B. Then
U is said to be universal for B, if for any bounded linear operator T on B there
exists a constant α 6= 0 and an invariant subspaceM for U such that the restriction
U |M is similar to αT .
If U is universal for a separable, infinite dimensional Hilbert space H, then the
ISP is equivalent to the assertion that every infinite dimensional invariant subspace
for U contains a nontrivial proper invariant subspace, or equivalently, the minimal
invariant subspaces for U are all one dimensional. The main tool thus far for iden-
tifying universal operators has been the following criterion of Caradus [1].
The Caradus criterion. Let H be a separable infinite dimensional Hilbert space
and U a bounded linear operator on H. If ker(U) is infinite dimensional and U is
surjective, then U is universal for H.
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If X is a Banach space of holomorphic functions on an open set U ⊂ C and if φ
is a holomorphic self-map of U , the composition operator with symbol φ is defined
by Cφf = f ◦ φ for any f ∈ X . The study of composition operators is concerned
with the comparison of properties of Cφ with those of the symbol φ. If X is the
Hardy space H2(D) of the open unit disk then every self-map φ of D induces a
bounded Cφ. In contrast if X is the Hardy space H
2(C+) of the right half-plane,
then a holomorphic self-map ψ of C+ induces a bounded Cψ if and only if ψ has
a finite angular derivative at the fixed point ∞. That is, if ψ(∞) = ∞ and if the
non-tangential limit
(1.1) ψ′(∞) := lim
w→∞
w
ψ(w)
exists and is finite. This was proved by Matache in [18].
Nordgren, Rosenthal and Wintrobe [21] gave a remarkable reformulation of the
ISP in terms of composition operators on H2(D). They showed that if φ is a
hyperbolic automorphism of D (having two distinct fixed points on T := ∂D), then
Cφ−λI is universal for all λ in the interior of the point spectrum of Cφ. Since Cφ−λI
and Cφ have the same invariant subspaces, the ISP has a positive solution if and
only if the minimal non-trivial invariant subspaces of Cφ are all one dimensional.
The last three decades have seen many works dedicated to this approach to the ISP
(see [4],[11],[15],[16],[20],[21],[26]). They all focus on the hyperbolic automorphism
(1.2) h(z) =
z + a
az + 1
for some 0 < a < 1 which has two fixed points 1 and −1 on T. Recently, the
analogous question for H2(C+) was answered negatively by R. Schroderus and
Hans-Olav Tylli [24, Proposition 3.5]. They proved that Cψ − λI is not universal
for any λ ∈ C when ψ is a hyperbolic automorphism of C+. No examples of
composition operators with universal translates are known for H2(C+).
The plan of the paper is the following. Section 2 contains some preliminary
definitions and results. In Section 3, all linear fractional symbols ψ for which
Cψ has universal translates on H
2(C+) are characterized (see Theorem 12). As a
consequence the first such example is discovered.
Theorem 1. If ψ is an affine self-map of C+, then Cψ−λI is universal on H2(C+)
for some λ ∈ C if and only if ψ(w) = aw + b with a ∈ (1,∞) and Re(b) > 0.
In Section 4, we characterize all linear fractional composition operators Cφ with
universal translates on H2(D) (see Theorem 13).
Theorem 2. If φ is a linear fractional self-map of D, then Cφ − λI is universal
on H2(D) for some λ ∈ C if and only if φ has two distinct fixed points outside D.
The surprising new example here is the affine self-map of D defined by
φa(z) = az + (1 − a), 0 < a < 1
with fixed points 1 and∞. It is interesting that R. Schroderus and Hans-Olav Tylli
[24, Example 3.4] considered Cφa and showed that it is not universal (since it is
injective), but they did not consider its translates Cφa − λI. Recently Cowen and
Gallardo-Gutirrez [6, Theorem 8] showed that Cφa (with a = e
−2π) is associated
with a particular universal Toeplitz operator on the classical Bergman space. The
rest of this work is focused exclusively on analysing Cφa .
3Section 5 focuses on the minimal invariant subspaces of Cφa in H
2 := H2(D).
These subspaces are necessarily cyclic subspaces
Kf = span{Cnφaf : n ≥ 0}
H2
generated by some f ∈ H2. Therefore the ISP has a positive solution if and only
if Kf is a minimal invariant subspace for Cφa precisely when f is an eigenvector.
We first show that only those Kf with f ∈ H
2 analytic at each point of T \ {1}
need to be considered (see Proposition 17). Define the radial limit of f ∈ H2 at
1 by f∗(1) := limr→1− f(r) if it exists. Therefore resolving the ISP amounts to
characterizing the minimality of Kf in the following three cases:
A. f∗(1) is finite and non-zero. B. f∗(1) is equal to zero.
C. f∗(1) does not exist.
Let fs(z) = (1 − z)s for Re(s) > −1/2 which are eigenvectors for all the Cφa .
The main result on minimal invariant subspaces is the following (see Theorem 18).
Theorem 3. Let f = fsg for some g ∈ H2 and Re(s) ≥ 0 with limn→∞ g(1 − an)
finite and non-zero. Then Kf is a minimal invariant subspace for Cφa if and only
if f is a scalar multiple of fs.
This includes examples of f from case A (when s = 0), B (when Re(s) > 0)
and C (when Re(s) = 0 but s 6= 0). The known results in the literature that
treat case A using the hyperbolic composition operator Ch (see (1.2)) all require
additional hypotheses (see [11, Thm. 2.5],[15, Thm. 2],[16, Thm. 2.2],[20, Prop.
1.2]). Putting s = 0 in Theorem 3 characterizes case A in full generality for Cφa .
In fact f∗(1) need not even exist.
Corollary 4. Let f ∈ H2 with limn→∞ f(1− an) finite and non-zero. Then Kf is
minimal for Cφa if and only if f is constant.
With the additional assumption of analyticity of f at 1 we also characterize case
B (see Corollary 20). It is worth noting that this result is not true for Ch because
the functions fN are not eigenvectors for Ch (see [11, Prop. 2.1] or [16, Prop. 2.3]).
Corollary 5. Let f ∈ H2 be analytic at 1. Then Kf is minimal for Cφa if and
only if f is a scalar multiple of fN(z) = (1− z)N for some N ∈ N.
We also show that for f belonging to singular shift-invariant subspaces, the Kf
are always non-minimal (see Proposition 21). These functions are examples of case
B not covered by Theorem 3. The last section is dedicated to eigenvectors of Cφa .
For instance, if f is an eigenvector that is analytic at the point 1, then f must
be a scalar multiple of (1 − z)N for some N ∈ N. Similarly if f∗(1) is finite and
non-zero, then f must be a constant (see Theorem 22). In general any eigenvector
can be analytically continued to the whole half-plane H := {z ∈ C : Re(z) < 1}
(see Theorem 23). We finally show that fs(z) = (1− z)
s for Re(s) > −1/2 are the
only common eigenvectors in H2 shared by all Cφa with 0 < a < 1.
2. Preliminaries
2.1. The Hardy space H2(D). We denote by D and T the open unit disk and the
unit circle respectively. An analytic function f on D belongs to the Hardy space
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H2(D) if
||f ||D = sup
0≤r<1
(
1
2π
∫ 2π
0
|f(reiθ)|2dθ
)1/2
<∞.
Similarly let H∞ denote the space of bounded analytic functions on D. For any
f ∈ H2(D) and ζ ∈ T, the radial limit f∗(ζ) := limr→1− f(rζ) exists m-a.e. on
T, where m denotes the normalized Lebesgue measure on T. If φ is an analytic
self-map of D, the Nevanlinna counting function for φ is defined for w ∈ D \ {φ(0)}
by
Nφ(w) =
∑
z∈φ−1{w}
log
1
|z|
where φ−1{w} is the sequence of φ-preimages of w repeated according to their
multiplicities. If w /∈ φ(D) then Nφ(w) is defined to be 0. We shall need a change
of variables formula used by Shapiro in his seminal work on compact composition
operators [25, Corollory 4.4]:
(2.1) ||Cφf ||
2
2 = 2
∫
D
|f ′(w)|2Nφ(w)dA(w) + |f(φ(0))|
2
for any f holomorphic on D and where dA is the normalized area measure on D.
2.2. The Hardy space H2(C+). Let C+ be the open right half-plane. The Hardy
space H2(C+) is the Hilbert space of analytic functions on C+ for which the norm
||f ||C+ =
(
sup
0<x<∞
∫ ∞
−∞
|f(x+ iy)|2dy
)1/2
<∞.
By the Paley-Wiener Theorem the transformation defined by
(2.2) (Pf)(w) =
∫
R+
f(t)e−twdt
is an isometric isomorphism of L2(R+) onto H
2(C+), where R+ denotes the non-
negative real numbers. It is known that a composition operator Cψ on H
2(C+) is
unitarily equivalent to the weighted composition operator WΦ on H
2(D) defined by
(2.3) (WΦf)(z) =
1− Φ(z)
1− z
f(Φ(z))
where Φ = γ−1 ◦ ψ ◦ γ : D→ D and γ(z) = 1+z1−z is the Cayley transform of D onto
C+ with γ
−1(z) = z−1z+1 (see [2, Lemma 2.1]).
2.3. Linear fractional self-maps of D and C+. The linear fractional self-maps
φ(z) =
az + b
cz + d
of D with a, b, c, d ∈ C satisfying ad− bc 6= 0 have two fixed points in Ĉ = C∪{∞}.
If φ has only one fixed point then it is necessarily on T. Of particular importance
to us in relation to universality on H2(D) are those φ with two distinct fixed points
outside D which we shall call hyperbolic maps. When both fixed points belong to
the unit circle T then it is a hyperbolic automorphism.
Matache [17] showed that the only linear fractional self-maps of C+ that induce
bounded composition operators on H2(C+) are the affine maps
(2.4) ψ(w) = aw + b
5where a > 0 and Re(b) ≥ 0. Such a map ψ is said to be of hyperbolic type if a 6= 1
and is a hyperbolic automorphism if additionally Re(b) = 0. In particular, the
hyperbolic non-automorphisms are the symbols
ψ(w) = aw + b with a ∈ (0, 1) ∪ (1,∞) and Re(b) > 0
and we shall say ψ is of type I if a ∈ (0, 1) and of type II if a ∈ (1,∞). The symbols
ψ of type II shall be of interest to us in relation to universality on H2(C+).
2.4. A necessary condition for universality. R. Schroderus and Hans-Olav
Tylli [24, Corollary 2.3] proved the following necessary condition for the universality
of a bounded operator T on a separable Hilbert space H.
Proposition 6. If T is universal on H, then the point spectrum σp(T ) of T has
non-empty interior in C.
Using this we see that most linear fractional composition operators on H2(D)
and H2(C+) do not have universal translates.
Proposition 7. Let φ and ψ be linear fractional self-maps of D and C+ respectively.
If φ is not a hyperbolic map, then Cφ−λ is not universal on H2(D) for any λ ∈ C.
Similarly if ψ is not a hyperbolic non-automorphism, then Cψ − λ is not universal
on H2(C+) for any λ ∈ C.
Proof. We first consider the disk case. Suppose φ(α) = α for some a ∈ D. Then
the classical Knigs Theorem shows that σp(Cφ) ⊂ {1} ∪ (λn)n∈N where λ = φ′(a)
[13, Theorem 5.3.3] and hence σp(Cφ) has empty interior. Now suppose φ(α) = α
for some α ∈ T and α is the only fixed point in Ĉ. If φ is an automorphism of D
then σp(Cφ) = T [13, Theorem 5.4.6], and if φ is a non-automorphism then σp(Cφ)
is contained in a spiral-like set {0} ∪ {e−at : t ∈ [0,∞)]} for some a ∈ C with
Re(a) > 0 (see [5]). In both cases σp(Cφ) has empty interior. Since σp(Cφ − λ)
is just a translate of σp(Cφ) for each λ ∈ C, it also has empty interior. Therefore
Cφ − λ is not universal for any λ ∈ C if φ is not hyperbolic.
For the half-plane case suppose ψ(w) = aw + b with a = 1 or with a 6= 1 and
Re(b) = 0. That is precisely when ψ is not a hyperbolic non-automorphism. Then
σp(Cψ) is contained in a circle or a spiral (see [10, Theorem 7.4]) and hence has
empty interior. Therefore once again Cψ − λ is not universal for any λ ∈ C if φ is
not a hyperbolic non-automorphism. 
In the next section we shall prove that Cψ − λ is universal on H2(C+) when
ψ is a hyperbolic non-automorphism of type II with λ in the interior of σp(Cψ).
This is to our knowledge the first example of a composition operator with universal
translates on H2(C+).
3. Universality on H2(C+)
In this section we completely characterize the affine self-maps ψ of C+ for which
Cψ−λ is universal on H2(C+) for some λ ∈ C. We shall see that this happens only
for hyperbolic non-automorphism of type II. We must first show that Cψ is unitarily
equivalent to a weighted vector shift when ψ is a hyperbolic non-automorphism.
Partington and Pozzi [22] have shown that a wide class of vector shift operators
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are universal in the sense of Caradus. Let T : ℓ2(Z, L2(t0, t1)) → ℓ2(Z, L2(t0, t1))
be the weighted right bilateral shift given by
T (
∑
n∈Z
xnen) =
∑
n∈Z
knxn−1en
where each kn is a positive continuous function on [t0, t1] such that
kn
uniformly
−−−−−−→
{
b as n→ −∞
a as n→ +∞
where a < b. We state their main result as follows.
Theorem 8. For any λ ∈ C with a < |λ| < b, the operator T − λI is a universal
operator on ℓ2(Z, L2(t0, t1)). Also σ(T ) = σ(T
∗) = {z ∈ C : a ≤ |z| ≤ b} with
{z ∈ C : a < |z| < b} ⊂ σp(T ) and σp(T ∗) = ∅.
We begin by showing that non-automorphic Cψ are unitarily equivalent to a
dilation followed by a multiplication operator on L2(R+). The case a = 1 already
appears in [10, Thm. 7.1].
Lemma 9. Let a ∈ (0,∞), b ∈ C+ and ψ : C+ → C+ be the symbol ψ(w) = aw+b.
Then the composition operator Cψ : H
2(C+) → H2(C+) is unitarily equivalent to
the operator W : L2(R+)→ L2(R+) defined by (Wf)(t) =
1
ae
−bt/af(t/a).
Proof. By the Paley-Wiener theorem, the map P : L2(R+)→ H2(C+) defined by
(Pf)(w) =
∫
R+
f(t)e−twdt
is an isometric isomorphism. Let f ∈ L2(R+) and F := P (f) ∈ H2(C+). We get
(CψPf)(w) = CψF (w) = F (aw + b) =
∫
R+
f(t)e−t(aw+b)dt =
∫
R+
f(t)e−bte−atwdt
=
∫
R+
1
a
e−bt/af(t/a)e−twdt = (PWf)(w).
Hence Cψ on H
2(C+) is unitarily equivalent to W on L
2(R+). 
The next result shows that the operator W with a 6= 1 is unitarily equivalent to
a weighted vector left shift.
Lemma 10. For a ∈ (0, 1)∪ (1,+∞), the operator W : L2(R+)→ L2(R+) defined
by (Wf)(t) = 1ae
−bt/af(t/a) is unitarily equivalent to the weighted left bilateral shift
T defined by
T (
∑
n∈Z
gnen) =
∑
n∈Z
cngn+1en
on l2(Z, L2[1, a]) for a > 1 (resp. l2(Z, L2[a, 1]) for a < 1), and where
cn(t) := a
−1/2e−Re(b)a
−n−1t
are positive and continuous functions on [1, a] (resp. [a, 1]).
7Proof. Let f ∈ L2(R+) and consider first the case a > 1. Then after a change of
variables one obtains
||f ||2L2(R+) =
∫
R+
|f(t)|2dt =
∑
n∈Z
∫ a−n+1
a−n
|f(t)|2dt =
∑
n∈Z
∫ a
1
a−n|f(t/an)|2dt
=
∑
n∈Z
∫ a
1
|a−n/2f(t/an)|2dt(3.1)
Define a sequence of unimodular functions by
an(t) :=
{∏n
k=0 e
−itIm(b)a−k if n ≥ 0
e−itIm(b)
∏−n−1
k=0 e
itIm(b)ak if n < 0
and note that (an/an+1)(t) = e
itIm(b)a−n−1 for all n ∈ Z. Define the operator
Ψ : L2(R+)→ l2(Z, L2[1, a]) by
Ψ(f) =
∑
n∈Z
hnen
where hn(t) = a
−n/2an(t)f(t/a
n) for t ∈ [1, a] and en a canonical basis vector.
Then (3.1) and |an(t)| = 1 show that
||Ψ(f)||2ℓ2 =
∑
n∈Z
||hn||
2
L2[1,a] = ||f ||
2
L2(R+)
for each f ∈ L2(R+) and so Ψ is an isometry. For surjectivity let H =
∑
n∈Z hnen
with
∑
n∈Z ||hn||
2
L2[1,a] <∞. If we define f ∈ L
2(R+) by f(t) = a
n/2hn(a
nt)/an(a
nt)
for t ∈ [a−n, a−n+1] noting that R+ =
⋃
n∈Z[a
−n, a−n+1], then Ψ(f) = H and
therefore Ψ is unitary. Hence for f ∈ L2(R+), we get
(Ψ ◦W )f = Ψ
(
a−1e−bt/af(t/a)
)
=
∑
n∈Z
a−1e−bta
−n−1
a−n/2anf(t/a
n+1)en
=
∑
n∈Z
a−1/2e−bta
−n−1 an
an+1
hn+1en
=
∑
n∈Z
a−1/2e−bta
−n−1
eitIm(b)a
−n−1
hn+1en
=
∑
n∈Z
a−1/2e−Re(b)ta
−n−1
hn+1en
=
∑
n∈Z
cnhn+1en = T (
∑
n∈Z
hnen) = (T ◦Ψ)f.
Therefore W is unitarily equivalent to T when a > 1. The case 0 < a < 1 is
analogous with the only changes being to replace l2(Z, L2[1, a]) by l2(Z, L2[a, 1])
and equation (3.1) which becomes
||f ||2L2(R+) =
∑
n∈Z
∫ an
an+1
|f(t)|2dt =
∑
n∈Z
∫ 1
a
an|f(tan)|2dt
=
∑
n∈Z
∫ 1
a
|an/2f(tan)|2dt =
∑
n∈Z
||hn||
2
L2[a,1].
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The functions an, hn and operator Ψ : L
2(R+)→ l2(Z, L2[a, 1]) are defined just as
in the previous case and the rest of the proof follows verbatim. 
We therefore arrive at the main result.
Theorem 11. Let a ∈ (0, 1)∪(1,∞), b ∈ C+ and ψ a hyperbolic non-automorphism
defined on C+ by ψ(w) = aw + b. For a > 1, the operator Cψ − λ is universal on
H2(C+) for 0 < |λ| < a−1/2. If a < 1 then Cψ − λ is not universal for any λ ∈ C.
Furthermore {λ ∈ C : 0 < |λ| < a−1/2} ⊂ σp(Cψ) if a > 1 and σp(Cψ) = ∅ if a < 1.
In both cases σ(Cψ) = {λ ∈ C : |λ| ≤ a−1/2}.
Proof. By Lemma 9 and Lemma 10 we see that Cψ is unitarily equivalent to the
weighted left bilateral shift with weights
cn(t) = a
−1/2e−Re(b)a
−n−1t.
In order to apply Theorem 8 we must first transform these left shifts into right shifts.
We observe that any such left shift is unitarily equivalent to the corresponding right
shift with reversed weights
c˜n(t) := c−n(t) = a
−1/2e−Re(b)a
n−1t
and its adjoint is equivalent to the right shift with the original weights (cn)n∈N.
Hence when a > 1, we see that c˜n −→ 0 as n → ∞ and c˜n −→ a−1/2 as n → −∞
uniformly on [1, a]. So Cψ − λ is universal for 0 < |λ| < a−1/2 by Theorem 8.
For the case a < 1, we have cn −→ 0 as n → ∞ and cn −→ a−1/2 as n → −∞
uniformly on [a, 1] which implies that C∗ψ − λ is universal for 0 < |λ| < a
−1/2 and
σp(Cψ) = σp((C
∗
ψ)
∗) = ∅. Therefore Cψ − λ is not universal for any λ ∈ C by
Proposition 6. The statements on the spectrum and point spectrum follow from
Theorem 8. 
Therefore by Theorem 11 and Proposition 7 we obtain our desired characteriza-
tion of universality on H2(C+).
Theorem 12. If ψ is an affine self-map of C+, then Cψ−λ is universal on H2(C+)
for some λ ∈ C if and only if ψ is a hyperbolic non-automorphism of type II.
4. Universality on H2(D)
In this section we completely characterize the linear fractional self-maps φ of D
for which Cφ−λ is universal on H
2(D) for some λ ∈ C. Recall that φ is hyperbolic if
it has two distinct fixed points outside D and a hyperbolic automorphism when both
fixed points belong to the unit circle T. At least one fixed point must necessarily
belong to T. The main result is the following.
Theorem 13. If φ is a linear fractional self-map of D, then Cφ − λ is universal
on H2(D) for some λ ∈ C if and only if φ is hyperbolic.
This completes a thirty year old result of Nordgren, Rosenthal and Wintrobe
[21, Theorem 6.2] where they proved this for hyperbolic automorphisms. So let φ
be a hyperbolic non-automorphism. Hence φ fixes one point ζ ∈ T and the other
outside the closed unit disk D (possibly ∞). It was shown by Hurst [12, Theorem
8] that in this case Cφ is similar to Cφa where
(4.1) φa(z) = az + (1 − a) with a := φ
′(ζ) ∈ (0, 1).
9The operator Cφa was studied by Deddens (see [9]) where it was shown that the
adjoint of Cφa is subnormal and where its spectrum was determined. Interestingly
Cφa is unitarily equivalent to a scalar multiple of a composition operator onH
2(C+)
with symbol that is a hyperbolic non-automorphism of type II.
Lemma 14. Let a ∈ (0, 1) and φa be the self map of D given by φa(z) = az+(1−a).
Then Cφa on H
2(D) is unitarily equivalent to a−1Cψa on H
2(C+) where
ψa(w) = a
−1w + (a−1 − 1).
Proof. We only have to determine (2.3) with Φ = γ−1 ◦ ψa ◦ γ. We get
Φ(z) = γ−1
(
a−1γ(z) + (a−1 − 1)
)
=
a−1γ(z) + (a−1 − 1)− 1
a−1γ(z) + (a−1 − 1) + 1
=
a−1
(
1+z
1−z
)
+ a−1 − 2
a−1
(
1+z
1−z
)
+ a−1
=
a−1(1 + z) + (a−1 − 2)(1− z)
a−1(1 + z) + a−1(1− z)
=
2a−1 − 2 + 2z
2a−1
= az + (1− a) = φa(z).
Similarly
1− Φ(z)
1− z
=
1− φa(z)
1− z
=
a(1− z)
1− z
= a.
Therefore we see that Cψa is unitarily equivalent to WΦ = aCφa by (2.3). 
We are now ready to prove universality in the hyperbolic non-automorphism
case, which together with the hyperbolic automorphism case (see [21, Thm. 6.2])
and Proposition 7 proves Theorem 13.
Theorem 15. Let φ be a hyperbolic non-automorphism with one fixed point ζ ∈ T
and the other outside the closed unit disk D (possibly at ∞). If a := φ′(ζ) ∈ (0, 1),
then for each λ with 0 < |λ| < a−1/2 the operator Cφ − λ is universal on H2(D).
Proof. By Lemma 14 and the paragraph before it we see that Cφ on H
2(D) is
similar to a−1Cψa on H
2(C+). Since ψa(s) = a
−1s + (a−1 − 1) with a−1 > 1, it
follows that ψa is a hyperbolic non-automorphism of type II. Hence Cψa − λ is
universal for 0 < |λ| < a1/2 by Theorem 11, and therefore Cφ−λ must be universal
for 0 < |λ| < a−1/2. 
Since Cφ and Cφ − λ have the same invariant subspaces, we get the following.
Corollary 16. Let φ : D → D be a hyperbolic map. Then the ISP has a positive
solution if and only if every minimal non-trivial invariant subspace of Cφ in H
2(D)
is one dimensional.
In the rest of this work we shall exclusively focus on the canonical hyperbolic
non-automorphism defined on D by
φa(z) = az + (1 − a), 0 < a < 1
with 1 and ∞ as the fixed points outside D. By Corollory 16 it is clear that a
deeper understanding of the minimal invariant subspaces of Cφa is key to attacking
the ISP. Therefore the next section is dedicated to the minimal invariant subspaces
of Cφa on H
2(D).
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5. Minimal invariant subspaces of Cφa
In the rest of this work we shall denote H2 := H2(D). In this section we study
the minimal invariant subspaces of Cφa for a ∈ (0, 1). First note that for a, b ∈ (0, 1)
we get
φa ◦ φb(z) = abz + 1− ab = φab(z)
and hence that CφaCφb = Cφab = CφbCφa . It follows that {Cφa : a ∈ (0, 1)} is a
multiplicative semigroup of operators. In particular the n-th compositional iterate
of φa is simply given by
(5.1) φ[n]a = a
nz + (1− an) = φan(z)
for each n ∈ N and Cnφa = Cφ[n]a = Cφan . Hence φ
[n]
a −→ 1 uniformly on D as
n → ∞. For each non-zero f ∈ H2, we denote by Kf the cyclic subspace defined
by
Kf = span{Cnφaf : n ≥ 0}
H2
.
Each such Kf is an invariant subspace for Cφa . If Kf = H
2 then f is called a cyclic
vector for Cφa . If E is an invariant subspace of Cφa , then Kf ⊂ E for all f ∈ E. So
if E is a minimal Cφa -invariant subspace thenKf = E for all f ∈ E. Hence minimal
invariant subspaces are necessarily cyclic. Noting that dim(Kf ) = 1 precisely when
f is a Cφa-eigenvector, we may restate the ISP as follows. The ISP has a positive
solution if and only if Kf is minimal precisely when f is a Cφa -eigenvector. Our
first result shows that we need only consider f ∈ H2 that are analytic on the unit
circle T minus the point 1.
Proposition 17. Each minimal invariant Kf has a generator that is analytic on
a neighborhood of D\{1}. This neighborhood can be chosen large enough to include
any given compact subset of the half-plane H = {z ∈ C : Re(z) < 1}.
Proof. Consider the sequence of open disks Dn with center 1−a−n and radius a−n.
Then D = D0 ⊂ D1 ⊂ . . . is an increasing chain of disks having 1 as the common
boundary point and centers 1− a−n tending to −∞. Therefore H = ∪∞n=0Dn. Also
we have φa(Dn) = aDn + (1 − a) = Dn−1 for n ≥ 1 which implies φan(Dn) = D.
Clearly D \ {1} ⊂ Dn for all n ≥ 1. Then for a given compact subset L of H
there exists N ∈ N such that L ⊂ DN . For any f ∈ H2 define the function
fN := f ◦ φaN ∈ H
2 which is analytic on DN and KfN ⊂ Kf . The key observation
is that if Kf is minimal then KfN = Kf . So each minimal Kf has a generator
analytic on DN . 
The principle examples of eigenvectors for Cφa are the functions
fs(z) = (1− z)
s
for s ∈ C. In fact for z ∈ D we have
(5.2) (Cφafs)(z) = (1− (az + 1− a))
s = as(1 − z)s = asfs(z).
So Cφafs = a
sfs for all a ∈ (0, 1) and Hurst [12, Lemma 7] showed that fs ∈ H2 if
and only if Re(s) > −1/2. We now state our main theorem on minimal invariant
subspaces.
Theorem 18. Let f = fsg for some g ∈ H2 with limn→∞ g(1 − an) = L 6= 0
and Re(s) ≥ 0. Then Kf contains the eigenvector fs. Therefore Kf is minimal
invariant if and only if f = Lfs.
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Proof. By the hypothesis fs is an H
2-multiplier for Re(s) ≥ 0 we have fsg ∈ H2.
Since Cnφaf = a
nsfsC
n
φa
g and φan(0) = 1− an, by (2.1) we get∥∥∥∥Cnφafans − Lfs
∥∥∥∥2
2
=
∥∥fs(Cnφag − L)∥∥22 ≤M ∥∥Cnφa(g − L)∥∥22 =M ‖Cφan (g − L)‖22
= 2M
∫
D
|g′(w)|2Nφan (w)dA(w) + |g(1− a
n)− L|2.
We need only prove that the last integral tends to 0 as n→∞. This will follow by a
monotone convergence argument. Notice that the images φan(D) = a
nD+(1− an)
are open disks of decreasing radii an with centers 1−an tending to 1. Therefore for
each w ∈ D we have w /∈ φan(D) and hence Nφan (w) = 0 for all sufficiently large n.
So Nφan is a monotonically decreasing positive function on D with pointwise limit
0. Hence the integral above vanishes as claimed and with g(1− an)→ L as n→∞
this implies that Cnφaf/a
ns → Lfs in H2. Therefore the eigenvector fs ∈ Kf and
Kf is minimal if and only if Kf = Cfs, in which case f = Lfs. 
The case s = 0 provides a complete characterization of the minimal Cφa -invariant
Kf when f
∗(1) is finite and non-zero. In fact f∗(1) need not even exist.
Corollary 19. Let f ∈ H2 with limn→∞ f(1−an) = L 6= 0. Then Kf is a minimal
invariant subspace for Cφa if and only if f is the constant L.
Assuming analyticity of f at 1, we can also completely characterize the minimal
invariant Kf .
Corollary 20. Let f ∈ H2 be analytic at 1. Then Kf is minimal if and only if f
is a scalar multiple of fN (z) = (1− z)N for some N ∈ N.
Proof. If f(1) 6= 0 then the result follows from the previous corollary. Therefore
let f(1) = 0. Hence there exists a neighborhood U of 1 such that f = fNg for a
function g analytic on U with g(1) = L 6= 0 and N the multiplicity of f at 1. Now
Cφan f = a
nNfNg ◦ φan
and if n is sufficiently large say n > k then φan(D) = a
n
D + (1 − an) ⊂ U . Hence
g ◦φan is a bounded holomorphic function on D for n > k with g ◦φan(1) = L. Now
applying Theorem 18 with h := Cφan f/a
nN for some n > k and s = N implies that
the eigenvector fN ∈ Kh ⊂ Kf which concludes the proof. 
For b > 0, let Eb denote the singular shift-invariant subspace
Eb = e
b z+1z−1H2(D).
It is clear that Eb ⊂ Eb′ if b′ < b because e
b′ z+1z−1 divides eb
z+1
z−1 as an inner function.
Cowen and Wahl (see [8, Theorem 5]) showed that if φ is any self-map of the disk
with φ(1) = 1 and φ′(1) ≤ 1, then each Eb is an invariant subspace for Cφ. In
particular CφaEb ⊂ Eb for all b > 0. None of these f ∈ Eb satisfy the hypothesis
of Theorem 18 since (f/fs)
∗(1) = 0 for all f ∈ Eb and s ∈ C. However the
corresponding Kf are not minimal.
Theorem 21. For any b > 0 and f ∈ Eb non-zero, the cyclic subspace Kf is not
minimal invariant for Cφa .
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Proof. First note that
Cφae
b z+1z−1 = e
b
a
az−a+2
z−1 = e
b
a
z+1
z−1 e
b
a (a−1) ∈ Eb/a
which implies that CnφaEb ⊂ Eb/an for all n ≥ 1 and clearly Eb/an ⊂ Eb. We next
prove that for each non-zero f ∈ H2(D) there exists an integer N large enough
(depending on f) such that f /∈ EN . Otherwise the inner part of f would be
divisible by each of the singular inner functions In(z) := e
n z+1z−1 for n ∈ N. But this
implies that
2πn = µn({1}) ≤ µf ({1})
for all n ∈ N, where µn and µf are the singular measures on T corresponding to
In and f respectively (see [13, Theorem 2.6.7]). Hence µf ({1}) = ∞ which is a
contradiction. Now let f ∈ Eb \ {0} for some b > 0 and suppose f /∈ EN for some
N > b. Then there exists n0 such that C
n
φa
f ∈ Eb/an ⊂ EN for all n ≥ n0. So if
g := Cn0φaf , then Kg ⊂ EN which implies that f /∈ Kg. Therefore Kg is a proper
closed invariant subspace of Kf under Cφa and hence Kf is not minimal. 
6. Eigenvectors of Cφa
In this section we study the eigenvectors of Cφa for a ∈ (0, 1). Our first result
about eigenvectors follows immediately from Corollary 19 and Corollary 20.
Theorem 22. Let f be a non-zero Cφa-eigenvector. Then f
∗(1) is finite and
nonzero if and only if f is a constant. And f is analytic at the point 1 if and only
if f(z) = K(1− z)n for some n ∈ N and scalar K.
We turn now to concrete function-theoretic properties of eigenvectors. We first
show that the domain of analyticity of eigenvectors for Cφa can be extended to the
half-plane H = {z ∈ C : Re(z) < 1}.
Proposition 23. If f : D→ C is an eigenvector for Cφa for some a ∈ (0, 1), then
f has an analytic continuation to all of H.
Proof. Let Dn be the increasing sequence of disks with center 1− a
−n, radius a−n
and 1 as their only common boundary point. Then H = ∪∞n=0Dn and φan(Dn) = D
as in the proof of Proposition 17. Therefore if Cφaf = λf then λ 6= 0 and
f =
Cnφaf
λn
=
Cφan f
λn
=
f ◦ φan
λn
.
This clearly implies that f can be analytically continued to Dn for each n ∈ N and
hence to all of H. 
We next show that if an eigenvector has a zero in H then it has infinitely many.
Proposition 24. If f is a non-zero Cφa-eigenvector and f(w) = 0 for some w ∈ H,
then f(anw+1− an) = 0 for all n ∈ Z. In particular f cannot be analytic at 1. So
if f is entire then it can have no zeros in C \ {1}.
Proof. We first note that the relation f ◦ φa = λf extends from D to all of H or C
depending on whether f is analytic on H or C. If n ≥ 0, then we get
f(anw + 1− an) = f(φan(w)) = λ
nf(w) = 0.
If n < 0, then λ−nf(anw + 1 − an) = (Cφa−n f)(a
nw + 1− an) = f(w) = 0. Hence
f(anw + 1− an) = 0 for all n ∈ Z. If f is analytic at 1 then letting n→ +∞ gives
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f(1) = 0 and hence f ≡ 0. So f is non-analytic at 1. Therefore if f is entire it
must be zero-free in C \ {1}. 
The following result shows that derivatives of eigenvectors are eigenvectors.
Proposition 25. If Cφaf = λf for some f ∈ Hol(D) and λ ∈ C, then Cφaf
′ = λaf
′.
In particular, if all derivatives f (n) ∈ H2 for n ∈ N then f must be a polynomial.
Proof. Derivating the relation f(az + 1 − a) = λf(z) with respect to z implies
f ′(az + 1− a) = λaf
′(z) and hence Cφaf
′ = λaf
′. It follows that Cφaf
(n) = λan f
(n).
Now additionally suppose f (n) ∈ H2 for all n ∈ N. Since λ/an → ∞ as n → ∞
and the spectrum of Cφa is a compact set, we must have f
(N) ≡ 0 for some N ∈ N.
Therefore f is a polynomial. 
We have seen that the behaviour at the boundary point 1 of eigenvectors plays
an important role in our study. We next consider their radial limits at 1. Recall
that f∗(1) := limr→1− f(r) if it exists. For each w ∈ D define the orbit of w under
φa by Orb(w) := (φan(w))n∈N. It is clear that all orbits converge to 1. Define
the limit of f along Orb(w) as w-lim f = limn→∞ f(φan(w)). If f
∗(1) exists then
f∗(1) = w-lim f for each w ∈ (−1, 1). The next result shows how the location of
eigenvalues determines the radial limits of the corresponding eigenvectors.
Theorem 26. Let f be an eigenvector for Cφa with eigenvalue λ ∈ C. For |λ| < 1
we have f∗(1) = 0. For |λ| > 1 and w ∈ (−1, 1) we get
w- lim f =
{
0 if f(w) = 0
∞ if f(w) 6= 0
If |λ| = 1, then f∗(1) exists if and only if f is a constant.
Proof. We first consider the case |λ| < 1. Fix a point r ∈ (−1, 1) and consider the
sequence of intervals
In := [φan(r), φan+1 (r)]
for n ≥ 0 with I0 understood to denote [r, φa(r)]. Then the interval [r, 1) =
⋃∞
n=0 In
and φa(In) = In+1. Let C = supz∈I0 |f(z)|. Given ǫ > 0 small, there exists N ∈ N
such that |λ|N < ǫ. Then for all z ∈ [φaN (r), 1) we have z ∈ IM for some M ≥ N
and there exists z0 ∈ I0 such that φaM (z0) = z. So for all z ∈ [φaN (r), 1) we have
|f(z)| = |f(φaM (z0))| = |(CφaM f)(z0)| = |λ|
M |f(z0)| ≤ Cǫ.
Since ǫ was arbitrary we get f∗(1) = 0 if |λ| < 1. Now suppose that |λ| > 1 and
consider the equation
(6.1) f(φan(w)) = λ
nf(w)
for w ∈ (−1, 1). Letting n → ∞ in (6.1) shows that w- lim f = 0 if f(w) = 0 and
w- lim f = ∞ otherwise. If λ = eiθ 6= 1, then λn does not converge and letting
n → ∞ in (6.1) shows that f∗(1) cannot exist. For λ = 1 and f non-constant,
choose w, s ∈ (−1, 1) such that f(w) 6= f(s) and hence (6.1) implies
lim
n→∞
f(φan(w)) = f(w) 6= f(s) = lim
n→∞
f(φan(s))
so f∗(1) does not exist. 
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Finally we prove that the fs are the only common eigenvectors for Cφa with
a ∈ (0, 1). For any non-zero f ∈ H2 we define the subset Af ⊂ (0, 1) by
Af = {a ∈ (0, 1) : f is a Cφaeigenvector}.
Since fs is a common eigenvector for the {Cφa : a ∈ (0, 1)} for all Re(s) > −1/2
(see (5.2)), it follows that Afs = (0, 1) . The next result shows that Af = (0, 1)
precisely when f is a scalar multiple of one of these fs.
Theorem 27. Let f ∈ H2 not be a scalar multiple of fs for any s ∈ C. Then
either Af is empty or Af = (c
n)n∈N for some c ∈ (0, 1).
Proof. We first prove that Af is closed in (0, 1) and has empty interior. Let
Ω = {z ∈ D : f(z) 6= 0}
be the open subset of D where f is non-vanishing. Suppose Af in non-empty
and there is a sequence (bn)n∈N in Af that converges to some b ∈ (0, 1) with
Cφbn f = λnf . Then for z ∈ Ω we have
λ := lim
n→∞
λn = lim
n→∞
Cφbn f(z)
f(z)
= lim
n→∞
f(bnz + 1− bn)
f(z)
=
Cφbf(z)
f(z)
which exists and hence b ∈ Af . So Af is closed in (0, 1). Now suppose Af contains
an open interval (s, t). Then let λ : (s, t)→ C be the function defined by
(6.2) f(bz + 1− b) = Cφbf(z) = λ(b)f(z).
for b ∈ (s, t). Then fixing z ∈ Ω in (6.2) shows that λ is continuously differentiable
on (s, t). Now differentiating (6.2) with respect to b while fixing z gives
f ′(bz + 1− b) =
λ′(b)f(z)
z − 1
and doing the same with respect to z while fixing b gives
f ′(bz + 1− b) =
λ(b)f ′(z)
b
.
Therefore f
′(z)
f(z) =
−s(b)
1−z where s(b) =
bλ′(b)
λ(b) for all z ∈ Ω and b ∈ (s, t). This implies
f 6= 0 in D otherwise f ′/f would have a pole in D. So f has a holomorphic logarithm
g with eg = f in D. Derivating the equation fe−g = 1 gives f ′e−g = g′fe−g = g′
or g′ = f ′/f . Therefore g(z) = s(b) log(1 − z) + C for a constant C and hence
f(z) = K(1−z)s(b) = Kfs(b) for some constantK. This contradicts our assumption
and hence Af has empty interior.
We now prove that Af = (c
n)n∈N for some c ∈ (0, 1) if Af 6= ∅. Note that a ∈ Af
implies (an)n∈N ∈ Af by (5.1). If a, b ∈ Af with Cφaf = λaf and Cφbf = λbf ,
then Cφabf = λaλbf and if a < b then
Cφa/bf =
1
λb
Cφa/bCφbf =
1
λb
Cφaf =
λa
λb
f
where λb is non-zero since Cφb is injective. So a, b ∈ Af implies ab ∈ Af and if
also a < b then a/b ∈ Af . Now since the complement of Af in (0, 1) is open and
dense, there exist a, b ∈ Af such that (a, b)∩Af = ∅. We define c := a/b ∈ Af and
hence (cn)n∈N ⊂ Af . Since c > a and c /∈ (a, b) implies c ≥ b. We now claim that
a = cN+1 and b = cN for some N ∈ N. Otherwise there exists n ∈ N such that
cn+1 < a < b < cn since (a, b) ∩ Af = ∅. But b < c
n implies a = cb < cn+1 which
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is a contradiction. So a = cN+1 and b = cN for some N ∈ N. This implies that for
all n ∈ N
(6.3) (cn+1, cn)
⋂
Af = ∅
otherwise if d ∈ (cn+1, cn)
⋂
Af for some n then c
N−nd ∈ (a, b)
⋂
Af . The only case
that remains is if d > c and d ∈ Af . But this is also not possible since c > dc > c2
contradicts (6.3) with n = 1. Therefore Af = (c
n)n∈N. 
Example. Let h = fs + fs+ 2piilog a for some a ∈ (0, 1) and Re(s) > −1/2. Then
Cφah = a
sfs + a
s+ 2piilog a fs+ 2piilog a = a
sh because a
2pii
log a = 1 and hence a ∈ Ah. We will
show that Ah = (a
n)n∈N. If some other b ∈ Ah then
Cφbh = b
sfs + b
s+ 2piilog a fs+ 2piilog a = λh
for some λ ∈ C if and only if b
2pii
log a = e2πi
log b
log a = 1. So log b = n log a = log an for
some n ∈ Z. Hence b = an for n ≥ 1 since b ∈ (0, 1). Therefore Ah = (an)n∈N. 
Acknowledgement
This work constitutes a part of the doctoral thesis of the first author, which is
supervised by the second author. The second author is partially supported by a
FAPESP grant (17/09333-3).
References
1. S. R. Caradus, Universal operators and invariant subspaces, Proc. Amer. Math. Soc. 23 (1969),
526-527.
2. I. Chalendar and J. R. Partington, On the structure of invariant subspaces for isometric
composition operators on H2(D) and H2(C+). Arch. Math. 81 (2003) 193-207.
3. I. Chalendar and J. R. Partington, Modern approaches to the Invariant Subspace Problem,
Cambridge University Press, 2011.
4. V. Chkliar, Eigenfunctions of the hyperbolic composition operator, Integral Equations Oper-
ator Theory (3) (1997) 364-367.
5. C. C. Cowen, Composition operators on H2. J. Operator Theory 9 (1983) 77106.
6. Carl C. Cowen and Eva A. Gallardo Gutirrez, A hyperbolic universal operator commuting
with a compact operator, Proc. Amer. Math. Soc. (2020) https://doi.org/10.1090/proc/13922.
7. C. C. Cowen and B. MacCluer, Composition Operator on Spaces of Analytic Functions .
Studies in Advanced Mathematics. CRC Press, Boca Raton, 1995.
8. C. C. Cowen, R. G. Wahl, Shift-invariant subspaces invariant for composition operators on
the Hardy-Hilbert space, Proc. Amer. Math. Soc. 142 (12) (2014) 4143-4154 (eletronic).
9. J. A. Deddens, Analytic Toeplitz operators and composition operators, Canad. Math. J. 24
(1972), 859-865.
10. E. Gallardo-Gutie´rrez and A. Montes-Rodr´ıguez, Adjoints of linear fractional composition
operators on the Dirichlet space. Math. Ann. (2003) 327, 117-134.
11. E. A. Gallardo-Gutie´rrez, P. Gorkin, Minimal invariant subspaces for composition operators,
J. Math. Pures Appl. 95 (2011) 245-259.
12. P.R. Hurst, Relating composition operators on different weighted Hardy spaces, Arch. Math.
68 (1997) 503-513.
13. R. A. Martnez-Avendao and P. Rosenthal, An Introduction to Operators on the Hardy-Hilbert
Space, Graduate Texts in Mathematics, vol. 237, Springer-Verlag, New York, 2007.
14. V. Matache, Composition operators on Hp of upper half-plane, An. Univ Timisoara Ser.Stiint.
Mat. 27 (1989), no.1,63-66.
15. V. Matache, On the minimal invariant subspaces of the hyperbolic composition operator,
Proc. Amer. Math. Soc. 119 (3) (1993) 837-841.
16 JOA˜O R. CARMO AND S. WALEED NOOR
16. V. Matache, The eigenfunctions of a certain composition operator, Contemp. Math. vol. 213
(1998) 121-136.
17. V. Matache, Composition operators on Hardy spaces of a half-plane, Proc. Amer. Math. Soc.
127 (1999) 1483-1491.
18. V. Matache, Weighted composition operators on H2 and applications, Compl. Anal. Oper.
Theory 2 (2008), 169-197.
19. V. Matache, Invertible and normal composition operatos on the Hilbert Hardy space of a
half-plane, Concr. Oper., 2016, 3:77-84.
20. R. Mortini, Cyclic subspaces and eigenvectors of the hyperbolic composition operator, Sm.
Math. Luxembourg, in: Travaux Mathmatiques, Fasc. VII, Centre Univ. Luxembourg, Lux-
embourg, 1995, pp. 6979.
21. E. Nordgren, P. Rosenthal, F.S. Wintrobe, Invertible composition operators on Hp, J. Funct.
Anal. 73 (1987), 324-344.
22. J. R. Partington and E. Pozzi, Universal Shifts and Composition Operators. Oper. Matrices,
Vol 5, 3 (2011), 455-467.
23. G. C. Rota, On models for linear operators, Comm. Pure Appl. Math. 13 (1960), 469-472.
24. R. Schroderus and Hans-Olav Tylli, On universal operators and universal pairs. Proc. Edin.
Math. Soc. 61 (2018), 891-908.
25. J. H. Shapiro, The essential norm of a composition operator. Ann. of Math. 125, 375-404
(1987).
26. J. H. Shapiro, The Invariant Subspace Problem via Composition Operators-redux, Topics in
Operator Theory. Operator Theory: Advances and Applications, vol 202. (2010) Birkhuser
Basel.
IMECC, Universidade Estadual de Campinas, Campinas-SP, Brazil.
E-mail address: joao.mr2@hotmail.com(1st author),waleed@unicamp.br(2nd author).
