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Re´sume´ – La majorite´ des e´tudes utilisant l’ACI pour les syste`mes BCI exploitent soit FastICA soit INFOMAX, sans re´elle
justification. L’objectif de notre article est d’attirer l’attention des utilisateurs des ACI, dans le contexte des BCI, sur la ne´cessite´
de choisir la me´thode d’ACI la plus approprie´e. Six me´thodes d’ACI, les plus connues de la litte´rature, sont retenues. Une e´tude
comparative de leurs performances, par le biais de simulations physiologiquement re´alistes est mene´e. Les re´sultats obtenus laissent
envisager qu’un choix judicieux d’une me´thode d’ACI peut significativement ame´liorer les performances du syste`me BCI.
Abstract – Several studies dealing with ICA-based BCI systems have been reported. Most of them have considered only
a limited number of ICA methods, namely FastICA and INFOMAX. The aim of this paper is to underline the importance of
selecting an appropriate ICA method. Six ICA algorithms (namely SOBI, COM2, JADE, ICAR, FastICA and INFOMAX) among
those that are widely used in ICA community are considered. A comparative study of performances of these algorithms is then
conducted on simulated electrophysiological data. Results show that an appropriate selection of ICA algorithm may significantly
improve the capabilities of BCI systems.
1 Introduction
Le de´veloppement de technologies de´die´es aux Inter-
faces Cerveau-Machine (Brain Computer Interface BCI )
suscite un inte´reˆt grandissant ces dernie`res anne´es. L’ob-
jectif d’un syste`me BCI consiste a` identifier et a` associer
un type d’activite´ ce´re´brale a` une action donne´e afin de
transformer cette activite´ ce´re´brale en un signal suscep-
tible d’eˆtre exploite´ pour e´tablir une communication di-
recte entre le cerveau et un dispositif exte´rieur (ordina-
teur, neuroprothe`se, ...). Les principes ge´ne´raux de fonc-
tionnement des syste`mes BCI sont re´sume´s sur la figure 1.
L’activite´ ce´re´brale peut eˆtre enregistre´e soit d’une ma-
nie`re non-invasive a` l’aide d’un ensemble d’e´lectrodes pla-
ce´es sur le cuir chevelu ou d’une fac¸on invasive en utili-
sant une grille d’e´lectrodes place´es a` la surface du cor-
tex. Un pre´-traitement des donne´es est souvent ne´cessaire
pour ame´liorer le Rapport Signal sur Bruit (RSB) et atte´-
nuer les artefacts induits par le dispositif d’enregistrement
(e´lectrodes, fils e´lectriques, alimentation,...) ou par le pa-
tient (mouvements oculaires, activite´s cardiaques, muscu-
laires,...). Une e´tape d’extraction et d’isolation des activi-
te´s ce´re´brales spe´cifiques, caracte´risant une action de´libe´-
re´e du patient, est alors conduite. Enfin, la dernie`re e´tape
a pour but de traduire l’activite´ spe´cifique isole´e en un si-
gnal de commande pour controˆler un dispositif exte´rieur.
Plusieurs techniques de monitoring du cerveau ont e´te´ tes-
te´es dans les syste`mes BCI. Elles peuvent eˆtre re´parties
en deux cate´gories : i) les proce´dures non-invasives, telles
que l’ElectroEnce´phaloGraphie (EEG), la MagnetoEnce-
phaloGraphie (MEG), l’Imagerie par Re´sonance Magne´-
tique fonctionnelle (IRMf), la Tomographie par E´mission
de Positrons (TEP),..., et ii) les approches invasives, telles
que celles base´es sur l’ElectroCorticographie (ECoG). A ce
jour, la majorite´ des syste`mes BCI exploitent les signaux
ElectroEnce´phaloGraphiques (EEG) ou les signaux Elec-
troCorticoGraphiques (ECoG) [7]. En effet, les syste`mes
MEG, IRMf et TEP sont encombrant et tre`s couˆteux, ce
qui les rends inexploitables dans le contexte des syste`mes
BCI ambulatoires.
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Fig. 1 – Synoptique de fonctionnement d’un syste`me BCI.
Le de´ploiement sur le terrain de syste`mes BCI requiert
la mise en oeuvre d’algorithmes rapides et robustes de
traitement du signal. L’Analyse en Composantes Inde´pen-
dantes (ACI) [3, 5] est dans ce contexte, une approche a`
privile´gier. Si les premiers travaux sur les ACI e´taient de
nature the´orique, des applications dans des domaines va-
rie´s tels que l’analyse et le pre´-traitement des signaux bio-
me´dicaux (EEG, MEG, ECG, ...), l’acoustique, les te´le´-
communications, n’ont pas tarde´ a` apparaˆıtre. Nous nous
inte´resserons dans cet article a` l’exploitation des ACI dans
les syste`mes BCI. Plusieurs e´tudes utilisant les ACI dans
des syste`mes BCI ont e´te´ envisage´es. Cependant, ces
e´tudes exploitent souvent un nombre limite´ de me´thodes
d’ACI (en ge´ne´ral, les algorithmes utilise´s sont FastICA [5,
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chapitre 8] et INFOMAX [3, chapitre 6]), sans pour au-
tant justifier le choix effectue´. En effet, en fonction des
signaux exploite´s, la question suivante se pose : e´tant don-
ne´e la multitude d’algorithmes d’ACI disponibles dans la
litte´rature, quelle est la me´thode la plus adapte´e au pro-
ble`me traite´ ? Pour essayer de re´pondre a` cette question,
nous avons structure´ notre article de manie`re a` i) souli-
gner l’inte´reˆt des ACI dans les syste`mes BCI, ii) identifier
les techniques d’ACI les plus approprie´es pour les BCI,
iii) comparer ces me´thodes dans un contexte de simula-
tions physiologiquement re´alistes.
2 ACI : formulation du proble`me
Le proble`me de la se´paration aveugle de sources peut
eˆtre formule´ de la manie`re suivante :
Proble`me 1 On suppose disposer d’une re´alisation
de taille (N × M) d’un processus stochastique vectoriel
{x[m]m∈N} dont les valeurs sont a priori re´elles. L’objectif
est de trouver une matrice de me´lange A surde´termine´e
(i.e., en notant (N ×P ) la taille de A, P est infe´rieur ou
e´gal a` N) telle que :
∀m ∈ N, x[m] = As[m] + ν[m] (1)
ou` s[m] = [s1[m] . . . sP [m]]
T est un vecteur source de lon-
gueur P et ν[m] = [ν1[m] . . . νN [m]]
T est un vecteur bruit,
inde´pendant du vecteur source.
Une manie`re de re´soudre le proble`me pre´ce´dent consiste
a` exploiter l’e´ventuelle inde´pendance statistique des P
sources {sp[m]}, et donc de recourir a` l’Ananlyse en Com-
posantes Inde´pendantes (ACI).
De´finition 1 L’ACI d’un vecteur ale´atoire x[m] de lon-
gueur N et de matrice de covariance Rx est donne´e par
le couple de matrices (A,∆) ve´rifiant les proprie´te´s sui-
vantes :
i) la matrice de covariance Rx se de´compose sous la
forme Rx = A∆A
T ou` ∆ est une matrice semi-
de´finie positive et ou` A est une matrice de rang co-
lonne plein ;
ii) le vecteur x[m] se de´compose sous la forme x[m] =
As[m] ou` s[m] est un vecteur ale´atoire de longueur
P , de matrice de covariance ∆ et dont les compo-
santes sont le plus inde´pendantes possibles au sens
de la maximisation du contraste [3, chapitre 5]
choisi.
3 Inte´reˆt de l’ACI pour les BCI
Les syste`mes BCI exploitent plusieurs phe´nome`nes neu-
rophysiologiques. Parmi les plus utilise´s, citons la compo-
sante P-300 des Potentiels E´voque´s (PE), les PE Visuels
a` l’e´tat de repos (PEV), les diffe´rents rythmes EEG, tel
que les rythmes Mu, Alpha et Beta et les PE Auditifs
(PEA) (voir [7, Tableau 3] pour plus de de´tails). Toutes
ces composantes offrent des proprie´te´s inte´ressantes. Tout
d’abord, la latence de l’onde P-300 augmente avec la dif-
ficulte´ de la taˆche et est corre´le´e au temps de re´action
motrice. En outre, l’amplitude de l’onde P-300 varie en
proportion inverse de la fre´quence d’occurrence des sti-
muli cibles [8]. Concernant les rythmes EEG, certains sont
associe´s a` des taˆches mentales ou a` la pre´paration et l’exe´-
cution d’un mouvement [8]. De plus, un stimulus ou une
action provoque des modifications soudaines des rythmes
corticaux (De´synchronisations/Synchronisations Lie´es a`
l’E´ve´nement : DLE/SLE [8]). L’inte´reˆt des PEV re´side
dans leur contenu fre´quentiel bien spe´cifique (deux har-
moniques directement lie´es a` la fre´quence du stimulus) qui
permet de les diffe´rencier des autres activite´s e´lectriques
ce´re´brales [8]. Enfin, l’utilisation des PEA est motive´e par
certains proble`mes particuliers rencontre´s dans des cas de
patients souffrant de paralysies tre`s se´ve`res (yeux comple`-
tement immobiles et cellules pyramidales du cortex mo-
teur de´ge´ne´re´es). Ne´anmoins, la plupart des PE ont la
particularite´ d’eˆtre de tre`s faible intensite´ (quelques mi-
crovolts) et de se superposer a` l’activite´ ce´re´brale spon-
tane´e, beaucoup plus importante en amplitude. De plus,
les signaux EEG, et en particulier ceux enregistre´s en sur-
face, pre´sentent un RSB tre`s faible et sont souvent alte´-
re´s par des artefacts. L’ACI a naturellement e´te´ envisage´e
pour e´liminer ces ”composantes” inde´sirables. Ainsi Bay-
liss et al. [1] ont conduit une experience sur un prototype
de conduite virtuelle ou` le stimulus est l’apparition d’un
feu rouge. Les auteurs ont montre´ que l’ACI permettait
une ame´lioration significative du taux de classification (un
taux de classification correcte est de l’ordre de 80 %) de
la composante P-300 qui apparaˆıt apre`s chaque stimulus.
Une autre e´tude pilote a e´te´ conduite dans [9] pour la
classification de mouvements imagine´s. Plus pre´cise´ment,
les auteurs se sont concentre´s sur le rythme Mu qui a
tendance a` diminuer en amplitude et a` se de´synchroni-
ser lorsque le patient effectue ou imagine un mouvement.
L’expe´rience consistait a` imaginer un mouvement soit de
la main droite soit de la main gauche. L’e´tude a mon-
tre´ que l’ACI permettait d’isoler le rythme Mu et que la
classification des mouvements en deux groupes, ceux de la
main droite et ceux de la main gauche, pre´sentait un taux
de re´ussite de pre`s de 80 %. Il est a` noter que ce taux a
e´te´ obtenu sans aucune e´tape d’apprentissage. Une autre
me´thode exploitant l’ACI a e´te´ pre´sente´e par Wang et al.
dans [10]. Des stimuli visuels rapides ont e´te´ pre´sente´s a`
des patients et l’ACI a e´te´ utilise´e pour choisir a` la fois les
e´lectrodes pertinentes et la re´fe´rence ade´quate pour per-
mettre l’isolation des PEV. Cette me´thode a e´te´ valide´e
sur signaux re´els, fournissant des re´sultats prometteurs.
Dans une autre e´tude inte´ressante, reporte´e par Hill et
al. [4], des stimuli auditifs ont e´te´ pre´sente´s, a` plusieurs
reprises, a` 15 sujets et les signaux EEG ont e´te´ enregistre´s
en utilisant 40 e´lectrodes. L’ACI a alors e´te´ exploite´e sur
une petite partie des donne´es pour identifier la matrice de
me´lange. Celle-ci a par la suite e´te´ utilise´e pour se´parer
l’information utile des diffe´rents artefacts. La comparai-
son des classifieurs avec et sans ACI a montre´ que l’ACI
permettait d’ame´liorer les performances de pre`s de 14 %.
4 Quelle technique d’ACI choisir ?
Toutes les e´tudes pre´sente´es ci-dessus montrent que
l’ACI est un outil prometteur pour les syste`mes BCI. Ce-
pendant, la plupart de ces travaux exploitent les algo-
rithmes FastICA et INFOMAX), sans aucune justifica-
tion. Nous nous sommes donc penche´s sur cette question
et nous proposons d’e´tudier six approches d’ACI en termes
de couˆt de calcul et de complexite´ de mise en oeuvre mais
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aussi d’en e´valuer les performances dans un contexte de si-
mulations re´alistes. Notre choix, non-exhaustif, s’est porte´
sur les six algorithmes suivant : SOBI [5, chapitre 18] qui
exploite plusieurs matrices de covariance associe´es a` dif-
fe´rents retards non nuls apre`s blanchiment des observa-
tions, COM2 [3, chapitre 5] qui cherche a` reconstruire des
sources inde´pendantes deux a` deux en maximisant, apre`s
blanchiment des observations, un contraste base´ sur les cu-
mulants d’ordre quatre, JADE [3, chapitre 5] qui propose
une solution alge´brique visant a` diagonaliser conjointe-
ment l’ensemble des matrices propres construites a` partir
des vecteurs propres associe´s aux P plus grandes valeurs
propres de la matrice de quadricovariance des observa-
tions blanchies, ICAR qui exploite les redondances (matri-
cielles) pre´sentes dans la matrice de quadricovariance des
observations et qui ne ne´cessite pas de blanchiment pre´a-
lable, INFOMAX [3, chapitre 6] qui re´sout le proble`me de
l’ACI en maximisant l’entropie diffe´rentielle de la sortie
d’une transformation non-line´aire inversible des observa-
tions blanchies, et FastICA [5, chapitre 8] qui, apre`s un
blanchiment des donne´es, maximise un contraste base´ sur
la ne´gentropie. Contrairement aux cinq autres algorithmes
qui extraient toutes les composantes inde´pendantes simul-
tane´ment, FastICA est une approche de type de´flation,
c’est a` dire que les composantes du me´lange sont extraites
l’une apre`s l’autre.
4.1 Complexite´ de calcul
Cette section a pour objectif de fournir quelques
re´sultats portant sur la complexite´ de calcul nume´rique
des six me´thodes d’ACI pre´sente´es pre´ce´demment, pour
des valeurs de N (nombre d’observations), P (nombre de
sources) et M (nombre d’e´chantillons). La complexite´ nu-
me´rique des me´thodes est calcule´e en termes de nombre
d’ope´rations en virgule flottante (flops). Un flop est de´-
fini comme la somme d’une multiplication et d’une addi-
tion. Ne´anmoins, en accord avec la pratique usuelle, seules
les multiplications sont prises en compte, ce qui n’affecte
pas l’ordre de grandeur de la complexite´ de calcul. No-
tons f4(P ) = P (P + 1)(P + 2)(P + 3)/24 le nombre d’en-
tre´es libres dans le tableau cumulant re´el d’ordre quatre
et de dimensions P , It le nombre de balayages requis par
la diagonalisation conjointe (SOBI, JADE, ICAR) ou par
l’optimisation du contraste de COM2, T le nombre de re-
tards utilise´s dans SOBI, J le nombre maximal d’ite´rations
conside´re´es dans les algorithmes ite´ratifs (FastICA, INFO-
MAX), Q la complexite´ exige´e pour le calcul des racines
du polynoˆme re´el du quatrie`me degre´ par la technique de
Ferrari (Q ≈ 30 flops), et B = min{MN2/2 + 4N3/3 +
PNM, 2MN2} le nombre de flops requis par le blanchi-
ment spatial. Le tableau 1 donne les complexite´s de calcul
nume´riques associe´es aux six me´thodes d’ACI e´tudie´es, en
fonction des parame`tres pre´cite´s. La diffe´rence des para-
me`tres en entre´e des six me´thodes rend difficile une e´tude
comparative des complexite´s de calcul. Ne´anmoins, si les
hypothe`ses de travail sont satisfaites, on peut, pour des
performances comparables, e´noncer que SOBI pre´sente la
plus faible complexite´ de calcul, que les algorithmes ite´ra-
tifs INFOMAX et FastICA exigent ge´ne´ralement un plus
grand nombre de calculs, et que COM2, ICAR et JADE
ont des complexite´s de calcul tre`s proches.
4.2 Etude comparative de performances
Tab. 1 – complexite´ de calcul nume´rique des six algo-
rithmes analyse´s
Algos Flops
SOBI TMN2/2 + 4N3/3 + (T − 1)N3/2+
ItP 2[4P (T −1)+17(T −1)+4P +75]/2
COM2 B+min{12Itf4(P )P
2+2ItP 3+3Mf4(P )
+MP 2, 13ItMP 2/2}+ ItP 2Q/2
JADE B+min{4P 6/3, 8P 3(P 2+3)}+3Mf4(P )
+ItP 2(75 + 21P + 4P 2)/2 +MP 2
ICAR 3Mf4(P )+2N
6/3+P 2(3N2−P )/3+N2P+
P 2N3+7P 2N2+ItP 2(4N4−8N3+25N2)/2
FastICA B + J [2P (P +M) + 5MP 2/2]
INFOMAX B + J [P 3 + P 2 + P (5M + 4)]
Dans ce qui suit, nous conside´rons que i) trois sources
e´lectrophysiologiques sont observe´es a` l’aide de six e´lec-
trodes de scalp, ii) la propagation des courants volumiques
est line´aire instantane´e et iii) le bruit additif est spatia-
lement corre´le´ et qu’il est de puissance e´gale sur chaque
e´lectrode.
4.2.1 Ge´ne´ration des sources et du bruit
Les sources simule´es sont note´es EEGS, EOGS et
ECGS. Elles repre´sentent, respectivement, l’activite´ ce´re´-
brale, les mouvements oculaires et l’activite´ cardiaque. La
source ce´re´brale a e´te´ ge´ne´re´e en utilisant le mode`le de
Jansen [6] de manie`re a` simuler un source repre´sentant,
au mieux, le rythme Mu. Les sources oculaire et cardiaque
sont issues de notre base de donne´es re´elles. Concernant
le bruit additif {ν[m]}m∈ , il est mode´lise´ comme une
combinaison de deux bruits {νin[m]}m∈  et {νph[m]}m∈ 
repre´sentant, respectivement, le bruit d’instrumentation
et le bruit physiologique. {νin[m]}m∈  est Gaussien avec
une corre´lation spatiale e´gale a` 0.5. {νph[m]}m∈ a e´te´ ge´-
ne´re´ [6] de manie`re a` simuler une activite´ EEG de
4.2.2 Ge´ne´ration du me´lange et des observations
Afin de ge´ne´rer la matrice de me´lange A, nous avons
conside´re´ un cadre semi-re´aliste ou` la teˆte est mode´lise´e
par un ensemble de trois sphe`res concentriques et homo-
ge`nes. Deux dipoˆles place´s, respectivement, au niveau de
l’oeil gauche et droit ont e´te´ de´die´s aux mouvements ocu-
laires et un patch de dipoˆles a e´te´ positionne´ dans le cor-
tex moteur gauche ou` le rythme Mu est cense´ naˆıtre. Six
e´lectrodes (FZ, F4, CZ, P7, PZ, P8) plus une re´fe´rence
(F3) ont e´te´ place´es sur le scalp selon le syste`me 10-20.
Nous avons alors utilise´ la formule matricielle de trans-
fert [11], liant les diffe´rents dipoˆles aux six observations,
pour obtenir une matrice de me´lange de taille (6× 2). La
contribution de l’ECG e´tant suppose´e uniforme sur toutes
les e´lectrodes, nous avons de´cide´ d’ajouter a` la matrice de
me´lange de taille (6×2) une troisie`me colonne avec un co-
efficient identique sur chaque ligne. Enfin les observations
ont e´te´ ge´ne´re´es suivant le mode`le instantane´ bruite´ (1).
Le crite`re employe´ pour appre´cier au mieux les re´sultats
d’extraction de la source p pour une me´thode donne´e est le
rapport signal sur bruit plus interfe´rence maximal associe´
a` la source p, plus connu sous le nom de SINRMp [3, cha-
pitre 5]. Ce dernier peut eˆtre compare´ au SINRMp op-
timal, note´ FAS optimal, calcule´ a` partir de la matrice
de me´lange exacte. Tous les re´sultats reporte´s ci-dessous
ont e´te´ obtenus en moyennant chaque SINRMp sur 200
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Fig. 2 – Variations(en dB)du SINRM des sources en fonction du nombre d’e´chantillons M , avec un RSB de 5 dB.
re´alisations.
4.2.3 Re´sultats et discussion
Dans cette simulation, nous avons fixe´ le RSB
a` 5 dB pour chaque source. Les figures 2(a), 2(b) et
2(c) montrent la variation du SINRM , pour chaque algo-
rithme et chaque source, en fonction du nombre d’e´chan-
tillons utilise´s, avec une fre´quence d’e´chantillonnage
de 256 Hz. Les algorithmes COM2 et JADE et FastICA
offrent de bonnes performances d’extraction de la sources
ce´re´brale, et ce pour un nombre raisonnable d’e´chantillons.
Ces trois me´thodes ont ne´anmoins plus de mal a` extraire
les deux autres sources. En particulier, l’extraction de la
source oculaire par FastICA est insuffisante. Ce re´sultat
est duˆ a` la contrainte de non-corre´lation des composantes,
impose´e dans FastICA, qui empeˆche une bonne identifi-
cation de la matrice de me´lange A car les sorties du se´-
parateur optimal deviennent fortement corre´le´es pour des
sources faibles. Pour sa part, INFOMAX semble tre`s af-
fecte´ par le sce´nario de simulation retenu ici, et ce quelle
que soit la nature de la source conside´re´e (oculaire, ce´-
re´brale ou cardiaque). En effet, la convergence d’INFO-
MAX semble eˆtre tre`s ralentie. Concernant SOBI, ses per-
formances sont e´quivalentes a` celles de COM2 et JADE
dans l’extraction de la source oculaire, mais restent de´ce-
vantes pour le cas des sources ce´re´brale et cardiaque. La
coloration de ces deux sources ne semble pas suffisante.
Enfin l’algorithme ICAR pre´sente les meilleures perfor-
mances d’extraction des sources oculaire et cardiaque. La
raison est que ICAR ne ne´cessite pas de blanchiment spa-
tial des observations. De ce fait, la connaissance parfaite
de la matrice de covariance du bruit n’est pas requise. Si
la convergence d’ICAR semble quelque peu ralentie en ce
qui concerne l’extraction de la source ce´re´brale, c’est que
cette source est tre`s proche de la gaussienne, particulie`re-
ment pour un nombre d’e´chantillons faible. Or ICAR ne
tole`re aucune source gaussienne.
5 Conclusion
Meˆme si la plupart des e´tudes existantes montrent que
l’exploitation de l’ACI pour les syste`mes BCI fournit des
re´sultats tre`s prometteurs, des investigations plus appro-
fondies restent ne´cessaires. En effet, la majorite´ de ces
travaux a concerne´ des sujets sains. L’efficacite´ des sys-
te`mes propose´s reste donc a` prouver sur des patients. Ces
e´tudes exploitent souvent deux algorithmes d’ACI, a` sa-
voir FastICA et INFOMAX, sans en pre´ciser les raisons.
La ne´cessite´ de faire des tests pre´alables afin de choisir
la me´thode d’ACI la plus approprie´e au jeu de donne´es
utilise´ est a` notre sens une e´tape ne´cessaire. Notre e´tude
comparative montre en effet que les performances des me´-
thodes d’ACI sont lie´es a` la fois a` la dure´e des signaux
analyse´s, a` la nature des sources a` extraire (coloration
temporelle, non-gaussianite´,...) et aux proprie´te´s du bruit
additif (corre´lation spatiale, connaissance de sa matrice de
covariance,...).
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