In this paper the problem of image restoration (denoising and inpainting) is approached using sparse approximation of local image blocks. The local image blocks are extracted by sliding square windows over the image. An adaptive block size selection procedure for local sparse approximation is proposed, which affects the global recovery of underlying image. Ideally the adaptive local block selection yields the minimum mean square error (MMSE) in recovered image.
Introduction
The natural images are generally sparse in some transform domain, which makes sparse representation an emerging tool to solve image processing problems.
Inpainting
Inpainting is a problem of filling up the missing pixels in an image by taking help of the existing pixels. In literatures, inpainting is often referred as disocclusion, which means to remove an obstruction or unmask a masked image.
The success of inpainting lies on how well it infers the missing pixels from the observed pixels. It is a simple form of inverse problem, where the task is to estimate an image X ∈ R 
In literature, the problem of image inpainting has been addressed from different points of view, such as Partial Differential Equation (PDE), variational principle and exemplar region filling. An overview of these methods can be found in these recent articles [1, 2] . Apart from theses approaches, use of explicit sparse representation has produced very promising inpainting results
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[3, 4]. Natural images are generally sparse in some transform domain, which makes sparse representation as an emerging tool for solving image processing problems. Inpainting is a fundamental problem in sparse representation which supports the arguments from compressed sensing [5] , where random sampling is one of the techniques.
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In [6] , sparse representation is used to solve the image inpainting problem by performing local inpainting of small blocks of size √ n × √ n. Thus, the missing pixels of these small √ n × √ n images are needed to be filled up individually.
Let's denote x ∈ R n as a columnized image block, and b ∈ {0, 1} n be the s ∈ R K is sparse (i.e. s 0 n). Hence, it is assumed that y also has the same sparse representation s in
where 1 K is a vector containing K ones. Therefore, a dictionary D is taken, and estimate the sparse representation s for each corrupt image block as follows.
where is the allowed representation error. After obtainingŝ, the image block is restored asx = Dŝ.
Denoising
Growth of semiconductor technologies has made the sensor arrays overwhelmingly dense, which makes the sensors more prone to noise. Hence denoising still remains an important research problem in image processing. Denoising is a form of challenging inverse problem, where the task is to estimate the signal X from its measurement Y which is corrupted by additive noise V ,
Note that the noise V is commonly modeled as Additive White Gaussian Noise (AWGN).
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In literature, the problem of image denoising has been addressed from different points of view such as statistical modeling, spatial adaptive filtering, and transfer domain thresholding [7] . In recent years image denoising using sparse representation has been proposed. The well known shrinkage algorithm by D.
L. Donoho and L. M. Johnstone [8] is one example of such approach. In [9] , M.
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Elad and M. Aharon has explicitly used sparsity as a prior for image denoising.
In [10] , P. Chatterjee and P. Milanfar have clustered an image into K clusters to enhance the sparse representation via locally learned dictionaries.
The key idea in [9] is to obtain a global denoising of the image by denoising overlapped local image blocks. Let's define R ij as an n×N matrix that extracts a √ n × √ n block x ij from the columnized image X starting from its 2D coordinate (i, j) 1 . By sweeping across the coordinates (i, j) of X, overlapping local blocks can be extracted as {∀ ij x ij = R ij X}. It is assumed that there exists a sparse representation for any columnized image block x ∈ R n on a suitable dictionary D ∈ R n×K . That is,
where is the representation error tolerance. After obtainingŝ, the image block is restored asx = Dŝ. 
Motivatioon
In the previous subsections, the notion of image inpainting and denoising using sparse representation has been introduced, where the global image recovery is carried out through recovery of local image blocks. The two main reasons behind the use of local image blocks are the following -(i) the smaller blocks take 35 lesser computation time and storage space; (ii) the smaller image blocks contain lesser diversity, hence it is easier to obtain a sparse representation with fewer coefficients. Though, how much smaller the block size will be is left to the user, it has an impact on the recovery performance. This impact is due to a change in image content inside a local block with a change in block size. Thus, it will 40 be better, if we can find a suitable block size at each location that performs the optimal recovery of an image. Nevertheless, the task is challenging, because we don't have the original image to verify the recovery performance. The possibilities of numerous block sizes makes it even more complicated. In this paper, a framework of block size selection is proposed, which bypasses these challenges. 
Local Block Size Selection
In order to simplify the global recovery problem, local recoveries are undertaken as small steps. In general, local block size selection plays an important role in the setup of local to global recovery. In the language of signal 55 processing, this phenomenon of block size selection is often termed as bandwidth selection for local filtering. A natural question arises, that whether an optimal block size should be selected globally or locally. It is relatively easier to find a block size globally which yields the Minimum Mean Square Error (MMSE). Ideally, the optimal block size for local operation should be selected
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at each location of the image. This is because the global mean square error
is a collective contribution of the local mean square errors
where X is the original image of size √ N × √ N andX is the recovered image. Thus, the optimal block size for a pixel location (i, j) is the one that gives minimum M SE ij . In the absence of the original image X, this task becomes very challenging.
An earlier attempt towards adaptive block size selection can be found in [13] , where each pixel is estimated pointwise using Local Polynomial Approximation (LPA). Increasing odd sized square blocks n = n 1 < n 2 < n 3 < . . . were taken centering over each pixel (i, j), and the best estimate is obtained asXn(i, j).
The task is to findn = arg min n M SE
is obtained for all the block sizes n = n 1 < n 2 < n 3 < . . . ,
where γ is a fixed constant and std X n (i, j) is the standard deviation of X n (i, j) over different n. In order to find the Intersection of Confidence Intervals (ICI), the intervals ∀ n D(n) are arranged in the increasing order of local block size n. The first block size at which all the intervals intersect is decided as the 70 optimal blockn. It is theoretically proven that ICI will often select the block size with minimum M SE n ij . However, the success of ICI is dependent on the accurate estimation ofX n (i, j) and its standard deviation std X n (i, j) . In addition, ICI has a drawback that it can only be applied to single pixel recovery framework. Since, more than one pixel of the estimated local blocks are used in 75 the recovery frameworks, ICI will not help us selecting block size.
Inpainting using Local Sparse Representation
In this problem, an image
where "•" multiplies two matrices element wise.. The goal is to findX-the closest possible estimation of X. In article [6] ,
80X
has been obtained in a simple manner by estimating each non-overlapping local block, where the motive was only to show the competitiveness of SGK [14] dictionary over K-SVD [15] . However, a better inpainting result can obtained by considering overlapping local blocks. Thus, a block extraction mechanism is adapted based on the denoising framework of [9] .
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Here, blocks of size √ n × √ n having a center pixel are explicitly considered, which means √ n is an odd number. A n × N matrix, R n ij is defined, which extracts a n. Similar to [6] , s n ij can be estimated as follows,ŝ n ij = arg min ) varies with block size n. It is because at 100 some location, dictionary of some block size may fit better with the available pixels than another block size, which basically depends on the image content in that locality. Hence a MMSE based block size selection becomes essential.
Local Block Size Selection for Inpainting
The effect of block size is very perceptive in inpainting using local sparse representation. As bigger block sizes capture more details from the image, smaller block sizes are preferred for local sparse representation. However, bigger block sizes are suitable for inpainting as it is hard to follow the trends of the geometrical structures in small block sizes, even in visual perspective. So, there exists a trade-off between the block size and accuracy of fitting. In the absence of the original image, some measure need to be derived to reach
In order to solve the aforementioned problem an approximation for M SE n ij is carried out. It is done by computing the M SE n ij for the observed pixels only. Thus, it can be written as 
Implementation Details of Inpainting
The framework is implemented according to the flowchart presented in Fig-110 ure 1. In practice, the comparison of the sample mean square error will be unfair among the blocks of different size n = n 1 < n 2 < n 3 < . . . , because the number of samples are different for each block size. In order to stay unbiased, M SE n ij for each block is computed only over the region covered with the smallest block size n 1 . The comparison is done in terms of
, where R n1 ij R n ij T extracts the common pixels that are covered with block size n 1 .
Since M SE n ij only compares the region covered with n 1 for any center pixel (i, j), only those recovered pixels are used, which are covered with n 1 , that iŝ
Txn ij . Then the global inpainted image is recovered from these local inpainted image blocks ∀ ijx n1 ij . Thus, a MAP estimator is formulated similar to the denoising framework of [9] ,
Differentiating the right hand side quadratic expression with respect to X, the following solution can be obtained.
This expression means that averaging of the inpainted image blocks is to be done, with some relaxation obtained from the corrupt image. Hence λ ∝ 1/r, where r is the fraction of pixels to be inpainted 3 . The matrix to invert in the 120 above expression is a diagonal one, hence the calculation of (6) can be done on a pixel-by-pixel basis after {∀ ijx n1 ij } is obtained.
Denoising Using Local Sparse Representation
Similar to the earlier stated inpainting framework, square blocks of size √ n × √ n with a center pixel are considered, which means n is an odd number. 
where (n) ≥ v 
By taking 2 (n) = n(1+ε)σ 2 , for an appropriately bigger value of ε, it guarantees 130 the sparse representation to be out of the noise radius with high probability.
Thus, by using the estimated sparse representations, the denoised local image blocks can be obtained as ∀ ijx n ij = D nŝn ij . Since the increase in block size causes decrease in the correlation between signal and noise, ε is reduced with increase in n to maintain an equal probability of denoising irrespective 135 of block sizes. In spite of that the mean square error ( ) varies with block size n. This is because an equal probability of the estimation being away from the noise radius does not imply equal closeness to the signal. As the dictionary of some block size matches better with the signal compared to the other, a minimum mean square error (MMSE) based block size selection 140 becomes essential.
Local Block Size Selection for Denoising
The effect of block size is also very intuitive in denoising using sparse representation: bigger block sizes capture more details from the image, giving rise to more nonzero coefficients. Hence smaller block sizes are preferred for local sparse representation. In contrast, it is hard to distinguish between signal and noise in small sized blocks even in visual perspective, hence bigger block sizes are suitable for denoising. Thus, there exists a trade-off between the block size and accuracy of fitting. In the absence of the noise free image, some measure need to be derived to reach
In order to solve the aforementioned problem, an approximation for min n M SE n ij is carried out. It is known that the original image block x n ij = y n ij − v n ij , hence after taking the expectation for the noise, it can be written that
Heuristically, for a sufficiently large value of ε in (7) the estimationx n ij can be kept away from the noise v W (i, j) =n is marked, which gives us a clustered image based on the selected 145 block size.
Implementation Details of Denoising
The framework is implemented according to the flowchart presented in Figure 3. In practice, the comparison of the sample mean square error will be unfair among the blocks of different size n = n 1 < n 2 < n 3 < . . . , be- 
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It is also important to ensure that, irrespective of n, each estimatedx n ij is noise free with equal probability. Hence, the following result is established to maintain equal lower bound probabilities of denoising across n. ] = nσ 2 . Using Chernoff bound [16] , it can be stated that
The minimum possible estimation error is y
, and Pr( v n ij
which is a constant lower-bound irrespective of n.
Similar to the inpainting problem, the common denoised pixels are extracted as per the smallest block size n 1 after block size is selected for any pixel location
Txn ij . Then the overlapping local blocks are average to recover each pixel of the image,
which is same as the MAP based local to global recovery in [9] .
It is known that a better dictionary produces a better denoising result, and that the dictionary training algorithms are capable of performing in presence of 165 noise. Hence, from the noisy image, trained dictionaries are obtained, similar to [9] , and then the image are denoised using the block size selection framework presented in Figure 3 .
Experimental Results

Inpainting
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To validate the proposed framework of image inpainting, it is experimented on Barbara image with pixels missing at random locations, and the image of girls spoiled by mascara. The results are compared with some of the recently proposed inpainting frameworks "MCA" (morphological component analysis) (6) . The inpainting results for both [3] and [4] are obtained using the MCALab toolbox provided in [17] . A visual comparison between the proposed framework and the algorithms in [3] and [4] is presented in Figure 5 , where mascara is removed from Girls image, text is removed from the
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Lena, and 80% of the missing pixels are filled in Barbra image. It can be seen that the images inpainted by the proposed framework are subjectively better in comparison to the rest, since it has more details and fewer artifacts. In terms of quantitative comparison, the proposed framework has also achieved a better Peak Signal to Noise Ratio (PSNR), which is presented in Table 1 for the cases 195 of random missing pixels.
Denoising
To validate the proposed framework of image denoising, it is experimented on some well known gray scale images corrupted with AWGN (σ = 5, 15 and 25).
The obtained results are compared with [9] (K-SVD), and one of its close com- For each block size, the trained dictionaries are obtained from a corrupt image using SGK [14] , in the similar manner as it's done in [9] . However, of atoms in the dictionary of the proposed framework, it is just a coincidence. has used 10 K-SVD iterations for 8 × 8 blocks, 10 n 64 SGK iterations are used 220 for √ n × √ n blocks. After obtaining the trained dictionaries, the best block size for each location is decided. Then, the image is recovered by averaging the overlapped regions as per (10) , by taking λ = 30/σ.
A visual comparison between the proposed framework and the algorithms in [9, 10] is presented in Figure 6 , where the images are heavily corrupted by 225 AWGN σ = 25. In comparison to the rest, it can be seen that the proposed denoising framework produces subjectively better results, since it has more details and fewer artifacts. Notably, the edges in the house image, the complex objects in the man image, and the joint between the mandibles of the parrot image are well recovered. In Figure 7 a visual comparison is made for the de-
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noising performance on these diverse and irregular objects. It can be seen that the proposed framework is better. In K-LLD denoised image irregularities are heavily smoothed, and a curly artifact is spreading all over. Frameworks like K-LLD has the potential to recover the images better, by taking advantage of self similarity inside the images. However, they have a clear drawback when the 235 image has diversity and irregular discontinuity, which has been taken care by block size selection in the proposed frame work.
A quantitative comparison by PSNR is also made, and results are shown in Table 2 . It can be seen that the proposed framework produces a better PSNR compare to the frameworks in [10] . In the case of higher noise level (σ ≥ 25),
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the proposed framework performs better in comparison to both [9] and [10] .
Discussions
In this paper, image inpainting and denoising using local sparse representation are illustrated in a framework of location adaptive block size selection. This framework is motivated by the importance of block size selection in inferring the In the present framework, the block sizes are prefixed. However, the bounds on the local block size is an interesting topic to explore further. In the present framework of aggregation, all the pixels of the recovered blocks are given equal
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weight. An improvement may be achieved by deriving an aggregation formula with adaptive weights per pixel for the recovered local block.
