Abstract-The notion of information has so far been quantified mostly in statistical terms, giving rise to Shannon's information theory and the principles of digital data transmission. Modern systems involving complex, intelligent, and autonomous agents call for a new look at the measures of information, where context, semantics, structures, and rationality are of paramount importance, especially for applications to biology, chemistry, physics, and economics. In this essay we propose a framework for measuring information inspired by the event-driven approach. We then illustrate our definition on some examples ranging from distributed systems to biology and economics.
I. INTRODUCTION
Information is an essential component of virtually every physical system; understanding and harnessing it holds the key to fundamental advances. Information theory, pioneered by Claude Shannon, serves as the foundation for the classical paradigm of digital communication; however, it does not provide an adequate formalism for extraction, comprehension, and manipulation of information in social and scientific domains. In this essay we muse on the notion of information, hoping to capture some of its essential aspects and provoke a discussion.
A comprehensive theory of information as it relates to complex systems (biological systems, social and communications networks, chemical structures) has been elusive. Among fundamental questions that have to be resolved (or even formulated in a proper way) are: what is information? how is information generated and transferred? how can localization and timeliness be integrated into formal measures of information? and how to incorporate semantics and context of underlying applications? The mismatch between our ability to describe and design complex systems and our ability to understand them (e.g., compare a state-of-the-art microprocessor versus a single-celled organism such as E.Coli) is rooted in the notion of abstraction which holds the key to diverse questions: What are fundamental limits on storage and processing of information? What are fundamental bounds on extraction of information from large biological databases? How much information is embodied in structures of molecules or in a website? Lack of understanding of such questions threatens to raise severe impediments to further advances in science and engineering.
Despite advances in information technology, widespread availability of information systems and services, the oft-cited advent of information society, or even the information age, information remains undefined in its generality, though considerable collective effort has been invested into its understanding (cf. [2] , [4] , [6] ). C. F. von Weiszsäcker argued that "Information is only that which produces information" (relativity) and "Information is only that which is understood" (rationality) [6] . Shannon information theory defines statistical information that quantifies the extent to which a recipient of data can reduce statistical uncertainty associated with its source by observing the output of a communication channel. 1 However, it seems that an intuitive understanding of information cannot be formalized without taking into account the timeliness of data, the spatial aspect of information, the objective its recipient wants to achieve, and the knowledge of the recipient's internal rules of conduct, further referred to as protocol.
We adopt here an event-driven viewpoint and assume that a universe is populated with systems that are in some states that can be changed by events carrying attributes. To this end, define an objective function that maps a system's protocol P and the present context C into any space with ordered points.
Definition 1: The amount of information carried by event E in context C as perceived at a system with protocol P is given by:
where the cost measures the difference between two points according to the order defined on the space of values of the objective function.
Thus an event only carries nonzero information if it changes objective(P, C), a statement consistent with the intuitive flavors of relativity and rationality. For example, in Shannon statistical information the objective is statistical ignorance of the recipient, while the cost is measured in the number of binary decision to recognize an event E. Example 1. [Information contained in π.] How much information is conveyed by each digit of π? The objective in a given context can be measured as the deviation of the corresponding diameter from the ideal 1, so that the amount of information carried by successively computed digits of π is the difference between successive deviations. Hence, the event "3" carries 1 However, Shannon wrote in [4] : "The word "information" has been given many different meanings . . . it is likely that at least a number of these will prove sufficiently useful in certain applications and deserve further study and permanent recognition." By the protocol P , the event corresponding to the reception of another subkey from a fellow system does not give access to the secret unless receptions of all the other subkeys are already in C. A station can improve its objective by having temporary access to the secret if it is within a distance d from each of the subkeys. The following definition of information is plausible:
I P,C (E) = N × {# of stations having access to secret} which depends on d and the mobility characteristics of the stations. Example 3. [Temporal capacity] Consider a simple binary symmetric channel in which each bit incurs a random delay T before it reaches the receiver. A bit that reaches the destination after a given deadline τ is dropped. Furthermore, let ǫ be the probability of error. We assume that the longer a bit takes to reach the receiver, the lower the probability of a successful transmission. For t ≤ τ the probability of a successful transmission is Φ(ǫ, t) (e.g., Φ(ǫ, t) = (1 − ǫ) t ), and hence the probability of error is 1 − Φ(ǫ, t) for some ǫ > 0. What is the capacity of such a temporal channel? If the delay is exponentially distributed, then one easily finds for
where ρ = P (x|x)/(1 − e −τ ) with P (x|x) = (1 − (1 − ǫ) τ e −τ )/(1 − ln(1 − ǫ)) being the probability of a successful transmission. With a stringent delay bound, the capacity of the channel is adversely affected by frequent erasure; when the delay bound increases, the capacity drops due to temporal errors.
Example 4. [Rissanen's Stochastic Complexity and MDL]
Included in objective(P, C) may be the cost of the very recognition and interpretation of C. Imagine a recipient knowing that the source uses an optimal code for its stream of data, but having to learn on-the-fly the stochastic mechanism according to which the source generates data. As time passes, the model reveals itself to the recipient who can then hypothesize about data sent. In 1978 Rissanen [3] introduced the Minimum Description Length (MDL) principle, an incarnation of Occam's Razor stating that the best hypothesis is the one that gives the shortest description of data. Realizing that Kolmogorov complexity is uncomputable, MDL selects a code for which the total description length of code and data is minimal. Rissanen stresses that we should "make no assumptions" about true data generating process. In practice, we must restrict the class of process models.
Summing up, six decades of work in information theory brought many success stories [5] , however, the following elements of information were, to large extent, not adequately addressed in the past and therefore threaten to raise severe impediments to diverse applications: Delay: Timeliness of signals is essential to the function of interacting systems. Timely delivery of partial information often carries higher value than delayed delivery of complete information (as in a signaling cascade associated with a specific cell function). Space: In interacting systems, spatial distribution often limits information exchange -with obvious disadvantages as well as benefits. The benefits typically result from a reduction in signal interference (examples range from wireless networks to immune response). Structure: We lack measures to appraise the amount of organization embodied in artifacts and natural objects. This deficiency is a key impediment to the development of novel theories and applications. Semantics. In many scientific contexts, one is interested in signals, without knowing precisely what these signals represent (e.g., DNA sequences, spike trains between neurons, whale songs). Dynamic information. In a complex network, information is not just communicated but also processed and even generated along the way. How can such considerations of dynamic sources be incorporated into an information-theoretic model? Learnable information. One may argue (and some have) that in all scientific endeavors, the only task is to extract information from data. How much information can actually be extracted from a given data repository? Limited Resources: In many scenarios, information is limited by available resources (e.g., computing devices, living cell). How much information can be extracted and processed with limited resources? Quantum Information: Microscopic systems seem not to obey Shannon postulates of information [2] . In the quantum world and at the level of living cells traditional Information often fails to accurately describe reality.
