A Parameter Estimation Method for Dynamic Computational Cognitive Models  by Thilakarathne, Dilhan J.
doi: 10.1016/j.procs.2015.12.178 
 
 
 
 
 
 
A Parameter Estimation Method for Dynamic 
Computational Cognitive Models 
Dilhan J. Thilakarathne 
 
Agent Systems Research Group, VU University Amsterdam, The Netherlands 
d.j.thilakarathne@vu.nl 
 
 
Abstract 
A dynamic computational cognitive model can be used to explore a selected complex cognitive 
phenomenon by providing some features or patterns over time. More specifically, it can be used to 
simulate, analyse and explain the behaviour of such a cognitive phenomenon. It generates output data 
in the form of time series which can only be partially compared to empirical knowledge. This leads to 
a challenging problem to estimate values of the parameters of the model representing characteristics of 
a person. A parameter estimation approach for dynamic cognitive models is presented here by 
combining improved Particle Swarm Optimization (PSO) and Constraint Satisfaction (CS) methods. 
Having collected the key features of behaviour of a phenomenon, those are translated into a set of 
constraints with parameters that will be solved through an improved agent based PSO technique. 
Through this, within PSO each agent explores the complex search space while communicating the 
quality of a local parameter value vector relative to their current global best solution as a swarm 
(through cooperation and competition). This is performed in tournaments and results of each 
tournament are combined to address the premature convergence issue in PSO. 
 
Keywords: Parameter estimation, Particle swarm optimization, Constrain satisfaction, Cognitive modelling 
1 Introduction 
With the developments in brain-imaging and recording techniques, more and more detailed 
information on various brain processes becomes available and this contributes a strong increase in the 
development in cognitive modelling [1]. It has been found that more than 80% of published articles in 
theoretical journals in cognitive science are about cognitive modelling [2]. Furthermore, 
computational modelling is considered to be an important pillar for the development of cognitive 
science and its related disciplines [3]–[5]. In principle, in cognitive modelling, a phenomenon of 
human cognition (or behaviour) is represented as (computational) mathematical models to understand 
the causality with exposed adjustable parameters that can be estimated from empirical data to align 
with reality [2], [6]. The analogy between the actual human cognition and empirical evidences 
collecting through brain imaging and recording techniques occurs at two different levels of 
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abstraction. Pragmatically, this nature of observed output (in most cases these will be in the form of 
features or patterns over time that explain the characteristics in non-quantitative, discrete forms) is 
very useful to understand the workings of the highly complex human brain. However, this makes it a 
non-trivial challenge to validate the behaviour of such a model, due to not having an exact quantitative 
outcome about features or patterns of human cognition. Almost all models developed in science and 
engineering include parameters (representing characteristics of a person or process) and that is a key 
driving element to bridge the gap between what is predicted and what is observed [7]. The most 
generic approach in parameter estimation is systematically changing the parameter values such that the 
error between predicted and observed comes closer to zero. This strategy is difficult to directly adopt 
for cognitive models and especially for dynamic cognitive models (see [6]). 
Given the nature of available empirical data, first it is essential to translate these (incomplete) 
output data into a more well defined and quantifiable form. One of the most promising generic 
representations for this is to express those data as (temporal) constraints. Dynamic features and/or 
patterns can be easily represented as set of constraints using formal languages. Having a set of such 
constraints, the parameter estimation process condenses to a problem of Constraint Satisfaction (CS). 
A large number of problems in computing domains are represented directly or indirectly as Constraint 
Satisfaction Problems (CSP) [8], [9] and most of these problems belong to the class of NP-complete 
problems, including most of cognition related problems (see [10], [11]). Therefore, it is a challenge to 
develop a technique to solve a problem of constraint satisfaction that is capable of finding a solution 
within a reasonable computational expense. Stochastic and heuristic based searching techniques are 
commonly used for this purpose and each having specific advantages and disadvantages. Particle 
swarm optimization (PSO) technique is attracting the attention of many researchers in many domains 
due to its efficiency and effectiveness. Main advantages of the PSO methodology are simplicity in 
calculation, easiness in implementation, comparatively little number of parameters, and free from 
derivatives [12]. In this paper, a generic approach for parameter estimation in dynamic computational 
cognitive models is presented by combining CS and improved PSO techniques. It is illustrated for a 
complex cognitive model addressing action awareness. 
2 Theoretical basis of CS and PSO 
CS and PSO are well known techniques in artificial intelligence (PSO is relatively new) for many 
problems and both are having well defined mathematical basis. A constraint satisfaction problem is 
defined by a finite set of variables X = {x1, x2, …, xn} (each variable xi has its own domain Dxi that 
includes values {v1, v2, …, vm})  and a set of constraints C = {c1, c2, …, cp} (each constraint Ci involves 
some subset of variables). The problem is said to be solved if it is possible to find an assignment of 
values to variables such that it satisfies restrictions imposed by all the constraints [9]. Even though the 
representation of a CSP is very simple it is a non-trivial task to find a solution tuple depend on the 
complexity of a given problem. Constraints restrict the values that each variable can simultaneously 
holds and the challenge is to identify a searching technique to find a global assignment to all the 
variables that satisfies all the constraints with both efficiently and reasonably less computational 
expense (for such techniques see [8], [9]). 
PSO is a relatively new population based hybrid (both heuristic and stochastic) search/optimization 
technique that can be used to find (approximate) solution(s) in effective and efficient manner. PSO is 
first introduced by Kennedy and Eberhart [13], and it emulates a social system that can be observed in 
a flock of animals that have no leaders. These flocks achieve their goals through communication with 
others by sharing information about current situation, and therefore group will condense to a position 
which has a better solution. This phenomenon continues until the best conditions or a situation is 
discovered. PSO also consists with swarm of particles where each particle holds a position that 
represents a solution (in a search space) and has a velocity. Particles are moved based on three 
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configurable factors: social, cognitive, and speed [12], [14], [15]. Social factor influences the 
convergence towards the best solution discovered so far by a particle of the swarm, and cognitive 
factor influences each particle on its best position discovered so far, and speed factor delimit the 
movement. Therefore, always a movement is a resultant of these three factors. These three factors 
again coupled with another parameter set such that convergence can be biased to social, cognitive, 
speed or any permutation in these three (see [14]). This behaviour can be represented in two simple 
equations: 
ݒ௜ሺݐ ൅ ͳሻ ൌ ߱ݒ௜ሺݐሻ ൅ ܿଵݎଵሺݐሻ൫ ௜ܲ െ ௜ܺሺݐሻ൯ ൅ ܿଶݎଶሺݐሻ ቀ ௚ܲ െ ௜ܺሺݐሻቁሺͳሻ 
௜ܺሺݐ ൅ ͳሻ ൌ ௜ܺሺݐሻ ൅ ݒ௜ሺݐ ൅ ͳሻሺʹሻ 
Where vi(t) represents velocity of the ith particle, Pi represents the best previous position of the ith 
particle, Pg represents the best position discovered so far among all the particles in the swarm, Xi(t) 
represents the position of the ith particle Xi(t)= (xi1,xi2,…,xiD) (where D is the dimension of the search 
space), c1 and c2 are positive constants called acceleration coefficients (c1: cognitive factor of the 
particles, c2: Social factor of the particles), r1 and r2 are two random numbers in the range [0,1], and Ȧ 
is the weight of inertia for the velocity. 
In each iteration, each particle evaluates the quality of its current position. This evaluation can be 
combined with the CSP. In PSO, a position of a particle is a (probable) solution for the finite set of 
variables X mentioned in the CSP. Each particle shares its information with the swarm and updates the 
new position as in the equations (1) and (2). PSO has a major limitation due its premature convergence 
problem [15], [16]. As there is a biasness towards to the global best solution, having discovered a local 
optimum all agents will scatted towards to that. This can be handled by minimizing the influence 
towards the global best solution by providing a very small c1 value but a large c2 value (see [15]). 
Then the particles are having a problem of getting converge and they just explore around their local 
best position than exploring the search space proactively. Therefore, this premature convergence is not 
easy to handle and various approaches were presented in the literature (see [16]). For this paper, an 
improved PSO algorithm is scrutinized by considering the concept of tournament based selection. In 
each tournament, particles are trying to find a solution that satisfies all the constraints but in most 
cases, they may trap in a local optimum. If it is identified that the swarm is taped in a local optimum 
(with the same global best solution for ‘m’ number of consecutive iterations) the global best solution 
of that tournament stores and initiates a new tournament. After ‘n’ number of consecutive 
tournaments, swarm has identified n best local optimums (in the meanwhile, there is a possibility of 
finding the best solution and in such a case process is terminated). Having n number of local 
optimums, each particle is replaced with a local optimum and let swarm to explore the search space.  
This process continues until finding a global solution that satisfies all the constraints. Pseudocode of 
this improved PSO is provided in Pseudocode 1. There are some rule of thumbs to select parameter 
values for the PSO algorithm [12], [15]. Number of particles (n) to be selected is normally in the range 
of [20, 50], Ȧ is advised to be in the range of [0.4, 1], and the total of c1 + c2 § 4. 
3 A Computational Cognitive Model of Action Awareness 
Action awareness is a complex cognitive phenomenon that covers the questions how action 
selection and execution contribute to the awareness and/or vice versa. Some evidence lead to a 
hypothesis that awareness of action selection is not directly causing the action execution (or 
behaviour) but comes afterward as an effect of unconscious processes of action  preparation [17]–[21]. 
In contrast, another hypothesis claims that both predictive and inferential processes related to the 
action preparation and execution may contribute to the conscious awareness of the action [22]–[23]. 
By integrating these evidences with other necessary processes that contributes for awareness of action, 
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a computational cognitive model was 
developed that published in [24]. The same 
model is used in this paper for the proposed 
approach. Detailed information of cognitive, 
affective and behavioural neuroscience 
literature and a detail model description are 
not presented in this section but only an 
overview (for more details see [24]). 
Fig. 1 presents the cognitive model 
developed for action awareness and Table 1 
presents the abbreviations used in that. 
Model uses three world states (WS) as 
inputs: stimulus sk, context ck, and effect bi. 
In addition, it includes two outputs to 
interact with the environment: EA(ai) and 
EO(ai, bi, sk, ck). The input world states 
WS(sk), and WS(ck) lead to sensor states 
SS(sk), and SS(ck), and subsequently to 
sensory representation states SR(sk), and 
SR(ck), respectively. A sensory 
representation may trigger one or many 
action preparations: PA(ai), in parallel and in 
unconscious (or automatic) form. The brain 
will evaluate the effect of each relevant 
action preparation by comparing the 
feelings: F(bi), associated to each individual 
valuated effects (without actually executing 
them through the body loop) as proposed by 
Damasio [25], which is presented as “as-if 
body loop” (PA(ai) ĺ SR(bi) ĺ F(bi)) in 
Fig. 1. The simulated option that has the 
strongest valuated feeling performs as a GO 
signal through the body loop and else are 
NO-GO options. Each PA(ai) state 
suppresses its complementary options PA(aj) 
for ji (as shown in dotted looped red arrow 
in Fig. 1) proportional to the accumulated strength of that option. This behaviour is in line with the 
explanation for the lateral inhibition in [26]. Therefore, naturally the strongest internally satisfied 
option (which is exceeding a threshold value) will become selected. 
This model further includes action ownership states. Action ownership is a useful concept, which 
is mainly important to differentiate in how far a person attributes an action to him or herself, or to 
another person (see [27]). Model provides qualitative analysis on cognition before and after action 
execution (together with prior and retrospective awareness states). The ownership state includes 
information of inputs, action preparation, and predicted feeling of the preparing action option. This 
integrated information is used as the gateway to develop action awareness. Similar to ownership, 
awareness also separated into prior awareness and retrospective awareness as suggested by Haggard 
and co-workers [22], [23]. For each ownership state an associated awareness state may (or may not) 
emerge. Awareness states play a higher order cognitive role. The direct links from ownership and 
feeling to awareness state realise bottom-up activation (see [28], [29]). Conversely, the effects of 
awareness states on other states realise top-down activation, which is considered to be a conscious or 
1. Initialize Ȧ, c1, c2, n, m 
2. For i=1 to n do 
3. Initialize each Xi with random values for variables 
(bounded by given max and min); 
4.  Initialize each vi randomly; 
5. End for 
6. Initialize an array of tournaments’ solutions (tSolutions) 
with size n 
7. Do 
8.  For each particle 
9.   Calculate fitness value 
10.  If the fitness value is better than its personal best (Pi) 
11.   set current value as the new personal best 
12.  End 
13.  Choose the particle with the best fitness value in the 
swarm as current global best 
14.  If the current global best value is better than its global 
best (Pg) 
15    set current value as the new global best 
16.  Else 
17. If convergence stays with the same Pg value for ‘m’ 
consecutive rounds 
18.    add the Pg of current tournament into tSolutions 
19.    If the no. of local solutions in lSolutions is n 
20. replace all current particle from particles in 
lSolutions and GOTO 8 
21.    Else 
22. update each particle with random Xi and vi values 
and GOTO 8 
23.    End 
24.   End 
25.  End 
26. For each particle 
27.  Calculate particle velocity according to equation (1) 
28.  Update particle position according to equation (2) 
29. End 
30. While maximum iterations (n) or minimum error 
criteria is not attained 
Pseudocode 1: Pseudocode of this improved PSO
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Figure 1: Overview of the computational cognitive agent model. Here an
arrow  represents a direct activation to state B from state A, an arrow 
represents a direct suppression to state B from state A, an arrow 
represents a suppression to all the complements of ‘ith’ state on Bi from
state Ai (where ‘i’ presents an instance of a particular state), and 
represents a direct supression to all parellel forms of that state. (from [27]) 

action execution
effect prediction (as-if body loop) 
EA(ai) 
SR(bi)SS(bi)
F(bi) 
WS(bi) 
WS(ck) SR(ck)SS(ck)
 SS(sk) SR(sk)WS(sk)
RO(ai, bi, ck, sk)
PAwr (ai, bi, ck, sk)
PA(ai) 
RAwr(ai, bi, ck, sk)
  PO(ai, bi, ck, sk)
EO(ai, bi, ck, sk)
WS(W) world state W (W can be either: context ck, stimulus 
sk, or effect bi) 
SS(W) sensor state for W 
SR(W) sensory representation of W 
PA(ai) preparation for action ai 
F(bi) feeling for action ai after as-if loop or action 
execution 
EA(ai) execution of action ai 
PO(ai,bi,ck,sk) prior ownership state for action ai with bi, ck, and sk 
RO(ai,bi,ck,sk) retrospective ownership state for ai with bi, ck, and sk 
PAwr(ai,bi,ck,sk) prior-awareness state for action ai with bi, ck, and sk 
RAwr(ai,bi,ck,sk) retrospective-awareness state for action ai with bi, ck, 
and sk 
EO(ai,bi,ck,sk) communication of ownership and awareness of ai 
with bi, ck, and sk 
Table 1: Nomenclature for Fig. 1
intended process (see [30]–[32]). 
Therefore in the presented model 
PAwr(ai, bi, sk, ck) is only affected by 
PO(ai, bi, sk, ck) and F(bi). This is 
useful to model the idea of Benjamin 
Libet: brains initiate voluntary 
movements before we are aware of 
having decided to move [17]–[21]. 
Moreover PAwr(ai, bi, sk, ck) affects 
PA(ai) and EA(ai) and this is reflects 
the idea of Haggard and co-workers: 
there may be an impact from this 
subjective awareness state on action 
execution [22]–[23]. By this PAwr(ai, 
bi, sk, ck) to PA(ai) link the agent can 
inject some bias to the current 
unconscious process through 
awareness. This may strengthen a 
weaker action option and improve the 
predictive feeling of that option 
(which may lead to getting it 
executed) [33]. Furthermore, in this 
model PAwr(ai, bi, sk, ck) can also 
directly strengthen the action 
execution state. By considering the 
proposed model as an agent, a 
particular behaviour trace is expected 
which is considered as main 
characteristics of the simulation 
example for parameter estimation. 
Expected trace is shared in an external 
appendix 1  (from [24]). The trace 
provides information to extract some 
important patterns to isolate the behaviour. The order of activation of the states is a very important 
feature. Furthermore, it is expected to be having a dip in the sensory representation and feeling in-
between predictive and inferential representations [34]–[36]. In addition, the maximum strength of 
each state should exceed some threshold value to highlight the contribution of each state as the 
literature presented in [24]. 
The proposed model is compiled to a computational model from a dynamic system perspective. 
The detail information of the model compilation and its parameter information (i.e., steepnesses: ı, 
thresholds: Ĳ, weights: Ȧk, update speed factors: Ȗ, and step size: ǻt) can be found in [24]. In our 
previous work for this, a systematic analytical driven parameter estimation method was used with 
realistic results (see [24]). That work includes 8 scenarios and only the first scenario will be 
considered for the scope of this paper. In [24] first scenario is focused on the interplay between 
conscious and unconscious processes on action selection where the prepared action has satisfactory 
predicted effects and therefore is executed; in this case both prior and retrospective awareness states 
occur. The behavioural results for first scenario in [24] is not presented in here. This result is used to 
compare the quality of proposed parameter estimation method through CS and PSO. 
                                                          
1 http://www.few.vu.nl/~dte220/BICA2015_Appendix.pdf 
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4 Parameter Estimation with PSO 
The model presented in Section 3 together with computational basis is considered for PSO based 
parameter estimation approach. The system includes 17 steepnesses, 17 thresholds, 39 weights, 2 
update speed factors, and 1 step size. Each of these considered as variables and assigned domains as 
required in the CSP. Nevertheless, heuristic knowledge is used for assigning domain values for each 
variable to make the complexity less intractable and to prune the search space to increase the 
performance. A pre analytical analysis conducted to identify variables where its value can be pre 
determined. For example, WS(sk), and WS(ck) are the input states of the model and obviously ı values 
should be almost zero and therefore value 0.01 is used for these together with value 1.0 for Ĳ. 
Furthermore, state F(bi) affects only from SR(bi) and therefore, it is obvious that from causality 
perspective F(bi) should activate as soon as SR(bi) has started to emerge. Therefore, ı value of SR(bi) 
should also be almost zero and value 0.01 is used for this. In additionally, as SS(sk), SS(ck), SR(sk), 
and SR(ck) states includes direct representation of the inputs through weights Ȧ5, Ȧ6, Ȧ8, and Ȧ9 (see 
[24]); these assigned with value 1.0 (this is an implementation decision, if only a portion from input 
strength should be used for this then it can be < 1.0). Furthermore, according to the behaviour 
necessary for the highlighted scenario in the previous section, it is clear that weight values attached to 
some states should have very high values or above average values or very small values or negative 
values (high, average or small). Therefore, than using a domain range for weights 0 to 1 or 0 to -1, 
different ranges are used for small, average, and large (e.g., -0.7 to -0.4, -1.0/-0.9 to -0.6, 0.1 to 0.5, 
0.4 to 0.7, 0.6 to 0.9/1.0). For steepness and threshold values also rather than using a generic range, 
custom ranges used with prior experience. From analytical perspective, in a model like this the states 
which are activates at the beginning normally shouldn’t have very strong steepness and threshold 
values as they are directly coupled to the inputs and having strong weight values naturally more 
strength will be collected. Nevertheless states come later (especially after action execution) it is 
important to have very strong values for steepness and threshold variables.  All value ranges used for 
variables available in an external file2  (this includes the initial velocity values used in the PSO 
algorithm too). In addition to the variables and there domain values, a set of constraints (C1 to C5) 
also defined based on the neurocognitive evidences. 
C1. State activation order should perceived: WS(sk) & WS(ck) ĺ SS(sk) & SS(ck) ĺ SR(sk) & SR(ck) ĺ PA(ai) 
ĺ SR(bi) ĺ F(bi) ĺ PO(ai, bi, ck, sk) ĺ PAwr(ai, bi, ck, sk) ĺ EA(ai) ĺ WS(bi) ĺ SS(bi) ĺ RO(ai, bi, ck, 
sk) ĺ RAwr(ai, bi, ck, sk) ĺ EO(ai, bi, ck, sk) 
C2. Each state value should converge to zero after retrospective effects 
C3. All states except SR(bi) and F(bi) should only provide one peak behaviour 
C4. States SR(bi) and F(bi) should provide two peak behaviour where the value at first peeks should be 
considerably small respective to the value at the second peak 
C5. Peak value (max) of each state should be equal or exceed a given value: 1, 1, 0.55, 0.55, 0.50, 0.50, 0.65, 
0.50, 0.50, 0.65, 0.65, 0.85, 0.70, 0.60, 0.65, 0.65, 0.70 (hear the order is the same order of states in C1) 
These constraints are noted as the most influential restrictions to have necessary generic behaviour. 
There is a trade off between minimum and maximum constraints required for a model to isolate a 
generic parameter value set to mimic its behaviour with reality (see [8]). Each constraint associated 
with a negative error value such that if all constraints are satisfied the value of the error is zero. For the 
constraint C1, -13 is assigned as the total error and if two consecutive positions are as in the order then 
+1 will be assigned (therefore, if all the states are in the expected order the error is 0). For the 
constraint C2, -17 is assigned as the total error and if a selected state is converging to an activation 
strength of 0 after the retrospective effect then it will get +1. For C3 and C5 also the same above rule 
applied for each state. For the constraint C4, -2 is assigned as the total error and if a selected state is 
showing a two peak behaviour it gets +1. Having represented the proposed model as a CSP, it is 
                                                          
2 http://www.few.vu.nl/~dte220/IAT15_ModelVariablesS1.xml 
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solved by using the proposed PSO algorithm. For this purpose, following configuration parameters are 
used for the PSO equations (1 & 2) presented in Section 2: number of particles (n) is 30, weight of 
inertia for the velocity (Ȧ) is 1, local acceleration coefficient (c1) is 2, global acceleration coefficient 
(c2) is 2. These selected parameter values are according to the guidelines given in [12], [15]. Having 
these parameters for the PSO equations (1 & 2) the model is implemented in the Java language and 
passed the initial values in a XML data file2. The pseudocode presented in the Section 2.2 is used for 
the PSO implementation. First 30 particles were randomly initialized for the 73 variables (17 
steepnesses, 17 thresholds, 39 weights) under the domain ranges provided for each variable. For the 
low and fast update speed factors (Ȗ) values 0.6 and 0.7 are used respectively together with value 0.25 
as the step size (ǻt). Having the same value for local acceleration coefficient (c1) and global 
acceleration coefficient (c2) the swarm is not biased to local or global exploration but due to the 
random values assigned for r1 and r2 (see equations 1 & 2) in each iteration swarm may randomly 
select a local exploration or global exploration. 
Having 30 random particles in the search space, they evaluate the quality of current positions 
individually by mapping with the five constraints. If the current local best position is better than the 
past best local position visited (only after the first iteration) it will be replaced by the current. Having 
identified the quality of current positions by each particle, they share the information with each other 
to find the current global best position. If the current global best position is better than the previous 
global best position (only after the first iteration) as a swarm, then all particles change their global best 
to the current global best. In additionally, each particle changes its current position towards to the 
resultant of global best position (i.e., social aspect), local best solution (i.e., cognitive aspect), and 
speed factor. This process executes as a tournament. In each tournament, if any particle’s position able 
to satisfy all the constraints, then the process will be terminated and the variable values of that 
particle’s position will be used as the parameter values in the model. If a tournament fails to find a 
particle that satisfies all the constraints then the global best position of the swarm at the end of that 
tournament will be separately saved and new tournament will be initiated with random positions for all 
particles. It is decided that a tournament is failed if the same error value for constraints holds for 15 
iterations continuously. After a 30 tournaments if the system is unable to find a solution the captured 
best global positions in each tournament will be used and create a swarm of 30 particles and let the 
system to converge. In this case, there is a very high probability to have many particles with the same 
low error values (most probably very closer to the 0) and therefore, speed of particle movements will 
be limited but more local explorations performs. This particular improvement introduced as a solution 
for premature convergence problem. A major drawback in PSO is its premature convergence ([15], 
[16]) and putting quality particles after 30 tournaments improve the convergence speed a lot and due 
to this elicit selection feature, the system will not discard better solutions for future explorations.  This 
iterative process continues until a particle is obtained a position that satisfies all the constraints. Fig 2 
shows the behaviour patterns obtained from the proposed PSO algorithm for the mentioned cognitive 
model. All the results are completely satisfied with all the constraints and align with the evaluation in 
[24]. There are three different solutions included in the Fig 2, which are provided by three different 
executions. Nevertheless, all the results are fully satisfied by the expectations (constraints). 
5 Discussion 
Parameter estimation is a challenging task in many application domains, including the dynamic 
cognitive modelling domain. Nevertheless, it is difficult to adapt common parameter estimation 
algorithms for cognitive models where usually there are only limited empirical data available (a.o. due 
to limitations in neuro-imaging techniques and the complexity of the human brain). Moreover, most of 
the behaviours are presented in the form of features or patterns over time that are explained in non-
quantitative and discrete forms. 
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This paper presents a solution for such cognitive models using an improved PSO algorithm. The 
complex cognitive model used in this paper has been published in [24] together with eight scenarios to 
validate the model behaviour. Only the first simulation of that work was considered in this paper as an 
illustration for 
parameter estimation, 
and acceptable results 
were achieved. 
According to these 
results it is confirmed 
that this new approach 
is suitable for 
parameter estimation 
for these types of 
complex cognitive 
models. Initially for 
this purpose a 
standard parameter 
estimation approach 
was used without 
introducing a 
tournament based 
improvement. It was 
found that then the 
method is unable to 
converge to a solution 
and get tapped with 
local minima all the 
time. When exploring 
approaches to 
eliminate premature 
convergence issues, 
there are some 
techniques available 
(see [16]). 
Nevertheless, all of 
these techniques are 
having limitations and 
there are some 
technical problems to 
adapt those techniques 
to the cognitive 
domain. 
The Multi-Swarm 
PSO (MSPSO) 
technique ([37], [38]) 
was chosen as a 
suitable solution for 
this issue and it has 
many supporting 
features for parameter Fig. 2.  Cognitive behaviour obtained through PSO baded paramter estimation algorithm for
executing an action with ownership and awareness.
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estimation in dynamic cognitive models. The most common approach in the MSPSO is to partition the 
current swarm into several sub-swarms. Nevertheless, due to computational problems in parallel 
searching and difficulties in forming sub-swarms as equally representing the partitions of the search 
space, this is also not providing promising results. Therefore, in this paper a new approach is presented 
by introducing a tournaments based approach. Therefore, no parallel searching is required and having 
a strong random particle generator it will guarantee a quality distribution of particles in the search 
space. It is a future work to conduct a systematic comparison this with MSPSO. According to the 
results in Fig 2 it is clear that this approach is not just giving one solution but multiple near optimal 
solutions. This seems like a problem as it is not able to properly represent a generic behaviour of the 
cognitive model. This problem is addressed in our previous work [24] by introducing 8 different 
scenarios (which are interrelated from a functional point of view) and finding a unique parameter 
value set that captures the behaviour of all the simulations. Having interrelated scenarios, the goal is to 
find a global parameter value set that satisfies all the of those individually (for this it is necessary to 
have many near optimal solutions at the beginning, but later the system will converge to a one solution 
due to the feature of interrelatedness among scenarios). This is a future work for this technique to 
combining the procedure mentioned in [24] for this PSO algorithm. In additionally more validations 
are required for this approach and it is essential to do more thorough analysis on effects of changing 
number of particles, changing the parameter values of the PSO algorithm, removing/diluting heuristic 
knowledge used to set domain ranges, and measuring average running time. Also, having thoughts to 
present this cognitive model as a generic framework to use as an experimental workbench on action 
selection related cognitive phenomenon, it is important to have a feature that the modeler does not 
need to do any programming to obtain the behaviour. The current implementation only needs an input 
in a XML file and results will be generated except representing the constraints in Java. Having a 
formal representation to present the constraints will eliminate this limitation and a predicate logic 
based representation will be used for this in future work. 
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