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Abstract
Air shower simulation programs are essential tools for the analysis of data from
cosmic ray experiments and for planning the layout of new detectors. They are
used to estimate the energy and mass of the primary particle. Unfortunately the
model uncertainties translate directly into systematic errors in the energy and mass
determination. Aiming at energies > 1019 eV, the models have to be extrapolated
far beyond the energies available at accelerators. On the other hand, hybrid mea-
surement of ground particle densities and calorimetric shower energy, as will be
provided by the Pierre Auger Observatory, will strongly constrain shower models.
While the main uncertainty of contemporary models comes from our poor knowledge
of the (soft) hadronic interactions at high energies, also electromagnetic interactions,
low-energy hadronic interactions and the particle transport influence details of the
shower development. We review here the physics processes and some of the com-
putational techniques of air shower models presently used for highest energies, and
discuss the properties and limitations of the models.
1 Introduction
The cosmic ray (CR) energy spectrum extends up to 3  1020 eV. The presence of the
highest-energy particles (Ultra High-Energy CRs, UHECRs) poses an enigma, since many
good arguments suggest that they should not be observed. This apparent contradiction
has stimulated a variety of more exotic explanations of their existence. The enigma can
only be solved by an experiment that can provide a much larger event statistics than the
about 20 events with E > 1020 eV measured in the past 35 years. Knowing the form
of the energy spectrum of the CR particles, their arrival direction distribution over the
whole sky, and possibly even their mass composition, would allow us to test some of the
hypotheses about their origin and help to identify their sources. At present experimental
results suggest that UHECRs are protons or nuclei, as for CRs at much lower energies.
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However, many of the more exotic models of UHECR origin predict also photons and
neutrinos.
The measurement of extensive air showers (EAS) is presently the only way to study
CRs with energies above about 1015 eV. The properties of primary cosmic rays have to
be deduced from the development of the shower in the atmosphere and from the particle
ratios in the shower. The incident direction can easily be reconstructed from the arrival
times of shower particles at dierent positions at the observation level and the primary
energy is approximately reflected in the total number of secondary particles produced.
The mass of the primary particle is more dicult to measure. It is reflected, in a subtle
way, in the shower form, specically the height of the shower maximum, and in the muon-
to-electron ratio of the shower.
The Pierre Auger Observatory is conceived to measure CRs with energies > 1019 eV
with good statistics over the whole sky [13]. It will consist of two detector sites, one in the
southern and one in the northern hemisphere. Each site covers an area of 3000 km2 and
combines two techniques to measure (i) the particle distribution at observation level with
an array of water Cherenkov detectors and (ii) the longitudinal shower development via
optical imaging of the fluorescence light in the atmosphere during clear moonless nights
( 10% of the total time). This hybrid detection provides a way to inter-calibrate both
sub-systems and to control systematic uncertainties. The energy determination via the
fluorescence light is basically calorimetric and therefore much less model-dependent than
the energy reconstruction from particle densities at ground level. The southern site is
presently under construction in Argentina. The size of the site was chosen to register
about 5000 events with energies > 1019 eV and about 40-80 events above 1020 eV per
year.
Since experiments at energies > 1015 eV cannot be calibrated with a test beam the
interpretation of EAS measurements is performed by comparing experimental data with
model predictions of the shower development in the atmosphere. Therefore quantitative
results rely on the model assumptions and on the quality of the simulation of particle
interactions and transport in the atmosphere.
The detailed shower development is far too complex to be fully described by a sim-
ple analytical model. Therefore it is usually modeled by Monte Carlo (MC) simulation
of transport and interaction of each individual shower particle, employing our present
knowledge on interactions, decays and particle transport in matter. While the electro-
magnetic interaction (responsible for electromagnetic sub-showers, ionization, Cherenkov
light production, ...) and the weak interaction (responsible for decays of unstable sec-
ondaries) are well understood, the major uncertainties in EAS simulation arise from the
hadronic interaction models. With the present theoretical understanding of soft hadronic
interactions, i.e. those with a small momentum transfer, one cannot calculate interaction
cross-sections or particle production from rst principles. Therefore, hadronic interaction
models are usually a mixture of fundamental theoretical ideas and empirical parametrisa-
tions tuned to describe the experimental data at lower energies. The large extrapolation
(over 6 orders of magnitude in energy) needed from experimental accelerator data to CR
interactions is the second major source of uncertainty, and with an uncertain interaction
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model it is dicult to determine the energy spectrum and the composition of CRs.
As a consequence of the better understanding of hadronic and nuclear interactions
at high energies, and the increase in computing power, shower models have improved
dramatically over recent years. Also the understanding of the measuring process with a
detector has markedly advanced. It is now possible to describe consistently experimental
results over a wide range of energies and even to test hadronic models on the 20% level.
In this paper we review the physics and techniques of state-of-the-art modeling of
extensive air showers, specically those important for energies of 1019 eV or above. In
Sec. 2 and 3 we describe the modeling of hadronic and electromagnetic interactions,
respectively. Sec. 4 summarizes briefly the simulation of showers induced by photons
and neutrinos or other more exotic primary particles. Statistical thinning techniques that
allow simulation of showers at the highest energies in a nite time are discussed in Sec.
5. Then two shower simulation programs are described and compared in Sec. 6. Some
simulation results are shown in Sec. 7.
2 Hadronic interaction models
The highest energy reached in a man-made accelerator is at present about Elab = 900
GeV. This is about 8 orders of magnitude smaller than the highest energy ever mea-
sured for a CR particle. Events triggered and examined at accelerator experiments are
those that produce particles with high momentum transfer. They are well described by
QCD but they constitute only a minute fraction ( 10−6) of the overall reaction rate.
Interactions with low momentum transfers, i.e. soft collisions, produce particles with
small transverse momenta that mostly escape undetected in the beam pipe. Of special
importance are the diractive dissociation events, which originate from rather peripheral
collisions with a small fraction of energy transferred into secondary particles. But these
reactions are important for air showers, since they carry the energy deep down into the
atmosphere and thus drive the air shower development. Moreover, CRs collisions are pre-
dominantly nucleon-nucleus or nucleus-nucleus collisions, for which accelerator results are
available only at much lower energies, rather than proton-proton collisions. Models based
on accelerator results have to be extrapolated far into unknown territory in energy, in the
kinematic range of very forward particle production, and to other projectile-target com-
binations. That is why it is of utmost importance that models rely on a sound theoretical
basis which gives some guidelines on how the interactions evolve with energy.
Early hadronic models have been purely phenomenological. Accelerator results were
parametrised and crudely extended to deal with diractive interactions and nucleon-
nucleus collisions. Primary nuclei have been treated with the assumption that a nucleus is
just a superposition of free nucleons. Then the parametrisations have been extrapolated
to high energies. It was recognised that the development of an EAS for a given energy
and primary is mainly dependent on two factors: on the inelastic cross-sections inel of
primary and secondary particles with air and on the average fraction of the available en-
ergy transferred into secondary particles (usually termed inelasticity kinel). Some of the
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models even had inel and kinel as their main free parameters. With these simple models
occasionally even very basic experimental data just could not be explained at all and
therefore a proper interpretation of the data was impossible.
Over the last 10 years this situation has changed. Microscopic models have been
developed that are based more and more on reliable theoretical foundations and attempt
to describe not only CR showers but equally well heavy ion collision or other particle
interactions. These models have in general a much smaller number of free parameters
reducing the arbitrariness, and allow, to some extent, to predict inel as a function of
energy and to deduce the average value of kinel as well as its distribution from deeper-
lying principles.
The new models simulate interactions of nucleons and nuclei on the basis of the Gribov-
Regge theory (GRT) [42], which most successfully describes elastic scattering and, via the
optical theorem, the total hadronic cross-section as a function of energy. Tab. 38.2 in the
particle data book [27] demonstrates good agreement for all possible scattering processes
examined with the Reggeon-Pomeron scattering scheme. In GRT the observed rise of
the cross-sections at high energies is a consequence of the exchange of multiple super-
critical Pomerons. Inelastic processes are described by cut Pomerons leading to two colour
strings each, which fragment subsequently to colour neutral hadrons. The probability of n
exchanged and m cut Pomerons is uniquely predicted by the theory. While this is common
for all implementations of the GRT, it is still debated how to realize best diractive events
and the production and decay of colour strings. Presently the Gribov-Regge approach is
the only theoretically sound way, and also the most successful one, to model energetic
soft hadronic interactions. A good introduction to GRT models is given in ref. [70].
At present GRT-type models used for cosmic rays are QGSJET [50, 51], VENUS [70],
DPMJET [63], and, most recently, neXus [33].
Present work on GRT models is focused on the consistent treatment of diractive
reactions, by inclusion of specic, higher order Pomeron exchange diagrams that account
for single and double diraction, and the inclusion of hard processes, as described by
QCD, that become more important with energy. Experiments at HERA have improved
our knowledge of the parton momentum distribution function inside a nucleon (see e.g.
ref. [4]) which allow for a quantitative account of the eect of hard interactions. This is
vital when extrapolating cross-sections and particle production up to the highest energies.
At present only QGSJET, DPMJET and SIBYLL reach up to > 1020 eV.
neXus, the newest of the models, is constructed as a combined eort of the authors
of VENUS and QGSJET to model hadronic interaction to the best of our knowledge, and
to combine all necessary parts in a consistent way. They start from the Universality hy-
pothesis stating that the mechanisms of high-energy interactions are identical in different
type reactions. Thus one can study the nal state parton evolution and the subsequent
hadronisation on the basis of e+e− data, while the initial parton cascade can be tuned
to deep-inelastic lepton-proton data. In this way the hadronic interaction is broken into
separate building blocks which are deduced from simpler systems. This constrains con-
siderably the model parameters and ensures a more reliable extrapolation. neXus is by
construction a GRT-type model with unied soft and hard interaction. The former is
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described by the traditional soft Pomeron exchange, the latter uses perturbative QCD
within the concept of the semi-hard Pomeron. In addition neXus employs a fully self-
consistent treatment of energy and momentum sharing between individual elementary
scattering processes.
A model somewhere in between the purely phenomenological ones and the GRT type
models is SIBYLL [37]. SIBYLL 1.6 was a so-called minijet model, inspired by QCD, and
treated the soft part rather crudely. It simulated a hadronic reaction as a combination
of an underlying soft collision, in which two strings are generated, and a number of
minijet pairs leading to additional colour strings with higher transverse momentum ends.
In SIBYLL 1.6 the rise of the cross-section with energy was solely due to the minijet
production. Recently the soft part of SIBYLL was revised to allow for multiple strings
from the soft collision, leading to a contribution of soft interactions to the rise of the
cross-section, and for an energy dependent transverse momentum cut-o for the minijet
production [35]. With the new SIBYLL 2 a much better agreement of model predictions
with experimental results is achieved.
Cross-sections for nucleus-nucleus interactions are calculated on the basis of the geo-
metrical Glauber model [41]. However, to simulate particle production properly requires,
for each projectile nucleon, knowledge how often and with which of the target nucleons it
interacts. In more recent models this is determined via explicit tracking of the nucleons
in projectile and target during the collision.
The decay of colour strings into observable hadrons, as in particle physics, is still a
phenomenological procedure, but there is no reason to assume that colour strings in cosmic
ray showers should decay dierently from those from e+e− or pp reactions. Therefore those
algorithms can be adopted that have been proven by particle physics experiments.
Also the low-energy hadronic interactions are dicult to model. While for energies
around 100 GeV many details are known about hadronic and nuclear interactions, in the
GeV range, where low particle multiplicities dominate and resonances are important, only
phenomenological models exist. Since most of the particles observed in a CR experiment
stem from interactions in the low-energy regime, these models can influence predictions,
too. One program for low-energy hadronic interactions is GHEISHA [36], which was
written around 1985 to simulate the interactions of GeV secondaries from e+e− collisions
with typical detector materials. GHEISHA is a phenomenological model, i.e. it was tuned
to experimental results for a variety of projectiles and targets in the few-GeV region and,
consequently, reproduces cross-sections and particle production rather well. It is also used
within the CERN detector simulation package GEANT 3 [24].
As an alternative program to GHEISHA for the low-energy hadronic interactions the
Ultra-relativistic Quantum Molecular Dynamics program UrQMD [18] is considered which
is developed and used for heavy ion collision experiments. With it more detailed and
theory-based calculations can be performed, than with GHEISHA, in the few-GeV energy
region.
A simpler, but very fast, approach is pursued by the Hillas Splitting Algorithm (HSA)
[46] in which the initial energy is split at random into smaller and smaller portions.
The secondary particles are created from these energy packets, assigning their identity
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according to externally provided probabilities. In spite of its simplicity, the HSA can
be tuned to emulate very well some of the characteristics of the secondaries emerging
from hadronic collision, e.g. their multiplicity and energy distributions. However, the
HSA has to be complemented with additional procedures to assign identity and transverse
momentum to the secondaries, and also the corresponding cross-sections must be provided
externally. The HSA can be adequately congured to reproduce the main results from
other, generally more involved, models.
Since GHEISHA was tuned in the few-GeV region and QGSJET uses the Gribov-
Regge approach, which works fully only in the range Elab > 100 GeV, the two models
do not t together smoothly. The dierence between the models ( 25%) is usually well
within the fluctuations for a single interaction and the flexibility of HSA could be used
to interpolate between models for low and high energies in the intermediate range where
both are stretched to their limits. This is illustrated in Fig. 1. However, this example
demonstrates also that the HSA has no predictive power on its own and needs a more





























Figure 1: Average number of secondaries and fraction of pions (charged + neutral) versus
primary laboratory energy in proton-air collisions. The triangles and squares correspond
to GHEISHA and QGSJET, respectively, and the full circles show a (modied) HSA tuned
to reproduce GHEISHA in the few-GeV range and QGSJET far above 100 GeV.
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It holds in general, that the more complex a model is, the longer the computing times
become. Especially in an air shower cascade, where many millions of hadronic interactions
occur, this may be prohibitive. Therefore, two dierent approaches may coexist: reference-
like models that do the simulations as well as possible without consideration of computing
time, and faster but simpler models that are tuned in a rst step to reproduce the results
of the reference.
2.1 Inelastic cross-sections
A summary of experimental and predicted cross-sections is shown in Fig. 2. In 1997
the variation of the p-air cross-section in experiments as well as in models amounted to
about 25% at 3 1015 eV, and to about 40% at 1018 eV (shown in the upper panel). For
nucleus-air cross-sections the model uncertainty was only 10−15% due to the averaging
eect of many nucleons inside the nucleus. After some of the models have been revised


































































Figure 2: Inelastic p-air cross-sections from measurements and models. Upper panel: Situation
in 1997. Lower panel: Situation in 2001. Experimental data are taken from Refs. [59, 71, 17,
49, 5], theoretical calculations from Refs. [23, 39].
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in the lower panel of Fig. 2. Some of the models shown in the upper plot are no longer
pursued by their respective authors.
Recent calculations of the p-air cross-sections from Frichter et al. [39] agree well
with the QGSJET cross-sections up to about 1017 eV. Beyond this energy the predictions
become signicantly higher than those of QGSJET, similar to the values of SIBYLL. Also
Block et al. [23] performed new calculations by using a QCD inspired parameterization of
accelerator data. They tted simultaneously the total p-p cross-sections, the ratio of real
to imaginary part of the forward scattering amplitude , and the nuclear slope parameter
B. Then p-p cross-sections were converted via Glauber theory into p-air cross-sections.
Their extrapolation is shown in Fig. 2b and agrees very well with the cross-sections used
in the QGSJET model.
To extract cross-sections directly from EAS measurements is not possible. Usually the
attenuation length  of EAS in the atmosphere is measured. Experiments select deeply
penetrating showers to retain only proton showers in their sample. The attenuation
length relates to the cross-sections p−airinel via  = 14:6  k  mp=p−airinel , where k depends
strongly on the average inelasticity and the inelasticity distribution of p and  reactions
and on the energy. While early and naive models xed the inelasticity as one of the free
parameters, in GRT models the inelasticity distribution emerges inevitably as a result
of more fundamental properties of the interaction model. Since a value of k has to be
assumed to derive the experimental cross-sections, the nal results are biased. In addition,
dierent groups have been using dierent values for k. The experimental results can be
easily brought into agreement with each other and with the theoretical calculations by
slightly modifying k [23]. For AGASA and Fly’s Eye data such a correction brought
the experimental values in the energy range 1016 − 1018 eV down by 12−20%, in good
agreement with the cross-sections as predicted by Block et al. or by QGSJET.
As a result of various modications the model predictions at knee energies (i.e. 
3 1015 eV) now agree to within about 6%.
2.2 Particle production
The second important quantity that rules the shower development is the inelasticity. This
quantity combines the multiplicity and the energy of the secondaries, thus describing how
much of the energy of the incoming particle is transferred onto secondary particles. There-
fore it is more relevant than the particle multiplicity alone. High inelasticity means that
the energy is dissipated quickly and the shower develops fast, i.e. it reaches its maximum
higher up in the atmosphere. Low inelasticity means that the leading particle carries o
most of the energy, leading to slow developing and long showers. Obviously inelasticity
and cross-section influence the shower development in a very similar way, and are there-
fore dicult to disentangle. In Fig. 3 the distributions of the longitudinal momentum
fraction, xlab, that is carried away by the most energetic baryon in p-
14N collisions are
shown. xlab relates directly to the inelasticity via kinel = 1 − xlab. It is obvious from
the gure that the average value of kinel alone does not fully describe the distribution.




















Figure 3: Distributions of longitudinal momentum fraction carried away by the leading baryon


































Figure 4: Average of longitudinal momentum fraction carried away by the leading baryon
emerging from p-14N collisions as function of energy.
distinctive peak near xlab = 1 represents the diractive events and reactions with large
xlab are the ones that carry the energy eciently deep into the atmosphere. Since ac-
celerator experiments barely see diractive events and their theoretical treatment allows
some freedom, the models exhibit a large spread in the range xlab > 0:8, which directly
translates into a systematic uncertainty in the shower analysis (see, for instance, ref. [11]).
It is hoped that new experiments at LHC or RHIC will measure particle production in
the very forward direction and thus help to reduce this uncertainty. The overall form of
the elasticity distributions is almost independent of the collision energy and their average





























































Figure 6: Distribution of charged multiplicity of pi-14N collisions at 1015 and 1019 eV as predicted
by various models.
about 0.5 at Elab = 10
12 eV to about 0.25 at 1020 eV. The GRT-type models predict lower
values than SIBYLL.
In contrast to a widely-held belief the multiplicity of an hadronic interaction on its own
is not of great importance for the shower development. Only the high-energy secondaries
can influence the shower development markedly, but secondaries of very low energies
are irrelevant. This can be demonstrated impressively by comparison of QGSJET with
DPMJET and SIBYLL. The average charged multiplicities of -N collisions at E> 1019
eV dier by about a factor 5 (see Fig. 5) due to QGSJET interactions having a tail to
very high numbers of secondaries which grows with energy. This is shown in Fig. 6 for
-N collisions at E = 10
15 and 1019 eV. Nevertheless the fraction of energy converted
into secondaries for QGSJET is in between the values for SIBYLL and DPMJET (see Fig.
10
4). The reason is that most of the secondaries produced in QGSJET have low energies
and are produced in the central region rather than in the forward region which is most
important for the shower development. Also the resulting longitudinal distributions of
shower particles, as discussed in the following section, show only relative small dierences
between QGSJET, DPMJET and SIBYLL at 1019 eV (Fig. 8).
2.3 Air shower development
The cross-section and the inelasticity determine the longitudinal development of an EAS,
which in turn is closely related to the most important shower observables: the particle
number at ground level and their lateral distribution, the height of shower maximum
Xmax, and the total energy deposited in the electromagnetic component. In Fig. 7 average
shower curves of 1015 eV showers from dierent models are shown. The model convergence
between 1997 and 2000 is clearly visible. While for the 1997 models the position of Xmax
varied by about 7.5% for protons and 5.5% for iron showers, with the new models the
variations are below 1%. Also the particle numbers at ground level agree much better
than a few years ago. The variations for p and Fe showers were reduced from 80% and




































Figure 7: Average longitudinal shower development of vertical 1015 eV showers. The positions
of the shower maxima are indicated by ticks at the upper rim of the picture. Upper panel:
Situation in 1997. Lower panel: Situation in 2000.
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Figure 8: Average longitudinal shower development for vertical proton and iron showers of 1019
eV. The dashed vertical line indicates the atmospheric depth of the Auger site.
50% to 15% and 5%, respectively. Although 1015 eV is far below the energies relevant
for the Auger Observatory, Fig. 7 illustrates the spread where more hadronic models are
available. A detailed comparison of SIBYLL 1.6 and QGSJET 98 at energies > 1019 eV
has been reported in ref. [9], where it is shown that the systematic uncertainty is markedly
larger. As illustration the shower curves of 1019 eV proton and iron showers as obtained
with the latest version of three models are presented in Fig. 8. The dierence between
the models is much larger, though it is still smaller than the expected dierence between
proton and iron showers. The SIBYLL 2.1 curve falls right between the predictions for
two GRT-type models.
Fig. 9 shows the lateral distributions of secondary photons, electrons and muons in
proton-induced showers of 1019 eV for dierent models, in the radial distance range where
Auger will record data.
DPMJET 2.5 and SIBYLL 2.1 distributions agree to better than 5% for all secondaries.
QGSJET predicts systematically higher particle densities, due to the long tail in the
multiplicity distributions (see Fig. 6). Also the lateral distributions are slightly flatter
(Fig. 9). At a core distance of 1 km the photon and electron densities dier by about
10−15% and the muon densities by about 30%. For Auger this corresponds directly to
an uncertainty in the energy determination from the surface detectors of about 20%.
The cross-calibration of surface detectors and fluorescence detector will perhaps allow to
discriminate models at this level of precision.
Also the models used for low-energy hadronic interactions introduce a systematic un-














































































































Figure 9: Average lateral distributions of photons, electrons and muons in vertical proton
showers of 1019 eV. The lower panel shows the distance range from 400 to 1600 m enlarged.
GeV and factor of 2 less for 0.1−2 GeV than with GHEISHA. Also UrQMD tends to
produce 10% more muons below 4 GeV and 10% less above 4 GeV, the total number of
muons stays approximately the same in both cases. As mentioned above, the predictions
of the HSA depend sensitively on the parameter setting, e.g. the number of muons with
E < 10 GeV can vary by up to 40%.
The direct observation of the shower curve and the shower maximum is possible with
detectors that register the fluorescence or Cherenkov light produced by the shower par-
ticles. These measurements are of great advantage for the reconstruction of the shower
energy and the primary mass, but have a reduced duty cycle since they require clear
and moonless nights. The Fly’s Eye experiment pioneered this technique and measured
Xmax as a function of energy (see Fig. 10). When rst published there were diculties
in reproducing the experimental data with the available model predictions. The Fly’s
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Figure 10: Shower maximum Xmax as function of energy. Left panel: Measurements from Fly’s
Eye [22] and Yakutsk [34], compared with several models from the early 1990s [47, 62, 40].
Right panel: measurements, including newer data [22, 2, 3, 55, 38, 12, 32, 68], compared with
up-to-date models.
[40]. The MC predictions, however, had to be shifted arbitrarily by 25 g/cm2 to avoid
particles heavier than iron. Also the change of Xmax with energy, i.e. the elongation rate,
was dierent in data and simulation. The dierent elongation rate led to the conclusion
that the CR composition changed from basically pure Fe at 2  1017 eV to pure protons
at 2 1019 eV (see left panel of Fig. 10). When compared to MOCCA simulations using
the HSA up to highest energies the Fly’s Eye data would have suggested a cosmic ray
composition of iron or even heavier. However, it later became clear that the elongation
rate, and therefore the interpretation of the data, was strongly model dependent [51, 30].
Meanwhile a number of experiments have provided data on Xmax as a function of
energy and the results are summarised in the right panel of Fig. 10. More recent models
can reproduce the absolute values of Xmax over the whole energy range and the change of
mass composition seems much more moderate over the Fly’s Eye energy range. However,
a spread of the models of about 20 to 50 g/cm2 for iron and proton showers, respectively,
persists.
Close inspection of prediction of Xmax(E) from the modern models (e.g. QGSJET 01
[50, 51, 45]) reveals that the superposition assumption, employed by some of the models
to simulate nuclear primaries, does not hold strictly. Especially for energies > 1016 eV the
elongation rate of iron induced showers is larger than the one for proton showers ( 62
and 56 g/cm2 per decade, respectively). This is to be expected when the interactions of
individual nucleons in a nuclear collisions are treated correctly. If more than one projectile
nucleon interacts with the same target nucleus, all but the rst nucleon will encounter a
target that is excited above its ground state. The centre-of-mass energy of the collision,
and consequently the secondary particle production, is smaller than in a superposition
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model where, by denition, each projectile nucleon interacts with an undisturbed target
nucleus.
2.4 Collider Results
Another, and sometimes underestimated, source of uncertainties are the errors of the
collider results which are used to tune the interaction models. There are a few instances
where the uncertainty of these results is revealed.
The inelastic p-p cross-sections have been measured by three dierent experiments at
Fermilab [1, 8, 16]. Their values at
p
s = 1800 GeV or Elab = 1:7  1015 eV vary from
80:03  2:24 mb to 71:71  2:02 mb. This corresponds to 12% uncertainty at an energy
before the knee and clearly much more for the highest-energy cosmic rays.
A second example is the pseudorapidity distribution of secondary particles produced
in p-p collisions. The UA5 measurements from
p
s = 200 to 900 GeV [7] have been widely
used to tune hadronic interaction models. GRT models always had severe diculties to
reproduce the pseudorapidity densities dN/d near  = 0 and the slope in dN/d at
around  = 4 at the same time. However, more recent measurements by Harr et al. [43]
show a clearly flatter distribution than the UA5 ones, that ts the GRT predictions very
well [53]. In the near-forward region (  4) the dierences in the measured particle
densities amount to about 25%.
Until new experimental data permit to clarify discrepancies like the ones mentioned
here, it seems rather unlikely that the basis of hadronic models, and therefore their pre-
dictions, can become much better than they are at present.
3 Electromagnetic interactions
In contrast to the hadronic particle production, the electromagnetic interactions of shower
particles can be calculated very precisely from Quantum Electrodynamics. Therefore elec-
tromagnetic interactions are not a major source of systematic errors in shower simulation.
Moreover there exist very well tested packages to simulate these reactions in great detail,
such as EGS4 [61] or the electromagnetic parts of GEANT [24]. At the highest energies,
however, a variety of eects become important that are negligible at lower energies and
are usually not treated in the above mentioned programs.
High-energy photons can readily produce +− pairs or hadrons. The latter process
may make a photon-induced shower look more like hadronic ones. The muon pair pro-
duction is calculated identically to e+e− pair production. The higher muon mass leads to
a higher threshold for this process. QED rmly predicts the cross-section as function of
energy which approaches the Bethe-Heitler cross-section reduced by the factor (me=m)
2.
The cross-section for hadron production by photons is much less certain, since it involves
the hadronic structure of the photon. It has been measured at the HERA storage ring
for photon energies corresponding to Eγ;lab = 2 1013 eV [6, 31]. This energy is still well
below Auger energies, but the experimental cross-sections constrain the parameterisation
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used for extrapolation from the 100 GeV range. At these energies the cross-section for
the process γ ! e+e− is  650 mb, i.e. much larger than the cross-sections for hadronic
interaction ( 1.4 mb) or for muon-pair production ( 0:015 mb).
Another eect to be considered in high-energy shower simulations is the Landau
Pomeranchuk Migdal (LPM) eect [57]. It describes an interference eect between par-
ticle emission and scattering that occurs only in matter. If the emission angle of the
secondary particle is smaller than a typical scattering angle, the secondary particle can
be readily re-absorbed. This leads to reduced cross-sections of pair production by photons,
and bremsstrahlung by electrons, at very high energies, and to an eective prolongation
of the radiation length, which governs the mean free path of electrons and photons and
determines the development of electromagnetic showers. The production of pairs of secon-
daries of about equal energies is strongly suppressed. In dense media, like iron or lead, the
LPM eect distorts electromagnetic showers from about 10 TeV upwards. However, since
the upper atmosphere is very thin the LPM eect becomes noticeable only for photons
and electrons of more than 1018 eV. In hadronic showers the LPM becomes important
at about 1020 eV, since secondary photons produced in the rst interaction rarely have
energies of more than 1% of the energy of the primary particle. Due to the LPM eect
electromagnetic sub-showers become longer and fluctuate more than normal electromag-
netic sub-showers. The proper simulation of the LPM eect is of special importance if one
attempts to determine the elemental composition from the longitudinal shower prole, or
if one assumes that the primary CR particles may be photons, as many of the scenarios
that have been constructed to explain the origin of highest-energy cosmic rays predict.
For a recent discussion of the LPM eect in the context of highest-energy air shower
simulation see ref. [28].
Muons of high energies initially lose energy through e+e− pair production and brems-
strahlung, at approximately equal rates. The energy loss is proportional to the muon
energy and in air these processes dominate the total muon energy loss only for E > 20
TeV. In 1020 eV air showers the fraction of these high-energy muons is well below 1% of
the total muon number. For a recent account of muon bremsstrahlung and pair produc-
tion at Auger energies see ref. [29]. High-energy muons also lose energy due to hadronic
reactions, though at a lesser rate than through bremsstrahlung and pair production. The
hadronic energy loss is the least well-known of all reactions of muons. All these pro-
cesses influence mostly the muonic component of the shower. They are therefore more
important in cases where the muon component is dominant, i.e. for very inclined showers
( > 70) where very late stages of shower development are observed, and where most of
the electromagnetic and hadronic shower particles have been absorbed. For near-vertical
hadronic showers the above mentioned eects do not play a major role.
The spread of the shower particles at ground level is dominated by multiple Coulomb
scattering of charged particles o the nuclei in the atmosphere. Air shower detectors for
1020 eV showers must be of huge size and arrays of particle detectors are, for nancial
reasons, built as sparse as the spread of shower particles allows. Consequently, the array
detectors usually measure only particle densities far away from the core (only 15% of
the shower cores fall within distances < 300 m from an Auger array detector). The
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particle density at large core distances is determined by the tails of the multiple scattering
distribution. Moliere theory of multiple scattering predicts realistic distributions, with
a roughly Gaussian distribution for small scattering angles, but larger tails from single
Coulomb scattering processes (for a short summary see Sec. 23 in ref. [27] and references
therein).
As mentioned above, the measurement of fluorescence and Cherenkov light in air, emit-
ted by shower particles, allows a relatively reliable energy determination of the primary
particle. In the Auger experiment this is used for the energy calibration of the particle
array with fluorescence measurements.
For lower-energy showers it is possible to generate and track explicitly the photons
produced, but for the highest-energy cascades it is not practical to propagate individual
fluorescence or Cherenkov photons since the number of normal shower particles already
exceeds by far what can be handled easily. Therefore, during the shower simulation
distributions of shower particle location, energy and direction, as well as energy deposits
are recorded at various depths in the atmosphere [65], which are used, in a second step,
to simulate the light production of an individual shower, the attenuation and scattering
in the atmosphere, and the image recorded at a fluorescence detector site.
4 Non-standard primaries and interactions
The unknown origin of highest-energy cosmic rays has led to a variety of more or less spec-
ulative explanations. They involve yet unknown decaying superheavy particles, known
particles with non-standard properties, or even exotic new particles. Therefore, shower
simulations need to accommodate primaries other than the classical protons and nuclei.
Potential candidates are UHECR photons and neutrinos, which may be produced in CR
accelerators or as secondaries in the decays of cosmic strings or superheavy relic parti-
cles [26], neutrinos with hadron-like cross-sections, monopoles, UHERONs or other exotic
particles, for which cross-sections and reaction processes have to be assumed.
If the highest-energy CRs indeed were photons then also reactions of the primary
photon with the Earth’s magnetic eld need to be considered. Photons with E > 1019 eV
have a large probability to convert into an e+e− pair well before reaching the atmosphere
[58]. The pair then strongly radiates in the eld and produces a number of lower-energy
photons which again may convert into a pair. A pre-shower is formed which will look
markedly dierent in the atmosphere than a shower from a single photon of the same
energy. It will be wider, since the pre-shower photons could spread out, and it will have a
shorter longitudinal development since the individual sub-showers are of lower energy and
do not suer from LPM eect. The formation of such pre-showers, however, is usually
not part of the shower simulation. They are simulated with a suitable pre-processor that
delivers the particles which enter the atmosphere. These are then used as inputs of the
traditional air shower simulation programs [20].
Because experiments like Auger survey such a huge volume of atmosphere and be-
cause neutrino interaction cross-sections grow with energy, there is sensitivity to showers
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induced by high-energy neutrinos [26, 19]. The experimental signature would be normal
electromagnetic or hadronic showers with the exception that they start very deep in the
atmosphere. Especially for nearly horizontal showers, where the atmosphere is  36000
g/cm2 thick, no other primary particle can penetrate the atmosphere to initiate a high
energy shower close to the detector and a selection of neutrino-induced showers seems
possible. Also neutrino reactions are usually not part of shower simulation programs.
Charged or neutral current neutrino-nucleon or neutrino-electron interactions must be
simulated externally and the resulting particles can then be fed into the shower simula-
tion. At present some of these generators are prepared to investigate neutrino induced
showers in the Auger detector.
Additionally more exotic particles, such as magnetic monopoles or supersymmetric
particles, are discussed as primaries. In addition, the rst few interactions of conventional
primaries may be energetic enough to produce quark-gluon plasma or other exotic states
with fundamentally dierent number and energies of secondaries produced. To simulate
these particles or reactions specic models must be constructed and implemented in the
shower simulation programs, e.g. by a pre-processor.
5 Thinning
For highest-energy air showers the number of secondaries becomes so large (> 1011) that
it is prohibitive in computing time and disk space to follow all of them explicitly and store
the ones reaching ground level. (To simulate a 1020 eV shower fully would take about 10
years per shower on a 750 MHz Linux workstation.) Therefore, the so-called statistical
thinning was introduced by Hillas [46], which is a key concept in EAS simulations. A small,
but representative, fraction of secondaries are fully tracked and all others are discarded.
To account for the energy of the discarded particles statistical weights are assigned to the
tracked particles. Thinning is invoked whenever new particles are generated. If EA is the
energy of a particle producing secondaries of energy EBi , and Eth is a xed energy, called
the thinning energy, then each particle in the production vertex is selected for further
tracking with a probability Pi as follows: If the energy EA of the primary particle is
greater than Eth, then the probability Pi = 1 for EBi  Eth and Pi = EBi=Eth otherwise.
On the other hand if EA is smaller than Eth, meaning that the primary particle comes from
a previous thinning operation, then only one of the secondaries is selected with probability
Pi = EBi=
∑n
j=1 EBj . The weight of the accepted secondary particles is given by the weight
of the primary particle in the vertex divided by Pi. This method ensures an unbiased
sampling. Average values calculated with the weighted particles do not depend on the
thinning energy, only fluctuations are articially increased when thinning is applied and
depend on the thinning energy. The eect of the Hillas thinning mechanism on the lateral
distribution of electrons and positrons from a 1019 eV vertical proton shower is shown in
Fig. 11. The ratio of particle densities with thinning levels "th = Eth=Eprim = 10
−6 and
10−7 to a reference density (representing densities without thinning) are plotted. The




























































Figure 11: Eect of the thinning energy on fluctuations of the lateral distribution of e+e−
and +−. Eight vertical proton showers of 1019 eV have been averaged for each thinning
level and divided by a reference lateral distribution. Results for "th = 10
−6 and 10−7
without weight limitation, and for "th = 10
−5 and 10−6 with optimum weight limitation
are shown.
are clearly reduced with the smaller thinning level. The simulation done at "th = 10
−7
produced 10 times more output at ground level and required  8.4 times more CPU time
than that for "th = 10
−6. The fluctuations are reduced by about a factor 3−4 for the
electromagnetic component. For 1019 eV showers with 10−7 thinning computing times
still range up to about 10 h per shower (on a 500 MHz machine) and secondary particles
at ground level carry weights of up to 107. In its original form, the thinning algorithm
depends only on particle energies and the method is very eective close to the shower
core, where the particle densities are high. With an array of widely-separated surface
detectors, however, most of the detectors sample the air shower in a core distance range
in which the particle densities are rather small. Here thinning introduces large articial
fluctuations. To reduce thinning fluctuations the particle selection rule is modied to
consider particle energies as well as weights and the core distance.
A practical method for reducing the thinning fluctuations was investigated by Kobal
[56]. By limiting the weight to a maximum value wlim particles with higher weights can
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be avoided. Particles with weights  wlim are no longer thinned and all their secondaries
are tracked. The introduction of a weight limit, while maintaining the thinning energy,
increases the computing time and the particle output again. However, thinning energy
and weight limit can be optimised such that the sampling fluctuations become minimal for
a given computing time. The optimum choice for most cases is wlim = Eprim(in GeV)  "th
[56].
For a 1019 eV proton shower, for example, the articial fluctuations for "th = 10
−7
without weight limitation are about 25% larger than for "th = 10
−5 with optimum weight
limitation, and the computing time for the latter is smaller by a factor 4. To reduce
the articial fluctuations further the thinning level can be reduced. "th = 10
−6 with
optimum weight limitation needs twice as long as thinning with "th = 10
−7 without
weight limitation, but the articial fluctuations are reduced by 75%. Thus, to optimise
thinning is of great advantage. The articial fluctuations are about inversely proportional
to the square root of the number of particles recorded at ground level.
The computing time is dominated by tracking electromagnetic particles with average
energies about 100 times lower than those of muons and hadrons. Consequently, electrons
and photons carry weights that are about 100 times higher than the muon and hadron
weights. Therefore, thinning and weight limitation can be applied dierently to electro-
magnetic and muonic or hadronic particles, e.g. limiting muons and hadrons to a 100
times lower maximum weight and/or following them to a smaller thinning energy.
An additional trick, the so-called radial thinning, reduces the number of shower par-
ticles written to the output le, while still performing the complete simulation. In the
very dense region near the centre of the shower, i.e. for r < r0, the particle numbers are
so large that detectors would be saturated for high-energy showers. The probability to
retain a particle is typically chosen to be / (r=r0)k with r0  150 m and k = 2:::6. This
method allows a reduction of information stored by a factor between 2 and 5, without
signicant increase of statistical fluctuations for the inner region, and with no loss at all
at large core distances, where usually most of the detectors are.
At present thinning seems unavoidable for coping with the huge number of particles in
a high-energy air shower. However, a severe disadvantage of thinning becomes apparent
when the shower particle lists are used to calculate realistic detector responses, which is
necessary to compare simulations with experimental data. It is non-trivial to simulate
detector signals and their spread in time from particles that carry large statistical weights,
and dierent methods are being developed to overcome this problem [21].
6 Characteristics of two simulation programs
At present two program packages are available to simulate highest-energy air show-
ers. These are CORSIKA (COsmic Ray SImulation for KAscade) [44, 54] and AIRES
(AIR shower Extended Simulation) [66]. CORSIKA and AIRES both provide fully 4-
dimensional Monte Carlo simulations of proton, photon, and nucleus-induced air shower
development in the atmosphere. Both simulate hadronic and electromagnetic interactions,
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propagate particles through the curved atmosphere, account for the Earth’s magnetic eld,
for decays, energy loss and deflection (and many less important processes), and produce a
list of all particles reaching ground level. Both programs assume the same parametrisation
of the US Standard Atmosphere as the atmospheric model.
AIRES is originally based on MOCCA [47], but was rewritten and signicantly im-
proved and extended. The additions comprise links to the external high-energy hadronic
interaction models SIBYLL 1.6 and QGSJET 98, the production of e+e− pairs and brems-
strahlung by muons, photonuclear reactions, the LPM eect for high-energy γ and e,
and the simulation of exotic primaries (e.g. ) [19]. For low-energy hadronic interactions
AIRES uses the Hillas Splitting Algorithm.
CORSIKA has been developed, over the last 12 years, to become a standard analysis
tool for the air shower community. CORSIKA attempts to model the individual processes
of the shower development in as great detail as possible, to some extent irrespective of
the computing eort needed. It employs proven solutions wherever available. A variety
of hadronic models have been linked to CORSIKA and are used and updated to the
specications of their respective authors. The hadronic models HDPM [25, 44], SIBYLL
2.1 [35], DPMJET 2.5 [64], VENUS [70], QGSJET 01 [50, 51, 45], and neXus 2 [33, 48]
are available above Elab = 80 GeV per nucleon, and GHEISHA [36] and UrQMD [18]
for energies below. CORSIKA uses an adapted version of EGS4 [61] for the detailed
simulation of electromagnetic interactions, that includes the LPM eect, the production
of muon pairs and hadrons by photons, muon bremsstrahlung and e+e− pair production
by muons. EGS was modied to accommodate the variable atmospheric density, and to
compute particle production with double precision. The particles are followed to energies
of typically 100 keV. In addition the total energy deposited along the shower axis is
recorded. All two- and three-body decays, with branching ratios down to 1%, are modeled
kinematically correct and particle tracking and multiple scattering are done in great detail.
To account for seasonal and geographical variations CORSIKA permits the choice of a
variety of atmospheric density proles and the denition of new ones.
AIRES uses its own procedures to simulate photo-electric eect, Compton eect, elec-
tron bremsstrahlung, e+e− pair production, and the emission of knock-on electrons similar
to what is done in EGS4 or GEANT. Charged particle (multiple) scattering is treated by
an eective emulation of Moliere’s theory with nite nuclear size corrections. The AIRES
electromagnetic procedures work down to kinetic energies of 85 keV. Particles below this
threshold are discarded.
Both programs use a statistical thinning algorithm to keep computing times and par-
ticle output at a manageable level. CORSIKA employs optimum thinning following Hillas
[46] and Kobal [56] while AIRES uses its own approach [66] that also limits the statistical
weights.
AIRES, with the HSA and its own electromagnetic interaction routines, is tuned to be
fast. AIRES is about of factor 3.5 faster than CORSIKA when running with comparable
(but non-optimum) thinning. For simulations of highest-energy showers with minimum
thinning, computing time may be the limiting factor and this dierence in speed may
prove important. The particle output of AIRES is smaller than that of CORSIKA. Both
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programs store 8 words of output information per particle (i.e. particle id, px, py, pz, x,
y, t, weight). CORSIKA stores each word with 32 bits (4 bytes), while AIRES provides
the output in its own reduced precision format with about 18 bits/word. This may be
of advantage in case a large shower library is produced and the available disk space is
limited.
7 Some Results
Recently the performance of CORSIKA and AIRES has been compared for quantities






















































Figure 12: Longitudinal development of Nγ , Ne (Eγ;e+;e−  0:1 MeV) and N (E+;− 
100 MeV) with atmospheric depth for vertical proton showers of 2 1019 eV. CORSIKA:
solid line, AIRES including (excluding) upward going particles: dashed (dot-dashed) line.
For clarity the dot-dashed curves for e+e− and +; − are not shown. They agree with
the solid line within 2%.
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development, the lateral distribution of particles far from the shower core, energy and
time distributions, all for dierent particle types. Both programs used the QGSJET
98 model for high-energy hadronic interactions (Elab > 80 GeV). Averaged results for
100 vertical proton showers of 2  1019 eV with thinning at "th = 10−7 without weight
limitation are shown in Figs. 12, 13 14, and 15.
Longitudinal shower development. The fluorescence light yield is determined by the
energy deposit in the atmosphere, which, in turn, is dominated by the ionization due
the numerous charged particles close to the shower axis. Thus, the fluorescence light is
closely related to the total number of electrons (and positrons) as a function of depth. This
curve, however, is dominated by the high-energy model and how it transfers the initial
hadronic energy into the electromagnetic channel. The longitudinal shower development
is crucially dependent on the inelastic cross-section and the inelasticity of interactions.
Thus, low-energy hadronic and electromagnetic models impose only second-order eects
on it.
There is a large dierence apparent in Nγ as function of depth. This is due to the fact,
that in CORSIKA upward going particles are discarded. These are predominantly very
low-energy (sub MeV) photons which contribute less than 2% to the energy deposit in
the atmosphere. The disagreement in Nγ vanishes almost completely if AIRES discards
the upward going particles (dot-dashed line). At sea level the photon number agrees to
about 10%.
The predicted evolution of Ne+e− as a function of atmospheric depth agrees well for
the two programs, the electron numbers at the maximum of the shower development dier
by about 6%, while the mean positions of the maximum dier by about 25 g/cm2 (see
Fig. 12). This dierence is also due to the dierent treatment of upward going particles.
If in both programs the upward going particles are discarded the electron longitudinal
distributions agree within 2%.
The muon numbers as function of depth, which sensitively depend on details of the
hadronic models, agree even better. The dierences at the shower maximum are about
3%.
Lateral distributions. The Auger array detectors measure the density of Cherenkov
photons produced by shower particles in water. The array detectors are positioned on a
hexagonal grid with 1.5 km separation. This means that array detectors will rarely be
close to the shower core. Typically, particle densities will be recorded in the range r > 300
m. Fig. 13 shows the lateral densities of secondary photons, electrons and muons. The
density ratios, (AIRES)=(CORSIKA), on the right show the dierences clearly. With
core distance CORSIKA tends to predict higher photon and electron densities, reaching
 20% for electrons at km distances. The muon densities agree better. At r  3 km a
deviation of about 3% is observed. Fig. 14 shows the photon distribution as function of
core distance and arrival time. As expected, the larger the core distance the later the
particles arrive on average. The agreement between AIRES and CORSIKA is very good.
The agreement between the programs, despite the dierences on the microscopic level,
demonstrates that particle densities at large core distances are mainly determined by the










































































Figure 13: Lateral particle densities for photons, electrons and muons in vertical 2 1019
eV p showers. Left: particle densities. The AIRES and CORSIKA points are virtually



















Figure 14: Particle density contours for photons in the core distance and arrival time

















































































Figure 15: Energy distributions for photons, electrons and muons. Left: logarithmic
abscissa, Right: linear abscissa. CORSIKA: solid line, AIRES: dashed line.
of the low-energy models.
Energy distributions. The density of Cherenkov photons produced in a water tank
by shower particles (called the Cherenkov density) is approximately proportional to the
energy deposited and, therefore, depends not only on the particle density but also on the
energy the particles carry. Electrons and photons are basically absorbed in the water, i.e.
deposit all their energy (typically 1-100 MeV), while muons usually penetrate the tank
and release an energy of  2 MeV/cm  their tracklength (typically 240 MeV). Together
with the fact that the muon density decreases more slowly with r than the electron and
photon densities, this means that the muon component is dominant at large core distances,
as measured by the tank response. Also the energy distribution has a more direct relation
to the low-energy hadronic model than have longitudinal or lateral distributions, since
the form of the shower is basically determined from the higher-energy interactions. Fig.
15 shows the energy distributions for photons, electrons and muons in a logarithmic and
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a linear display. The general agreement between AIRES and CORSIKA distributions
is good. The most obvious discrepancies (in AIRES with respect to CORSIKA) are a
slight excess of photons and electrons with E > 10 GeV, and a deformation of the muon
spectrum below 3 GeV, leading to a decit for muons with E < 0:5 GeV and an excess
for 0:5 < E < 3 GeV. It is rather likely that both discrepancies stem from the low-energy
hadronic model, e.g from the higher  yield in the HSA as compared to GHEISHA.
The general agreement between AIRES and CORSIKA in longitudinal, lateral and
energy distributions is good. No discrepancies are found beyond the 20% level.
Models compared to experimental data. Though the comparison of models between
each other is an important exercise, an important test is the comparison of simulations
with experimental data. This requires a detailed understanding of the detector response
to the shower particles. A variety of experiments have used modern shower and detector
simulation tools and have reported good overall agreement of model simulations with
measurements. In the following just three examples from dierent energy regions will be
shown.
The KASCADE experiment [52] records air showers in the energy range 1014 − 1016
eV and measures simultaneously the electromagnetic, muonic and hadronic shower com-
ponent with good accuracy. This oers a good basis for a variety of model tests [10, 11].
One of the quantities examined is the ratio of muon to electron number. Fig. 16 shows
the measured distribution of the muon to electron ratio log10 N
tr
 = log10 Ne in showers with
E0  2  1015 eV. This distribution is compared with CORSIKA/QGSJET 98 simula-
tions for p, He, O and Fe primaries. The relative fractions of primaries are adjusted to
t the experimental curve. It is a great conrmation of the model calculations that the
muon-to-electron ratio of simulated protons ts the left part, and the iron simulations
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Figure 16: Distribution of muon to electron ratio log10 N
tr
 = log10 Ne in showers of energy
 2 1015 eV. From ref. [69].
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Figure 17: Signal rise time as function of core distance for Haverah Park data and COR-
SIKA/QGSJET 01 simulations for two dierent zenith angles. From ref. [15].
Figure 18: Distribution of the shape parameter  for Haverah Park data and COR-
SIKA/QGSJET 01 simulations. The solid points represent experimental data, the his-
tograms the simulations. a), b) and c) show results for E0 = 0:2 − 0:6 EeV, and d) for
E0 = 0:6− 1 EeV. From ref. [15].
The Haverah Park experiment has measured air showers at energies between 3 1017
eV and 1020 eV. Composition studies in the 1980s proved to be impossible since models
at that time where not able to reproduce the measured lateral distribution of shower
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particles at all. Recently a sub-set of these data with 3 1017 eV < E < 3 1018 eV has
been re-analysed and interpreted by comparison to CORSIKA/QGSJET 01 simulations
[14, 15]. Now simulations reproduce the data very well. Fig. 17 shows the signal rise
times in water-Cherenkov detectors as a function of core distance. For the core distances
shown the simulations for proton and iron do not dier enough to allow a composition
estimate, but the fact that the measured data fall in between the simulations for protons
and iron indicates that the particle arrival times are well described by the shower models.
Fig. 18 shows the distribution of the shape parameter , which is used to parametrise
the slope of the water-Cherenkov signal as a function of core distance and is correlated
to the height of the shower maximum. The upper two panels show that the data cannot
be described by a pure proton or iron composition. For two dierent energies the lower
panels demonstrate that a mix of proton and iron yields a good t to the data.
Finally, even at energies up to 1020 eV the air shower models seem to be close to
the experimental data. A comparison of AGASA data with CORSIKA/QGSJET 98
simulations [60] shows that the form of the average lateral distributions of muons and of
all charged particles agrees well for core distances from 300 to 2000 m.
8 Summary
In the last decade much has changed in air shower simulations. Through better un-
derstanding of the relevant hadronic interactions and the massive increase in computer
performance very elaborate Monte Carlo models became feasible that track individual par-
ticles through atmosphere and detectors and simulate all their interactions with matter
in great detail. Predictions of air shower programs have become much more quantitative
and describe the experimental data suciently well for data analysis and the design of
new experiments.
The weakest point in the simulations are the high-energy soft hadronic interactions,
which are not well examined at accelerators so far, and the extrapolation to energies
much beyond those available at accelerators. The most successful models are based on
the Gribov-Regge theory of multi-Pomeron exchange. There is a clear trend of convergence
between dierent hadronic interaction models, due to objective improvement of the physics
input. However, a level of systematic uncertainty of about 20% is likely to persist, since
many of the input data, on which the models are built, appear to have uncertainties of
this size.
Once observed, larger inconsistencies between data and simulations oer a possibility
to improve the model assumptions. The calorimetric measurement of the shower energy
via the fluorescence detectors in coincidence with the charged particle measurements in
the Auger experiment will assist with stringent tests of the shower models and promises
the determination of an absolute energy scale as well as setting constraints on the shower
models.
Within the Auger Collaboration the two programs CORSIKA and AIRES are used.
They account for all processes necessary for air showers simulations up to 1021 eV. The
28
programs complement each other in the sense that CORSIKA uses more elaborate inter-
action models and AIRES is faster. CORSIKA and AIRES agree to better than 20% for
the basic shower parameters observed by the Pierre Auger Observatory.
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