We extend conformal inference to general settings that allow for time series data. Our proposal is developed as a randomization method and accounts for potential serial dependence by including block structures in the permutation scheme such that the latter forms a group. As a result, the proposed method retains the exact, model-free validity when the data are i.i.d. or more generally exchangeable, similar to usual conformal inference methods. When exchangeability fails, as is the case for common time series data, the proposed approach is approximately valid under weak assumptions on the conformity score.
Introduction
Suppose that we observe a times series {Z t } T 0 t=1 , where each Z t = (X t , Y t ) is a random variable in R p × R. Y t is a response variable and X t is a p-dimensional vector of features. We want to predict future responses {Y t } T 0 +T 1 t=T 0 +1 from future feature values {X t } T 0 +T 1 t=T 0 +1 . For a pre-specified miscoverage level, we consider the problem of constructing a prediction set for {Y t } T 0 +T 1 t=T 0 +1 . The goal and main contribution of this paper is to provide prediction sets, for which performance (coverage accuracy) bounds can be obtained in a wide range of situations, including time series data. While it is possible to design a prediction set for each problem/model, the proposed framework can be used to obtain one unified method with performance guarantees across different settings.
Our method is built on a carefully-designed randomization approach. Under the proposed methodology, we randomize the data based on a certain (algebraic) group of permutations. Note that the standard conformal prediction approach can be viewed as choosing the group to be the set of all permutations. The key idea is to choose a group of permutations that preserve the dependence structure in the data. We do so by randomizing blocks of observations. If exchangeability does not hold, finite-sample performance bounds can still be obtained under weak conditions on the conformity score as long as transformations of the data serve as meaningful approximations for a stationary series.
Our work is closely related to the literature on randomization inference via permutations (Fisher, 1935; Rubin, 1984; Romano, 1990; Lehmann and Romano, 2005) and conformal inference (Vovk et al., 2005 (Vovk et al., , 2009 ; Lei et al., 2013; Vovk, 2013; Lei and Wasserman, 2014; Burnaev and Vovk, 2014; Balasubramanian et al., 2014; Lei et al., 2015 Lei et al., , 2017 . These papers typically exploit the i.i.d assumption to obtain the exchangeability condition under all permutations and establish model-free validity of procedures that randomize the data for general algorithms. The properties of these methods in the absence of exchangeability are unknown in general. Our work makes contributions in this direction by establishing theoretical guarantees for randomization inference in the non i.i.d. case, covering most common types of time series models. In particular, our results cover strongly mixing processes as a special case, thereby delivering a conformal prediction method to predictive machine learning with dependent data. The very recent work Chernozhukov et al. (2017) explores permutations of residuals obtained from specific regression or factor models in a longitudinal data context, focusing on inference for counterfactuals in policy evaluations. By contrast, our work deals with randomization of the data and aims to robustify the conformal inference method by extending its validity to settings with dependent data. In related work, Luo (2008, 2011) propose an interesting blocking procedure for conformal inference in times series settings, but no theoretical results are provided. By contrast, the main contribution of our work is to provide theoretical performance guarantees for conformal prediction methods when the data exhibit serial dependence.
The remainder of the paper is as follows. In Section 2, we present the setup, describe a general algorithm for constructing prediction sets, introduce the permutation schemes, and discuss two specific examples. In Section 3, we present the main theoretical properties of the proposed prediction sets. Section 4 concludes. The appendix contains all proofs as well as a simulation experiment which demonstrates the favorable finite sample properties of the proposed approach.
Conformal Inference for Dependent Data

Conformal Inference by Permutations
Our approach is based on testing candidate values for (Y T 0 +1 , . . . , Y T 0 +T 1 ). Prediction sets are then constructed via test inversion. Let y = (y T 0 +1 , . . . , y T 0 +T 1 ) be a hypothesized value for (Y T 0 +1 , . . . , Y T 0 +T 1 ). Define the augmented data set Z (y) = {Z t } T t=1 , where
Similar to the typical conformal inference, we adopt a conformity score measure, also known as nonconformity measure (Vovk et al., 2009) , which is a measurable function that maps the (augmented) data Z (y) to a real number. In this paper, S(Z (y) ) denotes the conformity score and can contain general machine learning algorithms. We shall suppress the subscript (y) and write Z to simplify the notation. Computing S usually involves an estimator, for example, a regression estimator or a joint density. Notice that the estimators embedded in the conformity score S can be either estimated in an online manner or in the typical batch framework in statistics. Concrete examples for S are provided in Section 2.3.
be arbitrary stochastic process indexed by t ∈ {1, . . . , T } taking values in a sample space Z T . A permutation π is bijection from {1, . . . , T } to itself. Let Z π = {Z π(t) } T t=1 with π ∈ Π be an indexed collection of arbitrary stochastic processes indexed by t ∈ {1, . . . , T } taking values in Z T . We regard these processes as randomized versions of Z. We assume that Π includes an identity element I so that Z = Z I . We denote n = |Π| and define the randomization p-valuep
We also introduce the notationp =p(y) with y = (
Given α ∈ (0, 1), the predictor generates the set of y with corresponding p-values larger than α:
In practice, we consider a grid of candidate values y ∈ {y (1) , y (2) , . . . , y (H) } ⊂ R T 1 ; see Section 2.4 for more discussions. We summarize this general method in Algorithm 1.
Note that the p-value can also be stated in terms of order statistics. Let {S (j) (Z)} n j=1 denote the nondecreasing rearrangement of {S(Z π ) : π ∈ Π}. Call these randomization quantiles. Observe that
Designing Permutations Π for Dependent Data
To construct valid prediction sets, we need to take into account the dependence structure in the data. We therefore design Π to have a block structure which preserves the dependence. These blocks are allowed to be overlapping or non-overlapping.
We start with the non-overlapping blocking scheme. Let b be an integer between T 1 and T . We split the data into K = T /b blocks with each block having b consecutive observations. (Here, and henceforth, we assume that the T /b is an integer, for simplicity, as only very minor changes are needed when T /b is not integer-valued.)
We divide the data into K non-overlapping blocks and each block contains b observations. We adopt the convention of labeling the last b observations as the first block. Therefore, the j-th block contains observations for t ∈ {T − jb + 1, . . . , T − (j − 1)b}. For 1 ≤ j ≤ K, we define the j-th non-overlapping block (NOB) permutation π j,NOB : {1, . . . , T } → {1, . . . , T } via
Using the modulo operation, we can write mod (t + (j − 1)b − 1, T ) + 1. The collection of all permutation is given by Π NOB = {π j,NOB : 1 ≤ j ≤ K}. Clearly, Π NOB is a group (in the algebraic sense) and contains the identity map.
We also consider an overlapping blocking scheme. We construct the permutation as a composition of elements in Π NOB and cyclic sliding operation (CSO) permutations. We first define CSO permutations. For 1 ≤ j ≤ T , consider permutations defined by:
The set of cyclic sliding operations is then Π CSO = {π j,CSO : 1 ≤ j ≤ T }. Finally, an overlapping block scheme can be represented by the Minkowski composition of the two groups:
The set of overlapping block permutations, Π OB , also forms a group and contains the identity map. Observe that Π CSO is a group and gives back Π CSO when composed with Π NOB , so that Π OB = Π CSO .
Examples 2.3.1 Penalized Regression
Assume that the data are drawn from the model
where ε t is mean-zero stationary stochastic process and β ∈ R p is a coefficient vector. We estimate β based on the augmented dataset Z using penalized regression
where pen(·) is a penalty function. Popular penalty functions include 1 -norm (LASSO), 2 -norm (ridge regression) and non-convex penalties (e.g., SCAD). We define the fitted residual aŝ
Consider the following residual-based conformity score, which operates on the last T 1 elements of the residual vector:
If T 1 = 1 and p = 1, this conformity score corresponds to the absolute value of the last residual, S(Z) = |ε T (Z)| as in Lei et al. (2017) . A natural choice for the block size is b = T 1 such that K = T /T 1 . If β(Z) is invariant to permutations of the data (which is the case for most regression methods), p-values based non-overlapping and overlapping block permutations can be computed by permuting the fitted residuals.
Autoregressive Models and Neural Networks
Assume that the data are generated by a K-th order linear autoregressive model
where L k is the lag operator. We use least squares to obtain an estimate of the vector of autoregressive coefficients ρ = (ρ 1 , . . . , ρ K ) based on the augmented data Z. Denote this estimator asρ = (ρ 1 , . . . ,ρ K ) and define the fitted residuals asε
More generally, we can consider nonlinear autoregressive models
where ρ is a nonlinear function. Such models arise when using neural networks for predictive time series modeling (e.g., Chen and White, 1999; Chen et al., 2001) . We allow ρ to be parametric, nonparametric or semi-parametric. Letρ be a suitable estimator for ρ, obtained based on the augmented data Z. Define the fitted residuals asε
For both the linear and the nonlinear models, we choose a residual-based conformity score
A natural choice for the block size is b = T 1 such that there are K = T /T 1 blocks in total.
Computational Aspects
Here we briefly discuss the computational aspects of the proposed procedure. As we have noted in Algorithm 1, the procedure is performed on a chosen grid of values for y. In choosing the grid, we should take into account the computational burden. For nonconformity measure obtained by estimating a model, an important factor is how many times we need to implement the learning algorithm. For a given y, computing S(Z π ) might in general require running the estimation algorithm for each π ∈ Π; as a result, one needs to train the model |Π| times to computep(y) for a given y. In this case, it might not be realistic to choose a large number of points (H in Algorithm 1). However, it is often possible to exploit the structure of the problem to reduce the computational burden. Consider for instance the penalized regression setting of Section 2.3.1 where the non-conformity measure is a transformation of the regression residuals. Provided that the estimator of β is invariant under permutations of the data, we only need to implement the training algorithm once for a given y. The dimensionality of y (T 1 ) also plays a role in determining the grid. For problems that only consider T 1 = 1, we can simply choose a equal-spaced grid on an interval. For T 1 > 1, the choice of the grid might require extra care to keep the computation feasible; from our experience, this typically involves exploiting the nature of the problem at hand and hence is a case-by-case analysis.
To further reduce the computational burden, we would like to design an algorithm that does not have to train the model for every point of y in the grid. One referee brought to our attention the inductive conformal prediction approach (e.g., Papadopoulos et al., 2007) . The idea is to separate the data into "proper training set" and "calibration set", to train the model only once on the former and to conduct the permutations only on the latter. Since we do not need to start from scratch for each candidate y, computing the confidence set only requires running the training algorithm once. Notice that we can view this as a special case of our general permutation framework: this amounts to restricting the set of permutations to those that only permute the indices on the "calibration set" and keep the indices on the "proper training set" unchanged. Hence, theoretical results developed in our work can be used to justify inductive conformal predictions for dependent data.
Theory: General Results on Exact and Approximate Conformal Inference
We now provide theoretical guarantees for the proposed method. When the data are exchangeable, the proposed approach exhibits model-free and exact finite-sample validity, similar to the existing conformal inference methods. When the data are serially dependent and exchangeability is violated, our method retains approximate finite sample validity under weak assumptions on the conformity score as long as transformations of the data serve as meaningful approximations for a stationary series.
Exact Validity
The key insight from the randomization inference literature is to exploit the exchangeability in the data. Since we can cast conformal inference approaches as randomizing in the set Π, we can analyze the proposed generalized conformal inference method (Algorithm 1) by examining the exchangeability and the quantile invariance property (implied by Π being a group).
Theorem 1 (General Exact Validity) Suppose that {Z π } has an exchangeable distribution under permutations π ∈ Π. Consider any fixed Π such that the randomization α-quantiles are invariant surely, namely
The latter condition holds when Π is a group. Or, more generally, suppose that surely
Then
This result follows from standard arguments for randomization inference, see Romano (1990) . To the best of our knowledge, this is the weakest condition under which one can obtain model-free validity of conformal inference. A sufficient condition for exchangeability is that the data is i.i.d. (exchangeable) and that Π is a group.
Approximate Validity
When a meaningful choice of S is available, we can relax the exchangeability condition and expect to achieve certain optimality. Let S * be an oracle score function, which is typically an unknown population object. For example, S * can be a transformation of the true population conditional distribution of (y T 0 +T 1 , . . . , y T 0 +T 1 ) given (X T 0 +T 1 , . . . , X T 0 +T 1 ). In a regression setup, S * might be measuring the magnitude of the error terms; in the example of Section 2.3.1, S * would be the analogous of S defined in (6) with true residuals:
where ε t (Z) = Y t − X t β. We show that when S consistently approximates the oracle score S * , the resulting confidence set is valid and approximately equivalent to inference using the oracle score.
For approximate results, assume that the number of randomizations becomes large, n = |Π| → ∞ (in examples above, this is caused by T 0 → ∞). Let {δ 1n , δ 2n , γ 1n , γ 2n } be sequences of numbers converging to zero, and assume the following conditions.
(E) With probability 1 − γ 1n : the randomization distributioñ
is approximately ergodic for F (x) = P (S * (Z) < x), namely
(A) With probability 1 − γ 2n , estimation errors are small:
(1) the mean squared error is small, n −1
; (2) the pointwise error at π = Identity is small, |S(Z) − S * (Z)| ≤ δ 2n ; (3) The pdf of S * (Z) is bounded above by a constant D.
Condition (A) states the precise requirement for the quality of approximating the oracle S * (Z π ) by S(Z π ). When we view S as an estimator for S * , we merely require pointwise consistency and consistency in the prediction norm. This condition can be easily verified for many estimation methods under appropriate model assumptions. For example, in sparse high-dimensional linear models, we can invoke well-known results such as Bickel et al. (2009) . For linear autoregressive models, sufficient conditions follow from standard results in Hamilton (1994) and Brockwell and Davis (2013) . For neural networks, sufficient conditions can be derived from results in Chen and White (1999) .
Condition (E) is an ergodicity condition, which states that permuting the oracle conformity scores provides a meaningful approximation to the unconditional distribution of the oracle conformity score. In Section 3.3, we show that Condition (E) holds for strongly mixing time series using the groups of blocking permutations defined in Section 2.2. For regression problems, S * is typically constructed as a transformation of the regression errors.
The next theorem shows that, under conditions (A) and (E), the proposed generalized conformal inference method is approximately valid.
Theorem 2 (Approximate General Validity of Conformal Inference) Under the approximate ergodicity condition (E) and the small error condition (A), the approximate conformal p-value is approximately uniformly distributed, that is, it obeys for any α ∈ (0, 1)
and the conformal confidence set has approximate coverage 1 − α, namely
Under further stronger conditions on the estimation quality, the generalized conformal prediction C 1−α achieves an oracle property in volume. Let C * 1−α = {y : 1 − F (S * (Z)) > α} be the oracle prediction set. Let µ(·) denote the Lebesgue measure. When such an oracle prediction set has continuity in the sense that µ({y : |F (S * (y)) − (1 − α)| ≤ ε}) → 0 as ε → 0, we can show that shrinking errors in approximating {S * (Z π )} π∈Π by {S(Z π )} π∈Π implies that µ(C 1−α C * 1−α ) decays to zero, where denotes the symmetric difference of two sets. Such results have been established by Lei et al. (2013) among others for specific models under i.i.d. data.
Approximate Ergodicity for Strongly Mixing Time Series with Blocking Permutations Π
In the blocking schemes discussed in Section 2.2, we can view {S * (Z π )} π∈Π as a time series {u t }. Recall S * (Z) defined in (8) for the penalized regression example in Section 2.3.1. By non-overlapping block permutations defined in (3) with b = T 1 , we can see that {S * (Z π )} π∈Π NOB can be rearranged as {u t } K t=1 , where
and ε s is the true regression residuals in (5).
The situation with overlapping permutations is more complicated. Let b = T 1 . We observe that for
Therefore, for a fixed 1 ≤ j ≤ T , we define the integer q = (T +1−j)/b and rearrange {S * (Z π j,CSO •π k,NOB )} K k=1 as follows:
Therefore, for any fixed 1 ≤ j ≤ T , we can rearrange {S * (Z π j,CSO •π k,NOB )} K k=1 to be two segments of stationary process in (9) and one extra term.
With this setup in mind, we provide a result that gives a mild sufficient condition for the ergodicity condition (E). Our result is built upon the notation of strong mixing conditions; see e.g., Bradley (2007); Rio (2017) . In our context, we define the strong mixing coefficient α mixing for a sequence {u t } ∞ t=1 by
where σ(·) denotes the σ-algebra generated by random variables. Our formal result is stated as follows.
Lemma 1 (Mixing implies Approximate Ergodicity) We consider both overlapping blocks and non-overlapping blocks.
1. Let Π = Π NOB the set of non-overlapping blocks defined in (3). Suppose that there exists {u t } K t=1 a rearrangement of {S * (Z π )} π∈Π such that {u t } K t=1 is stationary and strong mixing with
2. Let Π = Π OB the set of overlapping blocks defined in (4). Suppose that for each π ∈ Π CSO , there exist a further permutation
and {u π t } K t=Kπ+2 are stationary and strong mixing with ∞ k=1 α mixing (k) ≤ M for a constant M that does not depend on π. Then there exists a constant M > 0 depending only on M such that
Strong mixing is a mild condition on dependence and is satisfied by many stochastic processes. For example, it is well known that any stationary Markov chains that are Harris recurrent and aperiodic are strong mixing. Many common serially dependent processes such as ARMA with i.i.d. innovations can also be shown to be strong mixing.
Conclusion
This paper extends the applicability of conformal inference to general settings that allow for time series data. Our results are developed within the general framework of randomization inference. Our method is based on a carefully-designed randomization approach based on groups of permutations, which exhibit a block structure to account for the potential serial dependence in the data. When the data are i.i.d. or more generally exchangeable, our method exhibits exact, model-free validity. When the exchangeability condition does not hold, finite-sample performance bounds can still be obtained under weak conditions on the conformity score as long as transformations of the data serve as meaningful approximations for a stationary series.
A Proof of Theorem 1
The proof essentially follows by standard arguments, see, e.g. Romano (1990) . We have by (7)
Since 1(S(Z) > S (k) (Z)) is equal in law to 1(S(Z π ) > S (k) (Z π )) for any π ∈ Π by the exchangeability hypothesis, we have that
B Proof of Theorem 2
Since the second claim (bounds on the coverage probability) is implied by the first claim, it suffices to show the first claim. DefineF
The rest of the proof proceeds in two steps. We first boundF (x) − F (x) and then derive the desired result.
Step 1: We bound the difference between the p-value and the oracle p-value,F (S(Z)) − F (S * (Z)).
Let M be the event that the conditions (A) and (E) hold. By assumption,
Notice that on the event M,
where (i) holds by the fact that the bounded pdf of S * (Z) implies Lipschitz property for F .
and thus |A|/n ≤ δ 2n . Also observe that on the event M, for any x ∈ R,
where (i) follows by the boundedness of indicator functions and the elementary inequality of
follows by the bounded pdf of S * (Z) and (iii) follows by |A|/n ≤ δ 2n . Since the above display holds for each x ∈ R, it follows that on the event M, sup
We combine (11) and (13) and obtain that on the event M,
Step 2: Here we derive the desired result. Notice that
where (i) follows by the elementary inequality (14), (iii) follows by the fact that F (S * (Z)) has the uniform distribution on (0, 1) and hence has pdf equal to 1, and by (10). The proof is complete.
C Proof of Lemma 1
Proof of the first claim. By assumption,
Applying Proposition 7.1 of Rio (2017) , we have that
Therefore, the first result follows by Markov's inequality
Proof of the second claim. For any π ∈ Π CSO , define
We now bound E sup x∈R |G π (x)|. For a fixed π ∈ Π CSO , we have
We can further decompose
By the same argument as in part 1, we can show that
Let z → f (z) be defined by
It follows that
Therefore,
where (i) follows by the elementary inequality (a + b + c) 2 ≤ 4a 2 + 4b 2 + 2c 2 .
Notice that the above bound does not depend on π. In light of (15), it follows that
The second claim of the lemma follows by Markov's inequality.
D Empirical Study
Here we provide some simulation evidence on the empirical properties of the conformal prediction intervals. We consider a penalized regression setting as in Section 2.3.1 and similar to Lei et al. (2017) . The data are generated as
where the features X t are distributed as N (0, I p ) and independent over time. To induce serial dependence, we generate the error ε t based on an AR(1) model with parameter ρ: ε t = ρε t−1 + ξ t , ξ t iid ∼ N (0, 1 − ρ 2 ), given ε 0 = 0.
We set β ∝ (1, 1, 1, 1, 1, 0, . . . , 0) with β 2 = 2. The number of features is p = 100. For simplicity, we let T 1 = 1 and choose the block size to be b = 1 such that the number of blocks is K = T . The coefficients β are estimated using LASSO as implemented in the R package hdm (Chernozhukov et al., 2016) . We choose a residual based test statistic as in Lei et al. (2017) :
whereβ(Z) is the estimate of β based on the augmented data Z. Confidence sets C 1−α are computed based on Algorithm 1. We choose Π to be the set of non-overlapping block permutations Π N OB . The number of grid points is H = 100. Figure 1 displays the empirical coverage rates and the average length of the confidence intervals for T ∈ {100, 200} and different values of ρ between 0 and 0.95. For the case where the data are independent over time (ρ = 0), Theorem 1 asserts that our procedure enjoys exact finite sample validity, which is confirmed by the simulation results. When the data exhibit serial correlation (ρ > 0), Theorem 2 asserts that our method achieves approximate validity. The simulation results show that, for a wide range of values of ρ, the empirical coverage rates are very close to the nominal coverage rate of 1 − α = 0.9. Only for very high values of ρ, the confidence intervals exhibit some undercoverage. The average length of the confidence intervals is relatively constant up to around ρ = 0.6 and decreasing at an increasing rate for higher values of ρ. Moreover, the average length is decreasing in the sample size T , except for very high values of ρ. Overall, the simulation results demonstrate that our procedure exhibits favorable finite sample properties in settings where the data exhibit times series dependence.
