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We give a short and elementary proof of the theoremwhich asserts
that two real symmetric matrices A and B satisfy det(In − x(A +
B)) = det(In − xA) det(In − xB) for all real number x if and only if
AB = 0.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The Craig–Sakamoto theorem asserts that
Theorem 1 (Craig–Sakamoto). Two n × n real symmetric matrices A and B satisfy
∀ x, y ∈ R, det(In − xA − yB) = det(In − xA) det(In − yB) (1)
if and only if AB = 0.
For an historical viewpoint of this result coming from statistical- probabilities, the interested reader
can look at [2,3,6,7]; many proofs of this statement may be found in, for instance, [1,4,5,8,10] or in
others references listed in the previous papers.
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In [7], Ogawa–Olkin present several generalizations of this theorem for which the conclusion holds
under weakened hypothesis. The most interesting one is:
Theorem 2. Two n × n real symmetric matrices A and B satisfy
∀ x ∈ R, det(In − x(A + B)) = det(In − xA) det(In − xB) (2)
if and only if AB = 0.
In [7], Ogawa proves this stronger result in Appendix and in a long and technical way. The purpose
of this note is to give a short and elementary proof of Theorem 2.
2. The proof
We consider matrices A, B and A + B as operator on the vectorspaceRn. Following Ogawa, we will
select an appropriate basis of the vector spaceRn.
The identity between polynomials with variable x
det(In − x(A + B)) = det(In − xA) det(In − xB)
can be restated in:
xn det(xIn − (A + B)) = det(xIn − A) det(xIn − B). (3)
So, every non-zero-eigenvalues of A + B is an eigenvalue of either A or B.
Let γ1, . . . , γt be the non-zero and non-necessary distinct eigenvalues of A + B where t = dim Im
(A + B) and Im(A + B) denotes the range of (A + B).
In the same way, let α1, . . . ,αr (resp. β1, . . . ,βs) be the non-zero and non-necessary distinct
eigenvalues of A (resp. B).
Because of the symmetry of A, B, A + B and the identity (3), we have t = r + s and
(γ1, . . . , γt) = (α1, . . . ,αr ,β1, . . . ,βs), (4)
up to a permutation of the γ1, . . . , γt . We deduce from Im(A + B) ⊂ ImA + ImB and t = r + s that
Im(A + B) = ImA ⊕ ImB.
Again because of the symmetry of A, B and A + B, we note that the orthogonal complement of Im(A +
B) is a subspace of the nullspaces ker A, ker B, ker A + B. So, without loss of generality, wemay suppose
that Im(A + B) = Rn.
Let us consider (ai), (resp. (bj)), an orthonormal system of eigenvectors spanning Im(A) (resp.
Im(B)).
The system (a1, . . . , ar , b1, . . . , bs) is then a basis of the vector spaceR
n. Let us denote byR then × n
real matrix whose columns are components of a1, . . . , ar , b1 . . . , bs respect to the canonical basis of
Rn. The matrix R is invertible and we have
R−1(A + B)R =
(
D1 D1 X
D2
tX D2
)
=
(
D1 0
0 D2
)
·
(
I X
tX I
)
(5)
where D1 = diag(αi), D2 = diag(βj) and X = (〈ai, bj〉)i,j .
The matrix P =
(
I X
tX I
)
is symmetric positive deﬁnite for, for all vectors
(
a
b
)
,
〈(
I X
tX I
)(
a
b
)
·
(
a
b
)〉
= ‖a‖2 + ‖b‖2 + 2〈Xb, a〉
‖a‖2 + ‖b‖2 − 2‖a‖‖b‖
 (‖a‖ − ‖b‖)2  0.
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The former inequality coming from |〈Xb, a〉| ‖Xb‖‖a‖, by Schwarz’s inequality, then ‖Xb‖ ‖b‖
because ‖Xb‖ is an orthogonal projection of b.
Taking the determinant of members of (5), by (4) we get det P = 1.
On the other hand, tr P = n and if we denote by λ1, . . . , λn the eigenvalues (>0) of P, those consid-
erations about determinant and trace of the matrix P can be stated as follows:⎛
⎝ n∏
i=1
λi
⎞
⎠
1/n
= 1 and
∑n
i=1 λi
n
= 1.
The equality case in the arithmetic-geometric mean inequality gives us ∀i, λi = 1, thus P = I. So
X = 0 and then the subspaces Im(A) and Im(B) are orthogonal. So AB = 0. 
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