Hand belongs to non-rigid objects and is rich in variety, making gesture recognition more difficult. The essence of dynamic gesture recognition is the classification and recognition of single-frame still images. Therefore, this paper mainly focuses on static gesture recognition. At present, there are some problems in gesture recognition, such as accuracy, real-time or poor robustness. To solve the above problems, in this paper, the Kinect sensor is used to obtain the color and depth gesture samples, and the gesture samples are processed. On this basis, a jointly network of CNN and RBM is proposed for gesture recognition. It mainly uses superposed network of multiple RBMs to carry out unsupervised feature extraction and combined with supervised feature extraction of CNN. Finally, these two features are combined to classify them. The simulation results show that the proposed jointly network has a better performance in identifying simple background gesture samples and the recognition capability of gesture samples in complex background needs to be improved.
Introduction
The traditional way of human-computer interaction is mainly through the keyboard, mouse, touch screen and other devices, which is still very different from the natural way of communication in daily life. In order to achieve more natural human-computer interaction, with the rapid development of computer science, scholars have done a lot of research on human motion capture and recognition, and gesture recognition technology has also become one of the cores of its research [1] . In recent years, gesture control has been increasingly applied to a variety of products. This more intuitive human-computer interaction method has enabled the application of gesture recognition technology to a wider range of applications such as virtual reality, entertainment game, industrial control and Aerospace and other fields. The goal of gesture recognition is to use manpower as a direct input device, eliminating the need for intermediate media and controlling the machine directly through defined gestures [2] . In interactive gestures of human-machine gestures, the purpose is to make the machine understand the meaning of gestures in front of it [3] . During this period, it is often necessary to detect, track and identify human hands in real time. Behind this series of complex things, its essence is to classify and recognize single-frame still images. The first two stages distinguish between hands and hands, and the last stage is the category distinction between gestures. Therefore, part of static gesture recognition is identifying the focus of the work [4] .
Although there are many methods of gesture recognition, the vision-based gesture recognition still faces many serious problems in practice. It is mainly reflected in low recognition rate, poor robustness, insensitivity in real-time and poor practicability. At present, due to the repeated changes in gestures, its inaccuracy will be affected by the occlusion, and even its movement speed will have an impact on the gesture. When we actually perform gesture recognition simulation, the environment background, different illumination intensities and dynamic information are required to be high, so there is still room for improvement in gesture recognition research. CNN (convolutional neural network, CNN) is mostly used in the field of image, but for one-dimensional signals, such as voice, RBM-based multilayer network is mostly used. Each of them has its own shortcomings. RBM-based multi-layer network can be directly used for automatic feature extraction, automatic coding, noise reduction, dimensionality reduction, dimensionality upgrade and so on. CNN is basically used for classification directly, and the effect is very good. Therefore, in this paper, we propose a jointly network for gesture recognition based on them, fully combine the advantages of two different networks, weaken its shortcomings, and improve the performance of the network as a whole, and solve the problems of low accuracy, real-time and poor robustness in current gesture recognition.
In the remainder of this paper, Sect. 2 reviews the relevant literature on feature extraction and gesture recognition. In Sect. 3, we introduce the method of obtaining and processing gesture samples. And then, we introduce CNN and RBM networks and propose a jointly network based on them, and design its network structure in Sect. 4 . Subsequently, we verified the recognition performance of several different networks under different conditions and compared the advantages of our proposed network in Sect. 5. In the last section, conclusions are presented.
Related works
In this section, we review some work relevant to feature extraction and gesture recognition.
Previous approaches for feature extraction have mainly focused on a characteristic of supervision or unsupervised. He et al. [5] put forward an image feature set which contains three kinds of Haar features and applied it to pedestrian detection and face recognition in the environment and achieved good results. However, due to the fewer features, the use of this feature requires a larger training set, which makes its practical application difficult. In Ding et al. [6] , in order to improve the fineness of the description of the features of Hu invariant moments, three characterization vector formulas have been added for recognition research.
Li et al. [7] fuse the information of the first four Hu moments and the contour of the gesture, which improves the accuracy of recognition. In the case of environmental impacts, the literature [8] extracted the HOG features from pedestrian detection and overcomes the environmental change factors. The literature [9] uses LBP features to classify different texture images, and the operation is simple. In literature [10] , twelve Fourier descriptors are used as feature vectors for 10 gesture types. Literature [11] uses pixel histogram to show the relationship between the number of fingers and their corresponding relationship, and distinguishes between gestures 1 and 9. Eventually, its average recognition rate reached about 90%. The literature [12] detected the outline information of the finger and judged the category by its specific number and direction.
Many previous approaches for gesture recognition, such as the literature [13] , used Kinect's deep information to locate human hands and detect the location of five fingers based on contour and convex-concave points. The static gesture can be identified by calculating the angle characteristics of the three points. At present, 9 static gestures can be identified. The literature [14] combines depth and color information to recognize two kinds of gestures. The literature [15] used depth and extracted shape features to identify static gesture recognition of stone scissors cloth and algebraic operation, but did not give the recognition rate analysis. The literature [16] used Kinect to propose kernel learning algorithm to recognize 3 kinds of dynamic gestures. The literature [17] extracts the three-dimensional features of the hand locus and identifies 8 dynamic gestures using the hidden Markov model, but does not analyze the exclusion of undefined gestures. In practical applications, the elimination of undefined gestures is an important factor affecting the application of the undefined gestures. However, these methods have problems such as accuracy and robustness.
Acquisitions and processing of gesture samples
In order to obtain both RGB and depth images at the same time, this paper uses a new type of 3D depth sensor Kinect, which provides color data streams, raw audio data and depth data from infrared cameras with skeleton tracking, identification and speech recognition [5] . It offers the possibility of cheap, easy-to-use and real-time humancomputer interaction. Because of the robustness of Kinect's infrared camera-based depth information to light changes and complex backgrounds, some researchers have used Kinect sensors to study the segmentation and gesture recognition.
Kinect sensor
Kinect sensor can get RGB and depth map at the same time, and it can also track the whole body and skeleton in real time. It can also accurately identify many complex movements of the human body. Figure 1 is a Kinect appearance, in which the 3D depth sensor is made up of an infrared emitter and receiving CMOS camera. The biggest feature of Kinect is that it has a CMOS infrared sensor with no camera. It can use black and white spectrum to feel the external environment. Pure white and pure black are replaced by the nearest and infinity, respectively. There is a gray area between black and white, being the object and the real distance sensor. It can gather all points within the scope of the field of vision and create a depth map of the landscape, which represents the surrounding environment. The speed of the depth image flow is 30 frame/s, which can restore the surrounding environment in real time, online and 3D. Compared with some laser sensors, Kinect sensors cannot only get RGB and depth images at the same time, but also have strong antiinterference and low cost to the visible spectrum, so it is very suitable for some indoor navigation with low accuracy [6] .
Gesture image preprocessing
Before the gesture recognition, the gesture needs to be segmented from the image. The background is removed to retain only the foreground gesture area, and the feature data of the gesture are extracted to provide sample data for subsequent recognition. Due to the variability of the background, the diversity of gestures and the interference of the illumination, it makes the gesture segmentation difficult and affects the recognition rate [8, 9] . Therefore, it is extremely important to accurately and completely segment the gesture. The gesture feature can reflect the similarity between similar gestures and the difference between different gestures. Therefore, extracting valid feature data is the basis for subsequent recognition.
At present, the representative gesture segmentation method is the skin color model method, because the skin color feature is not affected by rotation, scaling and the like. The segmentation is not restricted by wear, the processing speed is fast, and the skin color has a clustering characteristic in a specific color space, which is the basis and focus of the segmentation, so it is often used for gesture or face image segmentation. The skin color-based segmentation process is shown in Fig. 2 .
The color space is represented by a three-dimensional coordinate system and subspaces of the system, where the colors are represented by a set of primary colors [10] . Each color has a unique position in the space, and the image is described differently in different color spaces. The color space is often involved in skin color segmentation that includes HSV color space and YCbCr color space. The gesture image is converted into two color space to analyze the clustering effect of skin color in two color space. Finally, compared with the HSV color space, the Y component in the YCbCr color space is also independent of the Cb and Cr components, so that the skin color segmentation is less affected by illumination, and the conversion to the RGB color space is linear, which is easier to calculate. The clustering effect of skin color in YCbCr color space is more compact than HSV color space and easy to segment. So, this paper chooses to segment the gesture image in YCbCr color space.
After the color space is selected, experimental statistics are used to analyze the distribution of skin color. It also establishes the skin color model and sets the judgment and measurement to complete the segmentation of gesture. The purpose of establishing a skin color model is to determine whether a pixel in the image is in the distribution area of the skin color or to calculate the degree of similarity to the skin color. Common skin color models include threshold models, Gaussian models and elliptical models. In order to test the gesture segmentation effect of each skin color model in the YCbCr color space, the test is performed using a simple background and a gesture image in a complex background, as shown in Fig. 3 . In the simple background, the segmentation images of the three commonly used models are basically the same and the segmentation effects are better. Under the complex background, the threshold model has the worst segmentation effect and the ellipse model is the best. Since the threshold area contains a large number of non-skinned pixels, there are many misjudgment areas in the segmentation map [11] . The Gaussian model uses the Gaussian probability density function to count the probability of a pixel in the skin tone. The cutting effect is better than the threshold model, but the calculation time is longer. The ellipse model uses elliptical regions to contain skin color pixels, and the segmentation effect is basically the same as the Gaussian model, and the segmentation is faster. Therefore, this paper chooses to create an elliptical model in the YCbCr color space to segment the gesture image, and finally, the data collected by the method of rotation and shearing are expanded, as shown in Fig. 4 .
Among them, the total sample size of ten types is 10,000 under the simple background. It is a very difficult task to detect and recognize gestures in complex background, which requires a large number of positive and negative samples, and because it takes a lot of time to make hand gesture samples with complex background, so we control the specific environment. At present, the total number of samples in the complex background is 7000.
Neural network structure

Convolution neural network
There are many structures of convolutional neural networks, such as DeepID network structure for face recognition, LeNet-5 for identifying digital handwriting and ImageNet-2010 network structure. Convolution neural network contains three structural features to help ensure that some of the translation, rotation, scale transforms invariance, respectively, local receptivity, weight sharing, and space or time downsampling. Local receptive wild neurons can extract basic visual features such as edges, endpoints, angles, and then connect these features to subsequent layers to detect higher-order feature combinations [8] . And these features are connected to subsequent layers to detect higher-order feature combinations. Weight sharing makes the number of network parameters reduced a lot, the fewer the network parameters, the lower part of the objective function will be less, which helps us to find a better training in the local minimum. Downsampling can reduce computation time, build deeper abstractions and highlight certain feature information such as zooming in and out of a graph. Its profile information can change dramatically, and outline information disappears as you zoom in; conversely, the outline information will gradually appear, while downsampling helps to suppress the noise. Figure 5 shows a typical convolution neural network for identification of LeNet-5 [9] .
As shown in Fig. 5 , the network structure consists of eight layers from the input layer to the output layer. In addition to the input layer and output layer, there are two convolutions layers, two pooling layers and two full connection layers. Convolutions layers are alternately carried The convolution operation of the convolutions layer like Eq. (1) shows:
In the formula, n represents the number of layers in the model, K represents the convolution kernel, M i represents the i characteristic map of the n -1 layer, b is the bias of the output graph, and f is the activation function. The activation functions of traditional convolution neural networks generally adopt saturated nonlinear functions such as sigmoid and tanh.
Subsampling is to further reduce the amount of data and reduce the spatial resolution of the input image, which is to sample the input feature map [12, 13] . By extracting the features of the feature map, the downsampling can be implemented simply, so as to ensure the robustness and distortion of the model's displacement and scaling.
As shown in Fig. 5 , the input layer inputs the image with a size of 32 9 32, and the convolution operation is carried out on the input layer to get the C 1 layer convolution feature. In order to fully extract the feature of the input image, the convolution kernel is used to extract features [14, 15] . LeNet-5 uses 5 9 5 9 6 convolution kernels to extract features, and then 6 feature graphs were obtained. If the input image size is 32 9 32 and the 5 9 5 convolution kernel is used, the size of the next feature map can be calculated to be 28 9 28.
The S 2 layer performs the downsampling operation on the convolution layer on the top layer, and the sampling operation can reduce the amount of data without losing the feature. The relationship between C 3 and S 4 is similar to C 1 and S 2 . The difference is that C 3 is the convolution kernel of 3 9 3916, so as to get more feature maps and better describe image content information. The C 1 layer convolution operation is directly related to the input image, while the C 3 layer convolution operation needs to act on the S 2 layer, while the S 2 layer is the characteristic map of the 14 9 14 9 6. Therefore, the way of connection between C 3 and S 2 is different from that between C 2 and input layer. The connections between C 3 and S 2 are shown in Table 1 .
In Table 1 , columns 0-15 are the numbers of the 16 convolution kernels of the C 3 convolutional layer and rows 0-5 are the numbers of the six feature maps of the S 2 pooling layer. As can be seen from the above table, the convolution kernels 0-5 in the 16 convolution kernels of the C 3 convolutional layer are connected with the three feature maps in the S 2 layer and the convolution kernels 6-14 are in the S 2 layer. Four feature maps are connected, and the last C 3 convolution kernel is connected to the six feature maps of S 2 . For example, as can be seen from the tenth column of Table 1 , the convolution kernel numbered 9 is obtained by combining the four feature maps of the S 2 pooling layer numbers 0, 3, 4 and 5. 
Restricted Boltzmann machine
Restricted Boltzmann machine, RBM, is a probabilistic graphical model, rather a special form of log linear Markov random field. It can also be regarded as a statistical neural network that contains input layer and output layer [16] . Similarly, in order to enhance its ability to express complex distribution, the number of hidden variables can be increased. These hidden variables are regarded as variables that cannot be observed, in which the more the number, the stronger the ability of simulation and distribution. Due to the enhancement of computing power and the development of machine learning algorithm, the Boltzmann machine can be applied to many related fields. There are many ways to train RBM. We mainly introduce a training method based on the energy model, which is often using Markov Monte Carlo sampling method to train [17, 18] . The Boltzmann machine is simplified by the Boltzmann machine, which cancels the interconnection between the Boltzmann machine and the same layer. In the RBM graph model, A represents the hidden layer nodes and B represents the visible layer nodes. Bidirectional and fully connected neurons between the explicit and hidden neurons are shown in Fig. 6 .
According to Fig. 6 , for a given set of ðB; AÞ, the following energy function can be defined [19] :
In which X,Y,W are weight matrices. The standard w ij represents the weight of the connection between the hidden layer A i and the visible layer B j . As you can see from the RBM model, In the case of known B, node A of the hidden layer is conditionally independent. Assuming that both B and A belong to the Bernoulli distribution, the conditional probability of a single variable can be expressed as a logistic function:
Similarly:
Among them: rðxÞ ¼
1þe Àx
The same level of variables independent of each other makes Gibbs sampling easier. The actual update of each step is often not only for a single variable but all variables of the same layer.
RBM release gradient
The log likelihood function gradient of the Markov random field can be written as formula (7) Among them,DW, DX and DY represent the partial derivatives of logarithmic loss function to W, X and Y, respectively; e represents the learning rate; we can set these three different parameters to different learning rates; Ep data ðÁÞ indicates that the visible layer gets the distribution expectation when considering the training sample; Ep model ðÁÞ said the model expected distribution.
In the RBM model, accurate maximum likelihood learning is difficult because the time complexity of experiential distribution expectations and model distribution expectations increases exponentially with the number of implicit variables. Hinton and Sejnowski [21] propose an algorithm that uses Gibbs sampling to approximate these two expectations. In each iterative training, a new Markov chain is used to approach and another Markov chain is used to approximate. The main problem is that the algorithm itself requires a certain amount of time to achieve a smooth distribution, especially when approaching the model expectation because the Gibbs-sampled object may be a multi-headed energy distribution. The sampling of Gibbs on a Markov chain initialized with V is described in Fig. 7 , which includes the updating and reconstruction of all hidden variables.
RBM training algorithm
The approach of approximating the RBM relief gradient is usually used for training, as obtaining an unbiased estimate of relief requires the sampling of many steps when using the MCMC sampling method [22, 23] . However, in actual training, it has been found that studying the model only after a few steps of sampling is the Contrastive Divergence (CD) algorithm and has now become a standard algorithm for training RBM. More specifically, the CD_K algorithm is shown in formula (11) . K means that when training a RBM, a K-step Gibbs sampling is required to input a new set of training data. In other words, a Markov chain is created for each set of training data, and K samples are continuously acquired on it. Theoretically, when K approaches to infinity, the distribution of learning model is more accurate, but the time it takes will be very long. The most common one is when K is taken as 1, which is simple, fast and works well, especially in reconstructing errors. CD_K is a popular gradient approximation algorithm in training RBMs. CD_1 is common; however, no obvious signs indicate that it is the best. Tijmen Tielema [24] proposed a Persistent Contrastive Divergence (PCD) algorithm to train the RBM. The difference with the CD_K algorithm is that only one Markov chain needs to be established in the whole process and all the collected samples come from this chain. Although CD_1 is fast and has a low bias, it is a suitable likelihood gradient approximation algorithm. However, when the mixing rate between a Markov chain and a Markov chain requiring approximation is low, the likelihood of CD_1 algorithm approximation gradients is very different from the true likelihood gradient. In our simulation, we found that the reconstruction error of CD_1 when training RBM is much smaller than PCD algorithm and PCD can extract more effective feature information.
Although the Gibbs sampling method is the main choice for RBM training, it is sometimes difficult to approximate the distribution in real models. Therefore, many researchers began to improve their sampling techniques by other methods. Parallel tempering [25] is one of the most promising sampling techniques for RBM training. It is a supplement to Gibbs sampling in order to make the original target distribution smoother. By sampling back and forth at different temperatures, the sampled samples are even more sampled close to the real model. Suppose there are M temperatures T 1 ; T 2 ; T 3 ; . . .; T M , where In the algorithm, we use the (13) and odd-even exchange rules to complete the B and A exchanges, so that we can often get better results.
After parallel tempering, the mixing speed of the Markov chain is accelerated so that the sample sampled from normal temperature is closer to the sample under real model [26] . Since the parallel tempering method in this paper is based on the PCD, it is called TPCD.
CNN and RBM jointly network structure
Due to the advantages of convolutional neural networks and RBM in feature extraction, we use this to form a jointly network of CNN and RBM. CNN is a powerful supervised learning network. Once the CNN for specific purposes has been trained, we can use it as a hidden feature of the middle layer of treatment, and then the CNN has become a supervised feature extractor. The RBM itself can be thought of as a feature extraction tool because one RBM is undirected. In which B and A can be restructured, and A is another representation of the signal B, which is the feature of B.
In feature extraction, Scott E. Fahlman et al. [27] proposed the Cascade-Correlation learning structure, as shown in Fig. 8 . First, the candidate neurons are linked to all input and implicit neurons (i.e., the dashed lines in the figure) , and the output of the candidate neurons is not linked to the network. Then, fix the solid line part of the graph and train only the weights of the candidate neurons (i.e., the dotted lines in the figure). When the weights are trained, the candidate neurons are installed on the blank layer in the figure, which is the fourth area. At this time, connection rights of the options cannot be changed. The candidate neurons are then linked to the output of the network, at which point the candidate neurons are activated and begin to train all of the output connections of the network. The advantage of a Cascade-Correlation learning structure is that it learns quickly. It determines the size and topology of the network itself, and these topologies can be preserved even after training sets have changed, without the need to return the error signal to the network's connection layer.
Li Deng et al. [28] proposed a deep stacking networks, as shown in Fig. 9 . In each module of the DSN, the output cells are linear and the hidden layers are nonlinear sigmoidal cells. The training of DSN networks has the feature of making every module unit output a value similar to the value of the tag as much as possible. DSN has a parallel learning and extensible learning ability: Accumulative networks can learn complex functions, making DSN a great success in information retrieval. The advantage of DSN over other deep networks is that they are easy to learn and do not need to compute statistical gradients. The mean square error as an objective function makes it easy to train a unit of DSN, and scalability learning is useful for unlimited training data [29] . Inspired by this, this paper presents a deep feature extraction network based on RBM, as shown in Fig. 10 . Similar to the structure of the Cascade-Correlation network, our network uses RBM to generate a set of features. Instead of using a function to generate a single feature like a Cascade-Correlation network, our network can produce more and more efficient features. Again, with the DSN network for comparison, we use unsupervised RBM feature extraction. In terms of computational complexity, our network is easier to implement. First, feature A 1 is extracted from raw data using RBM. Then, A 1 is merged with the original data. Finally, feature A 2 is extracted with another RBM until we meet our needs. The final feature A RBM ¼ ½A n ; A nÀ1 ; . . .; A 1 ; data is combined with the feature A of the second layers of CNN reciprocal in the graph to form a feature A ¼ ½A RBM ; A CNN . Finally, A is trained in a single-layer neural network, as shown in Fig. 11 .
Simulation comparison experiment
The latest theoretical results show that in order to learn complex functions that can represent high-level abstract information, such as visual and linguistic abstract information, a deep structure is needed that includes multi-layer nonlinear elements such as multi-layer neural networks. We hope that the input raw data will gradually be transformed into higher-level abstract information [30] [31] [32] . In this section, we mainly use four kinds of neural networks to recognize and classify gestures under different backgrounds, namely deep belief nets, a deep neural network, convolutional neural network and CNN and RBM jointly networks [33, 34] .
Simple background of the gesture recognition results and analysis
Deep belief nets recognition
Deep belief nets (DBNs) is a type of neural network that can be used for both unsupervised learning and supervised learning [35] [36] [37] . When used for unsupervised learning, it is similar to a self-encoder, which is used as a classifier for supervised learning. In the case of unsupervised learning, the goal is to preserve the characteristics of the original features as much as possible while reducing the dimensions of the features. In terms of supervised learning, the purpose is to make the classification error rate as small as possible.
Whether it is supervised learning or unsupervised learning, the essence of DBN is the process of feature learning, that is, how to get better feature expression [38] [39] [40] consists of several layers of neurons, and the constituent elements are Restricted Boltzmann machines (RBMs). Therefore, different RBM training algorithms can be selected to train DBNs. Figure 12 shows the results of four different training algorithms for DBNs training.
As can be seen from the above figure, we divide the sample set. The network is trained by different number of samples to compare the effects of different training algorithms on gesture recognition under the same depth of DBNs. As shown in Fig. 12 , when training with CD_1 and CD_7, the errors in the case of the largest amount of sample data are 11.2% and 8.72%, respectively. Therefore, when the K value in the CD_K training algorithm is increased, the error for the recognition of the gesture is smaller, that is, the distribution of the original training samples is more likely to be approximated. Compared with the PCD and TPCD methods, the PCD gesture recognition error is 11.4%, while the TPCD gesture recognition error is 10%. Therefore, TPCD has a better effect than PCD and the approximation of the original sample is higher. Finally, by comparing four different algorithms, CD_K has a better effect. Through experiments, it is found that when the K value is selected as 7, it has the best effect for our gesture sample processing. Therefore, this paper chooses the CD_7 algorithm for training when training other networks. At the same time, in order to analyze the influence of different depths on the identification error of DBNs network, we use different sample numbers at different depths to analyze. The result of the analysis is shown in Fig. 13 , through the CD_7 training algorithm selected. CD_7_80 represents only one layer of network, and the number of nodes is 80. CD_7_80_80 represents two layers of network, and the number of nodes on the two levels is 80.
As can be seen from Fig. 13 , deeper network structures can achieve smaller errors and their performance is better than that of shallow networks. Therefore, when using RBM to construct a joint network, more layers can be used to achieve smaller errors and the accuracy of recognition is improved.
Deep neural network recognition
With the development of deep learning, DNN becomes possible. DNN has many advantages over shallow neural networks, the most obvious of which is its learning ability [41, 42] . Therefore, in order to reduce the recognition error rate of the gesture, our recognition task turns to the DNN recognition research of the gesture. By reading other articles, we can see that the initialization of DNN's network parameters has an impact on the final effect. Therefore, this section studies different initialization conditions for DNN to determine the effect of different initialization on gesture recognition, as shown in Figs. 14 and 15.
As can be seen from the above figure, we choose two different ways to initialize the DNN network. One is to initialize with the DBN network, and the other is to randomly initialize the DNN network. After training the network through different samples, it is found that in the same initialization method, the larger the number of samples, the smaller the recognition error. In the DBN-initiated DNN network, the recognition error was 8.3% for 10,000 training samples. In the randomly initialized DNN network, the recognition error of 10,000 training samples is 10.23%. Therefore, it can be seen that the DBN initialization is better than the random initialization, making the performance of the DNN superior.
In order to better recognize gestures, we continue to analyze the different effects of DNN at different depths on gesture recognition. There are two initialization methods, and the final gesture recognition error is shown in Fig. 16 .
As shown in Fig. 16 , Input_80_0_0 indicates that its network has only one hidden layer, and the number of nodes in the network is 80. Input_80_500_0 represents a network structure of two layers, and the number of nodes of the two layers is 80 and 500 and so on. It can be seen from the analysis that the deeper the depth of the DNN network, the smaller the error of recognition. The minimum error can reach 6.34%.
Convolutional neural network recognition
When using the CNN recognition gesture, we adopt two methods to select the sample training [43] [44] [45] . One is to choose randomly the training samples from ten kinds of hand gestures through the principle of maximum entropy, and the other is to randomly select the ten samples. The simulation results show that the former is better for learning gesture samples. At the same time, a 4.8% error rate was achieved in the test samples, as shown in Fig. 17 .
Jointly network recognition
The jointly network of CNN and RBM proposed in this paper has absorbed the advantages of CNN and RBM. Through the fusion of the two types of features, the network performance is improved on the basis of CNN and RBM. As shown in Fig. 18 , the federated network achieved a 3.7% error rate in the test sample set. It can be seen from the graph that the error rate is decreasing along with the increase in iteration times. The number of iterations is 2.0 9 10 4 times, and the combined network is worse than the other three networks. However, as the number of iterations increases, the jointly network is superior to other networks, and has a high recognition rate.
Complex background of gesture recognition results and analysis
Gesture recognition in complex contexts is much more difficult than the gesture recognition described above for simple backgrounds [46] [47] [48] . The main reason is that there are too many noise signals in the sample, which greatly increase the difficulty of network identification. A more skillful training strategy is needed to achieve a higher recognition rate [49] [50] [51] . First of all, four different training methods are used to train the DBNs network with two hidden layers, and the bottom unit of DBNs uses GB_RBM, as shown in Fig. 19 . The results show that the Fig. 16 Comparison of DNN recognition errors at different depths Fig. 18 Comparison of gesture recognition errors between different methods Fig. 17 CNN gesture recognition error iterative process ability of DBNs to recognize complex samples is weak. When using an RBM to simulate complex gesture samples, we found that RBM basically did not learn hand information, completely unable to reconstruct the sample information [2, 52, 53] .
For complex background gesture recognition, DNN performance [54, 55] is also unsatisfactory, as shown in Fig. 20 . DNN performs better than DBNs, at least in terms of convergence, while DBNs cannot always be converged.
It is very gratifying that the network can converge to a better local minimum due to its ability to extract invariance. However, in the simulation of DBNs, we find that the training RBM model needs a certain regular distribution and the RBM can hardly extract useful information for complex gesture samples. Therefore, the unsupervised feature extraction part based on RBM accumulation in the jointly network does not work, and even brings interference information, as shown in Fig. 21 . In the latter part of the training phase, we also find that the weighted value of the unsupervised feature connected to the RBM is much smaller than the weight of the supervised feature extracted from the CNN.
Conclusions
In this paper, simulation experiments show that the recognition of gestures on RBM-based DBN networks and CNN networks has higher recognition accuracy. And often its training speed is relatively fast, and it can be well avoided for over-fitting and other issues. However, the two networks also have distinct advantages and disadvantages. The unsupervised learning network represented by RBM has poor ability to classify gestures, but it has a better effect on over-fitting than supervised learning. The supervised learning represented by CNN can greatly improve the performance of the network, but it is easy to fall into local optimum or over-fitting. Therefore, this paper proposes a joint network based on the two, combined with the supervised learning network and the unsupervised learning network, that is, the combination of CNN and RBM network. Finally, through simulation analysis, it is found that the joint network has a high recognition rate in simple sample gesture recognition, and its error is only 3.9%. Then on the complex sample, the joint network and other centralized networks do not perform well, mainly because RBM requires strict data distribution. Therefore, the future will focus on how to improve the accuracy of the joint network in a complex context. Science and Technology (GF201705). This paper is funded by Wuhan University of Science and Technology graduate students' short-term study abroad special funds.
