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Abstract
This paper studies a continuous-time linear quadratic reinforcement learning prob-
lem in an episodic setting. We first show that naïve discretization and piecewise ap-
proximation with discrete-time RL algorithms yields a linear regret with respect to the
number of learning episodes N . We then propose an algorithm with continuous-time
controls based on a regularized least-squares estimation. We establish a sublinear re-
gret bound in the order of O˜(N9/10). The analysis consists of two parts: parameter
estimation error, which relies on properties of sub-exponential random variables and
double stochastic integrals; and perturbation analysis, which establishes the robustness
of the associated continuous-time Riccati equation by exploiting its regularity property.
The regret bound for the one-dimensional case improves to O˜(
√
N).
1 Introduction
Reinforcement learning (RL) for linear quadratic (LQ) control problems has been one of the
most active fields in RL. The literature is rich and growing with recent surges of interests
in RL from both the control and the learning communities. Studies on LQ-RL problems,
can be roughly summarized in three different categories, similar to their counterparts from
controls: the discounted setting, the ergodic framework, and the episodic case.
Early works in the discounted setting include [10], which proposes a least-squares-based
algorithm that separates exploration and exploitation into two phases, and establishes a high
probability bound for the value function. More recent research has been shifted to ergodic
and episodic frameworks. Following the seminal works of [3] and [2] for ergodic problems
and [17] for episodic problems, regret bound analysis for RL algorithms has been one of the
prevalent topics. In the ergodic context, [1] utilizes the Optimism in the Face of Uncertainty
(OFU) principle, and constructs a sequence of improving confidence regions for the unknown
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model parameters, and solves a non-convex constrained optimization problem related to
each confidence region; their algorithm is shown to achieve an O˜(
√
T ) regret bound, with
T the time horizon (hence the total number of steps in discrete-time models). To reduce
the computational complexity and to avoid the non-convexity issue, [6] proposes a robust
adaptive control algorithm, which solves a convex sub-problem in each step and achieves an
O˜(T 2/3) regret bound. The gap between these regret bounds is removed by recent studies in
[12] and [5] via two different approaches for the same O˜(
√
T ) regret bound. For the episodic
setting, [18] studies finite horizon episodic Markov decision problems (MDPs) with general
state-action spaces, and utilizes the Eluder dimension to derive an explicit O˜(
√
T ) regret
bound for the LQ-RL problem. Most recently, [9] considers an episodic LQ system with an
infinite time horizon, and establishes the global convergence of the policy gradient algorithm.
The time space in all these studies is discrete.
In contrast, analysis for continuous-time LQ-RL (and general RL) problems is limited.
One approach is to develop learning algorithms for the time-discretized process and estab-
lish the convergence as time step goes to zero. For instance, [15] proposes a policy gradient
algorithm and shows the convergence of the policy gradient estimate to the true gradient.
Another approach is to apply functional approximations, i.e., the Bellman recursive equa-
tions, for the associated fully nonlinear PDEs of the underlying control problem, and then
propose reinforcement learning algorithms for the Bellman equation. Both approaches go
beyond the LQ system and have been exploited in [14] and [16] for finite state-action discrete-
time MDPs with the convergence analysis for their algorithms. For the more specific LQ
system, attentions have been mostly on algorithms development, including the integral re-
inforcement learning algorithm in [13], and the policy iteration algorithm in [19]. Yet, not
much has been known regarding the convergence rate or regret bound of all these algorithms.
Indeed, despite the decade-long history of LQ control and RL, the best known theoretical
work for continuous-time LQ-RL is still due to [7], which establishes an asymptotically sublin-
ear regret for in an ergodic setup, using a weighted least-squares-based estimation approach.
Nonetheless, the exact order of the regret bound is not given.
There are various reasons for the relatively slow theoretical progress in the continuous-
time domain for RL, including LQ-RL. Analyzing fully non-linear PDEs, i.e., the associated
HJB equations, especially for high dimensional control problems has always been one of the
formidable challenges in the control theory, and adding a learning component compounds
the complexity. A natural escape and the common scheme behind various approaches for
analyzing continuous-time RL problem is to discretize the time space and use the discretized
model as an approximation, hence the aforementioned concentrated cluster of research in the
discrete-time space. However, this approach is restrictive at the best: it is simply not easy to
choose the “right” discretization method in order to obtain sufficiently small approximation
error. In fact, [21] shows that standard Q-learning methods are unstable with respect to
the time step and one has to rescale the learning rate according to the discretization. This
approach is precarious at the worst: in this paper, we will demonstrate that any arbitrary
discretization would invariably lead to (a sub-optimal) linear regret bound. (See §4). Thus it
remains a challenge to design a genuine continuous-time algorithm with provably sublinear
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regret bound, in parallel to the recent work of [12] for discrete-time LQ-RL.
Our work. This paper studies the continuous-time LQ-RL problem in an episodic setting.
We first show that naïve discretization and piecewise approximation with discrete-time RL
algorithms yields a linear regret with respect to the number of learning episodes. We then
propose an algorithm with continuous-time controls based on a regularized least-squares
estimation, and establish a sublinear regret bound in the order of O˜(N9/10) with N the
number of learning episodes. The analysis consists of two parts: error bound analysis for
the estimated parameters, which relies on properties of sub-exponential random variables
and double stochastic integrals; and perturbation analysis of the Riccati equation, which
exploits the regularity property of the continuous-time Riccati equation for its robustness.
The regret bound for the one-dimensional case improves to O˜(
√
N).
Most related works. Our algorithm is inspired by [12], which applies RL techniques to
the ergodic discrete-time LQ problems. However, as alluded earlier, considering a continuous-
time problem under an episodic setting makes the mathematical framework completely dif-
ferent and requires new analytical techniques. For instance, the algebraic equation in [12]
is substituted by an ODE system and one needs to explore the regularity property of the
Riccati equation. Moreover, our analysis for the estimation error exploits extensively proba-
bilistic properties of sub-exponential random variables and double stochastic integrals. This
probabilistic approach differs from the asymptotic sublinear regret analysis in [7]; it enables
us to establish the concentration inequality for the error bound and subsequently the exact
order of the sublinear regret bound. To the best of our knowledge, this is the first regret
bound for continuous-time LQ-RL problems.
Notations. Throughout the paper, and unless otherwise specified: ‖ · ‖2 denotes the ℓ2
norm; ‖ · ‖ denotes the sup - ℓ2 norm on interval [0, T ], i.e., ‖X‖ = supt∈[0,T ] ‖Xt‖2 for any
function X = (Xt)t∈[0,T ]; ‖·‖F denotes the Frobenius norm, i.e., ‖a‖F = (
∑n
i=1
∑m
j=1 |aij |2)1/2
for any a ∈ Rn×m; FW represents the filtration generated by Brownian motion W ; L2F(0, T )
denotes the class of stochastic processes U = (Ut)t∈[0,T ] adapted to filtration F and with
‖U‖L2 := (
∫ T
0
E[‖Ut‖22]dt)1/2 <∞; finally, I = In is the identity matrix in Rn×n.
2 Problem and Solution Approach
We consider a continuous-time finite horizon LQ-RL problem, in an episodic setting.
Classic LQ control. To start, let us recall the well-known formulation of LQ control
problem, when all the parameters are known to the controller. Fix a finite time horizon
T > 0, an l-dimensional Brownian motion W , known matrices A⋆ ∈ Rl×l and B⋆ ∈ Rl×d.
Consider the following dynamics Rl for X = (Xt)t≥0,
dXt = (A
⋆Xt +B
⋆Ut)dt+ dWt, X0 = 0, (2.1)
3
with U = (Ut)t≥0 a control in the control set A = L2FW (0, T ). The LQ control problem is
to find, among all admissible controls U ∈ A, the optimal control U⋆ which minimizes the
functional
J(U) = E
[∫ T
0
(Xt)
TQXt + (Ut)
TRUtdt
]
, (2.2)
where Q ∈ Rl×l, R ∈ Rd×d are known symmetric positive definite matrices. That is, the
problem is to solve for
J(U⋆) = min
U∈A
J(U). (2.3)
By classic results (see, e.g., [25] and the references therein), problem (2.3) has an explicit
solution: the optimal control U⋆ is given, in feedback form, by
U⋆t = K
⋆
tX
⋆
t , K
⋆
t = −R−1(B⋆)TP ⋆t , (2.4)
with P ⋆t the solution to the Riccati equation{
d
dt
P ⋆t + (A
⋆)TP ⋆t + P
⋆
t A
⋆ − P ⋆t (B⋆R−1(B⋆)T )P ⋆t +Q = 0, t ∈ (0, T ),
P ⋆T = 0.
(2.5)
More explicitly, the optimal state variable X⋆t and the optimal control U
⋆
t at time t ∈ [0, T ]
are given by
X⋆t =
∫ t
0
Φ⋆(s, t)dWs, U
⋆
t = K
⋆
t
∫ t
0
Φ⋆(s, t)dWs, (2.6)
where for 0 ≤ s ≤ t ≤ T we have set
Φ⋆(s, t) = exp
(∫ t
s
(A⋆ +B⋆K⋆u)du
)
. (2.7)
Episodic RL problem. Now assume that the matrices A⋆ and B⋆ are unknown. Then
the LQ problem becomes an LQ-RL problem: the controller’s objective is to search for the
optimal control while simultaneously learning the system, i.e., the matrices A⋆, B⋆. In an
episodic RL learning framework, the controller improves her knowledge of the underlying
dynamics Xt through successive learning episodes, in order to find a control that is close to
the optimal one.
Mathematically, it goes as follows. Let N ∈ N be the total number of learning episodes,
in each learning episode n = 1, . . . , N , a control Un is exercised, and the corresponding
controlled dynamics Xnt ∈ Rl evolve according to
dXnt = (A
⋆Xnt +B
⋆Unt )dt+ dW
n
t , X
n
0 = 0. (2.8)
Here W n ∈ Rl are independent Brownian motions defined on the same filtered probability
space, A⋆ ∈ Rl×l and B⋆ ∈ Rl×d are unknown matrices, Un ∈ Rd is a control process belong
to some admissible class An = L2FWn (0, T ). The cost of learning in each episode n is
J(Un) = E
[∫ T
0
(Xnt )
TQXnt + (U
n
t )
TRUnt dt
]
, (2.9)
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with Q ∈ Rl×l and R ∈ Rd×d known symmetric positive definite matrices.
The regret up to N ∈ N episodes and with the sequence of controls {Un}Nn=1 is defined
by
R(N) =
N∑
n=1
(
J(Un)− J(U⋆)
)
, (2.10)
where J(U⋆), defined in (2.3), is the value of the control problem when A⋆, B⋆ are known.
Practically, R(N) represents the lost value due to the fact that A⋆, B⋆ are unknown.
Solution approach. The focus of this paper is to provide bounds for the regret R(N).
First, we will first prove that with naïve discretization and piecewise constant approximation,
the regret will be linear with respect to N . Then, we will present an algorithm with a
sublinear regret bound with respect to N .
The idea of our algorithm is as follows. First, get an estimate of the parameters A⋆, B⋆;
then, solve the corresponding Riccati equation (2.5) with A⋆ and B⋆ replaced by their per-
spective estimates, which leads to a suitable candidate control.
The regret bound analysis for the algorithm has two key components: the error bound
analysis for the estimated parameters, and the perturbation analysis of the Riccati equation.
The first component relies on probabilistic properties of sub-exponential random variables
and double stochastic integrations, whereas the second part consists of analyzing the robust-
ness of Riccati equation through its regularity property.
3 Preliminaries
We here collect some technical definitions and results about double stochastic integrals and
sub-exponential random variables, which will be used throughout. Proofs are postponed to
Appendix.
We start by recalling the definition of sub-exponential random variables.
Definition 1 (sub-exponential). A random variableX with mean µ = E[X ] is sub-exponential
if there are positive numbers (ν, b) such that
E[eλ(X−µ)] ≤ eν2λ2/2, for all |λ| < 1/b.
Sub-exponential random variables have a well-known concentration inequality.
Lemma 1 ([24]). Take i.i.d. (ν, b) sub-exponential random variables X1, X2, . . . , Xn with
µ = E[Xi], then
P
(∣∣∣∣∣ 1n
n∑
k=1
Xk − µ
∣∣∣∣∣ ≥ t
)
≤
{
2e−
nt2
2ν2 for 0 ≤ t ≤ ν2
b
,
2e−
−nt
2b for t > ν
2
b
.
Sub-exponential random variables are closely related to sub-Gaussian random variables.
5
Definition 2 (sub-Gaussian). A random variable X with mean µ = E[X ] is sub-Gaussian
if there is a positive number σ such that
E[eλ(X−µ)] ≤ eσ2λ2/2 for all λ ∈ R.
In fact, the product of two sub-Gaussian random variables is sub-exponential.
Lemma 2. Suppose that X1, X2 are zero-mean and sub-Gaussian with parameters σ1 and
σ2, respectively. Then X1X2 is sub-exponential with parameters (ν, b) = (16σ1σ2, 16σ1σ2).
The following lemma connects sub-exponential random variables with double stochastic
integrals. Indeed, take an l-dimensional Brownian motion W and an integrable progressively
measurable stochastic process g(t, s) with values in the set of l × l matrices, and define
V g(t) =
∫ t
0
(∫ r
0
g(r, u)dW (u)
)T
dW (r), t ≥ 0.
Then we have the following.
Lemma 3. Assume that there exists some constant C such that |gi,j(t, s)| ≤ C for all
i, j = 1, . . . , l and all s, t ≥ 0, then V g(T ) is (ν, b) sub-exponential with ν = CT√d and
b = 2CT .
To deal with double stochastic integrations, a form of stochastic Fubini’s theorem is
handy.
Lemma 4 (Stochastic Fubini theorem, [23]). Let ψ : X × [0, T ] × Ω → R be progressively
measurable such that for almost all ω ∈ Ω,
∫
X
(∫ T
0
|ψ(x, t, ω)|2dt
)1/2
dµ(x) <∞.
Then for almost all ω ∈ Ω and for all t ∈ [0, T ],∫
X
(∫ t
0
ψ(x, r, ·)dWr
)
(ω)dµ(x) =
(∫ t
0
∫
X
ψ(x, t, ·)dµ(x)dWr
)
(ω).
Properties of sub-exponential random variables in Lemmas 2 and 3, combined with change
of orders in double integration from Lemma 4, lead to the following result.
Proposition 1. Let η1 and η2 be two arbitrary one-dimensional mean-zero normal random
variables, with variances bounded by σ2. Let f(t) : [0,∞)→ R and g1(t, s), g2(t, s) : [0,∞)×
[0,∞)→ R be bounded deterministic functions with a constant bound C > 0. LetW1(t), W2(t)
be two independent one-dimensional standard Wiener processes, independent of η1 and η2.
Then there exist constants ν, b > 0, depending only on σ and C, such that the following
terms are all (ν, b)-sub-exponential:
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1. η1η2;
2. η1
∫ T
0
f(t)
∫ t
0
g1(t, s)dW1(s)dt;
3.
∫ T
0
∫ t
0
g1(t, s)dWi(s)
∫ t
0
g2(t, s)dWj(s)dt, i, j = 1, 2;
4. η1
∫ T
0
f(t)dW1(t); and
5.
∫ T
0
∫ t
0
g1(t, s)dWi(s)dWj(t), i, j = 1, 2.
We will also rely on the following lemma.
Lemma 5 (Banach perturbation lemma, Theorem 2.5 in [20]). For matrices E, F ∈ Rn×n,
if F is invertible and ‖F−1E‖2 < 1, then F + E is invertible and ‖(F + E)−1 − F−1‖2 ≤
‖F−1‖22‖E‖2.
For the perturbation analysis, a tool to bound the gap between two stochastic processes
is needed.
Lemma 6 ((D.8) in [11]). For any two well-defined processes dYt = b(Yt)dt + dWt and
dY˜t = b˜(Y˜t)dt+ dWt, with the same initial state, we have
E[‖Y − Y˜ ‖2] ≤ C
∫ T
0
E[‖b(Yt)− b˜(Yt)‖22]dt,
for some constant C > 0.
4 Naïve Algorithms with Linear Regret
In this section, we show that naïvely solving the continuous-time LQ-RL problem by dis-
cretization and piecewise constant approximation leads to linear regret (i.e., Ω(N)).
To see this, take any δ > 0 and denote by ∆δ the discretizations (tk)
H
k=0 of the time
interval [0, T ], such that 0 = t0 < · · · < tH = T , max0≤k≤H−1(tk+1 − tk) > δ, with H ∈ N.
The admissible control set for the discretized setting is then
Aδ =
{
U ∈ Rd : U =∑k ukI[tk,tk+1), with uk ∈ FWtk and (tk)Hk=0 ∈ ∆δ} ⊆ L2FW (0, T ).
The following result shows that for any discretized algorithm the regret R(N) is linear
in N .
Theorem 1. If B⋆ 6= 0, then for any δ > 0, there exists ǫδ > 0 such that infU∈Aδ J(U) −
J(U⋆) ≥ ǫδ. Consequently, for any N ∈ N and any controls (Un)Nn=1in Aδ,
R(N) ≥ ǫδN. (4.1)
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Proof. It suffices to prove the first claim, the estimation on the regret is then immediate.
For the optimal control U⋆ ∈ A and any admissible control Uˆ ∈ A, let X⋆ and Xˆ be the
corresponding dynamics. We first show that
J(Uˆ)− J(U⋆) ≥ λmin(Q)‖Xˆ −X⋆‖2L2 + λmin(R)‖Uˆ − U⋆‖2L2 ,
where λmin(Q), λmin(R) are the smallest eigenvalues of the matrices Q,R.
Take any ǫ > 0 and define U ǫ = (1 − ǫ)U⋆ + ǫUˆ . Clearly U ǫ ∈ A. The corresponding
dynamics are given by Xǫ = (1− ǫ)X⋆ + ǫXˆ. We have
lim
ǫ→0
1
ǫ
(J(U ǫ)− J(U⋆))
= lim
ǫ→0
1
ǫ
E
[∫ T
0
(
(1− ǫ)X⋆t + ǫXˆt
)T
Q
(
(1− ǫ)X⋆t + ǫXˆt
)
dt
+
∫ T
0
(
(1− ǫ)U⋆t + ǫUˆt
)T
R
(
(1− ǫ)U⋆t + ǫUˆt
)
dt−
∫ T
0
(X⋆t )
TQX⋆t dt−
∫ T
0
(U⋆t )
TRU⋆t dt
]
= lim
ǫ→0
ǫE
[∫ T
0
(Xˆt −X⋆t )TQ(Xˆt −X⋆t )dt+
∫ T
0
(Uˆt − U⋆t )TR(Uˆt − U⋆t )dt
]
+ 2E
[∫ T
0
(
(Xˆt −X⋆t )TQX⋆t + (Uˆt − U⋆t )TRU⋆t
)
dt
]
= 2E
[∫ T
0
(
(Xˆt −X⋆t )TQX⋆t + (Uˆt − U⋆t )TRU⋆t
)
dt
]
.
The last equality holds because
0 ≤ E
[∫ T
0
(Xˆt −X⋆t )TQ(Xˆt −X⋆t )dt+
∫ T
0
(Uˆt − U⋆t )TR(Uˆt − U⋆t )dt
]
≤ 3
2
(
λmax(Q)(‖X⋆‖2L2 + ‖Xˆ‖2L2) + λmax(R)(‖U⋆‖2L2 + ‖Uˆ‖2L2)
)
<∞,
the last step holds because both X⋆ and Xˆ are in L2(0, T ) (see [25]).
We have shown that limǫ→0 1ǫ (J(U
ǫ)− J(U⋆)) exists and is independent of ǫ. Because of
the optimality of U⋆, we have limǫ→0+ 1ǫ (J(U
ǫ)− J(U⋆)) ≥ 0, limǫ→0− 1ǫ (J(U ǫ)− J(U⋆)) ≤ 0.
It then follows that for any admissible Uˆ ,
E
[∫ T
0
(
(Xˆt −X⋆t )TQX⋆t + (Uˆt − U⋆t )TRU⋆t
)
dt
]
= 0. (4.2)
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Thus
J(Uˆ)− J(U⋆) = E
[∫ T
0
(XˆTt QXˆt −X⋆tQX⋆t + UˆTt RUˆt − U⋆t RU⋆t )dt
]
= E
[∫ T
0
(XˆTt QXˆt −X⋆tQX⋆t + UˆTt RUˆt − U⋆t RU⋆t )dt
]
− E
[∫ T
0
(
(Xˆt −X⋆t )TQX⋆t + (Uˆt − U⋆t )TRU⋆t
)
dt
]
= E
[∫ T
0
(
XˆTt Q(Xˆt −X⋆t ) + UˆTt R(Uˆt − U⋆t )
)
dt
]
= E
[∫ T
0
(
XˆTt Q(Xˆt −X⋆t ) + UˆTt R(Uˆt − U⋆t )
)
dt
]
− E
[∫ T
0
(
(Xˆt −X⋆t )TQX⋆t + (Uˆt − U⋆t )TRU⋆t
)
dt
]
= E
[∫ T
0
(Xˆt −X⋆t )TQ(Xˆt −X⋆t )dt+
∫ T
0
(Uˆt − U⋆t )TR(Uˆt − U⋆t )dt
]
≥ λmin(Q)(‖Xˆ −X⋆‖2L2) + λmin(R)(‖Uˆ − U⋆‖2L2).
Now, take Uˆ ∈ Aδ we can find suitable interval [tk, tk+1) such that Uˆ ≡ uk in [tk, tk+1)
and tk+1− tk > δ. Recall that uk is a square-integrable random variable, and U⋆t = K⋆tX⋆t =
K⋆t
∫ t
0
Φ⋆(s, t)dWs, therefore
‖U⋆ − Uˆ‖2L2 ≥
∫ tk+1
tk
E
[‖U⋆t − uk‖22] dt =
∫ tk+1
tk
E
[
‖
∫ t
0
K⋆t Φ
⋆(s, t)dWs − uk‖22
]
dt
=
∫ tk+1
tk
{
E
[
‖
∫ t
0
K⋆t Φ
⋆(s, t)dWs‖22
]
+ 2E
[∫ t
0
uTkK
⋆
tΦ
⋆(s, t)dWs
]
+ E[‖uk‖22]
}
dt
≥
∫ tk+1
tk
∫ t
0
‖K⋆tΦ⋆(s, t)‖2Fdsdt.
Let τi = iδ/2 for i = 0, 1, . . . , Nδ = [2T/δ], τNδ+1 = T , and
ǫδ = min
0≤i≤Nδ
{∫ τi+1
τi
∫ t
0
‖K⋆t Φ⋆(s, t)‖2Fdsdt
}
.
Notice that K⋆t 6≡ 0 on any interval because otherwise (B⋆)TP ⋆ = 0 on that interval, which
contradicts with (2.5) and B⋆ 6= 0. Then by the continuity and the non-singularity of
Φ⋆(s, t), ǫδ > 0. Since tk+1 − tk > δ, there exists i such that [τi, τi+1] ⊆ [tk, tk+1]. Therefore
‖Uˆ − U⋆‖2 ≥ ǫδ. By the arbitrariness of Uˆ ∈ Aδ, infU∈Aδ J(U)− J(U⋆) ≥ ǫδ > 0.
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5 Algorithm with sublinear Regret Analysis
In this section, we will first propose a continuous-time RL algorithm for the LQ-RL problem
(2.10), and then show that this algorithm yields a sublinear regret.
Throughout this section, we assume, for ease of exposition, that the true parameter
Θ⋆ = (A⋆, B⋆) is in a convex and compact set Ω. We will show later how this assumption
can be fully removed.
5.1 Algorithm
The algorithm is characterized by several features:
- an ℓ2-regularized least-squares estimation for (A
⋆, B⋆);
- an independent Gaussian noise η added to the candidate controls, to encourage explo-
ration and to improve estimation accuracy; and
- a doubling trick when updating the estimate of (A⋆, B⋆), to save computational cost.
Regularized least-squares estimation. To understand the first component of the algo-
rithm, let us first see how to estimate parameters from any given controlled dynamics, and
how this regularized least-squares estimation comes into play.
Recall that if the true parameter Θ⋆ = (A⋆, B⋆) were known, the optimal control would
be U⋆t = K
⋆
tX
⋆
t , with K
⋆
t = −R−1(B⋆)TP ⋆t and P ⋆ solution to (2.5). Now, Θ⋆ is in fact
unknown, thus let Θˆ = (Aˆ, Bˆ) denote the present estimate for Θ⋆. The best guess for the
control to exert is then
Uˆt = KˆtXˆt, Kˆt = −R−1BˆT Pˆt, (5.1)
with Pˆ solution to the Riccati equation (2.5) with A⋆ and B⋆ replaced by Aˆ and Bˆ respec-
tively, which is{
d
dt
Pˆt + Aˆ
T Pˆt + PˆtAˆ− Pˆt(BˆR−1BˆT )Pˆt +Q = 0, t ∈ (0, T ),
PˆT = 0.
(5.2)
The corresponding controlled dynamics are
dXˆt = (Θ
⋆)T Zˆtdt+ dWt, X0 = 0, (5.3)
with ZˆTt = (Xˆ
T
t , Uˆ
T
t ). Therefore,
Zˆt(dXˆt)
T = ZˆtZˆ
T
t Θ
⋆dt+ Zˆt(dWt)
T ,
hence Θ⋆ can be expressed as
Θ⋆ =
(
E
[∫ T
0
ZˆtZˆ
T
t dt
])−1
E
[∫ T
0
Zˆt
(
dXˆt
)T]
. (5.4)
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That is, one can estimate Θ⋆ as function of the trajectory of the process (Xˆ, Zˆ).
Equation (5.4) suggests a practical rule to improve one’s estimate Θˆ for the true parameter
Θ⋆. More precisely, let Θˆ be the controller’s current estimate for Θ⋆. The corresponding
candidate control is given by (5.1) and the associated controlled dynamics are given by (5.3).
Take now m i.i.d. trajectories of the control and the corresponding state, which we denote
as (X
(i)
t , U
(i)
t ) for i = 1, 2, . . . , m, and update the estimate Θˆ by the following rule according
to (5.4):
Θˆ←−
(
1
m
m∑
i=1
∫ T
0
Z
(i)
t (Z
(i)
t )
Tdt+
1
m
I
)−1(
1
m
m∑
i=1
∫ T
0
Z
(i)
t
(
dX
(i)
t
)T)
, (5.5)
with (Z
(i)
t )
T =
(
(X
(i)
t )
T , (U
(i)
t )
T
)
. Thanks to the iterative procedure based on (5.5), the
controller can improve her estimate Θˆ by using the outcomes of a sequence of episodes. Note
the term 1
m
I here stabilizes the matrix to be invertible and vanishes as m→∞.
To see why this estimate procedure is called an ℓ2-regularized least-squares estimation
(see also [8]), take any Θ and define the ℓ2-regularized least-squares estimation error as
e(Θ) = trace(ΘTΘ) +
m∑
i=1
∫ T
0
[
(
.
X
(i)
t −ΘTZ(i)t )T (
.
X t −ΘTZt)− (
.
X
(i)
t )
T
.
X
(i)
t
]
dt, (5.6)
with
.
X tdt = dXt; then the estimator Θˆ in (5.5) is in fact the ℓ2-regularized least-squares
estimator for m episodes such that Θˆ = argminΘ e(Θ).
Now, two features can be added to the above iterative ℓ2-regularized least-squares esti-
mation procedure, in order to reduce the computational cost and to improve the estimation
accuracy.
Gaussian perturbation. The first feature is a Gaussian noise to encourage exploration.
That is, instead of exerting control Uˆt in (5.1), one exerts its noisy version Uˆ
η
t to encourage
more exploration, with
Uˆηt = Uˆt + η,
Here η ∼ N (0, σ2Id), for some appropriate choice of σ > 0, to be specified later.
Doubling trick. The second feature is a doubling trick in the regularized least-squares
procedure described above. Instead of adopting a fixed value for the number m of episodes
between two successive updates of the estimate Θˆ, the number m doubles after each update.
This helps reducing the computational costs, as updating Θˆ relies on solving computationally
expensive Riccati equations.
Algorithm 1 below summarizes the procedure. In this algorithm, Xˆnt is the state trajec-
tory following control (Uˆηt )
n, and lower-case letters denote samples/realizations of random
variables. Notice that the least-squares estimator is projected to Ω in each update, with
superscript P denoting the projected estimator.
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Algorithm 1 Continuous-Time RL for LQR with Projection (LQR-cont-RL-P)
1: Input: Initial parameter ΘˆP0 , initialization number of episodes T0 > 0, exploration
sequence 1 ≥ σj > 0 (j ≥ 0).
2: for j = 0, 1, · · · do
3: Solve the Riccati equation with Θˆ = ΘˆPj to get Pˆ
j
t and the controller Kˆ
j
t .
4: Execute the control (Uˆηt )
n = Kˆjt Xˆ
n
t + η
n
j for Tj = 2
jT0 consecutive episodes n =∑j−1
i=0 Ti, . . . ,
∑j
i=0 Ti − 1, with ηnj i.i.d.∼ N (0, σ2j Id), and collect the trajectory data xˆnt
and uˆnt in these episodes.
5: Obtain Θˆj+1 using least-squares (5.5) and the trajectories xˆ
n
t and (uˆ
η
t )
n (n =∑j−1
i=0 Ti, . . . ,
∑j
i=0 Ti − 1) collected above.
6: Project Θˆj+1 to Ω to get Θˆ
P
j+1.
7: end for
5.2 Regret Analysis for Algorithm 1
We now show that Algorithm 1 yields a sublinear regret bound.
Theorem 2. Suppose that Θ⋆ lies in a convex and compact set Ω. In Algorithm 1, take the
noise variance as σj = 2
−j/10 (j ≥ 0). For any 0 < δ < 1/2, with probability at least 1− 2δ,
the regret R(N) of Algorithm 1 defined by (2.10), is upper bounded by
O
(
N
9
10 (logN)
3
2 log2(1/δ)
)
.
Before the proof, let us first specify some notations.
• For any parameter Θ = (A,B), let Uηt be the control which satisfies
dXt = (A
⋆Xt+B
⋆Uηt )dt+dWt, U
η
t = KtXt+η, Kt = −R−1BTPt, η ∼ N (0, σ2I),
(5.7)
with Pt the solution to the Riccati equation (5.2) with parameter Θ = (A,B). Define
Uη to be the set of all such controls with σ2 < 1.
• Let ZTt = (XTt , (Uηt )T ), where Xt is the corresponding controlled dynamics. Then by
(5.4), the true parameter Θ⋆ satisfies the following relation:
Θ⋆ = V −1Y, V = E
[∫ T
0
ZtZ
T
t dt
]
, Y = E
[∫ T
0
Zt (dXt)
T
]
.
With these notations, the proof of Theorem 2 consists of three steps.
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- The first step (see §5.2.1) provides an estimate on ‖Θˆ − Θ⋆‖2, where Θ⋆ is the true
parameter and Θˆ is the approximation obtained through the regularized least-squares
procedure in (5.5).
- The second step (see §5.2.2) gives an estimate on |J(U⋆) − J(Uη)|, where U⋆ is the
true optimal control and Uη is a suitable candidate control.
- The final step (see §5.2.3) estimates the regret R(N) for the controls {(Uˆη)n}Nn=1 in
Algorithm 1, thus establishing Theorem 2.
5.2.1 Step 1: Error Bounds for Parameter Estimation
The goal of this section is to analyze the error bounds of ‖Θˆ−Θ⋆‖2, where Θˆ is the estimator
defined in (5.5) with controls Uη chosen from set Uη and associated with Θ.
That is, let (X
(i)
t , Z
(i)
t )t∈[0,T ], i = 1, . . . , m, be i.i.d. copies of (Xt, Zt). Following (5.5), the
estimator Θˆ is
Θˆ = (Vˆ + 1
m
I)−1Yˆ, Vˆ =
1
m
m∑
i=1
∫ T
0
Z
(i)
t (Z
(i)
t )
Tdt, Yˆ =
1
m
m∑
i=1
∫ T
0
Z
(i)
t
(
dX
(i)
t
)T
.
Then Proposition 1 and Lemma 1 suggest the following concentration inequality.
Lemma 7 (concentration inequality). For any constant C > 0, there exist constants ν, b >
0, such that
P(‖Vˆ − V ‖2 ≥ ǫ), P(‖Yˆ − Y ‖2 ≥ ǫ) ≤
{
2Ml,d exp(− mǫ22M2
l,d
ν2
), for 0 ≤ ǫ ≤ ν2
b
,
2Ml,d exp(− mǫ2Ml,db), for ǫ > ν
2
b
,
(5.8)
for any Θ such that ‖Θ‖2 ≤ C. Here Ml,d is a polynomial of l, d. The constants ν, b only
depend on the problem parameters (i.e., A⋆, B⋆, Q, R, T ) and the constant C.
Moreover, we have
Lemma 8. For any C > 0, there exists CˆV > 0, such that λmin(V ) ≥ CˆV σ2 > 0 for any Θ
such that ‖Θ‖2 ≤ C, and hence ‖V −1‖2 ≤ 1CˆV σ2 .
Based on Lemmas 7 and 8, the proof of which can be found in Appendix, we obtain the
following estimation error for ‖Θˆ−Θ⋆‖2.
Proposition 2 (Estimation Error). Suppose ‖Θ‖2 ≤ C. Then for any 0 < δ < 1/2, with
probability at least 1− 2δ,
‖Θˆ−Θ⋆‖2 ≤ Dσ−4
(√
log(1/δ)
m
+
log(1/δ)
m
+
log2(1/δ)
m2
+
1
m
)
,
where the constant D only depends on problem parameters (i.e., A⋆, B⋆, Q, R, T ) and C.
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Proof. Notice that
‖Θˆ−Θ⋆‖2 = ‖(Vˆ + 1mI)−1Yˆ − V −1Y ‖2
≤ ‖(Vˆ + 1
m
I)−1 − V −1‖2‖Yˆ ‖2 + ‖V −1‖2‖Yˆ − Y ‖2. (5.9)
We now estimate each term in the right-hand side. By Lemma 5,
‖(Vˆ + 1
m
I)−1 − V −1‖2 ≤ ‖V −1‖22‖(Vˆ + 1mI)− V ‖2.
Meanwhile, Lemma 7 suggests that with probability at least 1− 2δ,
‖(Vˆ + 1
m
I)− V ‖2 ≤ l+dm + δm, ‖Yˆ − Y ‖2 ≤ δm, (5.10)
where δm is given by
δm = max


√
2ν2M2l,d
m
log
(
Ml,d
δ
)
,
2bMl,d
m
log
(
Ml,d
δ
)
 . (5.11)
Moreover, we have
‖Yˆ ‖2 ≤ ‖Y ‖2 + ‖Yˆ − Y ‖2, (5.12)
which can be further estimated by (5.10). Combined, we get
‖Θˆ−Θ⋆‖2 ≤ ‖V −1‖22( l+dm + δm)(‖Y ‖2 + δm) + ‖V −1‖2 δm, (5.13)
with probability at least 1 − 2δ. Now the proof is complete, given the estimate of ‖V −1‖2
from Lemma 8 and the boundedness of ‖Y ‖2 due to the boundedness of Θ.
5.2.2 Step 2: Perturbation Analysis
In this section we estimate the error for |J(U⋆)− J(Uη)|, with U⋆ as in (2.4), Uη as in (5.7),
the functional J(·) as in (2.2).
Proposition 3 (Perturbation bound). Suppose that ‖Θ‖2 ≤ C for some constant C > 0.
Then for any Cǫ > 0, there exist L1, L2, C˜1, C˜2 > 0, such that for any 0 < ǫ ≤ Cǫ, if
‖Θ−Θ⋆‖2 ≤ ǫ, then
‖K −K⋆‖ ≤ (L1 + L2Cǫ)ǫ, |J(Uη)− J(U⋆)| ≤ (C˜1 + C˜2Cǫ)ǫ+ Cˆσ. (5.14)
Proof. (i) By the definition of K⋆, K, we have
‖K⋆ −K‖ ≤ ‖R‖2‖P ⋆‖‖B⋆ −B‖2 + ‖R‖2‖B⋆‖2‖P ⋆ − P‖,
and it suffices to focus on ‖P ⋆−P‖. Since the Riccati equation as an ODE is jointly smooth
with respect to parameter Θ, by [22, page 33] the solution to the Riccati equation is C2
jointly in (t,Θ). Now if we denote Pt(Θ) to emphasize its dependence on the paratemter Θ,
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then P (ǫ, t) := Pt(Θ
⋆ + ǫ(Θ −Θ⋆)) is C2 in (ǫ, t); moreover, given that ǫ ≤ Cǫ, we have for
fixed t ∈ [0, T ],
‖P (ǫ, t)− P (0, t)− ǫMt‖2 ≤ L0ǫ2
for some constant L0 > 0. Here
Mt = ∂ǫP (ǫ, t)|ǫ=0.
Notice that M is C2 in t, thus ‖M‖ is well-defined and M is independent of ǫ. Then
‖P ⋆ − P‖ ≤ ǫ‖M‖ + L0ǫ2 ≤ (‖M‖ + L0Cǫ)ǫ.
Collecting all the estimates together, the bound for ‖K − K⋆‖ in (5.14) can be obtained,
with
L1 = ‖R‖2(‖P ⋆‖+ ‖B⋆‖2‖M‖), L2 = ‖R‖2‖B⋆‖2L0.
(ii) Plugging the expression of U⋆ into J(U⋆) in (2.2) yields
J(U⋆) = E
[ ∫ T
0
(X⋆t )
′N⋆t X
⋆
t dt
]
,
dX⋆t =
(
A⋆ − B⋆R−1(B⋆)′P ⋆t
)
X⋆t dt+ dWt,
where N⋆t is defined as
N⋆t = Q + (K
⋆
t )
′RK⋆t = Q+ (P
⋆
t )
′B⋆R−1(B⋆)′P ⋆t , t ∈ [0, T ].
Similarly, plugging the expression of Uη into J(Uη) in (2.2), leads to
J(Uη) = E
[ ∫ T
0
(
X ′tNtXtdt+ η
′Rη + η′RKtXt +X ′tK
′
tRη
)
dt
]
,
dXt =
(
(A⋆ − B⋆R−1B′Pt)Xt +B⋆η
)
dt+ dWt,
where Nt is defined as
Nt = Q +K
′
tRKt = Q+ P
′
tBR
−1B′Pt, t ∈ [0, T ].
For each t ∈ [0, T ],
|(X⋆t )′N⋆t X⋆t −X ′tNtXt| ≤ |(X⋆t −Xt)′N⋆t X⋆t |+ |X ′t(N⋆t −Nt)X⋆t |+ |X ′tNt(X⋆t −Xt)|
≤ ‖X⋆ −X‖‖N⋆‖‖X⋆‖+ ‖X‖‖N⋆ −N‖‖X⋆‖+ ‖X‖‖N‖‖X⋆ −X‖.
Therefore
|J(U⋆)− J(Uη)| ≤
∫ T
0
E[|(X⋆t )′N⋆tX⋆t −X ′tNtXt − η′Rη − η′RKtXt −X ′tKtRη|]dt
≤ T E
[
‖X⋆ −X‖‖N⋆‖‖X⋆‖+ ‖X‖‖N⋆ −N‖‖X⋆‖+ ‖X‖‖N‖‖X⋆ −X‖
+ ‖R‖2 ‖η‖22 + 2‖η‖2‖R‖2‖K‖‖X‖
]
≤ T
(
‖N‖
√
E[‖X⋆ −X‖2]
√
E[‖X⋆‖2] + ‖N⋆ −N‖
√
E[‖X‖2]
√
E[‖X⋆‖2]
+ ‖N‖
√
E[‖X⋆ −X‖2]
√
E[‖X‖2] + ‖R‖2E
[‖η‖22]+ 2√E[‖η‖22] ‖R‖2‖K‖√E[‖X‖2]).
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We now estimate each term in the right-hand side of this last inequality. Applying Lemma
6 to X⋆, X, we see
E[‖X⋆ −X‖2] ≤ C ′T
(
‖(A⋆ − B⋆R−1(B⋆)′P ⋆t )− (A⋆ −B⋆R−1B′Pt)‖2E[‖X⋆‖2] + ‖B‖22E[‖η‖22]
)
≤ C ′T‖B⋆‖22
(
E[‖X⋆‖2]‖K⋆ −K‖2 + E[‖η‖22]
)
for some constant C ′. Meanwhile, by the definition of N⋆, N ,
‖N⋆ −N‖ ≤ (‖K⋆‖+ ‖K‖)‖R‖2‖K⋆ −K‖. (5.15)
Finally, an estimate of ‖K⋆ −K‖ can be obtained by (i).
Now putting all these estimates together, and by compactness of {Θ : ‖Θ‖2 ≤ C}, there
exist constants CN , CX and CK such that ‖N‖ ≤ CN , max{
√
E[‖X‖2],√E[‖X⋆‖2]} ≤ CX
and max{‖K‖, ‖K⋆‖} ≤ CK for any ‖Θ‖2 ≤ C, comes the bound for |J(Uη) − J(U⋆)| in
(5.14) with
C˜1 = TL1C
2
X(CN
√
C ′T‖B⋆‖2 + 2CK‖R‖2),
C˜2 = TL2C
2
X(CN
√
C ′T‖B⋆‖2 + 2CK‖R‖2),
C˜ = T (CNCX
√
C ′T‖B⋆‖2 + ‖R‖2 + 2CKCX‖R‖2).
5.2.3 Step 3: Proof of Theorem 2
Since in each step Θˆ is projected to Ω, there is a natural uniform upper bound on ‖ΘˆPj ‖ via
iterations.
Define δj := δ/2
j for j ≥ 0. By proposition 2, it is clear that with probability at least
1− 2δj+1,
‖Θˆj+1 −Θ⋆‖2 ≤ ǫj+1 := Dσ−4j+1(
√
log(1/δj+1)/Tj + log(1/δj+1)/Tj + log
2(1/δj+1)/T
2
j + 1/Tj)
=D22/5(2−j/10
√
(log(1/δ) + (j + 1) log 2)/T0 + 2
−3j/5(log(1/δ) + (j + 1) log 2)/T0+
+ 2−8j/5(log(1/δ) + (j + 1) log 2)2/T 20 + 2
−j/T0),
with D the constant in Proposition 2 with C = supΘ∈Ω ‖Θ‖2.
Now, by the union probability bounds, with probability at least 1− 2δ,
‖ΘˆPj+1 −Θ⋆‖2 ≤ ‖Θˆj+1 −Θ⋆‖2 ≤ ǫj+1 ≤ D22/5(2−j/10
√
(log(1/δ) + (j + 1) log 2)/T0
+ 2−3j/5(log(1/δ) + (j + 1) log 2)/T0 + 2−8j/5(log(1/δ) + (j + 1) log 2)2/T 20 + 2
−j/T0)
for all j ≥ 0.
Finally, let L := L1 + L2Cǫ, with L1, L2 the constants from Proposition 3 and
Cǫ := sup
Θ∈Ω
‖Θ−Θ⋆‖2 <∞.
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Then since the j-th estimate is further updated after Tj = 2
jT0 episodes, by applying Propo-
sition 3 by setting Θ to be ΘˆPj+1 for all j ≥ 1 respectively, we see that for any δ ∈ (0, 1/2),
with probability at least 1− 2δ, the regret is bounded by
R(N) ≤
⌈logN⌉∑
j=0
T0+···+Tj−1∑
n=T0+···+Tj−1
(
J(Uˆn)− J(U⋆)
)
≤
⌈logN⌉∑
j=0
Tj
(
C˜ǫj + Cˆσj
)
= O
(
log2(1/δ)N
9
10 (logN)
3
2
)
,
with C˜ := C˜1 + C˜2Cǫ and C˜1, C˜2, Cˆ all constants from Proposition 3, and by specifying
deterministic constant ǫ0 := ‖ΘˆP0 −Θ⋆‖2.
6 Discussion
In this section, we discuss two aspects of the regret analysis Theorem 2 for Algorithm 1.
First, by properly modifying the algorithm, we remove the assumption that Θ⋆ belongs to a
compact and convex set Ω; secondly, we show that the analysis simplifies when l = 1, with
improved regret bound in the order of O˜(
√
N).
6.1 No Prior Knowledge of (A⋆, B⋆)
Up to now, we have always assumed that the true parameter Θ⋆ = (A⋆, B⋆) belongs to a
compact and convex set Ω. In the most general learning setting, one may not have any
prior knowledge on Θ⋆. To achieve the same regret bound in this general case, the key
modification for the algorithm is to remove the projection step, and instead to choose a
sufficiently long initialization step T0 so as to guarantee some uniform upper bounds for all Θˆj .
This modification would ensure similar error bound analysis, and in particular applications
of Propositions 2 and 3.
Below is the modified version of Algorithm 1, with the removal of the projection step.
The following result establishes a sublinear upper bound for Algorithm 2. Notice that the
bound is similar to the one established in Proposition 2, while an additional assumption on
T0 is needed.
Theorem 3. Let R(N) be the regret of Algorithm 2, as defined in (2.10). Then there exists
a constant D0 ≥ 1 with the following property: for any 0 < δ < 1/2, if T0 ≥ D20 log(1/δ) and
σj = 2
−j/10 (j ≥ 0), then, with probability at least 1− 2δ, the regret R(N) is upper bounded
by
O
(
N
9
10 (logN)
3
2 log(1
δ
)
)
.
Proof. The key is to establish a uniform bound on Θˆj .
Let us start by taking L := L1 +L2Cǫ with L1, L2 the constants from Proposition 3 and
Cǫ := supj≥0 2
2/5(2−j/10
√
j + 2 + 2−3j/5(j + 2)) <∞.
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Algorithm 2 Continuous-Time RL for LQR (LQR-cont-RL)
1: Input: Initial parameter Θˆ0, initialization number of episodes T0 > 0, exploration se-
quence 1 ≥ σj > 0 (j ≥ 0).
2: for j = 0, 1, · · · do
3: Solve the Riccati equation with Θˆ = Θˆj to get the matrices Pˆ
j
t and Kˆ
j
t .
4: Execute the control (Uˆηt )
n = Kˆjt Xˆ
n
t + η
n
j for Tj = 2
jT0 consecutive episodes n =∑j−1
i=0 Ti, . . . ,
∑j
i=0 Ti − 1, with ηnj i.i.d.∼ N (0, σ2j Id), and collect the trajectory data xˆnt
and uˆnt in these episodes.
5: Obtain Θˆj+1 using least-squares (5.5) and the trajectories xˆ
n
t and (uˆ
η
t )
n (n =∑j−1
i=0 Ti, . . . ,
∑j
i=0 Ti − 1) collected above.
6: end for
In addition, define δj := δ/2
j for j ≥ 0, C0 := max{‖Θ0‖2, ‖Θ⋆‖2 + Cǫ}, and let D0 be the
corresponding coefficient D from Proposition 2 (w.r.t. C = C0). Suppose without loss of
generality that D0 ≥ 1; otherwise, replace D0 by max{D0, 1}.
We now prove by induction that for any j ≥ 0, with probability at least 1− 2δj+1,
‖Θˆj+1−Θ⋆‖2 ≤ ǫj+1 := 22/5(2−j/10
√
j + 2+2−3j/5(j+2)+ 2−8j/5(j+2)2+2−j/ log 2) ≤ Cǫ,
which also ensures that ‖Θˆj+1‖2 ≤ C0.
First, by Proposition 2, since ‖Θ0‖2 ≤ C0, we have that for δ1 = δ/2, with probability at
least 1− 2δ1,
‖Θˆ1 −Θ⋆‖2 ≤ ǫ1 := D022/5(
√
(log(1/δ) + log 2)/T0 + (log(1/δ) + log 2)/T0
+ (log(1/δ) + log 2)2/T 20 + 1/T0)
≤ 22/5(6 +
√
2 + 1/ log 2) ≤ Cǫ.
Here the second to last inequality holds due to T0 ≥ D20 log(1/δ) and D0 ≥ 1.
Now suppose that for j ≥ 1, ‖Θˆj−Θ⋆‖2 ≤ Cǫ. Then ‖Θˆj‖2 ≤ C0, and again by Theorem
2, we have that with probability at least 1− 2δj+1,
‖Θˆj+1 −Θ⋆‖2 ≤ ǫj+1 := D0σ−4j+1(
√
log(1/δj+1)/Tj + log(1/δj+1)/Tj)
= 22/5(2−j/10
√
(log(1/δ) + (j + 1) log 2)/T0 + 2
−3j/5(log(1/δ) + (j + 1) log 2)/T0
+ 2−8j/5(log(1/δ) + (j + 1) log 2)2/T 20 + 2
−j/T0)
≤ 22/5(2−j/10
√
j + 2 + 2−3j/5(j + 2) + 2−8j/5(j + 2)2 + 2−j/ log 2) ≤ Cǫ.
By the induction above and the union probability bounds, one can see that with probability
at least 1− 2δ,
‖Θˆj+1 −Θ⋆‖2 ≤ ǫj+1 ≤ 22/5(2−j/10
√
j + 2 + 2−3j/5(j + 2) + 2−8j/5(j + 2)2 + 2−j/ log 2) ≤ Cǫ
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for all j ≥ 0. Now the regret bound can be established following the similar steps in the
proof of Theorem 2.
6.2 Exploration-Free for l = d = 1
In the special case where l = d = 1, we may drop the extra exploration term η in the control.
Instead, we add an additional assumption on the set Ω and to ensure that the controlled
dynamics would not degenerate to ensure an analogue version of Lemma 8.
For each Θ = (A,B) ∈ Ω, let Ut be the control which satisfies
dXt = (A
⋆Xt +B
⋆Ut)dt+ dWt, Ut = KtXt, Kt = −R−1BTPt, (6.1)
with Pt solution to the Riccati equation (5.2) with parameter Θ = (A,B). Define U to be
the set of all such controls.
Now, removing the exploration term η in Algorithm 1 leads to the following modified
algorithm for l = d = 1. Corresponding regret bounds can be established once the estimation
error and the perturbation error are analyzed.
Algorithm 3 Exploration free LQR-cont-RL
1: Input: Initial parameter ΘˆP0 , initialization number of episodes T0 > 0.
2: for j = 0, 1, · · · do
3: Solve the Riccati equation with Θˆ = ΘˆPj to get Pˆ
j
t and the controller Kˆ
j
t .
4: Execute the control Uˆnt = Kˆ
j
t Xˆ
n
t for Tj = 2
jT0 consecutive episodes n =∑j−1
i=0 Ti, . . . ,
∑j
i=0 Ti− 1 and collect the trajectory data xˆnt and uˆnt in these episodes.
5: Obtain Θˆj+1 using least-squares (5.5) and the trajectories xˆ
n
t and uˆ
n
t (n =∑j−1
i=0 Ti, . . . ,
∑j
i=0 Ti − 1) collected above.
6: Project Θˆj+1 to Ω to get Θˆ
P
j+1.
7: end for
Indeed, analogous to Lemma 8, we have the following lemma, (its proof can be found in
the Appendix).
Lemma 9. When l = d = 1, assume Θ⋆ = (A⋆, B⋆) is in a convex and compact set Ω
which satisfies Ω ∩ {(A′, B′) : B′ = 0} = ∅. There exists λ0 > 0, such that for any Θ ∈ Ω,
λmin(V ) ≥ λ0 > 0, where V = E
[∫ T
0
ZtZ
T
t dt
]
with Ut ∈ U defined as (6.1), ZTt = (XTt , UTt )
the corresponding control and controlled dynamics. Here λ0 depends only on the problem true
parameters.
To get the regret bound, take any Θ ∈ Ω. Let U ∈ U be the optimal control under param-
eter Θ in (6.1). Let ZTt = (X
T
t , U
T
t ) and (X
(i)
t , Z
(i)
t )t∈[0,T ], for i = 1, . . . , m, be i.i.d. copies of
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(Xt, Zt). Recall that the regularized least-squares estimator Θˆ is
Θˆ = (Vˆ + 1
m
I)−1Yˆ,
where
Vˆ =
1
m
m∑
i=1
∫ T
0
Z
(i)
t (Z
(i)
t )
Tdt, Yˆ =
1
m
m∑
i=1
∫ T
0
Z
(i)
t
(
dX
(i)
t
)T
.
Then, by replacing Lemma 9 for Lemma 8 in the proof of Proposition 2, we have the
following result, parallel to Proposition 2.
Proposition 4. Under the same assumption as in Lemma 9. Then for any Θ ∈ Ω and any
0 < δ < 1/2, with probability at least 1− 2δ,
‖Θˆ−Θ⋆‖2 ≤ D′
(√
log(1/δ)
m
+
log(1/δ)
m
+
log2(1/δ)
m2
+
1
m
)
,
where constant D′ only depends on problem parameters (i.e., A⋆, B⋆, Q, R, T ) and Ω.
Meanwhile, revisiting the proof of Proposition 3 and dropping all the η terms, we have
the corresponding perturbation analysis.
Proposition 5. Suppose that ‖Θ‖2 ≤ C for some constant C > 0. Then for any Cǫ > 0,
there exist L1, L2, C˜1, C˜2 > 0, such that for any 0 < ǫ ≤ Cǫ, if ‖Θ−Θ⋆‖2 ≤ ǫ, then
|J(U)− J(U⋆)| ≤ (C˜1 + C˜2Cǫ)ǫ, (6.2)
where U is the control in the set U associated with parameter Θ (see (6.1)).
Combined, we get the following regret bound for Algorithm 3.
Theorem 4. Under the same assumption as in Lemma 9, for any 0 < δ < 1/2, with
probability at least 1−2δ, the regret R(N) of Algorithm 3, defined by (2.10), is upper bounded
by
O
(√
N(logN)
3
2 log2(1/δ)
)
.
Appendix: Additional Proofs
We here provide the proofs of Lemma 2, Lemma 3, Lemma 7, Lemma 8, and Lemma 9.
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Proof of Lemma 2.
E[eλ(X1X2−E[X1X2])] = 1 +
∞∑
k=2
λkE
[
(X1X2 − E[X ′1X ′2])k
]
k!
≤ 1 +
∞∑
k=2
λk2k−1(E[|X1X2|k] + E[|X ′1X ′2|]k)
k!
≤ 1 +
∞∑
k=2
λk2k
√
E[|X1|2k]E[|X2|2k]
k!
≤ 1 +
∞∑
k=2
λk2k(2σ1σ2)
k(2k)Γ(k)
k!
= 1 + 2(4λσ1σ2)
2
∞∑
k=0
(4λσ1σ2)
k
≤ 1 + 4(4λσ1σ2)2 = 1 + 64λ2σ21σ22 for |λ| ≤ 1/(16σ1σ2)
≤ e(λ8σ1σ2)2 ≤ e(λ16σ1σ2)2/2,
(6.3)
and hence the conclusion follows. In the above we have used X ′1, X
′
2 to refer to inde-
pendent copies of X1, X2, the fact a sub-Gaussian random variable X with parameter σ
satisfies E[|X|k] ≤ (2σ2)k/2kΓ(k/2) (which itself follows from integrating the sub-Gaussian
tail bound), the Cauchy-Schwartz inequalities, and the elementary identity (a + b)k ≤
2k−1(ak + bk).
Proof of Lemma 3. Following the proof of Lemma 3.2 in [4] we have for any positive λ′ < 1
2T
,
E[exp(2λ′V g/C(T ))] ≤ E[exp(2λ′V Id(T ))] =
(
1√
1− 2λ′T exp(−λ
′T )
)d
.
It can be shown that 1√
1−2λ′T exp(−λ′T ) ≤ exp(2λ′2T 2) when |λ′T | < 1/4. Then for any
positive λ′ < 1
4T
, we have
E[exp(2λ′V g/C(T ))] ≤ exp(2dλ′2T 2).
Let λ = 2λ
′
C
. Then for any positive λ < 1
2CT
, we have
E[exp(λV g(T ))] = E[exp(2λ′V g/C(T ))] ≤ exp(dC2T 2λ2/2).
For negative λ > − 1
2CT
, plug in matrix function −g/C and λ′ = −Cλ/2, the same
argument follows. This shows that V g(T ) is (ν, b) sub-exponential with ν = CT
√
d and
b = 2CT .
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Remark 1. In [4] Lemma 3.2, the function g only has one argument. But the proof also
works for the case with two arguments here.
Proof of Lemma 7. Let ‖ · ‖1 be the element-wise vector ℓ1 norm. Firstly, notice
‖ ∫ T
0
Zt(Zt)
Tdt− V ‖1 =
∑l
i=1
∑l
j=1
∣∣∣∫ T0 Xi(t)Xj(t)dt− E [∫ T0 Xi(t)Xj(t)dt]∣∣∣
+2
∑l
i=1
∑d
j=1
∣∣∣∫ T0 Xi(t)Uηj (t)dt− E [∫ T0 Xi(t)Uηj (t)dt]
∣∣∣
+
∑d
i=1
∑d
j=1
∣∣∣∫ T0 Uηi (t)Uηj (t)dt− E [∫ T0 Uηi (t)Uηj (t)dt]∣∣∣ ,
(6.4)
and
‖ ∫ T
0
Zt (dXt)
T − Y ‖1 ≤
∑l
i=1
∑l
j=1
∣∣∣∫ T0 Xi(t)(∑lm=1A⋆j,mXm(t) +∑dm=1B⋆j,mUηm(t)) dt
− E
[∫ T
0
Xi(t)
(∑l
m=1A
⋆
j,mXm(t) +
∑d
m=1B
⋆
j,mU
η
m(t)
)
dt
]∣∣∣
+
∑l
i=1
∑l
j=1
∣∣∣∫ T0 Xi(t)dWj(t)− E [∫ T0 Xi(t)dWj(t)]∣∣∣
+
∑d
i=1
∑l
j=1
∣∣∣∫ T0 Uηi (t)(∑lm=1A⋆j,mXm(t) +∑dm=1B⋆j,mUηm(t)) dt
− E
[∫ T
0
Uηi (t)
(∑l
m=1A
⋆
j,mXm(t) +
∑d
m=1B
⋆
j,mU
η
m(t)
)
dt
]∣∣∣
+
∑d
i=1
∑l
j=1
∣∣∣∫ T0 Uηi (t)dWj(t)− E [∫ T0 Uηi (t)dWj(t)]∣∣∣ .
(6.5)
Hence (5.8) can be reduced to the concentration inequalities of each summand on the
right-hand sides of (6.4) and (6.5).
Now, notice that the Uηt , Xt can be explicitly written as
Xt =
(
η
∫ t
0
ΦK(s, t)ds+
∫ t
0
ΦK(s, t)dWs
)
,
Uηt = KtXt + η = Kt
(
η
∫ t
0
ΦK(s, t)ds+
∫ t
0
ΦK(s, t)dWs
)
+ η,
for Kt defined in (5.7) and Φ
K(s, t) = exp(
∫ t
s
(A + BKu)du). Using Ito’s integral represen-
tation (6.2), one can further expand the right-hand sides of (6.4) and (6.5) into multiple
summands, each of which falls into one of the five categories described in Proposition 1. Fur-
thermore, by the boundedness of Θ, there is a uniform bound for all the functions appeared
in Proposition 1.
Now using Proposition 1, one immediately arrives at the sub-exponential property and
the concentration inequalities
P(‖Vˆ − V ‖1 ≥ ǫ), P(‖Yˆ − Y ‖1 ≥ ǫ) ≤


2M˜l,d exp(− mǫ22M˜2
l,d
ν2
), for 0 ≤ ǫ ≤ ν2
b
,
2M˜l,d exp(− mǫ2M˜l,db), for ǫ >
ν2
b
,
(6.6)
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by dividing and assigning δ equally for all the inner-most summands. Here M˜l,d = O(l
3 +
2l2d+ ld2 + l2 + ld).
Finally, noticing that for any matrix G ∈ Rp×q, ‖G‖1 ≤ q√p‖G‖2, one immediately arrive
at the desired concentration inequalities (5.8), with Ml,d = (l + d)
2M˜l,d.
Proof of Lemma 8. For notational simplicity, let Ct =
∫ t
0
ΦK(s, t)ds andDt =
∫ t
0
ΦK(s, t)dWs.
Then for fixed Θ (bounded), Kt defined in (5.7) is bounded, Ct is a bounded deterministic
(matrix) function and Dt is a random matrix function with Gaussian random entries with
zero mean and bounded variances. Also notice that Dt and η are independent. Using this
notation, we have Xt = Ctη +Dt and U
η
t = KtCtη +KtDt + η, with E[η] = 0.
Now define
Vt =
(
E[XtX
T
t ] E[XtX
T
t K
T
t ]
E[KtXtX
T
t ] E[KtXtX
T
t K
T
t ] + σ
2Id
)
.
Then V =
∫ T
0
Vtdt and
Vt  σ2
(
CtC
T
t CtC
T
t K
T
t
KtCtC
T
t KtCtC
T
t K
T
t + Id
)
.
Finally, by Lemma F.6 in [6],(
CtC
T
t CtC
T
t K
T
t
KtCtC
T
t KtCtC
T
t K
T
t + Id
)

( 1
2‖KtCtCTt KTt ‖2+1
CtC
T
t 0
0 1
2
I
)
.
Then
λmin(V ) ≥ σ2λmin
((∫ T
0
1
2‖KtCtCTt KTt ‖2+1
CtC
T
t dt 0
0 T
2
I
))
= σ2min
{
λmin
(∫ T
0
1
2‖KtCtCTt KTt ‖2 + 1
CtC
T
t dt
)
, T/2
}
= CˆV σ
2,
where CˆV := min
{
λmin
(∫ T
0
1
2‖KtCtCTt KTt ‖2+1
CtC
T
t dt
)
, T/2
}
is a constant. Since Ct is full-
rank for any t > 0 due to the non-singularity of matrix exponentials, CˆV is positive. This
completes the proof.
Proof of Lemma 9. Notice that Ut is given by Ut = KtXt. We first show that for any given
non-constant Kt, λmin(V ) > 0, where V is defined by
V =

 E
[∫ T
0
X2t dt
]
E
[∫ T
0
XtUtdt
]
E
[∫ T
0
XtUtdt
]
E
[∫ T
0
U2t dt
]

 . (6.7)
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Note that
det(V ) = E
[∫ T
0
X2t dt
]
E
[∫ T
0
U2t dt
]
−
(
E
[∫ T
0
XtUtdt
])2
≥

E


√(∫ T
0
X2t dt
)(∫ T
0
U2t dt
)


2
−
(
E
[∫ T
0
XtUtdt
])2
≥
(
E
[∫ T
0
|XtUt|dt
])2
−
(
E
[∫ T
0
XtUtdt
])2
≥ 0.
(6.8)
The first inequality follows from E[X2]E[Y 2] ≥ (E[XY ])2, the second inequality is by Cauchy-
Schwarz inequality. Since V is positive semidefinite, to prove λmin(V ) > 0, it suffices to show
det(V ) > 0. In fact, if the above equality holds, then Ut and Xt are linearly dependent
almost surely, which does not hold when Ut = KtXt with non-constant Kt. However, one
can see that Kt can not be constant due to the fact that Θ = (A,B) ∈ Ω and B 6= 0 (see
(2.5)). This implies that λmin(V ) > 0.
The proof is complete following the standard continuity and compactness arguments.
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