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Abstract 
This paper addresses the use of computer-aided diagnosis (CAD) system for the cataract classification based on ultrasound 
technique. Ultrasound A-scan signals were acquired in 220 porcine lenses. B-mode and Nakagami images were constructed. 
Ninety-seven parameters were extracted from acoustical, spectral and image textural analyses and were subjected to feature 
selection by Principal Component Analysis (PCA). Bayes, K Nearest-Neighbors (KNN), Fisher Linear Discriminant (FLD) and 
Support Vector Machine (SVM) classifiers were tested. The classification of healthy and cataractous lenses shows a good 
performance for the four classifiers (F-measure≥92.68%) with SVM showing the highest performance (90.62%) for initial 
versus severe cataract classification. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of 2015 ICU Metz. 
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1. Introduction 
Age-related cataract is the most frequent cause of blindness in the world being responsible for 48% of 
blindness, and affecting more than 10% of the working population. Phacoemulsification is the most common 
surgical procedure to recover vision. Integrity of the lens capsule is essential for reducing the risk of surgical 
complications and subsequent vision loss; the selection of an inappropriate phacoemulsification energy level can 
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disrupt the posterior lens capsule. Therefore, it is crucial to determine the optimal phacoemulsification energy level, 
which value depends on the lens hardness [1].  
For clinical prognosis and therapeutic purposes it is very important to identify the cataract type and severity, 
especially in its early stages [2]. Recently, Caixinha et al, demonstrated that the ultrasound techniques can be used 
to objectively characterize cataract hardness [3]. In this work the acoustical parameters and backscattering signals 
obtained from porcine lenses with different cataract degrees are used for objective and automatic cataract 
classification. Several approaches have been used for classification of cataract severity based on retroillumination 
and/or slit-lamp images. However, the classification of these images relies on subjective data, depending on the 
examination settings, and on the examiners expertise [4], [5]. To characterize and classify the different stages of 
cataract formation, based on the acoustical parameters and in the backscattering signals, information was extracted 
and then used for automatic classification using machine learning techniques. 
2. Materials and Methods 
2.1. Lens samples 
Two hundred and twenty (220) porcine lenses were collected in a slaughterhouse. Lens were extracted and 
prepared to clean iris remains and adhering vitreous, preserving the lens capsule. Ten (10) lenses were excluded due 
to the presence of lens opacities. Cataract was induced in 135 lenses immersed over time in an ethanol:2-
propanol:formalin solution at the ratio 3:3:4 [6]. To obtain different cataract degrees the lenses were immersed in the 
solution during 60 or 120 minutes, corresponding to lenses with initial (64) or severe (71) cataract, respectively. 
Seventy-five (75) lenses were used as control (without cataract). 
2.2. Experimental Setup 
The ultrasound parameters as velocity, frequency dependent attenuation, and backscattering signals were 
obtained using a 25 MHz central frequency transducer (model JAP-F25.3.1, Krautkramer, NSW, Australia) with a 
25 mm focus and 5 mm active diameter. The pulse length used was 0.13 μs at -6 dB. The setup description can be 
found in [3] (Fig. 1). 
Fig. 1. Experimental setup. 
2.3. Data acquisition 
To characterize different degrees of cataract formation 97 parameters were extracted from the A-Scan and 
backscattering signals.  
2.3.1. Features extracted from the A-Scan signals 
Ten (10) A-Scan lines were collected over the central portion of the lens to compute the mean and variance 
values of the ultrasound velocity, v, and attenuation coefficient α(f), according to [3]. Additionally, the Hilbert and 
Fourier spectra were obtained. The signals were analyzed using linear regression techniques to compute the spectral 
slope (dB/MHz), intercept (dB, extrapolation to zero frequency), and midband fit (dB value of the regression line at 
the center frequency) [7]. The mean frequency, frequency downshift, frequency at maximal amplitude and 
backscattering coefficient were also calculated. 
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2.3.2. Features extracted from the backscattering signals: B-Scan Imaging 
B-Scan images were constructed for each lens using 15000 A-Scan lines sampled at a 200 MHz rate, considering 
the envelope amplitudes of the backscattering signals, obtained using the Hilbert transform, and a dynamic range of 
40 dB. The distance between each A-Scan line was 0.001 mm (Fig. 2 – top row). 
A spectral analysis through 2D Fourier Transform (FT) was performed. The predominant and global periodicity, 
the predominant and global orientation, the variance of the periodicity function, the variance of the orientation 
function, and the amplitude of the Discrete FT were extracted. To extract features from the B-Scan images a textural 
analysis was performed. The following parameters were extracted: First order statistic parameters from the image 
histogram, i.e. mean, variance, kurtosis, skewness, standard deviation, mode and median; Grey Level Co-occurrence 
Matrix  (GLCM) parameters for 0º, 45º, 90º and 135º, i.e., energy, inertia, entropy correlation and homogeneity; 
Grey Level Run Length Matrix (GLRLM) parameters, i.e., Short and Long Run Emphasis (SRE and LRE), Grey 
Level Non-Uniformity (GLNU), Run Percentage (RP), Rung Length Non-Uniformity (RLNU), Low and High Grey 
Level Run Emphasis (LGLRE and HGLRE); and Fractal Dimension (Hausdorf dimension). 
2.3.3. Features extracted from the backscattering signals: Nakagami Statistics and Imaging 
To extract statistical parameters that could discriminate different cataract degrees the probability density function 
of the backscattered signals envelope was estimated using the Nakagami distribution [3], [8] (Fig. 2 – bottom row). 
In this work the Nakagami shape and scale parameters, m and Ω respectively, were used. Additionally, the following 
features were extracted from the Nakagami images based on a textural analysis: First order statistic parameters; 
GLCM parameters for 0º, 45º, 90º and 135; GLRLM parameters; and Fractal Dimension (Hausdorf dimension). 
Fig. 2. B-scan images (top row) and Nakagami images (bottom row) for the 3 types of lenses: (a) healthy; (b) initial cataract (60 minutes of 
immersion time); and (c) severe cataract (120 minutes of immersion time) [3]. 
2.4. Features selection and Classification 
Given the small data set (210) compared to the dimensionality of the features (97), the selection of the most 
discriminative features was essential [9]. For this purpose, a principal component analysis (PCA) was performed [9] 
[10]. To select the best set of components a stepwise approach was used, i.e., the 4 classifiers were tested with 
different numbers of components, from 1 to 20. The selected number of components was based on the set of 
components that achieved the highest average F-measure. 
Four (4) different classifiers were considered: Bayes, K Nearest-Neighbor (KNN), Fisher Linear Discriminant 
(FLD) and Support Vector Machines (SVM) classifiers [11]. A k-fold cross-validation was performed with k=10; 
i.e., the classifiers were trained with k-1 samples selected at random and tested with the remaining sample. To 
reduce bias the cross-validation was performed 200 times. The performance of the different classifiers was assessed 
based on the average performance of the 4 classifiers using the F-measure, accuracy, precision, sensibility and 
specificity. 
3. Results 
Two (2) components allows for the highest discrimination between healthy and cataractous lenses (average F-
measure = 0.95), while 9 components are needed to reach the highest discrimination between initial and severe 
cataract (F-measure = 0.91). 
Considering the classification between healthy and cataractous lenses, all the classifiers showed a good 
performance (F-measure ≥ 92.68%, Table 1). The sensitivity was higher for KNN and SVM classifiers (95.71% and 
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94.99%, respectively), while the specificity was higher for KNN and FLD classifiers (85.55% and 85.14% 
respectively).  
Considering the classification between initial and severe cataractous lenses, only the SVM classifier reached a 
good performance (F-measure = 90.62%, Table 1). The sensitivity and specificity for SVM classification was 
98.30% and 80.59%, respectively. For the remaining classifiers (Bayes, KNN and FLD) the performance was lower 
than 79.81% (FLD), being the sensitivities and specificities lower than 81.40% and 78.26%, respectively (FLD). 
 
Table 1. Performance of the 4 classifiers for the classification into Healthy or Cataractous lens and for Initial or Severe cataract.  
 Healthy vs Cataractous lens Initial or Severe cataract
 Precision Specificity Sensitivity Accuracy F-Measure Precision Specificity Sensitivity Accuracy F-Measure
Bayes 92.36 76.06 94.04 89.63 93.19 71.25 71.09 73.73 72.39 72.47
KNN 95.28 85.55 95.71 93.20 95.49 70.14 69.00 75.21 72.06 75.59
FLD 94.90 85.14 90.56 89.22 92.68 78.28 78.26 81.40 79.80 79.81
SVM 93.19 78.74 94.99 90.99 94.08 84.04 80.59 98.30 89.62 90.62
4. Conclusion 
Ultrasound scanning of the eye lens through B-Scan and Nakagami images is a potential tool to noninvasively 
characterize and automatically classify the cataract hardness. Our results showed that SVM could be used as a 
computer-aided diagnosis (CAD) system for cataract classification based on ultrasound techniques. The velocity and 
attenuation combined with the backscattering signals analysis in terms of B-Scan and Nakagami imaging allow for a 
good discrimination of the different cataract degrees and appear as a good alternative for the subjective classification 
systems currently used. 
The methodology developed in this work represents a technological basis for the development of a medical 
device for patient-oriented cataract surgery. A centralized classification database may improve classification 
accuracy as the classification algorithm "learns" from the growing database. Thus, the acquisition of robust data 
from different types and stages of cataract formation will take an increasing importance. 
In the future, clinical trials will be required to determine how to best integrate the diagnosis with the 
classification results and patient care. 
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