Abstract. The classification approach based on semi-supervised learning, which is based on small sample sizes marked on the sample by means of a non-labeled improve the classification performance. In order to improve the ability of semi-supervised learning, this paper presents an approach based on the basis of the consistency of the label, the integration of two mainstream semi-supervised classification method is used: Collaborative training methods and label propagation method based on random feature subspace. First, the two semi-supervised learning methods to train the classifier to label unlabeled samples; secondly, select the marked sample rate without labels, so as to obtain a semi-supervised learning method is better than any of the classification results.
Introduction
Supervised learning requires a large number of labeled training samples, which makes the supervised-learning classification system need some manual labeling and time cost [1] . There is still a certain gap between the classification results and the practical requirements of unsupervised-learning approaches [2] .
The specific implementation process [3] , we selected the improved collaborative training algorithm [4] and label propagation algorithm [5] as the basic algorithm of semi supervised learning, and in the above two algorithms to generate classifiers for unlabeled samples are labeled after selecting two tagging consistent samples to the labeled sample concentration training classification model [6] . The label propagation algorithm(LP) assumes that the two nodes with the same characteristics tend to belong to the same category [7] , using a small amount of labeled data to assist the unsupervised learning of large amounts of unlabeled data [8] . The greater the weight of the edge between the nodes [9] , the easier the label information is transferred between nodes.
General framework for semi-supervised ensemble learning
Semi-supervised ensemble learning is a kind of learning mechanism which combines many kinds of semi-supervised learning methods. In the case of a given labeled samples and unlabeled samples, different semi-supervised learning approaches can be used to form a new semi-supervised learning method based on ensemble learning. Generally speaking, the difference is one of the important factors that affect the performance of ensemble learning. The greater the difference in the approach of integration, the more obvious the performance of ensemble learning will be. Therefore, we choose different semi-supervised learning approaches to integrate learning. The following is a general model of ensemble learning algorithm.
Semi-supervised classification approach based on Ensemble Learning
Co-training algorithm requires two independent views to train two classifiers, and then use the mutual aid approach to iteratively expand the data set and re-training. In order to obtain two independent views, an approach based on stochastic dynamic subspace is proposed for generating two different feature subspaces. In the concrete implementation, co-training algorithm of dynamic random subspace based on the generation, is each feature sub space as a representation of the view of text representation, different views of multiple feature subspaces corresponding to a plurality of text representation. Used to update the labeled samples to classify the test samples. Input: Initial sample collection L has been marked, including positive class samples and negative class samples; Unlabeled sample collection U; Output: Updated labeled sample set L; Program:
(1)B=Ø, B represents the final selected annotation consistent with the sample collection; (2)Using different semi-supervised learning algorithm for each sample U in the X to mark the results for (3)In order to take out each of the samples X in U: If Unlabeled samples are labeled as class c and X is added to the B; (4)Add the B to the labeled sample and remove it from the U. We define two functions, in which X is the semi-supervised learning algorithm and the classification results of the unlabeled samples X:
(1) (2) According to the above algorithm process, we can get the formula (3).
(3) Among them, for the integrated learning system for unlabeled samples (that is, the choice of sub semi-supervised learning approach consistency of tagging), for the sample X real label. Among them, and ( for a category) Currently only when . (4) Each sub-supervised learning algorithm on the classification accuracy of the unlabeled samples, but also can be used to correctly classify each unlabeled sample rate, that is, , a simple representation for the .
(5) (6) Because the results of the sample classification are only two categories, Positive sample and negative sample , we can also be the type (5) . (7) Comprehensive (3), (5), (6), (7) the formula (8).
(8)
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Let , in order to prove the semi-supervised sentiment classification method based on ensemble learning reduced sub semi-supervised learning approach of the error marker is the sample rate, with marked higher accuracy, we need to prove (9) . (9) We might as well assume that , then (7) and can be written in formula (9) .
(10) Further simplified formula (9) (11)
Experiment
Experimental setup. The experimental data includes :four areas of product reviews, including Books, DVD, Electronics and Kitchen in four different product reviews and film (Movie) domain corpus. Each domain contains 1000 positive and 1000 negative reviews. Two different experimental settings: (1)Randomly selected 5% samples as the initial marked samples, 85% samples as unlabeled samples; (2) Randomly selected 10% samples as the initial marked samples, 80% samples as unlabeled samples; Table 1 Prediction for positive class samples Fig. 2 shows the classification performance of various semisupervised learning approaches when the initial annotation sample is 5%. Fig.3 shows the classification performance of various semi-supervised learning methods when the initial annotation sample is 10%. The classification accuracy is 2.1% and 3.8% respectively compared with the Co-training algorithm and LP algorithm. 
Conclusion
In this paper, we study the semi-supervised classification based on ensemble learning, and propose a semi-supervised ensemble learning method based on the uniform label fusion for positive and negative sample classification [11] . The approach can reduce the error rate of the semi-supervised learning algorithm to the unlabeled samples, and has a certain noise filtering function. Experimental results show that our approach can further improve the classification accuracy of semi-supervised sentiment classification [12] , and the performance is better than the semi-supervised classification approach.
