Gamma oscillations are commonly observed in sensory brain structures, notably in the olfactory bulb. The mechanism by which gamma is generated in the awake rodent and its functional significance are still unclear. We combined pharmacological and genetic approaches in the awake mouse olfactory bulb to show that gamma oscillations required the synaptic interplay between excitatory output neurons and inhibitory interneurons. Gamma oscillations were amplified, or abolished, after optogenetic activation or selective lesions to the bulbar output neurons. In response to a moderate increase of the excitation/inhibition ratio in output neurons, long-range gamma synchronization was selectively enhanced while the mean firing activity and the amplitude of inhibitory inputs both remained unchanged in output neurons. This excitation/inhibition imbalance also impaired odor discrimination in an olfactory learning task, suggesting that proper fast neuronal synchronization may be critical for the correct discrimination of similar sensory stimuli.
INTRODUCTION
Gamma-frequency rhythms (g, 40-100 Hz) are ubiquitous in sensory systems, where they enable precise spike timing for the synchronization of neural assemblies (Wang, 2010; Whittington et al., 2011; Buzsá ki and Wang, 2012) . In the olfactory bulb (OB), g oscillations emerge spontaneously in behaving animals in response to respiration-related rhythmic activity from the olfactory sensory neurons (Kay et al., 2009) . When compared with in vitro or anesthetized models, g oscillations collected in awake animals exhibit three unique features: (1) they are more prominent and emerge in absence of odor stimulation (Li et al., 2012) ; (2) they comprise distinct subbands (Kay, 2003) ; and (3) they display a complex spatiotemporal dynamic in response to odor (Martin et al., 2006; Kay et al., 2009) . The divergence between anesthetized and awake results also extends to the strength of olfactory inputs (Vincis et al., 2012) and to the encoding of olfactory information by OB output neurons. In contrast to anesthetized animals, in which firing rate-based representation of odors dominates, odor responses in awake animals are rate invariant and are characterized by temporal changes in spike timing (Rinberg et al., 2006; Gschwend et al., 2012) . Collectively, these observations call into question the validity of transposing data from in vitro or anesthetized models to the awake status and indicate the need for a comprehensive analysis of the mechanisms that generate g oscillations in the awake animal.
The OB is the first relay of the olfactory system where olfactory information is processed before being conveyed to the cortex. In the OB, sensory neuron axons terminate in the glomeruli where they form excitatory synapses with output neurons, namely mitral/tufted cells (MCs). Excitatory sensory inputs to MCs trigger glutamate release from their lateral dendrites onto a large population of local axonless interneurons, the granule cells (GCs), which in turn inhibit MCs via dendritic GABA release (Isaacson and Strowbridge, 1998; Chen et al., 2000) . In addition, glutamate release from MC dendrites can also trigger recurrent excitation via AMPA and NMDA receptors (AMPARs and NMDARs, respectively) (Salin et al., 2001; Aroniadou-Anderjaska et al., 1999; Isaacson, 1999) . The dendrodendritic reciprocal synapse supports recurrent and lateral inhibition between MC and GC dendrites. Because recurrent and lateral inhibition mediates key steps in sensory processing such as gain control and odor selectivity of MC responses (Tan et al., 2010) , dendrodendritic inhibition is crucial for proper odor discrimination (Abraham et al., 2010) . In vitro recordings and current-source density analysis in anesthetized rodents have shown that the dendrodendritic reciprocal synapse is also a key player for generating OB g oscillations (Neville and Haberly, 2003; Lagier et al., 2004 Lagier et al., , 2007 Bathellier et al., 2006) . However, these studies have not explored alternative mechanisms such as gap junction coupling between MCs (Schoppa and Westbrook, 2001) or intrinsic interneuron-interneuron networks (Eyre et al., 2008) . In addition, the mechanism by which the frequency of g oscillations is dynamically controlled in the awake animal is still unclear. Finally, the role of g rhythms in sensory coding is still debated, notably because of the lack of experimental means to selectively manipulate g synchronization in awake rodents.
Here, we combine genetic, optogenetic, and pharmacological tools with in vivo electrophysiology in the awake mouse and identify the neuronal circuit necessary to generate g oscillations in the OB. Using multielectrode recordings, we show that a moderate increase in the excitation/inhibition balance of output neurons increases their long-range g synchronization without altering their firing rate or the inhibitory amplitude that they receive. Finally, we evaluate how such excitation/inhibition manipulations may affect odor discrimination and learning.
RESULTS

Pharmacological Characterization of g Oscillations in the Behaving Mouse
The dendrodendritic reciprocal synapse mediates recurrent inhibition triggered by activation of NMDARs expressed on GC spines, with minimal effects from AMPARs (Isaacson and Strowbridge, 1998; Chen et al., 2000;  Figure 1A ). To investigate its role in the generation of g oscillations, we monitored local field potentials (LFPs) in the OB during spontaneous exploration after local microinfusion of NMDAR antagonists. LFP signals were composed of bursts of g oscillations (40-100 Hz) superimposed onto prominent slower oscillations in the theta range (1-10 Hz; Figure 1B ). The theta oscillations are largely driven by sensory inputs (Margrie and Schaefer, 2003) and highly correlate with the breathing rhythm (Figure S1A available online). Consequently, the power spectrum of the LFP exhibited peaks in two frequency bands, in the theta and in the g range ( Figure 1C ). A local injection of an NMDAR antagonist (APV or MK801) induced a rapid and dose-dependent reduction in g oscillation power , supporting the critical role of NMDAR in enabling g oscillations. g oscillations could be split in two subbands, the low (40-70 Hz) and high (70-100 Hz) bands. NMDAR antagonists disrupted both g subbands (Figures 1B and 1C) without changing the mean g frequency ( Figures 1C and 1E ). In contrast, NMDAR antagonists did not alter theta oscillations (APV 1 mM: +16.1% ± 13.5% of baseline theta power, p > 0.25, with a paired t test, n = 12; MK801 1 mM: +7.5% ± 10.3%, p > 0.25, n = 12).
Gap junction coupling between interneurons can generate and maintain g oscillations in the cortex (Whittington et al., 2011) . However, infusion of the gap-junction blocker carbenoxolone (CBX, 25 mM) in the OB revealed that gap junctions did not contribute substantially to g oscillations ( Figure 1E ). In contrast to NMDAR antagonists, injection of an AMPAR antagonist (NBQX, 0.2 mM) dramatically decreased both g (À92.6% ± 1.4% of baseline g power, p < 0.001, with a paired t test, n = 9) and theta (NBQX 0.2 mM: À68.1% ± 8.1% of baseline power, p < 0.01, paired t test, n = 9; data not shown) power. Since blocking AMPAR strongly decreased the sensory inputs to the OB (see also Margrie and Schaefer, 2003) , the resulting decrease in g might result from a direct effect on the dendrodendritic synapse and/or from the reduction in sensory input strength.
In numerous brain regions in which fast oscillations have been studied, g rhythms rely on activation of fast GABA A receptors (GABA A Rs) (reviewed in Wang, 2010; Whittington et al., 2011; Buzsá ki and Wang, 2012) . In OB slices, bath application of GABA A R antagonist decreased g oscillations in a dose-dependent manner, without affecting g frequency (Lagier et al., 2004; Bathellier et al., 2006) . In the behaving mouse, local microinfusion of the GABA A R antagonist picrotoxin (PTX, 2 mM) induced a rapid suppression of g oscillations (À63.9% ± 8.1% compared to baseline, p < 0.001 with a paired t test, n = 10) in all g subbands, while sparing theta oscillations ( Figure S1B) . Surprisingly, this initial suppression of g was followed $30 min postinjection by a large increase of power specifically in the low-g band (Figure S1B) . A similar biphasic regulation of g power was also seen after applying gabazine, another GABA A R antagonist (0.5 mM GBZ). Interestingly, lower concentrations of PTX (0.031 to 0.5 mM) systematically increased g oscillation amplitude in a dose-dependent manner ( Figures 1F-1H ). Spectral analysis revealed that while low-g (40-70 Hz) oscillations increased in power, high-g (70-100 Hz) oscillations were diminished ( Figures  1G and 1H ), resulting in a significant reduction of the mean g frequency (baseline: 71.2 ± 0.6 Hz and PTX: 60.8 ± 1.1 Hz; p < 0.001, with a paired t test, n = 12) and in the g frequency peak (baseline: 63.3 ± 1.1 Hz and PTX: 54.7 ± 0.7 Hz; p < 0.001; Figures 1H and 1I) . This result was independent of the breathing rhythm since a similar effect was seen during high-frequency or low-frequency ( Figure 1F ; Figure S1C ) sniffing. It was specific to g oscillations since theta rhythms remained unaffected by PTX treatment (+15.5% ± 8.2% compared to baseline theta power; p = 0.082, with a paired t test, n = 12). These effects were specific to the awake state, as PTX injection (0.5 mM) in urethane-anesthetized mice decreased odor-induced g oscillation power (À51.6% ± 5.4% compared to baseline, p < 0.001 with paired t test, n = 8; Figure S1D ). In conclusion, g oscillations rely on both GABA A R and NMDAR, two critical elements that mediate dendrodendritic inhibition. In contrast to the anesthetized state, low doses of GABA A R antagonists (but not NMDAR antagonists) specifically increase power in the low g subband.
Each g subband displayed a phase preference in the theta cycle ( Figure 1F ; Figure S1E ). Bursts of high-g oscillations appeared at the inhalation-exhalation transition and systematically preceded low-g oscillations by 42.7 ± 2.8 ( Figure S1E ). Despite the important change in power within each g subband, local microinfusion of PTX (0.5 mM) did not significantly modify the phase preference (low g, +0.8 ± 5.4 ; high g, À2.6 ± 4.6 ; p > 0.2, Hotelling paired test, n = 12) or the modulation strength of the low-and high-g rhythms (p > 0.1, paired t test; Figure S1E ). Therefore, PTX modified the endogenous balance between lowand high-g oscillations while preserving the phase coupling of each g subband with the breathing cycle.
How could GABA A R antagonists, when used at different concentrations, lead to opposite effects, whereas NMDAR blockers induced a monotonic dose-dependent effect? To address this question, we further investigated the nature of PTX-induced oscillations ( Figure S1F ). Injection of 1 mM APV (or MK801) strongly suppressed PTX-induced low-g oscillations, revealing their dependence on NMDAR activation, and injection of NBQX (0.2 mM) suppressed g and theta oscillations ( Figure S1F ). Finally, a second injection of low doses of PTX (0.5 mM) had no further effect on PTX-induced g oscillations, ruling out any contribution from a rebound of GABA A R inhibition after the first injection ( Figure S1F ). Thus, a reduction of GABA A R inhibition uncovered an NMDAR-/AMPAR-dependent component that drove low-g oscillations. To confirm this, we evaluated the effects after tonic activation of AMPAR or NMDAR by local injection of very low doses of kainate or NMDA, respectively. Similar to PTX, the presence of glutamatergic agonists triggered a rapid increase in g power characterized by enhanced low-g and reduced high-g power ( Figure 1I ), leading to a drop of g frequency (baseline versus kainate: 67.1 ± 0.6 versus 54.3 ± 0.7 Hz, n = 12; baseline versus NMDA: 67.6 ± 0.9 versus 59.2 ± 0.8 Hz, n = 10 p < 0.001 with a paired t test). Injection of the glutamate uptake blocker TBOA (1 mM) showed that spillover of synaptically released glutamate also increased low-g power ( Figure 1I ) and decreased g frequency (baseline: 68.4 ± 0.8 Hz; TBOA: 63.3 ± 0.6 HZ, p < 0.001 with paired t test, n = 14). The increase in low g seen in the presence of glutamate reuptake blockers or low concentrations of PTX suggests the role of dendrodendritic inhibition and extrasynaptic glutamatergic excitation in controlling g power and frequency.
The Reduction of GABA A R-Mediated Inhibition Unmasks MC Recurrent Excitation To characterize the origin of the glutamatergic influence on g generation revealed by reducing GABA A R-mediated inhibition, we sought to describe the properties of dendrodendritic synaptic transmission in the awake mouse. For this, we recorded evoked field potentials after paired stimulation of the lateral olfactory tract (LOT) in behaving animals ( Figure S2A ). LOT stimulation evoked a large and rapid field excitatory postsynaptic potential (fEPSP) that corresponded to the activity of the MC-to-GC glutamatergic synapse, as confirmed by the blockade of the response by 0.2 mM NBQX (À78.6% ± 7.4% compared to baseline, p = 0.001 with a paired t test, n = 4). The paired-pulse protocol revealed strong paired-pulse depression in control conditions that transitioned into paired-pulse facilitation in the presence of 0.5 mM PTX, characterized by a robust increase both in amplitude and in the initial slope of the second fEPSP ( Figures S2B  and S2D ). In contrast, injection of APV suppressed the inhibition of the second fEPSP and set the paired-pulse ratio close to one ( Figures S2C and S2D ). Blocking glutamate uptake using TBOA (1 mM) also inverted the paired-pulse ratio similar to PTX ( Figures  S2C and S2D ). PTX-induced paired-pulse facilitation was abolished by a subsequent injection of APV ( Figure S2E ), consistent with a permissive effect of PTX on paired-pulse-induced recurrent excitation in MC dendrites. Thus, reducing the GABA A R inhibition, or blocking glutamate reuptake, induced robust paired-pulse facilitation, consistent with the unmasking of MC lateral dendrite recurrent excitation.
Selective Contribution of Inhibitory Circuits to g Oscillations The sensitivity of g power to antagonists of NMDARs or GABA A Rs led us to investigate the specific contribution of dendrodendritic inhibition in generating g oscillations. In the OB, GABAergic inputs impinge not only onto MCs but also onto GCs. These two distinct inhibitory circuits involve different GABA A R subunit compositions. MC dendrites express the a1 GABA A R subunit (Panzanelli et al., 2005; Lagier et al., 2007) , while GCs express the a2 subunit (Pallotto et al., 2012; Eyre et al., 2012) . To evaluate the selective contribution of each inhibitory circuit to the generation of g oscillations, we used knockin mice in which a point mutation was introduced in either the a1 or the a2 subunit, rendering the respective receptors insensitive to diazepam (Rudolph et al., 1999; Lö w et al., 2000) . In wild-type (WT) animals, diazepam strongly decreased g power in a dose-dependent manner with a modest decrease in the mean frequency ( Figure 2A ). Similar effects were seen in a2(H101R) mutant mice but not in a1(H101R) mice (Figures 2A and 2B ), indicating that g oscillations are sensitive to circuit elements that specifically contain a1-GABA A Rs. Thus, g oscillations rely on inhibition received by MCs from GCs but not on inhibitory inputs onto GCs.
To further investigate the role of MCs in generating g oscillations, we examined a mutant mouse line (the Purkinje cell degeneration or PCD line) characterized by a selective degeneration of the MC population during adulthood (postnatal days [P] P60-P150). Due to MC loss, GCs establish new contacts with the remaining tufted cells (Greer and Shepherd, 1982; Greer and Halá sz, 1987) , thus leaving intact the multilayered OB organization ( Figure 2C ). LFP recordings in WT animals exhibited typical signals composed of bursts of g oscillations on top of a theta rhythm. In contrast, homozygous PCD mice lacked g oscillations ( Figure 2C ). The fact that theta oscillations remained unaffected (D) Time course of g spectral power 40 min before and 90 min after injection of saline (n = 6), APV (n = 12), and MK801 (n = 12), normalized to the À40 to À10 min baseline period. T 0 corresponds to the first minute following the end of injection. Note the immediate and strong suppression of g at T 0 (APV: À84.2% ± 4.6% and MK801: À63.4% ± 5.2%) followed by the progressive wash out of the drug. (E) Mean g frequency changes (top: gray circles indicate baseline and colored square the postinjection) and g power (bottom: normalized to baseline period) in the 0-20 min period following injection of saline (n = 6), 1 mM APV (n = 12), 0.25 mM APV (n = 10), 1 mM MK801 (n = 12), 0.25 mM MK801 (n = 10), and 25 mM carbenoxolone (CBX, n = 8). ***p < 0.001 with paired t test between À40 and À10 min baseline period and 0-20 min postinjection period. (F) Same as (B) with low doses of picrotoxin (PTX, 0.5 mM). Above the low g-and high g-filtered LFP are their respective amplitude envelope and the detected peak of the g burst.
(G) Example of LFP power spectra after PTX injection.
(H) Time course of g power (top) and mean g frequency (bottom) 40 min before and 90 min after injection of saline (n = 6), PTX at 31 mM (n = 10), 125 mM (n = 10), 0.5 mM (n = 12), and 2 mM (n = 10) normalized to the baseline period. T 0 corresponds to the first minute following injection.
(I) g (top), low g (middle), and high g (bottom) power (normalized to baseline period) in the 0-20 min period following injection of saline (n = 6), PTX at 31 mM (n = 10), 125 mM (n = 10), 0.5 mM (n = 12), and 2 mM (n = 10), gabazine (GBZ) at 0.5 mM (n = 12), in the 30-50 min following injection for PTX 2 mM and GBZ 0.5 mM, in the 0-20 min period following injection for kainate (KA) at 50 mM (n = 12), TBOA at 1 mM (n = 14), and in the 1 min period for NMDA at 50 mM (n = 10). **p < 0.01, ***p < 0.001, paired t test compared to À40/À10 min baseline period. Data are mean ± SEM. See also Figure S1 .
confirms the integrity of sensory inputs to the mutant OB (Greer and Shepherd, 1982) . The absence of g in PCD mice was observed during spontaneous exploration as well as upon odor stimulation ( Figures 2D and 2E ). Interestingly, low concentrations of PTX (0.5 mM) or kainate (50 mm) increased the low-g power and reduced g frequency in WT but had no effects in PCD mice ( Figure 2E ). Likewise, blocking glutamate reuptake had no effect on g power or frequency in PCD mice (TBOA 1 mM, À2.6% ± 12.5% change in g power compared to baseline, n = 4). We conclude that MCs are necessary for generating spontaneous g oscillations as well as for mediating the increase in g induced by the weakening of GABA A R inhibition or by the increase in extrasynaptic glutamatergic excitation.
Odor-Induced Oscillations in the Awake Behaving Mouse
Odor stimulation profoundly remodels spontaneous olfactory oscillations and can lead to the emergence of beta oscillations (b; 15-40 Hz) during learning (Martin et al., 2006) . We investigated whether low-g and b oscillations reflect distinct mechanisms in awake animals. For this, we recorded LFPs in mice engaged in an olfactory Go/NoGo task ( Figure 3A ). After surpassing the performance criterion and maintaining stable performance (i.e., 98.0% ± 1.2% of mean correct responses on the last 200 trials, hexanol versus benzaldehyde 5%), mice were recorded before and after receiving a unilateral OB injection of PTX or MK801. Each odor presentation (odor sampling time, 710 ± 33 ms, n = 8 mice) was preceded by a 1 s waiting period in the odor port (preodor waiting time; Figures presentation compared to preodor time was also reduced by the PTX treatment ( Figure 3E ). However, MK801 dramatically reduced g power during odor presentation without changing g frequency ( Figures 3D and 3E ), as observed with spontaneous oscillations. In contrast to g oscillations, the power of odor-induced b oscillations was strongly reduced by PTX (À66.1% ± 8.2%; Figure 3F ), while the mean b frequency was slightly increased ( Figure 3F ). On the other hand, injection of MK801 had no effect on b oscillations ( Figure 3F ). Thus, PTX and MK801 treatment induced similar effects on both spontaneous and odor-evoked g oscillations but had opposite effects on b and g oscillations.
The Temporal Relationship between MC Firing and LFP g Oscillations We next evaluate the impact of increasing low-g oscillations on single MC spiking activity in awake head-fixed mice ( Figure 4A ). The head-fixed condition allowed us to track the same MC before and after pharmacological treatment ( Figure 4B ). MCs displayed a relatively high spontaneous firing rate of 20.7 ± 2.1 Hz (n = 25 cells), as previously reported (Rinberg et al., 2006) . Surprisingly, although 0.5 mM PTX treatment increased low-g oscillations, it did not affect the spontaneous MC firing rate (+0.5 ± 0.9 Hz changes in mean firing rate, p = 0.34, paired t test, n = 25 cells; Figures 4C and 4D ). Injection of a stronger dose of PTX (2 mM) led to a dramatic increase in MC firing activity with the emergence of cycles of epileptic bursting, precluding any further analysis at this concentration ( Figure S3A ). Similar to low doses of PTX, increasing g oscillation after boosting recurrent excitation with TBOA did not affect MC firing rate (+2.1 ± 1.6 Hz, p = 0.23 with paired t test, n = 8; Figure S3C ). We next examined how pharmacologically increasing low-g oscillations impacts the temporal properties of MC firing. MC autorhythmicity, as measured by the time of the first peak of the autocorrelogram, increased after drug injection (baseline, 15.5 ± 1.0 ms; PTX, 18.4 ± 0.7 ms, p = 0.004, paired t test, n = 25; Figure 4E ). A similar trend was observed on the interspike interval (ISI) distribution ( Figure S3B) . Remarkably, the shift in MC autorhythmicity matched the pharmacologically induced shift in the frequency of g oscillations (mean g oscillation period: baseline, 15.9 ± 0.4 ms and PTX, 18.4 ± 0.3 ms). This change in rhythmicity was associated with a slight increase in the autocorrelogram amplitude (amplitude of the first peak normalized to the mean firing rate in baseline: 1.73 ± 0.05 and PTX: 2.03 ± 0.11; p = 0.017 with a paired t test, n = 25). Next, we examined the phase relationship between MC spiking and oscillations recorded with the same electrode. Under baseline conditions, all recorded MCs (n = 25/ 25) were significantly modulated by the g oscillations (Rayleigh test, p < 10
À7
; Figure 4F ). Spikes occurred preferentially in the descending phase of the g cycle (145.8 ± 5.6 ). This phase preference also extended to low-g and high-g oscillations. Increasing low-g oscillations did not impact the MC population phase preference (+3.9 ± 5.8 , p = 0.172 with a Hotelling paired test, n = 25) but significantly increased the modulation strength (+48.2% ± 15.4%; Figure 4F ). This was specific to the low-g band since the high-g regimes showed no change in modulation strength ( Figure 4F ). These effects were also observed after TBOA injection ( Figure S3D ). In addition to these modifications, MC spontaneous firing was slightly more irregular after drug injection, as measured by a modest increase in the ISI coefficient of variation (+4.7% ± 1.7%, p = 0.012 with a paired t test; Figure S3B) . Although most cells were slightly modulated by the theta rhythm (24/25 cells, Rayleigh test, p < 0.005), the preferred theta phase of the MC population was widely distributed across the theta cycle (p > 0.1, Rayleigh test, n = 25). Nevertheless, drug treatment significantly increased the modulation strength of theta oscillations without significant changes in phase preference ( Figure 4F ).
Long-Range Synchronization of MCs in the Low-g Band
To characterize the spatial extent of g oscillations, we measured the coherence of oscillations and MC spikes recorded from two sites spaced 400-500 mm apart ( Figure 5A ). In baseline conditions, spectral coherence from simultaneously recorded sites was higher for the low-g band compared to high g ( Figure 5B ). The pharmacologically increased low g (either with low doses of PTX or with TBOA) enhanced this difference by increasing coherence in low g but not in high g ( Figure 5B ; Figure S4 ). We also computed the spike-triggered average of distant g oscillations and spike-field coherence, which estimates the coherence between unit firing and the distant LFP independently of changes in oscillation power or spike rate (Fries et al., 2001 ; Figure 5C ).
Again, baseline spike-field coherence was higher in low g compared to high g and drug injection increased coherence specifically in the low-g range after PTX or TBOA treatments ( Figure 5C ; Figure S4 ). This selective effect on low g was also observed on the phase preference of MC spiking activity relative to the distant g cycle ( Figures S4A and S4B) . In contrast to the weak distant g phase preference in the baseline condition (n = 16/25 cells for PTX and n = 6/8 for TBOA with Rayleigh test, p < 0.005), the pharmacologically enhanced low g was associated with a dramatic enhancement of the strength of distant g phase modulation in the low-g range (+494.1% ± 93.0% with PTX and +158.1% ± 45.8% with TBOA compared to baseline) but not in the high-g range ( Figure S4 ). We next measured spike synchronization between pairs of distant MCs. Under baseline conditions, pairs of MCs displayed a nearly flat cross-correlation histogram (Figure 5Di) , indicating a (B) Average LFP1-LFP2 coherence between distant sites (n = 25) before (black square) and after PTX injection (red square) for g, low g, and high g bands. *p < 0.05 and ***p < 0.001 with paired t test. (Ci) Example of spike-triggered distant LFP average (i.e., the average g-filtered LFP waveform centered with a spike detected at a second remote site) in the baseline and after PTX injection. (Cii) Spike-field coherence (corresponding to the STA spectral power normalized for spike rate and spectral power of the LFP) of MC firing (n = 25) relative to the distant LFP before (black squares) and after (red squares) PTX injection. (Di) Example cross-correlograms between a pair of MCs before (top, black) and after (bottom, red) PTX injection, showing the switch from a flat to an oscillatory cross-correlogram with a prominent central peak at $0 ms. (Dii) Average cross-correlogram power spectra before (black) and after (red) PTX injection. *p < 0.05 with paired t test, n = 9 pairs. (Diii) Correlation index (corresponding to the normalized amplitude of the cross-correlogram peak amplitude) as a function of cross-correlogram time bins (log scale). **p < 0.01 with paired t test, n = 9 pairs. Data are represented as mean ± SEM. See also Figure S4 . lack of temporal relationship between MCs and confirming that recorded pairs of MCs do not belong to the same glomerulus (Schoppa and Westbrook, 2001) . When low-g oscillations increased, the cross-correlograms of MC pairs displayed a peak centered on zero (lag: 0.2 ± 0.3 ms, n = 9 pairs), two side peaks (mean period, 19.6 ± 0.3 ms, n = 9), and a strong oscillatory pattern specifically in the low-g regime (Figure 5Dii) . A significant increase in the correlation index confirmed that increased low g was associated with the emergence of synchrony in the low-g band from distant and previously unsynchronized MC pairs (Figure 5Diii ).
Optogenetic Drive of MCs Generates g Oscillations
To test whether coherent MC activity is sufficient to drive g oscillations, we selectively manipulated MC firing activity by targeted optogenetic stimulation in transgenic mice expressing ChR2 in the MC population (Thy1:ChR2-YFP mice, line18; Figures 6A and 6B). Targeting the dorsal surface of the OB, we first examined the reliability of light-induced firing activity in response to light-train stimuli (5 ms light pulse duration) with increasing frequency. Light pulses reliably triggered action potentials with stereotyped spike latencies ( Figure 6C ). Firing activity followed light pulses from 25 to 90 Hz, with a slight decrease in fidelity at higher frequencies (À22.6% ± 9.4% between 25 and 90 Hz stimulation, p = 0.015 with a paired t test, n = 9; Figure 6C ). Driving MCs at g frequencies caused an $5-to 10-fold increase of LFP oscillatory activity in the stimulation frequency band without affecting activity in other frequency bands ( Figure 6D ). These light-driven oscillations were absent in WT mice (data not shown). By driving MCs at different frequencies (from 25 to 90 Hz), the resulting LFP power exhibited a maximal response at a preferred resonant frequency in the g range (maximum at $66 Hz, Figure 6E ), corresponding to the dominant frequency of spontaneous g oscillations ( Figure 6D ). PTX injection (0.5 mM) significantly decreased this resonant frequency of oscillations (maximum at $50 Hz, Figure 6E ). This shift in resonant frequency was also observed after TBOA injection ( Figure S5A ). In contrast, an NMDAR antagonist caused a global reduction of light-evoked g oscillation without changing the resonant frequency ( Figure S5B ), consistent with the observed effect on spontaneous g. Changes in evoked LFP frequency did not result simply from increased MC firing rate. Indeed, strongly increasing MC firing activity with continuous light stimulation ( Figure 6C ) failed to enhance g power in both baseline and PTX conditions (baseline: +10.6% ± 7.8%, p = 0.455 and PTX: +10.2% ± 6.3%, p = 0.233, with a paired t test; n = 33) and has negligible effects on g frequency (baseline: +0.77 ± 0.31 Hz and PTX: À0.70 ± 0.26 Hz; n = 33).
To investigate the features of dendrodendritic inhibition, we assessed the light-evoked inhibition of MC firing activity triggered by their synchronous activation. A 5 ms light-pulse triggered synchronous spiking followed by a transient inhibition of firing that resumed within $10 ms ( Figure 6F ). This protocol elicited disynaptic inhibition as indicated by the delayed onset of the inhibition (8.8 ± 0.3 ms, n = 13) and confirmed by its partial blockade using MK801 ( Figure S5C ). Strikingly, reducing inhibitory tone did not modify the amplitude of the light-evoked inhibition (baseline: À60.6% ± 6.5% decrease in the firing rate and PTX: À72.1% ± 4.3%; p = 0.148, with a paired t test, n = 13) but significantly increased the time to peak (baseline: 2.8 ± 0.4 ms and PTX: 4.0 ± 0.4 ms; p = 0.041) and the decay kinetics of MC firing inhibition (baseline: 6.3 ± 0.6 ms and PTX: 9.1 ± 0.9 ms; p = 0.023; Figure 6F ). Upon PTX application, neither the magnitude of light-evoked firing (baseline: +262.1% ± 24.9% increase in firing and PTX 0.5 mM: +222.6% ± 24.6%, p = 0.222; Figure 6F ) nor the mean spontaneous MC firing rate (baseline: 17.4 ± 1.5 Hz and PTX 0.5 mM: 18.5 ± 1.4 Hz; p = 0.33) significantly changed, as already reported in Figure 4C . By recording MCs distant to the stimulation zone, we were also able to record light-evoked lateral inhibition of MC firing ( Figure 6G) . Here, the lateral inhibition was identified as a light-evoked inhibition of MC firing when light stimuli did not directly increase firing ( Figure 6H ). In these cells, PTX treatment did not modify the maximum amplitude of light-evoked inhibition (baseline: À69.8% ± 5.8% decrease in firing and PTX: À74.3% ± 6.6%, p = 0.62 with a paired t test, n = 8), but it increased the time to peak of the MC firing inhibition (baseline: 2.3 ± 0.5 ms and PTX: 4.0 ± 0.7 ms, p = 0.031) and slightly prolonged the firing inhibition (baseline: 6.6 ± 1.0 ms and PTX: 7.6 ± 1.3 ms, p = 0.32; Figure 6H ).
Finally, we evaluated MC spiking resonance in response to rhythmic lateral inhibition by analyzing the power of oscillatory activity in the MC autocorrelogram in response to stimulating distant MCs ( Figure S5D ). Driving distant MCs at different frequencies (from 25 Hz up to 90 Hz, n = 8 cells) showed a preferred stimulation frequency in the g range that maximally entrained distant MCs ( Figure 6I ). In the presence of PTX, the preferred resonant frequency imposed by remote stimuli peaked specifically in the low-g band ( Figure 6I ), suggesting that inhibitory properties tune the resonant properties of MC spiking activity in response to rhythmic inhibitory inputs. In conclusion, low doses of PTX did not affect the amplitude of recurrent and lateral inhibition but enhanced the resonant properties of MCs specifically in the low-g range.
Reducing GABA A R Inhibition Alters Fast Oscillations and Impairs Odor Discrimination Our data demonstrate that low doses of PTX selectively enhance g synchronization of OB output neurons without otherwise altering their firing rate. We sought to investigate how such low doses of PTX affect odor discrimination and learning. We trained animals on an odor discrimination task based on a Go/NoGo operant conditioning paradigm (see Figure 3A) . One day after reaching the performance criterion (85% of correct responses) with the carvone enantiomers [1% (+)-carvone versus 1% (À)-carvone], the same task was preceded by bilateral acute OB injections of low doses of PTX (0.5 mM) or saline. This treatment had no effect on discrimination performance of the pure carvone enantiomers (Figures 7A and 7B) . In contrast, PTXtreated mice displayed a significant increase in the odor sampling time (+225 ms [+31.4%] compared to control; Figure 7B ). To evaluate the PTX effect on olfactory discrimination threshold, we then presented mice with progressively similar stimuli consisting of binary mixtures of the carvone enantiomers. While control mice succeeded in discriminating the 75/25 and the 68/32 mixtures, PTX-treated mice failed to reach the performance criterion ( Figure 7B ). When exposed again to the pure carvone enantiomers (''100/0''), both groups of injected mice showed (I) Autorhythmicity of the MCs in (H) in response to light-evoked lateral inhibitory inputs at various frequencies before (black line) and after (red line) PTX injection (n = 8, *p < 0.05, ***p < 0.001 with paired t test). The normalized power of the autocorrelogram was measured in each frequency band corresponding to the stimulation frequency (see also Figure S5 ). Data are represented as mean ± SEM. similar discrimination performance, but PTX-treated mice again displayed a longer odor sampling time (+205 ms [+36.6%] compared to control; Figure 7B ). Subsequently, a new pair of monomolecular odorants [1% (+)-limonene versus 1% (À)-limonene] was tested to examine whether the drug treatment interfered with the acquisition of a novel odor-reward association. All PTX-treated animals learned to discriminate between the limonene enantiomer as well as controls. In contrast, PTXinjected animals again displayed a longer odor sampling time (+168 ms [+32.7%] compared to control; Figure 7B ). When For each odor pair, animals were first exposed to pure odors (''100/0'') and then to progressively morphed binary mixtures for which mice had to recognize the dominant component (for instance, « 75/25 »: S+, 75% (+)-carvone + 25% (À)-carvone; SÀ, 75% (À)-carvone + 25% (+)-carvone). A score of 50% corresponds to the success rate at chance level. # p < 0.05 with repeated-measures ANOVA. (B) Mean final performance (last three blocks) in accuracy (percentage of correct responses, top) and odor sampling time (middle) for the carvone (red/yellow) and limonene (blue/green) enantiomers and associated mixtures. # p < 0.05, ## p < 0.01 with unpaired t test. Bottom: cumulative probability of odor sampling time for pure odor pairs, pooled from the different animals. Kolmogorov-Smirnoff (KS) test, p < 0.05. (C) Odor investigation time in a habituation-dishabituation task. After presentation of a paper filter (''base''), mice were habituated to an odor (octanal 1%) for four consecutive presentations (1 min of presentation). On the fifth presentation, a mixture of octanal and heptanal was presented. On the sixth presentation, pure heptanal (1%) was presented. ## p < 0.01 unpaired t test. **p < 0.01, paired t test. (D) Mean odor-sampling time (last three blocks of a ten block session) during discrimination of a pure carvone pair before (white bars) and after injection of different doses of PTX (from pink to red) or vehicle (saline). *p < 0.05, **p < 0.01 with paired t test. All the four groups of mice reached similarly high discrimination performance (saline, 97.1% ± 2.1%; PTX 31 mM, 97.5% ± 1.1%; 125 mM, 97.5% ± 1.3%; 0.5 mM, 92.5% ± 4.8%, p > 0.25 with a paired t test compared to baseline performance, p > 0.3 with unpaired t test). Data are represented as mean ± SEM. exposed to binary mixtures of the limonene enantiomers, PTXtreated mice failed to discriminate the 75/25 mixture ( Figure 7B ). The duration between the time the animal left the odor port and the time it reached the water port (i.e., movement time) was similar between control and PTX-treated animals (control: 331 ± 14 ms; PTX: 367 ± 19 ms, p = 0.17 with an unpaired t test), ruling out any side effect of the drug on motor execution and coordination.
To verify that the odor discrimination impairment was not dependent on the nature of the task, we also evaluated odor discrimination performances using an olfactory habituation-dishabituation test, which is based on the spontaneous investigation of odor sources without any reward. In this task, repeated presentations of the same odorant (octanal) are followed by the presentation of a close odor mixture (octanal + heptanal) that induces an increase in the sniffing time when the odor is recognized as a new odor. We confirmed that PTX-treated animals failed to discriminate the odor mixture but succeeded with a pure monomolecular odorant (heptanal; Figure 7C ).
Finally, we evaluated how increasing doses of PTX, known to enhance the amplitude of g power in a dose-dependent manner, could affect behavior. Four distinct groups of animals were trained to discriminate between pure carvone enantiomers. After reaching the performance criterion, the same task was preceded by bilateral acute bulbar injections of different doses of PTX (31 mM, 125 mM, and 0.5 mM) or vehicle. The four groups of mice reached similar high discrimination performance, but the odor sampling time increased after PTX injection in a dosedependent manner ( Figure 7D ). Therefore, impairment in odor discrimination time correlates with the level of GABA A R blocking. We conclude that reducing GABA A R inhibition alters fast oscillations and impairs both odor discrimination threshold and odor discrimination time.
DISCUSSION
Using a combination of in vivo awake electrophysiological recordings with pharmacological, genetic, and optogenetic manipulation, we dissected the OB circuitry that generates g oscillations and mediates the long-range synchronization of MC spiking. We first found that g oscillations rely on the dendrodendritic inhibition received by MCs and not other synaptic interactions such as gap-junction coupling or interneuron-interneuron connections. We further confirmed that MCs are a critical cellular element to generate g rhythms using a loss-of-function approach (i.e., the g oscillatory activity was abolished after MC loss) and a gain-of-function approach (i.e., optogenetic activation of MCs selectively amplified g oscillation). We then showed that increasing the excitation/inhibition balance of MCs-by pharmacologically weakening GABA A R inhibition or increasing the recurrent excitatory drive onto MCs-boosts oscillatory power in the low-g subband. Our observations related to spontaneous g also held true for odor-evoked oscillations recorded during a discrimination task. Paired single-unit recordings revealed that long-range synchronization of MCs operate selectively in the low-g range, while high-g rhythms represent local dendrodendritic interactions. Moreover, in response to a pharmacological increase in the excitation/inhibition balance onto MCs, long-range g synchronization is enhanced to preserve the mean firing activity of MCs and the amplitude of recurrent and lateral inhibition that they receive. Such excitation/inhibition manipulation impairs odor mixture discrimination and slows the time required to discriminate between related odors.
Deciphering the OB Circuitry Necessary for g Oscillations In brain circuits, g rhythms rely on different modes of network interactions (reviewed in Wang, 2010; Whittington et al., 2011; Buzsá ki and Wang, 2012) . Following the excitatory-inhibitory network model (E-I model), reciprocally connected networks of excitatory and inhibitory cells interact so that excitatory neurons drive inhibitory neurons, which in turn gate and synchronize excitatory neurons (Brunel and Wang, 2003; Wang, 2010) . Experimental and computational studies of OB g rhythms have generally supported this model (Bathellier et al., 2006; Lagier et al., 2007) . Here, in the awake mouse, we show the crucial role of the reciprocal coupling between MCs and GCs in generating and tuning the frequency of g oscillations. The decrease in g frequency after PTX was associated with a lengthening of the apparent kinetics of MC spiking inhibition, with light-evoked recurrent and lateral inhibition occurring $1-2 ms later and decaying slower. These kinetic properties increased the time for MC spiking to recover from evoked inhibition and may prolong each g cycle of synaptic inhibition, resulting in the observed decrease in g frequency. Our study also highlights the importance of the MC population in generating g rhythms and reveals a band-pass effect characteristic of a resonance property. In addition, this OB circuit g resonance is tuned by the excitatory/ inhibitory synaptic properties of the dendrodendritic circuit. Interestingly, this contrasts with results obtained in the cortex where optogenetic driving of fast-spiking basket interneurons, but not excitatory pyramidal cells, amplifies g oscillations (Cardin et al., 2009 ). According to a second model, the synaptic interactions within a network of inhibitory interneurons (I-I model) represents a mechanism by which g rhythms can be generated (Whittington et al., 2011; Wang, 2010) . Using a selective knockin strategy, we show in the awake mouse that g oscillations rely exclusively on the dendrodendritic inhibition received by MCs and not from the synaptic inhibition received by GCs. A third model for network synchronization includes excitatory coupling between principal neurons, but several elements clearly discard this possibility in the OB. First, the pharmacological blocking of gap junction does not affect g oscillations. Second, though there is no anatomical support of excitatory synaptic contact between distant nonsister MCs (Schoppa and Westbrook, 2001) , glutamate spillover between MC lateral dendrites has been reported (Isaacson, 1999) . However, the time constant of glutamate spillover (rise time of $50-100 ms) is not compatible with g frequency oscillations. A last model of oscillatory generation involves external rhythmic drive onto the OB. One potential external oscillator is supported by top-down excitatory inputs from olfactory cortex, which strongly innervate OB interneurons (Boyd et al., 2012; Markopoulos et al., 2012) . The piriform cortex generates intrinsic oscillations in the b range (Poo and Isaacson, 2009 ) and transmits them to the OB in a precise context such as odor-reward association (Martin et al., 2006) . By recording odor-driven b oscillations, we demonstrated that b and g oscillations have opposite pharmacological profiles: b oscillations decrease after reducing the GABAergic tone but remain unaffected by the blockade of NMDAR, suggesting that b rhythms rely on NMDAR-independent inhibition. Since the dendrodendritic inhibition is dependent on NMDAR (Isaacson and Strowbridge, 1998; Chen et al., 2000) , we suggest that b oscillations rely on spike-dependent GABA release from GC spines. This GABA release would be triggered by synchronous feedforward activation of GCs from top-down glutamatergic fibers. The fact that blocking the transmission between the piriform cortex and the OB disrupts b oscillations (Martin et al., 2006) supports this hypothesis. Thus, we suggest that the different forms of inhibition provided by GCs, namely recurrent/lateral dendrodendritic inhibition and feedforward inhibition, may be involved in distinct oscillatory regimes (i.e., the high-/low-g and b oscillations, respectively).
Low-and High-g Oscillations Represent Distinct Modes of Network Interaction
The fact that MCs fire at the same preferred phase for low and high g and that MC loss affects both oscillations suggests collectively that low and high g rely on common cellular mechanisms. However, low-and high-g oscillations also display unique properties: (1) low and high g appear at distinct phases of the breathing theta cycle; (2) they exhibit differential responses to changes in the excitatory-inhibitory balance of MCs; (3) low-g oscillations display higher coherence than high g; and (4) cross-correlation analysis shows that pairs of distant MCs synchronize specifically in the low-g band. The intersite distance of our paired recordings is larger than the diameter of the region sampled by LFP using high-impedance electrodes ($100-200 mm; Lindé n et al., 2011) and grants the recordings of MCs that do not belong to the same glomerulus. Synchronization between remote MCs specifically in the low-g band confirmed that low-g regimes reflect an integrative function of long-range synchronization between distant glomeruli. In contrast, high g is spatially more restricted and may represent a local network activity. These observations are consistent with a theoretical framework in which the frequency of fast oscillations decreases as the spatial scale of processing increases (Kopell et al., 2000) .
Altering the excitation/inhibition balance did not cause any changes in the amplitude of inhibition received by the MCs and in their mean firing rate but rather induced a increase in longrange synchronization of MCs. The OB circuit is therefore able to dynamically compensate an excitation/inhibition imbalance on MCs by inducing long-range synchronization of distant previously unsynchronized MCs. Given the anatomy of the OB circuit, this emerging synchronization may only occur through shared inhibitory contacts that were previously latent. This suggests the dynamic recruitment of new inhibitory connections, which would ultimately normalize inhibition with excitation and preserve the mean firing rate of MCs. To achieve this compensatory mechanism, MC lateral dendrites provide the anatomical substrate both for recruiting dendrodendritic inhibition and for a coherent activation of the GC population over long distances. The propagation of action potentials in lateral dendrites is under a tight control from inhibition mediated by GCs and possibly also from MC glutamatergic autoreceptors (Margrie et al., 2001; Xiong and Chen, 2002; Lowe, 2002) . We propose that in the awake OB, the excitation/inhibition balance received by MC lateral dendrites dynamically gates the extent of dendritic glutamate release and thus the number of recurrent inhibitory inputs (Figure 8 ). This spatial ''homeostatic'' process would be well suited to transform strong sensory inputs into temporally precise spiking across MC assemblies and might account for the observed rate-invariant coding in the awake animal (Rinberg et al., 2006; Gschwend et al., 2012) .
Within each respiratory theta cycle, the succession of high and low g suggests that these two rhythms sequentially modulate MC firing. Interestingly, each MC has a preferred theta phase that can change according to the odor presented (Fukunaga A B Figure 8 . Excitation/Inhibition Balance and Long-Range g Synchronization in the OB Network (A) In basal conditions with unperturbed excitation/inhibition balance, MCs integrate sensory excitatory inputs, which induce action potential propagation in their lateral dendrites (black dashed arrow) and glutamate release onto GCs (blue arrow). In turn, GCs inhibit MCs though GABA dendritic release (red arrow) and gate further spike propagation in MC lateral dendrites. This dendrodendritic interaction induces a basal level of g synchronization of spiking in MC assemblies, which generate g oscillations in the LFP and lead to the correct discrimination of related odors. (B) After experimentally reducing dendrodendritic inhibition, or increasing recurrent excitation (circular arrow), the excitation/inhibition ratio in MC lateral dendrites increases. Action potential propagation is enhanced and triggers glutamate release onto more GCs. This in turn leads to a GABA release onto MCs that is able to counterbalance the excitability in lateral dendrites and preserves the basal mean firing activity of MCs. In addition, the recruitment of new GCs enhances g synchronization of distant MCs and increases g power. Ultimately, manipulation of the excitation/inhibition balance, leading to g oversynchrony, also impairs odor discrimination. Gschwend et al., 2012) . Thus, it is tempting to speculate that each g oscillation could represent one information stream based on the timing relative to theta, on the frequency, and on the spatial scale of synchronization. Because of the importance of coincidence detection and temporal filtering in the olfactory cortex (Luna and Schoppa, 2008) , switching between different modes of g oscillations in the OB may constitute an effective way to route coherent activity and to multiplex information streams (Akam and Kullmann, 2010) .
g Synchronization and Sensory Processing Using pharmacological manipulation of GABA A R inhibition that enhanced g synchronization of OB output neurons, we also revealed the functional contribution of the circuit generating g oscillation in odor discrimination threshold and discrimination time. The major effect of such pharmacological manipulation was a robust increase in g synchronization associated with a reduction in odor-evoked b oscillation, while the firing rate of MCs and the inhibition that they receive remained unaffected. Although we did not examine to what extent the sensory input early processing and the precise odor information coding by MC assemblies are modified, we speculate that an overall alteration in fast oscillatory activity associated with an increase in g synchronization impairs the separation of overlapping sensory information (Figure 8) . Together with previous studies in the locust olfactory system showing that reduced synchronization impairs odor discrimination (Stopfer et al., 1997) , our results suggest that there is an optimal level of neural synchronization for the processing of overlapping sensory representations. Sensory information contained in the temporal dimension of the representation may be altered by resting states of synchronization and yield to a slower integration time in downstream structures. In this context, abnormal oversynchronization of neural assemblies observed in brain disorders such as schizophrenia during resting state may disrupt the neural integration of related stimuli and account for the lengthening of reaction time described in schizophrenic patients (Reinhart et al., 2011; Tikka et al., 2012) . Our work illustrates to what extent impairments in local inhibitory circuits, and therefore in the excitation/inhibition balance, may represent a key process leading to g oversynchronization and abnormal electroencephalogram signals responsible for psychophysical altered responses seen in some brain disorders.
EXPERIMENTAL PROCEDURES
In Vivo Recordings Single-unit activity was recorded using a 3 MU tungsten electrode array (FHC) glued to a miniature cannula (polyimide tubing, 0.0035''). For behaving animals, mice were chronically implanted with a bipolar electrode (coated-platinium wires, 0.2-0.5 MOhm, A-M Systems) closely linked to a steel guide cannula and stabilized with dental cement. An additional stimulation bipolar electrode was positioned in the LOT for antidromic stimulation (1-2 mA; ISI, 30 ms). Breathing was monitored with a thermocouple (5TC-TT-JI-40-1M, Omega) and the reference electrode was positioned on the occipital crest. Local field potentials and spiking activity were amplified (31,000-10,000), filtered (1-300 Hz for LFP, 0.3-8 kHz for spikes), and digitized (Micro1401-3, CED). Drugs were injected via a 10 ml Hamilton syringe (0.1 ml/min). Head-fixed Thy1:ChR2-YFP mice were stimulated using an LED-coupled optic fiber (220 mm; NA 0.5; 470 nm; Doric Lenses) positioned on the surface of the dura, with output light intensity set to 2-5 mW/mm 2 . See also Supplemental Experimental Procedures.
Signal Analysis
Short-time Fourier transform (Hanning window, 2.44 Hz resolution) was used to measure the absolute spectral power and the mean frequency of g (40-100 Hz), b (15-40 Hz) and theta (1-10 Hz) bands. MC spiking was characterized from 500 s signal epoch before and after drug injection. Phase histogram was computed to measure the phase preference and the length of the normalized vector as a measure of the modulation strength and was tested with Rayleigh's uniformity test (significance p < 0.005) and Hotelling paired test (significance p < 0.05). Coherence estimates were calculated as the crossspectral density of two waveforms (2.44 Hz) normalized by the individual autospectra. Spike-field coherence was computed using the power spectrum of the spike-triggered average LFP segments normalized by the average power spectra. fEPSP peak amplitude and initial slope (30%-80%) were averaged to extract the paired-pulse ratio (fEPSP2/fEPSP1). See also Supplemental Experimental Procedures.
Olfactory Behavior
After recovery from bipolar electrode implantation or guide-cannula implantation, mice were partially water deprived and trained on custom-built computercontrolled eight-channel air-dilution olfactometers (http://www.olfacto-meter. com). The percentage of correct responses was determined for each block of 20 trials. All mice underwent a session of ten blocks per day. Once mice reached 85% of correct responses, daily sessions were preceded by a bilateral injection (0.5 ml at 0.1 ml/min). Habituation-dishabitution test consisted of a succession of 1 min presentations (intertrial interval of 4 min) during which the time the mouse spent sniffing was scored. See also Supplemental Experimental Procedures.
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