Pattern languages are a well-established class of languages, but very little is known about their closure properties. In the present paper we establish a large number of closure properties of the terminal-free pattern languages, and we characterise when the union of two terminal-free pattern languages is again a terminal-free pattern language. We demonstrate that the equivalent question for general pattern languages is characterised differently, and that it is linked to some of the most prominent open problems for pattern languages. We also provide fundamental insights into a well-known construction of E-pattern languages as unions of NE-pattern languages, and vice versa.
Introduction
Pattern languages were introduced by Dana Angluin [1] in order to model the algorithmic inferrability of patterns that are common to a set of words. In this context, a pattern is a sequence of variables and terminal symbols, and its language is the set of all words that can be generated from the pattern by a substitution that replaces all variables in the pattern by words of terminal symbols. Hence, more formally, a substitution is a terminal-preserving morphism, i. e., a morphism that maps every terminal symbol to itself. For example, the pattern language of the pattern α := x 1 x 1 ax 2 b, where x 1 , x 2 are variables and a, b are terminal symbols, is the set of all words that have a square as a prefix, followed by an arbitrary suffix that begins with the letter a and ends with the letter b. Thus, e.g., abbabbaab is contained in the language of α, whereas bbbaa is not. It is a direct consequence of these definitions that a pattern language is either a singleton or infinite. Furthermore, it is worth noting that two basic types of pattern languages are considered in the literature, depending on whether the variables must stand for nonempty words (referred to as non erasing or NEpattern languages) or whether they may represent the empty word (so-called extended, erasing or simply E-pattern languages).
While the definition of pattern languages is simple, many of their properties are known to be related to complex phenomena in combinatorics on words, such as pattern avoidability (see Jiang et al. [9] ) and ambiguity of morphisms (see Reidenbach [17] ). Hence, the knowledge on pattern languages is still patchy, despite recent progress mainly regarding decision problems (see, e. g., Freydenberger, Reidenbach [7] , Fernau, Schmid [5] , Fernau et al. [6] and Reidenbach, Schmid [18] ) and the relation to the Chomsky hierarchy (see Jain et al. [8] and Reidenbach, Schmid [19] ).
Establishing the closure properties of a class of formal languages is one of the most classical and fundamental research tasks in formal language theory and any respective progress normally leads to insights and techniques that yield a better understanding of the class. In the case of pattern languages, it is known since Angluin's initial work that they are not closed under most of the usual operations, including union, intersection and complement. However, these non-closure properties can be shown by using very basic example patterns and exploiting peculiarities of the definition of pattern languages. For example, if a pattern does not contain a variable, then its language is a singleton; hence the union of any two distinct singleton pattern languages contains two elements, and therefore it cannot be a pattern language. Furthermore, the intersection of two pattern languages given by patterns that start with different terminal symbols is empty and the empty set, although a trivial language, is not a pattern language as well. Since, apart from a strong result by Shinohara [20] on the union of NEpattern languages, hardly anything is known beyond such immediate facts, we can observe that in the case of pattern languages the existing closure properties fail to contribute to our understanding of their intrinsic properties.
It is the main purpose of this paper to investigate the closure properties of pattern languages more thoroughly. To this end, in Section 3, we consider the closure properties of two important subclasses of pattern languages, namely the classes of terminal-free NE-and E-pattern languages, i. e., pattern languages that are generated by patterns that do not contain any terminal symbols. This choice is motivated by the fact that terminal-free patterns have been a recent focus of interest in the research on pattern languages and, furthermore, most existing examples for non-closure of pattern languages (including the two examples for union and intersection given in the previous paragraph) do not translate to the terminal-free case. In Section 3.1, we completely characterise when the union of two terminal-free pattern languages is again a terminal-free pattern language and, in Section 3.2, we prove their non-closure under intersection, for which the situation is much more complicated compared to the operation of union.
We consider general pattern languages in Section 4, and we provide complex examples demonstrating that it is probably a very hard task to obtain full characterisations of those pairs of pattern languages whose unions or intersections are again a pattern language. In Section 4.3, we also study the question whether an E-pattern language can be expressed by the union of nonerasing pattern languages and, likewise, whether an NE-pattern language can be expressed by the union of erasing pattern languages. This question is slightly at odds with the classical investigation of closure properties, since we apply a language operation to members of one class and ask whether the resulting language is a member of another class. However, in the case of pattern languages, this makes sense, since every NE-pattern language is a finite union of E-pattern languages and every E-pattern language is a finite union of NE-pattern languages (see Jiang et al. [9] ), a phenomenon that has been widely utilised in the context of inductive inference of pattern languages (see, e.g., Wright [22] , Shinohara, Arimura [21] ).
Definitions and Preliminary Results
The symbols ∪, ∩ and \ denote the set operations of union, intersection and set difference, respectively. For sets U and B with B ⊆ U , B := U \ B is the complement of B.
Let N := {1, 2, 3, . . .} and let N 0 := N ∪ {0}. For an arbitrary alphabet A, a word (over A) is a finite sequence of symbols from A, and ε stands for the empty word. The notation A + denotes the set of all nonempty words over A, and A * := A + ∪ {ε}. For the concatenation of two words w 1 , w 2 we write w 1 · w 2 or simply w 1 w 2 , and w n stands for the n-fold concatenation of the word w. We say that a word v ∈ A * is a factor of a word w ∈ A * if there are u 1 , u 2 ∈ A * such that w = u 1 · v · u 2 . If u 1 (or u 2 ) is the empty word, then v is a prefix (or a suffix, respectively) of w. If w = w 0 v 1 w 1 v 2 · · · v n w n and v = v 1 v 2 · · · v n , for some w 0 , w n ∈ A * , w i , v j ∈ A + , 1 ≤ i ≤ n − 1, 1 ≤ j ≤ n, then v is a subsequence of w. The notation |K| stands for the size of a set K or the length of a word K. For a w ∈ A * and a ∈ A, |w| a denotes the number of occurrences of the symbol a in w. A word w is primitive if, for any u such that w = u k , k = 1. The primitive root of a word w is the primitive word u such that w = u k , k ∈ N.
For any alphabets A, B, a morphism is a function h : A * → B * that satisfies h(vw) = h(v)h(w) for all v, w ∈ A * ; h is said to be nonerasing if, for every a ∈ A, h(a) = ε. A morphism h is ambiguous (with respect to a word w) if there exists a morphism g satisfying g(w) = h(w) and, for a letter a in w, g(a) = h(a). If such a morphism g does not exist, then h is called unambiguous (with respect to w). A morphism σ : A * → B * is periodic if for some (primitive) word w ∈ B * , σ(x) ∈ {w} * for every x ∈ A. The word w will be referred to as the primitive root of σ. If |σ(x)| = 1 for every x ∈ A, then σ is 1-uniform.
Let Σ be a finite alphabet of so-called terminal symbols and X a countably infinite set of variables with Σ∩X = ∅. We normally assume X := {x 1 , x 2 , x 3 , . . .}. A pattern is a nonempty word over Σ ∪ X, a terminal-free pattern is a nonempty word over X; if a word contains symbols from Σ only, then we occasionally call it a terminal word. For any pattern α, we refer to the set of variables in α as var(α). If the variables in a pattern α are labelled in the natural way, then it is said to be in canonical form, i. e., α is in canonical form if, for some n ∈ N, var(α) = {x 1 , x 2 , . . . , x n } and, for any x i , x j ∈ var(α) with i < j, there is a prefix β of α such that x i ∈ var(β) and x j / ∈ var(β). A pattern α is a one-variable pattern if | var(α)| = 1. A pattern α is periodicity forcing if for any alphabet Σ and morphisms g, h : var(α) * → Σ * , g(α) = h(α) implies g and h are peri-
Definition 1. Let Σ be an alphabet, and let α ∈ (Σ ∪ X) * be a pattern. The E-pattern language of α is defined by
Note that we call a pattern language terminal-free if there exists a terminal-free pattern that generates it. Some parts of our reasoning in the subsequent sections is based on word equations, which are defined as follows. For a set of unknowns Y , a terminal alphabet Σ, and two words α, β ∈ (Y ∪Σ) + , the expression α = β is called a word equation. The solutions are terminal-preserving morphisms σ : (Y ∪ Σ) * → Σ * such that σ(α) = σ(β). A solution is periodic if the morphism is periodic. The words σ(α) (= σ(β)) will be referred to as solution-words. It is often convenient to interpret variables from patterns as unknowns, and so word equations will often be formulated from two patterns.
This concludes the basic definitions of this paper. We now begin our investigation of the closure properties of the class of pattern languages. As a starting point, we refer to the corresponding result in the initial paper on pattern languages:
Theorem 1 (Angluin [1] ). NE-pattern languages are not closed under union, intersection, complement, Kleene plus, morphism and inverse morphism. NEpattern languages are closed under concatenation and reversal.
Terminal-free Patterns
As briefly explained in Section 1, the proof of Theorem 1 heavily relies on the fact that patterns can contain terminal symbols. In the present section, we therefore wish to study whether the situation changes if we consider the classes of terminal-free E-pattern languages and terminal-free NE-pattern languages.
Union
Simple examples show that neither the terminal-free NE-pattern languages nor the terminal-free E-pattern languages are closed under union: Proposition 2. Let Σ be an arbitrary alphabet. For every Z, Z ′ ∈ {E, NE}, there does not exist a pattern γ such that L Z,
Proof. The cases Z = Z ′ are trivial since then either ε ∈ L E,Σ (
In order to produce aa and aaa, for some a ∈ Σ, γ must contain a variable with exactly two occurrences and a variable with exactly three occurrences. This implies a 5 ∈ L E,Σ (γ), which is a contradiction.
If there exists a pattern γ with L NE,
can generate the word a 5 , for some a ∈ Σ, and x 1 x 1 cannot generate words of length 3.
It is worth noting that the above statement also provides a first minor insight into the topic of expressing E-pattern languages as unions of NE-pattern languages and vice versa. We shall study this subject in Section 4.3 for patterns with terminal symbols in much more detail. In the present section, we merely want to point out that the union of two terminal-free E-pattern languages is indeed never a terminal-free NE-pattern language, and the union of two terminal-free NE-pattern languages cannot be a terminal-free E-pattern language (in a similar way as in the proof of Proposition 2, this follows from the trivial fact that every terminal-free E-pattern language and no terminal-free NE-pattern language contains ε):
Proposition 3. Let Σ be an arbitrary alphabet, and let α and β be terminalfree patterns. Then there does not exist a terminal-free pattern γ with L E,Σ (α)∪ L E,Σ (β) = L NE,Σ (γ) or L NE,Σ (α) ∪ L NE,Σ (β) = L E,Σ (γ).
In the remainder of this section we wish to prove a similarly strong result for the actual closure of the class of terminal-free E-or NE-pattern languages. Hence, we wish to characterise those pairs of terminal-free (NE-/E-)pattern languages where the union again is a terminal-free (NE-/E-)pattern language. Our results shall demonstrate that the union of two terminal-free E-pattern languages is only a terminal-free E-pattern language in the trivial case, namely if there is an inclusion relation between the two languages; the same holds for the NE-pattern languages.
Our reasoning on the E case is based on a construction given in [10] for a morphism τ k such that, for two patterns α and β, the word τ |β| (α) is contained in L E,Σ (β) if and only if there exists a morphism ϕ from β to α. 
for every i ≥ 1.
We need the following claim, which is a simple extension of a reasoning from [10] .
Claim 1[Jiang et al. [10] ]: For every k ∈ N with k ≥ |β|, τ k (α) ∈ L E,Σ (β) if and only if there exists a morphism φ such that φ(β) = α.
We are now ready to prove the statement. Let k := max(|α|, |β|). Note that, for the equivalence to hold, τ k (γ) ∈ L E,Σ (α), or τ k (γ) ∈ L E,Σ (β). Without loss of generality let it be α. Then, by Claim 1, since k ≥ |α|, there exists a morphism φ such that φ(α) = γ. Thus L E,Σ (γ) ⊆ L E,Σ (α). Clearly, L E,Σ (α) ⊆ L E,Σ (γ), so the languages are equivalent and the statement holds.
As illustrated by the following proposition, Theorem 4 does not hold for unary alphabets:
Proposition 5. Let Σ be an alphabet, |Σ| = 1, and let α := x 2 1 x 5 2 , β := x 3 1 and γ :=
, and therefore the two languages are incomparable. When comparing the languages of α and γ, we can observe that
It can be observed from simple examples that, in the nonerasing case, inclusion cannot be characterised by the existence of a morphism between the generating patterns. Thus, the argument used in the proof of Theorem 4 cannot be extended to the nonerasing case. However, a corresponding result can be obtained by looking at the shortest words in the nonerasing languages of α, β and γ. To this end, we define, for a pattern α, the set M α to be {σ(α) | σ : var(α) * → Σ * is 1-uniform}.
The set M α has been used to positive effect in existing literature (see, e.g., Lange, Wiehagen [11] ). It is particularly useful when considering nonerasing pattern languages, because it encodes exactly the original pattern α (up to a renaming of variables), as shown by the next lemma. Proof. Clearly the if direction is trivial. Consider the case that α = β. Since
Similarly, if |α| = |β|, then the two sets contain words of different lengths, and therefore they cannot be equal. Thus it suffices to check that the statement holds for patterns of equal length, with equal numbers of variables. This is verified by Lemma 2.2 in [14] .
Moreover, the set M α has a number of convenient properties when considering the union of two NE-pattern languages. One such example is that if α is strictly shorter than β, then the set of shortest words in L NE,Σ (α) ∪ L NE,Σ (β) will be exactly M α . Thus, if the union is itself the nonerasing language of some pattern γ, we have that γ = α up to a renaming of variables. The next lemma establishes a similar result for the case that |α| = |β| by considering |M α ∪ M β |. 
The assumption | var(β)| ≤ | var(α)| leads to |Σ| | var(α)| +|Σ| | var(β)| ≤ | M γ | in an analogous way, and therefore | M α | + | M β | ≤ | M γ |. However, since |α| = |β| implies that a |γ| ∈ M α ∩ M β , where a is a letter in Σ, we can conclude that Consequently, with the help of Lemma 7, we can now verify the same statement for nonerasing languages as we have for erasing languages.
Theorem 8. Let Σ be an alphabet, |Σ| ≥ 2, and let α and β be terminal-free patterns. There exists a terminal-free pattern γ with L NE,
Proof. The if direction holds trivially. Suppose that L NE,Σ (α) ∪ L NE,Σ (β) = L NE,Σ (γ) for some terminal-free patterns α, β, γ ∈ N + (in canonical form). Note that |α|, |β| ≥ |γ| (otherwise the union will result in words shorter than those in the language of γ). Furthermore if |α| > |γ|, then M β = M γ , and, by Lemma 6, β = γ. Therefore |α| = |γ| and, similarly, |β| = |γ|. Since we assume that L NE,Σ (α)∪L NE,Σ (β) = L NE,Σ (γ), this implies that M α ∪ M β = M γ . Consequently, the statement follows from Lemma 7.
Note that Theorem 8 extends an equivalent result by Shinohara [20] that holds for alphabets with at least 3 letters.
For unary alphabets, Theorem 8 does not hold. Hence, the situation is equivalent to the erasing case, which is studied in Theorem 4 and Proposition 5 above. This can be verified with the following example of two incomparable, non-erasing pattern languages whose union is again a non-erasing pattern language.
Proposition 9. Let Σ be an alphabet, |Σ| = 1, and let α := x 1 x 2 · · · x 9 , β := x 3 1 x 5 2 and γ :=
Similarly, L NE,Σ (β) = {a 8 , a 11 , a 13 , a 14 , a 16 , a 17 , a 18 , a 19 , . . .}, which implies that the two languages are incomparable. Furthermore,
Thus, summarising the two main results of this section given in Theorems 4 and 8, if the corresponding terminal alphabet contains at least two letters, then the languages of two terminal-free patterns only union together to produce a third in the trivial case.
It also is worth noting that, for terminal-free patterns, the inclusion problem -and therefore the question of closure under union -is decidable in the E case (see Jiang et al. [10] , as explained above), but its decidability status is still open in the NE case.
Intersection
In the present section, we wish to investigate if the terminal-free NE-or E-pattern languages are closed under intersection. For the NE case, simple counterexamples can be used to prove that the corresponding class of pattern languages is not closed under intersection: Proposition 11. Let Σ be an arbitrary alphabet. Let α := x 2 1 and let β :
Proof. It is known from Lyndon, Schützenberger [13] that the equation x 2 1 = x 3 2 x 5 3 has only periodic solutions. Thus, L NE,Σ (α) ∩ L NE,Σ (β) is the set of all words w 2k where w ∈ Σ + , and 2k = 3n + 5m for k, n, m ∈ N. Enumerating the first solutions to 2k = 3n + 5m, we get k = 4, 7, 8, . . . Assume to the contrary that the intersection is an NE-pattern language with corresponding pattern γ. Then the shortest word in the L NE,Σ (γ) has length 8 (i. e., when k = 4 and |w| = 1). Thus |γ| = 8. Furthermore, since the second-shortest word has length 14, no variable can occur less than six times in γ. It follows that the only remaining option is that γ = x 8 1 (up to renaming). This is a contradiction, since no words of length 14 are in L NE,Σ (x 8 1 ).
We can obtain an equivalent result for the terminal-free E-pattern languages, but our reasoning is significantly more complex and requires the analysis of certain word equations. More precisely, for a restricted class of pairs of patterns, we are able to provide a characterisation of those pairs of pattern languages where the intersection is again a terminal-free E-pattern language, and we show that, for this class, the situation is non-trivial (i.e., there exist both positive and negative examples). We proceed by considering the link between word equations and intersections of pattern-languages.
If, for a word equation α = β, the words α and β are over disjoint sets of unknowns, then the set of solutions σ : (var(α)∪var(β)) * → Σ * corresponds exactly to the set of pairs of morphisms τ 1 : var(α) * → Σ * , τ 2 : var(β) * → Σ * such that τ 1 (α) = τ 2 (β). Thus, it also exactly describes the intersection L E,Σ (α)∩L E,Σ (β), as illustrated by the proof of Proposition 11 above. Furthermore, such an intersection is invariant under renamings of α and of β, so any intersection of Epattern languages can be described in this way. We shall next characterise when the intersection of two terminal-free E-pattern languages is again a terminal-free E-pattern language in the restricted case that the corresponding word equation permits only periodic solutions (see Proposition 15) . Note that, for α and β over disjoint alphabets, such solutions always exist. Before we can present this characterisation, we need to establish some preliminary results. The first such result is a consequence of the well documented defect effect (see Theorem 1.2.5 in Lothaire [12] ).
Lemma 12 (Lothaire [12] ). Let x, y be unknowns and let α, β ∈ {x, y} + . Provided α = β, the word equation α = β permits only periodic solutions.
Note that if α and β are identical, then any morphism is a solution. Nontrivial equations are therefore those for which α = β. One immediate consequence of Lemma 12 is that no non-empty word can have two distinct primitive roots. Thus, the primitive root of a periodic morphism will always be the primitive root of its images.
Remark 13. Let u be a primitive word, and suppose that u n is a solutionword for some word equation which permits only periodic solutions. Then the corresponding solution σ has u as a primitive root. Furthermore, this means one can replace all occurrences of u in the definition of σ with a single terminal symbol a, and thus a n will also be a solution.
Now, we are able to prove that if the erasing pattern language of a terminalfree pattern γ equals the intersection of two terminal-free erasing pattern languages (where the word equation constructed from the corresponding patterns only permits periodic solutions), then the erasing pattern language of γ is equal to the erasing pattern language of some pattern x k 1 . This result constitutes one half of the desired characterisation and is stated separately, since we shall use it again later.
Proposition 14. Let Σ be an alphabet, |Σ| ≥ 2. Let α, β be patterns over disjoint sets of variables, and suppose that the word equation α = β permits only periodic solutions. Furthermore, suppose that
Proof. Let δ be the primitive root of γ with γ = δ k . It follows that for some primitive word u ∈ Σ + , the word u k is a solution-word. By Remark 13, this implies that a k is also a solution-word, and thus that a k ∈ L E,Σ (γ). Consequently, |δ| x = 1 for some x ∈ var(γ), and thus L E,
It is easy to see that the number k in Proposition 14 is the length of the shortest non-empty solution-word to the corresponding equation. This, in particular, means that if the word equation α = β permits only periodic solutions and L E,Σ (α)∩L E,Σ (β) = L E,Σ (x k 1 ), then it is necessary that every solution-word u := a l to the equation satisfies that l is a multiple of k. The next proposition states that this necessary condition is also a sufficient one: Proof. The only if direction holds due to Proposition 14. Let α, β ∈ X + and suppose that the word equation α = β permits only periodic solutions. By Remark 13, there exists a p ∈ N such that a p is a shortest non-empty solutionword. Clearly, since a p is a solution-word, w p is also a solution-word, for any word w ∈ Σ * . Thus, if there does not exist a solution word a k , where k = p × q for some q ∈ N 0 , the set of solution words is exactly
. This proves the if direction and the statement.
We shall now utilise Proposition 15 in the following way. For example patterns α and β for which α = β permits only periodic solutions, we show that L E,Σ (α) ∩ L E,Σ (β) does not satisfy the conditions of the characterisation of Proposition 15 and therefore L E,Σ (α) ∩ L E,Σ (β) cannot be a terminal-free Epattern language.
Proposition 16. Let Σ be an alphabet, |Σ| ≥ 2, and let α :
Proof. Note that since var(α) ∩ var(β) = ∅, the set L := L E,Σ (α) ∩ L E,Σ (β) is equivalent to the set {σ(α) | σ is a solution to the word equation α = β}. Thus, consider the equation
Since u and v contain the same number of each variable, and likewise for w and x, it is possible to conclude that for any solution σ, |σ(u)| = |σ(v)| = |σ(w)| = |σ(x)|. Therefore σ(u) = σ(w) and σ(v) = σ(x); so the equation is equivalent to the following system of word equations:
which, by the substitution x 5 := x 4 x 4 , is equivalent to the system:
(2)
Note that by Lemma 12, this substitution does not alter the periodicity of solutions: any solution which is periodic over x 1 , x 2 , x 3 , x 4 must also be periodic over all the variables x 1 , x 2 , x 3 , x 4 , and x 5 . Similarly, any solution which is periodic over x 1 , x 2 , x 3 and x 5 , will also be periodic over all the variables x 1 , x 2 , x 3 , x 4 and x 5 . From the fact that x 1 x 2 x 1 x 1 x 2 is a periodicity forcing word (see Culik II, Karhumäki [3] ), Equation (2) has only solutions 1. which are periodic over x 1 , x 2 , x 3 , and x 5 (and therefore, also
Clearly, any solution which adheres to the first case corresponds to a periodic solution of Equation (1) . Consider a solution which adheres to the second case. By substituting x 1 for x 3 and x 2 for x 5 in Equation (3), we obtain the equation
which is a non-trivial equation in two unknowns. Thus, by Lemma 12, any solution will be periodic over x 1 and x 2 . Since x 1 = x 3 and x 2 = x 5 any solution will also be periodic over x 1 , x 2 , x 3 , x 5 (and therefore also x 4 ). Consequently, all solutions to Equation (1) are periodic. The shortest solutions are clearly a 6 , for a ∈ Σ. However, a 8 is also a solution. Thus, by Proposition 15, the intersection is not a terminal-free E-pattern language.
It is even possible to give a much stronger statement, showing the extent to which the 'pattern-language mechanism' is incapable of handling this seemingly uncomplicated set of solutions.
Corollary 17. Let Σ be an alphabet, |Σ| ≥ 2, and let α :
is not a finite union of terminal-free E-pattern languages.
Proof. By extending the proof of Proposition 14, any such union would, without loss of generality, be generated by patterns of the form x k 1 , k ∈ N. Assume to the contrary that {x k1
1 , x k2 1 , . . . , x kn 1 } is a finite set of patterns whose languages cover L := L E,Σ (α) ∩ L E,Σ (β). Note that the case that n = 1 is covered by Proposition 16, so we may assume n ≥ 2. Furthermore, for every even k with k > 26, a k ∈ L. Also note that every k i is 6 or larger. Thus, the word a p is contained in L, where p := 2 + (k 1 × k 2 × · · · × k n ). Clearly, p is not a multiple of any k i , and therefore a p is not in any language L E,Σ (x ki 1 ). This is a contradiction and thus proves the statement.
It is worth noting that the approach above can be used to show that, for
). This demonstrates that the intersection of two E-pattern languages can in some cases be expressed as an E-pattern language, and therefore that the problem of whether the intersection of two E-pattern languages form an E-pattern language is nontrivial. However it is worth pointing out that a characterisation of this situation is probably very difficult to acquire due to the challenging nature of finding solution-sets of word equations.
Other closure properties
In this section, we show that regarding the closure under the operations of complementation, morphisms, inverse morphisms, Kleene plus and Kleene star, terminal-free pattern languages behave similarly to the full class of pattern languages.
Proposition 18. Let Σ be an arbitrary alphabet. For every terminal-free pattern α, L E,Σ (α) is not a terminal-free E-pattern language and L NE,Σ (α) is not a terminal-free NE-pattern language.
Proof. Every terminal-free E-pattern language contains ε and every terminalfree NE-pattern language does not contain ε. Since, for every language L, either L or L must contain ε, it is not possible that L and L are both terminal-free E-pattern languages or both terminal-free NE-pattern languages.
Proposition 18 does not only prove the non-closure of terminal-free E-and NE-pattern languages under complementation, but also characterises in a trivial way the terminal-free pattern languages whose complement is also a terminalfree pattern language.
We now investigate closure under morphisms and inverse morphisms. If we consider the class of terminal-free pattern languages with respect to a fixed alphabet Σ, then the non-closure under morphisms and inverse morphisms is obvious, since these operations may introduce new symbols that are not in Σ and therefore a morphic image or inverse morphic image of a terminal-free pattern language over Σ may not be a terminal-free pattern language over Σ anymore (simply because it is not a language over Σ). Therefore, we investigate the closure of terminal-free pattern languages with respect to a fixed alphabet Σ under morphisms and inverse morphisms that are defined over the same fixed alphabet Σ. Proof. Let Σ = {a 1 , a 2 , . . . , a k } with k ≥ 2 and let h : Σ * → Σ * be defined by
. . a k ) n | n ≥ 0}, which are both no pattern languages (in a non-singleton pattern language every possible factor occurs in at least one word, which is not the case for these languages). This proves the nonclosure of the class of terminal-free NE-and the class of terminal-free E-pattern languages over Σ under morphisms h : Σ * → Σ * .
Let g : Σ * → Σ * be defined by g(b) = a 1 for every b ∈ Σ. Then L ′ := g −1 (L NE,Σ (xx)) = {w | w ∈ Σ + , |w| is even}, which is not a terminal-free NEpattern language, since the shortest words in L ′ have length 2, so the hypothetical pattern that describes L ′ is either xx or xy, but xx cannot produce a 1 a 2 ∈ L ′ and xy can produce
which can be seen as follows. If the hypothetical pattern α that describes L ′′ has a single-occurrence variable, then it can produce a 1 / ∈ L ′′ and if it has no singleoccurrence variable, then it cannot produce a 1 a 2 ∈ L ′′ . This proves the nonclosure of the class of terminal-free NE-and the class of terminal-free E-pattern languages over Σ under inverse morphisms h −1 : Σ * → 2 Σ * .
We wish to point out that in the proof of Proposition 19, it is shown independently from the actual alphabet Σ that the morphic images and inverse morphic images of our pattern languages are no pattern languages over Σ and therefore they are no pattern languages over any alphabet. Consequently, Proposition 19 also proves the non-closure of the class of all pattern languages (over any alphabet) under morphisms and inverse morphisms.
With respect to the closure of terminal-free pattern languages under Kleene plus and Kleene star, we observe a dependency on the alphabet size, i. e., terminal-free pattern languages over alphabets that are at least binary are not closed under Kleene plus or star, whereas unary terminal-free pattern languages are. We first prove the negative closure property with respect to non-unary alphabets.
Proposition 20. Let Σ be an alphabet, |Σ| ≥ 2. The terminal-free NE-and E-pattern languages over Σ are not closed under Kleene plus and Kleene star.
Proof. We assume that Σ contains the two distinct symbols a and b. The language L ′ := (L NE,Σ (xx)) + is not a terminal-free NE-pattern language, which can be shown as follows. Since the shortest words in L ′ are of length 2, the hypothetical pattern that describes L ′ is either xx or xy, but xx cannot generate aabb ∈ L ′ and xy can generate ab / ∈ L ′ . Moreover, no language L * is an NEpattern language, since ε ∈ L * .
We claim that L ′′ := (L E,Σ (xx)) * is not a terminal-free E-pattern language over Σ. In order to prove this claim, we assume that α describes L ′′ and first note that every variable in α has at least two occurrences, since otherwise L E,Σ (α) = Σ * = L ′′ . Moreover, let m := |α| be even; the case that m is odd can be handled analogously. We now consider the word w :=
and since w has m + 2 factors of form abb · · · ba or baa · · · ab and α has only m occurrences of variables, there must be one variable x ∈ var(α) such that h(x) contains one of these factors. This is a contradiction since x is repeated in α, but every factor of this form has only one occurrence in w. Moreover, in the same way we can show that (L E,Σ (xx)) + is not a terminal-free Epattern language. This proves that terminal-free NE-and E-pattern languages are not closed under Kleene plus and Kleene star. Proof. Let Σ := {a}. Since (L E,Σ (α)) + ∪{ε} = (L E,Σ (α)) * and ε ∈ (L E,Σ (α)) + , (L E,Σ (α)) + = (L E,Σ (α)) * follows. Obviously, L E,Σ (α) ⊆ (L E,Σ (α)) * , so we have to show the converse of this statement.
Without loss of generality, we can assume that L E,Σ (α) = L E,Σ (β) for some terminal-free pattern β = x n1 1 x n2 2 · · · x n k k , k ∈ N, n i ∈ N, 1 ≤ i ≤ k. Now let w, u ∈ L E,Σ (β). This implies that w = a n1×ℓ1 a n2×ℓ2 · · · a n k ×ℓ k , for some ℓ i ∈ N 0 , 1 ≤ i ≤ k, and u = a n1×ℓ ′ 1 a n2×ℓ ′ 2 · · · a n k ×ℓ ′ k , for some ℓ ′ i ∈ N 0 , 1 ≤ i ≤ k. Hence, w · u = a n1×(ℓ ′ 1 +ℓ1) a n2×(ℓ ′ 2 +ℓ2) · · · a n k ×(ℓ ′ k +ℓ k ) ∈ L E,Σ (β). By induction, this implies (L E,Σ (β)) * ⊆ L E,Σ (β).
The statement (L NE,Σ (α)) + = L NE,Σ (α) can be shown analogously.
General Patterns
As explained in Section 1 and formally stated in Theorem 1, the closure properties of the full classes of NE-pattern languages and of E-pattern languages are understood. In the present section, we therefore wish to expand the more specific insights into the terminal-free pattern languages gained in Section 3 to the full classes. More precisely, with respect to the operations of complementation, intersection and union, we investigate those patterns that exhibit the property that their complement, intersection or union is again a pattern language and we try to characterise these patterns. Our strongest results are with respect to the operation of union.
Complement
With respect to the full class of E-and NE-pattern language, an analogue of Proposition 18 exists:
Proposition 22 (Bayer [2] ). Let Σ be an alphabet, |Σ| ≥ 2. For every pattern α, L E,Σ (α) is not an E-pattern language and L NE,Σ (α) is not an NE-pattern language.
With respect to Proposition 22, it is interesting to note that L NE,Σ (α) is not an NE-pattern language even for unary alphabets Σ (since every language or its complement contains ε), while this is not the case for erasing pattern languages:
In the same way as Proposition 18 does for terminal-free patterns, Proposition 22 yields a trivial characterisation of pattern languages with a complement that again is a pattern language.
Intersection
It is straightforward to construct patterns α and β such that L E,Σ (α) ∩ L E,Σ (β) is not an E-pattern language or L NE,Σ (α) ∩ L NE,Σ (β) is not an NEpattern language. Furthermore, any two terminal-free patterns α and β are an example for the situation that L E,Σ (α) ∩ L E,Σ (β) is not an NE-pattern language and, as long as there are at least two symbols in Σ, also for the situation that • L NE,Σ (xay) ∩ L NE,Σ (xxx) = L E,Σ (xayxayxay).
However, it is not known whether or not there are patterns α and β, such that L E,Σ (α) ∩ L E,Σ (β) is an NE-pattern language. Moreover, we do not have any characterisations for the situation that the intersection of two pattern languages is again a pattern language.
Union
Examples of patterns α and β such that L Z,Σ (α)∪L Z,Σ (β) is not a Z ′ -pattern language, for all Z, Z ′ ∈ {E, NE}, are provided by Proposition 2.
Corollary 10 is our strongest result in Section 3, as it shows that the union of terminal-free pattern languages can only be a terminal-free pattern language if one of the languages is contained in the other. At first glance it seems a reasonable hypothesis that a similar result might hold for the full class of pattern languages, but in the present section we show that this is not true.
For all but the union of pairs of E-pattern languages and the question of whether they can form an E-pattern language, suitable examples are not too hard to find:
In the following, we study the question of whether the existence of a pattern γ satisfying L E,Σ (α) ∪ L E,Σ (β) = L E,Σ (γ) implies that there is an inclusion relation between L E,Σ (α) and L E,Σ (β). We present increasingly complex counterexamples for alphabet sizes 1, 2, 3, and 4. These examples are individually tailored for the size of the alphabet and they do not generalise to different alphabet sizes.
With respect to unary alphabets, we note that a suitable example is already provided by Proposition 23, i. e., for Σ = {a}, α := x 1 x 1 a, β := x 1 x 1 and γ := x 1 , we have neither L E,Σ (α) ⊆ L E,Σ (β) nor L E,Σ (β) ⊆ L E,Σ (α), but L E,Σ (α) ∪ L E,Σ (β) = L E,Σ (γ). We now give such examples for alphabets of size 2, 3 and 4.
Proposition 25. Let Σ = {a, b}, α := x 1 ax 2 bx 2 ax 3 , β := x 1 ax 2 bbx 2 ax 3 and γ := x 1 ax 2 bx 3 ax 4 . Then L E,Σ (α)
To this end, we first observe that there exist substitutions h and g for γ with h(γ) = α and g(γ) = β, i. e., h(
Let h be some substitution for γ and let w := h(γ). This means that, for some (possibly empty) words p, q, r, s ∈ Σ * , w = p a q b r a s. Obviously, a q b r a contains a factor ab n a, with n ≥ 1. If n is even, then n = 2m for some m ≥ 1 and w = u a b m−1 bb b m−1 a v for some u, v ∈ Σ * . This means that w can be obtained from β by substituting x 1 by u, x 3 by v and x 2 by b m−1 . If, on the other hand, n is odd, then n = 2m + 1 for some m ≥ 0 and w = u a b m b b m a v for some u, v ∈ Σ * . This means that w can be obtained from α by substituting
, which concludes the proof.
In the proof of the next two propositions, we make use of a notation that allows us to refer to specific factors in a word w over an alphabet A: If w contains n ≥ 1 occurrences of a factor v then for every i, 1 ≤ i ≤ n, v i is the ith occurrence (from the left) of v in w. Then the factor [w/v i ] is the prefix of w up to (but not including) the leftmost letter of v i and the factor [v i \w] is the suffix of w beginning with the first letter that is to the right of v i . Moreover, for every word w that contains at least i occurrences of a factor u, j occurrences of factor v and that satisfies w = w 1 u i w 2 v j w 3 with Proof. The word ac 3 bac 6 b is obviously contained in L E,Σ (α), as it is generated by a substitution that maps x 4 to the letter c and all other variables to the empty word. On the other hand, it is not included in L E,Σ (β), since the factor c 6 would need to be generated by the variables x 2 , x 4 or x 7 in β, and this would necessarily lead to a factor of either c 4 or c 6 between the first occurrence of a and b in the generated word. Hence, L E,Σ (α) ⊆ L E,Σ (β). A very similar reasoning shows that ac 2 bac 4 b ∈ L E,Σ (β) \ L E,Σ (α), which directly implies L E,Σ (β) ⊆ L E,Σ (α).
We now explain why indeed L E,Σ (α) ∪ L E,Σ (β) = L E,Σ (γ), i. e., we shall prove
Regarding point 1 it is sufficient to observe that there exist a terminalpreserving morphism φ satisfying φ(γ) = φ(α), which is known to be a sufficient condition for L E,Σ (α) ⊆ L E,Σ (γ) (see Jiang et al. [9] ). This morphism can be defined by φ(x i ) := x i for 1 ≤ i ≤ 3, φ(x 4 ) := ε, and φ(x i ) := x i−1 for 5 ≤ i ≤ 11. Point 2 is less straightforward to prove. Intuitively, it makes use of the fact that, whenever a substitution σ maps x 4 or x 5 in β to a word that contains a or b, then this substitution is ambiguous with respect to β; more precisely, there exists a substitution σ ′ that maps x 4 or x 5 to the empty word and nevertheless satisfies σ ′ (β) = σ(β). In other words, the variables x 4 and x 5 are only required in β when they are mapped to the letter c. This, in turn, allows, for every substitution σ, a substitution τ to be defined that satisfies τ (γ) = σ(β). Formally, τ is given as follows: In each of these cases, the actual verification of τ (γ) = σ(β) is straightforward. In order to conclude our proof of Proposition 26, we now address point 3. Our reasoning is very similar to the one above, i. e., we construct, for any substitution σ, a substitution τ that satisfies τ (α) = σ(γ) or τ (β) = σ(γ). This is again possible since most substitutions are ambiguous with respect to γ.
We consider the following cases:
Case 1 σ(x 4 ) = ε and σ(x 5 ) ∈ {c} * :
The following substitution satisfies τ (α) = σ(γ).
Case 2 σ(x 4 ) = ε and σ(x 4 x 5 ) ∈ {c} + : In this case, let p, q ∈ N 0 be chosen such that p2 + q5 = |σ(x 2 4 x 3 5 )|; it can be easily seen that such numbers always exist. Then, for the following substitution τ , τ (β) = σ(γ) holds true.
Define
Case 3 σ(x 4 ) contains k ≥ 1 occurrences of a: Here, we can again employ α to generate σ(γ). This is achieved by the following substitution. Case 4 σ(x 4 ) does not contain a, and σ(x 5 ) contains k ≥ 1 occurrences of a:
We define a substitution τ that satisfies τ (β) = σ(γ). Note that, alternatively, we could give a substitution for α, since σ(γ) is also contained in
Case 5 σ(x 4 x 5 ) does not contain a, and σ(x 4 ) contains k ≥ 1 occurrences of b: This case is similar to Case 4, since σ(γ) can be generated by both α and β. We again give a substitution τ that yields τ (β) = σ(γ). Summarising these six cases, we can state that, for every word w ∈ L E,Σ (γ), there exists a substitution τ such that τ (α) = w or τ (β) = w. Hence, Then
Proof. In order to illustrate the structure of the patterns α, β and γ, we wish to point out that there exist simple terminal-preserving morphisms φ and ψ The next step of our proof establishes that L E,Σ (γ) is included in L E,Σ (α) ∪ L E,Σ (β). Thus, we now prove that, for every substitution σ, there exists a substitution τ that satisfies τ (α) = σ(γ) or τ (β) = σ(γ). Intuitively, this is possible since a substitution is necessarily ambiguous with respect to γ if it maps both x 5 and x 15 in γ to a nonempty word.
Formally, we consider the nine cases listed below. Cases 1 -4 lead to a substitution τ such that τ (α) = σ(γ), and in Cases 5 -9 the substitution τ satisfies τ (β) = σ(γ). Note that in Case 9 we could alternatively give a substitution that would show σ(γ) ∈ L E,Σ (α).
Case 1 σ(x 4 x 5 ) contains the letter a:
Define ) 3 ), which is a factor of σ(γ), contains two occurrences of the factor ab followed by two occurrences of the factor cd.
Hence, for every w ∈ L E,Σ (γ), we can give a substitution τ that yields w ∈ L E,Σ (α) ∪ L E,Σ (β). Referring to the first paragraph of this proof, this implies that L E,Σ (α) ∪ L E,Σ (β) = L E,Σ (γ).
We conclude this proof by showing that L E,Σ (α) and L E,Σ (β) are incomparable, and we start with L E,Σ (α) ⊆ L E,Σ (β). To this end, we consider the following substitution:
Thus,
Note that this word has only two occurrences of the letter c and two occurrences of the letter d. These are underlined in the above representation of the word, for ease of reference.
If we now assume to the contrary that there exists a substitution τ 1 satisfying τ 1 (β) = σ 1 (α), then we can immediately observe that τ 1 (x 14 ) = ε, since σ 1 (α) does not contain a factor v 6 to the right of the rightmost occurrence of d, while β has an occurrence of x 6 14 to the right of the second occurrence of d. Similarly, τ 1 (x 12 ) = τ 1 (x 16 ) = ε, since immediately to the right of the first occurrence of c and immediately to the left of the first occurrence of d in σ 1 (α) we have the letter b, while a is the letter to the right of the second occurrence of c and to the left of the second occurrence of d. Thus, τ 1 (x 2 13 x 2 15 ) needs to equal w 1 := b 2 (ab) 2 (ab 2 ) 2 b 2 . This is a contradiction, because w 1 does not consist of two consecutive squares. Thus, σ 1 (α) / ∈ L E,Σ (β), and therefore L E,Σ (α) ⊆ L E,Σ (β).
The final part of our proof, demonstrating that L E,Σ (β) ⊆ L E,Σ (α), is very similar to our reasoning in the previous paragraph. We now make use of the substitution σ 2 given by
and we consider
where the sole occurrences of a and of b are underlined. Using a similar argument as above, we can see that if there exists a substitution τ 2 satisfying τ 2 (α) = σ 2 (β), then τ 2 (x 2 ) = τ 2 (x 4 ) = τ 2 (x 6 ) = ε. Hence, τ 2 (x 2 3 x 2 5 ) should equal c 2 (cd) 2 (cd 2 ) 2 c 2 , but this is not possible. Consequently, σ 2 (β) / ∈ L E,Σ (α), and therefore L E,Σ (β) is not a subset of L E,Σ (α).
We are not able to give equivalent examples for larger alphabets, and we expect the question of their existence to be a complex and important problem. This is because the above examples depend on the ambiguity of terminalpreserving morphisms, which is a phenomenon that underpins many properties of pattern languages. Similar constructions to those in Propositions 25, 26, and 27 have been used to disprove longstanding conjectures on inductive inference (see Reidenbach [15, 17] ) and the equivalence problem (see Reidenbach [16] ) for E-pattern languages over alphabets of up to 4 letters and, similarly, it has so far not been possible to expand those techniques to arbitrary alphabets. Our examples, thus, suggest a close link between the problem in the current section and the two most important open problems for E-pattern languages over alphabets with at least 5 letters, and we expect that substantial progress on any one of them will require combinatorial insights that will allow the others to be solved as well.
For all Z, Z ′ ∈ {E, NE}, we have seen example patterns α and β such that L Z,Σ (α)∪L Z,Σ (β) is a Z ′ -pattern language. We shall now try to generalise these examples in order to obtain characterisations of such pairs of patterns.
For the case Z = Z ′ = E, we are only able to state a necessary condition for L E,Σ (α) ∪ L E,Σ (β) = L E,Σ (γ) that, unfortunately, is not very strong:
Theorem 28. Let Σ be an arbitrary alphabet, and let α, β and γ be patterns with L E,Σ (α) ∪ L E,Σ (β) = L E,Σ (γ). Furthermore, let w α , w β and w γ be the residuals of α, β and γ, respectively. Then w γ = w α and w γ is a subsequence of w β or w γ = w β and w γ is a subsequence of w α .
Proof. We first note that |w α | ≥ |w γ | and |w β | ≥ |w γ |, since otherwise w α / ∈ L E,Σ (γ) or w β / ∈ L E,Σ (γ), respectively. If |w α | > |w γ | and |w β | > |w γ |, then w γ / ∈ L E,Σ (α) ∪ L E,Σ (β), which is a contradiction and, thus, |w α | = |w γ | or |w β | = |w γ | holds. If |w α | = |w γ |, then w α = w γ , since otherwise w α / ∈ L E,Σ (γ). Furthermore, since w β ∈ L E,Σ (γ), w γ is a subsequence of w β . Analogously, from the assumption that |w β | = |w γ | we can conclude that w β = w γ and that w γ is a subsequence of w α .
In view of the fact that the examples of Propositions 25, 26 and 27 are rather complicated, we expect that a full characterisation for the case Z = Z ′ = E is difficult to obtain.
For the case Z = Z ′ = NE, we can present a strong necessary condition that, similarly to Theorem 8, strengthens a result by Shinohara [20] :
Theorem 29. Let Σ be an alphabet with {a, b} ⊆ Σ and let α, β and γ be patterns. If L NE,Σ (α) ∪ L NE,Σ (β) = L NE,Σ (γ), then one of the following three statements is true:
• L NE,Σ (α) ⊆ L NE,Σ (β) and β = γ.
• L NE,Σ (β) ⊆ L NE,Σ (α) and α = γ.
• |Σ| = 2 and
Proof. In this proof, we use the following notation: in order to refer to the symbol at a certain position j, 1 ≤ j ≤ n, in a word w = a 1 · a 2 · · · · · a n , a i ∈ Σ, 1 ≤ i ≤ n, we use w[j] := a j .
We assume that L NE,Σ (α) ∪ L NE,Σ (β) = L NE,Σ (γ), but neither L NE,Σ (α) ⊆ L NE,Σ (β) and β = γ nor L NE,Σ (β) ⊆ L NE,Σ (α) and α = γ holds.
If |α| < |β|, then |γ| = |α|, since |γ| < |α| or |γ| > |α| means that the shortest words of L NE,Σ (γ) cannot be obtained from α or the shortest words of L NE,Σ (α) cannot be obtained from γ, respectively. Obviously, α = γ implies L NE,Σ (β) ⊆ L NE,Σ (α); thus, we can assume that α = γ, which is a contradiction, since this means that the sets of shortest words of L NE,Σ (α) and L NE,Σ (γ) are different. In the same way, the assumption |β| < |α| leads to a contradiction and therefore we can conclude that |α| = |β| = |γ|.
We call α and β equivalent with respect to the occurrences of terminal symbols if, for every i,
Claim 1: The patterns α and β are not equivalent with respect to the occurrences of terminal symbols.
Proof of Claim 1: We assume that α and β are equivalent with respect to the occurrences of terminal symbols, i. e., for every i,
then α can be mapped to β by a nonerasing substitution or β can be mapped to α by a nonerasing substitution, respectively, which implies L NE,Σ (β) ⊆ L NE,Σ (α) or L NE,Σ (α) ⊆ L NE,Σ (β), respectively. Hence, we can assume that this is not the case, which implies that there must be positions i, Proof of Claim 2: We assume to the contrary that for some position p, 1 ≤ p ≤ |α|, α[p] = a ∈ Σ and β[p] = x ∈ var(β). We assume that there exists a position q,
. This is a contradiction, since v is neither in L NE,Σ (α) nor in L NE,Σ (β). If, on the other hand, α[q] ∈ Σ and α[q] = β[q], then we obtain a contradiction in the same way. Hence, for every i,
We recall that β[p] = x and we define p 1 , p 2 , . . . , p m to be exactly the positions that satisfy β Consequently, for all i, j, 
This is a contradiction, since v is neither in L NE,Σ (α) nor in L NE,Σ (β). The assumption that there are positions i, j,
leads to a contradiction in the same way. Hence, such positions do not exist, which means that α and β are identical up to the position r 1 , r 2 , . . . , r m . More precisely,
It remains to consider the cases Z = NE, Z ′ = E and Z = E, Z ′ = NE, for which we have full characterisations. Before we prove these characterisations, we recall that Jiang et al. show in [9] that, for every pattern α, we can construct finite sets of patterns Γ and ∆ such that L E,Σ (α) = β∈Γ L NE,Σ (β) and L NE,Σ (α) = β∈∆ L E,Σ (β). More precisely, Γ is the set of all patterns that can be obtained from α by erasing some (possibly none) of the variables and ∆ contains all pattern that can be obtained from α by substituting each x ∈ var(α) by bx, for some b ∈ Σ. We note that the examples L NE,Σ (abc) ∪ L NE,Σ (axbxcx) = L E,Σ (axbxcx) and L E,{a,b} (aax) ∪ L E,{a,b} (abx) = L NE,{a,b} (ax) of Proposition 24 are applications of exactly this construction.
The characterisation for the case Z = NE, Z ′ = E follows from the fact that we can prove that if we restrict ourselves to unions of only two pattern languages, then L E,Σ (α) = β∈Γ L NE,Σ (β) is the only possible way to describe an E-pattern language by NE-pattern languages. 
Proof. The if direction follows trivially from the observation that if γ is a one-variable pattern with residual w, then L E,Σ (γ) = L NE,Σ (γ) ∪ {w}.
In order to prove the only if direction, let α, β and γ be patterns with L NE,Σ (α) ∪ L NE,Σ (β) = L E,Σ (γ). If γ is terminal-free, then ε ∈ L E,Σ (γ), which is a contradiction, since ε / ∈ L NE,Σ (α) ∪ L NE,Σ (β). Hence, we can assume that γ has a non-empty residual w. Since w is the unique shortest word in L E,Σ (γ), it is also the unique shortest word in L NE,Σ (α) ∪ L NE,Σ (β), which implies that α or β must equal w. This is due to the fact that if α or β is shorter than w, then in L NE,Σ (α) or L NE,Σ (β), respectively, there exists a word shorter than w, if both α and β are longer than w, then w / ∈ L NE,Σ (α) ∪ L NE,Σ (β), and if |α| = |w| or |β| = |w| with α = w or β = w, respectively, then, since |Σ| ≥ 2, in L NE,Σ (α) ∪ L NE,Σ (β) there exists a word different from w, but with the same length. Without loss of generality, we assume that α = w. If |β| = |α| = |w|, then, as explained above, β = w, which implies α = β = γ = w and, thus, the condition of the theorem is satisfied. In the following, we consider the case |α| < |β|.
We note that in L NE,Σ (α)∪L NE,Σ (β), there is no word v with |w| < |v| < |β|, since L NE,Σ (α) = {w} and every word in L NE,Σ (β) has a length of at least |β|. Thus, for every x ∈ var(γ), |γ| x ≥ |β| − |w|, since if there exists an x ∈ var(γ) with |γ| x < |β| − |w|, then erasing all variables in γ except x yields a pattern γ ′ with |w| < |γ ′ | < |β|, from which we could derive a word v with |w| < |v| < |β|. On the other hand, there exists at least one variable x ∈ var(γ) with |γ| x = |β| − |w|, since otherwise γ cannot produce the shortest words in L NE,Σ (β). Consequently, all the shortest words in L NE,Σ (β) can be obtained from γ by erasing all variables except some variable x with |γ| x = |β| − |w|, which instead is substituted by a single symbol. We emphasise here that the choice of the variable x with |γ| x = |β| − |w| that is not erased depends on the actual shortest word to be produced. More precisely, for every shortest word v in L NE,Σ (β), there exists a γ ′ = u 1 xu 2 x . . . xu k+1 , where w = u 1 u 2 . . . u k+1 , k = |β| − |w| and v can be obtained from γ ′ by substituting all occurrences of x by a single symbol b ∈ Σ, i. e., v = u 1 bu 2 b . . . bu k+1 . For the following argument, let v be some fixed shortest word from L NE,Σ (β) and let γ ′ be the corresponding pattern as described above. Since v is a shortest word from L NE,Σ (β), it can be obtained by substituting every variable of β by a single symbol. Therefore, for every i, 1 ≤ i ≤ |v|, the symbol at position i in v either corresponds to an occurrence of a terminal symbol at position i in β or to an occurrence of a variable at position i in β. If, for some i, 1 ≤ i ≤ |v|, the symbol b at position i in v corresponds to a terminal symbol in β, then all shortest words in L NE,Σ (β) have an occurrence of symbol b at position i, which implies that at position i in γ ′ there must also be an occurrence of b. Since the residual of γ ′ is w, this directly implies that w ′ , the residual of β, is a substring of w. If w ′ = w, i. e., |w ′ | < |w|, then there must exist a symbol b ∈ Σ, such that |w ′ | b < |w| b . This is a contradiction, since by substituting all variables in β by some words that do not contain occurrences of b, we can produce a word that does not contain w as a substring and therefore it is not a word in L NE,Σ (γ). Thus, we can conclude that w ′ = w. This, in particular, implies that all the shortest words v in L NE,Σ (β) contain exactly the symbols of w and |β| − |w| occurrences of the same symbol b ∈ Σ, since, as explained above, v is obtained from γ by erasing all variables but one, which is substituted by a single symbol. This directly implies that β must contain |β| − |w| occurrences of the same variable and, therefore, is a one-variable pattern of the form β = u 1 x j1 u 2 x j2 . . . x jm u m+1 , where w = u 1 u 2 . . . u m and j i ≥ 1, 1 ≤ i ≤ m.
It remains to show that β = γ. To this end, we observe that if | var(γ)| ≥ 2, then in L E,Σ (γ) there are words that cannot be obtained from β (e. g., all words constructed by erasing all variables in γ except two, which are substituted by different single symbols). Furthermore, | var(γ)| = 1 implies that L E,Σ (γ) = L NE,Σ (γ) ∪ {w}. Hence,
With respect to the case Z = E, Z ′ = NE, we can even present a characterisation for the situation L NE,Σ (α) = k i=1 L E,Σ (β i ) with k ≤ |Σ|. It shall be explained later on that this characterisation is a generalisation of the construction given by Jiang et al. [9] .
Theorem 31. Let ℓ ≥ 2 and let Σ be an alphabet with {a 1 , a 2 , . . . , a ℓ } ⊆ Σ. Furthermore, let α 1 , α 2 , . . . , α ℓ and γ be patterns with
if and only if, for some permutation π of (1, 2, . . . , ℓ),
• Σ = {a 1 , a 2 , . . . , a ℓ },
• for every i, 1 ≤ i ≤ ℓ,
Proof. We first show the if direction. To this end, we assume that the conditions of the theorem hold and, in particular, we assume that |α ′ i | yi = 1 for all i,
can be dealt with analogously). For every i, 1 ≤ i ≤ ℓ, every word u 1 va i u 2 va i u 3 . . . u k va i u k+1 ∈ L NE,Σ (γ) can be obtained from α i by substituting y i by v and erasing all other variables, which shows
where v is a non-empty word and, thus, it is in L NE,Σ (γ). This proves
We now show the only if direction. Throughout our argument, we assume that the permutation π satisfies π(i) = i for every i, 1 ≤ i ≤ ℓ, and therefore write i instead of π(i). The proof for any other permutation is identical.
We assume that L E,Σ (α i ) = L E,Σ (α j ), 1 ≤ i < j ≤ ℓ, and ℓ i=1 L E,Σ (α i ) = L NE,Σ (γ). We first prove the following claim.
Claim 1: Σ = {a 1 , a 2 , . . . , a ℓ } and, for some k ≥ 1, there are u i ∈ Σ * , 1 ≤ i ≤ k + 1, such that
where, for every i, 1 ≤ i ≤ ℓ, and j, 2 ≤ j ≤ k, α ′ i , α ′′ i ∈ X * and π i,uj is a pattern with residual u j .
Proof of Claim 1: For every
, which is a contradiction as ε / ∈ L NE,Σ (γ). Furthermore, we note that γ must contain at least one variable, since otherwise
then, for some i, 1 ≤ i ≤ ℓ, u can be obtained from α i by substituting a variable with a non-empty word, which implies that |w i | < |u| and therefore u / ∈ Φ, a contradiction. Thus, Φ ⊆ {w i | 1 ≤ i ≤ ℓ}, which, in particular, means |Φ| ≤ ℓ. Since at least ℓ shortest words can be obtained from γ, by substituting a variable by the symbols a 1 , a 2 , . . ., a ℓ , respectively, we can conclude that |Φ| = ℓ. Thus, Φ = {w i | 1 ≤ i ≤ ℓ} with |Φ| = ℓ. Since | var(γ)| > 1 or |Σ| > ℓ implies that L NE,Σ (γ) contains strictly more than ℓ shortest words, | var(γ)| = 1 and Σ = {a 1 , a 2 , . . . , a ℓ } is implied. More precisely, γ is of the form
where k ∈ N 0 , and u i ∈ Σ * , 1 ≤ i ≤ k + 1. Since Σ = {a 1 , a 2 , . . . , a ℓ }, the ℓ unique shortest words in L NE,Σ (γ), i. e., the words w i , 1 ≤ i ≤ ℓ, can be obtained from γ by substituting x by a i , 1 ≤ i ≤ ℓ, respectively. Hence, without loss of generality,
Since, for every i, 1 ≤ i ≤ ℓ, w i is the residual of α i and since all words in L NE,Σ (γ) = ℓ i=1 L E,Σ (α i ) have u 1 as a prefix and u k+1 as a suffix (due to the structure of γ), we can conclude that the α i are of the following form:
(Claim 1)
Next, we show that, for every i and j, 1 ≤ i ≤ ℓ, 2 ≤ j ≤ k, π i,uj contains u j as a (non-scattered) factor, i. e., π i,uj = ψ u j ψ ′ , where ψ and ψ ′ are terminal-free patterns. To this end, we first prove another claim:
Claim 2: Let i, 1 ≤ i ≤ ℓ, let z ∈ var(α i ) and let α i be the pattern obtained by erasing all variables of α i except z. Then
where n, n ′ ∈ N 0 with |α| z = k(n + n ′ ).
Proof of Claim 2: We can construct a word v by erasing all variables from α i except z, which is substituted by a i ′ , where 1 ≤ i ′ ≤ ℓ, i = i ′ . Obviously, v ∈ L E,Σ (α i ) and therefore also v ∈ L NE,Σ (γ). This means that it is possible to obtain v from γ by substituting x of γ by a non-empty word u. Furthermore, since the residual of γ is u 1 u 2 . . . u k+1 , the residual of α is u 1 a i u 2 a i . . . a i u k+1 and there are k occurrences of x in γ, we can conclude that |u| ai = 1 and |u| a i ′ = |αi|z k . More precisely, u = a n i ′ a i a n ′ i ′ with k(n + n ′ ) = |α i | z . Hence, v = u 1 a n i ′ a i a n ′ i ′ u 2 a n i ′ a i a n ′ i ′ u 3 . . . u k a n i ′ a i a n ′ i ′ u k+1 . Now let p, 1 ≤ p ≤ |v|, be an arbitrary position of v that corresponds to a symbol in one of the a n i ′ or a n ′ i ′ factors, i. e., there exists a q, 1 ≤ q ≤ k, such that p = |u 1 a n i ′ a i a n ′ i ′ . . . a n i ′ a i a n ′ i ′ u q | + r, for some r with 1 ≤ r ≤ n, or p = |u 1 a n i ′ a i a n ′ i ′ . . . a n i ′ a i a n ′ i ′ u q a n i ′ a i | + r, for some r with 1 ≤ r ≤ n ′ . If, after erasing all variables from α i except z, there is an occurrence of symbol a i ′ at position p, then, for every word v ′ that is obtained from α by erasing all variables except z, which is substituted by a single symbol, v ′ [p] = a i ′ must be satisfied. We shall assume that a i ′ at position p is, in fact, not produced by an occurrence of variable z. We can now obtain a word v ′ from α by erasing all variables except z, which is substituted by the symbol a i . It must be possible to obtain this word v ′ from γ as well, which is only possible by substituting variable x by the word a n+n ′ +1 i ; thus, v ′ = u 1 a n i a i a n ′ i u 2 a n i a i a n ′ i u 3 . . . u k a n i a i a n ′ i .
It can be easily verified that v ′ [p] = a i , which is a contradiction to the observations from above. Therefore, such positions p cannot exist and every occurrence of a symbol a i ′ in one of the a n i ′ or a n ′ i ′ factors is produced by an occurrence of variable z. This implies that the pattern α i obtained from α i by erasing all variables except z is of the form α ′ = u 1 z n a i z n ′ u 2 z n a i z n ′ u 3 . . . u k z n a i z n ′ u k+1 .
(Claim 2)
We note that Claim 2 particularly implies that, for every i, j, 1 ≤ i ≤ ℓ, 2 ≤ j ≤ k, and for every z ∈ var(α i ), every occurrence of z in π i,uj is either to the left of the first terminal symbol or to the right of the last terminal symbol that belongs to the residual u j of π i,uj . Consequently, for every i, 1 ≤ i ≤ ℓ, α i is of the following form:
where δ i,j , δ ′ i,j ∈ X * , 1 ≤ j ≤ k. We note that from Claim 2, we can further conclude that every variable z ∈ var(α) has the same number of occurrences in the factors between the terminal words u j , 1 ≤ j ≤ k, i. e., for every i, 1 ≤ i ≤ ℓ, |δ i,1 aδ ′ i,1 | z = |δ i,2 aδ ′ i,2 | z = . . . = |δ i,k aδ ′ i,k | z , which particularly implies |δ i,1 aδ ′ i,1 | = |δ i,2 aδ ′ i,2 | = . . . = |δ i,k aδ ′ i,k |. In the following, we shall show that these factors are actually identical. To this end, let i, 1 ≤ i ≤ ℓ and let σ be an arbitrary substitution for α i , which substitutes every variable by exactly one symbol. Since σ(α i ) ∈ L NE,Σ (γ), there is a substitution τ with τ (γ) = σ(α i ). Furthermore, since σ substitutes every variable by a single symbol and since |δ i,1 a i δ ′ i,1 | = |δ i,2 a i δ ′ i,2 | = . . . = |δ i,k a i δ ′ i,k |, |σ(δ i,1 a i δ ′ i,1 )| = |σ(δ i,1 a i δ ′ i,1 )| = . . . = |σ(δ i,1 a i δ ′ i,1 )| is implied. In particular, this means that |σ(δ i,1 a i δ ′ i,1 )| = |σ(αi)|−|u1u2...u k | k and since |τ (x)| = |τ (γ)|−|u1u2...u k | k clearly holds, we conclude that |σ(δ i,1 a i δ ′ i,1 )| = |σ(δ i,2 a i δ ′ i,2 )| = . . . = |σ(δ i,k a i δ ′ i,k )| = |τ (x)|. Since
it follows that σ(δ i,1 a i δ ′ i,1 ) = σ(δ i,2 a i δ ′ i,2 ) = . . . = σ(δ i,k a i δ ′ i,k ) = τ (x). So for every substitution σ for α i that substitutes every variable by a single symbol, σ(δ i,1 a i δ ′ i,1 ) = σ(δ i,2 a i δ ′ i,2 ) = . . . = σ(δ k,1 a i δ ′ k,1 ) is implied, which is only possible if δ i,1 a i δ ′ i,1 = δ i,2 a i δ ′ i,2 = . . . = δ i,k a i δ ′ i,k . Thus,
where α ′ i , α ′′ i ∈ X * . It remains to show that there exist variables y i ∈ var(α i ), 1 ≤ i ≤ ℓ, with |α i | yi = k and such that |α ′ i | yi = 1 for every i, 1 ≤ i ≤ ℓ, or |α ′′ i | yi = 1 for every i, 1 ≤ i ≤ ℓ. To this end, for every i, 1 ≤ i ≤ ℓ, we define the following properties:
• P i,l : There exists a variable y i ∈ var(α) with |α i | yi = k and |α ′ i | yi = 1. • P i,r : There exists a variable y i ∈ var(α) with |α i | yi = k and |α ′′ i | yi = 1. We first show that P 1,l or P 1,r is satisfied. Let v 1 be the word obtained from γ by substituting x by a 1 a 1 . Obviously, v 1 / ∈ ℓ i=2 L E,Σ (α i ), and, since v 1 ∈ ℓ i=1 L E,Σ (α i ), this implies that v 1 ∈ L E,Σ (α 1 ). The word v 1 can only be obtained from α 1 by erasing all variables except some variable y i with k occurrences, which is substituted by a 1 . Hence, property P 1,l or P 1,r is satisfied. Next, we assume that P 1,l is not satisfied, which implies that P 1,r is satisfied. Furthermore, let v 2 , v 3 , . . . , v ℓ be the words obtained from γ by substituting x by a 2 a 1 , a 3 a 1 , . . . , a k a 1 , respectively. Since P 1,l is not satisfied, {v 2 , v 3 , . . . , v k } ∩ L E,Σ (α 1 ) = ∅. Furthermore, for every i, j, 2 ≤ i, j ≤ ℓ, i = j, |v i | aj < |α j | aj , which implies that v i / ∈ L E,Σ (α j ). Consequently, for every i, 2 ≤ i ≤ ℓ, v i ∈ L E,Σ (α i ) and v i can only be obtained from α i by erasing all variables except some variable y i with k occurrences, which is substituted by a 1 . Hence, properties P i,r , 1 ≤ i ≤ ℓ, are satisfied. Analogously, the assumption that P 1,r is not satisfied leads to the situation that properties P i,l , 1 ≤ i ≤ ℓ, are satisfied. Consequently, there exist variables y i ∈ var(α i ), 1 ≤ i ≤ ℓ, such that |α ′ i | yi = 1 for every i, 1 ≤ i ≤ ℓ, or |α ′′ i | yi = 1 for every i, 1 ≤ i ≤ ℓ. This concludes the proof.
If we apply the construction of Jiang et al. [9] to a one-variable pattern γ, then we obtain patterns α i , 1 ≤ i ≤ |Σ|, that satisfy the conditions of the patterns in the statement of Theorem 31. More precisely, this corresponds to the special case where α ′ i α ′′ i = y i , 1 ≤ i ≤ |Σ|. Moreover, it can be easily verified that if γ and patterns α i , 1 ≤ i ≤ |Σ|, satisfy the conditions of the statement of Theorem 31, then, depending on whether |α ′ i | yi = 1 for all i, 1 ≤ i ≤ |Σ|, or |α ′′ i | yi = 1 for all i, 1 ≤ i ≤ |Σ|, we can obtain patterns β i from the patterns α i by replacing α ′ i a i α ′′ i by y i a i or by a i y i , respectively, and |Σ| i=1 L E,Σ (β i ) = L NE,Σ (γ) still holds. Furthermore, the patterns β i are exactly the patterns that are obtained if we apply the construction of Jiang et al. [9] .
Summary
In the present paper we have investigated a variety of closure properties of standard classes of pattern languages, showing that they are not closed under most of the typical operations applied to classes of languages. Table 1 contains references to a selection of our results. Entries highlighted with the symbol † refer to statements that provide characteristic conditions, and references in brackets () indicate that an insight into the full class of E-pattern languages indirectly follows from our reasoning on the subclass of terminal-free E-pattern languages.
Further results of our paper that are not included in Table 1 consider closure properties of classes of pattern languages over unary alphabets (see Propositions 2, 5, 9, 18, 21, 23) , and the relation between E-pattern languages and finite unions of NE-pattern languages and vice versa (see Propositions 3 and 24, and Theorems 30 and 31). 
