Conventional seismic processing aims to create data that contain only primary reflections, whereas real seismic recordings also contain multiples. As such, it is desirable to predict, identify, and attenuate multiples in seismic data. This task is more difficult in elastic (solid) media because mode conversions create families of internal multiples not present in the acoustic case. We have developed a method to predict prestack internal multiples in general elastic media based on the Marchenko method and convolutional interferometry. It can be used to identify multiples directly in prestack data or migrated sections, as well as to attenuate internal multiples by adaptively subtracting them from the original data set. We developed the method on two synthetic data sets, the first composed of horizontal density layers and constant velocities, and the second containing horizontal and vertical density and velocity variations. The full-elastic method is computationally expensive and ideally uses data components that are not usually recorded. We therefore tested an acoustic approximation to the method on the synthetic elastic data from the second model and find that although the spatial resolution of the resulting image is reduced by this approximation, it provides images with relatively fewer artifacts. We conclude that in most cases where cost is a factor and we are willing to sacrifice some resolution, it may be sufficient to apply the acoustic version of this demultiple method.
INTRODUCTION
The presence of multiples (i.e., waves that have reflected multiple times) causes errors in many fields, such as nondestructive testing (Taheri and Honarvar, 2016) , medical imaging (Feldman et al., 2009) , and exploration seismology within methods such as migration, reflection tomography, and velocity estimation (Yilmaz, 2001) . Although a variety of different methods exist to predict and attenuate free-surface multiples in seismic reflection data (Verschuur, 1992; van Borselen, 1996; Weglein et al., 1997; Ziolkowski et al., 1999; Amundsen, 2001) , considerably less attention has been directed toward internal multiple removal. In fact, internal multiple suppression is a relatively recent development in exploration seismology, with the first studies dating from the 1990s. Araújo et al. (1994) proposed the first data-driven internal multiple elimination method, based on the inverse scattering series (ISS). This method was later developed in more detail in Weglein et al. (1997 Weglein et al. ( , 2003 . Because ISS was also shown to apply to the elastodynamic wave equation, a similar internal multiple elimination method was extended to work in elastic media by Coates and Weglein (1996) , Matson and Weglein (1996) , and Matson (1997) . Fu and Weglein (2014) applied ISS 1.5D elastic internal multiple attenuation to on-shore field data. Fokkema et al. (1994) propose a layer-stripping approach to internal multiple removal, based on acoustic reciprocity theorems. Jakubowicz (1998) develops a method based on the feedback model of Verschuur (1992) to predict interbed multiples using correlations within the data, but that method requires that water-bottom-related primaries be identified and isolated. Similarly, Verschuur (1999, 2005) and Verschuur and Berkhout (2005) propose a unified description of internal multiple prediction using the common-focus-point (CFP) approach. To date, however, that theory appears not to have been developed for elastic media.
Although the two main approaches to internal multiple elimination have been described above, an inherently different method has been proposed for acoustic media by Meles et al. (2015) . This method makes use of two techniques in exploration seismology: (1) seismic interferometry and (2) Marchenko redatuming. Seismic interferometry uses physical wavefield measurements from real deployed sources to turn real receivers into virtual sources or vice versa (Wapenaar, 2004; van Manen et al., 2005 van Manen et al., , 2006 Wapenaar and Fokkema, 2006; Curtis et al., 2006 Curtis et al., , 2009 . Marchenko redatuming, on the other hand, uses single-sided reflection data to estimate upgoing and downgoing wavefields at subsurface locations without the need for physical measurements at those virtual locations. Initially developed for acoustic media (Broggini et al., 2012; Wapenaar et al., 2013 , these methods have been extended to elastic media (da Costa Filho et al., 2014; Wapenaar, 2014; .
Based on the work of Meles et al. (2015) , we propose an elastic, Marchenko-based multiple prediction method, which unites elastic seismic interferometry (Wapenaar, 2004; van Manen et al., 2006) and elastic tensorial Marchenko redatuming (da Costa Filho et al., 2014) . Though Marchenko redatuming can be used to estimate the local angle-dependent reflection coefficients in acoustic Slob et al., 2014; and elastic media da Costa Filho et al., 2015) , that requires Marchenko redatuming to be performed at each depth level at which an estimate is desired. In contrast, our method requires redatuming only to one surface between each pair of internal multiple generators. Furthermore, it does not involve any picking as required in CFP-based methods, nor does it require regularity assumptions on the traveltimes of the multiples as required by ISS (in the form of the so-called lower-higher-lower condition applied in the papers above). We develop the theory below, and then we illustrate it with two synthetic examples.
THEORY
Elastic seismic interferometry prescribes ways in which the elastodynamic Green's functions between two points can be written as convolutions or correlations between Green's functions from or to particular families of closed boundaries. Let G ðv;fÞ ðp;qÞ ðx r ; x s ; ωÞ represent the elastodynamic Green's function in the angular frequency domain ω, measured at x r from an impulsive source at x s . Following the notation of Wapenaar and Fokkema (2006) , the first superscript refers to the received quantity (v; τ; ϕ for velocity, stress, and potential, respectively) and the second refers to the emitted quantity (f; h; ϕ for external volume force density, deformation rate density, and potential, respectively). Subscripts represent the components of the received and emitted quantities, respectively. Considering a boundary ∂D, which encloses x r but not x s (Figure 1a) , the following exact relationship can be established (van Manen et al., 2006; Slob et al., 2007) where we have suppressed the frequency dependency to simplify notation and apply the Einstein summation convention for repeated subscripts. Equation 1 is valid for an arbitrarily inhomogeneous anisotropic elastic solid.
From the generalized Hooke's law in the frequency domain and the source-receiver reciprocity relations, we may establish relations analogous to equation 1 with arbitrary velocity or stress receivers, and force or deformation sources. Simply put, the elastic Green's function between two points is obtained by convolving Green's functions from those two points to a boundary of receivers and summing these convolutions over all receivers on the boundary.
The method of stationary phase (Bleistein, 1984) is a method that is commonly used to analyze contributions to interferometric integrals, such as that in equation 1. Works such as that of Snieder et al. (2006) and Slob et al. (2007) show that the main constructively interfering contributions in correlational or convolutional interferometric integrals come from regions around points where the extension of raypaths between points x s and x r intersects the boundary. Therefore, instead of considering full boundaries, it is enough to have boundaries that sample around these stationary regions. Figure 1a shows a typical geometry for the interferometric integral above, in which we note that the geometry of the closed boundary can be chosen arbitrarily, provided that it encloses only one of x r and x s . The stationary points are shown as solid black circles and squares. It is clear that every stationary point in such a geometry is located along two horizontal parts of the boundary ∂D top , which is always between the first reflector and the surface, and ∂D j , which is between reflectors j and j þ 1. Consequently, we may approximate the integrals in equation 1 by considering partial boundaries consisting of open curves (or surfaces, in 3D) in the subsurface, such as shown in Figure 1b .
Along horizontal boundaries, elastodynamic wavefields can be decomposed into upgoing and downgoing components as well as P and S potentials that satisfy one-way equations, provided there are no evanescent or horizontally propagating wave modes (Wapenaar and Haimé, 1990 where ι is the imaginary unit, c k is the seismic propagation velocity, ðx; y; zÞ ¼ x, and k x and k y are the wavenumbers corresponding to x and y, respectively. The P-wave potential is denoted by k ¼ 0, and k ¼ 1;2; 3 refer to the different polarizations of the S-wave potential. The value c 0 then represents the P-wave propagation velocity, and c 1 ; c 2 , and c 3 represent the variously polarized S-wave propagation velocities. When integrated along these horizontal boundaries, the contributions of the products of wavefields with the same direction (up-up and down-down) vanish; i.e., they do not contribute energy to the integral. The only products that do are those with opposite directions: up-down and down-up (Wapenaar and Haimé, 1990 
where ρ represents the medium density and the superscripts − and þ denote upgoing and downgoing wavefields, respectively. Note that the superscript in c k is not summed. A study of the stationary points of this integral reveals three interesting observations: 1) Primaries from x s to x r related to reflectors below depth levels ∂D top or ∂D j can only be constructed as a combination of a forward-transmitted (nonreflected) wave to the subsurface, and a primary from that point to the surface (x r ). For example, in Figure 1c , the primary from x s to x r can only be constructed by convolving forward-transmitted waves from x s to the black circles and primary reflections from the black circles to x r , or vice versa. 2) All multiples from x s to x r may be constructed by combining a forward-transmitted wave from x s to a point on one of the boundaries, and a multiple from that point to x r . For example, in Figure 1d , the multiple may be constructed by convolving forward-transmitted waves from x s to the black circles and multiples from the black circles to x r . 3) Some multiples from x s to x r may also be constructed by combining a reflected wave from x s to a point on ∂D j , and another reflected wave from that point to x r . Combining only reflected waves only constructs multiples, specifically, those that have reflected above and below ∂D j . For example, in Figure 1d , the multiple can be constructed by convolving a multiple from x s to a black square and a primary from that black square to x r .
In light of these observations, we separate the downgoing wavefields in equation 3 with respect to the order of their reflections: 
where the subscript 0 denotes no reflection and the subscript M denotes multiple reflections. The upgoing field, which lacks a corresponding subscript, contains primaries and multiples but does not contain nonreflected wavefields. Unlike in acoustic media, wavefields in elastic media that did not undergo any reflections may nevertheless have undergone mode conversions during forward scattering. According to observation 1, primaries in G which is equivalent to discarding the circular black stationary points in Figure 1b . As a consequence of discarding these forward transmissions, ∂D top never plays a role in constructing the multiples and is therefore not present in equations 5-7. Moreover, according to observation 2, not all multiples are constructed. Therefore, if all multiples are sought, the quantities in equations 5-7 must be summed for multiple boundaries ∂D j such that each inter-reflector rock layer contains at least one boundary.
Equations 5-7 can only be applied if one has knowledge of directionally decomposed Green's functions at subsurface points. Although the upgoing field is commonly estimated by backpropagation of the reflected data and the direct downgoing field may be modeled given an approximate or reference velocity model, the multiply scattered downgoing field has been unavailable from conventional redatuming methods. Recently, however, so-called Marchenko methods have been developed, which allow reconstructions of the upgoing and downgoing fields at arbitrary subsurface points, in acoustic (Broggini et al., 2012; Wapenaar et al., 2013 and elastic media (da Costa Filho et al., 2014 Wapenaar, 2014; ). An in-depth account of the Marchenko method is beyond the scope of this paper, but a few observations from the Marchenko-related literature are important here: Marchenko redatuming requires surface-reflection data that are wellsampled in space and time and that have undergone source signature deconvolution. For our elastic Marchenko implementation, the data must be free from source and receiver ghosts as well as free-surface multiples, but this is not a general requirement of Marchenko methods and may be relaxed in the future, if an elastic Marchenko method is developed that accounts for free-surface multiples, as Singh et al. (2015) create for acoustic media. This method also requires an estimate of the P and S forward-scattered wavefield between the surface and subsurface points. In general, smooth velocity models used to compute the direct P-and S-wavefields can be estimated using PP and PS model building techniques. However, estimating the converted transmissions poses a problem because constructing them requires knowledge of the subsurface interfaces. We circumnavigate this limitation by omitting the converted transmissions from the input to the Marchenko method , but note that this is known to degrade the reconstructions .
Method
The theoretical considerations described above are used to design a method for elastic internal multiple estimation. The method consists of the following four steps: 1) Define a horizontal boundary ∂D j at a chosen subsurface depth.
For a set of sample locations along ∂D j , use the direct P-and Swaves from the smooth velocity models to estimate the up-and downgoing fields G þ∕−ðϕ;·Þ ðN;·Þ ðx; x r∕s Þ using Marchenko methods. 2) Mute the direct waves in the estimated downgoing wavefields.
This can be done by windowing the wavefield based on the direct-wave arrival traveltimes. If there are any other artifacts in the up-or downgoing Green's functions, these must also be removed. 3) Apply equations 5-7 using the fields obtained in the previous step to estimate the internal multiples G ð·;·Þ IMð·;·Þ ðx r ; x s Þ for each source/receiver combination. 4) Repeat steps 1-3 for boundary ∂D j at each depth level to construct the multiples associated with reflectors beneath that level.
The algorithm proposed above can be used to estimate and to remove multiples. Meles et al. (2015) stack the results from each depth level and then adaptively subtract the multiples from each commonshot gather (CSG). Here, we propose stacking all terms containing P-wave subsurface receivers (equation 6) separately from those containing S-wave subsurface receivers (equation 7). These two separate quantities are adaptively subtracted (Fomel, 2009 ) from the data in the common-offset gather (COG) sequentially: First is the P-wave contribution and then S. The subtractions are then repeated in reverse order. Finally, these two results are averaged.
We do not simply stack all gathers because to sum them, one must know the subsurface P-and S-wave velocities (see equations 6 and 7), and although their estimates are usually available, they might not be sufficiently accurate for amplitude weighting. Another issue is that direct P-and S-waves must involve accurate relative amplitudes between the P and S sources, which might also be unavailable. Our sequential stacking approach solves both of those issues. In fact, amplitudes will, in the general case, contain errors because each partial boundary ∂D j produces a subset of the multiples, so when the results are stacked, some multiples will be enhanced by stacking multiple copies, whereas others will not.
We use COGs for adaptive subtraction because events are less likely to cross in the COGs than in CSGs for models that are approximately horizontally layered. Multiples may also be identified in prestack and migrated sections.
As opposed to acoustic media in which there is only one direct wave, in elastic media, there are several forward-scattered events that may construct primaries. All of these must be removed in step 2, so that primaries are not reconstructed. Using only the P and S direct waves in the Marchenko method guarantees that those will be the only two forward-scattered events present, and therefore, their removal is enough to ensure no primaries are constructed. However, as is known from Wapenaar and Slob (2015) , this approximation leads to artifacts in the reconstructed fields. These artifacts will not create primaries, but they may construct spurious multiples. In our examples, we muted the upgoing and downgoing gathers before the last-arriving directwave energy ensuring artifact-free internal multiple estimates.
NUMERICAL EXAMPLES Layered model
The model used for the first data set had a horizontally layered density profile (Figure 2 ) and constant P and S velocities of 2.5 and 1.3 km∕s, respectively.
The Marchenko method requires reflection data to be recorded with a wide band, wide aperture, and densely sampled seismic acquisition system with colocated sources and receivers that have undergone removal of the direct wave, source or receiver ghosts, surface-related multiples, and ground roll. In these numerical examples, we used finite-difference modeling (Virieux, 1986) with absorbing boundary conditions surrounding the medium, thus producing no ghosts or surface-related phenomena. Receivers and sources were colocated at every 10 m from 200 to 1800 m. To remove the direct wave, we subtracted from it the gathers acquired from a model with constant density and hence no interfaces. Finally, the data underwent source wavelet deconvolution.
To obtain all of the internal multiples, the method only needed to be applied using two depths, which we chose to be at 250 and 650 m (Figure 2 ). In step 1 of the method, we calculated up-and downgoing P-and S-wavefields at subsurface points along each depth using the elastic Marchenko method described in da Costa . In step 2, we muted the direct wave from the up-and downgoing fields and performed f-k filtering to remove unwanted artifacts produced by the Marchenko method. We illustrate in Figure 3 the first two steps at a virtual receiver on the topmost boundary ∂D 1 . At lateral position 1200 m, we estimate the receiver-side P-wave potential from a vertical force source. The f-k filtered down-and upgoing potentials are shown in Figure 3a and 3b, respectively. Also shown in Figure 3 is the window used in step 2 to remove the direct wave.
In step 3, we applied equations 6 and 7 to obtain the P-and Swave subsurface contributions to the internal multiples. The CSGs of these are shown in Figure 4c and 4d, and can be compared to a CSG from the original data as shown in Figure 4a . The gather in Figure 4c contains all PP reflections, whereas the gather in Figure 4d contains all SS reflections. Conversions will appear in both gathers because they may be constructed using either up-and downgoing Pwaves or up-and downgoing S-waves, e.g., the bottom-most arrow in Figure 4c and 4d. This is seen in Figure 5 , which shows how a converted event can be constructed from convolving two singly reflected events: on the left involving P receiver-side potentials, and on the right involving S receiver-side potentials. These internal multiples were adaptively subtracted from the original data yielding the demultipled data, as shown in Figure 4b . All multiples have been accurately predicted, and they have been reasonably attenuated in the gather as shown by arrows in Figure 4 .
To further verify the results, we generate PP and SS images using conventional migration. For PP images, we used the vertical particle velocity from vertical force sources; whereas for SS images, we used the horizontal particle velocity from horizontal force sources. The PP images from the original and demultipled data are shown in Figure 6a and 6b, respectively, whereas the SS images from the original and demultipled data are shown in Figure 7a and 7b, respectively. The images formed by the demultipled data have greatly reduced artifacts, compared with the images from the original data, which display numerous artifacts (arrows in Figures 6a and 7a) . We also show the image produced by migrating only the predicted multiples, the P-multiples being imaged in Figure 6c and the S-multiples in Figure 7c . Both are in kinematic agreement with the multiply reflected spurious reflectors in the images from the original data. We therefore conclude that for this simple layered model, the algorithm has performed well.
Complex model
To test the method in a more challenging solid-earth-type scenario, we used a model that contained a significant anticline with added stochastically generated vertical and horizontal heterogeneities in density, P-wave velocity, and S-wave velocity. Density and P-wave velocities are shown in Figure 8 ; S-wave velocity is set at 0.85 km∕s in the first layer, and it is calculated with the formula Elastic internal multiple attenuation Q5 V S ¼ 0.5832V P − 0.0777 for the subsequent depths (Castagna et al., 1993) . The data were modeled and preprocessed similarly to the previous layered model, using finite-difference modeling with absorbing boundary conditions with sources and receivers spaced 12 m apart from 0 to 2.4 km.
In step 1, we chose three depth levels between the multiple generating boundaries to place virtual receivers as in Figure 8 . Using a smooth model (not shown), we computed the direct arrivals to these virtual receivers, and we subsequently used the Marchenko method to calculate the up-and downgoing fields at each of these locations. In step 2, we muted the forward-scattered arrivals from these fields. In step 3, the prestack gathers of estimated internal multiples are obtained.
The CSGs are shown in Figure 9 . The original data are shown in Figure 9a and contain many primaries and complex internal multiples. We show the corresponding demultipled gather in Figure 9b as well as the P and S internal multiple gathers in Figure 9c and 9d. The dashed boxes in Figure 9 enclose a region that is magnified in Figure 10 . In this figure, we observe that the original data ( Figure 10a ) contain many internal multiples as indicated by the arrows. These are reasonably attenuated in the demultipled gather (Figure 10b) .
To test the effect on imaging, we migrated the original data, the demultipled data, and the P and S internal multiples using dynamically correct elastic RTM (Ravasi and Curtis, 2013) . The result of the PP imaging is shown in Figure 11 . Figure 11a shows the migrated original data, which contains the true reflectors imaged correctly (solid curves), but it also displays many spurious reflectors generated by internal multiples, some of which are indicated by the solid arrows. Figure 11b shows the migrated demultipled data: True reflectors are more prominent because some of the internal multiples have been correctly attenuated and primaries have been preserved -the arrows indicate two strong spurious reflectors that were attenuated. These spurious reflectors can be seen clearly in Figure 11c , which shows the migrated P internal multiples. As expected, this image contains no true reflectors, but it is potentially extremely useful because it identifies internal multiple-related artifacts that are present in the original imaging panel (Figure 11a ). For example, both structures indicated by arrows in Figure 11a also exist in Figure 11c , and this shows that they are likely to be the result of migrating multiples.
The SS-wave migrated images using the original S-wave gathers, the demultipled gathers, and the image from migrating S internal multiples are shown in Figure 12a -12c, respectively. Again, migrating the original gathers creates true but also spurious structures due to internal multiples, the strongest of which are indicated by the arrows. These are significantly attenuated in the demultipled image, which features no strong internal multiple-related artifacts. However, also the primaries appear weaker, an indication that the adaptive subtraction has been too severe, deteriorating primary energy. The demultipled image also shows incoherent artifacts above the top reflector; these are also caused by the adaptive subtraction, as can be seen by the deterioration in the S-waves outside of the Figure 9b . Note that neither Figure 12a nor Figure 12c exhibits these because the gathers in Figure 9a and 9c do not suffer this deterioration. Despite this, the spurious S-reflections in Figure 12c show a fairly good mapping of where internal multiples are present in the original image.
Complex model -Pseudoacoustic approximation
The full-elastic theory presented herein requires knowledge or accurate estimation of wavefield components not usually available from standard seismic acquisitions. Therefore, it is of interest to evaluate the performance of the method when lacking many of these components. We reduce the (in 2D) 16-component elastic tensor to only one of its components, namely, G −ðv;fÞ ðz;zÞ , and we use it to perform the acoustic version of the method given in Meles et al. (2015) . This can be seen as a pseudoacoustic approximation to the elastic method (see Appendix C of da Costa . Figure 13 shows a section of CSGs of the single-component original data, the predicted multiples using the pseudoacoustic method, and the demultipled gather obtained by adaptively subtracting the multiples from the original data. Multiples in Figure 13c show the same kinematic behavior as the true multiples in the original data in Figure 13a , as indicated by white arrows. Although some artifacts do appear (black arrow), primaries in the demultipled data (Figure 13b ) do not seem to be harmed. This may be explained by the fact that the artifacts have different moveout than true events, and the adaptive subtraction requires continuity along time and space.
We migrate the data using acoustic RTM, as shown in Figure 14 . As expected from the analysis of the CSGs, multiples are wellestimated by the pseudoacoustic method, as shown in Figure 14c . Moreover, the artifacts seen in the CSG do not appear to be coherently imaged. The migration of the demultipled data shows attenuated multiples, as indicated by the white arrows in Figure 14b . However, different from the elastic imaging, some true reflectors have also been attenuated. Nevertheless, the results show that even given the dramatic reduction in the number of components used, multiples can still be effectively estimated and attenuated in elastic data using acoustic processing.
DISCUSSION
It is clear from the results shown in the previous sections that the method may be a useful tool to identify internal multiples in pre- Figure 6 . The PP images using (a) the original data, (b) the demultipled data, (c) the P-multiples generated using the first boundary, and (d) the P-multiples using the second boundary in Figure 2 . Arrows show some prominent multiple-generated artifacts. Images in panels (a and b) have the same scale, and all images are gained proportionally to depth to highlight deeper structures. Figure 7 . The SS images using (a) the original data, (b) the demultipled data, (c) the S-multiples generated using the first boundary, and (d) the S-multiples generated the second boundary in Figure 6 . Key as in Figure 6 .
Elastic internal multiple attenuation Q7 stack data as well as in migrated images. It is also flexible enough that one may choose to generate only a subset of multiples by selecting specific depth levels and polarities (e.g., only P or only S). The choice of depth levels is important, and it may be made in several ways. Meles et al. (2015 Meles et al. ( , 2016 discuss the benefits and drawbacks of selecting regularly spaced horizontal boundaries. Another choice is to manually or automatically select level curves of the velocity model. We propose yet another manner, which guarantees one boundary per layer. After imaging the original data set, one interprets every event as a true reflector and places boundaries in between each of those events. For example, in our first model, we may initially choose depth levels between each apparent interface in Figure 6a . Starting from the top, we may choose a boundary at depth 250 m, which lies between the first two apparent interfaces to calculate multiples. Then, we move on to the next depth level at 650 m, which lies between the second and third apparent reflectors. As shown in Figure 6 , the multiple contributions from the boundary at 250 m (Figure 6c ) are different from those from the boundary at 650 m ( Figure 6d) ; therefore, we are correct in supposing that there is one reflecting interface separating the two boundaries and both boundaries must therefore be used. This comparison need not to be done in the image space: For example, the prestack multiples constructed from the boundary at 650 m are exactly the same as those constructed from the boundary at 750 m, as is shown in Figure 15 . We conclude that the apparent reflector separating them is spurious, and thus only one of those boundaries is needed. Finally, choosing a depth level at 1000 m does not construct any multiples at all because no reflector exists below that depth. Thus, no more boundaries are needed, and in fact, only those at depths 250 and 650 m contribute all possible multiples.
In spite of efforts to guarantee only one boundary per layer, the nature of stacking multiples from different depth levels intrinsically oversamples some multiples. This is illustrated by Figure 16 , which shows that boundaries at different depths construct some of the same multiples. In fact, this was observed in the first model, where some migrated multiples from the first boundary (Figure 6c ) also appear in the migrated multiples from the second boundary (Figure 6d) . This causes multiples to be constructed with incorrect rel- CSGs from the complex model of (a) the original data and (b) the demultipled data. Also shown are the predicted multiples using (c) P-wave subsurface receivers and (d) S-wave subsurface receivers. The quantity shown is the vertical particle velocity from a vertical force source. The dotted lines bound the region magnified in Figure 10 . Figure 11 . The PP images from dynamically correct elastic RTM of (a) the original data, (b) the demultipled data, and (c) the predicted multiples using P-wave subsurface virtual receivers. All images have had a gain proportional to depth applied to enhance lower reflectors. Panels (a and b) have the same scale and have undergone low-frequency artifact removal by Laplacian filtering. Solid white and black lines denote the position of the true interfaces. White arrows point to multiple-related artifacts. Figure 9 of (a) the original data and (b) the demultipled data. Also shown are the (c) predicted multiples using P-wave subsurface receivers.
our numerical examples, further study is needed to characterize its efficiency in more complex data sets. Nevertheless, we have shown how well multiples are recovered kinematically and how this impacts internal multiple identification in the prestack and migrated data. Furthermore, certain families of multiples may be missed if no boundaries are placed between two multiple generators. As with Figure 14 . The PP images from acoustic RTM of (a) the original data, (b) the demultipled data using the pseudoacoustic multiples, and (c) the predicted multiples using the pseudoacoustic method. All images have had a gain proportional to depth applied to enhance lower reflectors. Panels (a and b) have the same scale and have undergone low-frequency artifact removal by Laplacian filtering. Solid white and black lines denote the position of the true interfaces. White arrows point to multiple-related artifacts. a) b) c) Figure 13 . The same magnified portion of the data as in Figure 9 : (a) the original data, (b) the demultipled data using the pseudoacoustic method, and (c) the predicted multiples using the pseudoacoustic method. White arrows indicate multiples, and the black arrow indicates an artifact. the excess of boundaries, there is no a priori remedy to insufficient boundaries; one solution is to progressively increase the number of boundaries until no new multiples are generated. Experiments in the complex elastic model using an acoustic approximation to the full multiple-prediction method suggest that the method can still be useful even when the full elastic tensor is not available, as is often the case in seismic exploration. Results show that multiples are properly constructed with minor artifacts in prestack data and are migrated to correct locations in the image. In fact, all pseudoacoustic migrations in Figure 14 show images with fewer artifacts than their elastic counterparts in Figure 11 . This may be explained by the fact that the elastic data contain strong S-waves in the horizontal components, which are not entirely mitigated in the migration. This is especially true in the elastic demultipled data because the adaptive subtraction affects amplitudes, which otherwise might result in a perfect cancellation of events. On the other hand, the images obtained with acoustic RTM show markedly lower resolution than the elastic images; the lack of S-waves limits the resolution of the pseudoacoustic migration. However, in areas where S-wave contribution is significant, such as under gas clouds, adaptively subtracting S-wave multiples may harm P-wave primaries. The pseudoacoustic approximation may possibly prove advantageous in these scenarios, though future work is needed to confirm this.
The image obtained by migrating the pseudoacoustic demultipled data (Figure 14b ) also shows slightly attenuated true reflectors. This may be caused by the artifacts that arise from the approximate Marchenko method. Nevertheless, the pseudoacoustic application of the method shows that even in the case with a severely limited number of elastic components (reduced to only one in these experiments), multiple estimation and attenuation are still possible and offer satisfactory results.
CONCLUSION
We present a method to estimate internal multiples in prestack elastic reflection data, based on convolutional interferometry and the elastic Marchenko Green's function construction method. It consists of computing up-and downgoing elastic Green's functions from receivers at the surface to virtual receivers at certain depths, windowing them, and using convolutional interferometry to obtain gathers that only contain internal multiples. The method requires no detailed knowledge of subsurface reflectors, and it only requires a smooth macromodel of P and S velocities similar to that used in migration. We apply the method to two numerical models: one containing only horizontal density interfaces, and another with horizontal and vertical density and velocity variations. We demonstrate how the method can be used to demultiple prestack data, as well as to identify internal multiples in prestack data and their associated spurious reflectors in migrated data. We also evaluate how the elastic method compares to using the acoustic method on a single component of the data. We show that even in this situation, internal multiples may be generated and attenuated with relatively minor side effects.
