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ABSTRACT 
 
 Cavity ring-down spectroscopy (CRDS) is a direct absorption technique, which provides 
high detection sensitivity of gas, liquid or solid phases. By using high reflectivity mirrors, the 
effective absorption path length can be increased up to the hundred-kilometer range. In this 
work, a single mode tunable CW laser source was used to achieve high sensitivity detection with 
a narrow line width. The light source is a distributed feedback (DFB) diode laser. By changing 
the temperature and the current of the diode laser, the output wavelength was tuned across the 
absorption line peaks of carbon dioxide, methane (CO2, CH4) and acetone (CH3COCH3). In 
particular, the main goals of this study are the optimization of the detection sensitivity of the 
isotope ratio (13C/12C) of indoor CO2 and CH4, exhaled acetone analysis for diagnosing diabetes 
and studying of the gas content of natural water. In this study, first, the 13C/12C ratio of CO2 and 
CH4 for room air will be discussed. Second, the results on acetone absorption spectrum for 
diabetic and non-diabetic people will be presented. Third, a membrane gas separation system and 
spectroscopic analysis of gas content will be described. 
 
 
 iii 
 
 
DEDICATION 
My parents, Hatice Soyyigit and Mustafa Soyyigit, 
Who instilled in me the love of learning at an early age and provided the opportunity for me to 
pursue a college degree; 
 
My husband Ali, 
Who has supported my quest for knowledge throughout almost 8 years of marriage; 
 
My precious daughters, Elif, Nursena, Deniz, and Fatima 
Who make my life more enjoyable; 
 
My handsome son, Ahmet 
Who already makes my life more enjoyable; 
 
My sisters and my brothers, Saadet, Hidayet, Salih, Gulsum, and Ziya 
Who cheered me on in my studies. 
 
 iv 
 
 
ACKNOWLEDGEMENTS 
 
Many thanks go to my wonderful committee, who guided me in my research. In addition, 
each one made unique contributions to my education and has mentored me in various aspects of 
my academic career.  
In particular, I would like to express my deepest gratitude to my chair Dr. Schuessler for 
the opportunities, support, and guidance that he has given me during my time at Texas A&M. 
Special thanks go to Dr. Alexandre A. Kolomenskii, for his time and detailed suggestions in the 
research. I am also thankful to my committee members, Dr. Sui Chin and Dr. Mary M. Capraro 
for serving on my examination committee.  
I have been fortunate to work with colleagues in the SIBOR group. I am grateful to Dr. 
Feng Zhu for the countless hours spent guiding me in my research. His creative ideas, critical 
thinking, and incredible effort have served as an excellent model for me throughout the research 
process. I am also grateful to all of the fellow students with whom I have worked at Texas A&M: 
James Bounds, Ruqayyah Askar, and Jinbao Xia.   
I also would like to thank the department faculty and staff for making my time at Texas 
A&M University a great experience. I also want to extend my appreciation to the National 
Science Foundation, the Welch Foundation, the Qatar Foundation, and the Turkish Ministry of 
Education.  
Finally, thanks are in order once again to my husband for his great patience and love. 
 
 
 v 
 
 
CONTRIBUTORS AND FUNDING SOURCES 
 
This work was supervised by a dissertation committee consisting of Professor Hans A. 
Schuessler, Professor Alexander A. Kolomenski, Professor Siu A. Chin of the Physics 
Department, and Professor Mary M. Capraro of the Curriculum and Instruction Department.  
There are no outside funding contributions to acknowledge related to the research and 
compilation of this document.  
 
 vi 
 
 
NOMENCLATURE 
 
AOM                          Acousto-optic modulator 
 
CAPS                         Cavity-Attenuated Phase Shift 
 
CE-DFCS                   Cavity Enhances Direct Frequency Comb Spectroscopy 
 
CRSD                         Cavity Ring-Down Spectroscopy 
 
CW                             Continuous Wave 
 
DAS                            Direct Absorption Spectroscopy 
 
DFB                            Distributed Feedback 
 
AOM                          Acousto-Optic Modulator 
 
F                                 Finesse 
 
FRS                            Free Spectral Range 
 
GE                              Gastric Emptying 
 
GC-MS                       Gas Chromatography-Mass Spectrometry 
 
MS                              Multiple Sclerosis 
 
NIRDS                        Nondispersive Infrared Spectroscopy 
 
PNNL                         Pacific Northwest National Laboratory 
 
Q                                Quality 
 
TDLAS                      Tunable Diode Laser Absorption Spectroscopy 
 
T2D                            Type 2 Diabetes 
 
UBT                           Urea Breath Test 
 
UV                             Ultraviolet 
 
VOCs                         Volatile Organic Components 
 vii 
 
 
TABLE OF CONTENTS 
Page 
ABSTRACT .................................................................................................................................... ii 
 
DEDICATION ............................................................................................................................... iii 
 
ACKNOWLEDGEMENTS ........................................................................................................... iv 
 
CONTRIBUTORS AND FUNDING SOURCES .......................................................................... v 
 
NOMENCLATURE ...................................................................................................................... vi 
 
TABLE OF CONTENTS .............................................................................................................. vii 
 
LIST OF FIGURES ....................................................................................................................... ix 
 
LIST OF TABLES ....................................................................................................................... xiii 
 
CHAPTER I INTRODUCTION ..................................................................................................... 1 
 
CHAPTER II LASER ABSORPTION SPECTROSCOPY ........................................................... 4	
2. 1. Basic Theory ....................................................................................................................... 4	
2. 2. Absorption of Light ............................................................................................................. 4	
2. 3. Lambert-Beer Law .............................................................................................................. 6	
2. 4. Direct Absorption Spectroscopy ......................................................................................... 8 
 
CHAPTER III CAVITY-RING DOWN SPECTROSCOPY ....................................................... 13	
3. 1. Pulsed Laser Cavity Ring-Down Spectroscopy ................................................................ 13	
3. 2. Continuous Wave CRDS .................................................................................................. 16	
3. 3. Properties of Optical Cavities ........................................................................................... 19	
3. 3. 1. The Free Spectral Range ........................................................................................... 19	
3. 3. 2. The Cavity Finesse .................................................................................................... 20	
3. 3. 3. Cavity Mode Spacing ................................................................................................ 22	
3. 3. 4. Cavity Spot Size ........................................................................................................ 23	
3. 3. 5. Mode-Matching ......................................................................................................... 24	
3. 3. 6. Q Factor .................................................................................................................... 25 
 
CHAPTER IV MEASUREMENT OF TRACE GASES BY CRSD ............................................ 26	
4. 1. Trace Gases and Isotopes .................................................................................................. 26	
4. 2. Isotope Ratio and Concentrations ..................................................................................... 28	
4. 3. Isotope Fractionation ........................................................................................................ 29	
4. 4. Gases and Isotopes of Interest ........................................................................................... 32	
4. 4. 1. Carbon Dioxide ......................................................................................................... 32	
4. 4. 2. Features of CO2 ......................................................................................................... 33	
 viii 
 
 
4. 4. 3. Methane ..................................................................................................................... 34	
4. 4. 4. Features of CH4 ......................................................................................................... 38	
4. 5. Experimental Setup ........................................................................................................... 39	
4. 5. 1. Cavity Ring-down Setup ........................................................................................... 39	
4. 5. 2. Trigger event ............................................................................................................. 43	
4. 6. Near-infrared spectroscopy calibration with an optical frequency comb ......................... 46	
4. 7. Data acquisition ................................................................................................................ 49	
4. 8. Experimental Results ........................................................................................................ 52	
4. 8. 1. Isotope ratio of indoor carbon dioxide ...................................................................... 52	
4. 8. 2. Spectrums of indoor CH4 isotopes in the near-infrared region ................................. 54	
4. 9. The Sensitivity of CRDS setup and the detection limit estimation .................................. 60 
 
CHAPTER V CRDS FOR MEDICAL APPLICATIONS ........................................................... 64	
5. 1. Introduction ....................................................................................................................... 64	
5. 2. Composition of Human Breath ......................................................................................... 72	
5. 3. Monitoring exhaled CH3COCH3 ....................................................................................... 73	
5. 4. Absorption line of acetone in the near-IR region .............................................................. 76	
5. 5. Experimental results .......................................................................................................... 80	
5. 5. 1. Healthy human breath acetone concentration ........................................................... 81	
5. 5. 2. Diabetic person subject Y breath acetone concentration .......................................... 82	
5. 5. 3. Diabetic person subject Z breath acetone concentration ........................................... 85 
 
CHAPTER VI NATURAL WATER CONTENT ........................................................................ 88	
6. 1. Natural Water Content ...................................................................................................... 88	
6. 2. Hollow Fiber Module ........................................................................................................ 88	
6. 3. Membrane Gas Separation System ................................................................................... 90 
 
CHAPTER VII SUMMARY AND CONCLUSIONS ................................................................. 93 
 
REFERENCES ............................................................................................................................. 95 
 
APPENDIX ................................................................................................................................. 106	
 
 ix 
 
 
LIST OF FIGURES 
 
   Page 
Fig	1.	Before	an	elastic	collision	between	the	carbon	dioxide	molecule	and	photon	the		
molecule	at	rest.	EP	is	the	photon	energy.	After	an	elastic	collision	molecule	is	still	at	rest		
and	photon	energy	EP’=EP	did	not	change.	.....................................................................................	4	
 
Fig	2.	The	illustration	of	the	absorption	principle.	.........................................................................	7	
 
Fig	3.	DAS	experimental	set	up.	.....................................................................................................	8	
 
Fig	4.	Pulsed	laser	cavity	ring-down	spectroscopy	set	up.	...........................................................	13	
 
Fig	5.	Schematic	ring-down	signals	red	decay	trace	for	empty	cavity	black	trace	is		
when	absorbing	species	present	inside	the	cavity.	......................................................................	16	
 
Fig	6.	CW	CRDS	schematic	set	up.	................................................................................................	17	
 
Fig	7.	Building	up	intra-cavity	field	by	interference	of	several	beams.	L,	is	the	cavity	length;		
T,	mirror	transmission	coefficient;	R,	mirror	reflection	coefficient.	............................................	21	
 
Fig	8.	Schematic	depicting	the	cavity	spot	sizes.	ω0	is	the	beam	waist	at	plane	mirror		
surface	ω0	is	the	beam	spot	size.	................................................................................................	23	
 
Fig	9.	Two-mode	matching	lenses	are	used	to	excite	fundamental	mode	of	Gaussian	mode.	....	25	
 
Fig	10.	Vibrational	modes	of	CO2	υ2a		and		υ2b	are	degenerate	modes.	....................................	34	
 
Fig	11.	Vibrational	modes	of	CH4.	.................................................................................................	38	
 
Fig	12.	Schematic	view	of	AOM.	...................................................................................................	40	
 
Fig	13.	Optical	design	of	CRDS	setup,	used	for	this	work.	............................................................	42	
 
Fig	14.	Trigger	event.	....................................................................................................................	43	
 
Fig	15.	The	fringe	display	on	the	oscilloscope.	Cavity	not	optimally	aligned.	..............................	44	
 
Fig	16.	Multiple	ramp	voltages	across	the	trigger	event.	.............................................................	44	
 
Fig	17.	Fringe	display	for	proper	alignment.	................................................................................	45	
 
 x 
 
 
Fig	18.	Single	slope	voltage	across	trigger	events.	.......................................................................	45	
 
Fig	19.	Experimental	setup	for	near-infrared	spectroscopy	calibration	with	an	optical		
frequency	comb.	..........................................................................................................................	46	
 
Fig	20.	Comb	assisted	near-infrared	spectroscopy	resolved	1	GHz.	CW-DFB	laser	used		
to	interrogate	via	a	frequency	comb.	The	frequency	measurement	is	achieved	with		
an	uncertainty	of	10-11	cm.	...........................................................................................................	48	
 
Fig	21.	The	differences	of	wavemeter	reading	and	frequency	comb	value.	................................	49	
 
Fig	22.	Front	panel	of	LabVIEW	program	to	operate	the	CRDS	set	up.	........................................	49	
 
Fig	23.	The	CRD	absorption	spectrum	of	-12CO2	and	-13CO2	of	laboratory	air,		
the	concentration		of		-12CO2	and	-13CO2	394.66	ppmv	and	4.5	ppmv,	respectively,	at		
100	Torr	pressure.	The	fitting	of	experimental	points	with	HITRAN	data	is	shown	in	the		
upper	graph,	and	the	residual	between	the	two	is	shown	in	the	lower	part	of	the	figure.	.........	52	
 
Fig	24.	The	top	part	of	the	figure	shows	absorption	strength	of	four	-12CH4	lines	according		
to	HITRAN.	The		bottom	part	depicts	the	corresponding	Voigt	line	profiles	of	these	lines		
fitting	the	experimental	absorption	data	sets	at	pressures	of	100,	50,	25	and	7	Torr.	................	56	
 
Fig	25.	CRDS	measurement	and	Voigt	line	profile	of	methane	absorption	line.	Indoor	air		
sample	conditions:	pressure	100	Torr,	temperature	296	K.	Bottom	of	the	graph:	the	residual		
of	the	measured	data	and	the	fitting	Voigt	profile.	.....................................................................	57	
 
Fig	26.	The	top	part	of	the	figure	shows	four	-13CH4	lines	according	to	HITRAN.	Bottom		
part:	Voigt	line	profiles	fitting	experimental	absorption	data	sets	corresponding	to	100,	50,		
and	25	Torr.	..................................................................................................................................	59	
 
Fig	27.	CRDS	measurement	and	Voigt	line	profile	of	methane	absorption	line.	Indoor	air		
sample	conditions:	pressure	100	Torr,	temperature	296	K.	Bottom	of	the	graph:	the	residual		
of	the	measured	data	and	the	fitting	Voigt	profile.	.....................................................................	60	
 
Fig	28.	The	cavity	ring-down	spectrum	of	CH4	for	different	lengths	of	the	cavities.	....................	61	
 
Fig	29.	An	Allan	variance	plot	of	the	αmin	values	calculated	from	the	sequential		
ring-downs	recorded	at	100	Torr	for	-13CH4	peak	at	6049.121cm-1.	.........................................	62	
 
Fig	30.	The	basic	structure	of	capnography.	It	comprises	infrared	source,	sample	chamber,		
and	detector.	................................................................................................................................	68	
 
Fig	31.	Diseases	caused	by	Helicobacter	pylori.	...........................................................................	69	
 
 xi 
 
 
Fig	32.	Schematic	of	the	cavity	ring-down	system	for	breath	analysis.	.......................................	74	
Fig	33.	A	typical	ring-down	baseline	stability	measurement	for	evacuated	cavity.	Stability	of		
the	laser	obtained	as	0.064%.	.....................................................................................................	75	
 
Fig	34.	An	Allan	variance	plot	of	the	αmin	values	was	calculated	from	the	sequential		
ring-downs	recorded	at	760	Torr	for	5ppmv	acetone	calibration	gas	at	wavenumber		
5978.97741	cm-1	τ =163.31	µs	τ0=440	µs.	Detection	limit	for	acetone	was	17	ppbv.	..............	76	
 
Fig	35.	Simulation	of	absorption	of	1	ppmv	acetone	in	air	at	a	pressure	of	1atm	data	is	from		
the	PNNL	(Pacific	Northwest	Laboratory)	database.	The	inset	shows	a	zoomed	view	of		
our	region	of	interest,	where	we	operate	the	DFB	laser.	.............................................................	77	
 
Fig	36.	Comparison	of	the	measured	absorption	spectrum	of	the	acetone	calibration	gas		
with	PNNL	data	and	fitting	the	absorption	spectrum	by	taking	into	account	the		
major	contributing	gas	components:	0.642	ppmv	CH4,	492.1	ppmv	CO2	and	0.105	%	H2O.	.....	78	
 
Fig	37.	Measured	absorption	spectra	of	calibration	gas,	the	concentration	of	acetone	is	5		
ppmv	at	760,	604,	500,	448,	350,	250,	and	200	Torr.	..................................................................	79	
 
Fig	38.	Acetone	pressure	dependence	of	line	profile	at	wavenumber	5978.97741cm-1.	............	80	
 
Fig	39.	Healthy	individual’s	(subject	X)	exhaled	breath	sample	of	absorption	spectrum	(top)		
at	near-IR.	Ascarite	processed	to	reduce	C02	and	H2O	concentration.	While	CRDS		
calibration	gas	data	were	used	to	calculate	the	acetone	concentration,	the	HITRAN	database		
is	used	for	other	molecules	fittings.	The	residual	of	the	measured	data	and	sum	of		
simulations	at	the	bottom	describe	the	background	subtraction	for	acetone.	...........................	82	
 
Fig	40.	T2D	individual’s	(subject	Y)	3	samples	of	decay	time	spectrums.	The	blood	glucose		
values	484	297	198	mg/dL	are	correlated	to	acetone	concentration	values	according	to		
his	breath	samples.	......................................................................................................................	83	
 
Fig	41.	T2D	individual’s	(subject	Y)	3	samples	of	decay	time	spectrums.	The	blood	glucose		
values	are	correlated	to	the	acetone	concentration	values	according	to	his	breath	samples.	....	84	
 
Fig	42.	Breath	sample	of	subject	Y	diagnosed	with	T2D	and	MS:	measured	spectrum.	It		
contains	492.1ppmv	C02,	1.98	ppmv	CH4,	0.142	%	H20	and	2.2	ppmv	acetone.	CRDS	was		
used	to	fit	the	acetone	absorption	line;	other	molecules	were	fitted	with	the	HITRAN		
database.	The	residual	of	the	measured	data	and	sum	of	simulations	at	the	bottom.	...............	85	
 
Fig	43.	T2D	subject	(Z)	2	samples	of	the	decay	time	spectrums.	The	blood	glucose	values	are		
not	correlated	to	acetone	concentration	values	according	to	his	breath	samples.	.....................	86	
 
Fig	44.	Breath	sample	of	subject	Y	diagnosed	with	T2D	and	colon	cancer:	measured	spectrum.		
It	contains	393.68	ppmv	C02,	32.613	ppmv	12CH4,	0.3331	ppmv	13CH4,	0.142	%	H20	and	2.1		
 xii 
 
 
ppmv	acetone.	CRDS	was	used	to	fit	acetone	absorption	line;	other	molecules	were	fitted		
with	the	HITRAN	database.	The	residual	of	the	measured	data	and	sum	of	simulations	are	at		
the	bottom.	..................................................................................................................................	87	
 
Fig	45.	Principle	of	gas	separation	from	liquid	with	a	hollow	fiber	porous	membrane.	..............	89	
 
Fig	46.	View	of	the	gas	separation	unit	with	a	hollow	fiber	porous	membrane.	.........................	89	
 
Fig	47.	A	schematic	of	the	gas	separation	system.	.......................................................................	91	
 
Fig	48.	Absorption	spectrum	of	carbon	dioxide.	The	gas	inside	the	chamber	obtained	from		
tap	water	is	mixed	with	sparkling	water.	.....................................................................................	92	
 
Fig	49.	Experimental	data	for	CH4.	The	decay	times	for	different	wavelengths	are	shown	by		
the	black	line	and	the	baseline	is	shown	by	the	red	line.	...........................................................	111	
 
Fig	50.	Output	txt	file	of	LabView	Program.	...............................................................................	112	
 
Fig	51.	The	black	dots	show	that	the	black	line	is	chosen.	.........................................................	120	
 
Fig	52.	OriginPro9	menu	steps	to	create	baseline.	.....................................................................	121	
 
Fig	53.	The	dialog	windows:	first,	one	must	select	for	which	data	the	baseline	should	be		
created	and,	second,	one	selects	the	number	of	points	for	the	baseline.	.................................	122	
 
Fig	54.	The	window	shows	Modify/	Del	option.	.........................................................................	123	
 
Fig	55.	The	selected	points	for	the	baseline	before	(a)	and	after	(b)	modifications.	.................	124	
 
Fig	56.	Origin	book	view	to	create	excel	csv	file:	the	first	and	third	columns	are		
wavenumbers,	the	second	column	is	the	decay	time,	and	the	fourth	column	is	the		
baseline	decay	time.	...................................................................................................................	124	
 
Fig	57.	The	spectrum	at	the	top	is	obtained	for	a	220μs	baseline	shift.	....................................	136	
 
Fig	58.	The	spectrum	at	the	top	is	obtained	for	a	120μs	baseline	shift.	....................................	136	
 
 
 xiii 
 
 
LIST OF TABLES 
 
 Page 
 
Table	1.	Carbon’s	isotopes,	their	mass,	and	the	percent	of	natural	abundance.	The	isotopic	
mass	data	is	taken	from		G.	Audi	and	A.	H.	Wapstra,	1993	[45].	The	percentages	of		
natural	abundance	of	carbon	are	from		(Technical	Report)	Rosman	KJ	and	Taylor	PD.,		
1999	[46].	.....................................................................................................................................	28	
 
Table	2.	Variations	of	δ13C	in	natural	substances.	Adopted	from	W.	Mook,	2000	[55].	............	31	
 
Table	3.	Main	sources	of	carbon	dioxide	and	their	average	δ13C		values.	Adopted	from		
L.G.	Shoemaker	and	et	al.,	2010	[63].	..........................................................................................	32	
 
Table	4.	Methane	sources	and	their	δ13CCH4	values.	Adopted	from	R.	Brownlow	et	al.,		
2017	[74].	.....................................................................................................................................	36	
 
Table	5.	Front	panel	functions	explanations	................................................................................	51	
 
Table	6.	Line	positions,	line	intensities,	and	transitions	of	the	CO2.	Calculated	from		
HITRAN	database.	.........................................................................................................................	54	
 
Table	7.	Line	positions,	line	intensities,	and	transitions	of	the	CH4.	Calculated	from		
HITRAN	database.	.........................................................................................................................	58	
 
Table	8.	Volatile	molecular	compounds	indicative	of	certain	diseases	used	in	approved		
breath	tests.	Adopted	from	A.	Anton	and	A.	Agapios,	2014	[100].	..............................................	67	
 
Table	9.	Some	of	the	important	gasses	present	in	exhaled	human	breath.	Adopted	from		
M.	Murtz,	P.	Hering,	2009	[3].	......................................................................................................	72	
 
Table	10.	Test	results	and	detailed	information	of	the	individuals	who	participated	in	this		
study	.............................................................................................................................................	81	
 
Table	11.	The	percentage	of	gasses	in	sea	water.	Adopted	from	Dana	R.	Kester,	2018	[130].	....	88	
 1 
 
 
 
CHAPTER I INTRODUCTION 
 
 
Scientists have been interested in the interaction of light with matter for more than a 
century. They have been developing different techniques to analyze materials. Infrared 
absorption spectroscopy is one of the highly effective types of spectroscopy, which 
represents molecular information by measuring absorption peaks [1-2]. Also, the size of the 
peaks in the spectrum can be used to calculate the amount of material present in the sample. 
Each different molecule has different absorption peaks [3]. This is because the molecules 
have characteristic vibrational modes at certain frequencies in the infrared region [4]. 
Therefore, molecular absorption spectroscopy is one of the most important spectroscopic 
techniques to identify molecules [1].  
A significant improvement was made in the reflectivity of the dielectric mirrors in 
1988 when O’Keefe and Deacon developed a new technique, which is called Cavity Ring-
Down Spectroscopy (CRDS) [5]. The history of the CRDS started in the early 1980’s with 
J.M. Herbelin’s experiment, which employed a cw-based Cavity-Attenuated Phase Shift 
(CAPS) technique [6]. The major application of this technique is the development of high 
reflectivity laser mirrors, which was described in this seminal paper [6].  
Following this work, Anderson et al. extracted for the first time an optical 
resonator’s reflectance and transmittance from the cavity decay time [7]. They directly 
measured the photonic lifetime by recording the intensity decay after the cw laser source is 
shut off. O’Keefe and Deacon used this technique in 1988, which was originally developed 
for measuring the reflectivity of mirrors to quantify the absorption of oxygen [5]. Many 
 2 
 
 
 
early CRDS experiments were performed with pulsed lasers. In 1996, D. Romanini 
conducted trace gas detection with a single frequency CW laser source, thus providing an 
improvement in spectral resolution, signal intensity, and data acquisition rate [8].  
In 1998, cavity enhanced absorption and cavity enhanced magnetic rotation 
spectroscopies were introduced into this research field. This was accomplished by also using 
a cw laser source to feed the cavity.  The laser beam of a scanning narrow-band cw source 
can be coupled into the cavity via coincidences of the laser frequency to the frequencies of 
the cavity modes [9]. Another approach, which uses a frequency-locked CRDS, was 
developed by Paldus [10].  
In this method, the output of the laser is divided into two orthogonally polarized 
beams. After passing mode-matching lenses, both enter a ring cavity. Because reflection 
coefficients are polarization-state dependent, the two polarization states resonate in the 
cavity differently. The lower finesse cavity is created by P-polarization. While this 
polarization state is used to lock the cavity, an S-polarized beam is used to excite the cavity 
[3]. In 2003, Zare et al. measured the stable isotope ratio of carbon dioxide quantitatively 
[11]. Also, liquid samples were analyzed by the incoherent broadband cavity absorption 
spectroscopy technique in 2005 [12]. 
More recently, the capability of CRDS has increased with the development of 
computer programs and new hardware additions. With the development of the locking 
technique of laser and cavity mode frequencies due to progress in fast electronics, the 
sensitivity was considerably improved [10]. By the pioneering Cavity-Enhanced Direct 
Frequency Comb Spectroscopy (CE-DFCS) method in 2009, ultrahigh detection sensitivity 
 3 
 
 
 
was achieved [13]. There have been recently various vital modifications of the CRDS 
method and its applications in many fields [3].  
A detection sensitivity, which is the minimum detectable absorption value, on the order of 
10-11 
cm-1 was achieved in this work.  
The first part of my study is devoted to atmospheric CO2 and CH4 isotope ratio 
measurements. The second part deals with measurements of gaseous biomarkers in an 
exhaled human breath, namely, the content of acetone was measured in samples from 
individuals with diabetes and compared to the results of healthy individuals. The third part 
of the study involves a membrane gas separation system, which was built in the Texas A&M 
lab to separate gas from liquids. For initial testing, this system was used to obtainCO2 from a 
water sample mixed with carbonated water. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 4 
 
 
 
CHAPTER II LASER ABSORPTION SPECTROSCOPY 
 
 
2. 1. Basic Theory 
 
 One of the most important and common applications of light and matter interaction 
is quantitative molecular absorption spectroscopy [14]. Thus, spectroscopy is an important 
scientific measurement technique because, with this method, obtaining information on the 
molecular species present in the gas, liquid or solid phase is possible [3].  
The basic principle of direct absorption spectroscopy is measuring the absorption by 
quantifying the intensity of the light, which has passed through the sample [15]. The light 
source frequency should be close to the transition frequency of the molecule so that 
absorbance spectrum can be derived [2]. 
2. 2. Absorption of Light  
 
 
Fig 1. Before an elastic collision between the carbon dioxide molecule and photon the 
molecule at rest. EP is the photon energy. After an elastic collision molecule is still at 
rest and photon energy EP’=EP did not change. 
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Light has a dual nature and, depending on the phenomenon, it can be considered to 
be a wave or a particle (photon). Frequency is an important parameter of light, which is 
described as the number of cycles a wave undergoes in a unit of time [2-15]. The frequency 
also determines the wavelength of light in a certain medium and the energy of a photon [16].  
When light interacts with gas molecules three different types of collision may occur. 
Photons may experience an elastic collision, an inelastic collision, or a totally inelastic 
collision. For an elastic collision, there is no energy exchange between a photon and 
molecules as shown in Fig.1. If the collision is inelastic, photons and molecules leave the 
collision region with different energies than before the collision. Absorbance can occur 
when the photon and molecules have a totally inelastic collision. Afterwards, a totally 
inelastic collision photon disappears because it gives all its energy to molecules [17]. After 
the excitation of molecules from a ground state to an excited state, the molecule changes its 
rotational, vibrational, and/ or electronic energy [18]. The mass distribution of molecules 
determines their rotational energy. A molecule’s moment of inertia depends on the mass of 
the atom and its distance from the center of the gravity. The molecule is called a rigid 
rotator. If it rotates, it has angular momentum J. According to the solution of the 
Schrodinger equation, rotational energy levels are quantized. Because the molecule only 
rotates at discrete angular frequencies, it has distinct rotational energy levels. The selection 
rule for rotational transition is ∆𝐽 = 0,∓1.The rotational band is divided into three 
branches;	∆𝐽 = 0	in Q, ∆𝐽 = 1 in R, and ∆𝐽 = −1 is in P. Not only molecular rotational 
energy levels, but also vibrational energy levels n are quantified. The separation of 
vibrational energy levels are equally spaced with ℏ𝜔, and the selection rule is ∆𝜈 = ∓1 
when there is no electronic transition. If ∆𝜈 = ∓2,∓3… overtone transition occurs [4-19].  
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This study will only consider photon energies in the near-infrared (near-IR) spectral 
region. In that region, transitions occur between molecular vibrational levels. The near-IR 
spectral region is located between visible and mid-IR spectral regions, i.e., from 800 nm to 
2500 nm. Due to selection rules of quantum mechanics, the molar absorptivity in this region 
is small [20]. 
Most molecules’ absorption spectra are presented in the near-IR and the mid-IR 
region, both of which have their advantages and disadvantages [3]. One of the advantages of 
the mid-IR region is covering the most muscular absorption lines. For example, CH4 
absorption line strengths in the mid-IR region; they are 200 times stronger than those of the 
near-IR region (bands near 6050 cm-1), According to the HITRAN database [21]. However, 
much higher reflectivity mirrors are available in the near-IR region [21]. Moreover, in the 
mid-IR, the choice of laser sources is limited, while the near-IR offers a much broader laser 
selection, particularly around the region of commercial telecom 1.55µm, for which 
inexpensive diode lasers are available [22]. 
 
2. 3. Lambert-Beer Law 
The basis of most quantitative spectroscopic analyses is the Lambert-Beer law, 
which relates the transmittance and the absorbance and also the amount of light absorbed by 
an analyte with the concentration of absorbing species. For the direct absorption experiment, 
the transmitted intensity of light, which passes through a sample, is measured. For the 
analysis of the gaseous absorbers, Lambert-Beer’s law can be written as: 
 𝐼@ 𝜆, 𝐿 = 𝐼C 𝜆 𝑒 EF G .	H,.I  (2.1) 
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Fig 2. The illustration of the absorption principle. 
 
 
 
 
Before the light enters the sample, its intensity is 𝐼C 𝜆  at wavelength . Light 
intensity is proportional to the number of photons hitting a unit area per unit time. 	𝐼@(𝜆, 𝐿) 
denotes the intensity after the radiation has passed through absorbing the layer of length L, 
and	𝜎	(𝜆) is the wavelength-depended absorption cross-section.  Introducing the notation 
, where N is the number density, and is the frequency of the light and  
is the absorption coefficient at frequency ν, we obtain 
 𝐼@(𝜐) = 𝑒(EN O .HP.		IQ) 
 
(2.2) 
The absorption cross section is a characteristic property of species. The averaged 
trace gas concentration can be calculated from the ratio of 𝐼C(𝜆)/𝐼@(𝜆). 
 𝑐T = 𝑙𝑛 𝐼C(𝜆)𝐼@(𝜆)𝜎(𝜆)𝐿  
 
(2.3) 
λ
N ×σ (ν ) =α(ν ) ν α
L 
𝐼C(𝜆)  c  
Absorber with concentration c’ 
Light source 
𝐼@, 𝜆 
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 This equation implies that the amount of light absorbed by a molecule depends on the 
sample concentration and the absorptivity of the molecules [23]. The absorption principle is 
illustrated in Fig. 2. 
 
 
2. 4. Direct Absorption Spectroscopy  
 
 
 
Fig 3. DAS experimental set up. 
 
 
 
 
The most straightforward realization of laser-based absorption method is direct 
absorption spectroscopy (DAS). The appealing advantages of this technique are a simple 
structure, being calibration free and allowing for direct measurement of line strengths [3-
24]. The weakness of this method is low sensitivity because of laser intensity noise. With 
this technique, the best sensitivity can be achieved on the order of 10-3 [3]. 
DAS set up is shown in Fig. 3. As a light source a tunable laser is used. The beam is 
sent through a gas sample, occupying a container (absorption cell). The transmitted intensity 
is measured with a suitable detector.  
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Because of emission or absorption of light, dark or bright lines occur in a narrow 
frequency range, these lines are called spectral lines. According to uncertainty principle, an 
excited state with energy E and lifetime ∆T has a relation ∆E ∆T ~ h/2π. The principle 
implies that large uncertainties in the energy result from short lifetime energy levels. 
Broadening because of the auncertainty principle is called natural linewidth [4]. 
The significant absorption occurs when the energy of the light photon is tuned to 
atomic or molecular transition energy. As a result, the transmitted light intensity decreases 
[25]. The Lambert-Beer law, as seen in equation (2.1), gives the relationship between the 
ratio of transmitted light to incident light and spectral absorbance,  
 WXWY = 𝑒 NZ . 
 
(2.4) 
For an isolated absorption cell the spectral absorbance can be expressed in terms of total 
pressure (P), a mole fraction of the absorbing species (𝜒\]^), line strength (S), which is 
dependent on temperature, lineshape function (𝜑O), and absorption layer length (L): 
 𝛼O = 𝑃𝜒\]^𝑆(𝑇)𝜑O𝐿. 
 
(2.5) 
There are two major types of line broadening to modeling the line shape function: 1) 
Doppler and 2) collisional or pressure broadening [4].  Due to the random thermal motion of 
absorbing atoms Doppler broadening occurs, which has an inhomogeneous broadening 
mechanism. The Doppler line shape is given by a Gaussian profile: 
 𝜙e = fgOh ij fk 𝑒𝑥𝑝 −4𝑙𝑛2 OEOYgOh . 
 
(2.6) 
Doppler full width at half maximum (FWHM) , Δ𝜐e(cm-1), is given by 
 Δ𝜐e = 2 𝑙𝑛2Δ𝜐eT , 
 
(2.7) 
 10 
 
 
 
where 𝜐e,  is known as the 1/e Doppler halfwidth. When the Doppler broadening is dominant, 
the gas temperature T can be calculated from the Doppler FWHM formula: 
 Δ𝜐e = 7.162×10Eq𝜐C 𝑇 𝑀, 
 
(2.8) 
where M (g/mol) is the molecular weight of the absorption species [14,15]. 
 Collisional (pressure) broadening occurs when absorbing molecules collide with 
other molecules. Due to those molecular collisions absorbing gas transfers energy, a 
distortion of the electron energy levels is caused. The collision occurs at such a frequency 
that determines the magnitude of broadening effect. This type of broadening is characterized 
as a homogeneous because collisions happen equivalently to all molecules.  Collisional line 
shape function is modeled as a Lorentzian line shape [26]. 
 𝜙I = sk gOt fk(OEOY)uv(gOt f)u , 
 
(2.9) 
the collisional FWHM term, which is Δ𝜐w  is proportional to system pressure as follows: 
 Δ𝜐w = Ρ2γ = P 𝜒{2𝛾{	. 
 
(2.10) 
Here P is the gas pressure, 𝛾{	 (cm-1atm-1) is the collisional broadening coefficient of the 
absorbing molecules and the mole fraction for perturbation  𝛾{.  
Differences in the energy spacing are another result of the interaction of two 
colliding molecules. The line shift due to pressure broadening is related to the system 
pressure: 
 𝜐C, − 𝜐C = 𝑃𝛿 = P 𝜒{𝛿{, 
 
(2.11) 
here 𝜐C,  is the pressure sifted line center, and 𝛿{ (cm-1 atm-1) represents shifting coefficient of 
absorbing species i. 
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The temperature dependence of the collisional broadening coefficient and the 
shifting coefficient can be expressed in terms of the temperature exponents, n and m 
respectively, as  
 𝛾{ 𝑇 = 𝛾{(𝑇C) 𝑇C 𝑇 ~, 
 
(2.12) 
 𝛿{ 𝑇 = 𝛿{(𝑇C) 𝑇C 𝑇 . 
 
(2.13) 
   
When both broadening mechanisms affect the line profiles substantially, the combined line 
shape function is usually assumed in a form of the Voigt profile. This profile is expressed as  
 𝜙 = 𝜙e 𝑢 𝜙w 𝜐 − 𝑢 𝑑𝑢vE  
 
(2.14) 
 𝑉 = 𝑥T, 𝑦 = 𝑦𝜋 𝑑𝜉 𝑒Eu𝑦f + 𝑥, − 𝜉 fvE = 𝑅𝑒 𝑤 𝑥T, 𝑦  
 
(2.15) 
Here 𝑥, = 𝜐 − 𝜈C, /Δ𝜐e,  is the normalized frequency detuning, 𝑦 = 𝑃𝛾 Δ𝜐eT 	is pressure 
broadening parameter that is normalized, and 𝑤 𝑥T, 𝑦  is the complex probability function. 
The Voigt profile is reduced to a Gaussian profile, as Doppler broadening is dominant. 
When pressure broadening is dominant, the Voigt profile is simplifying the Lorentzian 
profile [4]. 
Unfortunately, the calculation of broadening for various profiles can be challenging. 
Therefore, numerical approximations are generally preferable. One of the ways is 
eliminating the line shape function from the calculation. When absorption is overall optical 
frequencies, line shape function is defined to have an area of unity such that 𝜑O𝑑𝜐 = 1vE . 
The integrated absorbance area can be expressed as 
 𝐴 = 𝛼OvE 𝑑𝜐 = 𝑃𝜒\]^𝑆 𝑇 𝐿 
 
(2.16) 
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The equation (2.16) expresses line strength function, which is in terms of gas temperature, 
T; the partition function of absorbing species, Q(T); Planck’s constant, h(J s); speed of light, 
c(cm/s); the lower state energy, E’’(cm-1); and the line center frequency of the transition, 𝜐C	[18]. 
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CHAPTER III CAVITY-RING DOWN SPECTROSCOPY 
 
 
Cavity ring-down spectroscopy comes in two major versions: pulsed and cw. In 
both, after the buildup of the intracavity field, the laser is abruptly shut off. In the following, 
the specific properties are described.  
    
3. 1. Pulsed Laser Cavity Ring-Down Spectroscopy  
With a pulsed laser, CRDS was initially performed in the 1980’s. Fig. 4. shows a 
basic scheme of the technique with a pulsed laser.  
 
 
 
Fig 4. Pulsed laser cavity ring-down spectroscopy set up. 
 
 
The radiation from a laser source enters the cavity by transmission through one of the high 
reflectivity cavity mirrors from the anti-reflection-coated side. By reflecting back and forth 
from the cavity mirrors the light path the length can reach kilometers range. The radiation 
transmitted through the second mirror is focused on the photodetector. The detector registers 
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a train of pulses because the pulsed laser emits light in the form of optical pulses and not in 
a continuous wave mode.  The duration of these pulses should be shorter than the roundtrip 
time of the pulses in the cavity. Over time the intensity of the light, which reaches the 
detector, decays exponentially with a certain time constant. This decay constant is called  
‘‘ring-down’’ time [8]. The signal is digitized with an oscilloscope and analyzed by a 
computer.  
Lambert-Beer’s law is used to calculate the intensity of the first optical pulse at the 
detector after one pass through the cavity [27]: 
 𝐼C = 𝐼\^𝑇f𝑒ENI. (3.1) 
 
The intensity of the second pulse at the detector is given by 
 𝐼s = 𝐼C𝑅f𝑒EfNI. (3.2) 
 
After n complete round trips, the light intensity behind the cavity will be 
 𝐼~ = 𝐼C𝑅f~𝑒Ef~NI. (3.3) 
 
Here n represents the number of round trips. The round trip time can be defined as tr=2L/c, 
which is equal to the separation between subsequent pulses, and n can be related to time, t=n
 2L/c. By assuming R2 ~exp(2n lnR), we have 
 𝐼 𝑡 = 𝐼C𝑒𝑥𝑝 @HI 𝑙𝑛𝑅 − 𝛼𝑑 . (3.4) 
 
For high reflectivity mirrors, R is close to 1 and lnR~ -(1-R). Thus, the equation can 
be written as 
 𝐼 𝑡 = 𝐼C𝑒𝑥𝑝 − @HI 1 − 𝑅 + 𝛼𝑑 . (3.5) 
×
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The reflectivity of the mirrors and the length of the cavity are the parameters, which affect 
the ring-down time , when there is no absorber inside the cavity,   
 𝜏C = IH(sE). (3.6) 
 
Equation 3.6 shows that knowing only the length of the cavity, the reflectivity of the mirrors 
can be calculated from the ring-down time for an empty cavity. 
Once absorbing species are introduced into the cavity, there will be additional 
molecular absorption losses besides mirror losses. Therefore, the intensity decays at a faster 
rate as shown in Fig. 5 below.  After modification of Equation 3.6, the ring-down time for 
absorbing species presented in the cavity can be written as 
 𝜏(𝜐) = IH sE O v F(O) Q  Y . (3.7) 
 
 
τ 0
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Fig 5. Schematic ring-down signals red decay trace for empty cavity black trace is when 
absorbing species present inside the cavity. 
 
Here is the frequency-dependent absorption cross-section,	and		 𝑁{ 𝑥 𝑑𝑥C  is the 
line-integrated number density [3]. 
For a standard pulsed laser CRDS set up, impulsive ring-down cavity excitation can 
be observed when the laser pulse spectrum overlaps with transmission modes of cavity [28]. 
Exploiting the high spectral density of higher order transverse modes of the cavity can 
increase spectral resolution. However, this approach brings some experimental 
complications like fluctuations of the decay rate and transverse mode beating. [3-28]. 
 
3. 2. Continuous Wave CRDS  
 
0 1000 2000 3000
0
50
100
150
200
250
300
350
D
et
ec
to
r S
ig
na
l (
m
V
)
Time ( s)
 Ringdown signal absorbing gas present
Ringdown signal empty cavity
Threshold value
σ i ν( )
 17 
 
 
 
Another way to increase spectral resolution of CRDS experimental results is using a 
single frequency CW laser. The advantage of using a CW laser source is that a high signal to 
noise ratio can be achieved. This is because the beam intensity from a CW laser, which can 
be transmitted into the cavity as only as a tiny fraction of the incoming laser beam, by going 
back and forth between the cavity mirrors can increase up to the intensity of the initial 
incoming beam. [3-8] 
 
 
 
 
Fig 6. CW CRDS schematic set up. 
 
 
 
Using a CW laser source requires a “trigger event” to measure the decay of the intra-
cavity optical field. In 1984, Anderson, Frisch, and Masser used a threshold circuit to 
interrupt a laser light when the sufficient intensity builds up inside the cavity. However, they 
did not use this technique to obtain absorption spectra. D. Romanini in 1996 performed his 
experiment with an acousto-optic modulator (AOM) to interrupt the laser beam [8]. As seen 
in Fig. 6 when the intensity builds up inside the cavity, a trigger signal is sent to the AOM to 
the switch of the laser. Once the AOM is switched off, an exponential decay signal is 
recorded to extract the decay time. 
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In Figure 3.3, the cavity contains the uniformly distributed absorber , which has 
a frequency-dependent characteristic. The cavity length is L, the mirror reflectivity is R, and 
the intra-cavity power is . The transmitted power is measured with a detector as a 
function of the optical frequency . The power, which reaches the detector, is proportional 
to the incident laser power. Lambert-Beer’s law shows the relationship between transmitted 
power and incident power  
 𝑃 𝜐 = 𝑃C𝑅f𝑒EfN O I. (3.8) 
Transmitted power time rate of change inside the cavity can be derived, by substituting  
 Δ𝑃 = −𝑃C(1 − 𝑅f)𝑒EfN O I. (3.9) 
       
By dividing with	Δ𝑡 = 2𝐿/𝑐  
 Δ𝑃(𝜐)𝑑𝑡 = −𝑃C 𝑐2𝐿 (1 − 𝑅f𝑒EfN O I) (3.10) 
   
the equation can be integrated to show power as a function of time: 
 𝑃 𝜐, 𝑡 = 𝑃C𝑒 X(Z) + 𝐶, (3.11) 
where the decay constant takes the form in term of free spectral range 
 𝜏C = fIH(sEuu Z ) = s (sEuu Z ), (3.12) 
Where the free spectral range FSR=c/2L, the change in the ring-down time because of the 
absorption is 
 ¡¢(O)¢(O) = 1 − sEu(sEu(sEfN O I) = 1 − ssvu Z £¤u . (3.13) 
Where the approximation for 𝑒EfN O I ≈ 1 − 2𝛼 𝜐 𝐿 in the low absorption limit takes place 
and for the case of by using Taylor expansion, we get 
α(ν )
P0 P(ν )
ν
2α(ν )L〈〈1− R2
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 ¡¢(O)¢(O) = fN O IsEu . (3.14) 
Using approximations  and  for the low absorption limit an 
intracavity absorption signal by cavity ring-down spectroscopy is then 
 ¡¢(O)¢(O) = N(O)Ik . (3.15)  
 
 
3. 3. Properties of Optical Cavities  
 
 In this section, the several parameters of an optical cavity are briefly explained.  The 
theory of Fabry-Perot cavities can be used to derive basic properties of resonators.  Optical 
cavities or resonators produce a standing wave with aligned mirrors. Those standing waves, 
which are equally spaced, are called modes. 
The standing wave resonator and the traveling wave resonator (ring resonator) are 
two basic types of resonators.  Because a standing wave resonator was used in this work, the 
study concentrated on this case.  
 
 
3. 3. 1. The Free Spectral Range 
 
Light waves differ in terms of their frequencies for standing wave resonators. The 
difference of frequencies between two adjacent modes gives longitudinal mode spacing, 
which is called the free spectral range. The condition of constructive interference should be 
provided to observe longitudinal modes [29]. When the distance between two cavity mirrors 
match to the integer number of the half wavelength, constructive interference occurs, and 
the power inside the cavity builds up [3]. 
1− R2 ≈ 2(1− R) F ≈ π / (1− R)
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 For an empty cavity, the free spectral range is given by  
 ∆𝜈  = HfI. (3.16) 
   
If there is an absorber inside the cavity then the free spectral range is given by  
 ∆𝜈  = Hf~¦I. (3.17) 
Where c is the speed of the light and ng is group index, which is the ratio of vacuum velocity of light 
to the group velocity 𝜗 	in the medium.  
 𝑛¨ = 𝑐𝜗  (3.18) 
	
	
	 	
3. 3. 2. The Cavity Finesse 
 
One of the most important properties of the optical resonators is the finesse because 
it is a measure of the ability to maintain constructive interference in the resonator. The use 
of finesse is preferable because it depends on the mirror properties rather than on cavity 
dimensions [30].  
In this part to mathematically clarify the cavity finesse we will look at a cavity with 
two identical mirrors, as is shown Fig. 7. 
The reflectivity and transmission coefficients of the incident beam by the cavity 
mirrors determine the amount of light that is transmitted and reflected from the cavity, 
which depends on frequency. By summation of all of the intracavity fields, an expression for 
the transmitted field can be derived.  
 
 
 21 
 
 
 
 
Fig 7. Building up intra-cavity field by interference of several beams. L, is the cavity 
length; T, mirror transmission coefficient; R, mirror reflection coefficient. 
 
 
As seen in the schematic diagram, while only a small amount of the laser light, 
which can be only a few ppm, is transmitted through the left mirror, the rest of the light is 
reflected. After the first pass from left the cavity mirror. The first and subsequently 
transmitted fields can be expressed  
 𝐸C = 𝑇𝐸C𝑒{ª«, 
 
(
(3.19) 
 𝐸s = 𝑇𝑅f𝐸C𝑒{(ª«EfI ¬ ), 
 
(
(3.20) 
 𝐸f = 𝑇𝑅­𝐸C𝑒{(ª«E­I ¬ ), ((3.21) 
 𝐸~ = 𝑇𝑅f~𝐸C𝑒{(ª«Ef~I ¬ ). ((3.22)  
 
The intra-cavity field Ec at the input mirror and the transmitted field can be found by a 
summation of the series: 
 𝐸H = 𝐸C𝑒{ª@ 𝑇(1 − 𝑅f𝑒E{¡  (3.23) 
     
where 𝛿 = 2𝐿 𝑘 , 
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 𝐸« = 𝐸C𝑒{ª« 𝑇f𝑒E{¡(1 − 𝑅f𝑒E{¡ . (3.24) 
   
Equation 3.24 is an expression for intracavity field at output mirror. The relationship 
between the incident light intensity and the transmitted light intensity in terms of the finesse 
F is  
  𝐼{ = 𝐼@ 1 + 𝐹𝑠𝑖𝑛f(𝛿 2) .    (3.25) 
   
As seen from the equation 3.26, F is related to the mirror reflection coefficient: 
 𝐹 = fsEu f. (3.26) 
One of the expressions for the finesse F can be obtained as the ratio of the interval between 
cavity modes to the full width at half maximum of the cavity resonance, 
 F=fkg¡ = k f . 
 
(3.27) 
Also, the ratio of free spectral range (FSR) to the linewidth (Δ𝜈) gives the finesse 
 F =FSR/Δ𝜈. (3.28) 
Another useful expression for high finesse cavities is 
 F= 2𝜋𝜏w\²{@³𝐹𝑆𝑅 (3.29) 
   
where 𝜏w\²{@³ is the cavity decay time. 
 
3. 3. 3. Cavity Mode Spacing 
 
An optical cavity can be defined by cavity length and mirror curvatures. These 
parameters are used to calculate the free spectral range (FSR) and transverse mode spacing 
(TMS). Longitudinal mode separation is given by 
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 𝛿𝜈´~¨µ@{µ~\ = 𝜈¶vs,~ − 𝜈¶,~ = HfI. (3.30) 
The resonance frequencies of longitudinal and transverse modes are  
 𝜈·~ = 𝑐2𝐿 𝑞 + 𝑚 + 𝑛 + 1𝜋 𝑎𝑟𝑐𝑐𝑜𝑠 𝑔s𝑔f  (3.31) 
 
where q, n, and m are mode indices, index q is for longitudinal, and indices n and m are for 
transverse modes. Here g parameters of the mirrors are defined as 
 𝑔s.f = 1 − 𝐿𝑅s,f (3.32) 
	 	 	
3. 3. 4. Cavity Spot Size  
 
The spot size of the lowest order Gaussian mode, which is TEM00 mode is used to 
define a cavity.  
 
 
Fig 8. Schematic depicting the cavity spot sizes. ω0 is the beam waist at plane mirror 
surface ω0 is the beam spot size. 
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The cavity comprises two mirrors. Fig. 8 shows that the minimum spot size (beam waist) is 
ω0 located at the plane mirror surface and the ω0 spot size of the beam is located at the 
concave mirror. The beam divergence is described by equations 
 𝑅 𝑧 = 𝑧 1 + 𝑧𝑧 f  (3.33) 
   
 𝜔s 𝑧 = 𝜔C 1 + 𝑧𝑧 f (3.34) 
   
Where 𝑧 = kªYuG  is Rayleigh range, and R(z) is the radius of the curvature. 
 
3. 3. 5. Mode-Matching 
 
The laser light must be coupled to the fundamental mode to achieve maximum signal 
intensity. This can be achieved with mode matching lenses. Mode matching lenses are 
aligned to match the waist sizes in the cavity to the lowest order of cavity mode. As seen in 
Fig. 9, mode matching can be achieved with two lenses [31]. These lenses convert the 
incoming laser beam to imitate the cavity fundamental mode shape. 
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Fig 9. Two-mode matching lenses are used to excite fundamental mode of Gaussian 
mode. 
 
 
3. 3. 6. Q Factor 
 
The quality (Q) factor is used to characterize resonators. It is also closely related to 
the finesse. The ratio of the resonant optical frequency to the cavity decay linewidth gives 
the Q factor [32]. Q factor is proportional to the ratio of the stored energy to energy lost at 
each cycle as seen in equation (3.35) 
 𝑄 = 2𝜋𝑓 𝐸^@´𝐸´^@	¶	H³H (3.35) 
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CHAPTER IV MEASUREMENT OF TRACE GASES BY CRSD 
 
 
4. 1. Trace Gases and Isotopes 
 
Trace gas detection dates back to 1926. At that time, Wilbert J. Huff claimed in a 
classic paper that he designed an apparatus that can quantitatively estimate trace of carbon 
disulfide in small gas volumes [33]. He modified and used the method of Harding and 
Doran. Another trace gas detection experiment was performed in the early 1930’s to detect 
carbon dioxide in the air. They who conducted the experiment used the colorimetric method, 
which is fast, reliable, and utilizes apparatus. The method requires using a standard solution. 
The solution was colored with phenolphthalein indicator. The intensity of the color of the 
original solution decreases as solution absorbs carbon dioxide from the gas sample. A 
photoelectric colorimeter measures the light transmission of the solution, which shows the 
extent of the change in color [34]. Following the literature, the trend showed that the 
analysis of gas content with the gas chromatography technique was becoming increasingly 
popular. However, starting from around 1977 commercial semiconductor sensors for 
detection of trace gasses claimed their share of the market.  
Another notable study on gas detection performed with a tunable diode laser in 1979 
[35] used an open-path trace gas monitoring system. To date, more than two thousand 
publications exist on monitoring of trace gasses, which shows considerable interest in this 
subject [36]. Among these studies, the cavity ring-down spectroscopy method drew 
attention by promising high sensitivity and fast response. Rienk T. Jongma et al. employed 
the first trace gas detection research with the CRDS method in 1995, when it was shown 
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that CRDS provides high sensitivity for many small molecules [37]. Then followed an 
improvement in spectral resolution by using continuous wave CRDS for trace gas detection 
proposed by D. Romanini [8].  
Nitrous oxide, methane, ammonia, carbon dioxide, and a number of other gases are 
listed as trace gasses, which contribute to global warming and climate change [38-39-40]. 
Therefore, precisely monitoring their abundance in the atmosphere is important [40]. In the 
1900s, the purpose of spectroscopy in the atmosphere was just the identification of various 
gases, but since about 1957, scientists started monitoring their concentration in the air. The 
concentration of the gases of interest is defined in terms of relative concentration; i.e., in 
volume parts per million (ppmv) or volume parts per billion (ppbv) or trillion (pptv). It is 
challenging to achieve high sensitivity in real-world applications because the air contains 
multi-species of gasses and their molecular absorption features generally overlap. 
In recent years, much progress has been made in the spectroscopy field in terms of 
sensitivity and resolution after the development of new laser sources and new techniques, as 
well as improvements of existing ones. For absorption spectroscopy, tunable diode laser 
sources are a preferable choice because they provide high-resolution spectroscopic 
measurements, rapid data acquisition and effective monitoring [43]. 
Among greenhouse gasses, carbon dioxide (CO2) and methane (CH4) are important 
gases because they have crucial effects on the carbon cycle, air pollution, and climate 
change. Therefore, environmental, atmospheric, oceanographic, medical, and industrial 
sciences have many applications for detecting these gasses [41-42]. 
In this current work, the main focus is on isotope ratio measurements of CO2 and 
CH4 in the near-infrared spectral region. In the literature, isotope measurements, which are 
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done in ecosystems, are described as identification of isotopic signature because they give 
information about the origin of the carbon from a particular source.  
 
4. 2. Isotope Ratio and Concentrations 
 
As a core feature of an atom, isotopes are two or more forms of the same element 
that have an equal number of protons while their number of neutrons is different [44]. 
Carbon is an element, which has three isotopes: 𝐶Esf ,	 𝐶EsÁ , and 𝐶Es­ . While 𝐶Esf  is the most 
abundant isotope of carbon, the rarest isotope of carbon is 𝐶Es­  as seen in Table 1. 
 
 
Table 1. Carbon’s isotopes, their mass, and the percent of natural abundance. The 
isotopic mass data is taken from  G. Audi and A. H. Wapstra, 1993 [45]. The 
percentages of natural abundance of carbon are from  (Technical Report) Rosman KJ 
and Taylor PD., 1999 [46]. 
 
Isotope Symbol Mass of Atom (u) % Abundance 𝐶Esf  12.000000 98.93 𝐶EsÁ  13.003355 1.07 𝐶Es­  14.003242 - 
 
 
On earth, C has three main reservoirs. Sedimentary organic matter, which has been 
produced by autotroph organisms, is one of them. Sedimentary materials usually contain 1% 
organic matter. To illustrate, natural gas and oil are essential sedimentary organic matter 
examples. Another important source is earth’s biosphere. According to the most recent 
report, biosphere is defined as a sink for carbon dioxide [47-48].  Limestone and dolostone 
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are sedimentary rocks that also contribute to the production of carbon.  
Isotope ratio (abundance) is defined as a ratio of the less abundant isotope to more 
abundant isotope, 
 𝑅 = 𝑎𝑏𝑜𝑛𝑑𝑎𝑛𝑐𝑒	𝑜𝑓	𝑟𝑎𝑟𝑒	𝑖𝑠𝑜𝑡𝑜𝑝𝑒𝑎𝑏𝑜𝑛𝑑𝑎𝑛𝑐𝑒	𝑜𝑓	𝑎𝑏𝑢𝑛𝑑𝑎𝑛𝑡	𝑖𝑠𝑜𝑡𝑜𝑝𝑒 = 𝐶E^^ 𝐶E\{~  (4.1) 
The isotope ratio of a molecule needs to be compared with one of the standard values and 
the deviation of isotope ratio is given by the -value [49] 
 𝛿 = 𝐶E{~´ ^\¶𝐶E\{~ ^\¶𝐶E{~´ Ã𝐶E\{~ Ã − 1 . 1000	‰ =
𝑅^\¶𝑅Ã . 1000	‰ 
(4.2) 
 
Because of the differences of their nucleoid mass isotopes of any element involved in the 
same chemical reaction, the partitioning of energy within molecules has slightly different 
reaction rates. These abnormalities are called isotope effects. Due to the isotope effect 
within the low-temperature geochemical process and biological process, the natural 
abundances of the stable isotopes are slightly different. This difference can be really small, 
like 0.0001, but the difference can give information about the carbon source [50]. 
 
4. 3. Isotope Fractionation 
 
In classical chemistry, the number of electrons determines the chemical properties of 
an element. Because isotopes have a same number of electrons they supposed to have the 
same chemical properties.  However, modern mass spectrometers show that isotopes have 
slightly different chemical and physics behavior because of being different in weight 
[51,52]. The consequences of isotope mass differences create differences at their kinetic 
δ
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energy. The kinetic energy of a molecule is given by 
 𝑘𝑇~ sfÆu, (4.3) 
k is the Boltzmann constant, T is the temperature value, which is the same for each 
molecule, m is the mass, which is different for different isotopes and 𝜗	is the average 
molecular velocity. Therefore, molecules with a larger mass are slower than lighter 
molecules [53]. Other differences can be seen in the binding energies of isotopes. Heavier 
isotopes form stronger bonding [54]. Because of these two main differences, natural 
biochemical processes with isotopes result in different carbon isotope ratios. This fact is 
called isotope fractionation, which is related to isotope effects. 
 𝛼Ç→É = (É)(Ç) ,																							𝛼Ç↔É = (É)(Ç)  ,  (4.4) 
   
How isotope-selective a process is described by the fractionation factor α. In 
equation 4.4 𝐴 → 𝐵 and 𝐴 ↔ 𝐵 represent kinetic processes and equilibrium processes, 
respectively. In the components A and B, the isotope ratios are shown R(A) and R(B). 
Deviation of α form is given by equation 4.5 where ε is called fractionation. 
 𝜀 = 		 𝛼Ç→É − 1 =  É Ç − 1 . 1000 ,  (4.5) 
For a certain process if fractionation ε> 0,	it describes the enrichment or 𝑖𝑓	𝜀 < 0, 𝜀 
describes depleting [55-56]. 
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  Table 2. Variations of 𝜹𝟏𝟑C in natural substances. Adopted from W. Mook, 2000 [55]. 
 
C source 𝜹𝟏𝟑𝑪‰ 
Natural gas (Methane) -50 to - 20 
Groundwater HC𝑂ÁE -20 to +15 
Freshwater carbonate -20 to +15 
Atmospheric CO2 -10 to -5 
Marine carbonate -2 to +3 
Land C3 plants -30 to -20 
Coal -27 to -20 
Wood	 -27.5	to	-22.5	
Oil -34 to -24 
Bacterial methane -80 to - 20 
 
 
For terrestrial carbon the natural variation of 𝛿sÁ𝐶 as much as 100 ‰ [56]. Bacterial 
methane is the most depleted substance with 𝛿sÁ𝐶 between -80 ‰ and -60‰, while 
groundwater HC𝑂ÁE is the most enriched substance with 𝛿sÁ𝐶 between -25‰ and +15‰ as 
shown Table 2 [55]. 
Bacterial decomposition of organic matter to methane is one of the main 
fractionation processes [58]. It is fractionation is about -55‰ and CO2 with fractionation 
about +25‰. This kind of fractionation with other fractionation causes different isotopic 
compositions for different materials. 
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4. 4. Gases and Isotopes of Interest 
4. 4. 1. Carbon Dioxide 
 
The potency of CO2 as a strong greenhouse gas has been realized since the 
nineteenth century [58]. In the atmosphere, CO2 is one of the most abundant trace gases, 
which is presented as a mixture of many different source products [60]. It plays an important 
role in many environmental aspects. Therefore, many studies concerning the absorptivity of 
CO2 have been performed. This work focused on indoor carbon dioxide and used its 
absorption line peaks of 𝐶𝑂fCsf  and 𝐶𝑂fCsÁ  at 6250.73 cm-1 and 6251.32 cm-1, respectively to 
calculate the  isotope ratio of carbon.  
 The average concentration of CO2 was 280 ppmv before industrialization. With a 
continuously increasing rate, its concentration reached 404 ppmv, and it is still increasing 
[61-62]. 
 
 
Table 3. Main sources of carbon dioxide and their average 𝛿sÁ𝐶		values. Adopted from 
L.G. Shoemaker and et al., 2010 [63]. 
CO2 Source 𝜹𝟏𝟑𝑪𝑪𝑶𝟐			Value (‰ ) 
Fossil Fuels -28 
Terrestrial Biosphere -26 
Ocean -10 
Atmosphere -8 
 
 
 
 33 
 
 
 
CO2 has been produced by natural and human activities. The main sources of CO2 
and their isotopic signature values are listed in Table 3. Natural activities can be listed as 
decomposition, ocean release and respiration, which cause more emission of CO2 than 
human activities. However, the amount of CO2, which is produced by nature, is removed 
from the environment by nature [64]. 
The production of carbon dioxide from human activities has increased with the 
industrial revolution. Some human activities like the burning of fuels, coal and, gas result in 
an increasing level of CO2 concentration in the air. Unfortunately, to date, there is no 
universal remedy to compensate for all human contributions to CO2 level in the atmosphere. 
Therefore, nature’s balance is disturbed by mainly these anthropogenic activities [65]. 
 
4. 4. 2. Features of CO2 
 
CO2 is a linear and symmetric molecule, which has three atoms, and a single carbon 
atom is balanced with two oxygen atoms on both sides [66]. This structure causes CO2 to 
have many vibrational and rotational states [28-30]. These vibrational states are: a 
symmetric stretch mode (ν1), a bending mode (ν2), and an asymmetric stretch mode (ν3) as 
shown in Fig. 10. In near infrared wavenumber ranges from 12,500 to 4,000 cm-1, where 
overtone or higher harmonic vibrations occur. If CO2 absorbs radiation in the near-infrared 
band between 1.05-4.3 𝜇𝑚, it gets excited to anti-symmetric mode. Because of colliding 
with other molecules, this energy may convert into thermal energy. A de-excitation to a 
bending mode is also possible [67-68].  
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Fig 10. Vibrational modes of CO2 𝜐f\  and  𝜐f]  are degenerate modes. 
 
 
 
A 30% of the solar heating in the mesosphere is a result of CO2 near-infrared 
absorption band. At higher pressure, because of frequent collisions, more energy turns into 
thermal energy [68]. 
4. 4. 3. Methane 
Alessandra Volta scientifically identified CH4 in 1776. Because of being the most 
abundant organic element in earth atmosphere’s [69], CH4 has received the attention of 
scientists since its discovery. In the 1980s, scientists tried to find out which human activities 
resulted in increasing CH4 concentration in the atmosphere. According to researchers, using 
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fossil fuel and intensive farming, which are common activities, result in increasing methane 
concentration. Since 1750, methane concentration in the atmosphere has increased about 
150% [70]. The recent global average concentration of methane was 1.8497 ppm according 
to The Global Monitoring Division of NOAA’S Earth System Research Laboratory. This 
concentration of methane is 2.5 times larger than before the time of the industrial revolution 
[71]. Although both natural and human basic activities cause methane emission, human 
activities are the main reason for the increasing methane level in the atmosphere. Recent 
data indicates that about 64% of the total methane emission has been created by human-
related sources [72-73]. 
Environmental methane has been forming by the chemical reduction of organic 
matter by microorganisms and the processing of organic materials by heating and 
compressing. For these processes isotope ratio ranges are as is shown below and most 
comprehensive 𝛿sÁ𝐶w×­ values are presented in Table 4. 
 𝛿sÁ𝐶𝐻­ > −60 = 𝑡ℎ𝑒𝑟𝑚𝑜𝑔𝑒𝑛𝑖𝑐	𝑠𝑜𝑢𝑟𝑐𝑒 𝛿sÁ𝐶𝐻­ < −60 = 𝑏𝑖𝑜𝑔𝑒𝑛𝑖𝑐	𝑠𝑜𝑢𝑟𝑐𝑒 
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   Table 4. Methane sources and their 𝛿sÁ𝐶w×­	values. Adopted from R. Brownlow et al., 
2017 [74]. 
Source Place 𝜹𝟏𝟑𝑪𝑪𝑯𝟒 (‰) 
Biomass burning 
Primary forest slash fires, Brazil 
-26.87±0.2 and 30.61±0.2  
Ref. Snover et al. (2000) 
African woodland 
-30.4±1.3 
Ref. Chanton et al. (2000) 
Agricultural grass field 
-24 to -32 
Ref. Stevans and Engelkemeir 
(1988) 
Zambian savanna 
-26.1±6 
Ref. Chanton et al. (2000) 
Brown grass, Brazil 
-12.45±0.2 
Ref. Snover et al. (2000) 
Fossil fuels 
Brazil (coal) 
-53.2±1.4 
Ref. Levandowski (2009) 
India (conventional gas) 
-54.2±12.6 
Ref. Pande et al. (2011) 
Indonesia (conventional gas) 
-44.3±11.6 
Ref. Satyana et al. (2007) 
Brazil ( conventional gas) 
-42.2±6.2 
Ref. Prinzhofer (2010) and 
Prinzhofer (2000) 
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Thailand (conventional gas) 
-40.6±4.2 
Ref. Giggenbach (1997) and 
Jenden (1988) 
Tropical 
wetlands 
Amazon (Floodplain) 
-63.7±6 
Ref. Quay at al. (1988) 
Florida Everglades (Mangroves) 
-70.1±1.8 
Ref. Chanton et al. (1988) 
Southern Thailand (Swamps) 
-66.1±5.1 
Ref. Nakawaga et al. (2002) 
Nyahururu, Kenya (Swamps) 
-61.7±0.5 
Ref. Tyler at al. (1988) 
Florida (Everglades) 
-55±3 
Ref. . Stevans and 
Engelkemeir (1988) 
North Florida (Swamp) 
-52.7±6.1 
Ref. Happell et al. (1994) 
 
 
In 1995, Stevent reported his work, which contains 201 measurements of 𝛿sÁC of 
methane. His work is the first sustained data collection of 𝛿sÁC of methane. Quay et al. 
performed 1000 measurements in Tasmania, Fraserdale, Canada, Cape Grim, and the Pacific 
Ocean. Currently, network sites like CDIC/NOAA provide information about trace gas 
concentrations [75]. 
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4. 4. 4. Features of CH4 
 
 
 
Fig 11. Vibrational modes of CH4. 
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CH4 is a tetrahedral molecule, which has four equivalent bonds [35]. It has five 
atoms, which results in nine fundamental modes of vibrations. Five of those modes are 
degenerate because of its symmetric shape. Only two of the vibrational modes are active in 
the infrared region, as seen in Fig. 11: 𝜐Á at the 3.3 μm region and 𝜐­ at the 7.7 μm 
region. Methane does not have a permanent dipole moment, so it does not have rotational 
modes [76].  
 
4. 5. Experimental Setup 
 
4. 5. 1. Cavity Ring-down Setup 
 
The experimental setup for the CRDS is shown in Fig. 13. A single mode CW laser 
source was used to achieve high sensitivity detection with a 5 MHz line width. The light 
source is a DFB diode laser. Three DFB diode lasers were used for the detection of 
absorption peaks of different gasses. By changing the temperature and the current of the 
diode laser, the output wavelength was tuned across the absorption line peaks of CO2, CH4, 
and CH3COCH3. The employed near-infrared light was linearly polarized. A fiber isolator 
was used to eliminate back reflection from the cavity to the laser. Otherwise, the back-
reflected beam could cause a feedback, resulting in frequency shifts and mode hopping. 
To measure the decaying signal within the cavity, an optical switch should be 
implemented in the setup. Because of its fast switching and high extinction ratio  an 
acousto-optic modulator (AOM) is generally used in CW-CRDS.  
An AOM is a controller of the transmitted power, the frequency or the spatial 
direction of the light. The RF signal is converted to sound in the crystal by a sound 
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transducer. On the other side of the crystal is a sound absorber that prevents reflection by 
absorbing the residual sound wave. When light is passed through the AOM, it separates into 
diffraction orders by the Bragg scatter from the grating induced inside the crystal, as shown 
in Fig. 12.  
 
 
	
Fig 12. Schematic view of AOM. 
 
 
 
The AOM position was arranged according to the beam waist location. The light 
intensity at AOM is 15.56 mW.  Due to diffraction, the first order light intensity was 9.2 
mW and the zero order diffraction light intensity was 6.36 mW. 
The setup is aligned to maximize the laser power of the first order beam. The zero 
order is used to measure the wavenumber with a wavemeter. The light from the first order is 
coupled into the cavity where it builds up a high intensity intra-cavity field. This happens 
when the laser frequency overlaps with the resonance frequency of the cavity mode.  
Sound absorber 
Sound transducer 
Crystal 
Input Laser Beam 
Radio Frequency Signal 
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The sample gas, whose concentration is being measured, is inside a vacuum 
chamber, which contains the resonance cavity. The chamber is 192 cm long and is made of 
aluminum; the windows in the cavity chamber have an anti-reflection coating. The cavity 
chamber is capable of withstanding a vacuum in the millitorr range. The cavity mirrors are 
two high reflectivity	mirrors facing each other inside the vacuum chamber.  The input mirror 
is flat, and the output mirror has a radius of curvature of 2 m. The distance between the 
mirrors is 172 cm. This gives a free spectral range of 87.1 MHz and a transverse mode 
spacing of 37.37 MHz for an empty cavity. For this optical design, with a cavity length of 
172cm and a measured decay time of 460𝜇𝑠, the reflectivity of the mirrors is calculated with 
equation 6 to be R=0.999987. 
The finesse of the cavity calculated by F= 𝜋 𝑅/(1 − 𝑅) is 241536.9, and the round-
trip loss is 0.0026 %. Due to this low loss and long cavity length an ultra-high Q factor was 
achieved on the order of 1011. Further, because the round trip time (2L/c) for this cavity is 
11.47 ns, 40104 round trips will be made during the ring-down time, which leads to 138 km 
effective path length.   
The TEM00 mode of the cavity has a focus on the flat mirror, which has a calculated 
diameter 	𝜔C = 0.604	𝑚𝑚. The beam spot size calculated at the curved mirror is  𝜔s =1.618	𝑚𝑚. A piezo-electric transducer was attached to the concave mirror to scan the cavity 
mode frequencies to bring them into resonance with the laser beam. With proper mode 
matching the intensity increases until saturation, at which point the AOM shuts off the light. 
At the exit of the chamber, the transmitted light is focused on the InGaAs detector by 
an off-axis parabolic mirror. The InGaAs photodetector measures the ring-down signal, 
which is sent to an oscilloscope for processing. To observe a clean ring-down trace, the first 
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order of diffracted beam should be extinguished. Threshold detection and fast switching of 
the laser light provide smooth decay trace. The threshold detection has two important 
functions. When the intensity of the light reaches a threshold level, a switching signal is 
generated. The switching signal is send to AOM to quickly block the laser light. Another 
function of the threshold is that it can be arranged such that only fundamental modes of 
excitation can trigger a ring-down event. 
Laser controller, AOM, scope, and wavemeter are controlled with a LabVIEW 
program. The system allows the user to set the laser wavelength range, select how many 
decay traces to be averaged, to perform fitting of the decay trace by varying the decay 
constant and plotting the decay constant versus wavelength.  
 
 
 
Fig 13. Optical design of CRDS setup, used for this work. 
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The cavity chamber is connected to a gas separation system, a vacuum pump, and a 
human breath container. The breath container can be also used to accommodate ascarite  
because the latter eliminates most water and CO2   from a sample of human breath. 
 
 
4. 5. 2. Trigger event  
 
 
 
 
Fig 14. Trigger event. 
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Fig 15. The fringe display on the oscilloscope. Cavity not optimally aligned. 
 
 
 
Fig 16. Multiple ramp voltages across the trigger event. 
 
 
 
If multiple ramp voltages (positive slope) are seen to occur across the trigger event 
(Fig. 14 and Fig. 16), then the ramp amplitude setting is too large. 
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Fig 17. Fringe display for proper alignment. 
 
 
 
 
 
Fig 18. Single slope voltage across trigger events. 
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When oscilloscope is triggered on photodiode signal, the ramp voltage should be 
similar on each event.  
 
4. 6. Near-infrared spectroscopy calibration with an optical frequency com 
 
 
 
 
 
 
Fig 19. Experimental setup for near-infrared spectroscopy calibration with an optical 
frequency comb. 
 
 
 
In the near-infrared region, frequency comb was used for wavemeter verification as 
shown in Fig. 19. The frequency comb is passively mode-locked to an erbium doped fiber 
oscillator, which has a mode spacing of 250 MHz. To stabilize the comb, repetition rate and 
offset frequency are locked to a Rb frequency standard (Stanford Research, PRS 4.9). 
First, a fiber-coupled DFB laser is tuned to the proximity of a comb line. While 
observing beat signal frequency, by changing the CW laser frequency either up or down, it 
is possible to decide whether the CW laser has a higher or lower frequency and to determine 
the nearest comb line 
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 𝑓wÝ = 𝑛𝑓 ± 𝑓 ± 𝑓] (4.6) 
By solving equation 4.4, where 𝑓wÝ is the CW laser frequency, 𝑓	is the repetition rate of the 
frequency comb, 𝑓  is the offset frequency, and 𝑓] is the beat signal frequency, the 
frequency of the beat signal can be determined. 
For example, for the DFB laser frequency of 179301.709 GHz, by setting the offset 
frequency to 28 MHz, n can be calculated as 717206; then by using wavemeter reading, the 
beat signal can be found with an accuracy of ±20 MHz.  
Between the wavenumber regions 5982.1.and 5983.7 cm-1 50 data points were 
calibrated between frequency comb and CW-DFB laser the spectrum is shown in Fig. 20. 
In the near-infrared, the frequency comb is used as a frequency ruler. The mode 
number n was determined by using WA-1500 wavemeter, which has a resolution ± 0.0001 
nm with an accuracy of 40 MHz. wavemeter and a frequency comb corresponding 
frequency value differences as shown in Fig. 21. 
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Fig 20. Comb assisted near-infrared spectroscopy resolved 1 GHz. CW-DFB laser used 
to interrogate via a frequency comb. The frequency measurement is achieved with an 
uncertainty of 10-11 cm. 
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Fig 21. The differences of wavemeter reading and frequency comb value. 
 
 
 
 
4. 7. Data acquisition 
 
 
Fig 22. Front panel of LabVIEW program to operate the CRDS set up. 
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Experimental data were collected and analyzed with a custom LabVIEW program, 
which controlled a computer-based data acquisition system. This is realized as is shown in 
Fig. 13: the laser controller, the oscilloscope, and the wavemeter are connected to the 
computer and controlled by the LabVIEW program. Changing the diode current and 
temperature can tune laser frequency. There are corresponding setting options on the 
program interface for these parameters as seen in Fig. 22 and listed in Table 5. How many 
decay traces need to be averaged for a stable wavelength is also was set by the user. The 
program code fits each decay trace to find the decay constant and then takes 10 of them to 
calculate the median, which gives the decay constant for one wavelength. The code is using 
the least square fitting to analyze decay traces. After completing the data collection, the 
decay constant versus wavelength is plotted by a Python code. Further analyses are done 
with MATLAB software. 
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  Table 5. Front panel functions explanations. 
LabView front panel functions What is does 
(1) Set temperature  
(2) Set current 
(3) Current increment/ Max current change 
(4) Temperature increment/ Max temp. change 
User uses this setting to 
arrange wavelength region 
that the laser needs to be 
operated. 
 
(5) Fast mode Increase LabView data 
acquisition rate. 
(6) Automation aggressiveness To arrange trigger level 
moving (upside and down) 
speed. 
(7) Histogram Shows histogram of 
decay time 
(8) Shows wavelength progress Shows wavelength 
progress. 
(9) Acquisitions/Wavelength Decide how much data 
that you want to take for 
one wavelength 
(10) Hold off After temperature 
increased or decreased to 
take different wavelength 
dataset, setup is hold off for 
a specified time. 
(11) Truncated Ring-down It shows truncated ring-down trace 
 
 
In our experiment, the amplitude of ring-down transient at the output of the detector is about 
1.2 V. When the laser is tuned to absorption peaks of the molecules the amplitude of the 
signal decreases. Because the trigger level is not stable, it does not switch off the AOM 
always at the same intensity. For the best alignment, just the fundamental mode should be 
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excited inside the cavity. 
4. 8. Experimental Results 
4. 8. 1. Isotope ratio of indoor carbon dioxide 
 
 
 
Fig 23. The CRD absorption spectrum of 𝐶𝑂fEsf  and 𝐶𝑂fEsÁ  of laboratory air, the 
concentration  of  𝐶𝑂fEsf  and 𝐶𝑂fEsÁ  394.66 ppmv and 4.5 ppmv, respectively, at 100 
Torr pressure. The fitting of experimental points with HITRAN data is shown in the 
upper graph, and the residual between the two is shown in the lower part of the figure. 
 
 
 
 
CRD spectra of CO2 recorded in the near-IR region between 6249 and 6252 cm-1 
wavenumbers are shown in Fig. 23. In this region, there are three 𝐶𝑂fEsf  and two 𝐶𝑂fEsÁ  
peaks.  For 𝐶𝑂fEsf 	measurements were carried out of the 𝝂 (301⟵ 000) R (32), 𝝂 (301⟵000) R (34), and 𝝂 (301⟵ 000) R (36) transitions, at 6249.669321, 6250.730441, and 
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6251.760931 cm-1, respectively. Also, measurements were performed for 𝐶𝑂fEsÁ of the 𝝂 
(301⟵ 000) R (10) and 𝝂 (301⟵ 000) R (12) transitions at 6251.31713 and 6251.31713 
cm-1, respectively. The transitions of interest are listed in Table 6. The pressure of the cavity 
chamber filled with laboratory air was adjusted to be 100 Torr during this experiment. 
HITRAN database was used to estimate the concentration of 𝐶𝑂fEsf  and 𝐶𝑂fEsÁ  
472.416 ppmv and 5.2535 ppmv and 𝐶EsÁ 𝐶Esf  is calculated as. 0.01112049 and the isotope 
ratio is	𝛿sÁ = -10.38 which is normal for ambient indoor measurements. 
With the RMS values of the residual the 𝞼≈1x10-9 cm -1, the detection limit for CO2 
can be estimated as, 394.66 x𝞼/α where α=3.6x10-7 is the CO2 absorption peak value within 
the measured spectral range, the detection limit is 1 ppmv. Isotope ratio is founded as 𝐶EsÁ =11.24±	7.4 ‰. 
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Table 6. Line positions, line intensities, and transitions of the CO2. Calculated from 
HITRAN database. 
 
 
 
 Wavenumber (cm-1) 
Line intensity 
(cm2 cm-1 mol-1) 
Transition  𝝂(𝝂𝟏T 𝝂𝟐T 𝝂𝟑T ⟵𝝂𝟏TT𝝂𝟐TT𝝂𝟑TT) 
𝐶Csf 𝑂f 6249.669321  7.99e-24  
(301⟵ 000) R (32) e 
ΔJ=1 
J’=33 
J’’=32 
l2=0 
party + kronig Parity e 
r’1=3      r’’1=1 
𝐶Csf 𝑂f 6250.730441  6.613e-24  
(301⟵ 000) R (34) e 
ΔJ=1 
J’=35 
J’’=34 
l2=0 
party + kronig Parity e 
r’1=2      r’’1=1 
𝐶Csf 𝑂f 6251.760931  5.375e-24  
(301⟵ 000) R (36) e 
ΔJ=1 
J’=37 
J’’=36 
l2=0 
party +kronig Parity e 
r’1=3      r’’1=1 
𝐶CsÁ 𝑂f 6251.31713 1.95e-25  
(301⟵ 000) R (10) e 
ΔJ=1 
J’=11 
J’’=10 
l2=2 
party + kronig Parity e 
r’1=2      r’’1=1 
𝐶CsÁ 𝑂f 6251.31713 2.11e-25 
(301⟵ 000) R (12) e 
ΔJ=1 
J’=13 
J’’=12 
l2=2 
party + kronig Parity e 
r’1=2      r’’1=1 
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4. 8. 2. Spectrums of indoor CH4 isotopes in the near-infrared region 
 
  In this section of the study, two absorption peaks of CH4 were observed to calculate 
the isotope ratio. The wavenumber region was chosen for 𝐶𝐻­Esf  between 6046.85 and 
6047.05 cm-1 because 𝐶𝐻­Esf   represents one of the strongest absorption peaks in the spectral 
range of high reflectivity of the cavity mirrors. The features of the transitions of interest are 
listed in Table 7. 
The absorption spectrum of 𝐶𝐻­Esf   for an indoor air sample measured for the 
temperature of 21 Celsius at 100, 50, 25, and 7 Torr is presented in Fig. 24. It shows 
pressure effect on line profile of 𝐶𝐻­Esf . Because of collisional broadening at higher 
pressure, the absorption spectrum has more elevated wings compared to the absorption 
spectral profile shape at lover pressure. The spectral line strength of each absorption line 
was obtained from the HITRAN database. The absolute line strength depends on the 
temperature and the line broadening depends on the temperature and pressure. All these 
factors were considered while evaluating the concentration of 𝐶𝐻­Esf . All measured 
transitions were fit with a Voigt profile as shown in Fig. 25 and 27. 
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Fig 24. The top part of the figure shows absorption strength of four 𝐶𝐻­Esf  lines 
according to HITRAN. The  bottom part depicts the corresponding Voigt line profiles 
of these lines fitting the experimental absorption data sets at pressures of 100, 50, 25 
and 7 Torr. 
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Fig 25. CRDS measurement and Voigt line profile of methane absorption line. Indoor air 
sample conditions: pressure 100 Torr, temperature 296 K. Bottom of the graph: the 
residual of the measured data and the fitting Voigt profile. 
 
 
At wavenumber 6046.954 cm-1 the calculated peak absorption value is 4.21×10-7 cm-1 and 
the root-mean-square fit residual is 1.3×10-10 cm-1, so the calculated signal-to-noise ratio is 
3238:1 leading to a precision in the area measurement of 0.03%. 
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   Table 7. Line positions, line intensities, and transitions of the CH4. Calculated from     
HITRAN database. 
Isotopologue Wavenumber  
(cm-1) 
Line intensity  
(cm2 cm-1 mol-1) 
Transition  𝝂(𝝂𝟏T 𝝂𝟐T 𝝂𝟑T 𝝂𝟒T ⟵ 𝝂𝟏TT𝝂𝟐TT𝝂𝟑TT𝝂𝟒TT) 
 
𝐶Csf 𝐻­ 6046.94252 7.877e-22  
 
vibSym=A1;J=3;rovibSym=
F1 
rovibSym F2 J=4 
 
𝐶Csf 𝐻­ 6046.95162 9.277e-22 vibSym=A1;J=3;rovibSym=F2 rovibSym=F2  
J=4;rovibSym=F1 
𝐶Csf 𝐻­ 6046.963576 1.455e-21 
vibSym=A1;J=3;rovibSym=
A2  
(0020⟵ 0000) 
vibSym=F2;J=4;rovibSym=
A1 
 
𝐶CsÁ 𝐻­ 6049.1235 8.628e-24 
vibSym=A1;J=5;rovibSym=
F1  
(0020⟵ 0000) 
vibSym=F2;J=6;rovibSym=
F2 
 
𝐶CsÁ 𝐻­ 6049.1581 8.56e-24 
vibSym=A1;J=5;rovibSym=
F2 
(0020⟵ 0000) 
vibSym=F2;J=6;rovibSym=
F1 
 
𝐶CsÁ 𝐻­ 6049.2305 5.957e-24 
vibSym=A1;J=5;rovibSym=
E 
(0020⟵ 0000) 
vibSym=F2;J=6;rovibSym=
E 
 
𝐶CsÁ 𝐻­ 6049.2449 8.115e-24 
vibSym=A1;J=5;rovibSym=
F1 
(0020⟵ 0000) 
vibSym=F2;J=6;rovibSym=
F2 
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The wavenumber region was chosen for 𝐶𝐻­EsÁ  isotope between 6049.05 and 
6049.30 cm-1. In this region 𝐶𝐻­EsÁ  has four absorption lines as shown in Fig. 26. Their 
transition features are listed in Table 4.6. Because of pressure broadening, a partial overlap 
of the lines is seen. Even at a reduced cavity pressure down to 25 Torr, the lines could not 
be separated. The concentration of  𝐶𝐻­Esf  and 𝐶𝐻­EsÁ 	2.174 ppmv and 0.023 ppmv, 
respectively, at 100 Torr pressure. Isotope ratio is founded for CH4  as 𝐶EsÁ = 58.5±	10.8 ‰. 
 
 
Fig 26. The top part of the figure shows four 𝐶𝐻­EsÁ  lines according to HITRAN. Bottom 
part: Voigt line profiles fitting experimental absorption data sets corresponding to 100, 
50, and 25 Torr. 
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Fig 27. CRDS measurement and Voigt line profile of methane absorption line. Indoor air 
sample conditions: pressure 100 Torr, temperature 296 K. Bottom of the graph: the 
residual of the measured data and the fitting Voigt profile. 
 
 
 
4. 9. The Sensitivity of CRDS setup and the detection limit estimation 
 
Accuracy in the determination of the ring-down time and mirror reflectivity 
determines the sensitivity of CRDS. There are ways to improve the detection limit, i.e., by 
increasing the ring-down measurement repetition rate and averaging, as well as eliminating 
higher order modes [3-21]. The minimum detectable absorption can be expressed with 
Equation 4.7. 
 𝐴{~ = (1 − 𝑅) 𝛿𝜏𝜏 {~ (4.7) 
If we recall the equation 3.14, 
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 ¡¢(O)¢(O) = fN O IsEu . 
 
 
(3.17) 
 
 
Fig 28. The cavity ring-down spectrum of CH4 for different lengths of the cavities. 
 
 
 
According to both equations, increasing the cavity length clearly improves the signal 
to noise ratio. This study used the same cavity mirrors, so I tried to improve the sensitivity 
of the technique by increasing the ring-down repetition rate and increasing the cavity length 
achieving also the best alignment to maximize the signal-to-noise ratio. Fig. 28 shows a 
comparison of two spectra of the decay times measured for two cavity lengths. While black 
line shows the spectrum for 100 cm long cavity length, the red line depicts the spectrum for 
172 cm long cavity. Not only increasing the cavity length but also eliminating various noise 
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sources, which lead to additional errors in the determination of the CRD decay time, should 
be considered to achieve the best detection limit.  
An Allan variance is used to calculate detection limit of CH4 and the plot is shown in 
Fig. 29. The detection limit is estimated to be 2.537x10-11 and corresponds to a 
concentration of ~ 0.023x2.5375x10-11/2.2x10-9=0.00027 ppmv ≈ 270	𝑝𝑝𝑡.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig 29. An Allan variance plot of the αmin values calculated from the sequential ring-
downs recorded at 100 Torr for 𝐶𝐻­EsÁ  peak at 6049.121cm-1. 
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*CHAPTER V CRDS FOR MEDICAL APPLICATIONS                                                                                                                                 
     
                                                                                                                                                                     
5. 1. Introduction 
Brain, heart, kidneys, liver, and lungs are vital organs for humans to survive. While 
the brain gets a portion of its energy from ketone bodies, the heart gets little energy from 
them [77]. There are three kinds of ketone bodies that are produced as fatty acids are broken 
down in the kidney and liver [78-79]. Production of these three compounds is called 
ketogenesis. Potential reasons of ketogenesis include certain diets, alcoholism, teething, 
fasting, diabetes, which cause a low level of insulin and high levels of glucagon. While two 
of them provide energy for brain and heart, the third one is a waste product that is called 
acetone that needs to be excreted in urine, sweat, or breath [77-80]. The body gets rid of 
acetone through lungs, which gives the breath a fruity smell.  By sampling the patients’ 
exhaled breath the acetone concentration can be quantified [81]. 
Acetone is also named dimethyl ketone, 2- propanone, and beta-ketopropane, as it is 
also naturally found in the environment [82]. Although Cavanagh et al. performed the first 
measurement of acetone in the atmosphere in 1969, the analyses of the human body for 
determining the amount of acetone goes back to the 1910s [83-84]. In 1914, Kennaway tried 
to develop a method to calculate acetone quantity in urine. In 1916, Hurtley related the 
presence of acetone in the body of a patient with diabetes [84]. Although even before that in 
                                                
*Reprinted with permission from “Sensitive Spectroscopic Analysis of Biomarkers in 
Exhaled Breath” by A. Bicer, J Bounds, F Zhu, AA Kolomenskii, N Kaya, E Aluauee, M 
Amani, HA Schuessler, 2018. International Journal of Thermophysics, 39, 10, Copyright 
[2018] by Andreas Mandelis.  
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1909, Geelmuyden was the first to perform a study on diabetic coma cases to show the 
content of acetone substances in the organs [85].  
Quantitative studies of acetone concentration in human body was the result of 
Wilhem Petters’ discovery. He noted the existence of acetone in diabetic human breath in 
1857 [86]. Later it was demonstrated that the physical process of diffusion is responsible for 
acetone release from lungs and kidneys. In particular, in 1920 Widmark claimed that 
acetone passes to urine by diffusion [87]. Confirming Widmark’s study, in 1921 Briggs 
showed that acetone is excreted from lungs to breath by the way of diffusion [87-88]. 
In 1971, Nobel Prize winner Linus Pauling started the modern era of breath testing. 
He blew out through a very cold aperture to freeze the components of his breath. He used 
gas chromatography to analyze these components. He found out that human breath contains 
many different volatile organic compounds (VOCs) [89]. Thus, human breath contains 
water vapor, oxygen, nitrogen, carbon dioxide and many VOCs. Smoking, medication, 
fasting, and food consumption are some factors that affect the content of human breath. The 
concentration of breath volatiles ranges from ppbv to pptv  [90]. Among 872 kinds of VOCs 
in human breath acetone is the most abundant volatile compound [90-91].  
 Diabetes is one of the major diseases all over the world. There are more than 380 
million people who suffer from it [92]. Commonly blood glucose measurements serve for 
diabetic control and management. Breath acetone analysis is an alternative way that 
provides nonintrusive diagnosis for diabetes. Beside gas chromatography-mass spectrometry 
(GC-MS) and high-performance liquid chromatography (HPLC) are other approaches for 
gas analysis. Unfortunately, the devices needed for the abovementioned methods cannot be 
portable, are rather expensive and unsuitable for real time measurements [93-94]. Another 
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type of instrument, which is called semiconductor gas sensors, has the potential to be used 
as a breath analyzer [95]. It is cheap and smaller in size, but it has a poor sensitivity. 
Furthermore, low selectivity might cause a false alarm [94]. One-step further, tunable diode 
laser spectroscopy was introduced as a breath analysis technique. C. Roller et al. used mid-
IR technology to measure exhaled nitric oxide and carbon dioxide. They called their method 
a tunable diode laser absorption spectroscopy (TDLAS), which employs a mid-IR laser. 
Developers of this technique emphasized some problems that need to be overcome to make 
TDLAS suitable for use in a clinical setting.  First, capable operators have to calibrate the 
system. Second, the instrument has a complicated gas dilation system. Moreover, mid-IR 
TDLAS systems need expensive consumable gases, which are not accessible in many places 
[96].  
High sensitivity and selectivity are two essential qualities that breath acetone 
analysis technique should have because acetone is contained in exhaled human breath only 
in trace amounts [97]. The CRDS is a technique that has these important qualities. 
Moreover, it provides a fast response and is relatively low cost. Fist, C. Wang et al. 
employed and developed CRDS as a potential breath analyzer in 2004 [94]. In the literature, 
this work was the first, which reported ring-down measurements of acetone in the ultraviolet 
(UV) and the NIR regions [94]. The UV region was used because in this region acetone has 
strong absorption and less interfering atmospheric entities [98]. In 2014, GC-MS was used 
to validate the ring-down breath analyzer [93]. Although there is a commercial breath NO 
analyzer, until 2015 there was no prototype acetone analyzer [98]. Meixiu et al. created an 
instrument based on the CRDS method for online human breath acetone measurements [99].  
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Finally, in the 21st century breath testing started to be recognized as a diagnostic 
procedure with the potential to be as common a chest x-ray or a blood test. Besides showing 
promise for detecting several diseases in their early stages, breath testing eventually can 
enable economical and a handy screening.  
Some breath tests have been approved by European Medicines Agency, so they 
became widely accepted as listed in Table 8.  
 
 
  Table 8. Volatile molecular compounds indicative of certain diseases used in approved 
breath tests. Adopted from A. Anton and A. Agapios, 2014 [100].   
Molecule Test 
Carbon dioxide  Capnography 
Carbon monoxide  Neonatal jaundice 
Hydrogen and methane  Gastrointestinal diagnosis, and small 
intestine bacterial overgrowth syndromes 
Nitric oxide  Asthma therapy 
Ethanol Blood alcohol 
Carbon	dioxide	 𝐶𝑂fEsÁ 	
	
Alkanes 
CO 
Carbon	dioxide	 𝐶𝑂fEsÁ 																																																
𝐶EsÁ -urea breath test for detection of H. 
Pylori transplant infection 
Breath test for hearth rejection 
CO testing smokers 𝐶EsÁ  octanoic acid Gastric emptying breath 
test 
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The test, which is called capnography is defined by Dorland’s Medical Dictionary 
for Healthy Consumers as “the monitoring of the concentration of exhaled carbon dioxide in 
order to assess physiological status or determine the adequacy of ventilation during 
anesthesia [101]. It is a physically small device and provides rapid and continuous 
measurement. The principal of a CO2 analyzer is based on infrared absorption [102]. The 
working principle is pictured in Fig. 30. 
 
 
 
 
 
 
Fig 30. The basic structure of capnography. It comprises infrared source, sample 
chamber, and detector. 
 
 
 
One of the most common medical issues in newborns is jaundice, which also can be 
detected and monitored by the breath analysis technique. If exhaled breath contains a high 
level of CO, it may be sign of pathological process in the newborn. When hemoglobin and 
hemoproteins break down, bilirubin occurs. The production of bilirubin is proportional to 
carbon monoxide concentration inside the exhaled breath [103]. Therefore, monitoring CO 
is one of the options to monitor jaundice. 
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The average amount of intestinal gas inside the healthy subjects’ breath is 100 ml 
[104]. If a person suffers from microbial fermentation, which occurs in gut, exclusively 
production of hydrogen (H2) and methane (CH4) are observed among intestinal gases. This 
is the principle of clinical breath testing to detect gastrointestinal disorders.  
Asthma is an inflammatory disorder of the airways, which causes the annual death of 
250,000 people worldwide [105]. It is estimated that 300 million people currently suffer 
from it [106]. Exhaled nitric oxide level has been studied since the early 1990s to monitor 
and therapy asthma [105]. 
 
 
 
 
  
 
 
 
 
 
 
Fig 31. Diseases caused by Helicobacter pylori. 
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Helicobacter pylori is a kind of bacteria that lives in the stomach and infects people. 
It is the most effective factor in several diseases, which are listed in Fig. 31 [107-108]. It is 
possible to diagnose this infection by several methods, but the simplest, most rapid and most 
noninvasive diagnostic method is the urea breath test (UBT). UBT has been proved to be 
one of the most accurate technique for evaluating H. pylori status [109-110-111]. The 
principle of UBT test relies on the ability of H. pylori urease that hydrolyzed urea to carbon 
dioxide and ammonia. The procedure of the UBT requires patients to give a pre-urea breath 
sample after which they are given urea labelled carbon isotope, which is not a common 
isotope. After 20-30 minutes they give a post-urea breath sample. Infection can be 
determined by the differences between samples. If it is higher than the cut-off value, the 
result is H. pylori is positive [112-113].  
Isotope ratio mass spectroscopy (IRMS) is most commonly used sensitive method 
for analyzing 13CO2 in exhaled patients’ breath [114]. However, nondispersive infrared 
spectroscopy (NIRDS) is an alternative method, which is cheap, highly accurate, and easy to 
operate [114-115]. There have been an increasing number of publications of the 13C-UBT 
being performed using an NDIRS [116]. Moreover, it is validation is confirmed with IRMS. 
A heart transplant is a surgery application in which a surgeon replaces a badly 
working hearth with a healthy heart from a donor. It is possible for the immune system to 
recognize placed heart as an unknown object that needs to be fought. This reaction is called 
as transplant rejection, which is very common [117]. Rejection is accompanied by oxidative 
stress. Membrane polyunsaturated fatty acids are decomposed and turn in to alkanes and 
methylalkanes by oxidative stress. Alkanes is a volatile organic compound that can be 
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excreted inside the breath and leads to predict the probability of a grade 3 rejection of heart 
transplant [118-119].  
A gastric emptying (GE) study is performed if the patients having symptoms of 
nausea, vomiting, stomach pain, and stomach fullness after eating. Gastric emptying means 
a rate of food delivery from the stomach to the small intestine. Nuclear medicine physicians 
measure the rate by using radioactive chemicals [120]. This method is called technetium 
colloid-based scintigraphy, which is the “gold standard” for GE [121]. The food, which 
patients eat mixed with small amount of radioactive isotopes, usually are 𝑇𝑐	Eääå and 𝑙𝑛Esss . 
Those isotopes produce low but significant irradiation [122] so it is difficult to apply to 
children and pregnant woman [123]. Therefore, in 1993, Ghoos et al were the first to report 
an alternative way that is based on the use of 𝐶	EsÁ octanoic acid, which is medium chain fatty 
acid and quickly absorbed and metabolized in the liver to 𝐶𝑂fEsÁ  [124-125]. The expelled 𝐶𝑂fEsÁ  molecule from the lungs can be easily detected and measured by IRMS [126]. 
This investigates the application of CRDS technique for breath analysis. Because the 
concentrations of most breath VOCs are at trace levels, they require for quantification a 
sensitive technique, such as CRDS, which is well suited for this purpose. The complexity of 
this research can be illustrated by the fact that even acetone, which presence in breath has 
been widely studied, is still under debate as to whether it is a reliable diabetic indicator. This 
study will present the development of the near-IR CRDS acetone sensor and the results 
obtained with it on the concentrations of acetone in exhaled breath measured in diabetic and 
healthy individuals.  
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5. 2. Composition of Human Breath 
Water vapor, oxygen, nitrogen, carbon dioxide, and VOCs are main components of 
human breath [90].  The ability of humans to exchange oxygen to carbon dioxide in the 
breathing process is vital. These molecules are carried by the blood and pass to breath by 
diffusion [127]. A sample of biogenic gas usually contains more than 200 VOCs. Most 
VOCs are in picomolar concentration range [90]. Some factors like smoking, fasting, food 
consumption, and medications cause changes in the concentrations of breath components. If 
molecules reach significant concentrations in bodily fluids, they can be transported and 
detected in the gas phase [127]. 
 
Thus, pathological conditions cause changes in concentrations of different 
components, which enables the use of the analysis of breath samples as a novel technique 
diagnosing medical diseases. Table 9 shows examples of breath volatiles in exhaled breath. 
The relative concentrations of gas components vary for different people, depending on their 
individual peculiarities and health condition [90]. For example, for a diabetic individual, the 
level of acetone in the exhaled breath can increase by several ppm. 
 
 
  Table 9. Some of the important gasses present in exhaled human breath. Adopted from 
M. Murtz, P. Hering, 2009 [3]. 
Molecule Concentration range 
 (CH3)2CO (Acetone) 0.1-1 ppm 
 C2H6 (Ethane) 0-10 ppb 
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 NO (Nitric oxide) 1-20 ppb 
 CO (Carbon monoxide) 1-5 ppm 
 N2O (Nitrous oxide) 5-50 ppb 
 C5H8 (Isoprene) 50-200 ppb 
NH3 (Ammonia) 0.5-2 ppm 
CH4 (Methane) 1-10 ppm 
 
 
 
5. 3. Monitoring exhaled CH3COCH3  
 
In this study, the capability of the CW-CRDS technique for the monitoring of 
acetone in exhaled human breath in the near-IR spectral region was evaluated. The light 
source is a distributed feedback laser (DFB) (NEL Corporation, the nominal output power ~ 
4 mW at the laser current of 90 mA), which can be operated within 1671.8377- 1676.6932 
nm wavelength range. The cavity length is 172 cm, and the maximum decay time was 
measured to be 441 µs for the evacuated cavity. Then, according to equation (3.6) the 
reflectivity of the cavity mirrors is 99.9987%. Before introducing a patients’ breath sample 
inside the vacuum chamber, both cavity mirrors were always cleaned. Ascarite was placed 
inside the chamber to remove the water vapor and CO2 from breath samples. Then the 
chamber was sealed, and its pressure was reduced to 10-3 Torr.  
In this study, all participants were volunteers: 2 patients were already diagnosed with 
type 2 diabetes and one was a healthy individual, whose breath was used for a control 
measurement. Their information listed at Table 5.3. Their blood sugar levels were measured 
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before they gave their breath samples. They were asked to give their breath samples at 
laboratory, and the sample container was directly connected to the chamber as seen Fig. 32.  
By releasing the gas inlet valve, a breath sample was slowly flowed inside the cavity until 
the pressure reached 760 Torr. Generally, the usage of ascarite reduced the cavity pressure 
(mostly due to water vapor absorption) by about 30 Torr, depending on the flow rate of the 
sample inlet.  
 
 
 
 
 
 
 
 
Fig	32.	Schematic	of	the	cavity	ring-down	system	for	breath	
analysis.	
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Fig 33. A typical ring-down baseline stability measurement for evacuated cavity. 
Stability of the laser obtained as 0.064%. 
 
 
 
To examine baseline stability a typical ring-down baseline scan for evacuated cavity 
was done as shown in Fig. 33. Each point was obtained from averaging 100 ring-down 
traces. Averaged decay time was 441.01 𝜇𝑠 and the standard deviation of decay time 
was	𝜎𝜏 = 0.2822𝜇𝑠.	Therefore, the baseline stability was 0.064%. An Allan variance is 
used to calculate detection limit of acetone and the plot is shown in Fig. 34. 
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Fig 34. An Allan variance plot of the αmin values was calculated from the sequential 
ring-downs recorded at 760 Torr for 5ppmv acetone calibration gas at wavenumber 
5978.97741 𝑐𝑚Es 𝜏 =163.31 µs 𝝉𝟎=440 µs. Detection limit for acetone was 17 ppbv. 
 
 
5. 4. Absorption line of acetone in the near-IR region 
 
In the near-IR region, there are transitions of the C-H stretching overtone. These 
overtone transitions are very week for being detected by the usual absorption spectral 
techniques. However, CRDS is one of the sensitive methods by which these weak NIR 
transitions can be measured [94]. 
Acetone has a broad absorption band in the near-IR region between 5400 cm-1 and 
6200 cm-1 wavenumbers. The Pacific Northwest National Laboratory (PNNL) database 
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provides data for acetone absorption in this region, as shown in Fig. 35. The inset shows the 
region in which we operated the DFB laser to analyze human breath. 
 
 
 
 
Fig 35. Simulation of absorption of 1 ppmv acetone in air at a pressure of 1atm data is 
from the PNNL (Pacific Northwest Laboratory) database. The inset shows a zoomed 
view of our region of interest, where we operate the DFB laser. 
 
 
 
Initially, studies were performed using a 5±1 % ppmv calibrated mixture of acetone. 
At atmospheric pressure, the absorption spectrum of the calibration gas was compared with 
PNNL data as shown in Fig. 36. The measurement with CRDS provided a better signal-to-
noise ratio than the PNNL database, and, therefore, the measured absorption spectrum was 
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used for fitting. In Fig. 37 the absorption spectra of calibration gas at different pressures are 
presented. 
 
 
 
Fig 36. Comparison of the measured absorption spectrum of the acetone calibration gas 
with PNNL data and fitting the absorption spectrum by taking into account the major 
contributing gas components: 0.642 ppmv CH4, 492.1 ppmv CO2 and 0.105 % H2O. 
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Fig 37. Measured absorption spectra of calibration gas, the concentration of acetone is 5 
ppmv at 760, 604, 500, 448, 350, 250, and 200 Torr. 
 
 
 
The absorption versus wavenumber of calibration gas spectrums at different 
pressures are used to obtain Fig. 38. The strongest peak of spectrum, which is at 
wavenumber 5978.97741 cm-1, was chosen. For this wavenumber absorption versus total 
pressure in the cavity chamber was obtained. The linear behavior of the absorption 
coefficient versus pressure was observed. 
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Fig 38. Acetone pressure dependence of line profile at wavenumber 5978.97741cm-1. 
 
 
 
5. 5. Experimental results 
One healthy and 2 diabetic individuals participated in the breath tests. One sample 
from the healthy individual and 5 samples from diabetic individuals were collected and 
tested. The detailed information on all individuals is listed in Table 10. 
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 Table 10. Test results and detailed information of the individuals who participated in 
this study 
Subject Gender Age Type BGL (mg/dL) 
Methane 
(ppmv) 
Acetone 
(ppmv) No 
Sampling 
status 
X F 33 Healthy 83 
2.174 
(12CH4) 
1.80 1 
Post 
breakfast 
2h 
Y M 36 T2D 
484 2.026 (12CH4) 
2.6 2 
Post 
breakfast 
2h 
198 1.877 (12CH4) 
2.05 3 
Post 
breakfast 
2h 
297 1.9198(
12
CH4) 
2.2 4 
Post 
breakfast 
2h 
Z M 83 T2D 
85 
53.37(12C
H4) 
3.20 5 
Post 
breakfast 
2h 0.56(
13CH
4) 
195 
32.613(12
CH4) 
2.01 6 Post lunch 30m 0.3331(13
CH4) 
 
 
5. 5. 1. Healthy human breath acetone concentration  
The healthy subject (X) was a person without the notable disease. Her breath 
contained 1,8 ppmv acetone, 2.174 ppmv CH4, 295.26 ppmv CO2, and 0.17 %H2O as shown 
in Fig. 39. Because human breath contains a high level of water vapor and CO2, ascarite was 
used to decrease the concentration of these molecules inside the exhaled breath and in this 
way made the acetone absorption more distinct. The amount of the CO2, H2O, and CH4 
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present in the breath samples was estimated using HITRAN database. Because of the 5ppmv 
acetone calibration gas measurement results were done with the CRDS method, which has 
better quality than the PNNL database as shown in Fig. 36; it used to determine the acetone 
concentration. 
 
 
 
Fig 39. Healthy individual’s (subject X) exhaled breath sample of absorption spectrum 
(top) at near-IR. Ascarite processed to reduce C02 and H2O concentration. While 
CRDS calibration gas data were used to calculate the acetone concentration, the 
HITRAN database is used for other molecules fittings. The residual of the measured 
data and sum of simulations at the bottom describe the background subtraction for 
acetone. 
 
 
 
 
5. 5. 2. Diabetic person subject Y breath acetone concentration  
 
One of the T2D subjects (Y) was also diagnosed as having multiple sclerosis (MS) 
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disease. It is an autoimmune disorder, which affects central nervous system. To the best 
knowledge, this disease does not affect acetone level inside the human breath.  
 
 
 
Fig 40. T2D individual’s (subject Y) 3 samples of decay time spectrums. The blood 
glucose values 484 297 198 mg/dL are correlated to acetone concentration values 
according to his breath samples. 
 
 
 
 
He gave 3 samples; all samples were given after a 2h lunch. His blood sugar level 
was properly related to the acetone concentration in his breath as shown in Fig. 40 and 41. 
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Fig 41. T2D individual’s (subject Y) 3 samples of decay time spectrums. The blood 
glucose values are correlated to the acetone concentration values according to his 
breath samples. 
 
 
When a person’s exhaled sample is rich of acetone molecule, according to Lambert’s 
Beer law, absorption increases and decay time decreases. In Fig. 41 if the black and blue 
lines are compared, then the black line generated from the sample has a higher acetone 
concentration than blue line breath sample.  
When the sample had a 2.2 ppmv acetone concentration inside the cavity chamber, 
the pressure was reduced from 728 Torr to 600 Torr to fit with the 600 Torr calibration gas 
data. The absorption spectrum is shown in Fig. 42. 
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Fig 42. Breath sample of subject Y diagnosed with T2D and MS: measured spectrum. It 
contains 492.1ppmv C02, 1.98 ppmv CH4, 0.142 % H20 and 2.2 ppmv acetone. 
CRDS was used to fit the acetone absorption line; other molecules were fitted with the 
HITRAN database. The residual of the measured data and sum of simulations at the 
bottom. 
 
 
 
5. 5. 3. Diabetic person subject Z breath acetone concentration  
 
One of the T2D subjects (Z) was also diagnosed with colon cancer. Having colon 
cancer caused him to have an elevated methane concentration inside his breath. There are 
many 12CH4  and  13CH4 absorption peaks at wavelength region of 1671.8377- 1676.6932 
nm. However, most of the peaks overlap with each other or H20. Fig. 43 shows the decay 
time spectrums of two samples that are given by subject Z. The absorption spectrum is 
shown in Fig. 44. 
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Fig 43. T2D subject (Z) 2 samples of the decay time spectrums. The blood glucose 
values are not correlated to acetone concentration values according to his breath 
samples. 
 
 
Unlike the subject Y results, a correlation was not seen between acetone concentration and 
blood sugar level. However, it is important to emphasize that, while first sample was given 
after 2hs of lunch, second sample was given after 15 minutes of lunch. The blood sugar 
level supposed to be measured two hours after a meal. Therefore, sampling status is 
essential to determine a breath acetone concentration is an indicator of blood sugar level.  
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Fig 44. Breath sample of subject Y diagnosed with T2D and colon cancer: measured 
spectrum. It contains 393.68 ppmv C02, 32.613 ppmv 12CH4, 0.3331 ppmv 13CH4, 
0.142 % H20 and 2.1 ppmv acetone. CRDS was used to fit acetone absorption line; 
other molecules were fitted with the HITRAN database. The residual of the measured 
data and sum of simulations are at the bottom. 
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CHAPTER VI NATURAL WATER CONTENT                                                                                                                        
 
6. 1. Natural Water Content  
 
Oceans contain 96.5% of the earth’s water  [128]. Gases are mixed with sea water by 
diffusion and wave action. There are also ions and trace elements in the sea water, and their 
concentrations change depending on the salinity and temperature [129]. Primary trace 
gasses, which are present in the sea water and their percentages, are listed in Table 11. 
Marine life, mineral resources, sedimentation patterns, global climatic aspects, coastal 
environments, polar ice formation and melting are some of the important impacts of 
composition and features of sea water. 
Table 11. The percentage of gasses in sea water. Adopted from Dana R. Kester, 2018 
[130]. 
Gas Chemical 
Symbol 
Percentage in 
Sea Water (%) 
Nitrogen  N2 62.6 
Oxygen  O2 34.3 
Argon Ar 1.6 
Carbon dioxide C02 1.4 
 
 
 
6. 2. Hollow Fiber Module 
 
Normally, gases dissolved in water are at equilibrium with air. If a vacuum is created 
above the water surface, the equilibrium between the liquid and gas phase is broken [131]. 
As a result, gases will migrate from the liquid phase into the gas phase as shown Fig. 45. 
The hollow fiber prous membrane in the setup view as shown in figure 46. 
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Fig 45. Principle of gas separation from liquid with a hollow fiber porous membrane. 
 
 
 
 
Fig 46. View of the gas separation unit with a hollow fiber porous membrane. 
 
 
 
 
 
 90 
 
 
 
6. 3. Membrane Gas Separation System  
 
The experimental setup shown in Fig. 47 will enable on-site analysis of gas content 
without the need to transport large volumes of water samples back to the laboratory. 
To separate gas molecules from liquids by operating gas separation system the 
following steps must be completed.  First, all the tubes must be cleaned from water and 
ambient air by two pumps. The next step is the injection of liquid inside the tubes and 
circulating it through a membrane many times by a circulation pump. During this time, the 
separated gas molecules are collected inside the gas cylinder.  The collected gas is then 
released from the cylinder to the cavity chamber for analysis. Finally, the liquid is removed 
from the system. The setup tested with tap water mixed with sparkling water, and the 
spectrum is presented in Fig. 48. 
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Fig 47. A schematic of the gas separation system. 
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Fig 48. Absorption spectrum of carbon dioxide. The gas inside the chamber obtained 
from tap water is mixed with sparkling water. 
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CHAPTER VII SUMMARY AND CONCLUSIONS                                                                                                                    
 
 
In this work, a novel near-infrared cavity ring-down spectroscopy setup was 
designed. It was applied to atmospheric and biological molecules. This CRDS analyzer can 
perform measurements of trace gasses. Because it has a 138 km effective path length, a high 
data acquisition rate, and good spectral resolution, the sensitivity 10-11 was achieved. 
One of the aims of this dissertation was to develop a CRD spectrometer to measure 
isotope ratios of CO2 and CH4 in the near-IR region at a trace level. The detection limit for 
CO2 was 1ppmv and the isotope ratio measured with a precision of 7.8%. The experiment 
was conducted at 100 Torr pressure. According to the Allen variance analysis detection limit 
for 13CH4 was 270 pptv, and the isotope ratio was measured with precision of 10.8% 12CH4 
has three strong absorption lines in wavenumber. Because of pressure and temperature 
broadening, these lines were broadened and overlapped. Although the pressure was reduced 
to 7 Torr, it was not possible the separate 12CH4 lines.  
In the near-infrared region, the frequency comb was used for wavemeter verification, 
which has a resolution of ± 0.0001 nm with an accuracy of 40 MHz. f
b
 is a beat signal 
frequency with an accuracy of  ∓20 MHz was obtained. 
Another purpose of this study was absorption measurements of biomarkers in 
exhaled breath, such as acetone and methane in the near-IR region. Another DFB laser was 
placed into the setup to observe acetone peak. The evacuated cavity laser stability measured 
as 0.064%. At first stage, data fittings were made with the PNLL database, which provides 
acetone absorption values for near-IR. Later, 5 ppmv acetone calibration gas was used to 
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create our own database. Allan variance analysis with 5ppmv calibration gas at pressure 604 
Torr 17 ppbv detection limit was achieved. Because better resolution was achieved with 
CRDS for acetone absorption, I used my calibration gas data for experimental data fitting. 
This dissertation includes six-breath analyses.  Samples were gathered from one healthy and 
two unhealthy people. The measured blood glucose levels show coherence with breath 
acetone concentrations. However, some factors need to be taken into account while breath 
samples are collecting such as fasting and whether they were taking their medications.  
Another function of the setup is analyzing liquids gas content. Preliminary 
measurements for natural gas content analyzing were performed with a 50 cm long cavity, 
which proved that the gas separation system was working. The next step is collection of 
natural water and analyzing its gas content to measure isotope ratio with a 172 cm long 
cavity. 
In conclusion, we presented isotope ratio measurements of CO2 and CH4 in ppmv 
and ppmb level, respectively, with a precision of a low percentage. A multicomponent gas 
analysis of the breath samples in the near IR spectral region was performed with a precision 
of 0.064%. 
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APPENDIX  
 
 
A. Allan Variance 
In 1966 David W. Allan introduced the technique, which is called the Allan variance to 
characterize the stability of atomic frequency standards and to determine the stability of atomic 
clock [132]. This method has been utilized for Near-IR CRDS as well as different kinds of 
instruments to illustrate the stability of the measurements [133].  
Measuring the Allan variance shows how well a data set can be averaged down while the 
averaging time is increasing. We assume that a set of N times series of data recorded with in a 
time tN. 
 𝑥~, 𝑛 = 1… . . 𝑁 (A.1) 
 This N data series can be divided into m sub groups.  
 
 
 𝑥s …𝑥¶𝑥¶vs …𝑥f¶𝑥f¶vs …………𝑥Q 
 
(A.2) 
 A1(p)    A2(p)       ……… 
Here p is the averaged size of data points then for each sub group 
 	𝐴~ 𝑝 = 1𝑝 𝑥{¶~{èsv¶(~Es) ,				𝑛 = 1…𝑚. 
Finally time the averaged Allan variance is 
(A.4) 
 
 
 
 
 𝜎Çf 𝑝 @ = 12(𝑚 − 1)	 A{ p − A{vs p 	 fEs{ès 	 (A.5) 
 
The MatLab code for Allan variance is given below. 
 
%Calculate Allan Variance for one wavelength ringdown decay time 
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% the incremental step is 5 
 
clear; 
format long e; 
DecayTimedata=importdata('05-24-2017.csv',',');   %  
l=length(DecayTimedata); 
DecayTime=zeros(l,1); 
%DecayTime is right 
%DecayTime=DecayTimedata(1:l,2); 
%this is for derected reading of Labview data files. % 
for i=1:l 
   DecayTime(i,1)=-1/DecayTimedata(i,2); 
end 
%figure; plot(RingdownNumber2,DecayTime); 
 
allenringdown=4:2:2000; 
ll=length(allenringdown); 
Allen=zeros(ll,1); 
mm=1; 
 
 
for i=4:2:2000 
    subgroupnumber=fix(l/i); 
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    MeanofSubgroup=zeros(subgroupnumber,1); 
    DataDeca=vec2mat(DecayTime, i); 
    for k=1:subgroupnumber 
        MeanofSubgroup(k,1)=mean(DataDeca(k,:)); 
    end 
    sigmasquare=0; 
    for k=1:subgroupnumber-1 
        sigmasquare=(MeanofSubgroup(k+1,1)-MeanofSubgroup(k,1))^2+sigmasquare; 
    end 
     
    Allen(mm,1)=sqrt(sigmasquare/(2*(subgroupnumber-1))); 
     
    mm=mm+1; 
end 
 
figure;loglog(allenringdown,Allen); 
B. Procedure to Introduce a Sample into the Ring-Down Cavity Chamber 
Ambient Air Sample Analyzing 
The assumption is that cavity chamber is already open. The first thing is checking the 
ring-down time. If it is lower than what it should be, high reflectivity mirrors should be cleaned 
with acetone. While a user is cleaning them, he should check the decay time at the same time. If 
the decay time does not increase, he should swap cavity mirrors again. After making sure that 
cavity mirrors are clean and the decay time is good enough, to improve the vacuum 
 109 
 
 
 
performances a thin layer of vacuum grease can be applied to the o-ring, and finally the lead can 
be placed.  
While fixing screws, the symmetry rule should be obeyed. After roughly fixing all the 
screws, he should make sure that all the valves are closed. The vacuum pump has a connection to 
the chamber with a valve. After the pump is turned is on, the valve should be closed for 5 
minutes. After 5 minutes, the valve should be opened quickly. Opening the valve quickly causes 
an increment in the decay time of about 100 µs. While pumping, the chamber the screws should 
be fixed one more time. The pump can be run for least 30 minutes. The chamber pressure should 
be 1m Torr.  
The next step in the process is turning off the pump. The most important thing at this 
point is not to forget to close the pump connection valve. After closing this valve, the pump 
machine can be stopped. If the pump stops before closing the valve, the signal will disappear 
because too much dust will go inside the chamber, and mirrors will get dirty. The solution for 
this problem is opening the chamber and cleaning the mirrors again. If the user did everything 
correctly that means chamber pressure is 1m Torr, and the decay time is about 470 µs. 
If a user wants to analyze the ambient air, he should open the other valve, which does not 
have a connection to the pump machine. While opening the second valve, the user should watch 
pressure and decay time. It should be opened very slowly. If the wavelength is set so that no 
absorption is occurring, the decay time should not decrease. When the pressure stars increasing, 
the valve should be stable until reaching enough pressure and then needs to be closed. The user 
can set the temperature and current values via the LabView program. He should also define the 
file name to which data will be saved. The file name should include important information like 
data and chamber pressure. 
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Human Breath Sample Analyzing  
The assumption is that chamber is closed and contains a human breathe sample in it. The 
First step is loosening the screws according to the symmetry rule and then releasing air inside 
until atmospheric pressure. While adding air inside the chamber, the valve should be opened very 
slowly, and it should not have any connection to any other devices. The screws should 
completely loose, and then the lid can be open. If there is an ascarite inside, the chamber should 
be replaced with new one.  
As mentioned above, the same steps should be followed. The only difference is placing 
the ascarite inside the chamber. After reaching a desirable condition (decay time is 480 µs- 
pressure is 1m Torr), the breath sample can be released inside. Because I collected all the 
samples with balloons, it was easy to make connections between the balloons and the valve. 
While watching the decay time and pressure, I slowly opened the valve and waited until the 
pressure reached 765 Torr. This step might take 5 to 10 minutes. After putting breath sample in it 
is necessary to just wait until pressure becomes stable. The chamber pressure decreases about 30 
Torr because the ascarite absorbs carbon dioxide and water. Finally, the LabView program can 
be run for data collection. 
 
C. Processing data for CH4 and CO2 
For data processing, I applied two different procedures to plot the absorption spectrum. 
The difference comes from baseline creation. The baseline is an essential part of the data, which 
affects the absorption values, and consequently the isotope ratio. Figure 49 shows the data on 
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measured decay time for CH4 (black line) and the baseline (red trace). The latter was measured 
when there was no absorber inside the chamber, in other words, the chamber is under vacuum 
conditions. 
 
 
 
Fig 49. Experimental data for CH4. The decay times for different wavelengths are shown by 
the black line and the baseline is shown by the red line. 
 
 
For data acquisition a LabView program was used. The measured decay times versus 
wavelengths are recorded in a text file format. The file has six columns; they represent the 
amplitude, decay constant, offset, chi square, trigger voltage, and 3*tau residue values. When the 
wavelength acquisition is set 100 times, it saves 100 values for each column.  
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Fig 50. Output txt file of LabView Program. 
 
 
A Python program uses this output file to process the data, based on the median bootstrap 
method it removes outliers from the data and creates a wavelength versus a decay constant 
spectrum. The following is the Python code: 
 
 ###---------Default File name------------ 
filename = '../new_data/06-19-2016.txt' 
#filename = input("Enter Input file name: ") ##User file input 
  
###-----------Wavlength Fit Coefficents------------ 
wavelengthFitFile = '../wavelengthFit' 
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###-------------Parameters------------ 
chiSquareBounds = [10**-5, 5.9*10**-5] 
reject_chiSquare = False 
  
ringdownBounds = [10**-5, 30*10**-4] 
reject_ringdown  = False 
  
threeTauBounds = [10**-6, 1*10**-4] 
reject_threeTau  = False 
  
wlBounds = [1650, 1655] 
reject_wlBounds  = False 
  
maxErr = 7*10**-4 
correctPredictedWL = False 
wavelengthTolerance = 0.1 
  
###----------Final Filename output for Matlab Fitting--------------- 
dataOut = filename + "_dataDump.csv" 
if(filename[::-1].index('.') > filename[::-1].index('/')): 
    dotIndex = filename[::-1] 
    dataOut = filename[0:dotIndex] + '_dataDump.csv' 
  
 114 
 
 
 
###Program Start 
file = open(filename,'r') 
  
spectrum = [[],[],[],[],[],[]] 
vals = [] 
laserInfo = [] 
  
wlFile = open(wavelengthFitFile,'r') 
wlCoef = [] 
for coeff in str.split(wlFile.read(),'\t'): 
    wlCoef.append(float(coeff)) 
     
def wavelengthPredicted(temperature, current): 
    return wlCoef[0]+wlCoef[2]*temperature + wlCoef[1]*current 
  
def bootstrapMedian(dat): 
    N = len(dat) 
    medians = [] 
    mediansSqr = [] 
    for i in range(0,N): 
        synthetic = [] 
        for j in range(0,N): 
            synthetic.append(dat[random.randint(0,N-1)]) 
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        medians.append(np.median(synthetic)) 
        mediansSqr.append([medians[i]**2]) 
    av=np.mean(medians) 
    avSqr=np.mean(mediansSqr) 
     
    return [av, np.sqrt(avSqr - av**2)] 
     
#----------------------------Program Start----------------------------- 
     
for line in file: 
    if(line[0] != '#'): 
        if(len(line) > 2 and line[0:2] == '$$'): 
            if(len(vals) > 0): 
                val = [] 
                for v in vals: 
                    if(not reject_ringdown or ((v[1] > -1.0/ringdownBounds[0]) and (v[1] < -
1.0/ringdownBounds[1]))): 
                        if(v[1]!=0): 
                            val.append(-1.0/v[1]) 
                meds = bootstrapMedian(val) 
                #meds = [np.mean(val), 0.0] 
                if(meds[1] < maxErr):                   #reject point if bootstrap error too large 
                    wlMeasure = laserInfo[0] 
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                    if(not reject_wlBounds or ((wlMeasure > wlBounds[0]) & (wlMeasure < 
wlBounds[1]))): 
                        if(((wlMeasure > wlBounds[0]) & (wlMeasure < wlBounds[1]))): 
                            spectrum[0].append( laserInfo[0] )      #wavelength measurement 
                        else: 
                            spectrum[0].append( wavelengthPredicted(laserInfo[1],laserInfo[3]) )      
#wavelength 
                        spectrum[1].append( meds[0] )           #median Ringdown time 
                        spectrum[2].append( meds[1] )           #error of median ringdown time 
                        spectrum[3].append( val )               #array of individual ringdown times 
                        spectrum[4].append( laserInfo )         #array of other info about acquisition 
                        spectrum[5].append( vals )             #array of all other info about individual 
acquisitions 
            vals = [] 
            ln = str.split(line[2:],'_') 
            laserInfo = [] 
            for v in ln: 
                if((v != 'L') & (v != 'T') & (v != 'TR') & (v != 'I') & (v != 'IS')): 
                    if((v != 'WavemeterDisabled') & ('LAOP' not in v) & ('Error' not in v) & (len(v) > 
0)): 
                        laserInfo.append(float(v)) 
                    else: 
                        laserInfo.append(0.0) 
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        else: 
            l = str.split(line,'\t') 
            err = float(l[3])             
            if(not reject_chiSquare or ((err > chiSquareBounds[0]) & (err < chiSquareBounds[1]))): 
                if((len(l) >= 6)):              #compatibility with datasets not containing three tau error 
                    threeTau = float(l[5]) 
                    if(reject_threeTau and ((threeTau < threeTauBounds[0]) | (threeTau > 
threeTauBounds[1]))): 
                        continue 
                ln = [] 
                for v in l: 
                    ln.append(float(v)) 
                vals.append(ln) 
file.close() 
  
##Plane fit to wavelength based on current data 
A = np.column_stack( ( np.ones(len(spectrum[0])), np.matrix(spectrum[4])[:,2], 
np.matrix(spectrum[4])[:,1] ) ) 
datCoef, resid,rank,sigma = np.linalg.lstsq(A,np.matrix(spectrum[4])[:,0]) 
datCoef = (datCoef.flatten().tolist())[0] 
  
##-----------Toss out wavelength measurements that deviate more than "wavelengthTolerace"-----
---------- 
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if(correctPredictedWL): 
    wlCoef = datCoef 
    for i in range(0,len(spectrum[0])): 
        wlPred = wavelengthPredicted(spectrum[4][i][1],spectrum[4][i][2]) 
        if(abs(spectrum[0][i] - wlPred) > wavelengthTolerance): 
            spectrum[0][i] = wlPred 
  
  
##----------Write final output file--------------    
file = open(dataOut,'w') 
for i in range(0,len(spectrum[0])): 
    predictedWL = wavelengthPredicted(spectrum[4][i][1], spectrum[4][i][3]) 
    trig = str(spectrum[4][i][3]) 
    if(len(spectrum[5][i][0]) > 4): #compatibility with older data sets that didnt record trigger 
values 
        trig = str(np.mean(np.matrix(spectrum[5][i])[:,4])) 
    file.write(str(spectrum[0][i]) + "," + str(-1.0/spectrum[1][i]) + "," + str(spectrum[4][i][2]) + "," 
+ "0" + "," + "0" + "," + "0" + "," + str(spectrum[4][i][1]) + "," + str(spectrum[4][i][3]) + "," + 
str(predictedWL) + "," + str(spectrum[4][i][0]) + "," + trig + "\n") 
file.close() 
  
##--------Plot spectrum---------- 
#plt.plot(spectrum[0],spectrum[1]) 
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#plt.errorbar(3.0*10**17/np.array(spectrum[0]),np.array(spectrum[1])*10**6, 
yerr=np.array(spectrum[2])*10**6,fmt='ro') 
plt.errorbar(np.array(spectrum[0]),np.array(spectrum[1])*10**6, 
yerr=np.array(spectrum[2])*10**6,fmt='ro') 
plt.xlabel('Wavelength (nm)') 
plt.ylabel('Ringdown Time (usec)') 
plt.show() 
 
 
 
The OriginPro 9 program from OriginLab was used to the plot decay time versus the 
wavelength spectrum by using the output file of Phyton. After plotting the decay time versus the 
wavelength spectrum, OriginPro9 functions are used to create the baseline. By recording the 
maximum decay time, when the cavity is under vacuum, the baseline is produced. After 
introducing a sample inside the cavity the decay time decreases. For example, the chamber 
pressure is 0.01 Torr for wavenumber 6046.5 cm-1, and the decay time is measured 470 µs. After 
introducing the sample into the chamber for the same wavenumber, the decay time becomes 465 
µs. The difference of 5 µs gives the minimum gap between the red and black traces as is seen in 
Figure 49.  
Once the user plots the decay time versus wavenumber spectrum, he should click on the 
black line to define which line’s baseline is going to be created as shown below.  
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Fig 51. The black dots show that the black line is chosen. 
 
 
At the top of the Origin menu, there is an analysis option that needs to be chosen. Then under 
this option, there is peak and baseline instruction that has a peak analyzer option, and finally an 
open dialog as shown in Figure 52. 
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Fig 52. OriginPro9 menu steps to create baseline. 
 
 
From the dialog menu the user should choose the create a baseline option as shown below 
then click on the next button. The next window asks how many points we want to create 
baseline. I chose 20 as shown in the Figure 53. 
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Fig 53. The dialog windows: first, one must select for which data the baseline should be 
created and, second, one selects the number of points for the baseline. 
 
 
After clicking the "next" the user then chooses the option to Modify/Del button to modify 
the baseline as seen in Figure 54. 
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Fig 54. The window shows Modify/ Del option. 
 
 
For the creation of the baseline the points at the peaks must be deleted as shown below in 
Figure 55. 
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Fig 55. The selected points for the baseline before (a) and after (b) modifications. 
 
 
Once we click on "done" and "finish" buttons, we have the baseline data information in 
the book as shown in Figure 56. The next step is choosing three columns as shown below to 
create excel csv file for MatLab data processing.  
 
 
 
Fig 56. Origin book view to create excel csv file: the first and third columns are 
wavenumbers, the second column is the decay time, and the fourth column is the baseline 
decay time. 
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The MatLab code is: 
 
%CRD data processing,Calculate Absorption coefficient without vaccuum decay 
time  
%1 importCRDdata, setting the same wavelength grids with HITRAN simulation 
%2 Max or average the decay time in the grid. 
%3 calculating 12CO2, 13CO2, H2O from Hitran  
%4 fitting to get the right concentration, pressure, temperature 
  
  
clear; 
format long e ; %% define numerical format 
  
RefAirNoDensity=2.504E+19; %Air Number Density in atmosphere(1 atm) and 
293.15K, /cm-3 
speedoflight=29979245800.0;   %Speed of light 299 792 458 00 cm/s                              
ExpT=300;                %Experimental Temprature 296K 
PathLength=1.0;          %% Optical path length cm for absorption coefficient 
simulation 
CavityLength=172;       %  Cavity length 50.5 cm  
  
TotalPressure=760/760;     % 110/760; %300/760;            % totalpressure in 
1 atm. 1 atm= 760 Torr 
H2OPartialPressure= 0.0161;      % Sample partialPressure in atmosphere(1 
atm) 
CO2_12PartialPressure= 0.001800;      
CO2_13PartialPressure= 0.000480;  % Sample partialPressure in atmosphere(1 
atm)   
CH4_12PartialPressure= 0.00000220;  
CH4_13PartialPressure= 0.00000219;  
wavenumbershift=-0.0001;  % 80M Hz shift 
  
AirNoDensity=RefAirNoDensity*TotalPressure*293.15/ExpT;    % real air no 
density adjusted with real total Pressure and exp Temp 
  
%---------------------------1------------------------------ 
CRDdata=importdata('09-26-2016.csv',',');   % ',' limited csv file, first 
column wavenubmer, second column decay time, third column fitted baseline. 
l=length(CRDdata); 
Wavenumber=CRDdata(1:l,1);       %unit should be wavenumber 
decaytime=CRDdata(1:l,2); 
baseline=CRDdata(1:l,3); 
  
absorption=zeros(10,1); 
reflectivitysquare=zeros(10,1); 
%figure;plot(Wavenumber,decaytime,Wavenumber,baseline); 
  
%reflectivitysquare=1-2*CavityLength/(speedoflight*baseline); % calculate r^2 
with the vacuum decaytime 
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for i=1:l 
reflectivitysquare(i)=1-2*CavityLength/(speedoflight*baseline(i)); % 
calculate r^2 with the vacuum decaytime 
absorption(i)=-1/(2*CavityLength)*log((1-(1-
reflectivitysquare(i))*baseline(i)/decaytime(i))/reflectivitysquare(i));       
end 
  
%figure;plot(Wavenumber,absorption); 
  
 Realwavenumber=Wavenumber+wavenumbershift;  
  
  
 %---------------------3.1--------------------------------------------- 
  
      
    H2OSgmvTot= zeros(1,l);  %% initiate the arrays 
    H2OHitranFile='H2O6024-6060.par';   %Two lines at 6250.4 cm-1 was 
slightly shift to -0.011 cm-1 to better fit exp results. 
    massH2O=18.0; %atomic mass number 
   [H2OSgmvTot] = 
HitranSim(Realwavenumber,AirNoDensity,TotalPressure,H2OPartialPressure,ExpT,H
2OHitranFile,PathLength,massH2O,1.0,1.0); 
   
   
  % figure; plot(Realwavenumber,H2OSgmvTot,Realwavenumber,absorption); 
        
%----------------------3.2----12CO2------------------------------------------
------------------------ 
      
    
     CO2_12SgmvTot= zeros(1,l);  %% initiate the array 
     CO2_12HitranFile='12CO2_4000-12500.par'; 
      massCO2_12=44.0; %atomic mass number 
  [CO2_12SgmvTot] = 
HitranSim(Realwavenumber,AirNoDensity,TotalPressure,CO2_12PartialPressure,Exp
T,CO2_12HitranFile,PathLength,massCO2_12,1.0,1.0); 
   
   
% figure; 
plot(Realwavenumber,absorption,Realwavenumber,H2OSgmvTot,Realwavenumber,CO2_1
2SgmvTot);        
  
%----------------------3.3----13CO2------------------------------------------
------------------------ 
     CO2_13PartialPressure= 0.000425;      % Sample partialPressure in 
atmosphere(1 atm)  
     
     CO2_13SgmvTot= zeros(1,l);  %% initiate the arrays 
     CO2_13HitranFile='13CO2_4000-12500.par'; 
     massCO2_13=45.0; %atomic mass number 
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  [CO2_13SgmvTot] = 
HitranSim(Realwavenumber,AirNoDensity,TotalPressure,CO2_13PartialPressure,Exp
T,CO2_13HitranFile,PathLength,massCO2_13,1.0,1.0); 
   %figure; 
plot(Realwavenumber,absorption,Realwavenumber,H2OSgmvTot,Realwavenumber,CO2_1
2SgmvTot,Realwavenumber,CO2_13SgmvTot) 
   
 %----------------------3.4----12CH4-----------------------------------------
------------------------- 
      
    
     CH4_12SgmvTot= zeros(l,1);  %% initiate the arrays 
     CH4_12HitranFile='12CH4_4000-12500.par'; 
      massCH4_12=16.05; %atomic mass number 
  [CH4_12SgmvTot] = 
HitranSim(Realwavenumber,AirNoDensity,TotalPressure,CH4_12PartialPressure,Exp
T,CH4_12HitranFile,PathLength,massCH4_12,1.0,1.0); 
   
   
  % figure; 
plot(Realwavenumber,absorption,Realwavenumber,H2OSgmvTot,Realwavenumber,CO2_1
2SgmvTot,Realwavenumber,CO2_13SgmvTot,Realwavenumber,CH4_12SgmvTot)    
  
%----------------------3.5----13CH4------------------------------------------
------------------------ 
      
     
     CH4_13SgmvTot= zeros(l,1);  %% initiate the arrays 
     CH4_13HitranFile='13CH4_4000-12500.par'; 
     massCH4_13=17.05; %atomic mass number 
  [CH4_13SgmvTot] = 
HitranSim(Realwavenumber,AirNoDensity,TotalPressure,CH4_13PartialPressure,Exp
T,CH4_13HitranFile,PathLength,massCH4_13,1.0,1.0); 
   
  % figure; 
plot(Realwavenumber,absorption,Realwavenumber,H2OSgmvTot,Realwavenumber,CO2_1
2SgmvTot,Realwavenumber,CO2_13SgmvTot,Realwavenumber,CH4_12SgmvTot,Realwavenu
mber,CH4_13SgmvTot)    
  
  
  
   
  %--------------------------------------------------------------------------
-------- 
  figure; 
plot(Realwavenumber,absorption,Realwavenumber,H2OSgmvTot,Realwavenumber,CO2_1
2SgmvTot,Realwavenumber,CO2_13SgmvTot,Realwavenumber,CH4_12SgmvTot,Realwavenu
mber,CH4_13SgmvTot);  
   
  
SumSgmvTot=H2OSgmvTot+CO2_12SgmvTot+CO2_13SgmvTot+CH4_12SgmvTot+CH4_13SgmvTot
; 
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  Residuals=absorption-SumSgmvTot; 
   
  figure; plot(Realwavenumber,Residuals); 
   
   
  %calculate baseline 
  Perfectbaseline= zeros(l,1); 
   
for i=1:l 
Perfectbaseline(i)=decaytime(i)*(1-reflectivitysquare(i)*exp(-
2*SumSgmvTot(i)*CavityLength))/(1-reflectivitysquare(i));       
end 
  
%{ 
  
  
  
  
  
  
  
%--------------------------2------------------------------- 
  
% Maximum decaytime keeper 
%{ 
for i=1:datagrdlength 
  
    for k=1:l 
        if(Lamda(k)>(datagrd(i)-0.01)&&Lamda(k)<=(datagrd(i)+0.01)) 
            if decaytime(k)>processedDecaytime(i) 
                processedDecaytime(i)=decaytime(k); 
            end 
        end 
    end 
end 
%} 
  
  
%average decaytime in the datagrd 
for i=1:datagrdlength 
    counts=0; 
    sum=0; 
    for k=1:l 
        if(Lamda(k)>(datagrd(i)-0.01)&&Lamda(k)<=(datagrd(i)+0.01)) 
            if decaytime(k)>0 
               counts=counts+1; 
               sum=sum+decaytime(k); 
                            % processedDecaytime(i)=decaytime(k); 
            end 
        end 
     if(counts>0) 
       processedDecaytime(i)=sum/counts; 
     end 
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    end 
end 
%} 
%{ 
%----------------------------------------------- 
% smooth the zero value of decaytime in the middle of spectrum 
  
for i=10:datagrdlength-10 
   if(processedDecaytime(i)==0) 
       processedDecaytime(i)=(processedDecaytime(i-
1)+processedDecaytime(i+1))/2; 
   end 
end 
  
  
%figure;plot(datagrd,processedDecaytime); 
%----------------------------------------------------- 
%convert the decaytime to Absorbance 
  
maxDecaytime=max(processedDecaytime)+1.5e-6; %9-9-15 data +1.5e-6; %set the 
vacuum decaytime  
  
%absorbance=1-processedDecaytime/maxDecaytime;  %absorbance   
%figure;plot(datagrd,absorbance); 
%absorbance2=1-decaytime/maxDecaytime;          %absorbance2, absorbace 
directedly calculated from Data 
  
reflectivitysquare=1-2*CavityLength/(speedoflight*maxDecaytime); % calculate 
r^2 with the vacuum decaytime 
  
%absorption coefficient with processed decaytime 
absorption=-1/(2*CavityLength)*log((1-(1-
reflectivitysquare)*maxDecaytime./processedDecaytime)/reflectivitysquare);   
  
%absorption coefficient with original decaytime data 
absorption2=-1/(2*CavityLength)*log((1-(1-
reflectivitysquare)*maxDecaytime./decaytime)/reflectivitysquare);         
  
%------------------------------------3.1----H2O------------------------ 
  
     
    H2OPartialPressure= 0.010;      % Sample partialPressure in atmosphere(1 
atm)  
      
    H2OSgmvTot= zeros(1,10);  %% initiate the arrays 
     
    H2Ogrd = zeros(1,10); %% default grid 
     
    H2OHitranFile='H2O6210-6270.par';   %Two lines at 6250.4 cm-1 was 
slightly shift to -0.011 cm-1 to better fit exp results. 
    massH2O=18.0; %atomic mass number 
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  [H2Ogrd, H2OSgmvTot] = 
HitranSimulation(AirNoDensity,TotalPressure,H2OPartialPressure,ExpT,H2OHitran
File,stp,PathLength,massH2O,1.0); 
   
   
 %figure; plot(H2Ogrd,H2OSgmvTot); 
        
%----------------------3.2----12CO2------------------------------------------
------------------------ 
     CO2_12PartialPressure= 0.000415;      % Sample partialPressure in 
atmosphere(1 atm)  
    
     CO2_12SgmvTot= zeros(1,10);  %% initiate the arrays 
     
     CO2_12grd = zeros(1,10); %% default grid 
     
     CO2_12HitranFile='12CO2_6210-6270.par'; 
      massCO2_12=44.0; %atomic mass number 
  [CO2_12grd, CO2_12SgmvTot] = 
HitranSimulation(AirNoDensity,TotalPressure,CO2_12PartialPressure,ExpT,CO2_12
HitranFile,stp,PathLength,massCO2_12,1.0); 
   
   
 %figure; plot(CO2_12grd,CO2_12SgmvTot); 
        
  
%----------------------3.3----12CO2------------------------------------------
------------------------ 
     CO2_13PartialPressure= 0.000415;      % Sample partialPressure in 
atmosphere(1 atm)  
     
     CO2_13SgmvTot= zeros(1,10);  %% initiate the arrays 
     
     CO2_13grd = zeros(1,10); %% default grid 
     
     CO2_13HitranFile='13CO2_6210-6270.par'; 
     massCO2_13=45.0; %atomic mass number 
      
  [CO2_13grd, CO2_13SgmvTot] = 
HitranSimulation(AirNoDensity,TotalPressure,CO2_13PartialPressure,ExpT,CO2_13
HitranFile,stp,PathLength,massCO2_13,1.0); 
   
   
% figure; plot(CO2_13grd,CO2_13SgmvTot); 
        
%-----------------------3.4 sum of simulations------------------------------- 
  
Fitxmin=6235.0; 
Fitxmax=6252.2; 
  
  
sumgrd=[Fitxmin:stp:Fitxmax]; 
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Fitlength=length(sumgrd); 
sumSimulations=zeros(1, Fitlength); 
  
%find the starting point of Fitxmin 
     
    for k=1:length(H2Ogrd) 
        if(sumgrd(1)==H2Ogrd(k)) 
          setH2O=k; 
         break 
        end 
    end 
    
    for k=1:length(CO2_12grd) 
        if(sumgrd(1)==CO2_12grd(k)) 
          set12CO2=k; 
         break 
        end 
    end 
     
     
     for k=1:length(CO2_13grd) 
        if(sumgrd(1)==CO2_13grd(k)) 
          set13CO2=k; 
         break 
        end 
     end 
     
 for i=1:Fitlength 
     sumSimulations(i)=H2OSgmvTot(setH2O+i-1)+CO2_12SgmvTot(set12CO2+i-
1)+CO2_13SgmvTot(set13CO2+i-1); 
 end 
  
  
  
  
%plot processed data absorption to individula simulations and sum; 
%figure; 
plot(datagrd,real(absorption),H2Ogrd,H2OSgmvTot,CO2_12grd,CO2_12SgmvTot,CO2_1
3grd,CO2_13SgmvTot,sumgrd,sumSimulations); 
    
 %       axis([Fitxmin Fitxmax -5e-8 1e-6]) 
  %      xlabel('Wavenumber(cm-1)'); 
   %     ylabel('Absorption coefficient'); 
     
%plot original data absorption to individula simulations and sum;       
        figure; 
plot(CO2_13grd,CO2_13SgmvTot,sumgrd,sumSimulations,Lamda,absorption2,H2Ogrd,H
2OSgmvTot,CO2_12grd,CO2_12SgmvTot); 
         axis([Fitxmin Fitxmax -5e-8 1e-6]) 
        xlabel('Wavenumber(cm-1)'); 
        ylabel('Absorption coefficient'); 
  
%-----------------------------4------ least square fit-----------------------
---- 
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  %With current data, not working great to determine the concentrations, 
  %difference portions give totally different fit results. 
%{ 
   
  
       %set the right grid for experimental absorption, H2O, 12CO2, 13CO2 
         
        fitabsorp=zeros(Fitlength,1); 
        fitdatabase=zeros(Fitlength,3); 
        %fitH2O=zeros(1,Fitlength); 
        %fit12CO2=zeros(1,Fitlength); 
        %fit13CO2=zeros(1,Fitlength); 
         
         
   for k=1:length(datagrd) 
        if(sumgrd(1)==datagrd(k)) 
          setexpdata=k; 
         break 
        end 
    end 
         
for i=1:Fitlength 
     fitdatabase(i,1)=H2OSgmvTot(setH2O+i-1); 
     fitdatabase(i,2)=CO2_12SgmvTot(set12CO2+i-1); 
     fitdatabase(i,3)=CO2_13SgmvTot(set13CO2+i-1); 
     fitabsorp(i)=real(absorption(setexpdata+i-1)); 
end        
  
 %figure; plot(sumgrd,fitabsorp,sumgrd,fitH2O); 
 %axis([Fitxmin Fitxmax -5e-8 5e-7]) 
       % xlabel('Wavenumber(cm-1)'); 
       % ylabel('Absorption coefficient'); 
    fitparameter=lscov(fitdatabase,fitabsorp); 
  
    fitsum=fitdatabase*fitparameter; 
      
     
  figure; plot(sumgrd,fitabsorp,sumgrd,fitsum); 
  axis([Fitxmin Fitxmax -5e-8 1e-6]) 
        xlabel('Wavenumber(cm-1)'); 
        ylabel('Absorption coefficient');   
 %}    
   
  %-------------------------5--residual calculations---------------------- 
     
  Realwavenumber=Lamda+0.0027; % 80 MHz from AOM shift 
   
  %-------------------------5.1---H2O 
    H2OPartialPressure= 0.010;      % Sample partialPressure in atmosphere(1 
atm)  
      
    H2OSgmvTotR= zeros(1,l);  %% initiate the arrays 
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    H2OHitranFile='H2O6210-6270.par';   %Two lines at 6250.4 cm-1 was 
slightly shift to -0.011 cm-1 to better fit exp results. 
   
    massH2O=18.0; %atomic mass number 
   
    [H2OSgmvTotR] = 
HitranSimRes(Realwavenumber,AirNoDensity,TotalPressure,H2OPartialPressure,Exp
T,H2OHitranFile,stp,PathLength,massH2O,1.0); 
        
%----------------------5.2----12CO2------------------------------------------
------------------------ 
     CO2_12PartialPressure= 0.000405;      % Sample partialPressure in 
atmosphere(1 atm)  
    
     CO2_12SgmvTotR= zeros(1,l);  %% initiate the arrays 
    
     CO2_12HitranFile='12CO2_6210-6270.par'; 
    
     massCO2_12=44.0; %atomic mass number 
   
     [CO2_12SgmvTotR] = 
HitranSimRes(Realwavenumber,AirNoDensity,TotalPressure,CO2_12PartialPressure,
ExpT,CO2_12HitranFile,stp,PathLength,massCO2_12,1.0); 
     
%----------------------5.3----12CO2------------------------------------------
------------------------ 
     CO2_13PartialPressure= 0.000405;      % Sample partialPressure in 
atmosphere(1 atm)  
     
     CO2_13SgmvTotR= zeros(1,l);  %% initiate the arrays 
   
     
     CO2_13HitranFile='13CO2_6210-6270.par'; 
     massCO2_13=45.0; %atomic mass number 
      
  [CO2_13SgmvTotR] = 
HitranSimRes(Realwavenumber,AirNoDensity,TotalPressure,CO2_13PartialPressure,
ExpT,CO2_13HitranFile,stp,PathLength,massCO2_13,1.0); 
   
  %----------------------------------------- 
    SumSimuRes=H2OSgmvTotR+CO2_12SgmvTotR+CO2_13SgmvTotR; 
     
    %figure; plot(Lamda,absorption2,Lamda,SumSimuRes); 
    %     axis([Fitxmin Fitxmax -5e-8 1e-6]) 
    %    xlabel('Wavenumber(cm-1)'); 
    %    ylabel('Absorption coefficient'); 
  
   Residual=absorption2-SumSimuRes; 
    
   figure; plot(Lamda,Residual,'--mo'); 
         axis([Fitxmin Fitxmax -6e-8 6e-8]) 
        xlabel('Wavenumber(cm-1)'); 
        ylabel('Residual'); 
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  %}  
 
 
After running the Matlab code I used the OriginPro 9 program to plot the absorption 
spectrum versus the wavenumber for methane and carbon dioxide.  
 
D. Processing Data for Acetone  
When the laser, which can be operated at wavelength 1672 nm region, is used to obtain 
the absorption spectrum of human breath, the user does not have to create a baseline, because 
matLab creates the baseline itself based on the entered values. However, he still needs to record 
the decay time for two conditions. First, when the chamber is under vacuum and, second, after 
the sample was injected inside the chamber. The differences between decay times at different 
wavelength are determining the absorption spectrum. 
After plotting the decay time versus wavenumber spectrum with OriginPro 9 program, 
the user creates an excel csv file. The excel file has two columns: first one has the wavenumber 
values and the second one has the corresponding decay time values.  
The MatLab code uses then this csv file. The user should also enter additional parameters 
to the code, as listed below. The pressure is for the chamber pressure. Molecular concentrations 
are changing according to the sample used. These values should be selected to get the best fitting 
with the HITRAN database values. 
 
TotalPressure=724/760 
H2OPartialPressure= 0.0003;       
CO2PartialPressure= 0.000400; 
CH4_12PartialPressure= 0.000047;  
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CH4_13PartialPressure= 0.000050;       
AcetonePartialPressure=0.0000030 
 
Another function, which is shown below, in MatLab the code needs to be typed in to get 
best fitting. For example, let us assume that under a vacuum the decay time is 485µs and after 
putting a human breath sample inside the chamber the decay time is 265µs. The difference of 
220µs should be entered as shown below. A detailed explanation is depictured in Figure 57. 
 
 %initial baseline generation 
maxdecay=max(decaytime); 
baseline=zeros(l,1); 
for i=1:l 
baseline(i)=maxdecay+220e-6; 
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Fig 57. The spectrum at the top is obtained for a 220µs baseline shift. 
 
 
 
 
Fig 58. The spectrum at the top is obtained for a 120µs baseline shift. 
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For this shift the HITRAN simulation and the experimental data fit very well. The 
experimental data is represented with the green line and HITRAN data is the orange line. 
However, if we enter the baseline value of 120µs there will be a gap between the HITRAN and 
the experimental data as shown in the Figure 58.  
Residue spectrums show differences between experimental data and HITRAN. If the user 
works on fitting in a small wavenumber range instead of the whole wavenumber range that was 
scanned during the experiment, a better residue spectrum can be achieved. The MatLab is code 
for operating laser at wavelength 1672 nm region as shown below. 
 
 
%CRD data processing,Calculate Absorption coefficient without vaccuum decay 
time  
%1 importCRDdata, setting the same wavelength grids with HITRAN simulation 
%2 Calculating the experimental absorption coefficient 
%3 calculating 12CO2, 13CO2, H2O from Hitran  
%4 fitting to get the right concentration, pressure, temperature 
%5 Calculating Residual between simulation and experimental data 
  
  
clear; 
format long e ; %% define numerical format 
  
  
          %Dd = 2;  %% define the edge extended beyond the spectrum region in 
cm-1 
RefAirNoDensity=2.504E+19; %Air Number Density in atmosphere(1 atm) and 296K, 
/cm-3 
speedoflight=29979245800.0;   %Speed of light 299 792 458 00 cm/s                              
ExpT=296;                %Experimental Temprature 296K 
PathLength=1.0;          %% Optical path length cm for absorption coefficient 
simulation 
CavityLength=172;       %  Cavity length 172 cm  
  
TotalPressure=724/760;     % 110/760; %300/760;            % totalpressure in 
1 atm. 1 atm= 760 Torr 
  
H2OPartialPressure= 0.0003;      % Sample partialPressure in atmosphere(1 
atm) 
CO2PartialPressure= 0.000400; 
CH4_12PartialPressure= 0.000047;  
CH4_13PartialPressure= 0.000050;       
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AcetonePartialPressure=0.0000030;                                         % 
Sample partialPressure in atmosphere(1 atm)  
  
wavenumbershift=-0.050;  % 80M Hz shift 
wavenumbershifth2o=-0.026; 
  
AirNoDensity=RefAirNoDensity*TotalPressure*293.15/ExpT;    % real air no 
density adjusted with real total Pressure and exp Temp 
  
  
%---------------------------1------------------------------ 
CRDdata=importdata('Daved06-05-2017.csv',',');   % ',' limited csv file, 
first column wavenubmer, second column decay time. 
l=length(CRDdata); 
Wavenumber=CRDdata(1:l,1);       %unit should be wavenumber 
decaytime=CRDdata(1:l,2); 
%baseline=CRDdata(1:l,3); 
  
  
%initial baseline generation 
maxdecay=max(decaytime); 
baseline=zeros(l,1); 
for i=1:l 
baseline(i)=maxdecay+220e-6; 
end 
% figure; plot(Wavenumber,decaytime,Wavenumber,baseline); 
  
  
% 
absorption=zeros(l,1); 
reflectivitysquare=zeros(l,1); 
absorption2=zeros(l,1); 
  
  
  
% 
%----------------------------------------------- 
% smooth the zero value of decaytime in the middle of spectrum 
%{ 
for i=10:datagrdlength-10 
   if(processedDecaytime(i)==0) 
       processedDecaytime(i)=(processedDecaytime(i-
1)+processedDecaytime(i+1))/2; 
   end 
end 
%} 
  
%figure;plot(datagrd,processedDecaytime); 
  
%----------------------------------------------------- 
%convert the decaytime to Absorbance 
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%absorbance=1-processedDecaytime/maxDecaytime;  %absorbance   
%figure;plot(datagrd,absorbance); 
%absorbance2=1-decaytime/maxDecaytime;          %absorbance2, absorbace 
directedly calculated from Data 
for i=1:l 
reflectivitysquare(i)=1-2*CavityLength/(speedoflight*baseline(i)); % 
calculate r^2 with the baseline 
  
%absorption coefficient with processed decaytime 
%absorption=-1/(2*CavityLength)*log((1-(1-
reflectivitysquare)*maxDecaytime./processedDecaytime)/reflectivitysquare);   
  
%absorption coefficient with original decaytime data 
absorption2(i)=-1/(2*CavityLength)*log((1-(1-
reflectivitysquare(i))*baseline(i)./decaytime(i))/reflectivitysquare(i));         
end 
%figure;plot(Lamda,absorption2); 
  
     
 Realwavenumber=Wavenumber+wavenumbershift;    %-0.0027; % 80 MHz from AOM 
shift 
 Realwavenumberh2o=Wavenumber+wavenumbershifth2o;   
  %----------------------------H2O 
       % Sample partialPressure in atmosphere(1 atm)  
      
    H2OSgmvTotR= zeros(1,l);  %% initiate the arrays 
    H2OHitranFile='H2O5960To5990.par';   %Two lines at 6250.4 cm-1 was 
slightly shift to -0.011 cm-1 to better fit exp results. 
   
    massH2O=18.0; %atomic mass number 
   
    [H2OSgmvTotR] = 
HitranSim(Realwavenumberh2o,AirNoDensity,TotalPressure,H2OPartialPressure,Exp
T,H2OHitranFile,PathLength,massH2O,1.0,1.0); 
        
%----------------------5.2----CO2--------------------------------------------
---------------------- 
          % Sample partialPressure in atmosphere(1 atm)  
    
     CO2SgmvTotR= zeros(1,l);  %% initiate the arrays 
    
     CO2HitranFile='CO25960To5990.par'; 
    
     massCO2=44.0; %atomic mass number 
   
     [CO2SgmvTotR] = 
HitranSim(Realwavenumber,AirNoDensity,TotalPressure,CO2PartialPressure,ExpT,C
O2HitranFile,PathLength,massCO2,1.0,1.0); 
     
%----------------------5.3----13CH4------------------------------------------
------------------------ 
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    % CH4_13PartialPressure= 0.0000018;      % Sample partialPressure in 
atmosphere(1 atm)  
     
     CH4_13SgmvTotR= zeros(1,l);  %% initiate the arrays 
   
     
     CH4_13HitranFile='13CH4_5960-5990.par'; 
      
     massCH4_13=16.0; %atomic mass number 
      
     [CH4_13SgmvTotR] = 
HitranSim(Realwavenumber,AirNoDensity,TotalPressure,CH4_13PartialPressure,Exp
T,CH4_13HitranFile,PathLength,massCH4_13,1.0,1.0); 
   
  
   
  %----------------------5.4----12CH4----------------------------------------
-------------------------- 
   % Sample partialPressure in atmosphere(1 atm)  
     
   CH4_12SgmvTotR= zeros(1,l);  %% initiate the arrays 
   
     
   CH4_12HitranFile='12CH4_5960-5990.par'; 
   massCH4_12=16.0; %atomic mass number 
      
  [CH4_12SgmvTotR] = 
HitranSim(Realwavenumber,AirNoDensity,TotalPressure,CH4_12PartialPressure,Exp
T,CH4_12HitranFile,PathLength,massCH4_12,1.0,1.0); 
       
  %----------------------------------------- 
   
  %Fitting program Least square fitting ??? 
   
  %----acetone fitting--------------PNNLDatabase-- 
%{ 
acetoneNIRPNNL=importdata('acetone5960To5990CRD.csv',',');   % ',' limited 
csv file, first column wavenubmer, second column decay time. 
acetoneNIRL=length(acetoneNIRPNNL); 
acetonewavenumber=acetoneNIRPNNL(1:acetoneNIRL,1);       %unit should be 
wavenumber 
acetoneabsorbance=acetoneNIRPNNL(1:acetoneNIRL,2);       % unit should be 
natural constant base 1 ppm*m  
   
acetoneSgmv=acetoneabsorbance*0.01*AcetonePartialPressure/1e-6;     
%} 
%-------------------------------- 
   %----acetone fitting--------------PNNLDatabase-- 
%{ 
acetoneNIRCRDCal5ppm=importdata('acetone5960To5990CRD.csv',',');   % ',' 
limited csv file, first column wavenubmer, second 5 ppm absorbance 760 Torr. 
acetoneNIRL=length(acetoneNIRCRDCal5ppm); 
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acetonewavenumber=acetoneNIRCRDCal5ppm(1:acetoneNIRL,1);       %unit should 
be wavenumber 
acetoneabsorbance=acetoneNIRCRDCal5ppm(1:acetoneNIRL,2);       % unit should 
be natural constant base 5 ppm*cm  
   
acetoneSgmv=acetoneabsorbance*AcetonePartialPressure/5e-6;     
%}  
%----------------------------------------  
   
acetoneNIRPNNL=importdata('760T5ppmCalGas5973To5984Feb262017.csv',',');   % 
',' limited csv file, first column wavenubmer, second column decay time. 
acetoneNIRL=length(acetoneNIRPNNL); 
acetonewavenumber=acetoneNIRPNNL(1:acetoneNIRL,1);       %unit should be 
wavenumber 
acetoneabsorbance=acetoneNIRPNNL(1:acetoneNIRL,2);       % unit should be 
natural constant base 5 ppm*cm-1  
  
%need start at 5973; 
%need find elements start 5973 end 5984 
  
% 
  
  
acetoneAbsorbanceInwavenumber=zeros(l,1); 
acetoneInwavenumber=zeros(l,1); 
  
for k=1:l 
for i=1:acetoneNIRL-1 
    if 
Wavenumber(k)>=acetonewavenumber(i)&&Wavenumber(k)<acetonewavenumber(i+1) 
        
        acetoneAbsorbanceInwavenumber(k)=acetoneabsorbance(i);  
    end     
end 
  
end 
acetoneSgmv=acetoneAbsorbanceInwavenumber*AcetonePartialPressure/5e-6;     
  
  
  
  
  
SumSimuRes=CH4_13SgmvTotR+CH4_12SgmvTotR+H2OSgmvTotR+CO2SgmvTotR+acetoneSgmv; 
    
   
   % figure; plot(Wavenumber,CH4_13SgmvTotR,Wavenumber,CH4_12SgmvTotR); 
   
    figure; plot(Wavenumber,absorption2,Wavenumber,SumSimuRes, Wavenumber, 
CH4_13SgmvTotR, Wavenumber, CH4_12SgmvTotR, Wavenumber,H2OSgmvTotR, 
Wavenumber,acetoneSgmv); 
         axis([5978.8 5979.8 -5e-10 3e-7]) 
        xlabel('Wavenumber(cm-1)'); 
        ylabel('Absorption coefficient'); 
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  Residual=absorption2-SumSimuRes; 
    
   figure; plot(Wavenumber,Residual,'--mo'); 
   axis([5978.8 5979.8 -2e-8 2e-8]) 
        xlabel('Wavenumber(cm-1)'); 
        ylabel('Residuals'); 
   
         
        %Outputfile 
         
fid = fopen('David6-5-17partfitting788to798.csv', 'wt'); 
  
for i=1:l 
fprintf(fid, '%6.6f,', Wavenumber(i)); 
fprintf(fid, '%6.12f,', absorption2(i,1)); 
fprintf(fid, '%6.12f,', CH4_12SgmvTotR(i,1)); 
fprintf(fid, '%6.12f,', CH4_13SgmvTotR(i,1)); 
fprintf(fid, '%6.12f,', H2OSgmvTotR(i,1)); 
fprintf(fid, '%6.14f,', CO2SgmvTotR(i,1)); 
fprintf(fid, '%6.12f,', acetoneSgmv(i,1)); 
fprintf(fid, '%6.12f\n', SumSimuRes(i,1)); 
  
end 
fclose(fid); 
  
         
  % Residual=absorption2-SumSimuRes; 
    
  % figure; plot(Realwavenumber,Residual,'--mo'); 
    
 %}   
    
 %{  
 Perfectbaseline=zeros(l,10); 
   
  for i=1:l 
  Perfectbaseline(i)=decaytime(i)*(1-reflectivitysquare*exp(-
2*CavityLength*SumSimuRes(i)))/(1-reflectivitysquare); 
  end 
   
  figure; plot(Realwavenumber,Perfectbaseline);  
    
    
    %    xlabel('Wavenumber(cm-1)'); 
    %    ylabel('Residual'); 
 
