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Abstract 
New results are obtained concerning the analysis of the storage allocation algorithm which permits one to 
maintain two stacks inside a shared (continuous) memory area of fixed size m and of the banker’s algorithm (a 
deadlock avoidance policy). The formulation of these problems is in terms of random walks inside polygonal domains 
in a two-dimensional lattice space with several reflecting barriers and one absorbing barrier. For the two-stacks 
problem, the return time to the origin, the time to absorption, the last leaving time from the origin and the number 
of returns to the origin before absorption are investigated. For the banker’s algorithm, the trend-free absorbed 
random walk is analysed with numerical methods. 
We finally analyse the average excursion along one axis for the classical random walk: an analytic method enables 
us to deduce asymptotic results for this average excursion. 
Keywords: Random walk; Heat equation; Diffusion processes; Distributed algorithms; Stacks sharing; Banker’s 
algorithm 
1. Introduction 
This paper revisits the problem of two stacks evolving in a shared region and the banker’s 
algorithm. The two-stacks problem was originally proposed by Knuth [12] and has been 
investigated in [3,13,14,19]. The present paper solves some open problems stated in [13]. 
Suppose one allocates a contiguous block of memory whose size is m and allows two stacks to 
evolve within it. The two stacks begin on opposite sides of the block and grow until the 
cumulative size exhausts the available storage. The time to absorption and the final stack sizes 
are random variables whose distributions will depend on m and on the probabilities of the 
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m 
Fig. 1. The two-stacks random walk. 
atomic operations: insertion Ii (respectively deletion Di>, i = 1, 2, is performed with probability 
pi (respectively qi). Obviously p, + q1 +p2 + qz = 1. Therefore the natural formulation of this 
shared storage allocation algorithm is in terms of random walks inside a triangle in a 
two-dimensional attice space: a state is the couple formed by the size of both stacks. The 
random walk Y,< .) has two reflecting barriers along the axes and one absorbing barrier parallel 
to the second diagonal (see Fig. 1). 
In [13] the hitting place (ZJ and hitting time (T’) distributions have been investigated with 
the help of random walks and diffusion theory and several open problems have been men- 
tioned. The banker’s algorithm is a well-known deadlock avoiding policy [11,17] whose analysis 
has been started in [13]: the random walk evolves now inside a polygonal domain with one 
absorbing and several reflecting barriers. Only few results are known and even the symmetric 
case (i.e., p1 =p2 = q1 = q2 = :) remained unsolved. The main topic of this paper is to solve 
some of the above-mentioned open problems. 
Two fundamentally different limiting behaviours (m + ~1 appear in [13] depending on 
whether the drift (or trend) p = (pl - ql, p2 - qf) is equal to 0 or not. If p = 0, some limiting 
distributions were obtained in [13]. If p # 0, different subcases have been considered: (i) the 
expanding case corresponds to the fact that the drift is oriented as shown in Fig. 2; (ii) the 
contracting case: the drift is oriented towards the origin. 
In [13], we assumed that p1 =p2 =p, q1 = qz = q and left open the following problems. 
(i) Expand the return time probability generating function for the two-stacks problem. 
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Fig. 2. Two-stacks expanding case. 
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(ii) Characterize the last leaving time from the origin before absorption and the number of 
returns to this point again for the two-stacks problem. 
(iii) Analyse the asymptotic behaviour of the absorbed random walk in the trend-free 
banker’s algorithm. 
Another interesting problem is related to the average excursion along one axis for the 
classical random walk. Using the generator of this random walk, we show to split generating 
functions into a positive and a negative part. Analysing the singularities, an analytic method 
leads to asymptotic results on the average excursion. 
This paper is devoted to all these problems and is organized as follows. Sections 2-4 concern 
respectively the two-stacks contracting, expanding and trend-free cases. The last leaving time 
from the origin is treated in Section 5 and the number of returns to the origin (before 
absorption) in Section 6. Section 7 is devoted to the banker’s trend-free problem. Section 8 
analyses the average excursion along one axis for a classical random walk Section 9 concludes 
the paper. 
The computer algebra system MAPLE [l] has been quite useful for detailed computations. 
2. More about the two-stacks contracting case 
The contracting case corresponds to orientation of the drift p as indicated above. In this 
section, we shall study the following subcase. 
2.1. Subcasep,=p,=p, q1=q2=q,p<q 
As in [13], we first assume that, given that the random walk is on the diagonal yi + y, = j, it 
is uniformly distributed on that diagonal. This is called in [13] the basic assumption. All 
quantities related to this new process will be indexed by the diagonal value and indicated by an 
asterisk. 
The joint stationary distribution is given by 
Sc*~,*;,:=Pr,y~=~~,y~=**I=(I-$j(~)~’i*i; 
constant on the line k, + k, = k. 
So we are led to a one-dimensional inhomogeneous random walk. Of course we introduce 
some error by using the basic assumption, but it will be shown that this error is small enough 
not to affect the asymptotic hitting time distribution. This point is discussed again after Lemma 
2.1. 
Let p’ := 2p, q’ := 2q, (p’ + q’ = 11, 6 := 1 -p’/q’. Let us first recall two results from [13], in 
the following lemma. 
Lemma 2.1. Let $z, be the probability that starting at j, we reach 0 before m. Then, in the 
contracting case, 
q(j - 1) 
6, = l- F(m _ 1) ’ (1) 
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with 
j (4/PY 
P(j-l)= c 
(q/p)’ 
i=l i jzm j(q/p - 1) * 
Let HjT,(s) be the hitting time probability generating function (pgf) to 0 before m, starting at j. 
Let the double gf G*(u, s) := C~ujH~((s). (We drop m to ease notations.) Then, 
G*(u, s) = 1- h’ ( “r )‘( l- ;)B +D(u)(u -&)A(U -QB, 
with A, := l/h,, & := l/h,, where A,, A, are the roots of sp’h* -A + sq’ = 0, 
i*- 1 
A := ~ 
A, -h*’ 
B := (1 - &)(& -h,), 
D(u) := z{[ (U - &)‘+‘(u - ,2)B+1] -’ dv, 
C(s) := 1 -p’sH:‘(s) -sq’. 
The absorption condition leads to H,*(s) = 0. 
(4) 
Proof. See [13, Theorems 10 and 111. •I 
In [13, Theorem 141, it was hastily assumed that the hitting probability error due to the basic 
assumption was 0 for j = 1, i.e., f$y,, g ave the correct hitting probability to 0 before m. 
Actually, a more detailed analysis is necessary. This is precisely given in the following lemma. 
Let [j, i] characterize the plane state (x1, x2) such that j is given by the diagonal value 
j:=x, +x2 and i, i= l,..., j + 1, denotes the position of the state along that diagonal (starting 
from above), i.e., i :=x1 + 1. Let Hrj,il,m(s> be the exact hitting time pgf. 
Lemma 2.2. Let [&s> := Hrj,il(s) -H:(s). Then I [,r,.{l) I < K/[m?P(m - 111 for some con- 
stant K. 
Proof. See Appendix A.l. 0 
Now, when you leave the origin, you can only go to the diagonal 1, so that the return time to 
the origin is actually given by the hitting time from 1 to 0. Under the basic assumption, all 
information we need is thus contained in H,*, which we must deduce from Lemma 2.1. Two 
ways are available. The first approach (called A.1, in the sequel) is the generalization of the 
technique we used in [13]. We decompose (3) into two parts by selecting the dominant terms in 
(urn))) ((u”)F is the coefficient of u” in the Taylor expansion of F at the origin). This 
approach is more direct (with less computations) but, as we will see, care must be exercised in 
tracking exact necessary terms in our expansions. Another approach (A.111 expands (3) in the 
neighbourhood of s = 1, by setting 
s = 1+ (q’ -p’)?J, (5) 
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and collects all qi coefficients. Each of these coefficients, gi(u) for instance, must satisfy 
( um)gi = 0. Now the general expression for H:(s) can be written as 
H~(~)=(P~+P,*)[l+k~q+k$~~+O(q~)], (6) 
where we have decomposed 
correction P: depending on 
u *2 are given, from (5), by 
In the contracting case, PT 
theorem. 
Theorem 2.3. As m + 03, the contracting case leads to 
the hitting probability +T,, into its dominant terms PF and a 
m. Conditional (on return to the origin) mean p* and variance 
2k; 
(9’ -P’) 
2 +cL -rcL2. (7) 
= 1; the other quantities of interest are given in the following 
P;N -m(f-l)($ kT=kT,,+k;,,, kT,,=s, 
kT,2 N -2d(;-l)(~)m, 
17pr2 + 5p’ + I] - q’3 In 1 - $ , 
i 1 
p* - 
2 - 3p’ 
G -4 12pt3 -
(4’ - Py2 ’ 
*2 P’( 12P’2 - 23~’ + 11) - 2/p’ ln(1 -p/q)qr3 
u N 
(4’ -P’)4 
Proof. (i) Our first approach A.1 proceeds as follows. We firstly obtain as 7 + to, 
& -$(1+v), A,-l-q, /I-f, B--l-$ 
/I, < A, for small 77 (more terms are sometimes necessary in the detailed computations but, to 
start the analysis, we must only discover the dominant singularities of our expressions). Let the 
first part of (3) be 
a(s, u) := 1 - h’ ( ul)A(l - &$ (8) 
Expanding, we see that 
1 
4s7 4 = 1 _ u - + 4477 + ‘y2(U)T2 + O( q3)7 (9) 
where a,(u) is composed of ln(p/q - u>/(l - u), ln(1 - u>/(l - U) and l/(1 - uj2 functions. It 
is easily seen that 
(urn> 
141 - (4/+) 
l-u 
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is exactly given by -(q/pMrn - 1). We of course recover (21, as the dominant singularity is at 
u =p/q. The two other functions of (Y,(U) give asymptotically negligible contributions. A 
careful examination of Q~(u) shows that the main contribution is given by a l/(1 - (q/p)u) 
function which leads to a (q/pjm term. Putting everything together, we finally derive 
Let us now analyse the second term of (3). Assume firstly that 2h, < i2, which, for small J, 
amounts to 2p/q < 1. It is easily seen that the dominant singularity of D(U) is at u = A,. 
Expanding 
p(s, .):=I,“[(u-il)A+1(~-i2)B+1]-1 du, 
we obtain 
P(s, u> = > 
(10) 
(11) 
where p(w, S) := (w - A,)/(& - A,). Denote by /3Jw> the bracket expression. 
l Let us firstly consider PI(u). Following (31, we must investigate (u - A,jA(~ - h,jBp,(~), 
which readily gives 
q1- u/q [-l/A + O(q)] 
(& - &)” (h,-h,) * 
Computing (urn> and expanding, this leads to S/r + ma + C1q + C2q2 + 0(q3), m + ~0, where 
C, and C, are functions of m. Their explicit form is not necessary here. 
0 Let us_ now _ analyse (11) for w = 0. 
(Y(s, u)( -A,lA( -A21B&(0). This easily gives 
Note that (u - h,lA(~ - h2jBP1(0) = 
The second term in the brackets is O(v). 
It is now time to discuss C(S) as given by (4) and (6). It appears that C(S) = -p’P,* + C3~ + 
C,q2 + 0(v3) where C, depends only on { PT, kT} and C, depends on {kz, Pt, kT). Putting 
everything together, we derive 
b”>G*(u, s)--_ + mS + Cl7 + c2?-j2 + 0(q3) 
1 
m 
) 1 + O(r’> +[l-.%_(;)m+;(; 
x 1 + C(s) 
[ 
(-iz), 
w’ (i, _ q+1 i 
- f + Oh) 
i (12) 
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Each coefficient of #, i = - 1,. . . ,2, in (12) must be set to 0. 
l For i = - 1, we just get an identity (on P,*). 
. For i = 1, it is clear that the dominant term is given by an O(q/pJm term. So the dominant 
term k:,, of kT is just derived by setting (q’)r(s> = 0, where y(s) is the expression between 
the last brackets of (12). 
l For i = 0, we can now insert kT,, and we derive P;* (which of course confirms (1)). 
l For i = 2, the dominant term is again an O(~/P)~ term. Setting (ql)r(s) = 0 (and neglecting 
Pf and /CT,,) leads to kz. 
l For i = 1 again, we now insert k;,,, kz and PT. Letting m + w, we obtain k&. 
If 211, > /I,, a similar analysis leads to the same results. 
(ii) We have checked our results with approach A.11. We have observed that A.11 needs less 
insight but more computations. 
p* and a*2 are now given by (7). 0 
Again we must appraise the error in k, and k, due to our basic assumption. The following 
lemma is proved in Appendix A.2. 
Lemma 2.4. 
Ik,-k; I <K,, 
for some constants K,, K,. 
Actually we conjecture that better bounds could be derived. 
2.2. Subcase p1 f p2 
This still more difficult problem is under investigation. 
3. The two-stacks expanding case 
In this case, the drift is oriented as indicated on Fig. 2. Let p1 =p2 =p, q1 = q2 = q, q <p. 
Set s = 1 + (p’ - 4’)~. We still use G*(u, s) from Lemma 2.1 to derive H:(s). Even without 
absorption at m, the random walk is transient, but conditional (on return to the origin) mean 
p* and variance CT*~ can still be defined. We could not obtain the equivalent of Lemmas 2.2 
and 2.4 with Appendix A techniques. However, we conjecture that p* and u* provide 
first-order correct values. Lemma 2.1 still holds but of course (2) has no more the same 
asymptotic expression. We now obtain the following lemma. 
Lemma 3.1. In the expanding case, 
lJ+) = $lp, (13) 
250 G. Louchard et al. /Journal of Computational and Applied Mathematics 53 (1994) 243-274 
where lp := ln[(l - q/p)-‘] > 0, 
WPY 
Y’(‘-l)-ly(+i(l_q,p)~ j+w, 
4T,m _I-4_ 
42(4/P)m 
P 1P p2 lp%z(l - q/p) ’ m + 03* 
(14) 
(15) 
Proof. We have already noticed that ln(1 - (q/p)u)/(l - U) is the gf of -(q/p)?P(j - 1). Its 
dominant singularity is now at u = 1, which immediately leads to (13). 
The gf of (q/p)[ly(i - 1) - P(w)] is of course given by 
v(u) := 
-141 - (q/i+) + ln(l - 4/p) 
l-u 
7 
the dominant singularity of which is easily checked to be at u =p/q. Now ( u’)v(u) N 
(q/PY/Ml -P/4)1, i + ~0, which gives (14). Eq. (15) is derived from (1). q 
We will now derive HT as given by (6). This leads to the following theorem. 
Theorem 3.2. As m + w, in the expanding case, we have 
4 p:‘=1-- P; - 
-q2(q/Py 
P 1P ’ P2 lp2m(l -4/P) ’ 
kT = k:,, + k&, 
k:,, = - +[ - 4 + 7 ln(p’)2p’2 - 2G( p)pJ2 - 4 ln( p’)pr2 + 4G( p)p’ - 6 ln( p’)‘p’ 
+ 6 ln( p’)p’ + 16 ln( p’) ln( p’ - q’)p’ - 2 ln( p’) + 8p’ - 4~‘~ - 2G( p) 
+ ln( p’)’ - 4 ln( p’) ln(q’)p’ + 2 ln( p’) ln( q’)p’2 - 2 ln( p’ - 4’) ln(q’)p’2 
+ 4 ln( p’ - q’) ln( q’)p’ - 16 ln( p’) ln( p’ - q’)pr2 + 2 ln( p’ - q’) 
+ 3 ln( p’ - q’)2 + 9 ln( p’ - qr)2p12 - 6 ln( p’ - q’)p’ - 4 ln( p’) ln( p’ - q’) 
- 10 ln( p’ - q’)2pr + 4 ln( p’ - q’)pr2 
+ 2 ln( p’) ln( q’) - 2 ln( p’ - 4’) ln(q’)] 
x{(-ln(p’-q’) +ln(p’))(-ln(p’-q’)p’+ln(p’)p’- 1 +p’)(p’-q’)}-l, 
k;,,- -qr2( ;)“‘( ’ (p - q ) ln( p’ - q’)2p’ - 2 ln( p’) ln( p’ - q’)p’ + ln( p’)p’ ’ [ 
-ln(p’-q’)p’+ln(p’)2p’+1n(p’-q’)-ln(p’)])~1, 
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where 
G(P) := I, 
l/(P/F 1) w> 
-dz. 
1+z 
We also have 
kT 
/J*= (p’_q!)’ 
Proof. (i) The first approach A.1 goes as follows. We derive, for 77 + 0, 
II, - l+rl, A2 -$(l+, A--l+;, B--3. 
Expanding (S), we obtain 
251 
(16) 
(17) 
the dominant singularity of (Y,(U) is now given by a l/(1 - u>~ function and we derive 
(u”‘)a,(u) - -rn, m + 03. Assume that 2 <p/q (the other case is treated similarly, we omit 
the details). Eq. (11) becomes (there is no more singularity at 77 = 0) 
w=” 
P(s, 4 = 
(w - qA 
[ ( jPW (1 - 4” du *p(w S)A (& q+l 0 UAfl ’ 11 ’ w=o 
and p(w, S) := (w - h,)/(i, - A,). Denote by PI(w) the bracket expression. 
l Let w = u and develop the parenthesized expression into qi terms. 
l For i = 0, we note that A, is not a singularity here: ln(1 - E)/E converges to - 1 as E + 0. 
The singularity at II, leads to a - ln(1 - u/i,) dominant function for J’Op’“‘“‘. 
l For i = 1, the singularity at _A, leads for /$U,S)*p(~, s)~ to a [l + 0(q2)1 function. 
Finally ( um)(u - A,)A(~ - A2)B&(~) leads to 
l (ujm+q.o[ y)m]+o(_ol), rn-,rn. 
(1 -P/@ P 
. For w = 0, (Y(s, u)( -hl)A( -h2)EPl(0) leads to 
(’ + ‘)” du . 
UA+l (18) 
We check that Al/(/I2 - A,) - l/(p/q - 1). Expansion of the integral in (18) is easily done: the 
function G(p) defined by (16) appears naturally. The integral becomes C, + C,q + 0(q2). C(s) 
becomes here 
C(S) =p’(l - Pf -PT) + CT7 + O(7j2), 
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where C, depends on Pz and kT. Putting everything together, we derive 
(u”)G*(u, s) - C(S).[(I_pR)m(~)~+~~o[~q~~~]+o~~~,] rn+m -sq 
I 
C(s) -/j-B 
+[l-mY)+O($)] l-- sq’ V*(C, + C,?7 + %7”>) 
Each coefficient of 17’ in (19) must be set to 0. 
I* (19) 
l For i = 0, PT is just derived by setting (q’)r(s) = 0 where y(s) is the last expression 
between the last brackets of (19). Inserting PT into (19), Pt is immediately computed. 
l For i = 1, neglect Pt; k;,, can now be derived. 
(ii) Again, we have checked our results with approach A.11. 0 
4. The two-stacks trend-free case 
The trend p is equal to 0 if p1 =pz = q1 = q1 = f (i.e., the operations I,, D,, I,, D, are 
equiprobable) or if p1 = ql, p2 = q2. We shall see below that two different kinds of approach 
are necessary here. In all cases, PT = 1. Again we conjecture that our starred results provide 
first-order correct values. 
4.1. Casep,=p,=q,=q,=$ 
We assume that all operations are equiprobable. Therefore: p1 =pz = q1 = q2 = f. Let 
p’ = q’ = i. Again Lemma 2.1 holds, with the following asymptotic expression for !IJ(j - 1) := 
Ci(l/i>: 
!P(j - 1) = Hi - in(j), j + to. 
Without absorption, the random walk is null recurrent, but with absorption, conditional mean 
and variance can still be correctly defined. Set s = 1 - 5 and 8 =: \/25. All quantities of interest 
can be expanded into 8. For instance, as 8 -+ 0, 
No-absorption subcase 
Let us firstly consider the case without absorption. Eq. (6) becomes HF = 1 -f(t). Eq. (4) 
becomes C(s) = [l - i(l - 5)[1 -f(l)] - i(l - [)I = 5 + i(l - [)f(t) and we must analyse f(t) 
as 5 -+ 0. This is given in the following theorem. 
Theorem 4.1. Without absorption, we have, in the trend-free case, 
2 
f(6) - - 
In(S) ’ 
.$+O. 
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Proof. We have 211, > II,. So we must slightly modify our approach A.I. Moreover, we are now 
inter_ested in H;(s) for ftied s (with small 0) and large m. Eq. (8) leads to a singularity at 
u = A,. Set E =: A, - u. Expanding into E, this leads to 
By Darboux’s theorem we obtain 
(urn)+, u> - h_d& , m large. 
1 
Now let us turn to PCs, U) as given by (10). We decompose the integral into 
and p,( S, u) := /r _ . 
2h, -A, 
(20) 
Proceeding as in (111, we write, with A := 2x, - II,, 
P2h 4 = 
(w - qA 
i ( IPb.s) G-y~” dv *p(w s)” w=” (/il - qE+l ” 7 11 * bV=A (21) 
Denote by &,(w) the bracket expression, 
. Letting w = u and multiplying by (u - h,jA(u - h,jB, this leads, with the property A + B = 1, 
to a simpler expression: 
+) := _+, u)qg (A1-U)/(h2-A,) 
J- 
- - (l+li)ndv 
0 
UA+1 a 
Let again E := i, - u. We expand around E = 0. This gives 
Y(S) - - $ + f ; + O(E2). 
The singularity at /I, has been removed. The singularity at u = h, leads to 
y(s) _ - (1 - ~/h,)-“~ ,I du 
(2e)“’ o AJ1-u’ U--,h** 
Computing (urn> leads_ to - -r/<m@), m + ~0. 
l If w = A, cr(s, u>( -h,jA( -h,)‘&,(A) leads to 
a(s, u)( -iljA( -h2)‘f ‘1;;,‘” du. 
0 
Let us now analyse p,(s, u) as given by (20). This leads to 
a(s, u)(-hljA( -i2)“/I,“[(v - il)A+1(v - ,i2jEt1] -’ du, 
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but A - 1 - 38, so we set u = 1 -x and focus on the singularity at 8 = 0. After a little algebra, 
this leads to the asymptotic form -(Y(s, U) In(B), 6’ + 0. This finally leads, for (u”)G*(u, s), 
m + co, to 
2C(s) J;; 
~ -d%TiiTiy --s [ 1 
1 + F(il)“( -A,)Bll “:,T!’ du + y l,(S) . 
0 1 
The singularity at 0 = 0 can only be removed by 
f(S) - -2/m([), 5 + 0. But, by [4, Corollary 51, this 
recurrent with the well-known fact that 
C8 
Pr[Hitting time > t ] N - 
In(t)’ t+w’ 
setting 2($f(()) - - l/ln(f3> - 2/ln({) or 
only confirms that the random walk is null 
In our case, we obtain C, = 2. 0 
Absorbing subcase 
We now take the absorbing case into account. Eq. (4) becomes 
C(s)-[1-$[1+P,*](l-~)(1+k~~+k:~2+0(53))-~(l-~)], 5+0. 
We will prove the following result. 
Theorem 4.2. As m + co, with absorption at diagonal m, the trend-free case leads to 
(22) 
1 3m4 
p2*- -~ 
In(m) ’ 
kT-- m2 
2 In(m) ’ 
k; - 
16 In(m) ’ 
m* 3m4 
P* - 2ln(m)’ u 
** N 
8 In(m) * 
Proof. We shall use our approach A.11, with, as in Sections 2 and 3, m ftied (large) and 8 + 0. 
Firstly, CY as given by (8) leads to 
1 1 
(Y(S, U) - - + 8* 
l-u 2(1 - U)” 
+ O(0”). 
Now we analyse (see (10)) 
-P(s, 4 = Jy[ (/I, - ~?)~+l(,i* -u)‘+‘] -Idu. 
This has the expansion 
-P(s, u) N -ln(l -u) + 
U(2 -U) 
4(1 -u) 
*e* + O(@). 
We now analyse G*(u, s>, given by 
G*(u, s) =a(~, u) $( -QA( -i*)73(& u)]. 
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0: 
(RI 
i\\-\ 
(A) 
Fig. 3. Trend-free, different variance. 
We set (urn) of each coefficient of 8’ to 0. 
a For i = 0, ln(1 - u)/(l - ) u and l/(1 - U) function leads to PT. From now on, set Pt = 0. 
All odd-i terms lead to 0. 
l For i = 2, dominant functions are ln(1 - u)/(l - U) and l/(1 - u)~. This gives kT. 
l For i = 4, inserting k T, dominant functions are ln(1 - u)/(l - u), ln(1 - u)/(l - u)~, l/(1 - 
u)~. This finally leads to kg. 
p* and (Tag are deduced from (22), with s = 1 - 5. 0 
4.2. Case p1 = ql, pz = q2 
With ay’, :=p, + q1 - (pl - q112 and oy’, := p2 + q2 - (p2 - q2)2, it can be shown (see [13, 
Section 2.21) that 
~([m2t/uzl) ~ qt)
, 
m 
where l+‘(t) is a two-dimensional rej7ected and absorbed Brownian motion (bm) with the 
boundary conditions of Fig. 3, where (R) := normal reflection, (A) := absorption, (Y = o-,,/uY, # 
1. 
This problem can be attacked with techniques developed in Section 7. 
5. Two stacks: last leaving times from the origin 
We already have written in [13, B.91 the pgf J,(s) of the last leaving time T, from 0: 
P'4 - 4,,,)/(1 - 4’4 
= (1 - #Q,ms)P's/(l - q’s)) ’ 
where H,(s) is the conditional (on return to 0) pgf of the hitting time to 0. 
(23) 
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(i> In the contracting case, it was shown in [13] that l ,Tm is asymptotically distributed as an 
exponential random variable with 
P ml 
El := mq’63 - . 
i i 4 
(24) 
Actually T, has the same asymptotic distribution as the hitting time to diagonal m. 
(ii) In the expanding case, we cannot obtain the return times distribution function: indeed 
we only define the first moments of H,. Eq. (23) leads to (s = 1 + (p’ - q’)q) 
p’sA/( 1 - q’s) 
Jm(s)N (l-[l-A][l+q(l-q/p+k,)+O(~*)])’ m-+w7 
with A := 1 - P, (PI is the dominant term of $&. Expanding near 7 = 0, this leads to 
J,(S) - 1 + KTI + o(V*), 
with 
The mean E(T,) - K/(p’ - q’), m -+ to. 
(iii) The trend-free case, with absorption and under our basic assumption, can be analysed 
from Theorem 4.2. We derive (S = 1 - 5) 
J,*(s) - 
+s/[(l- is) m(m)] 
(I- (1- l/ln(m))[l -m*5/(* ln(m>) + 0(5*m4/ln(m))l) * 
Again, we cannot derive an asymptotic distribution function, but, expanding near 5 = 0, this 
finally leads to E*(T,J - im*. 
We summarize our results in the following theorem. 
Theorem 5.1. With absorption at diagonal m, the last leaving time T, from the origin is such, as 
m + 03, that 
l in the contracting case: E,T, has an exponential distribution function; 
l in the expanding case: E(T,) N K/(P’ - 9’); 
l in the trend-free case: E*(T,) - tm’. 
e1 and K are given in (24) and (25). 
6. Two stacks: returns to the origin 
The number of returns N, to the origin before absorption obviously has a geometric 
distribution with pgf 
F,(z) := E(+ = llIz;‘m . 
l,m 
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(i) The contracting case, from Lemmas 2.1 and 2.2, leads to 
+?/P - wm” 
Fm(z) - 1 -Z[l -m(s/r, - l)(p/C$] ’ m + m* 
Set z = 1 + E. This readily leads, with 
E2:=m(; -l)($)“‘, 
251 
(26) 
to 
F,(Z) N _I% = 
-E2 
E -E2 2 - (1 + l 2) ’ 
which shows that c2N,,, is asymptotically distributed as an exponential random variable. 
(ii) The expanding case, from Lemma 3.1, leads to a classical geometric distribution, with 
parameter P,. 
(iii) From Theorem 4.2 and under our basic assumption, the trend-free case easily leads, 
asymptotically, for EDNA to an exponential random variable with 
1 
E3= In(m)’ (27) 
We summarize our results in the following theorem. 
Theorem 6.1. With absorption at diagonal m, the number N,,, of returns to the origin has the 
following asymptotic distribution function : 
l in the contracting case: l 2 N,,, has an exponential distribution function; 
a in the expanding case: N,,, is geometric with parameter P,; 
l in the trend-free case: e3 N,* has an exponential distribution function. 
l 2 and e3 are given in (26) and (27). 
7. More about the hanker’s algorithm (trend-free case) 
The analysis of this deadlock avoidance policy has been partially done in [13]. It appears that 
the trend-free case cannot be tackled with the help of the techniques developed there and that 
novel ideas are necessary. The problem can be formulated in terms of PDEs, since the density 
f(x, y, t) = P,[W(t) E dy, t G T] satisfies (28), boundary conditions (291, (30) and the initial 
condition (31): 
af 
- = +AF, in 0, 
at 
f = 0, Vt, along r,, 
af 
- = 0, 
av 
Vt, along r, = a,n\ra:,, 
f(x, Y, 0) = qx -x0, Y -Yo), (31) 
where A is the two-dimensional (x, y) Laplacian operator, R is a two-dimensional polygonal 
domain depending on the problem under study, ra is the absorbing part of the boundary of 0, 
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r, is the reflecting part of the boundary of 0, aR = r, U r, is the boundary of 0, a/av 
represents the outward normal derivative to &f2, S is the two-dimensional Dirac distribution. 
7.1. Method of solution 
To solve problem (28)~(31), we separate t from the space variables by 
f(x, Y, t) = t &epAnr/*U,(X, Y), 
n=l 
setting 
(32) 
where D,, are real coefficients to be chosen in order to satisfy the initial condition (31). 
The eigenvalues h, and the eigenfunctions u, are solutions of a classical mixed homoge- 
neous boundary value problem for the two-dimensional Helmholtz equation: 
Au,, + A,u, = 0, in 0, (33) 
u, = 0, along Y,, (34) 
au 
-? = 0, along r,. 
av 
(35) 
To find u, and A,, satisfying equations (33)-(3.9, we shall make use of the large singular 
finite-element method. This method has been specially developed to tackle elliptic boundary 
value problems in polygonal domains [18]. 
The particular case of the Helmholtz equation has been studied, both from analytical and 
numerical points of view, in [2]. 
As shown in [2], the eigenfunctions u, may be written as 
m 
(36) 
where (see [2] for further details) ni_is the closure of the ith subdomain fii, i = 1, 2,. . . , N, that 
constitute the subdivisions of 0, R = fin, U a2 U * * . U aB. Every fini contains at most one 
vertex of U2 and fii n Rj = fl for i #j. Moreover, afini n aR, = rij for i #j, with rjj = 4 if it is 
formed of a finite number of points. 
ri, f3i are polar coordinates centered in a point Pi lying on a0 n aOi. In general, Pi is located 
at a vertex of an. 
Cinp, i = 1, 2,. . . , N, p = 1, 2,. . . , are real coefficients to be properly chosen. More precisely, 
the Cinp should be taken in order to ensure the continuity of u, and of its normal derivative 
along rjj, i Zj, i, j = 1, 2,. . . , N. 
pip are real numbers whose values depend on the particular boundary conditions. 
J@,$*) is the Bessel function of the first kind and of order El.jp. 
g( .) is a sine or cosine function, depending on the boundary conditions. 
Finally, taking into account that (for h, # h,) 
(U”, UJ = lI 4~ Y)u,(x, Y) da= 
if m #n, 
R if m=n, 
and 
(37) 
// ( 6 x -x0, y -Y&,@, Y) dfl =un(xo, YO>, R (38) 
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we obtain 
Remark. The separation of R into subdomains fli can be done in several ways. However, it is 
important to take into account the convergence properties of series (36). 
For some eigenvalue A,, with the proper coefficients Cinp, series (36) converges in a disk 
centered in Pi with radius Ri > 0, where Ri is the distance from Pi to the “nearest singularity 
of zln”. We shall not discuss here explicitly the notion of “nearest singularity of un”. 
Let us only mention that if we define 
kj = ‘I”;‘n distance( Pi, P,), i, j = 1, 2,. . . , N, 
then ki G Ri. 
For practical applications we can thus use ii instead of Ri. 
As a consequence, 0 should be divided with every fli entirely lying in a disk centered in Pi 
with a radius pi G R;. (0; contains at most one vertex of 0.) 
7.2. The two-dimensional banker’s algorithm 
7.2.1. The deadlock detection problem 
Domain 0 (Fig. 4) is the symmetrically truncated square OABDE. Sides OA and OE have 
unit length, AB and ED are of length o and the length of BD is (1 - w>fi. 
DEOAB is the reflecting part of the boundary (af/av = 0 is symbolized by an arrow on Fig. 
4) and BD the absorption one (f = 0). 
The decomposition of R into five subdomains is sketched on Fig. 5. 
As easily verified, the eigenfunctions (36) are given by 
I 
u,= ( 
\ 
Ii ‘inpJ2p-2( $Ciri) 2)ei) cos{(2P - (ri, 0,) Efii, i = 1, 2, 5, 
p=l 
c C3npJ~4p-2),3($G3) sin{@P - 2)&J> (3, 0,) E 6 
p=l 
5 C4npJ@JJ-2)/3(&G4) COSIS(4P WJ? - 0.4, 4) Efin4. 
p=l 
If we take as initial condition (31) a Dirac 6 at the origin 0 (x0 = y, = O), we have 
D,, = 
%(O, 0) Clnl =p 
II a, II 2 II u, II 2 
and 
f(x, y, t) = 5 +uJx, y)e-“n’i2. 
n=l IIu,II 
(40) 
(41) 
(42) 
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Y 
WI) 
D(w 71) 
1- R B(1.w) 
I + -I 
u 
A(1.0) ‘- 
Fig. 4. The banker’s algorithm deadlock detection. Domain 0 and boundary conditions. 
7.2.2. The deadlock prevention problem 
Domain R is L-shaped (Fig. 6) and its decomposition into eight subdomains (Fig. 7) yields 
the following eigenfunctions: 
/ 
i Ci,pJz,-z(dh,ri) cos{(2p - 2)0,}, (Ti, ei) E pi, i = 1, 3, 7, 
p=l 
C cinpJp-l(/Kri) cos{(P- ljei}> (ri, ei) Efini, i = 2, 8, 
p=l 
u n = ( ii C4npJ2p-1(/G4) sin{(2p - l)RJ, (ray 4) EG, 
p=l 
m 
c G&p/3( Ilh,?) sin{ fP4)Y 
p=l 
I 2 ChnpJ2p-1(/G-6) cos@P - +?A G-6 , e,) of&. p=l 
E 
ps 
______L 
5 
\ 
r;3’\ Q3 
B 
01 
‘+--r : 23 
521 i-2 I 2 
0 -A 
PI p2 
(43) 
Fig. 5. The banker’s algorithm deadlock detection. Decomposition of domain a into five subdomains. 
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E(0.1) 
O I- t 
D(w .I) 
l,w) c(W,W) B( 
0 
7 
0’ 
= x 
AW’) 
Fig. 6. The banker’s algorithm deadlock prevention. Domain 0 and boundary conditions, 
With the same initial condition as in the deadlock case, we find again 
f(x, y, t) = fj +un(x, y)e-‘J/‘. 
n=l IIu,II (44) 
7.3. Numerical results 
Unfortunately, in general, the coefficients Cinp and the eigenvalues A, (Eqs. (361, (40) and 
(43)) cannot be computed exactly by an explicit formula. 
These numbers are to be found by solving a generalized eigenvalue problem for an infinite 
linear algebraic system (see [2]), which is impossible in the present case. 
In order to obtain an approximate solution, we have to truncate the sums in equations (32) 
and (361, and hence in all the resulting equations. 
The exact solutions are then replaced by the approximations 
Fig. 7. The banker’s algorithm deadlock prevention. Decomposition of domain fi into eight subdomains. 
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where 
if we keep the first N terms-of series_(39) and the first Pi, i = 1, 2,. . . , N, terms in series (36). 
The approximate values Cinp and A,, of Cinp and A, are found as explained in [2]. 
Numerical investigations how that it is possible, though not very easy, to obtain accurate 
approximations to the eigenvalues A,, and eigenfunctions u,. 
The main difficulty is due to the presence of the Bessel functions that lead to very 
ill-conditioned matrices if not suitably scaled as noticed in [6]. 
Another numerical problem arises from the severe initial condition. In order to have a sharp 
approximation of the initial condition in the form of the generalized Fourier development 
(47) 
n=l 
would be necessary to have a very high value of N. 
This is practically impossible due to the enormous amount of calculations it would require. 
However, as the values of A,, (and A,) increase rather quickly with it, even for small values of 
f< x, y , t > may be considered as a fairly good approximation to f< X, y , t ) due to the rapid 
decay of e-Anr/2. 
As a criterion to test the validity of approximation (45), we shall evaluate 
I’= - jkmdtj-- ;ds, 
a 
(48) 
and compare this quantity to the exact value (see [13]) 
af 
I = - jl;ldt/r $ds = 1. 
a 
(49) 
Numerical calculations are still under study for the detection problem and only two 
particular cases have been studied for the deadlock situation. They correspond to w = 0 and 
w = 0.6. 
With o = 0, the deadlock detection problem for the banker’s algorithm degenerates into that 
of the evolution of two stacks in bounded space whose solution is well known (see [13]). 
Table 1 
Evolution of two stacks in bounded space; exact and approximate eigenvalues 
n 4 L 
1 9.869 604404 9.849 604 404 
2 49.34802204 49.348 022 04 
3 88.826439 68 88.82643968 
4 128.304 857 3 128.304 8573 
5 167.783 274 9 167.783 274 9 
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Table 2 
The banker’s algorithm, deadlock detection, w = 0.6; approximate eigenvalues 
n 1 2 3 4 
fL 2.282 705 10.823 907 16.395 405 36.925 63 
The first ten eigenvalues obtained numerically are extremely close to the exact values given 
by i(2n - l)* + (2m - l)*],rr* with n, m = 1, 2,. . . and yt #m (see Table 1). 
Taking into account the five eigenvalues listed in Table 1 and, for each eigenvalue, six 
coefficients Cinp per subdomain fli, we find I = 1.05. 
Y 
Y x 
x 
x Y 
x Y 
4 
3, 
Fig. 8. The banker’s algorithm deadlock detection, w = 0.6. Approximate eigenfunctions. 
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2- N=2,3 
1 
t 
S 
0 ’ j j ’ ’ 
0 .l .2 .3 .4 .5 .6 .7 .8 .9 1.0 
Fig. 9. The banker’s algorithm deadlock detection. Normal derivative along the absorbing boundary at time t = 0.5. 
In the case o = 0.6, the exact solution is not known. The first four approximation eigenfunc- 
tions that correspond to the eigenvalues listed in Table 2 are sketched on Fig. 8. 
With a total number of 48 coefficients Cinp, taking into account the relevant eigenfunctions 
_ _ 
Ul, u3, ii4 (fi2 is skew symmetric, whereas the initial and boundary conditions are symmetric), 
we find r’= 0.96. 
Finally, if we plot, for some value of t and several values of N, af’iav versus s, along BC 
(S = 0 and s = 1 correspond respectively to points B and C, Fig. 51, we obtain the results 
presented at Fig. 9. 
7.4. Open problems 
Two of these problems are the k-dimensional trend-free banker’s algorithm (k > 2) and the 
trend-free different-variance two-stacks problem (see Fig. 3). 
In principle, the method is still applicable, but the decomposition into subdomains becomes 
intricate. These problems are presently under study. 
8. Average excursion along one axis 
We consider here random walks in a two-dimensional lattice space, starting from the origin 
(X = 0, y = 01, without any barrier, and we are interested in the average distance along one axis 
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(for example, the x-axis) after II steps, that is the average value of I x I. Our random walk is 
defined by a finite set T of allowed transitions, together with their probabilities: 
(x, y) + (x + i, y + j), with probability pi,j. 
We associate to every such random walk a bivariate function, called its generator: 
D(X, y) = c pi,jx’yj. 
(i,j)ET 
For example, the generator of the “standard” random walk T = {(l, O), ( - 1, O), (0, l), (0, - l)} 
is D(x, y) = f<~ + l/x +y + l/y). 
The generator allows us to compute several interesting parameters about the random walk: 
the probability to go from (0, 0) to (u, U> in n steps is given by ( xUyU) D(x, y)“, the probability 
to return to the origin after n steps is therefore ( x”yo) D(x, y)“. 
In this section, we first show a method to split a generating function into a “positive” part 
and a “negative” part (Section 8.1); then we show that this method applies to compute the 
average excursion of a random walk along one axis (Section 8.2). 
8.1. Splitting a bivariate generating function 
In this section, we provide an analytic method for the decomposition of formal Laurent 
series. Previous results for this kind of decomposition (for example, [SD were based on 
Lagrange inversion, and the effective computations were practically restricted to quadratic 
equations. We show that the analytic method presented here enables us to deduce asymptotic 
results for higher degrees. 
We consider here a bivariate generating function A(z, U> = Ca,,kznuk, where n is a 
nonnegative integer (n E N) and k an integer, either positive or negative (k E Z). Our aim is to 
split A(z, 24) into two generating functions 
A+(z, U) = C an,kznuk and A-(z, U) = c an,kznuk, 
k>O k<O 
such that AZ, U> =A+(t, U) +A-(z, u). In the next subsection, we will apply this method to 
the pgf of a random walk, where n will denote the number of steps and k the excursion along 
one axis. 
When A(z, U) is rational, we present an algorithm to compute A+(z, U> and K(z, u), and 
we show that both these generating functions are algebraic. 
Theorem 8.1. Consider a bivariate generating function of the form 
1 
A(z, u) = 
1 - zP(u) - zQ(l/u) ’ 
where P, Q are polynoms with positive coefficients. Then A( z, u) splits into two generating 
functions A+(z, u) and A-(z, u), which are computable and algebraic in z. 
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Proof. Let d = deg(P) + deg(Q); the function A(z, U) considered as a function of u with z as 
parameter, has exactly d poles ul(z), . . . , u,(z) which are functions of z. For each of these 
functions ui(z), we have then 
When z tends to zero, l/z goes to infinity, whence either P(uJz)) or Q<l/~~<z>> goes to 
infinity, i.e., ui(z) goes to infinity or to zero. Therefore, when .z tends to zero, the poles of 
A(z, U) split into two groups: those that go to infinity, whose behaviour depends from the 
leading coefficient px” of P: 
Ui(Z) + aJ * PUJzy N ;, 
and those that go to zero, whose behaviour depends from the leading coefficient qx’ of Q: 
4 1 
Ui(,+O * - N- 
f,+(Z) z * 
(51) 
From (501, we deduce that there are m functions in the first group, say ul,. . . , u,, that behave 
asymptotically like the mth roots of unity multiplied by the factor (pz)-‘I*; hence the other 
Z=d -m function u,+r,‘..,ud are in the second group, and behave from (51) like the Ith 
roots of unity multiplied by the factor (qz)“’ (see Fig. 10). 
Thanks to the fact that the ui behave in both groups like roots of the unity multiplied by a 
given factor, they are all different for z sufficiently small, and then the partial fraction 
expansion of A(z, U) with respect to u looks like 
A(Z, u) = 
49 
+ 
u-z+) ** 
*+ 
4?2(‘4 
u - %n(z) 
+ 
urn+ l(Z) Vdc4 
u -u,+l(z) + *+* + u -uJz) * (52) 
For z sufficiently small, the region {maxi>, I ui(z> 1 < 1 u I < rniniGm I ui(z> 1) is not empty (the 
dark region of Fig. lo), and there the right-hand side of (52) expands as follows: 
-v1(4 l U U2 -%(Z) I?4 A(Z, U) = 1+ -+- + . . . . . . W) 49 I + + . . . u1w2 %(Z) i I+- 44 + I 
Fig. 10. The behaviour of the functions ui(z) (here m = 2 and I = 1). 
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+ ~m+lW 1 + urn+164 + Um+l(Z)’ + . . . 
Ll 
i 
u U2 I 
a4 
i 
l+ 
44 + +- . . . -+ . . . . 
U U i 
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(53) 
In the first m terms of the right-hand side of (53), the exponents of u are all positive or zero, 
whereas in the last 1 terms, the exponents of u are all negative. Thus, (52) gives us a closed 
form for A + and A-, and these closed forms are algebraic in t because the functions ui(z> 
and the residues vi(z) are themselves algebraic. 0 
This theorem leads to the following algorithm. 
Algorithm split. 
Input: a bivariate generating function A(z, U) = l/(1 -zP(u) -zQ(l/u)) where P, Q are 
polynomials with positive coefficients. 
Output: a closed form for A+(z, u> and A-(z, u). 
(1) Compute the poles ui(z) and the residues vi(z) of A(z, u>. 
(2) For each i, determine whether uJz) tends to zero or to infinity when z -+ 0. 
(3) 
A+(z, u) = c 
‘i(‘) 
K(Z, u)= c 
‘i(‘) 
ui(z)+m ’ - ‘i(‘) ’ ui(z)+O u - ui(z) . 
As already remarked in [9, p.3171, this kind of decomposition is very similar to the so-called 
“Wiener-Hopf decomposition” used in boundary value problems [7,16]. 
8.2. Average East-excursion of a random walk 
The results of the previous subsection are useful to analyse the excursion of random walks in 
one direction. Suppose for example that we are interested in the average East-excursion, that 
is, the expectation of the absolute value I x I,, of the x-coordinate after y1 steps. If D(x, y) is 
the generator of the random walk, we shall form the bivariate generating function 
1 
A(z, u) = 
1 -zD(u, 1) ’ 
whose coefficient of znuk (n E N, k E Z> is the probability that a walk of IZ steps goes to a 
point whose x-coordinate equals k. Thanks to Theorem 8.1, we now know how to split A(z, u> 
into A+ and A-, and therefore the expectation of 1 x I,, becomes easy to compute: 
E( I x In) = W>f(z), where f(z) = &(A+(z, u) -A-(z, u)) [ 1 . (54) u=l 
The formula for f(z) is explained as follows: the derivation transforms the terms znuk into 
kznuk-‘, the minus sign for A- transforms kznuk-’ into I k I znuk- ’ for negative k, and the 
substitution of u by 1 adds all terms with the same value of II. 
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Example hIhdified standard walk). We just modify the transition (1, 0) of the standard walk; 
that becomes (2, 0). The random walk is obviously transient. The generator becomes D(x, y) 
= +(x2 + l/x +y + l/y), and the generating function 
4 
A(& U) = 
4-z(u2+ l/u+2) * 
Here the poles of Act, U> are the roots of a polynomial of degree 3 in U, namely zu3 + (22 - 
4)~ +z. We could use Cardan’s formulae to get an explicit form for LQ(Z), u,(z), ~~(2); then 
deduce the residues and the generating function for the average excursion. Doing this with 
MAPLE, we would obtain an expression of about 50 lines, on which asymptotic analysis would be 
very hard. 
We present here an alternative method. As we know that the generating function f(z) given 
by (54) is algebraic in z, there exists a polynomal R(y, z) such that R(f(z), z) = 0. If we 
manage to compute such a polynomial, then it is possible [5,15] to deduce asymptotic results 
about the coefficients of f(z) directly from the equation R(f(z), z) = 0. 
To compute R(y, z), we first form the expression of f in terms of formal variables ui. If ur, 
u2, u3 are the poles of A(z, u), ul, u2 tending to infinity and u3 to zero when z + 0, the 
residues of A(z, U> are ui = -ui/(z(ui - uj)(ui -u,)), and then by Theorem 8.1 and (54): 
4%/z 4u,/z 
f= (U1-U2)(U1-U3)(l-U1)2 + (U2-U1)(U2-U3)(l-U2)’ 
4u3/z 
- (u3--J(u3-u2)(1 -u312' 
Eliminating ul, u2, u3 by taking successive resultants with the equations given by symmetric 
functions of ul, u2, u3, we obtain with the help of MAPLE the following equation: 
64 (59 z3 - 192 z* + 384 z - 256) (z - II6 f3 
- 16 z (59 z3 - 192 z* + 384 z - 256) (z - II4 f* 
+ 4 z (5 z4 + 576 z3 - 320 z* - 1280 z + 1024) (z - I)* f 
+ 9472 z3 - 11968 z4 - 3072 z* - 2053 z6 + 7616 2'. 
Now define the function g such that f = zg/(l -zj2; the function g(z) is solution of the 
equation P(z, g(z)) = 0 where 
P = 64(59z3 - 192~~ + 3842 - 256)zg” - 16z(59z3 - 192~~ + 3842 - 256)g2 
+ 4(5z4 + 576~~ - 320~~ - 1280~ + 1024)g + 9472~ - 11968 z2 - 3072 - 2053~~ 
+ 7616~~. 
In fact, the equation P(z, g(z)) = 0 defines three different functions g,, g,, g,, correspond- 
ing to the three possible partitions of the poles ul, u2, u3 in one group of two, and one other 
group of one. A detailed analysis about the analyticity about z = 0 reveals that the function we 
are looking for (say g,) is analytic in the disk ) z 1 <p, where p is the unique real root of the 
polynomial 59z3 - 192~~ + 384~ - 256, namely p = 1.028. This function g, satisfies g,(O) = i 
and g,(l) = i. The unique singularity of g, on the disk I z I < p is z = p, where g, goes to 
infinity. 
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The local expansion of g, around z = p deduced from P( z, g) = 0 is the following: 
269 
g(z) =A &-+ +0(l), 
with 
m/31 663 426 0573fi - 42 196 087 804 - 6 400 485 9283fi (108 + 723?4 + A= 59fi) 
290 816 664 
Returning to f, the unique singularities of f(z) in the disk ) z 1 G p are z = 1 and z = p, and 
the corresponding local expansions are 
1 z 
4 (1 -z)’ 
+ h(z), 
PA 1 
(1 -p)2 FX 
z+l, 
+k(z), =+p, 
where h, k are analytic in a disk I z 1 < p + E for some E > 0, whence by transfer theorems [4] 
According to (54), the average excursion of the modified standard walk is therefore 
E(,x,.)=$z+C~+O $ , 
6 i i 
with (Y = l/p = 0.97247 and C = ph/[&(l - p)*] = 15.095. 
9. Conclusion 
We have proved new results for: 
(i) the two-stacks problem: we have solved some open problems concerning the return time 
to the origin, the time to absorption, the last leaving time from the origin and the number of 
returns to the origin before absorption; 
(ii) the banker’s algorithm: the trend-free case has been tackled thanks to PDEs techniques 
applied to the corresponding heat equation; 
(iii) the average excursion along one axis for the classical random walks: a singularity 
analysis of generating functions leads to asymptotic results. 
Several other problems will be investigated in some work in progress. Let us mention the 
trend-free asymmetric two-stacks problem, the k-dimensional trend-free banker’s algorithm, 
the contracting banker’s algorithm deadlock prevention, the average excursion along one axis 
for the k-avoiding random walk. We should also analyse our expanding and trend-free 
conjectures. 
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Appendix 
A.1. Hitting probability error bound 
We will proceed by a bootstrapping technique: first crudely bound I 5 I, then bound I (rl,.1 I. 
All constants will be denoted by K. ,$Ij,i,(s) satisfies the equations 
S[j,lJ ="(4S[j,l] -P[S[j+l,ll + 5[j+1,21] + 45[j-l,l]} - (j - 1)Aj(s)7 j = l,. n-7 UZ - 13 
(a similar equation holds for (rj,j+ 11) 
t[j,il =S(q[~[j-l,il + [[j-Ii-II] +P[Jf[j+l,il + ~[j+l,i+lJ]) + 2Aj(s)~ 
j= 1,. ..,m-1, i#l, j+l, (A.11 
S[o,oJ = 5[??2,.1 = 0, 
where A,(s) := [sq/( j + l>][ Hi*_,(s) - Hi*(S)]. Eq. (A.l) gives 
[=sP-t+v, 64.2) 
where P- is the transition matrix of the transient Markov process with absorbing barriers at 0 
and m and 
‘[j,l](‘) = ‘[j,j+l] (s) := -(j - l)Aj(s), 
v~~,~~(s) := 2Aj(s), i = 2,. . ., j. 
Note that vrj,.+ := Civ&s) = 0. Set $tj,il := ,zJ1,Jl> and similarly for U, d. Set k := [I, v]. 
It is proved in [13, Appendix C] that 
(fw 
where pu,, is the probability of reaching state r from state u in the Markov process P-, before 
absorption at 0 or m and #,,, is the mean number of passages from u to r under the same 
conditions. Also #k,k G K,, Vk. 
Let T be small and 7’ := $-. In (A.3) we decompose C; into Z-= Cfz2 and 2+= CT+;‘. 
(i) Proceeding exactly as in [13, Appendix C], it is shown that 2- contributes for I Sk I to a 
bound K21(I(I, m>/Z’-r, for k = [I, v], v E (I”, I -I”>, and +(Z, m) := (m/l)(p/q)‘+‘. 
For v l .(l, I” - 1) U (1- I” + 1, 1+ 11, the contribution is bounded, with (A.3), by 
m-1 
G K&,(1, m). 
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(ii) 2’ is itself decomposed into 22’ := CjLyi,, 21’ := C~C;:17~+l. 
(iia) In C,+, and u E (Z”, I - I”), (A.3) leads for i E (v - I”, u + 2Z’), to a contribution 
In the same u range, for i E (1, u -_I” - 1) U (u + 2Z”, j + l), we have P[j,i],k < Kn(p/q)“’ and 
the corresponding contribution to I ,fk I leads to a bound K,m(p/q)"-'~,f(p/q)" /j, negligible 
with respect to (A.4). 
Now, if u E (2, I” - 1) U (I - I" + 1, I), we derive a contribution 
(again the weak convergence Gaussian approximation leads to the l/ F coefficient). 
Finally, if u = 1 or Z + 1, [13, Theorem 2.61 shows that $k,m - 1 - (p/q)“-’ (we deal here 
with a one-dimensional random walk). But by Lemma 2.1, c#$, - 1 - $(Z, ml. The contribution 
to I Sk I is thus bounded by 
(iib) In z[, by using the weak convergence approach of [13, Theorem 2.31, it is readily seen 
that pLj,il,k is significant only for i in a range of size O(p), centered on the line starting 
from k and parallel to the main diagonal x2 = xi. Outside this range, p is exponentially 
decreasing. Moreover, summing on i in the significant range amounts to consider all probabili- 
ties from [j, i] to k, which sums to 1; so this leads to a bound 
m-1 1 
z: 
j(j + 1) 
(A.9 
(iii) Let us take k = [l; 1. We first observe that in (A.31, by symmetry considerations on 
i-summation, we can replace pLj,il,k by K14pLj,il,0. Also +T, leads to a 0 contribution to tk. So 
(A.31 finally leads to 
I f[l..] 1G ~(,“‘-1)(m~f[~+(1-iil$(j,m)+m~~[K17+~]jT~(j~m) 
1 
G K19 mly(m - 1) ’ 
which proves Lemma 2.2. 
A.2. Moments error bound 
Eq. (A.21 gives 
i=P-&. 
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Let us write H:(s) as (s = 1 + q, we simplify the notation with respect to (5)) 
where D,?(s) := KTj?j + Kt,jq2 + 0(q3). In Theorem 2.3 notations, 47 = PT + P:, K& = k;, 
K& G kg. AlSO Hrj,i](S) = (~$7 + F,,i,)[l + D;(S) + Dr,il(s)I where DLj,i](S) ‘=Kl,[j,i]V + Kz,[j,ilT’ 
+ 0(q3>. We must obviously bound 1 K~,[~,.] 1 and 1 K~,[~,.] 1 by a careful perturbation analysis. 
Eq. (A.2) can be rewritten as (we drop subscripts when possible) 
@++*D+$(l+D*)=sP-[@+C#l*D+F(l+D*)] +u. 
After expansion, this gives, with s = 1 + 77 and (A.61, 
(Z-P-)(4*+f)D-BP-~D-qP-c$*D-yP-$+(Z-P-)fD*-qP-$D* 
d+dD*+: J 1 lf,,*_l[D,T1 -D;*] 1 +dD* + &$_,(D;*-, -D; 
x -(j-l) 
[ 1 2 ’ 
(A.7 
where [-(i-“1 means that the [j, 11 or [j, j + l] term must be multiplied by -(j - 1) and any 
[j, i] term, i=2 ,..., j, must be multiplied by 2. 
(i) The 17 term in (A.71 leads (with (A.611 to 
(Z-P-)(4* +~)K~=~-(Z-P-)~KT + &$~_~(K~,j-~-K;i)[ m(\ml)] 
+ a,KTj 
-(.i- 1) 
[ 1 2 * (A-8) 
We now proceed as in [13], with the bounds obtained in Subsection A.l. Omitting the lengthy_ 
bound analysis, it appears that the crucial term for I K~,[~,.~ I is given by the first [I - P-lpl[ 
term, which leads (see (A.3) and (A.5)) to a bound 
K20z (:) ‘[ ($)mhi( T - ')]P[j,i],[l;] GK21m2( $im* 
For further use, let us work on a bound for I(c#J* + 5)~~ I [I,“]. It is clear that the main term is 
related to 
in (A.8). 
Proceeding as in Subsection A.l, we check that we cannot get a better bound than K,,Z 
which is obvious from probabilistic reasons. 
273 G. Louchard et al. /Journal of Computational and Applied Mathematics 53 (1994) 243-274 
(ii) Similarly the q2 term in (A.7) leads to 
(r-P-)@‘* +$)‘Q 
=P-($I* + c)K, - (I- P-)iK; + P-SK; + iijKTj 
[ 1 - $- ‘) 
+ d,K;_j 
[ 1 -(j-l) + 2 &(!‘y-‘[“;j-l -KT,j] [ -‘j2- “I 
+ &$;-I[ K$,j_1 - Kz,j] [ -‘j2- “I. 
First replace P-(4* + 5)~~ by -(I -P-)(4* + C)K~ + ((b* -I- 5)~~ and similarly for P-~KT. The 
crucial term for I ~2,[~,.] ) is now given by (I - P->(c$* + $)K~, which leads to a bound 
K23 C ‘jP[j i] [1 .I = K24. , > 1 
i,i 
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