The representation of shape mediating visual object priming was investigated. In two blocks of trials, subjects named images of common objects presented for 185 ms that were bandpass filtered, either at high (10 cpd) or at low (2 cpd) center frequency with a 1.5 octave bandwidth, and positioned either 5°right or left of fixation. The second presentation of an image of a given object type could be filtered at the same or different band, be shown at the same or translated (and mirror reflected) position, and be the same exemplar as that in the first block or a same-name different-shaped exemplar (e.g. a different kind of chair). Second block reaction times (RTs) and error rates were markedly lower than they were on the first block, which, in the context of prior results, was indicative of strong priming. A change of exemplar in the second block resulted in a significant cost in RTs and error rates, indicating that a portion of the priming was visual and not just verbal or basic-level conceptual. However, a change in the spatial frequency (SF) content of the image had no effect on priming despite the dramatic difference it made in appearance of the objects. This invariance to SF changes was also preserved with centrally presented images in a second experiment. Priming was also invariant to a change in left-right position (and mirror orientation) of the image. The invariance over translation of such a large magnitude suggests that the locus of the representation mediating the priming is beyond an area that would be homologous to posterior TEO in the monkey. We conclude that this representation is insensitive to low level image variations (e.g. SF, precise position or orientation of features) that do not alter the basic part-structure of the object. Finally, recognition performance was unaffected by whether low or high bandpassed images were presented either in the left or right visual field, giving no support to the hypothesis of hemispheric differences in processing low and high spatial frequencies.
Introduction
Visual repetition priming has been a major tool for assessing the nature of the representation mediating object recognition by humans (Bartram, 1974; Intraub, 1981; Cooper, Biederman, & Hummel, 1992) . Priming refers to the phenomenon that the identification (often assessed by naming) of a briefly presented picture of an object is faster and more accurate on its second presentation than control items not initially shown.
1 That the priming is visual and not just verbal or conceptual is evidenced by the greater facilitation in the naming of the identical image compared with one that has the same name (and belongs to the same basic-level class) but a different shape, e.g. an upright piano as a prime 1 This type of repetition priming in which there is perceptual facilitation is generally regarded as an implicit memory effect (Schacter & Tulving, 1994) . There is also an explicit memory effect by which one might recall the stimulus or recognize it as one that has been presented previously. A number of operations and clinical conditions can distinguish these two types of memory representations (Biederman & Schacter & Tulving, 1994) .
for a grand piano.
2 Visual priming can be long term. In most studies it is measured over minutes between first and second presentations (e.g. Bartram; Cooper, Biederman, & Hummel) but has been documented over months (Cave, 1997) . Several studies have shown that the magnitude of long-term visual priming is independent of change in the retinal size, position, mirror reflection, and orientation in depth (as long as the original parts can be easily resolved) of the primed object compared with that of the prime (Biederman & Cooper, 1991a Biederman & Gerhardstein, 1993; Cooper, Biederman, & Hummel; Fiser & Biederman, 1995) 3 . The objective of the present study was to (a) extend the above results by investigating the specificity of the representation mediating long-term visual object priming in terms of spatial frequency (SF) content and (b) to assess the locus of this representation within the ventral pathway presumed to be mediating visual object recognition. To this end, we conducted an experiment in which subjects named briefly flashed (185 ms), bandpassed images of common objects on two presentations, separated by several minutes. The image on the second presentation could differ from that on the first in SF content (2 vs. 10 cpd center frequency) and position (5°l eft or right of fixation) in the visual field.
Inferring the locus in the 6entral pathway of the representation mediating priming
There is widespread consensus that the visual areas most heavily involved in object recognition are located along the ventral pathway of the primate visual cortex and include areas V1, V2, V4, TEO and TE (Mishkin, Ungerleider, & Macko, 1983; Van Essen, 1985; Maunsell, 1995) . There are several findings that can help to assess the locus of visual priming within this pathway. First, receptive field sizes in the foveal and parafoveal region in V1 are between 0.1 and 2°in visual angle and in V2 between 0.2 and 3° (Dow, Snyder, Vautin, & Bauer, 1981; Roe & Ts'o, 1995) . It is only in V4 where receptive field sizes can exceed 7°in diameter (Van Essen). Second, the two visual hemifields are represented separately in the two hemispheres in V1 and V2 with an overlap along the vertical midline that the size of one RF. Third, although the RFs in areas V4 and TEO are much larger than in V1 and V2, in monkeys there exists a strong correlation between eccentricity and RF sizes with smaller RFs being closer to the fovea. As a result, even in V4 and TEO the visual representation in one hemisphere extends only slightly over the vertical midline, typically less than 2°for cells with RF centers within 10°of eccentricity (Boussaoud, Desimone, & Ungerleider, 1991) . Finally, in the macaque, TE is the first area to have full field, feed forward connections. The homologue to TE is regarded by some authors to be the anterior portion of the fusiform gyrus, which has full field enervation from the contralateral hemisphere (Halgren et al., 1999) .
Thus anything presented in the right visual field at more than 3°of eccentricity, and therefore initially processed in the left hemisphere, cannot directly (i.e. in a feed-forward manner) activate cells in the right hemisphere in V1 and V2 (and can do so only by feedback from more anterior areas). Similarly, such stimuli can excite cells in V4 or TEO 4 only indirectly by feedback and/or via callosal connections. If priming requires that a substantial proportion of the same cells or cell groups be activated during the two presentations of the stimulus, then pictures presented at widely different positions (\ 8°apart) on the retina in different hemifields should not prime each other unless priming occurs beyond TEO, or there are very specific feedback or callosal connections involved. Therefore, assuming substantial overlap in the cells activated by first and second presentations for sizable visual priming, a priming study with laterally translated images could address the question as to the locus of the representation mediating priming in the ventral pathway.
2 Consistent with these results are findings from a number of studies showing that reading the names of objects a few minutes before naming pictures or judging whether they are real objects or not has no effect on RTs or error rates; e.g. Kroll and Potter (1984) , Biederman (1987) . To distinguish explicit memory from implicit priming effects, subliminal priming tasks have often been employed. In these paradigms, conceptual priming of stimulus identification has been shown to be short-lived, not exceeding a few 100 ms (Greenwald, Draine, & Abrams, 1996) but visual priming of pictures extends at least over 10 min (Bar & Biederman, 1998) . Biederman and Cooper (1991b) showed that there was no contribution to visual priming at the level of subordinate-level concepts (as opposed to the percept of the sub-ordinates parts) either, as would be expected if the concept of an upright piano, for example, would facilitate the naming of an image of an upright piano more than a grand piano. Their evidence was that a complex object image with half its parts did not prime its complementary image, i.e. an image with the other half of the parts, any more than it primed the same name, different shaped exemplar, i.e. an image of half the parts of an upright piano.
3 Short-term (or 'hot trail') priming, assessed by same-different matching with brief (100 ms) ISIs, does show costs when the second stimulus is presented at a different position or size (Ellis & Allport, 1986; Magnussen & Greenlee, 1999) . These costs are eliminated, however, with an intervening mask or a longer (1 s) ISI (Ellis & Allport, 1986) . It is possible that the costs are a consequence of the subject being able to respond 'same' if a transient is not present between the two presentations . The transient could be produced either by a change in shape, to which the subject should respond 'different,' or the changes in position or size of the same stimulus, to which the subject should respond 'same.' The greater uncertainty on trials with a transient present would serve to increase same RTs and lead to an apparent cost of position or size changes. Biederman and Cooper (1991a) tested the effect of translation and reflection on priming using line drawings with a maximum extent of 4°, positioned 2.4°left or right of the center of fixation. They found that a line drawing image could prime itself equally well regardless of whether in the second block it appeared in the exact same position and orientation or was presented equally far but on the other side of the fixation point and mirror reflected along its vertical midline. Biederman and Cooper concluded that the primed representation must be position and orientation independent.
We set out to replicate and extend Biederman and Cooper's (1991a) experiment with SF filtered, gray level images. There were two aspects of our design that allowed a more stringent test of the role of early ventral stages than that employed by Biederman and Cooper. First, the 2.4°of translation for an image that was 4°in maximum extent in their study might have been insufficient to completely exclude a partial contribution of even V2 as the anatomical locus of priming, if the receptive fields in V2, indeed, extend up to 2°in the opposite hemifield. We used 10°of separation between the centers of images with a maximum extent of 6°p resented on the left or right side of fixation. Second, by testing priming across images which differed by such a large extent in their position, SF content, and orientation we could assess whether any of the low level attributes of an image (defined as simple combinations of those attributes) would provide even a modest contribution to visual priming.
Our study also allowed us to test a claim of hemispheric specialization for the utilization (rather than just detection) of high versus low spatial frequencies. Several authors have argued that information presented at low SF is more efficiently used in the right hemisphere, whereas the left hemisphere is better at high spatial frequencies (e.g. Sergent, 1982; Sergent, 1987; Jonsson & Hellige, 1986; Robertson & Lamb, 1991; Kitterle, Christman, & Conesa, 1993 ; for an overview see, Hü bner, 1997). This would suggest that low bandpass images would be better identified in the left visual field, and high bandpass images in the right visual field.
Experiment 1: priming with laterally presented images

Subjects
Sixty-four native English speakers with normal or corrected-to-normal vision participated for credit points in their Introductory Psychology course at the University of Southern California. In both experiments in this investigation, the subjects were naive with respect to the goals of the experiment.
Stimuli
Sixty-four gray-level images of everyday objects from 32 categories were used in the experiment. There were two visually distinct images of each category, such as a high-heeled woman's shoe and a man's walking shoe for the category 'shoe.' The inclusion of these samename-different-shaped exemplars allowed assessment of the extent to which the priming (if any) could be attributed to visual versus verbal/semantic factors. The maximum extent of each object was normalized to 6°in diameter. Two SF filtered versions of each image were created by the following method using a commercial image-processing package (KBVISION).
The images were Fourier transformed and bandpass filtered cutting off high frequencies above 16.4 cpd and low frequencies below 1 cpd in the Fourier-domain. This filtering left the Fourier coefficients within a wide ring of the Fourier domain intact, and erased all the coefficients outside. When this representation was transformed back to the space domain, the original image was obtained with very little degradation in quality. Two narrower rings were selected (by two bandpass filtering operations) within the wide ring of coefficients in the Fourier domain. Both rings were 1.5 octaves wide, and there was an octave wide gap between the two rings (Fig. 1 ). Ten and two cycles per degree were the center frequencies for the high frequency and low frequency bandpass filters, respectively.
There were three slightly incompatible measurements for selecting these filtering parameters, all related to our goal of having a reasonable level of identification performance with both low-and high-bandpassed images while maintaining the maximum possible distinctiveness in their SF. First, the center frequencies had to be preferentially symmetrical to the known peak value of human contrast sensitivity function approximately 3-5 cpd (Wilson, Levi, Maffei, Rovamo, & DeValois, 1990) . Second, the two bands had to have sufficient and approximately equal amounts of information so that the bandpass images obtained after the inverse Fourier transformation would be subjectively equivalent in identifiability. This measurement required as wide rings as possible, and the center of the low frequency band to be at a relatively high absolute frequency so that the low bandpass images could be identified at all given our selected presentation duration of 185 ms. This was the longest possible presentation time given our displays that would still be sufficiently brief to prevent subjects from making a saccade before the image disappeared from the screen.
The third measurement was based on the known 1/f energy distribution of spectra of natural images (Field, 1987) . According to this measurement, to ensure relatively equal amounts of energy in the high-and lowpass images, the boundaries of the spectra had to be selected to be proportionally further away from each other for the high pass images than for the low pass ones.
In addition, we needed to have a large gap between the spectra of the high and low bandpass filtered images in order to prevent cells in the primary visual cortex from receiving input from both bandpass filtered versions of the image as much as possible. The average SF bandwidth in macaque V1 is 1 -1.4 octaves with larger bandwidths at lower center frequencies and narrower bandwidths at higher center frequencies (DeValois & DeValois, 1988) . We created a one-octave gap by removing all information from the image between 3 and 6 cpd.
The final set of parameters was almost the only compromise to satisfy at least partially all these requirements. Fig. 2 shows two examples of SF filtered images used in the experiment. The images were presented on a 16-in. Apple monitor (832 × 624 pixels resolution) from a 1 m viewing distance.
Procedure
The subjects pressed a mouse button to start each trial. A fixation cue would then be presented in the middle of the screen for 500 ms, followed by a 185 ms presentation of the object picture, and then by a mask for 500 ms (Fig. 3) . The fixation cue was a bandpass filtered dot. The lower and higher limits of the band were the same as the lower and the higher limits of the one octave gap between the low and high filtered images, so the filtered cue dot had no orientation or SF bias. The images were presented 5°left or right of the fixation cue.
When an image was translated to the opposite hemifield, it was always mirror reflected as well. For example, if an airplane presented left of fixation was pointing toward the center it would also point toward the center when presented on the right of fixation. It is known that with increasing eccentricity the retinal and cortical sampling density of a given area decreases monotonically (Rovamo & Virsu, 1979; Wässle, Gruenert, Rohrenbeck, & Boycott, 1991) . This means that when a large image that has more characteristic features on one side is positioned at the same eccentricity Fig. 2 . Two pairs of high and low bandpass filtered images used in the experiment, shown at reduced sizes. The 'rings' around the objects are artificially amplified due to the size reduction of these images. In the original stimuli they were not apparent. left or right of fixation without mirror reflection, it will be easier or harder to identify, depending on whether the cue-rich side is closer to or farther from the midline . Thus mirror reflection eliminated potential differences due to any uneven distribution of features on the two sides of the object. In addition, the reflection altered the local orientation of every nonhorizontal or vertical feature (contour segment, corner, etc.) when the same image was presented on different sides.
Four rotated gray-scale masks were used in randomized order. The masks were created by superimposing small segments of different images and random patterns blurred to different degrees, so that the energy distribution of the masks were comparable to a natural image, and they had similar luminance structures to that of everyday object images.
The subject started each trial by pressing the mouse button. They were instructed to name the image as quickly as possible using basic-level names and to ignore any variation in SF or the level of blur or position. The category names were not given in advance, but subjects were told that the objects would be everyday objects. They were also told that the object images would be filtered in different ways, and they would look like incomplete imprints in sand rather than clear images. The naming RTs were measured by means of a voice key. Subjects were given feedback of the correct name and their RT after each trial. There were 12 familiarization trials prior to the experiment with images not used in the main experiment.
Design
Each subject named 32 pictures of objects on each of the two blocks. In each block half of the objects were high, the other half were low bandpass filtered. Half of the images were presented 5°left and the other half were presented 5°right of the center of fixation. Each subject saw only two images of each basic-level category in the entire experiment, one in the first and the other in the second block. For each subject, half of the objects in the second block were different exemplars of the objects shown in the first block, the other half were identical 5 . One eighth of the pictures were in one of the eight possible conditions (two exemplars×left or right position× high or low SF) for each subject. The sequences of images were balanced across subjects so that every object appeared equally often in the eight conditions. Approximately 7 min intervened between the first and the second presentation of an object.
Four analyses of variance (ANOVAs) were computed on the RTs and error rates of the first and second blocks. The fixed factors of the ANOVA of the first block were side (left vs. right) and SF (high vs. low). The fixed factors of the second block were exemplar (same vs. different), side (same-different), and SF (same vs. different). The random factor for all the analyses was subjects.
Results
Reaction times (RTs) and error rates on the first block and the second block are shown in Fig. 4 . The analysis of variance (ANOVA) of the first block RTs revealed no main effect for either side, F(1, 63) B 1.00, ns., or for SF filtering, F(1, 63) = 1.28, ns., and there was no interaction between the factors, F(1, 63) = 1.36, ns. Similarly, there was no effect of side or SF on error rates, F(1, 63)=1.38, ns., and F(1, 63)= 1.59, ns., respectively, and no interaction between them, F(1, 63)=0.67, ns. In other words, we found no advantage in object naming of presenting high or low bandpassed images to a particular hemifield, nor did we find an advantage of high over low bandpassed versions of an image or vice versa when presenting them at an eccentricity of 5°. The absence of effects of side, SF, and their interaction was also evident on the second block (Fig. 4 bottom) . All the Fs(1, 64) for these variables were B 1.00 for both RTs and error rates.
The bandpass filtering and lateralized presentation made the identification of the objects much more difficult than would be expected from centrally presented, unfiltered images, with first block accuracy of approximately 60% (chance basic-level naming would be less than 0.01%). There was a significant reduction in both RTs and error rates from the first block to the second one, t(63)= 6.26, PB 0.001, and error rates, t(63)= 10.79, PB 0.001 (Fig. 5 ). This analysis included Fig. 4 . First block (top) and second block (bottom) mean correct naming RTs (left panels) and error rates (right panels) as a function of Field of Presentation (left or right) and the SF of the image (high or low passed). Note that the y-axis in the left graphs starts at 850 ms, rather than at zero. Error bars in this figure and in all the following figures represent standard errors. all trials in the second block irrespective of whether the image was identified correctly or not in the first block.
To assess the specificity of visual priming, the second block results were analyzed only for trials whose objects were successfully identified in the first block irrespective of their side, exemplar, or SF. Fig. 6 shows the results of these second block trials collapsed across left and right presentations (top), and the same data collapsed across different spatial frequencies (bottom). The significantly lower RTs and error rates for the same exemplars compared to the different exemplars in the 2× 2× 2 (exemplar × side× SF) ANOVA indicated that there was visual priming in the second block, and not just semantic or verbal priming. F(1, 63) = 12.71, P B 0.001 for RTs, and F(1, 63) =22.54, P B 0.001 for error rates.
No main effect of side change was found either in RTs, F(1, 63) =1.27, ns., or in error rates, F(1, 63) = 1.14, ns. Similarly, changing SF content had no effect on RTs or error rates, both Fs(1, 63) B 1.00, ns. None of the two-way or three-way interactions were significant at the 0.05 level for either RTs or error rates. Thus presenting the same image at opposite sides of the fixation point or in widely different SF ranges in the first and the second block had no effect on the magnitude of priming, whereas presenting a different exemplar of a given category in the second block led to a large and highly significant reduction of priming. This result -the lack of an effect from a change in SF content -would appear to pose a challenge to those theories that assign a central role to 'appearance-based' representations in object recognition (e.g. Poggio & Edelman, 1990) , since the change in SF content resulted in a dramatic change in the appearance of the object.
The different exemplar trials were collapsed into a single bar in the graphs of Fig. 6 since different exemplars in the second block meant that the subjects did not see the actual image in any form in the first block (they saw instead a same name, different shaped object). Thus breaking down the different exemplar category into same/different SF and side in a graph showing aspects of visual priming had little meaning. Nevertheless, it is interesting to ask whether there was a hint of side or SF effect in semantic priming in our data -even if just a non-significant one. This type of priming could cause the appearance of a chair -any chair -in the second block to benefit from the fact that a chair in the first block appeared on the left side, so 'chair' and 'left' somehow got associated. However this was not the case in our experiment. None of the F values for the two-and three-way interactions for RTs and error rates were significant, typically below or close to 1.00 (with the exception of a two-way interaction in RTs between side and SF F(1, 63) =3.87, P = 0.054), and showed no similar tendencies for RTs and errors for any of the interactions.
The advantage of the same over the different exemplars in the block 2 analyses described above excluded those pictures that a participant missed on the first block. If all the block 2 data are included, independent of whether the picture was correctly named on block 1, then the RT advantage of same over different exemplars observed for the restricted data (67.2 ms) is reduced in the full data set to 36.9 ms but remains significant, F(1, 63) =6.15, P B0.02. However, the 8.5% advantage for same over different exemplars for errors is reduced to 1.9%, which is no longer significant, F(1.24), P=0.26. The absence of costs for changes in position and SF remain, with all Fs below 0.2 for errors and just slightly above 1.00 for RTs.
We have no explanation (other than bad luck) as to why inclusion of all the second block data, independent of whether that picture was accurately identified on the first block, reduced the advantage of same over different exemplars for the error rates to non-significance. If there was no priming activation from missed block 1 stimulus exposures, at worst we would have expected the exemplar effect to be reduced by about 40% (the proportion of trials that were in error) to approximately 6% rather than the observed 2%. We note that in Experiment 2, as well as other studies of priming (e.g. Biederman & Cooper, 1991b) , there was no effect on the magnitude of the exemplar effect from excluding data from block 2 trials where the picture was not accurately named on block 1.
One possible reason why the exemplar effect was magnified with exclusion of trials on block 2 of pictures that were missed on block 1 could be that for many of the objects, the two exemplars were not equally easy to identify. On the first block, subjects would identify the easy versions more frequently than the hard ones. Since in the second block analysis only those objects were considered that were successfully identified in the first block, a greater proportion of the second block sameexemplar pictures would be easy compared with the different exemplar object pictures, as the latter would have a higher proportion of difficult pictures which had the easier exemplar on block 1. Thus the main effect of exemplar could simply have been the result of unequal baseline difficulty in identification rather than that of weaker priming.
In order to test this possibility, the data were reanalyzed using OBJECTS rather than SUBJECTS as the random variable. This was possible because our design completely balanced objects across subjects. As a result, in the second block we computed average errors and RTs for each exemplar of each object rather than for each subject. This means that each exemplar of each object weighted equally in shaping the second block results, because one mean RT and one mean error rate was calculated for each one, given there were no objects that were missed by all the subjects. However, some of the exemplars of some objects were missed by all the subjects in a given condition (27 for error rates and 34 for RTs out of the 256 conditions of block 2). For these objects we excluded from the analysis the data of both the missed (hard) exemplar and that of the other (easy) exemplar of the object. This way of excluding trials with objects which were not identified successfully on the first block could not introduce any bias based on exemplar selection in the analysis, but instead only weakened the power of the ANOVA test.
The results of the first block errors were exactly the same as in the analysis by subjects since summing the data by objects or subjects makes no difference. The mean RTs of the first block were 1041, 1050, 1050 and 1067 ms for left-high, left-low, right-high and high-low conditions, respectively. The small differences between these means and those in Fig. 4 , were due to object exclusions. The ANOVA of the first block RTs revealed no significant main effect for either side or for SF, and there was no interaction between the factors, all F(1, 52)B 1.00, ns.
The second block error rates were 6.9, 13.9, 7.0 and 12.3% for the same exemplar left-high, left-low, righthigh and high-low conditions, respectively, and was 19.6% for the different exemplars combined. The 2× 2× 2 (exemplar× side× SF) ANOVA found a strong main effect of exemplar, F(1, 38)=6.66, P B 0.014, but no effect for side, F(1, 38) B 1.00, ns., or for SF F(1, 38)B 1.00, ns. None of the two-way or three-way interactions were significant except for a two-way exemplar× SF interaction, F(1, 38)= 4.74, PB 0.05.
The second block RTs were 840, 875, 834 and 867 ms for the same exemplar left-high, left-low, right-high and high-low conditions, respectively, and was 923 ms for the different exemplars combined. The 2× 2× 2 (exemplar× side×SF) ANOVA found an almost significant exemplar main effect, F(1, 31)= 4.07, P = 0.052, but no effect for side F(1, 31) = 2.32, ns., or for SF F(1, 31)= 2.02, ns. None of the two-way or three-way interactions were significant.
These results show that when the exemplar differences due to uneven performance of the subjects are completely balanced across all objects, the second block exemplar effect still remains just as in the original analysis. This indicates that the significant difference in performance between same and different exemplars in the original analysis cannot be attributed to stimulus selection biases.
Experiment 2: foveal versus lateralized stimulus presentation
Introduction
Recognition of objects is strongly facilitated by presenting the stimuli at fixation as opposed to lateralized presentations, suggesting somewhat different processing of visual information within versus outside the fovea. Jü ttner and Rentschler (Jü ttner & Rentschler, 2000) recently demonstrated that a classification of variations from three Gabor prototypes that could be learned by human subjects at foveal presentations could not be learned if presented at an eccentricity of 2.5°. This striking interaction between cognition and visual eccentricity held true despite size scaling of the patterns so they were equally discriminable at 0°and 2.5°eccentric-ity. It is possible that whatever is responsible for the difficulty of learning classes in the Jü ttner and Rentschler task is also serving to reduce the specificity of priming. Would invariance to a change in SF content still characterize visual priming if the stimulus presentations were at fixation?
Method
To address the above question, we ran a group of 64 subjects in Experiment 2 with foveal presentation of stimuli. Experiments 1 and 2 were identical except for two aspects. First, images in Experiment 2 were presented at fixation. Second, in half of the cases the images were not SF bandpassed but filtered according to their orientation. Thus in this experiment, instead of high or low SF bandpassed images on the left or right side of fixation, the subjects saw centrally positioned, high or low SF bandpassed images, or images bandpass filtered at one of two orientation bands in the 32 trials. For the present discussion, however, only the SF bandpassed images are relevant, which were exactly the same images that were used in Experiment 1, and which were presented under identical circumstances, except at fixation. The question we addressed in both experiments was whether performance with different SF images in the second block would be more similar to that with the same SF (i.e. identical) images, or closer to those with the different exemplar images. Fig. 7 shows the second block results of Experiment 2 with centrally presented images, in comparison with the second block results of Experiment 1 with lateralized presentations. As in Experiment 1, the second block priming analysis in Experiment 2 was based on only those trials for which the objects were correctly identified in the first block. However, due to the significantly lower error rates in Experiment 2 compared with Experiment 1 (see Fig. 8 ), all the results of Experiment 2, including the significant exemplar effect, remained the same when all trials were included, not only the ones with objects successfully identified in the first block.
Results
Similar to Experiment 1, the same exemplars of the SF filtered images in Experiment 2 had a significant advantage in RTs, 52 ms, F(1, 63)= 7.34, P B 0.01, and in error rates, 6.2%, F(1, 63)= 12.17, P B 0.001, over the different exemplars, indicating significant visual priming. As with laterally positioned images, there was no main effect of SF filtering (same vs. different SFs) with centrally positioned images; F(1, 63)B 1.00, ns., for both RTs and errors. Finally, the ANOVA showed no significant interactions between exemplar and SF in Experiment 2 for either RTs, F(1, 63)= 1.22, P\ 0.27, or for error rates, F(1, 63)= 3.7, P \ 0.058. In summary, shifting the images 5°to the side barely increased the RTs and error rates in the second block, and it left the structure of the priming (complete cross-priming across spatial frequencies, and a highly reliable difference between same and different exemplars) intact.
To make the analysis between the two experiments complete, Fig. 8 presents the first block results of the two experiments. In the first block of Experiment 2 the difference in RTs between centrally positioned high and low bandpass filtered images (high= 987 ms vs. low= 1027 ms) was close to significant, t(63)= 1.71, P \ 0.09, and the difference in error rates (high= 18.9% vs. low= 30.5%) was highly significant, t(63)= 4.19, P B 0.001, both in favor of the high pass images. This is in contrast with the results of Experiment 1 where we found no advantage of high bandpassed images over low bandpassed ones (Fig. 4) .
In order to quantify this difference, the first block error results of Experiment 1 collapsed across left and right presentations and the results from the first block Experiment 2 were reanalyzed by a 2× 2 ANOVA with fixed factors of presentation position (Lateral vs. Central) and SF Filtering (high vs. low, Fig. 8 ). Lateralized presentations led to significantly higher error rates, suggesting a general decrement in performance as stimulus presentation is moved more toward the periphery, F(1, 63)= 79.3, P B 0.001. In addition, the error rates for identifying high bandpassed images were affected significantly more by positioning the images laterally compared with those of low bandpassed images. This additional increase in error rates for the laterally presented high pass images led to a significant interaction between the presentation position and SF Filtering variables in the ANOVA, F(1, 63)= 4.76, P B 0.05. A similar ANOVA of the RTs found no effects of presentation position, F(1, 63) = 1.27, ns., or SF filtering, F(1, 63)B 1.00, ns., indicating that a speed-for-accuracy tradeoff could not account for the increase in error rates between central and lateralized positions.
Discussion
The primary result of this study is that there is as much visual priming from an identical image of an object as there is from another image of the same object that is displaced by 10°to the corresponding position in the contralateral hemifield, reflected about its vertical midline, and has its SF shifted by more than two octaves. The magnitude of this priming is significantly greater than from an image that is in the same location and frequency spectrum as the original image, is oriented the same way, has the same name, but has a different shape; i.e. is a different exemplar.
This suggests that in contrast to semantic priming that applies to all the images in the experimentidentical, transformed (in position and/or frequency range), and the different-shaped exemplars -the original and the transformed version of the original image activate essentially the same visual representation, as indicated by equal visual priming, whereas the different exemplar for that image activates a different visual representation. Fig. 8 . The effect of SF and eccentricity on object naming error rates. The data are from the first block of Experiments 1 and 2 where the same bandpass filtered images were shown. Apart from an overall increase in error rates in laterally as compared with centrally presented images, there is an interaction signaling that presentations at larger eccentricity result in a greater increase in error rates for the high bandpassed images compared with the low bandpassed images.
Our comparison of subjects' performance with laterally and centrally presented images provides additional evidence that the primed representation is independent of low-level feature attributes. Despite large differences in initial identification performance the invariance of priming to SF changes was evidenced in both experiments. More specifically, the comparison of first block results (Fig. 8) shows a general decrement of performance with laterally presented images, which might be attributed partially to an eccentricity effect, and partially to the uncertainty of whether the picture would appear to the right or to the left of fixation. In addition to this effect, the comparison also showed selectively better performance with high bandpass images than with low bandpass images in the center compared with lateral presentations. This improvement is probably due to the increased cortical and retinal sampling and higher resolution of cells in the fovea compared with the parafoveal region. Thus, identification performance in the first block was profoundly affected by known differences in uncertainty and the sampling density of the input.
In contrast, the priming results in the two experiments (Fig. 7) were nearly identical. It did not matter whether on the first block there was a large difference in performance with low and high bandpassed images as in the case of Experiment 2 or no difference at all as in Experiment 1, the magnitudes of priming from low to high filtered images and vice versa were equal. The picture that emerges from these results is consistent with the earlier proposal of Biederman and Cooper (1991b) that visual object priming is completely mediated by an intermediate representation that can be activated by a variety of different specific image features.
There are two implications of the results of the present study. First, the manipulation introduced in this experiment affected the three arguably most important dimensions of the spatial filters presumed to mediate the initial representation of shape in the visual system, position, local SF, and local orientation. Virtually all proposed recognition schemes draw heavily on these attributes of an image in order to derive object descriptions. Our results suggest that the activated representation used in identification tasks, which is responsible for visual priming, is essentially independent of these low-level attributes of the input image. Consequently, the intermediate representation that gets primed must encode object information in a more abstract form, probably in terms of invariant descriptions of parts and spatial relations of parts as was suggested by Biederman (1987) . Note that this conclusion does not exclude the possibility that other non-invariant representations exist in the brain and are used for different recognition or classification purposes, not to mention motor interactions. It does suggest that for the task of entry-level recognition of objects with wellarticulated shape the relevant representation is an intermediate one. A similar conclusion was reached by Fiser, Biederman, and Cooper (1996) based on the failures of a local spatial filter-based object recognition system to account for human experimental data on entry-level object recognition. The present study extends the implications of the Biederman and Cooper (1991b) study with complementary contour-deleted line drawings -that visual priming of objects is invariant to low-level features -to include the fundamental dimension of SF of gray-level images.
Supporting the above conclusion is single-unit evidence that it is in the anterior portions of the ventral pathway, viz., area TE, where cell tuning reflects invariance of object representations to variation of early 'appearance' features. Sáry, Vogels, and Orban (1993) reported that 28% of TE cells responding to a particular complex shape, retained their selectivity (preference over that shape to others) independent of whether the shapes were defined by differences in luminance, motion, or texture. Similarly, Kovács, Vogels, and Orban (1995) showed that TE cells retained their selectivity to (a) solid and line drawing versions of various shapes, and (b) partially occluded shapes that humans and monkeys could still identify as a version of an originally learned intact shape.
The second implication of the present study derives from the extent of the lateral shift employed in Experiment 1. Ten degrees of change in center position means at least 4°of translation for any feature of an object with an extent of 6°. This is not only larger than the shift that Biederman and Cooper (1991a) used in their studies, but it is also larger than the reported extent of any receptive field in primate visual areas V1 and V2. It is also larger than any suggested overlap between the hemifield representations in those two areas. Assuming receptive field sizes in the human visual cortex are comparable to those in monkeys, this finding excludes any parsimonious argument of visual priming occurring in V1 and V2. In theory, it is possible that information which is known to cross between hemispheres via the corpus callosum only starting with area V4 (Clarke & Mikló ssy, 1990 ) is propagated back to earlier visual areas to induce priming there. In practice, this scenario is not plausible. In our experiment, such an explanation would require that information propagated back would affect cells which cover visual areas very distant from the original source of information, and which prefer ranges of SF and orientation very different from those preferred by the priming cell. It is hard to see how such a scheme would act selectively enough to distinguish between different exemplars with the same name.
The situation is less conclusive in areas V4 and TEO. In these areas there are cells whose RF size exceeds the lateral shift employed in our study. In theory, such cells could receive input during both left and right presentations of our images, and thus be responsible for the visual priming effect. However, due to the strong correlation between RF size and eccentricity of cells in those areas, neurons with large RFs tend to be further away from the fovea resulting in almost as little representation of the opposite hemifield as in the case of V1 and V2. The regression lines between RF size and eccentricity provided by Boussaoud et al. (1991) suggest that the average overlap across the midline in the foveal and parafoveal regions is around 1°in V4 and around 2°in TEO. This is in sharp contrast with cells in TE whose very large ( \ 20°) receptive fields almost always include the center of gaze and extend substantially to the opposite hemifield (Gross, RochaMiranda, & Bender, 1972) . In addition, although there are callosal connections connecting the two hemispheres in V4 and TEO, the functional role of these connections may be largely suppressive to facilitate global color constancy figure-ground segregation in V4, rather than specific shape encoding (Desimone & Ungerleider, 1989) . Based on this evidence, we suggest that the visual priming effect we found is mediated by cells that reside beyond an area homologous to area TEO in monkeys.
The suggestion that visual priming occurs beyond TEO is supported by recent PET and fMRI findings that priming affects cell activation in the anterior regions of the temporal cortex (Ungerleider, 1995; Martin, Wiggs, Ungerleider, & Haxby, 1996; Buckner et al., 1998) . A picture that emerges from these results and the present findings is that the representation mediating visual priming in object recognition involves visual areas anterior to the human homologues of V4 and TEO but posterior to anterior TE.
For additional insight, it is instructive to compare the present results to those of Bar and Biederman (1998) , who also studied visual priming of translated images. They employed a methodology that closely approximated our own with one important difference. The presentation time in their study averaged 47 ms compared with our presentation time of 185 ms. Even though they used line drawings rather than gray-level images, their exposure time was typically too short to identify images in the first block, given their extremely effective masks which were custom designed for each stimulus. If the subject could not identify the image, she/he had to pick one of four possible names after each trial. One of the names was the true object just presented, one was a different exemplar, one was a different object with a similar shape, and the last was an unrelated object with a different shape. Subjects performed poorly in the first block, they could name only 13.5% of the images, and their forced-choice accuracy was at chance when their initial naming attempt was an error. However, the second block results showed significant subliminal priming (21% increase in correct answers) indicating that information during the presentations in the first block did activate some representations in the visual system, and this information helped improve performance in the second block (this increase was independent of whether subjects received a forced-choice test). Performance with same name, different shaped exemplars on the second block was equivalent to that of new objects. Most important, Bar and Biederman found that this subliminal priming effect was position specific: images shown at the same position in the second block enjoyed significantly stronger priming than images that were translated. In a follow-up study, Bar and Biederman (1999) showed that if the same amount of translation took the image across the vertical midline, subliminal priming was eliminated altogether.
A comparision of these results to ours suggests that if the image in the first block is identified successfully, priming becomes translation and hemisphere invariant. This might indicate that the dominant representations that are responsible for priming in the two cases (although both visual) are different and might reside at different levels in the visual system. Based on the effect of translation on priming, Biederman (1998, 1999) proposed that their subliminal priming affected intermediate visual areas homologous to TEO. The invariance to translation that we observed suggests that the lows of the representation mediating supraliminal priming lies downstream from area TEO, most likely in an area (or areas) homolgous to TE.
Our result of equal priming across SF bands is in agreement with Schyns and Oliva (1997) findings. Since the focus of their study was on the dynamical selection of SF scales during recognition, Schyns and Oliva used a rapid visual presentation paradigm, and thus their results could be regarded as short term (or 'hot trail') priming. They found that when recognizing SF filtered complex images, subjects select a scale that is best for recognition and their performance is better if the next image is presented at the selected scale. However, images presented in the non-attended scale could facilitate recognition of subsequent target images just as well as images presented at the attended scale (their Experiments 3 and 4). They proposed that this facilitation could not be based on semantics, because the subjects were not even aware of the object presented at the non-attended scale.
Finally, our results do not support the idea suggested by several researchers (Sergent, 1982; Jonsson & Hellige, 1986; Kitterle et al., 1993; Hughes, Nozawa, & Kitterle, 1996) , that the two hemispheres differ in their preferred SF ranges. According to this notion, the left hemisphere is more specialized in local processes and has an advantage in processing high SF information, whereas the right hemisphere is more responsible for global information and is at an advantage with low SF bandpass images. In our object recognition tasks, subjects performed equally well on either side of the fixation point with low and high bandpass images. Although there is ample evidence for hemispheric specialization in local-global processing (Bradshaw & Nettleton, 1981; Robertson & Lamb, 1991) , we conjecture that these hemispheric differences might be due to attentional mechanisms, and they may not be related to processing low and high spatial frequencies per se (c.f. Hü bner, 1997). Whatever the status of the SF bias across the hemispheres, it does not appear to be on a critical path for object recognition.
In conclusion, visual priming of gray level images of objects is insensitive to large variations in the fundamental dimensions specified by the early spatial filtering of the visual system -position in the visual field, local orientation, and SF -but is highly sensitive to shape features of the presented object. The shape specific intermediate representations likely reside beyond an area homologous to TEO in the ventral pathway.
