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1. Introduction
LetH be a real Hilbert space with norm ‖·‖ and C be a nonempty closed convex subset ofH . Let T : C → C be amapping.
Recall the following concepts.
(i) T is asymptotically nonexpansive with a sequence {kn} [1] if kn ∈ [1,+∞) with limn→∞ kn = 1 are such that
‖T nx− T ny‖ ≤ kn‖x− y‖, ∀x, y ∈ C and n ∈ N.
(ii) T is called asymptotically nonexpansive in the intermediate sense [2] if T is uniformly continuous and
lim sup
n→∞
sup
x,y∈C
(‖T nx− T ny‖ − ‖x− y‖) ≤ 0.
(iii) T is said to be uniformly L-Lipschitzian if there exists a constant L > 0 such that ‖T nx − T ny‖ ≤ L‖x − y‖ for all
integers n ≥ 1 and all x, y ∈ C .
It is clear that every asymptotically nonexpansive mapping is uniformly Lipschitzian. If E is a uniformly convex Banach
space and C is a bounded closed subset of E, Goebel and Kirk [1] (Kirk [3]) proved that every asymptotically nonexpansive
(in the intermediate sense) mapping T : C → C has a fixed point in C .
(iv) T is k-strictly pseudo-contractive if there exists a constant k ∈ [0, 1) such that
‖Tx− Ty‖2 ≤ ‖x− y‖2 + k‖(I − T )x− (I − T )y‖2, ∀x, y ∈ C .
(v) T is asymptotically k-strict pseudo-contractive mapping with sequence {γn} [4] if there exist a constant k ∈ [0, 1)
and a sequence {γn} ⊂ [0,+∞)with limn→∞ γn = 0 such that
‖T nx− T ny‖2 ≤ (1+ γn)‖x− y‖2 + k‖(I − T n)x− (I − T n)y‖2, ∀x, y ∈ C, n ≥ 1.
We note that every asymptotically k-strict pseudo-contractive mapping with sequence {γn} is a uniformly L-Lipschitzian
mapping with L = sup{ k+
√
1+(1−k)γn
1+k : n ∈ N}.
Recently, Sahu et al. [5] introduced a class of asymptotically k-strict pseudo-contractive mapping in the intermediate
sense, which is not necessarily Lipschitzian. That is, T is said to be an asymptotically k-strict pseudo-contractive mapping
in the intermediate sense with sequence {γn} if there exist a constant k ∈ [0, 1) and a sequence {γn} in [0,+∞) with
limn→∞ γn = 0 such that
lim sup
n→∞
sup
x,y∈C
(‖T nx− T ny‖2 − (1+ γn)‖x− y‖2 − k‖(I − T n)x− (I − T n)y‖2) ≤ 0. (1.1)
Letcn = max{0, supx,y∈C (‖T nx− T ny‖2 − (1+ γn)‖x− y‖2 − k‖(I − T n)x− (I − T n)y‖2)}, so thatcn ≥ 0 for all n ∈ N,
limn→∞cn = 0. Then (1.1) reduces to the relation
‖T nx− T ny‖2 ≤ (1+ γn)‖x− y‖2 + k‖(I − T n)x− (I − T n)y‖2 +cn (1.2)
for all x, y ∈ C and n ∈ N.
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Sahu et al. [5] proved the weak convergent theorem by the modified Mann iteration progress and developed a strongly
convergent sequence by the CQ method for this modified Mann iterative algorithm.
In this paper, we will generalize the results in [5] to the case of a finite family of asymptotically strict pseudo-contractive
mappings in the intermediate sense. Theweak and strong convergence for the common fixed point of this family ofmappings
are proved.
Atsushiba and Takahashi [6] in 1999 defined the followingWn mapping:
Un,1 = λn,1T1 + (1− λn,1)I,
Un,2 = λn,2T2Un,1 + (1− λn,2)I,
Un,3 = λn,3T3Un,2 + (1− λn,3)I,
· · · · · · · · ·
Un,N−1 = λn,N−1TN−1Un,N−2 + (1− λn,N−1)I,
Wn = Un,N = λn,NTNUn,N−1 + (1− λn,N)I,
where {λn,i}Ni=1 ⊆ [0, 1]. This mapping is called theW -mapping generated by T1, T2, . . . , TN and λn,1, λn,2, . . . , λn,N .
Let Ti be an asymptotically ki-strict pseudo-contractivemapping in the intermediate sense with sequence {γn(i)} of C into
itself (i = 1, 2, . . . ,m). Put
dn = max{0, max
1≤i≤m
sup
x,y∈C
(‖T ni x− T ni y‖2 − (1+ γn(i))‖x− y‖2 − ki‖(I − T ni )x− (I − T ni )y‖2)}. (1.3)
Then dn ≥ 0 for all n ∈ N , limn→∞ dn = 0 and
‖T ni x− T ni y‖2 ≤ (1+ γn(i))‖x− y‖2 + ki‖(I − T ni )x− (I − T ni )y‖2 + dn, ∀x, y ∈ C, n ∈ N (1.4)
for each i = 1, 2, . . . ,m by (1.2). We define the mapping Sn : C → C:
Wn(0) = I,
Wn(1) = an(1)T n1Wn(0) + bn(1)Wn(0) + cn(1)I,
Wn(2) = an(2)T n2Wn(1) + bn(2)Wn(1) + cn(2)I,
· · · · · · · · ·
Wn(m−1) = an(m−1)T nm−1Wn(m−2) + bn(m−1)Wn(m−2) + cn(m−1)I,
Sn = Wn(m) = an(m)T nmWn(m−1) + bn(m)Wn(m−1) + cn(m)I. (1.5)
Here, {an(i)}, {bn(i)}, {cn(i)} are three sequences in [0, 1] satisfying the condition
an(i) + bn(i) + cn(i) = 1 (1.6)
for all n ∈ N and each i = 1, 2, . . . ,m.We call this mapping the generalized S-mapping generated by T1, T2, . . . , Tm.
We consider the Mann iteration process concerned with the generalized S-mapping:
x1 ∈ C;
xn+1 = αnxn + (1− αn)Snxn, (1.7)
where {αn} ⊂ [a, b], 0 < a, b < 1.
The rest is organized as follows. In Section 2, we will show the useful notations and lemmas. In Section 3, we will prove
the weak convergence of the sequence {xn} generated by (1.5)–(1.7) and the strong convergence of {xn} generated by the CQ
method for the Mann iteration process.
2. Preliminaries
Throughout this paper, we will use the following notations:
(i) F(T ) = {x ∈ C : x = Tx}, the fixed point set of T , where T : C → C is a mapping.
(ii) wω(xn) = {x : ∃ xnj ⇀ x} denotes the weak-ω-limit set of {xn}.
(iii) ⇀ for weak convergence and→ for strong convergence.
In what follows, we list below some useful results for our main theorems.
Lemma 2.1 ([7,8]). Let {δn}, {βn}, {γn} be three sequences of nonnegative numbers satisfying the recursive inequality:
δn+1 ≤ βnδn + γn, ∀n ≥ 1.
If βn ≥ 1,∑∞n=1(βn − 1) <∞ and∑∞n=1 γn <∞, then limn→∞ δn exists.
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Lemma 2.2. For a real Hilbert space H, the following identities hold:
(i) ‖x− y‖2 = ‖x‖2 − ‖y‖2 − 2⟨x− y, y⟩,∀x, y ∈ H.
(ii) ‖∑ℓi=0 αixi‖2 =∑ℓi=0 αi‖xi‖2 −∑0≤i,j≤ℓ,i≠j αiαj‖xi − xj‖2 for∑ℓi=0 αi = 1, αi ∈ [0, 1],∀i = 0, 1, 2, . . . , ℓ.
(iii) (Opial condition) If {xn} is a sequence in H weakly convergent to z, then
lim sup
n→∞
‖xn − y‖2 = lim sup
n→∞
‖xn − z‖2 + ‖z − y‖2, ∀y ∈ H.
Lemma 2.3 ([5]). Let C be a nonempty subset of a Hilbert space H and T : C → C an asymptotically k-strict pseudo-contractive
mapping in the intermediate sense with sequence {γn}. Then
‖T nx− T ny‖ ≤ 1
1− k

k‖x− y‖ +

[1+ (1− k)γn]‖x− y‖2 + (1− k)cn , ∀x, y ∈ C,∀n ∈ N.
Lemma 2.4 ([5]). Let C be a nonempty subset of a Hilbert space H and T : C → C a uniformly continuous asymptotically k-strict
pseudo-contractive mapping in the intermediate sense with sequence {γn}. Let {xn} be a sequence in C such that ‖xn−xn+1‖ → 0
and ‖xn − T nxn‖ → 0 as n →∞. Then ‖xn − Txn‖ → 0 as n →∞.
Lemma 2.5 ([5, Proposition 3.1]). Let C be a nonempty closed convex subset of a Hilbert space H and T : C → C a continuous
asymptotically k-strict pseudo-contractive mapping in the intermediate sense. Then I − T is demiclosed at zero in the sense that
if {xn} is a sequence in C such that xn ⇀ x ∈ C and lim supm→∞ lim supn→∞ ‖xn − Tmxn‖ = 0, then (I − T )x = 0.
Recall that given a closed convex subset C of a real Hilbert space H , the nearest point projection PC from H onto C assigns
to each x ∈ H its nearest point denoted PCx in C from x to C; that is, PCx is the unique point in C with the property
‖x− PCx‖ ≤ ‖x− y‖, for all y ∈ C .
Lemma 2.6 ([9]). Let C be a nonempty closed convex subset of a real Hilbert space H. Given x ∈ H and z ∈ C. Then z = PCx if
and only if ⟨x− z, y− z⟩ ≤ 0,∀y ∈ C.
Lemma 2.7 ([5]). Let C be a nonempty closed convex subset of a Hilbert space H and T : C → C a continuous asymptotically
k-strict pseudo-contractive mapping in the intermediate sense. Then F(T ) is closed and convex.
Lemma 2.8 ([10]). Let {xn} be a bounded sequence in reflexive Banach space X. If wω(xn) = {x}, then xn ⇀ x.
Lemma 2.9. Let C be a nonempty closed convex set of a Hilbert space H. For each i ∈ {1, 2, . . . ,m}, let Ti be an asymptotically
ki-strict pseudo-contractive mapping in the intermediate sense with sequence {γn(i)}. Let Sn be defined by (1.5)–(1.6) and
bn(i) ∈ (ki, 1) for all n ∈ N, i = 1, 2, . . . ,m. If mi=1 F(Ti) ≠ ∅, then there exists M > 0 such that
‖Snx− p‖2 ≤
m∏
i=1
(1+ γn(i))‖x− p‖2 + Mdn ≤ (1+ Dn)‖x− p‖2 + Mdn, ∀p ∈ m
i=1
F(Ti), x ∈ C, (2.1)
where dn is given by (1.3) and Dn =

1+max1≤i≤m{γn(i)}
m − 1.
Proof. For any p ∈mi=1 F(Ti), x ∈ C , using Lemma 2.2(ii), we have
‖Snx− p‖2 = ‖Wn(m)x− p‖2 =
an(m)T nmWn(m−1)x+ bn(m)Wn(m−1)x+ cn(m)x− p2
= an(m)‖T nmWn(m−1)x− p‖2 + bn(m)‖Wn(m−1)x− p‖2 + cn(m)‖x− p‖2 − an(m)bn(m)‖T nmWn(m−1)x−Wn(m−1)x‖2
− an(m)cn(m)‖T nmWn(m−1)x− x‖2 − bn(m)cn(m)‖Wn(m−1)x− x‖2
≤ an(m)

(1+ γn(m))‖Wn(m−1)x− p‖2 + km‖Wn(m−1)x− T nmWn(m−1)x‖2 + dn

+ bn(m)‖Wn(m−1)x− p‖2 + cn(m)‖x− p‖2 − an(m)bn(m)‖T nmWn(m−1)x−Wn(m−1)x‖2
= [an(m)(1+ γn(m))+ bn(m)]‖Wn(m−1)x− p‖2 + cn(m)‖x− p‖2 + an(m)dn
− an(m)[bn(m) − km]‖Wn(m−1)x− T nmWn(m−1)x‖2. (2.2)
By the same way, we get
‖Wn(m−1)x− p‖2 ≤ [an(m−1)(1+ γn(m−1))+ bn(m−1)]‖Wn(m−2)x− p‖2 + cn(m−1)‖x− p‖2
+ an(m−1)dn − an(m−1)[bn(m−1) − km−1]‖Wn(m−2)x− T nm−1Wn(m−2)x‖2. (2.3)
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Therefore,
‖Snx− p‖2 ≤ [an(m)(1+ γn(m))+ bn(m)]
[an(m−1)(1+ γn(m−1))+ bn(m−1)]‖Wn(m−2)x− p‖2
+ cn(m−1)‖x− p‖2 + an(m−1)dn − an(m−1)[bn(m−1) − km−1]‖Wn(m−2)x− T nm−1Wn(m−2)x‖2

+ cn(m)‖x− p‖2 + an(m)dn − an(m)[bn(m) − km]‖Wn(m−1)x− T nmWn(m−1)x‖2
=
1∏
i=0
[an(m−i)(1+ γn(m−i))+ bn(m−i)]‖Wn(m−2)x− p‖2
+{cn(m) + cn(m−1)[an(m)(1+ γn(m))+ bn(m)]}‖x− p‖2
+ dn{an(m) + an(m−1)[an(m)(1+ γn(m))+ bn(m)]} − an(m)[bn(m) − km]‖Wn(m−1)x− T nmWn(m−1)x‖2
− [an(m)(1+ γn(m))+ bn(m)]an(m−1)[bn(m−1) − km−1]‖Wn(m−2)x− T nm−1Wn(m−2)x‖2
≤ · · · · · ·
≤
m−2∏
i=0
[an(m−i)(1+ γn(m−i))+ bn(m−i)]‖Wn(1)x− p‖2
+

cn(m) +
m−2−
i=1
cn(m−i)
i−1∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]

‖x− p‖2
+ dn

an(m) +
m−2−
i=1
an(m−i)
i−1∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]

− an(m)[bn(m) − km]‖Wn(m−1)x− T nmWn(m−1)x‖2
−
m−2−
i=1
an(m−i)[bn(m−i) − km−i]
i−1∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]‖T nm−iWn(m−i−1)x−Wn(m−i−1)x‖2
≤
m−1∏
i=0

an(m−i)(1+ γn(m−i))+ bn(m−i)
 ‖x− p‖2
+

cn(m) +
m−1−
i=1
cn(m−i)
i−1∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)
 ‖x− p‖2
+ dn

an(m) +
m−1−
i=1
an(m−i)
i−1∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)

− an(m)[bn(m) − km]‖T nmWn(m−1)x−Wn(m−1)x‖2
−
m−1−
i=1
i−1∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]an(m−i)[bn(m−i) − km−i]‖T nm−iWn(m−i−1)x−Wn(m−i−1)x‖2
=: Pn‖x− p‖2 + dnIn − an(m)[bn(m) − km]‖T nmWn(m−1)x−Wn(m−1)x‖2 −
m−1−
i=1
an(m−i)[bn(m−i) − km−i]
×
i−1∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]‖T nm−iWn(m−i−1)x−Wn(m−i−1)x‖2, (2.4)
where
Pn := cn(m) +
m−1−
i=1
cn(m−i)
i−1∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)
+ m−1∏
i=0

an(m−i)(1+ γn(m−i))+ bn(m−i)

,
In := an(m) +
m−1−
i=1
an(m−i)
i−1∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)

.
Notice that
m−2∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)

cn(1) +
m−1∏
i=0

an(m−i)(1+ γn(m−i))+ bn(m−i)

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=
m−2∏
i=0

an(m−i)(1+ γn(m−i))+ bn(m−i)
 [cn(1) + an(1)(1+ γn(1))+ (1− an(1) − cn(1))]
≤
m−2∏
i=0

an(m−i)(1+ γn(m−i))+ bn(m−i)

(1+ γn(1)). (2.5)
We have
Pn ≤ cn(m) +
m−2−
i=1
cn(m−i)
i−1∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)
+ (1+ γn(1)) m−2∏
i=0

an(m−i)(1+ γn(m−i))+ bn(m−i)

= cn(m) +
m−3−
i=1
cn(m−i)
i−1∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)
+ cn(2) m−3∏
j=0

an(m−i)(1+ γn(m−i))+ bn(m−i)

+ (1+ γn(1))
m−2∏
i=0

an(m−i)(1+ γn(m−i))+ bn(m−i)

≤ cn(m) +
m−3−
i=1
cn(m−i)
i−1∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)

+ (1+ γn(1))(1+ γn(2))
m−3∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)

≤ · · · · · ·
≤ (1+ γn(1))(1+ γn(2)) · · · (1+ γn(m))
≤

1+ max
1≤i≤m
{γn(i)}
m
= 1+ Dn, (2.6)
where Dn =

1+max1≤i≤m{γn(i)}
m − 1.
In addition, there exists Mk > 0 such that γn(k) ≤ Mk since limn→∞ γn(k) = 0 for each k ∈ {1, 2, . . . ,m}. By denoting
M = max{M1,M2, . . . ,Mm} + 1, it follows that an(k)(1+ γn(k))+ bn(k) ≤ M, ∀n ≥ 1, k = 1, 2, . . . ,m. Thereby,
In = an(m) +
m−1−
i=1
an(m−i)
i−1∏
j=0

an(m−j)(1+ γn(m−j))+ bn(m−j)
 ≤ 1+ m−1−
i=1
M i =: M.
Hence,
‖Snx− p‖2 ≤ (1+ Dn)‖x− p‖2 + Mdn − an(m)[bn(m) − km]‖T nmWn(m−1)x−Wn(m−1)x‖2
−
m−1−
i=1
i−1∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]an(m−i)[bn(m−i) − km−i]‖T nm−iWn(m−i−1)x−Wn(m−i−1)x‖2 (2.7)
≤ (1+ Dn)‖x− p‖2 + Mdn.  (2.8)
3. Main results
In this section, we prove our main results.
Theorem 3.1. Let C be a nonempty closed convex subset of a Hilbert space H and Ti : C → C a uniformly continuous
asymptotically ki-strict pseudo-contractive mapping in the intermediate sense with sequence {γn(i)} for each i ∈ {1, 2, . . . ,m}
such that
∑∞
n=1 max1≤i≤m{γn(i)} < ∞ and
m
i=1 F(Ti) ≠ ∅. Assume that
∑∞
n=1 dn < ∞ and {an(i)}, {bn(i)}, {cn(i)} are three
sequences in (0, 1) satisfying the conditions:
(i) an(i) + bn(i) + cn(i) = 1 for all n ∈ N, i = 1, 2, . . . ,m;
(ii) an(i) ≥ a, bn(i) ≥ δi > ki, ∀n ≥ 1, i = 1, 2, . . . ,m;
(iii)
∑∞
n=1 cn(i) <∞ for each i = 1, 2, . . . ,m. Let {xn} be a sequence in C generated by (1.5)–(1.7). Then {xn} converges weakly
to an element of
m
i=1 F(Ti).
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Proof. We show that {xn} is bounded at first.
Let p ∈mi=1 F(Ti). According to Lemma 2.9, there exists M > 0 such that
‖xn+1 − p‖2 = ‖αnxn + (1− αn)Snxn − p‖2
= αn‖xn − p‖2 + (1− αn)‖Snxn − p‖2 − αn(1− αn)‖xn − Snxn‖2
≤ αn‖xn − p‖2 + (1− αn)[(1+ Dn)‖xn − p‖2 + Mdn] − αn(1− αn)‖xn − Snxn‖2
≤ (1+ Dn)‖xn − p‖2 + Mdn − αn(1− αn)‖xn − Snxn‖2, (3.1)
where Dn =

1+max1≤i≤m{γn(i)}
m − 1 such that∑∞n=1 Dn < +∞ since∑∞n=1 max1≤i≤m{γn(i)} <∞.
It follows that
lim
n→∞ ‖xn − p‖ exists (3.2)
in view of Lemma 2.1, (3.1) and the hypothesis
∑∞
n=1 dn < +∞. Thus {xn} is bounded.
Next, we claim that limn→∞ ‖xn − xn+1‖ = 0.
To verify this, we recall (3.1) to get
‖xn − Snxn‖2 ≤ 1
αn(1− αn)

(1+ Dn)‖xn − p‖2 + Mdn − ‖xn+1 − p‖2 .
So that
lim
n→∞ ‖xn − Snxn‖
2 = 0 (3.3)
since dn, Dn → 0(n →∞) and αn ∈ [a, b] ⊂ (0, 1).
Thus, ‖xn+1 − xn‖ = ‖αnxn + (1− αn)Snxn − xn‖ = (1− αn)‖Snxn − xn‖ → 0 as n →∞.
In what follows, we will prove that limn→∞ ‖xn − T nk xn‖ = 0, k = 1, 2, . . . ,m.
Notice that ‖xn − p‖ − ‖xn − Snxn‖ ≤ ‖Snxn − p‖ ≤ ‖xn − p‖ + ‖xn − Snxn‖. We have
lim
n→∞ ‖xn − p‖ = limn→∞ ‖Snxn − p‖. (3.4)
Observe (2.7) and so
‖Snxn − p‖2 ≤ (1+ Dn)‖xn − p‖2 + Mdn
−
m−2∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]an(1)[bn(1) − k1]‖T n1Wn(0)xn −Wn(0)xn‖2
≤ (1+ Dn)‖xn − p‖2 + Mdn − m∏
j=1
an(j)[bn(1) − k1]‖T n1 xn − xn‖2.
That is,
m∏
j=1
an(j)[bn(1) − k1]‖T n1 xn − xn‖2 ≤ (1+ Dn)‖xn − p‖2 + Mdn − ‖Snxn − p‖2. (3.5)
(3.5) together with (3.4), assumption (ii) and limn→∞ Dn = 0, limn→∞ dn = 0 gives that
lim
n→∞ ‖xn − T
n
1 xn‖ = 0. (3.6)
So
‖Wn(1)xn − xn‖ = an(1)‖T n1 xn − xn‖ → 0 as n →∞. (3.7)
Likewise, employing (2.7), we deduce
‖Snxn − p‖2 ≤ (1+ Dn)‖xn − p‖2 + Mdn
−
m−3∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]an(2)[bn(2) − k2]‖T n2Wn(1)xn −Wn(1)xn‖2
≤ (1+ Dn)‖xn − p‖2 + Mdn − m−3∏
j=2
an(j)[bn(2) − k2]‖T n2Wn(1)xn −Wn(1)xn‖2, (3.8)
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which leads to
lim
n→∞ ‖T
n
2Wn(1)xn −Wn(1)xn‖ = 0. (3.9)
By Lemma 2.3, (3.7) and the fact limn→∞cn(2) = 0, we obtain
‖T n2 xn − T n2Wn(1)xn‖2 ≤
1
1− k2

k2‖xn −Wn(1)xn‖ +

[1+ (1− k2)γn(2)]‖xn −Wn(1)xn‖2 + (1− k2)cn(2)
→ 0 as n →∞. (3.10)
As a result of (3.10), (3.9) and (3.7),
‖T n2 xn − xn‖ ≤ ‖T n2 xn − T n2Wn(1)xn‖ + ‖T n2Wn(1)xn −Wn(1)xn‖ + ‖Wn(1)xn − xn‖
→ 0 as n →∞. (3.11)
Utilizing
‖T n2Wn(1)xn − xn‖ ≤ ‖T n2Wn(1)xn −Wn(1)xn‖ + ‖Wn(1)xn − xn‖ → 0 as n →∞,
we have
‖Wn(2)xn − xn‖2 = an(2)‖T n2Wn(1)xn − xn‖2 + bn(2)‖Wn(1)xn − xn‖2 − an(2)bn(2)‖T n2Wn(1)xn − xn‖2
≤ an(2)‖T n2Wn(1)xn − xn‖2 + bn(2)‖Wn(1)xn − xn‖2
→ 0 as n →∞.
Repeat the steps (3.8)–(3.10), we obtain
lim
n→∞ ‖T
n
3Wn(2)xn −Wn(2)xn‖ = 0;
lim
n→∞ ‖T
n
3 xn − T n3Wn(2)xn‖2 = 0.
Thus,
‖T n3 xn − xn‖ ≤ ‖T n3 xn − T n3Wn(2)xn‖ + ‖T n3Wn(2)xn −Wn(2)xn‖ + ‖Wn(2)xn − xn‖
→ 0 as n →∞.
By continuing in this way, we can show that limn→∞ ‖T nk xn − xn‖ = 0, k = 4, 5, . . . ,m.
Since T is uniformly continuous, Lemma 2.4 confirms that
lim
n→∞ ‖xn − Tkxn‖ = 0, k = 1, 2, . . . ,m.
Thereby,
lim
n→∞ ‖xn − T
ℓ
k xn‖ = 0 (3.12)
for any ℓ ∈ N, k = 1, 2, . . . ,m as T is continuous.
Finally, we verify that there exists x∗ ∈ wω(xn) such that x∗ ∈ mi=1 F(Ti). Indeed, since {xn} is bounded, there exists a
subsequence {xnk} of {xn} such that xnk ⇀ x∗ as k →∞. Lemma 2.5 and (3.12) assert the conclusion.
To complete the proof, we also need to show thatwω(xn) is a singleton. For otherwise, there is another subsequence {xnj}
of {xn} such that xnj ⇀x∗(∈ C) as j →∞,x∗ ≠ x∗. As in the case of x∗, it must bex∗ ∈mi=1 F(Ti). Hence, limn→∞ ‖xn−x∗‖
and limn→∞ ‖xn −x∗‖ exist by owing to (3.2). Moreover, since H satisfies the Opial condition, we have
lim
n→∞ ‖xn − x
∗‖ = lim
j→∞ ‖xnj − x
∗‖ < lim
j→∞ ‖xnj −x∗‖ = limn→∞ ‖xn −x∗‖;
lim
n→∞ ‖xn −x∗‖ = limk→∞ ‖xnk −x∗‖ < limj→∞ ‖xnj − x∗‖ = limn→∞ ‖xn − x∗‖,
which is a contradiction. Thus, we conclude thatwω(xn) = {x∗} and that xn ⇀ x∗ as n →∞ by Lemma 2.8. 
Remark. We point out that the weak convergence property still holds if we replace (1.7) with the following Ishikawa
iteration process in Theorem 3.1:x1 ∈ C;
yn = βnxn + (1− βn)Snxn;
xn+1 = αnxn + (1− αn)Snyn,
where {αn}, {βn} ⊂ [a, b], 0 < a, b < 1.
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Now, we refine Theorem 3.1 by applying the CQ method.
Theorem 3.2. Let C be a nonempty closed convex subset of a Hilbert space H and Ti : C → C a uniformly continuous asymp-
totically ki-strict pseudo-contractive mapping in the intermediate sense with sequence {γn(i)} for each i ∈ {1, 2, . . . ,m} such that∑∞
n=1 max1≤i≤m{γn(i)} < ∞. Assume that
m
i=1 F(Ti) is nonempty and bounded. Let {an(i)}, {bn(i)}, {cn(i)} be three sequences
in [0, 1] satisfying the conditions:
(i) an(i) + bn(i) + cn(i) = 1 for all n ∈ N and each i = 1, 2, . . . ,m;
(ii)
∑∞
n=1 cn(i) <∞ for each i = 1, 2, . . . ,m;
(iii) an(i) ≥ a, bn(i) ≥ δi > ki, ∀n ≥ 1 for each i = 1, 2, . . . ,m.
Let {xn} be the sequence in C generated by the following CQ algorithm:
x1 ∈ C;
zn = αnxn + (1− αn)Snxn;
Cn = {z ∈ C : ‖zn − z‖2 ≤ ‖xn − z‖2 + θn − ρn‖xn − Snxn‖2};
Qn = {z ∈ C : ⟨xn − z, x1 − xn⟩ ≥ 0};
xn+1 = PCn∩Qnx1,
(3.13)
where θn = (1 − αn)Mdn + Dn sup{‖xn − z‖2 : z ∈ mi=1 F(Ti)} < ∞, ρn = αn(1 − αn). Let the control sequence {αn} be
chosen such that {αn} ⊂ [a, b](0 < a, b < 1), then {xn} converges strongly to Pmi=1 F(Ti)(x1).
Proof. We break the proof into five steps.
Step 1. Cn ∩ Qn is closed and convex for each n ≥ 1.
Obviously, Qn is closed and convex and Cn is closed for each n ≥ 1. A simple calculation shows that the inequality in Cn
is equivalent to the following inequality
2⟨xn − zn, z⟩ ≤ ‖xn‖2 − ‖zn‖2 + θn − ρn‖xn − Snxn‖2,
which implies that Cn is convex. Thus, Cn ∩ Qn is closed and convex for n ≥ 1.
Step 2.
m
i=1 F(Ti) ⊂ Cn ∩ Qn, (n ∈ N).
For any fixed p ∈mi=1 F(Ti), we apply Lemmas 2.2 and 2.9 to get
‖zn − p‖2 = αn‖xn − p‖2 + (1− αn)‖Snxn − p‖2 − αn(1− αn)‖xn − Snxn‖2
≤ αn‖xn − p‖2 + (1− αn){(1+ Dn)‖xn − p‖2 + Mdn} − αn(1− αn)‖xn − Snxn‖2
≤ ‖xn − p‖2 + Dn‖xn − p‖2 + (1− αn)Mdn − αn(1− αn)‖xn − Snxn‖2
≤ ‖xn − p‖2 + θn − ρn‖xn − Snxn‖2,
which implies that p ∈ Cn. Therefore,mi=1 F(Ti) ⊂ Cn.
We shall prove
m
i=1 F(Ti) ⊂ Qn by induction. Obviously,
m
i=1 F(Ti) ⊂ C = Q1. Assume that
m
i=1 F(Ti) ⊂ Qn. For any
p ∈mi=1 F(Ti)(⊂ CnQn), from Lemma 2.6, we have
⟨xn+1 − p, x1 − xn+1⟩ ≥ 0
since xn+1 is the projection of x1 onto Cn

Qn. Namely,
p ∈ Qn+1 = {z ∈ C : ⟨xn+1 − z, x1 − xn+1⟩ ≥ 0}.
It follows that
m
i=1 F(Ti) ⊂ Qn+1. By the principle of mathematical induction, we get
m
i=1 F(Ti) ⊂ Qn for all n ∈ N.
Step 3. ‖xn − xn+1‖ → 0 as n →∞.
From the definition of Qn, we have xn = PQnx1, which yields
‖x1 − xn‖ ≤ ‖x1 − p‖, ∀p ∈
m
i=1
F(Ti) ⊂ Qn.
Hence ‖x1 − xn‖ is bounded. Furthermore, we may find
‖x1 − xn‖ ≤ ‖x1 − xn+1‖
according to xn = PQnx1 and xn+1 = PCn∩Qnx1 ⊂ Qn, which implies that {‖x1− xn‖} is nondecreasing. This fact together with
the boundedness of {‖x1 − xn‖} indicates that limn→∞ ‖xn − x1‖ exists.
Therefore,
‖xn+1 − xn‖2 = ‖xn+1 − x1 − (xn − x1)‖2
= ‖xn+1 − x1‖2 − ‖xn − x1‖2 − 2⟨xn+1 − xn, xn − x1⟩
≤ ‖xn+1 − x1‖2 − ‖xn − x1‖2
→ 0 as n →∞
since ⟨xn+1 − xn, xn − x1⟩ ≥ 0 by Lemma 2.6.
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Step 4. ‖xn − Tkxn‖ → 0 as n →∞, k = 1, 2, . . . ,m.
Recall from (3.13) that xn+1 = PCn∩Qnx1 ⊂ Cn. We get
‖zn − xn+1‖2 ≤ ‖xn − xn+1‖2 + θn − ρn‖xn − Snxn‖2
≤ ‖xn − xn+1‖2 + (1− αn)Mdn + Dn sup‖xn − z‖2 : z ∈ m
i=1
F(Ti)

→ 0 as n →∞. (3.14)
Consequently,
‖xn − Snxn‖ = (1− αn)−1‖xn − zn‖
≤ (1− αn)−1(‖xn − xn+1‖ + ‖zn − xn+1‖)
→ 0 as n →∞. (3.15)
So |⟨xn − p, xn − Snxn⟩| ≤ ‖xn − p‖ · ‖xn − Snxn‖ → 0 as n →∞ because {xn} is bounded.
By using (2.7) for any fixed p ∈mi=1 F(Ti), we calculate
‖xn − Snxn‖2 = ‖xn − p− (Snxn − p)‖2
= ‖xn − p‖2 + ‖Snxn − p‖2 − 2⟨xn − p, Snxn − p⟩
≤ ‖xn − p‖2 + (1+ Dn)‖xn − p‖2 + Mdn − 2⟨xn − p, Snxn − p⟩
−
m−2∏
j=0
[an(m−j)(1+ γn(m−j))+ bn(m−j)]an(1)[bn(1) − k1]‖T n1Wn(0)xn −Wn(0)xn‖2
≤ (2+ Dn)‖xn − p‖2 + Mdn − 2⟨xn − p, Snxn − p⟩ − m∏
j=1
an(j)[bn(1) − k1]‖T n1 xn − xn‖2. (3.16)
Therefore,
m∏
j=1
an(j)[bn(1) − k1]‖T n1 xn − xn‖2 ≤ (2+ Dn)‖xn − p‖2 + Mdn − 2⟨xn − p, Snxn − p⟩ − ‖xn − Snxn‖2
≤ Dn‖xn − p‖2 + Mdn − ‖xn − Snxn‖2 + 2⟨xn − p, xn − Snxn⟩
→ 0 as n →∞, (3.17)
which shows that limn→∞ ‖T n1 xn − xn‖ = 0.
Now, the argument (3.7)–(3.12) adapts easily to prove that
lim
n→∞ ‖T
n
k xn − xn‖ = 0, k = 2, 3, . . . ,m. (3.18)
The desired result follows from (3.18), Step 3 and Lemma 2.4.
Step 5: xn → x∗ ∈mi=1 F(Ti) as n →∞.
First of all, we show that wω(xn) is a singleton. The boundedness of {xn} asserts that there exists a subsequence {xnj}
of {xn} such that {xnj} ⇀ x∗ ∈ C as j → ∞. Hence, wω(xn) ≠ ∅. Let us recall that T is uniformly continuous and
limn→∞ ‖xn − Tkxn‖ = 0, k = 1, 2, . . . ,m. We have limn→∞ ‖xn − T ℓk xn‖ = 0 for any ℓ ∈ N, k ∈ {1, 2, · · · ,m} and
x∗ ∈ wω(xn) ⊂mi=1 F(Ti) by Lemma 2.5.
Utilizing xn+1 = PCn∩Qnx1, we obtain ‖x1 − xn+1‖ ≤ ‖x1 − P∩mi=1 F(Ti)x1‖. Since x1 − xnj ⇀ x1 − x∗ as j → ∞, we can
employ the weak lower semicontinuity of norm to compute
‖x1 − P∩mi=1 F(Ti)x1‖ ≤ ‖x1 − x∗‖ ≤ lim infj→∞ ‖x1 − xnj‖
≤ lim sup
j→∞
‖x1 − xnj‖
≤ ‖x1 − P∩mi=1F(Ti)x1‖,
which yields ‖x1 − P∩mi=1 F(Ti)x1‖ = ‖x1 − x∗‖ and
lim
j→∞ ‖x1 − xnj‖ = ‖x1 − P∩mi=1F(Ti)x1‖. (3.19)
Hence, x∗ = P∩mi=1 F(Ti)x1 so that limj→∞ ‖x1 − xnj‖ = ‖x1 − x∗‖, i.e., xnj → x∗ as j →∞. It follows thatwω(xn) = {x∗} since{xnj} is an arbitrary weakly convergent subsequence of {xn}. Furthermore, we get xn ⇀ x∗ according to Lemma 2.8.
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Next, it is easy to see that limn→∞ ‖x1 − xn‖ = ‖x1 − x∗‖ from (3.19). Therefore, xn → x∗ ∈ P∩mi=1 F(Ti)x1 as n → ∞ by
the Kadec–Klee property. 
In exactly the same way almost, we can verify the following strong convergence theorem.
Theorem 3.3. Let C be a nonempty closed convex subset of a Hilbert space H and Ti : C → C a uniformly continuous asymp-
totically ki-strict pseudo-contractive mapping in the intermediate sense with sequence {γn(i)} for each i ∈ {1, 2, . . . ,m} such that∑∞
n=1 max1≤i≤m{γn(i)} < ∞. Assume that
m
i=1 F(Ti) is nonempty and bounded. Let {an(i)}, {bn(i)}, {cn(i)} be three sequences
in [0, 1] satisfying the conditions:
(i) an(i) + bn(i) + cn(i) = 1 for all n ∈ N and each i = 1, 2, . . . ,m;
(ii)
∑∞
n=1 cn(i) <∞ for each i = 1, 2, . . . ,m;
(iii) an(i) ≥ a, bn(i) ≥ δi > ki,∀n ≥ 1 for each i = 1, 2, . . . ,m.
Let {xn}∞n=1 be the sequence in C generated by the following CQ algorithm:
x1 ∈ C;
yn = βnxn + (1− βn)Snxn;
zn = αnxn + (1− αn)Snxn;
Cn = {z ∈ C : ‖zn − z‖2 ≤ ‖xn − z‖2 + θn − ρn‖xn − Snxn‖2};
Qn = {z ∈ C : ⟨xn − z, x1 − xn⟩ ≥ 0};
xn+1 = PCn∩Qnx1,
(3.20)
where θn = (1− αn)(2+ Dn)Mdn + (2Dn + D2n) sup{‖xn − z‖2 : z ∈ mi=1 F(Ti)} <∞, ρn = βn(1− αn)(1− βn)(1+ Dn).
Assume that the control sequences {αn}, {βn} are chosen such that {αn}, {βn} ⊂ [a, b](0 < a, b < 1), then {xn} converges
strongly to Pm
i=1 F(Ti)x1.
We omit the proof here.
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