Hendra virus (HeV) is lethal to humans and horses, and little is known about its epidemiology. Biosecurity restrictions impede advances, particularly on understanding pathways of transmission. Quantifying the environmental survival of HeV can be used for making decisions and to infer transmission pathways. We estimated HeV survival with a Weibull distribution and calculated parameters from data generated in laboratory experiments. HeV survival rates based on air temperatures 24 h after excretion ranged from 2 to 10 % in summer and from 12 to 33 % in winter. Simulated survival across the distribution of the black flying fox (Pteropus alecto), a key reservoir host, did not predict spillover events. Based on our analyses we concluded that the most likely pathways of transmission did not require long periods of virus survival and were likely to involve relatively direct contact with flying fox excreta shortly after excretion.
INTRODUCTION
Hendra virus (HeV) is a recently discovered paramyxovirus in the genus Henipavirus. The natural reservoir hosts are the four Australian fruit bat species known as flying foxes (Pteropus spp.) (Halpin et al., 2000) . HeV was discovered during an outbreak of a respiratory and neurological disease in 20 horses and one human in 1994 (Murray et al., 1995) , and was classified as a Biosecurity Level (BSL) 4 pathogen. Understanding of the mechanisms driving its emergence and transmission to spillover hosts has been slow to develop. Despite the recent availability of a commercial vaccine for horses, spillover events continue to occur. Many at-risk horses remain unvaccinated due to the cost of the vaccine, risk perceptions of horse owners and other factors (Middleton et al., 2014) . Undertaking more cost-effective alternative mitigation strategies is constrained by a lack of implementation of the management recommendations. Thus, improving the understanding of transmission routes of HeV from flying foxes to horses will result in reducing necessary costs and efforts to implement effective prevention. The most likely route is thought to be exposure of horses to infectious bat excretions (Field et al., 2011; Marsh et al., 2011) .
According to the most plausible scenario, once HeV is excreted by bats, the time it remains infectious determines the transmission window within which horses must be exposed to become infected with HeV (Plowright et al., 2015) . If the virus survival is very short, rapid and direct exposure to bat excretions (faeces, urine, saliva or birth/ foetal fluids) may be necessary. Longer survival provides more diverse opportunities for exposure. For example, infectious excreta may be able to accumulate in feed. Clearly, improving our understanding of virus survival in the environment will be critical for inferring likely transmission mechanisms and mitigating risk.
Inferences about HeV survival within the environment have thus far been based on a study of the effects of pH, desiccation, urine and fruit juice at two different temperatures. This study also examined Nipah virus (NiV) survival using the same conditions and substrates (Fogarty et al., 2008) . HeV and NiV were resistant to a wide pH range (3-11) but sensitive to desiccation, surviving for ,15 min without moisture at 37 u C. Whilst these experiments indicated that the decay of infectious HeV occurs quickly, the effect of the magnitude of the environmental variables (and their change through time) on virus survival are still unknown. For this reason, we cannot estimate HeV survival in eastern Australia where spillover events occur (Fig. S1 , available in the online Supplementary Material). Moreover, we cannot use HeV survival to predict spillover events or infer the most likely transmission routes.
To estimate and understand the contribution of virus survival in the environment to spillover risk we developed a model from experimental data of HeV survival at three different temperatures. With our model we quantified the relationship between changes in temperature and survival of HeV. The model accounted for the effect of temperature on the decay rate of the virus and was based on the Weibull cumulative density function (CDF). The model was used to perform simulations under the temperature conditions of the current geographical distribution of HeV spillover events. The simulations estimated how much virus would survive 12 and 24 h after excretion at 3 : 00 a.m. across the distribution of the black flying fox (Pteropus alecto), which encompasses the current distribution of spillover events. In addition, we showed that previous calculations that determined longer survival (Scanlan et al., 2014) are explained through recording errors, different model-fitting procedures and the nature of environmental data used in simulations (air versus soil temperatures). The differences in results have implications for understanding and managing HeV transmission.
RESULTS

Observed survival in laboratory and calculated half-lives
The experimental data consisted of measurements of the concentration of viral particles in TCID 50 . The measurements and the length of intervals between measurements are shown in Table S1 . Our estimates of virus survival differed substantially from previously published analyses of the data (Scanlan et al., 2014) . For instance, our estimations of virus half-life at 56 and 22 u C were~1900 and 17.3 times less, respectively, than reported by Scanlan et al. (2014) .
HeV survival was relatively short and highly dependent on temperature. A small proportion of HeV particles were capable of surviving for several hours in Earle's minimum essential medium (EMEM) at 22 u C, whilst survival increased at 4 u C and decreased significantly at 56 u C (Figs  1 and S2) . The half-life of virus decreased exponentially with increasing temperature; therefore, small increases in temperature resulted in large increases in decay rates. The relationship between ln S (where S is the proportion of virus surviving at time t) and time was increasingly non-log-linear at higher temperatures. Consequently, half-life decreased not only exponentially with temperature, but followed a power law dependent on temperature. This resulted in higher decay rates immediately after virus excretion, because the shape parameter of the Weibull model was ,1 at all temperatures and decreased even more at higher temperatures (Fig. 1 , Table S1 ).
As a result of the non-log-linearity of the data (Fig. S2 ), the Weibull model achieved the best fit as shown by the Akaike weights test between models (P,0.05). The half-life estimations between models differed substantially, especially at high temperatures. Weibull half-life estimations were 268 h, 2.9 h and 3.5 s at 4, 22 and 56 u C, respectively. In contrast, half-lives we calculated with the exponential model were 275 h, 42.9 h and 1.72 min, respectively (Fig.  1) . Given the significantly lower Akaike information criterion values, we only show detailed results for the Weibull model. Parameters of all fitted models are given in Tables S2 and S3 .
Survival rates calculated with air temperature
The amount of virus surviving 24 h ranged from 2 % (0.04-6.7 % with SE of estimated parameters) in the northernmost location (Cairns) to 10 % (1.6-18 % SE) in the southernmost location (Kempsey) during summer. In the coldest month of winter, the amount of virus surviving was 12 % (2.4-21.2 % SE) in in Kempsey (Fig. 2) .
Survival rates at 24 h were highly variable amongst years; however, variability within months could be greater than pooled variability between years as evidenced by the smaller 95% confidence intervals (95% CIs) of air temperature variability (Fig. 3a) . Regarding the two major spillover clusters to date, 2011 [southern Queensland and northern New South Wales (NSW)] and 2012 (northern Queensland; Fig S1) , the events in 2011 had a mean survival slightly higher than the 1993-2012 mean temperatures, but within normal variability, whereas events from the 2012 cluster had survival rates very close to the mean for each location. The mean survival of 2012 locations was lower than the mean survival of 2011 locations, suggesting that clustering of spillover events was not driven by conditions that promoted survival (Fig. 2) .
Predictive ability of survival rates in space and time
The survival model was projected to three sets of layers: a set of layers of interpolated air temperature, and two sets of soil temperature at zero depth under 0 and 50 % shade (microclim sets). Soil temperature simulations were only performed 12 h after excretion. The difference between air and soil temperature was very large, which resulted in much lower survival estimates for both series of simulations at 0 and 50 % shade at soil level than with air temperature. For instance, the highest survival rate 12 h after excretion at spillover locations under 50 % shade in winter was 10 % compared with~54 % at 24 h with air temperature. Furthermore, surviving fractions at soil temperature implied that in most of the cases there was no virus left at 12 h, even under 50 % shade in winter conditions. With soil temperature, more events occurred where 12 h survival was almost zero (Figs S3 and S4). The results described below correspond to simulations under air temperature, which likely represented the best case scenario for virus survival.
According to air temperature, most spillover events occurred where 24 h survival was~40 % (Fig. 3b ). Summer and spring spillover events occurred when and where virus survival was lowest across the current geographical distribution of spillover (Fig. 4) . The mean 24 h survival of these events was 3.5 % [n56, 95% CI 1.5-5.2 %] and the mean survival in buffer zones of 80 km (background survival) was 4.1 % (95% CI 0.2-7.8 %). For autumn events, mean survival was 6.8 % (n52, 95% CI 2.0-11.0 %) and background survival was 10 % (95% CI 4.1-16 %). In winter, mean survival at location of spillover was 34.7 % (n532, 95% CI 19.8-49.7 %) and background survival was 38.8 % (95% CI 15.0-62.5 %). Finally, in spring, mean survival was 9.6 % (n58, 95% CI 0.0-20.0 %) and background survival was 12.5 % (95% CI 0.6-24.4 %).
Predicted viral survival rates during spillover events were close to the mean survival for those areas both within and between years (Fig. 3a) . Therefore, spillover events mostly occurred at times of intermediate virus survival. However, the distribution of virus survival amongst locations of spillover was bimodal (Fig. 3b) . This means that when temperature conditions were cold, spillover tended to occurr in cold areas; when temperatures were higher, spillover occurred in warm areas. Similarly, spillover occurred close to the coastal line, where temperatures were higher than immediately farther inland (Fig. 4) .
The distribution and timing of spillover events was not significantly influenced by virus survival rates 12 and 24 h after excretion. The survivorship models did not perform significantly better than random predictions of spillover [area under the curve (AUC) ratio not significantly .1] in space and time. Furthermore, Kolmogorov-Smirnov tests suggested no significant difference between viral survivorship at the location of spillover events with randomly selected background (non-event) survivorship samples in summer. In winter, however, the empirical CDF of the events was significantly smaller (P50.001). This association of higher mean survivorship at spillover locations in winter was caused by the positive correlation of temperature with latitude in the southern hemisphere. The majority of the detected spillover events in winter/autumn occurred in the southernmost part of the black flying fox (spillover) geographical range (Fig. 4) . When we restricted sampling of non-events to a buffer zone of 40 km around each spillover event, the difference between survival at events versus nonevents was not statistically significant (P.0.05).
DISCUSSION
HeV transmission may need to occur shortly after the virus is excreted by bats and probably requires that horses directly contact fresh bat excreta. The spatial simulations with the microclim dataset (Kearney et al. 2014) suggest that HeV potential survival is much shorter than previously estimated with air temperatures. We conclude this based on the higher rate of HeV mortality immediately after excretion, the very low survival rates 12 h after excretion in soil microclimates and the lack of explanatory power of the pattern of spillover by virus survival, with both air and microclim temperatures.
Additional supporting evidence that HeV survival is likely lower than that predicted by Scanlan et al. (2014) is the nonlog-linear relationship between ln S and time. This kind of relationship can result from heterogeneous susceptibilities of individual viruses or heterogeneous conditions in the experimental substrates (Peleg, 1996; van Boekel, 2002) . It is likely that, in a natural setting, the resistance of free particles and the environmental conditions are more heterogeneous than under laboratory conditions. Therefore, the resulting decay rates might be greater, resulting in shorter lifespans. Low survival will be exacerbated by additional stresses, such as desiccation (Fogarty et al., 2008) and UV radiation. UV radiation is very effective at killing other viruses (Murray & Jackson, 1993; Weber & Stilianakis, 2008) , but has not been tested for HeV. HeV is an enveloped virus (Paterson et al., 1998) and therefore could be highly sensitive to UV radiation, which will additionally reduce survival after sunrise.
Heterogeneous conditions might also be caused by microclimates. A key difference with the term microclimate used previously is the variability of the macroclimate with respect to the conditions formed by vegetation or topography at smaller scales. Microclimates in this sense can differ from the macroclimate, decreasing maximum temperatures, increasing moisture, decreasing desiccation rates and creating a refuge from UV radiation (Chen et al., 1996) . The effect of microclimates on temperature may be applicable to this study. A downscaling of interpolated air temperature from the macroclimate will not be representative of microclimates because soil characteristics are important determinants of temperature at ground level (Kearney et al., 2014) . For instance, Scanlan et al. (2014) assumed that a microclimate is a colder version of the macroclimate by up to 5 u C, whilst a common effect of microhabitats is an increase in minimuma (Chen et al., 1996) , which may result in decreasing survival. We have shown here that soil level conditions dramatically decrease the survival of HeV even under 50 % shade compared with air temperature (Kearney et al., 2014) . Therefore, a homogeneous reduction in temperatures is not representative of microclimates. Microclimatic effects should be represented by direct measurements, and would benefit from consideration of the joint effects of moisture, temperature and desiccation on virus survival.
We have shown that HeV survival in the environment is likely to be short. The ability of a pathogen to survive outside its hosts is indicative of the possible transmission pathways between hosts. For instance, influenza viruses may survive up to 2 months in water, and therefore can be transmitted by direct and indirect routes (DomanskaBlicharz et al., 2010). Less resistant, non-vector-transmitted pathogens such as human immunodeficiency virus (survival up to 1 week on smooth surfaces) are usually transmitted directly, whilst indirectly transmitted pathogens such as poliovirus survive for up to 2 months (Kramer et al., 2006) . The ability of a pathogen to survive in the environment can be an evolutionary consequence of virulence/transmission trade-offs (Walther & Ewald, 2004) . Consequently, the environmental susceptibility of HeV might be a consequence of evolutionary trade-offs that occurred within flying fox populations over long periods of time. For example, the clustering of bats in tree canopies, and subsequent exposure of many individuals to a mist of aerosolized urine, might favour transmission routes that do not require long environmental survival (Markwell & Shortridge, 1982; Plowright et al., 2015) . The sit-and-wait strategy of highly resistant pathogens such as the causative agents of polio, smallpox and tuberculosis in humans (Walther & Ewald, 2004) may not be necessary for HeV transmission amongst flying foxes. Therefore Transmission routes to horses may be similar to some of the transmission routes between flying foxes.
The precise route of viral entry and infectious dose of HeV in flying foxes and horses are unknown. Some other animal viruses enter through nasal and corneal routes at lower minimum infectious doses than required for oral routes of infection (Ward et al., 1984) . For example, experimental nasal inoculation of NiV in pigs and hamsters leads to central nervous system disease (Munster et al., 2012; Weingartl et al., 2005) . Experimental infections with HeV in horses successfully reproduced disease with oral and nasal inoculation; however, doses were relatively large (2610 6 and 5610 4 TCID 50 , respectively) and were therefore unlikely to represent natural conditions (Marsh et al., 2011) . Other experimental studies failed to reproduce transmission from flying foxes to horses by ingestion of contaminated feed (Williamson et al., 1998) . Whilst oral transmission of HeV would require contaminated feed or water, nasal transmission may occur through inhalation of aerosolized fluids, droplets or loose contaminated particles in the air (Weber & Stilianakis, 2008) . As HeV survival in feed might resemble survival under desiccation, transmission would have to occur very shortly after excretion. For example, time to death of 90 % of HeV (1 log reduction) changed from 24 h in urine to 1 min under desiccation at 22 u C (Fogarty et al., 2008) . Similarly, the low survival under desiccation makes inhalation of contaminated dust unlikely to be a route of transmission. Generally, nonsmooth, dusty and dry environments further reduce the survival of pathogens (Wagenvoort & Penders, 1997) . Given the above, and that urine is probably the most important route of HeV excretion (Williamson et al., 1998 (Williamson et al., , 2000 , we suggest that direct exposure to infectious flying fox urine may be an important transmission pathway. However, we cannot completely rule out indirect exposure through contaminated feed during some of the spillover events, especially where predicted 24 h virus survival and moisture are high. A special circumstance is present when water troughs are placed under trees, which eliminates death of viruses by desiccation. Given that virus survival is not a key driver of the pattern of spillover, in seasons and areas with higher viral survival but no reported cases there must be other factors limiting transmission. These factors must occur with periodicity in southern Queensland and northern NSW in order to explain the seasonal clustering of events in winter. These factors may be less variable in the north where events are more evenly spread throughout the year. For instance, flying foxes may spend more time feeding in agricultural landscapes (e.g. horse paddocks) in winter in the subtropics due to loss of winter feeding habitat, increasing the opportunities for horse exposure; this seasonal dietary shift may not be as apparent in the northern tropics (Plowright et al., 2015) . Scanlan et al. (2014) developed a viral survival model based on similar experimental data to that used here. The overall structure of their model and methods were similar; however, their results and conclusions differ from ours. They stated that HeV survival is a major driver of transmission and seasonality, and that the absence of detected events in the south during summer is driven by chance. In contrast, we found that virus survival did not influence the pattern of spillovers. We identified three main reasons for our different results. First, Scanlan et al. (2014) include recording error. The interval between virus titrations during the survival experiment at 56 u C was 10 min. Scanlan et al. (2014) reported this to be 10 h, and based their half-life estimates and subsequent regression analysis on this unit of measurement. The second reason is the use of different models; Scanlan et al. (2014) used an exponential model compared with a Weibull model used here. As mortality rates are usually not constant over time, there is little support for the use of the exponential model in survival studies (McCallum, 2000; Peleg & Cole, 1998) . To account for such an effect, other models and distributions (e.g. Gompertz, Gamma or Weibull) are usually more appropriate (Gil et al., 2011; van Boekel, 2002) . The Weibull is simple and flexible enough to account for constant, accelerating or decelerating rates. The third reason is the use of additional data points taken from experiments not designed to measure the effect of temperature (Fogarty et al., 2008) . These data points alter the relationship between half-life and temperature. Another contributing factor is that the model used to estimate halflife in Fogarty et al. (2008) (one-phase exponential decay) was different from that used by Scanlan et al. (2014) (linear regression between ln TCID 50 and time). Consequently, halflives used do not correspond to measurements of the same processes with equivalent models. Rather, they are a mixture of half-lives of survival experiments under urine interpolated with a one-phase decay model and survival experiments in EMEM interpolated with the classic exponential model.
Although we do not find a substantial effect of temperature on the epidemiology of HeV through virus survival, there are other ecological processes involved that are influenced by temperature. For instance, present and past temperatures affect the flowering status of many native Eucalyptus species (Hudson et al., 2010) , which then influences the distribution and abundance of flying foxes, the reservoir hosts. Temperature also influences pasture quality and the feeding behaviour of horses (Plowright et al., 2015) . We also have to consider that absolute abundance of HeV is not only a function of its mortality, but of the excretion rate and the number of infected flying foxes (Field et al., 2011) . For example, with more infected flying foxes, more fruiting or flowering trees attracting more flying foxes can increase environmental loads of HeV. It has been shown recently that black and spectacled flying fox densities are higher in areas where spillovers occur (Smith et al., 2014) . On the horses side, conditions that increase the time horses spend under trees, basic management practices such as feeding horses and placing water troughs under trees may increase opportunities for horse exposure to the virus (Plowright et al., 2015) .
Despite the advantage of the wide range of temperatures in our experiments, there is no information to validate our simulations because the response of HeV is probably different under changing temperatures. Another limitation is that the interval between measurements is too wide to precisely estimate half-lives. Thus, we recommend that future survival experiments be performed over shorter time periods that allow more confidence for interpolation. Experiments should also include the effect of other potential processes that affect HeV survival, such as desiccation and UV radiation (Zhao et al., 2012) .
We conclude that the timing and geographical distribution of HeV spillover events cannot be explained by virus survival in the environment. Spillover events occurred when the suitability of temperatures for survival was intermediate to very low. Transmission routes requiring short periods of virus survival, such as direct contact with fresh bat excreta, are likely to be important, whilst routes of transmission requiring longer survival, such as consumption of contaminated feed, should be less important. The winter-dominant seasonal pattern of HeV transmission to horses in southern Queensland and northern NSW is likely driven by an additional seasonal factor (not virus survival), such as the relative availability of food for flying foxes in horse paddocks. In summary, virus survival in the environment is unlikely to be the driver of the pattern of spillover events. We must explore other seasonal risk factors that occur periodically at southern latitudes but are relatively constant in the tropics. Behavioural studies of the interactions between flying foxes and horses are needed to determine the route of HeV transmission.
METHODS
We developed two models based on the Weibull and exponential CDFs. The effect of temperature on survival was included when transforming parameters of each distribution into functions of temperature. To run simulations, we generated temperature profiles to represent temperature changes between day and night. The profiles accounted for the variability and extremes observed at meteorological stations over the previous 20 years in order to emulate real-world conditions. Simulations represented the survival of an excreted viral population over a period of at least 24 h. This method allowed us to assess the likelihood of virus accumulation in the environment on successive days. The model was constructed from experimental data at three constant temperatures.
Measurement of HeV survival. Survival experiments were performed by P. S. in the Australian Animal Health Laboratory (Commonwealth Scientific and Industrial Research Organisation, Geelong, Victoria, Australia) under BSL4 conditions with the isolated HeV strain in the index case. Survival of HeV was measured at three constant temperatures: 4, 22 and 56 uC. Virus cultures were titrated at intervals of 1 week for the experiments at 4 and 22 uC, and 10 min at 56 uC. Virus concentration was reported as TCID 50 . The detailed experimental design and methods are described in Scanlan et al. (2014) .
Model parameterization and simulations. Optimization was performed with the Gauss-Newton algorithm for non-linear regression implemented in the 'nls' routine of the statistical computing language R 3.1.0 (R Core Team, 2014). For a detailed description of the model fitting and simulation procedure, see the Supplementary Information.
Environmental data used in simulations was downloaded from the Bureau of Meteorology (http://www.bom.gov.au), and consisted of minimum and maximum daily air temperatures averaged from 1993 to 2012 from four locations where spillover events were recorded. All simulations were run with the optimum parameter values and their SEs with the R package deSolve (Soetaert et al., 2010) .
We also generated a series of maps of the potential survival of HeV across the geographical distribution of the black flying fox -the only flying fox species with a distribution covering all spillover sites and consistently found closer to spillover events (Field et al., 2011) . These maps represented the proportion of HeV surviving 12 h after excretion at 3 : 00 a.m. Simulations were used to test whether survival was a good predictor of the spatial location of spillover in each season. Data for these simulations were obtained from the microclim dataset (Kearney et al., 2014) for soil temperatures and the Bureau of Meteorology for air temperatures. These simulations were run with the raster 2.2-31 and dismo 0.9-3 R packages (Hijmans, 2013; Hijmans et al., 2013) .
Measuring the predictive ability of survival. Assuming that interannual variation in temperature would affect virus survival over the entire geographical region, we performed a Partial ROC (receiver operating characteristic) analysis to assess the performance of virus survival as predictor of spillover (Peterson et al., 2008) . The Partial ROC test measures the area under curve (AUC) formed by the predicted extent versus the proportion of predicted events and compares it to a random predictor (Peterson et al., 2008) . Tests were run with the Partial ROC tool (Barve, 2008) . This is because our survival maps can represent the fundamental niche of spillover events. (Kearney & Porter, 2009) . Detailed methods are provided in the Supplementary Information. Under the same assumption, we compared survival in the location of spillover to 100 random samples of survival rates in the background (no-event areas) with a KolmogorovSmirnov test. Significance was assessed by calculating the probability that the measured P values were .0.05 if they were drawn from a normal distribution of P values.
