Abstract. When a metaheuristic is used for solving Job-Shop Scheduling Problems (JSPs), ones need to select the correct movement operators and their parameters to improve the results for them. However, to make a correct setup of a problem is a hard work and it is problem-dependent. In this work, we propose the use of an Adaptive Genetic Algorithm (AGA) to automatically control the techniques contained in its framework while it is solving the problem. An Adaptive Pursuit Method with Extreme Credit Assignment is used to select the movement operators and their rates (crossover and mutation techniques), and it is used to select the Local Search rate. The algorithm is tested using instances provided by a well-known generator for JSPs. The results show superior performance and reliability when compared to a standard genetic algorithm.
Introduction
Several operations research, production management, and computer engineering problems can be found in the literature and practical situations. One type of them is Job-Shop scheduling problem (JSP), which is a widely studied class of the combinatorial optimization problems classified as NP-Hard. Problems with a reduced number of jobs and/or machines, called small size JSPs, are solved using exact methods such as Branch & Bound algorithms [5] and linear programming algorithms [22] . However, these methods are inefficient to solve larger or more complex problems [20, 21] . Thus, a variety of metaheuristics techniques have been proposed to reach near-optimal solutions in a reasonable amount of processing time.
According to [6, 31] , Evolutionary Algorithms (EA), more specifically Genetic Algorithms (GA), are the most chosen metaheuristics to solve JSPs, frequently applied in a hybrid way (Hybrid Algorithms) with Local Search (LS). Thus, this work was guided by those studies to select the search techniques.
However, the selection of suitable parameters for a GA can be a hard task, as they are problem-dependent. In fact, right parameter settings are usually obtained by trial and error process. An Adaptive Genetic Algorithm (AGA) for solving JSPs is proposed here to avoid these problems. The considered JSPs have identical parallel machines with the objective of reducing the makespan. The use of this type of algorithm is a trend in the evolutionary computation as they automatically choose the movement operators (such as crossover and mutation) and their parameters, reducing the time of setup and test of an algorithm.
According to [7] the approaches to set up the parameters can be classified as:
1. Parameter tuning -A person or a computer program makes tests to select the parameters values. After that, they run the EA with the most appropriate parameter found, a standard EA. 2. Dynamic control -the parameters are changed by some deterministic rule, which changes the parameter values without any feedback from the EA. Generally, these methods are focused on the evolutionary phases of an EA. 3. Adaptive control -In this context, there is some feedback from an EA, which is used to change the component or the parameter. An EA may use the Credit Assignment to define which operator or parameter will be used in the next step of an evolutionary process. 4. Self-adaptive control -The parameters are encoded on a chromosome and are susceptible to a crossover and mutation movements. This segment is not considered to evaluate the fitness of an individual. The main idea is that the best values produce best individuals and the elitism makes this propagate throughout the generations.
AGAs have already been established in the JSP in previous work. The approach proposed in [19] receives information of the evolutionary stage, classified as dynamic control, and different to the adaptive idea proposed here.
The next researches do not follow the adaptive methods of the literature such as Probability Matching or Adaptive Pursuit. These authors use simple adaptive methods. In [3] , the crossover and mutation rates increases or decreases in fixed steps, according to the improvements of the offspring. A multi-objective JSP was presented in [12] , even though Hongyan and Hong called it self-adaptive, the previously mentioned concept used here, calls it adaptive. The adaptation happens only in crossover and mutation rates, and the success of an operator is evaluated based on the average fitness of the population. A similar approach was proposed in [27] , where the rates of the movements operators are changed based on the average, the maximum and the minimum fitness of the individuals.
The work of [15] proposed an adaptive selection for a cellular GA, which improves the probability of choosing the best individuals. In another study, Nalepa et al. [17] introduced a new method that sometimes generates offsprings of the same pair of parents, but differing about the applied crossover technique, and sometimes generates multiple children, applying the same crossover technique. Finally, in [26] a multi-population algorithm with adaptation in crossover and mutation rates was implemented. According to the authors, the algorithm was compared with other metaheuristics using many benchmark instances, and it demonstrated a reasonable efficiency, not being worse or better than the other techniques. A hybrid multi-objective backtracking search algorithm for solving scheduling problems, which uses adaptation to select an appropriate population to keep diversity, was developed in [16] .
Lastly, these last ones are closer to our approach. Yan and Wu [29] used an adaptive procedure to select between movements operators. The approach used in that work is a roulette wheel based on the reward of the operators. The reward was tested with and without a time window. In that article, four crossover and four mutation techniques were implanted and the proposed outperformed conventional GA algorithms. An adaptive multimeme algorithm was proposed to solve the JSP in [30] . That work has a Multi-Armed Bandit technique integrating a stochastic variation and a local search procedure into a composite operator for each individual. The framework contains three LS techniques.
In this work, it was proposed an AGA for solving JSP to select between GA techniques (and their parameters) and an LS rate. Also, there is a constructive heuristic used to generate the initial population, if necessary it may be applied to improve the results. The AGA selects the parameters according to the feedback received in the evolutionary process, whereas in work of [19] , the parameters are adjusted according to the number of generations, without any feedback. This proposal differs from the work of [15] as our proposal does not need a neighborhood structure and it selects the parameters (crossover and mutation), while that approach the adaptation scheme only happens in the selection mechanism. Finally, the work of [29] does not use a previously established method for adaptive evolutionary algorithms, and this proposal uses the Adaptive Pursuit Method proposed in [25] . So, Section 2 defines the studied problem. Section 3 explains the search techniques used here. Section 4 introduces the proposed algorithm. Finally, Section 5 and Section 6 show the results of our computational experiments and the conclusion about this work.
Job-Shop Scheduling Problems
The shop scheduling is a practical and relevant problem in several applications areas, such as flexible manufacturing system, production planning, logistics, communication and others. The problem consists in searching the best order to process a set of N jobs in M machines, and the processing of each job in each machine is also called operation.
The number of jobs, machines and constraint rules that indicate how the operations should be scheduled, defines the types of shop-scheduling, like Single Machine Shop (SMP), Parallel Machine Shop (PMP), Flow-Shop (FSP), JobShop (JSP), and Open-Shop (OSP) [10] . In the SMP, there is only a single machine, and each job has only one operation. The decision-maker has to find the optimal sequence of the jobs. The PMP allows the use of some machines working in parallel, doing the same work, where the jobs can be processed in all of these machines. In the FSP, the jobs have the same technological route, that is, the same machine order. The problem has M machines, and it is also possible to have parallel machines. The JSP, which is the focus of this study, is similar to the FSP, but the technological route may be different for each job. Finally, the OSP has no order constraints concerning the operations in each job.
As previously mentioned, in the context of JSP, the jobs do not have the same technological route and also have a predefined processing time. For standard problems, the number of operations is the same of the number of machines, but it can be smaller or greater (recirculation). Here we only considered the classical problems. In JSP, the best order to process the N jobs in the M machines is desired to achieve better results for the stipulated indicators. Formally, JSPs can be defined as [21] :
-each job i ∈ N can be processed by a machine j ∈ M.
-the processing of the job N i in the machine M j is called operation O ij .
-operation O ij requires exclusive use of the machine M j by the time t ij , called processing time.
-each job i has a technological route (operating sequence of x i operations).
-O ij can be processed by only one machine j at a time.
-each operation, after started, must be finished in the same machine and should not be interrupted until it is concluded. -each machine runs one operation after another.
As indicated, rework or recirculation is not allowed. The objective of the JSP here is to reduce the makespan, defined as C max = max i∈N {f i }, where f i is the flowtime of the job i.
Search Techniques
There are different kinds of metaheuristics for solving optimization problems, and here GA, LS and the NEH heuristic are adopted. Thus, these techniques are detailed in sequence.
Genetic Algorithms
GA was proposed by Holland [11] and it is a search technique inspired by the evolution paradigm. One of its advantages concerning the other search techniques is since GA can easily apply other techniques on its framework [20] , such as LS and others.
One way to represent the JSP is using a permutation coded-GA. In this work, we adopt the Job-based representation which was recommended in [13] , wherein a chromosome is a vector with an equal length of the number of the jobs, and it represents the order of the jobs. This representation is illustrated by Figure 1 . For solving JSPs, a large number of genetic operators have already been developed, and we adopted five available in [28] , namely, -The order-preserving one-point crossover sets up a cut point in the first parent and copies the genes until it. Then, the empty genes are filled with the other missing jobs, keeping the relative order of the second parent. -The LOX (linear order crossover) is a procedure similar to order-preserving one-point crossover. First of all, it sets up two cut points and copies the genes between it to the same gene location in the offspring. The missing jobs in the offspring are filled with the relative order of the second father. -The PMX (partially mapped crossover) selects two cut points, and the protooffspring receives these genes from the first parent. The other jobs are taken from the second parent. The generated proto-offspring often has repeated jobs, and to turn it into a feasible offspring, the jobs that appear two times are replaced outside of the segment. To replace the jobs duplicity, they are mapped from parent 1 to parent 2, as illustrated in Figure 2 . In the protooffspring, the jobs numbered as 7 and 5 are duplicated. There a duplicity in the job 7. To solve this the job 7 was mapped to 5, and it results in another repetition. Then, we need one more step to solve that. For this, the job 5 was mapped to job 2. The other repetition is easier to solve, the job 4 was mapped to job 8, and finally, the offspring was generated without repetition. -The Shift Mutation takes a job randomly and changes it to an arbitrary position. -The Pairwise Interchange Neighborhood takes two jobs randomly and switch their positions. Although GAs can find promising regions in the solution space, they are not suitable to fine-tuning [8] . The algorithm is often applied with other search techniques. In our algorithm, it is possible to employ a constructive heuristic to generate some individuals and an LS in each generation.
Adaptive Genetic Algorithms
AGAs are a variant of a GAs that tries to adjust the algorithm during the search process. In this work, the implemented AGA is defined as adaptive dynamic. This algorithm requires components to evaluate the used components called by Credit Assignment, and components to select the operators and parameters on its framework, named respectively as Operator Selection or Parameter Selection [14] .
The Credit Assignment compares the results of the application of the components and assigns an approximation of their quality. When an AGA is used for solving a mono-objective optimization problem, the fitness improvement is often applied to compare the differences of the components. The credit can be estimated using one of the following ideas [1, 14]:
1. Instantaneous reward -received after the last use of an operator/parameter. 2. Average reward -considers the average quality of an operator or parameter, received after few applications. 3. Extreme reward -considers the best quality received after a few applications of an operator or a parameter. 4. Learned quality attribution -whereas the quality values of operator or parameter are inferred using Machine Learning and other forecast techniques.
The literature provides some schemes for operator or parameter selection. However, the Adaptive Pursuit Method (AP) introduced in [25] is used here. This method was inspired by the field of learning automata, a type of Machine Learning algorithm, and belongs to a class of methods that fast reaches good solutions. In a non-stationary environment, we need to change swiftly to any change of the performance of the operators, and then AP quickly increases the performance of the best operator when compared to the traditional Probability Matching. The method calculates the probability for each operator and uses a roulette wheel to select one of them. All components, operators and parameters, have a lower bound probability. This characteristic allows the future applications of these components, as they can become more effective during the search process. Defining t as the current step, AP evaluates the quality of an operator as Q a (t + 1) = Q a (t) + α[R a (t) − Q a (t)], where R a (t) is the credit assignment of a operator. The probability of selecting an operator can be defined as:
where K is the number of components, P min and P max = [1 − (K − 1)P min are, respectively, the minimum and maximum probability values, and a * = max a [Q a (t + 1)] is the best operator at t + 1.
In this work, we apply the Extreme Credit Assignment (EX) suggested in [9] . This method applies a time window W that keeps the last information of a component and uses the maximum success to evaluate the credit assignment for it. Defining δ(t) the fitness improvement at time t, then the reward for a operator is computed as R a (t) = max{δ(t i ), i = 1 · · · W }.
Constructive Heuristic
The NEH heuristic was applied to initialize some individuals of the initial population. Proposed by Nawaz et al. [18] , this heuristic has the following steps:
1. For each job, one has to calculate the sum of the duration of all operations.
2. The jobs are sorted in descending order of its total processing time. 3. The first two jobs in the sorted sequence are selected and evaluated considering the makespan for all the possible sequences. The best order must be set, and its relative sequence is stored until the end of the algorithm. 4. After that, the next job in the list of Step 2 is taken, and it is required to find the best sequence placing it at all possible positions in the partial sequence found in the previous step. The best sequence is chosen and the relative order is kept.
The
Step 4 is performed until all the jobs are allocated.
Local Search
The local search adopted here, proposed in [23] , has two phases: the first one is a destructive phase, and the last one is a constructive phase. In the first phase, d jobs are randomly removed without repetition from an individual. These d jobs are stored in a list in the same order that they were removed. At this point, two sequences are generated, and the destructive phase ends. Then, the constructive phase uses the Steps 4-5 of the NEH heuristic, described in Section 3.3.
The Proposed Adaptive Genetic Algorithm
The AGA proposed here selects the movement operators (crossover and mutation), their parameters (such as crossover probability and mutation rate), and the parameter of the adopted LS. These components are automatically chosen in the evolutionary process and applied aiming to improve the results. Then, the quality and the probability of the selected operators and parameters are updated. The Credit Assignment is based on fitness differences between the best parent and the best-generated individual, in case of crossover, and based on the average fitness of the population and the generated individual, in the case of mutation and LS. The success rate of each operator is updated after the generation of each pair of individuals, and here we use the AP with EX, as previously explained. A binary tournament is used to select the parents. Finally, the replacement mechanism keeps the best individual of the generation g, discarding the worse created in the generation g + 1. A pseudo-code is presented in Algorithm 1.
Computational Experiments
A program was implemented using the C programming language 3 . A total of 125 instances with five different problems sizes, namely, 10 × 10, 20 × 10, 20 × 20, 50 × 10 and 50 × 50 (jobs × machines). The instances were generated by the process suggested by Taillard [24] . The stopping criterion was defined as the number of objective function evaluations equals to (800 + 10N )N 2 , as in [2] , where N is the number of jobs. The instances were divided into two groups. The first group is called learning phase. It has 25 instances, five for each problem size. In the learning phase, each algorithm was executed twice. The second is called the testing phase. This group has 100 instances, 20 for each problem size, and each algorithm ran five times.
The Table 1 presents the tested parameters, where P S , C R , M R , LS R are the population size, the crossover rate, the mutation rate, and the LS rate, respectively. The combination of these parameters with the movements operators, and with the possibility to use or not the NEH heuristic, generates 972 possibilities to set up a GA. The number of jobs removed in the LS destruction phase was set 10% of the number of jobs. All of these were submitted at the learning phase, and two setups for a GA are stored, the best to solve all problems and the best to solve problems with 10 jobs and 10 machines. AGA automatically selects the movement operators and its parameters, but it also has four parameters described in Section 3.2. Here, we defined 30 parameter options to set up this algorithm. The values for α and β tested here are [(2, 2), (2, 8) , (5, 5) , (8, 2) , (8, 8) ]. Also, the minimum probability P min was set to 0.05. Thus, in average, one individual will be created with the worse settings in each generation. The population sizes are the same ones used in GA, and the same length was applied in the time window. Also, the parameter of the destruction phase of the LS was set 10%, as in GA. The AGA has in its framework the movement operators described in Section 3.1, and can choose the same probability or rate showed in Table 1 . As in GA, we stored the best setup to solve all the problems and the best setup to solve the small problems when using AGA.
This work uses Performance Profiles (PPs) to compare the performance of the algorithms. Suggested in [4] to compare evolutionary computation techniques, they are an analytical resource for the visualization of the results of numerical experiments. Considering the set T A of problems instances ta i , with i = 1, 2, · · · , n ta , a set A of algorithms a j , with j = 1, 2, · · · , n a , and C ta,a > 0 the makespan, the performance ratio can be defined as: r ta,a = C ta,a min{C ta,a : a ∈ A} .
Thus, the performance profile of the algorithm is defined as: ρ(τ ) = 1 n ta |{ta ∈ T A : r ta,a ≤ τ }|, where ρ(τ ) is the probability that the performance ratio r ta,a of algorithm a is within a factor τ ≥ 1 of the best possible ratio. The algorithm with larger ρ(τ ) are preferred. Two analyses were performed to evaluate the proposed algorithm. In the first, we selected the best parameter settings provided during the learning phase and execute it on the test instances. Figure 3 presents the results of this analysis, where LOX_IN_NEH represents GA, and APEX represents the proposed AGA. One can observe the best-obtained parameter settings for GA was: LOX crossover, Interchange Mutation, adopting NEH heuristic to generate some individuals in the initial population. The best observed parameter values are 50, 0.7, 0.3 and 0.015, for P S , C R , M R , and LS R , respectively. For AGA, α and β are equal to 2, the NEH heuristic is used, and P S = 50, as in GA.
One can see that AGA is better than or equal to GA in approximately 70% of the test instances. In this case, the AGA can solve all instances within a factor 1.01 worse than those obtained by GA, showing a better reliability.
For a second analysis, we solved all the small problems of the learning instances, that is, 10 jobs and 10 machines. Then we select the best parameter settings, and we applied then to all test instances. This approach was selected due to the fact the small problems are solved faster and can reduce the amount of time spent to evaluate the possible operators and their parameter values. The results are presented in Figure 4 . The best AGA algorithm was set with α and β equals 5, P S = 100 and did not use NEH. The best GA was using PMX crossover, Shift Mutation, and with NEH heuristic. The parameters selected were P S = 76, C R = 0.9, M R = 0.5, and LS R = 0.045.
We can see that AGA in Figure 4 outperformed GA in almost all instances. Also, the reliability of the algorithm is greater, as it can solve all the problems within an approximated factor of 1.025 from the best performance, and GA only can solve within a factor near 1.045.
Concluding Remarks and Future Works
In this paper, we proposed the use of an existing adaptive method applied to a GA for solving JSPs. The fitness values of the offspring are compared to those from their parents to identify the capacity of a crossover operator in generating better individuals. On the other hand, the fitness of the offspring is compared to the average performance of the current population for the mutation and LS procedures. Also, the algorithm uses AP with EX to selects between the movement operators from GA (and their parameters) and the LS rate, for the generation of each new individual.
The proposed algorithm was compared to a GA. AGA performed better than GA when: setting the best parameters for all problems; and setting the best parameters for small size problems, i.e., 10 jobs and 10 machines, and using these setups to solve the problems of all sizes. The results confirmed that the AGA is reliable to solve JSP problems.
For further works, Probability Matching or Dynamic Multi-Armed Bandit can be used aiming to improve the quality of the adaptive scheme. Also, the problem would be worked as a multi-objective optimization, or it would be introduced setup time, for example, turning the JSP problem more complex.
