Group-living organisms that collectively 1 migrate range from cells and bacteria to human crowds, 2 and include swarms of insects, schools of fish and flocks 3 of birds or ungulates. Unveiling the behavioural and 4
actions between moving groups of individuals. 146 A 2D function f (x, y) given by a data set is a sequen-147 ce of N triplets (x n , y n , f n ), where the index n denotes 148 for example the instant of time t n , n = 1, . . . , N . To 149 build a force map of this function, the (x, y)-space is dis-
where the nodesx i andŷ j are given by 152x i =x min + (i − 1)(x max −x min )/I, i = 1, . . . , I + 1, y j =ŷ min + (j − 1)(ŷ max −ŷ min )/J, j = 1, . . . , J + 1, and the data (x n , y n , f n ) are placed in a ij-box in such a 153 way that x n ∈ [x i ,x i+1 ] and y n ∈ [ŷ j ,ŷ j+1 ]. Then, the 154 number of data ǫ ij in the ij-box and the mean value f ij 155 of the values of f n that fell in the ij-box are calculated. 156 The value f ij is then considered as the value of f (x, y) and lower half-planes, meaning that the focal fish turns 248 to adopt the heading of its neighbour almost indepen-249 dently of the LR distance separating them, although 250 the intensity of the turn is larger when the neighbour 251 is far from the focal fish and perpendicular to it (re-252 gions of highly intense colour at |d LR ij | > 2 BL and 253 φ ij ≈ ±90 • ). In the white horizontal region, the fo-254 cal fish maintains its heading when it is aligned with 255 its neighbour (|φ ij | < 10 • ), whatever the horizontal 256 distance between them. explicit and yet concise model, whose agreement with 449 experiment can be tested, and whose predictions can be 450 further investigated experimentally. not mentioned explicitly in studies [17, 18, 20, 21] (but 462 see also [13, 22, 23] ), is usually based on equations of 463 motion built in analogy with Newtonian mechanics. is independent of the model.
484
The next step consists in defining a class of models 485 that can provide the more suitable description of the 486 observed phenomenon (step 3 in Fig 5) . This is by far 487 the most delicate part of the method. This process has 488 been described in detail in [12] in the case of H. rho-489 dostomus; here we simply sketch it, as it is identical 490 for D. rerio. We first consider that fish move straight 
where δφ R is a random angle change accounting for the 514 spontaneous decisions of the fish, δφ w is due to the re-515 pulsion of the wall when the fish is close to a tank wall, 516 and δφ S is due to the social interactions with other fish, 517 usually attraction, alignment, or a combination of both,
Eqs. (1) interactions between fish has been performed.
558
The key of the procedure of extraction of interaction 559 functions described below consists in assuming that the 560 contribution of each state variable to each kind of in-561 teraction can be separated in a product form (which is 562 the case for physical particles [12] ):
Note that functions with a hat are in general different 564 from the functions without hat, (i.e., f (d) =f (d), etc.).
565
With this additional hypothesis, the procedure provides 573
The functions f, g, h, . . . ,l are then discretised and 574 the heading change δφ ijkm is averaged in 4-dimensional
Eq. (6) 
is the discretisation of the social force in each ijkm-box. 595 The factor ǫ ijkm is precisely the number of data in the 596 ijkm-box, and serves to preserve the structure of the 597 dataset (by weighting the regions with more data) and 598 the correlations between variables resulting from the 599 dynamics (see also note 1 in Sec. 2).
600
Following Box 2, we look for the minima of ∆( X) 601 by finding the zeros of the gradient of ∆, ∇(∆). This 602 is a minimization process that can be carried out by 603 different methods (descent methods or other iterative 604 methods). Here we do it by solving the following sys-605 tem of D equations for the partial derivatives of ∆:
The partial derivative of ∆ with respect to, e.g., f i , is
so the equation ∂∆/∂f i = 0 of the reduced system is
The corresponding equations for the other components 609 have the same structure, where each unknown, as f i in 610
Eq. (7), is given by an explicit combination of the other 611 unknowns and the known values δφ ijkm and ǫ ijkm . Note 612 also that f i ′ , i ′ = i, does not appear in the equation 613 of f i . Thus, the equation of g j is obtained by replacing 614 "g j " by "f i ", "j = 1" by "i = 1", and "J" by "I" in Eq. (7), and the equation for a function with a hat is obtained by adding a hat to the functions in Eq. (7) .
The result is a system of D equations and D un-618 knowns that can be written in the following form: 
with x 0 = 0.1. The map is built as follows. We first dis-
Then, we evaluate the function a(x, y) on 100000 points 659 randomly selected, and place each point on the corres- cell:
We now apply the procedure described above, which 672 will lead us to analytical expressions of the interaction 673 functions of x and y that give rise to this colour map.
674
In step 3 of our method (Fig. 5 ), we make the as- Note that if f and g are a solution of (17), then "even" respectively. perimental data at Step 4 of our method (Fig. 5) , that 767 is, with the procedure described in Section 3 (points in 768 Fig. 8 ).
769
These expressions are, for the intensity of the social interaction of attraction and alignment, as follows:
where the values of the parameters depend on the 770 species and on the size of the arena. Note that the 771 expression of the intensity of the alignment has been 772 simplified with respect to the one obtained in [12] and Regarding the normalized angular functions for D. rerio, we found the following expansions (with at D. rerio (the intersection of the red and blue lines in properties that emerge from these interactions. Ani-876 mal societies are complex systems whose properties are 877 not only qualitatively different from those of their indi-878 vidual members, but whose behaviours are impossible 879 to predict from a prior knowledge of individuals [3, 4] . ters, yet capturing a large part of the complex structure 984 of these interactions, and also for ultimately obtaining 985 a concise, explicit, and exploitable model.
986
To address these issues, we are planning in the near 987 future to test our models on a robotic platform [29] .
988
Such a platform could also allow us to study bidirec-989 tional interactions between robots capable of reproduc-990 ing the trajectories generated by our models and real 991 fish, to obtain a more representative validation of our 992 models of interactions [30] . Figure 1 : State variables of a focal fish i with respect to its neighbour j. Fish position is determined by the position of the centre of mass of the fish (black circles) in a orthonormal system of reference Oxy. d ij : distance between fish; v ij = v j − v i : relative velocity of j with respect to i; ψ ij : angle with which i perceives j; φ ij = φ j − φ i : relative heading of j with respect to i. Angles are measured with respect to the horizontal axis of coordinates Ox; we use the convention that angles are positive in the counterclockwise direction. 
Box 2. Fixed point iterations
A point x * ∈ R is a fixed point of a function f : R → R if f (x * ) = x * . Fixed points can be found under certain conditions a by means of the iterative method
x n+1 = f (x n ).
Starting from an initial point x 0 , the method builds a sequence x 1 , x 2 , x 3 , ... that converges to (one of) the fixed point(s) of f ; see Fig. 9 . This method is also called method of successive approximations. In d dimensions, a vector x * ∈ R d is a fixed point of a function F :
When the dimension of the system d = N + M is very large, and in order to improve the stability of the recursion dynamics, it is convenient to use a relaxation method,
where λ ∈ (0, 1) is the weight of the previous iteration in the value of the new iteration, averaged with what would have been the new iteration.
x 0 
