to process a given directed acyclic task graph for a given number of processors are derived. It is proved that the proposed lower bound on time is not only sharper than the previously known values but also easier to calculate. The upper bound on time, which is useful in determining the worst case behavior of a given task graph, is presented for the first time. The lower and upper bounds on the minimum number of processors required to process a given task graph in the minimum possible time are also derived. It is seen with a number of randomly generated dense task graphs that the lower and upper bounds we derive are equal, thus giving the optimal time for scheduling directed acyclic task graphs on a given set of processors.
I. INTRODUCTION
Most parallel algorithms can be modeled as acyclic task graphs. It is well known [13] that scheduling a directed acyclic graph on a parallel computer to obtain minimum possible execution time is an NP-complete problem. Thus, heuristics are used to arrive at "good" schedules [61-[ 121. In this paper, we propose lower and upper bounds on the minimum time (LBMT and UBMT) required when a given task graph is scheduled on a machine with a fixed number of processors. These bounds provide a good measure of parallelism [ 141-[ 161 in algorithms and are also useful in comparing heuristics for the scheduling problem [4] , [ 5 ] . If the predicted LBMT is achieved by some schedule, then we know that this schedule is the best. Further, if an intelligent heuristic schedule that attempts to keep all processors busy gives an execution time close to the UBMT, then it is likely that no other such heuristic schedule will perform worse than this.
The problem of determining the LBMT has been given a lot of importance in the area of scheduling for the last three decades. Hu [I] gave an LBMT for the case when the task times are equal and the graph is a rooted tree. His results were extended by Ramamoorthy et al. [2] for general task graphs with equal task times. Femandez et al. [3] presented a new formulation and proposed sharper bounds. However, calculating the bounds presented in [2] , [3] is timeconsuming.
Although work in this area still continues [ 171- [22] , the reported bounds are not better than the ones proposed in [3] . In this paper, we propose a new lower bound on the minimum time needed to process a given task graph on a machine with a fixed number of processors. It is proved that the proposed bound is not only sharper than the previously known values but also computationally less intensive.
We also propose an upper bound on the minimum time needed to process a given task graph on a machine with a fixed number of processors. The UBMT, which is useful in the determination of the worst case behavior of a given task graph, has not been reported earlier.
Another problem of interest is to find the upper and lower bounds on the minimum number of processors (UBMP and LBMP) needed to Manuscript received December 28, 1992; revised June 3, 1993 . The authors are with the Department of Computer Science and Automation, IEEE Log Number 9401216.
Indian Institute of Science, Bangalore 560 012 India.
1045-9219/94$04.0001994 IEEE process a given task graph in the minimum possible time. Although good lower bounds have been reported in the literature [2] , [3] , calculating these bounds is computationally quite complex. It tums out that our method is more efficient in calculating the LBMP proposed in [3] . Bounds reported in [2] , [3] are valid for single-entry single-exit connected (SEC) types of graphs only. Therefore, dummy tasks need to be added before these bounds can be applied. The approach presented in this paper does not require any such conversion. This paper is divided into the following sections. Some of the important terms used in this paper are defined in Section 11. The proposed algorithms used for determining the E-precedence and Lprecedence partitions are also given in the same section. The proposed LBMT is derived in Section 111. This new LBMT is compared with earlier results in Section IV. In Section V, the LBMT of an example task graph is calculated using the existing and the proposed methods. The proposed UBMT is derived in Section VI. Bounds on the minimum number of processors required to process a given task graph in the minimum possible time are given in Section VII. In Section VITI, we discuss the computational aspects of the proposed bounds. Section IX gives the performance of the proposed LBMT and UBMT on a number of randomly generated task graphs. We conclude the paper in Section X.
DEFINITIONS AND ASSUMPTIONS

A. Definitions
Given a set of tasks, T = { T I , T z , . . . , T, }, the tasks are to be executed by a set of identical processors. If the precedence order on T is denoted by <, and if the execution time of ith task T, is denoted by t , , then the partially ordered set ( T , <) may be described by a finite, acyclic digraph G = (1; A ) , called the task graph, where 1-is a finite set of vertices of cardinality n , and A is a set of arcs represented as vertex pairs. The arcs in A describe the precedences. The above definition was proposed by Graham [SI.
The minimum possible time taken to execute all the tasks of a task graph, with unlimited number of processors, is called its critical time and is represented by trp. For the task graphs where each task is of unit execution time, critical time becomes equal to the height of the task graph.
Given a task graph G in which all tasks require one unit of processing time, we can partition the set T into a set of HG nonempty disjoint subsets, E = { E l . Ez.. . . , EH<: }. These are called the earliest precedence partitions [2] , where:
Task Graph:
Two tasks belong to the same partition if they have the same earliest completion time. The meaning of the E-precedence partition is as follows. E L is the subset of tasks that can be initiated and executed in parallel at the very start. EZ is the subset of tasks that can be initiated and executed in parallel after their corresponding predecessor tasks in E1 have been executed, and so on. Thus, the elements of E , represent those tasks that can be processed at the earliest time corresponding to an index i . We refer to these tasks as belonging to E-level,.
Similarly, we can partition T into a set of H G nonempty dis- 
CII )
Two tasks belong to the same partition if they have the same latest completion time. L , represents the subset of tasks that must be P Q d / Fig. 1 . Task graph.
executed latest by the end of i . We refer to these tasks as belonging to L-level,.
Methods of finding these partitions presented in [2] require a number of matrix operations, and thus are complex to compute. We propose two algorithms to determine these partitions. These algorithms are simple to implement and do not require much computation.
Algorithm for E-Precedence Partitions:
for all tasks which do not have any predecessor E-level = 1; for each task i which already has a E-level assigned to it { for a l l its unassigned output tasks E-level=E-level of taskiS1; for all its assigned output tasks i f E-level of output task is less than or equal to the E-level of task i E-level= E-level of taski+l;
1
The above algorithm gives subsets E l , E 2 . . . . , EHC; comprising the tasks at E-levels 1,2; . .,HG, respectively. For the task graph of ( r , t ) indicates the total activity of the graph as a function of time. Note that T , can vary up to a certain value and depends on the starting time (or finishing time) of task T,. A task TJ can be started at its earliest starting time or postponed, depending on the amount of time that it can be delayed. T represents a particular combination of delays of all tasks. Of particular importance are the F ( 1 . t ) , the earliest load den& function for which all tasks are completed at their earliest times and F ( 7 , f ) , the latest load densify function for which all tasks are completed at their latest times. Also a( T , 01.02) represents the load density function within time interval [HI. 021 C [0, d ] and is given by the following expression: 
B. Assumptions
The execution times for all of the tasks are assumed to be equal. However, this does not limit the scope of the proposed bounds. These bounds are valid for any general task graph in which the execution time of the tasks may not be equal, because such a task graph G can be converted into an equivalent task graph G' with equal execution times for all the tasks. Without loss of generality, integer execution times are considered in this paper.
We assume directed acyclic graphs with zero communication delays between tasks. Further, we also assume a nonpreemptive type of scheduling, wherein, once a processor begins executing a task, it cannot be interrupted until that task is completed.
Only the SEC type of task graphs have been considered in [3] . Such graphs have only one entry vertex, that is, a vertex with no predecessors and only one exit vertex, that is, a vertex with no successors, and the condition that every vertex is reachable from the entry vertex and reaches the exit vertex. For task graphs with multiple entry and/or exit tasks, some dummy vertices have to be added to convert them into SEC graphs. However, we found that this assumption is not at all necessary; therefore, bounds presented in this paper do not require any such conversion and are valid for all directed acyclic graphs.
111. LOWER BOUND ON TIME Given a task graph, one would like to have a schedule that will execute the task graph on a parallel machine in the minimum possible time, called the critical rime of that task graph. One can achieve this critical time when the machine has "enough" (roughly equal to the UBMP of the task graph) number of processors. We are interested in determining the minimum possible time (may not be the critical time) required to process a given task graph when the given number of processors is less than the UBMP of that task graph. This problem is NP-complete, because an optimal scheduling algorithm must be found to determine the time taken to execute the task graph. Instead of finding the minimum time, we propose a lower bound on the minimum time needed to execute a given task graph with the given number of processors in a parallel machine.
The best known LBMT is due to Femandez et al. [3] . So, LBMT is given by the following equation:
r . 1 represents the smallest integer not smaller than .E.
JB":R(OlrO~)dt represents the activity of tasks that must be processed within this interval. m x (0, -HI) represents the effective activity that can be executed with m processors. The excess area, divided by m , defines the increase in time over tCp. The maximum over every interval is then the minimum time increase over tcp. Equation (1) can be rewritten as follows:
where
and -
]).
The proof of (1) and equivalence of (1) 
Equation (4) can be written in terms of E-precedence and Lprecedence partitions as follows:
The equivalence of (4) and (5) will become clear in Section V, where an example is considered. Proposed Bound: We propose the following three-step strategy to improve this bound. 1) Partition the given task graph G into independent task graphs. 2) Apply the bound represented by (2) and ( 5 ) to all of the smaller 3) Determine the new lower bound for the given task graph G It is necessary to introduce some more terms before we proceed. In what follows, tasks of a task graph may be assigned either E-level indices or L-level indices. Once this is done, we call the index a level.
Independent Levels: Two levels, i and (i + l ) , of a task graph are said to be independent levels if Lz N E' = 4, where L' = L,, z and ( i + 1) are independent, no task of the set L' can be moved to a level greater than i.
Level i of a task graph is said to be a critical level if each task of the set L , is connected to all the tasks of the set E,+1. When a level i is a critical level then no task (or tasks) of the set E,+1 can be executed before all the tasks of the set L , have been executed. independent task graphs obtained from step (1).
from the bounds obtained in step (2).
E' = U' E J , and -is the difference operator. When two levels
Critical Level: Independent Critical Level: A level a is said to be an independent critical level iff it is critical and is independent of level ( i + 1).
Independent Task Graphs:
Given a task graph G, it can be partitioned into a set of g independent task graphs, G' = {GI, Gz,. . ' , G,}, if we can identify (y -1) independent critical levels l~l , l k 2 , . . . , l~g~l in G. GI is a task graph with the tasks of the set U :
: , L,, G, (1 < i < g) is a task graph with the tasks of the set U: : , , ,
L3 and G, is a task graph with the tasks of the set uy=7, 4-+ L J . The precedence order and interconnection of these g task graphs are according to the precedence order of the given task graph G.
To partition a given task graph into a number of different independent task graphs, we first identify independent critical levels of the given task graph. After partitioning the given task graph G into g independent task graphs, we can apply the bounds given by (2) and ( 5 ) for each of the independent task graphs.
The new LBMT of a given task graph is given in Theorem 1.
Theorem 1: Given a task graph G partitioned into a set of independent task graphs, G' = {GI, Gz.. . . . G q } , the LBMT needed to process G using m identical processors is given by the following equation:
where t c p , is the critical time of the i t h task graph G , and q~, is given by (7) at the bottom of this page.
Proof: Each task graph in G' is an independent task graph.
The precedence order of these task graphs is GI < GL < . . . < G,-l < G,, which means the execution of G:! cannot begin before the completion of G I , and so on. So, for each of the task graphs in G', the LBMT can be determined according to (2) and ( 5 ) independently, and the LBMT for the original task graph G can thus be obtained by using (6).
0
Iv. COMPARISON OF LOWER BOUNDS ON TIME Hu [ 11 gave a lower bound on the minimum time needed to process a task graph G, given a fixed number of processors, say, rn. His bound, valid only for a rooted tree with equal task times is given by the following equation: where The above bound is better than all the previously known bounds. This is proved in Lemma 1.
Lemma 1: For a given task graph G, the lower bound on minimum execution time given by (7) and (8) is sharper than that given by (2) and ( 5 ) , that is, qpLcuI 2 [qfi 1.
From (8), qllew = E:='=, r q~~1 . q~ and q .~, are given by ( 5 ) and (7), respectively. From the partition procedure of a given task graph G into y independent task graphs, described earlier, in This shows that the bound given by (7) and (8) is sharper than that 0 Lemma 1 shows that our lower bound on the minimum time is higher than earlier bounds; that is, our lower bound is closer to the optimal time than the earlier bounds. This result will help in comparing heuristic scheduling algorithms. The bounds proposed in this paper are better than the earlier bounds, mainly because of our partitioning of task graphs into a number of independent task graphs, as explained below.
The superiority of the new bound over the one proposed earlier in [3] can be explained when the worst and best cases of partitioning the given task graph are considered. In the worst case, the given task graph G cannot be partitioned at all, and we get qnPw = q F . On the other hand, the best case occurs when the following four conditions are met.
I ) The given graph G can be partitioned into a set of H G independent task graphs, G' = {GI, G z , . . . , GHG.} 2) All qp,'s are equal, Vi = 1,. . . , HG.
3) None of the ~F , S is an integer, V i = 1 . . . . , HG.
Conditions (1)-(4) yield qnrw = r q F ] + H G -1. Considering both the worst and the best cases, we arrive at the following important expression:
Proof?
given by (2) and (5).
Superiority Over q F :
4)
= [ Q F ,~, Vi = l;.. , HG.
Next we give a simple example to illustrate the sharpness of our bound in comparison with the previously known bounds.
V. EXAMPLE
Consider the task graph of Fig. 2 , to be scheduled on a parallel machine with two processors (711 = 2). We compare our bound with the lower bounds given by Hu, Ramamoorthy et al. 
The New Bound:
The new bound is given by Theorem 1. In this example task graph, levels 2, 3, 4, 5, 6, and 7 are independent, and levels 2, 3, and 6 are critical. Therefore, the example task graph can be partitioned into four independent task graphs, G I , G2, G3, and Gq, as shown in Fig. 2 . Also note that t,,, = 2, t,,, = 1, tCP3 = 3, and tcP4 = 2. In this case, the LBMT is determined by using (6) and (7).
Extension of Hu's Bound:
Thus, we have the following equalities:
Therefore, we have:
and the lower bound on time is given by the following equation:
VI. UPPER BOUND ON TIME In this section, we propose an upper bound on the minimum time needed to process a given task graph G with m identical processors.
An upper bound on the minimum time is useful in comparing the performance of scheduling heuristics and in determining the worst case behavior of a task graph. Such a bound is not found in the literature. The analysis presented in this section assumes E-precedence type of task graphs.
First, a special case is considered, where the precedence order of tasks is such that the tasks need to be processed level-by-level only. It is obvious that for such a case, the UBMT with m processors is given by the following equation:
. (10)
However, this is a very loose bound if a more general case is considered. We improve upon this bound by identifying the minimally connected levels in the E-precedence type of task graphs which are defined as below.
Minimally Connected k v e l s : Two levels, i and ( i + l ) , of a given task graph G, are said to be minimally connected levels if the number of edges between them is equal to the number of tasks at level ( i + l), provided that the number of processors in the parallel machine is not greater than the number of tasks at level i.
If two levels i and (i + 1) are minimally connected, then these two levels can be merged to get a better UBMT, which is proved later in Theorem 2. In general, given a task graph G, we can find a two 
Theorem 2:
The upper bound on the minimum time required to process a given task graph G using a parallel machine with m processors is given by the following equation:
It is clear from this example that the new LBMT will perform Pro08 Let i and (i + 1) be the minimally connected levels.
As explained earlier, these two levels can be merged. Accordingly, even better for a larger task graph.
Task Graph
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Nodes Depth Width Critical Time 
Clearly, (I I ) represents a better UBMT than (10). U
VII. BOUNDS ON THE NUMBER OF PROCESSORS
In this section, we present bounds on the minimum number of processors required to process a given task graph G in the minimum possible time. These bounds have also been reported earlier, in [3] . However, calculating the LBMP is computationally intensive. It is observed that the new approach of partitioning the given graph into a number of independent task graphs, introduced in this paper, reduces the time required to calculate this bound. According to Femandez et a/., the LBMP is given by the following equation:
which can be written as follows:
When all task times are equal, (13) can be rewritten as follows: Equation (14) can also be written in the terms of E-precedence and L-precedence partitions as below:
When the given task graph G is partitioned into a set of 9 independent task graphs, G' = { G I , G L . . . . , Gq}, the LBMP needed to execute the given task graph G in the minimum possible time is It must be pointed out that although the value of m~ obtained from (1 6) and (17) is the same as the one obtained from (1 5). this method is computationally more economical than the earlier one. This is explained in Section VIII.
For the sake of completeness, the upper bound on the minimum number of processors required to process a given task graph in the minimum possible time is given by the following: 
VIII. COMPUTATIONAL ASPECTS
The LBMT and LBMP proposed by Femandez et al. require the processing of fcp(ty+l) intervals. Therefore, their computational complexity is proportional to t&. This limits their practical usefulness. Furthermore, set theoretic operations are slow in comparison with arithmetic operations. Therefore, it is useful to reduce the processing time of these methods. Our approach not only reduces the computing time but also gives a better value of the LBMT. Although the latter part has already been proved in Lemma 1, the former is proved next in Lemma 2. Lemma 2: The processing requirement for (7) and (8) is less than those of (2) and (5).
Proof: If a given a task graph G can be partitioned into a set of g independent task graphs, G' = { G I , Gz. . . . , Gg}, with critical times tCPl, tCp,, . . ' , tCp,, respectively, then the processing requirement is roughly proportional to E:='=,
Let T,, be the processing time required to partition the task graph. Then the total processing requirement for (6) is given by the following equation:
Tp + 2 "=?'E (tc&', + 2 .
*=I
The information required to partition a given task graph can be acquired at almost negligible computational cost if it is acquired at the time of storing the task graph as a data structure and finding Eprecedence and L-precedence partitions. Therefore, it is reasonable to neglect O (T,) from this analysis. This reduces to proving the following equation:
In the worst case, g = 1; that is, we cannot partition the given task graph at all. Therefore, f c p l ( f ; p l + l ) --t c p ' t c p + l ) , because t C p ,
For the best case, on the other hand, g = HG, and tcp, = 1
HG. This gives 2 f~p t ( t ; p a + l ) = HG, which shows vi = 1,.
* = l
that computational requirement roughly grows with HG or t,, (and not with t,",) .
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IX. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed LBMT and UBMT with the help of 20 randomly generated task graphs, whose characteristics are given in Table I . A program was developed to generate these random graphs. The values of LBMT and UBMT for different number of processors for these task graphs are given in Table 11 . Another set of 20 dense task graphs, whose characteristics are given in Table 111 , is also considered for comparing the results. Values of the proposed LBMT and UBMT, along with the LBMT due to Fernandez for this set of task graphs, are given in Table IV. It can be seen from Table I1 that our lower bound is better than the Fernandez bound in only a few cases. The reason is that the task graphs of set 1 are not dense enough to be partitioned. It can also be observed from Table I1 that the values of LBMT and UBMT are quite close to each other for a fixed number of processors. It is desirable to have LBMT and UBMT as close to each other as possible, because as these two values converge to a common value, the exact time needed to schedule a task graph is obtained. Table IV shows that both LBMT and UBMT have the same values. Thus, an exact time needed to schedule the given task graph is found.
X. CONCLUSION Earlier lower bounds to find the minimum time required to process a given acyclic task graph on a parallel computer with m processors did not examine the possibility of partitioning a task graph into a set of independent task graphs. Such a partitioning is possible, and, using this partitioning, a new lower bound can be obtained which is better. The time to calculate the bound is also reduced. Calculation of upper bound was not attempted earlier. It is seen that for many large, densely connected task graphs, the upper and lower bounds are equal. This gives the exact time required to execute an acyclic task graph on a m processor machine using an intelligent heuristic schedule that attempts to keep all the processors in a parallel computer busy. In this short note, we consider an important special case of Petri nets, called labeled marked graphs [6] . Labeled marked graphs generalize the useful concept of marked graphs [7] - [ IO] by allowing different transitions to have identical labels. In pal-iicular, we consider structurally deterministic (s.d.) 
An Equivalence Theorem for Labeled Marked Graphs
DEFINITIONS
In Definitions 1-10 below, we formally define marked graphs and Definition I: A Petri net is a 4-tuple S = (P, T, V, M), where 1) P and T are finite sets of places and transitions, respectively. 2) P n T = 0, P U T # 0. 3) F' is a function V : (P x T ) U (T x P ) + (0, 1).
4)
M is a marking function (abbreviated marking) M : P -+ .J, where w denotes the set of non-negative integers.
Definition 2: A Petri net S = (P, T, V, M ) is a marked graph [7] -[lo] if for each p E P , E,,, V ( p , t ) = EtET V ( t . p ) = 1.
For a marked graph S = (P, T, V, M ) and a place p E P , the transitions f, f' that satisfy V ( t , p ) = 1 and V ( p , t') = 1 are called the input transition and the output transition, respectively, of p . If L'(t, p ) = 1 1 for some p E P and t E T, we say that p is an input place [output place] of t .
It is useful to depict marked graphs according to the common graphical representation of Petri nets (cf. [l] ), where 1) places are represented by circles; 2) transitions are represented by bars; 3) the function V is represented by directed arcs in the obvious way; and the sequential and concurrent languages associated with them.
