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ORIENTING BOREL GRAPHS
RILEY THORNTON
Abstract. We investigate when a (Borel or measurable) graph admits a
(Borel or measurable) orientation with outdegree bounded by k for various
cardinals k. We show that for a p.m.p. graph G, a measurable orientation can
be found when k is larger than the normalized cost of the restriction of G to
any positive measure subset. Using an idea of Conley and Tamuz, we can also
find Borel orientations of graphs with subexponential growth; however, for ev-
ery k we also find graphs which admit measurable orientations bounded by k
but no such Borel orientations. Finally, we bound the projective complexity
of Borel k-orientability for special values of k.
1. Introduction
1.1. Basic Definitions and Background. In this paper we study descriptive set
theoretic variants of the following problem: What is the minimum outdegree we
need to orient a given graph, G?
Definition 1.1. For G a graph on a set X , we call an orientation o of G a k-
orientation if supx∈X outo(x) ≤ k. The orientation number of G, o(G), is the
least cardinal k so that G is k-orientable. Equivalently:
o(G) := min
{
sup
x∈X
outo(x) : o an orientation of G
}
.
If X is a standard Borel space and µ is a Borel measure on X , then the Borel
and µ-measurable orientation numbers are defined similarly:
oB(G) := min
{
sup
x∈X
outo(x) : o a Borel orientation of G
}
oµ(G) := min
{
sup
x∈A
outo(x) : o a Borel orientation of (G ↾ A), µ(X rA) = 0
}
.
For example, o(G) = ⌈d/2⌉ whenever G is a d-regular finite graph, o(G) = 1
whenever G is acyclic, and an undirectable forest of lines, as in [9, 6.8], is equivalent
to a 2-regular Borel graph with oB(G) = 2.
These notions have already appeared implicitly in the literature on descrip-
tive graph combinatorics. For instance, in [12], Marks finds 3-regular graphs with
oµ(G) ≤ 2 but oB(G) = 3. And the Luzin-Novikov uniformization theorem says
that if oB(G) ≤ ℵ0, then it is equal to the number of (not necessarily injective)
functions needed to generate G. So, we can rephrase a long-standing open problem
as follows.
Problem 1.2. [10, Problem 4.8] If oB(G) and χB(G) are finite, does it follow that
χB(G) ≤ 2oB(G) + 1?
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Further, orientation numbers provide an interesting test case for adapting meth-
ods from finite combinatorics. In the classical setting, o(G) is well understood in
terms of partitions of G into sidewalks.1
Proposition 1.3. For any graph G on any set X,
o(G) = min
{|S| : S ⊆ P(G), ⋃S = G, and (∀s ∈ S) s is a sidewalk}
and if o(G) is finite,
o(G) = max
S⊆X finite
⌈ |S|
ρ(S)
⌉
where ρ(S) = |S| −#acyclic components of G ↾ S.
The first statement is elementary. For the second, observe that the sidewalks in a
graph are the independent sets of a matroid (usually called the bicircular matroid).
The result then follows from compactness and the Edmonds covering theorem [13,
Theorem 5.3.2]. Curiously, this characterization in terms of sidewalk covering fails
in definable contexts, but we can still recover a measurable version of the Edmonds
formula.
1.2. Statement of Results. For a graph G, we say a measure µ is G-invariant if
G is a countable union of µ-preserving involutions. If µ is a G-invariant probability
measure, we say G is probability measure preserving (or p.m.p.). The main result
of this paper is the following upper bound for oµ on bounded degree p.m.p. graphs.
Theorem 1.4 (See Corollary 2.4). If G is a p.m.p. graph with bounded degree, and
k is an integer with k > cost(G ↾ A) for µ(A) > 0, then oµ(G) ≤ k.
In many cases, this upper bound turns out to be optimal, and we also have a
sharper analysis for expansive graphs (see Theorem 2.8).
A measure is G-quasi-invariant if it admits a Radon-Nikodym cocycle. That is,
a function ρ : X2 → R+ such that, for any Borel partial injection f contained in
G and any Borel A ⊆ V , µ(f [A]) = ∫
x∈A
ρ (x, f(x)) dµ. Details can be found in
[9]. Our proof of Theorem 1.4 is robust in the sense that it gives a bound on oµ
for µ quasi-invariant in terms of the supremum of the Radon-Nikodym cocycle (see
Theorem 2.4). As in Conley–Tamuz [3], this yields a Borel result for graphs of
subexponential growth:
Theorem 1.5 (See Corollary 2.7). If G is a d-regular Borel graph with subexpo-
nential growth, then oB(G) ∈ [d2 , d2 + 1].
In the third section, we apply these results to compute the measurable orientation
numbers of Cayley graphs of p.m.p. group actions in many cases. Using determinacy
results, we get a lower bound for the Borel orientation number of a (Z/2Z)∗n action
which is strictly larger than its measurable orientation number (see Theorem 3.5).
And we also find interesting examples of graphs with uncountable Borel orientation
number, including the unit distance graph in R2 (see Theorem 3.7).
In the last section, we bound the projective complexity of orientation problems.
We show that the set of codes for locally countable Borel 1-orientable graphs is
∆12 using a dichotomy theorem of Hjorth and Miller (see Theorem 4.3), and the
1A sidewalk is graph where each component has at most 1 cycle, i.e. where bicycles are not
allowed. These are sometimes called psuedoforests.
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set of codes for Borel ℵ0-orientable graphs is Π11 using a Gandy–Harrington forcing
argument (see Corollary 4.2). We also show that the set of closed equivalence
relations which admit a 1-orientable graphing is Σ12 complete (see Theorem 4.7).
By a theorem of Hjorth, this is equivalent to showing that equivalence relations
which admit a selector is Σ12 complete, an interesting statement in its own right.
1.3. Notation. We end this introduction by settling some notation. We view a
graph G on a set X as symmetric subset of X2. To emphasize that G is symmetric,
we’ll often write {x, y} ∈ G if (x, y) ∈ G. For A ⊆ X , (G ↾ A) is the graph on A
defined by (G ↾ A) := G∩A×A. An orientation2 of G is a relation o ⊆ X2 so that
{x, y} ∈ G if and only if (x, y) ∈ o or (y, x) ∈ o.
A path in G is sequence of vertices p = (x0, ..., xn) with {xi, xi+1} ∈ G for
i = 0, ..., n− 1. We say that p is a path from x0 to xn. The length of the path p is
n, the number of edges it crosses. Given an orientation o, We say p is an oriented
path if (xi, xi+1) ∈ o for i = 0, ..., n− 1. The radius n positive neighborhood of a
vertex is
B+n (x) := {y : there is an oriented path from x to y of length at most n}
and the negative neighborhood is
B−n (x) := {y : there is an oriented path from y to x of length at most n}.
And, for sets A ⊆ X we define
B+n (A) =
⋃
x∈A
B+n (x), and B
−
n (A) =
⋃
x∈A
B−n (x).
We abbreviate B+1 (A) = B
+(A).
For any relation R, the section of R at x is Rx = {y : (x, y) ∈ R}. For any
vertex x, the degree of x is deg(x) = |Gx|. The outdegree of x with respect to o is
outo(x) = |ox|. The indegree of x is ino(x) = deg(x) − outo(x).
For µ G-quasi-invariant, we abuse notation and use µ also for the associated
measure on G: for S ⊆ G
µ(S) :=
∫
x∈X
|Sx| dµ.
The expansion constant of a graph is
λµ(G) = inf
{
1
µ(A)
∫
x∈A
|Gx rA| dµ : 0 < µ(A) ≤ 1
2
}
.
The quantity minimized by λµ is the measure theoretic analog of the ratio of edges
leaving A to vertices in A. We call a graph expansive if λµ(G) > 0.
We will sometimes suppress µ and o in notation. We will also conflate o with its
characteristic function to speak of o(e) and limi oi(e) for sequences of orientations.
2This definition is somewhat nonstandard. Usually an orientation should only contain one
of the directed edges (x, y), (y, x). However, any k-orientation in our sense can be refined to a
k-orientation with this condition.
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2. Bounds via Measurable Combinatorics
For this section, G will be a locally countable Borel graph, the letter µ will always
stand for a G-quasi-invariant Borel probability measure on X , ρ(x, y) stands for the
associated Radon-Nikodym cocycle, and ρ := supx,y ρ(x, y). In particular µ is G-
invariant if and only if ρ = 1. We include a proof of the following basic proposition
to give a flavor of how ρ appears in arguments.
Proposition 2.1. For any µ, orientation o, and G-invariant set A,∫
x∈A
ino(X) dµ ≤ ρ
∫
x∈A
outo(X) dµ.
Proof. Fix a set of involutions generating o, {fi : i ∈ ω}, such that, for any x ∈ X ,
outo(x) =
∑
i∈ω 1dom(fi)(x). Then since each fi is injective,∫
x∈A
ino(X) dµ =
∑
i∈ω
µ(im(fi))
=
∑
i∈ω
∫
x∈dom(fi)
ρ(x, fi(x)) dµ
≤
∫
x∈A
ρ
∑
i∈ω
1dom(fi)(x) dµ
= ρ
∫
x∈A
outo(x) dµ.

We use similar propositions throughout this section without comment. Readers
unfamiliar with quasi-invariant measures can consult [9], or consider the p.m.p. case
where ρ = 1 to get a gist of the arguments.
Definition 2.2. Let αµ(G) = sup{cost(G ↾ A) : A ⊆ X,µ(A) > 0}, where the cost
of a restriction is computed with respect to the normalized measure µ/µ(A). That
is,
cost(G ↾ A) =
1
2µ(A)
∫
x∈A
|Gx ∩ A| dµ.
For example, if G is d-regular, αµ(G) =
d
2 . And, if G is a finite graph equipped
with counting measure, this is essentially the Edmonds formula for o.
Proposition 2.3. For any µ,
oµ(G) ≥
⌈
2αµ(G)
1 + ρ
⌉
.
In particular, if µ is G-invariant,
oµ(G) ≥ ⌈αµ(G)⌉ .
Proof. Since oµ(G ↾ A) ≤ oµ(G) when µ(A) > 0, it suffices to show
oµ(G) ≥ 2
1 + ρ
cost(G).
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Suppose G has an orientation o with outdegree bounded by n. Then,∫
X
|Gx| dµ ≤
∫
X
outo(x) dµ+
∫
X
ino(x) dµ.
≤ (1 + ρ)
∫
X
outo(X) dµ
so
cost(G) =
1
2
∫
X
|Gx| dµ ≤ 1 + ρ
2
∫
X
outo(x) dµ ≤ 1 + ρ
2
n.

The next theorem says that, for bounded degree graphs with ρ small this lower
bound is close to sharp.
Theorem 2.4. For any k ∈ N, there is a Borel orientation o such that, for any
measure µ, if k > ρ2αµ(G), then
µ({x : outo(x) > k}) = 0.
Proof. The proof is similar to the proof of the Lyons–Nazarov matching theorem
in Elek–Lippner [4], but uses a different notion of augmenting chain.
Let ∆ be a degree bound for G. Given an orientation o of G, Define
Oo := {x : outo(x) > k}, and Io := {x : outo(x) < k}.
We say that a path (x0, x1, ..., xn) is an augmenting chain in o if it is an oriented
path from Oo to Io, or equivalently if
(1) (xi, xi+1) ∈ o for 1 ≤ i ≤ n, and
(2) outo(x1) > k and outo(xn) < k.
We say that o′ is gotten by flipping an edge (x, y) in o if
o′(e) =
{
1− o(e) e = (x, y) or (y, x)
o(e) else
The key observation is that flipping every edge in an augmenting chain only changes
the outdegrees of the endpoints of the chain.
Lemma 2.5. For any Borel orientation o, there is a Borel orientation o′ such that
(1) o′ doesn’t admit any augmenting chains of length less than n, and
(2) For any µ,
µ({e : o(e) 6= o′(e)}) ≤ 2n∆ρnmin(µ(Oo), µ(Io)).
The µ(Io) bound will be used in a later theorem.
Proof of lemma. Let X be the space of (unoriented) paths in G of length at most
n. By a theorem of Kechris and Miller [10, Proposition 3.10], there is a countable
coloring of the intersection graph on X . Let 〈ℓi : i ∈ N〉 enumerate N with each
number repeated infinitely often. Define oi inductively:
(1) o0 = o
(2) Get oi+1 by flipping all paths in the ℓ
th
i color class which are augmenting
chains for oi.
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First we check that this process converges on every edge, then we verify that the
limiting orientation is as desired.
If a vertex x has outdegree at most (resp. at least) k in oi, then x still has
outdegree at most (resp. at least) k in oi+1. (This is where we use that k is an
integer). Flipping a chain decreases the outdegree of the chain’s staring vertex. So
a given chain can only flip ∆− k many times in this process. And, since each edge
is contained in only finitely many chains, each edge only flips finitely often. We can
then define o′(e) := limi oi(e).
To see that (1) of the lemma holds, note that if p were an augmenting chain o′, it
would be an augmenting chain in cofinally many oi. This is because oi(e) stabilizes
in finite time for all e. But then p would have been flipped at some stage. Thus o′
doesn’t admit any augmenting chains of length smaller than n.
For (2) of lemma, if o(e) 6= o′(e), we can define f(e) to be the first vertex of
the first flipped chain containing e. By construction, f is a most 2n∆-to-one (the
factor of 2 comes from the fact that (x, y) and (y, x) count separately), f−1(x) is
empty unless x ∈ Oo, and if e = (x, y) there are at most n edges between x and
f(e). We compute
µ({e : o(e) 6= o′(e)}) =
∫
x∈X
|{y : o(x, y) 6= o′(x, y)}| dµ
≤
∫
x∈X
ρn|f−1(x)| dµ
≤ 2n∆ρn µ(Oo).
Similarly, setting f(e) to be the final vertex of the first flipped chain containing e
gives µ({e : o(e) 6= o′(e)}) ≤ 2n∆ρn µ(Io). 
Now we want to iterate the construction above to get a measure with no aug-
menting chains. To ensure this converges µ-a.e. for any appropriate µ, we need to
analyze µ(Oo). To this end, fix µ and abbreviate α = αµ(G). Recall
B+n (A) := {y : there is an oriented path of length at most n from some x ∈ A to y}
and B+(A) := B+1 (A). Notice that B
+
n+m(A) = B
+
n (B
+
m(A)).
Claim 1: If every point in A ⊆ G has outdegree at least k, then
µ
(
B+(A)
) ≥ k
ρα
µ(A).
Since every edge coming out of A ends in B+(A),
k µ(A) ≤
∫
x∈A
outo(x) dµ
≤ 1
2
(∫
x∈A
outo(x) dµ+ ρ
∫
x∈B+(A)rA
ino(x)
)
≤ ρ
2
∫
x∈B+(A)
∣∣Gx ∩B+(A)∣∣ dµ
= ρ cost
(
G ↾ B+(A)
)
µ
(
B+(A)
)
≤ ραµ (B+(A)) .
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It follows from the above claim that µ(Oo) shrinks exponentially in the length
of the smallest augmenting chain in o.
Claim 2: If o admits no augmenting chains of length at most n, then Oo has
measure at most
(
ρα
k
)n
.
In this case, any oriented path starting in O0 of length at most n must fail to
reach a vertex of outdegree less than k. That is, for i < n, B+i (Oo) satisfies the
hypotheses of Claim 1. So,
1 ≥ µ (B+n (O0)) ≥
(
k
ρα
)n
µ(O0).
Now to get the orientation o of the theorem statement, start with any orientation
of G and iteratively produce 〈oi : i ∈ ω〉 with oi+1 = o′i as in Lemma 2.5. The
probability that an edge flips at stage n is at most 2n∆µ(Oon) ≤ 2n∆ (ρ
2α)n
kn
.
This sequence is summable, so by Borel-Cantelli oi(e) converges almost surely. Let
o(e) = limi o(e) if the limit exists, otherwise set o(e) to be equal to any Borel
orientation you like. Then, away from a µ-null set, o admits no augmenting chains,
and by Claim 2 Oo is µ-null.

For p.m.p. graphs, we get the following.
Corollary 2.6. If G is p.m.p. with measure µ, then
oµ(G) ∈ [αµ(G), αµ(G) + 1].
In particular, if αµ(G) is not an integer, oµ(G) = ⌈αµ(G)⌉.
Using an idea from Conley–Tamuz [3], we can get a Borel result for slow-growing
graphs.
Corollary 2.7. If G has subexponential growth and is d-regular, then oB(G) ∈
[d2 ,
d
2 + 1].
Proof. In this case, for any vertex x of G, there is an atomic measure with ρ <√
1 + d whose support contains x. The Borel orientation given by Theorem 2.4
witnesses oµ(G) ≤ d2+1 for all of these atomic measures, so witnesses oB(G) ≤ d2+1.
Similarly, Proposition 2.3 gives a lower bound. 
We can also sharpen the analysis for expansive regular graphs. If G is expansive,
then edge boundaries in G are large. So cost(G ↾ A) is bounded away from αµ(G)
when A has measure less than 1/2. If G is regular, the problem is symmetric enough
that we only need to consider such small sets.
Theorem 2.8. If µ is G-invariant, and G is d-regular and expansive then
oµ(G) =
⌈
d
2
⌉
.
Proof. We modify the proof of Theorem 2.4, making use of the following symmetry.
For any orientation o, let o−1 = {(x, y) : (y, x) ∈ o}. That is, o−1 is o with every
edge flipped. We have outo(x) = ino−1(x), B
+
o (A) = B
−
o−1
(A), and
Io = {x : outo(x) < d/2} = {x : ino(x) > d/2} = Oo−1 .
Claim 1: There is c > 1 such that, for any orientation o, if A ⊆ X satisfies
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0 < µ (B+(A)) ≤ 1/2 and outo(x) ≥ d/2 for all x ∈ A, then
c µ(A) ≤ µ (B+(A))
Let λ be the expansion constant of G. Then
d
2
µ(A) ≤
∫
x∈A
outo(x) dµ
≤ 1
2
∫
x∈B+(A)
(
deg(x)− |Gx rB+(A)|
)
dµ
≤ 1
2
(d− λ)µ (B+(A)) .
So, c = d
d−λ
works.
Symmetrically, if µ (B+(A)) ≤ 12 and outo(A) ≤ d/2 for x ∈ A, then applying
Claim 1 to o−1 gives
c µ(A) ≤ µ (B−(A)) .
As in the proof of 2.4, we derive an exponential bound on min(µ(Oo), µ(Io)).
Claim 2: There is c > 1 such that, if o admits no augmenting chains shorter
than length 2n, then min (µ(Io), µ(Oo)) < c
−n.
In such an orientation, B+n (Oo)∩B−n (Io) = ∅. So one of them must have measure
bounded by 1/2. Possibly replacing o with o−1, we can assume µ (B+n (Oo)) ≤ 1/2.
By claim 1,
1
2
≥ µ (B+n (Oo)) ≥ cn µ(Oo)
for some c > 1. Thus, µ(Oo) ≤ 12cn
Now again, iteratively produce oi with oi+1 = o
′
i as in Lemma 2.5. Claim 2 and
Borel-Cantelli imply that the probability of an edge flipping infinitely often is 0.
Let o be the limiting orientation.
Since o admits no augmenting chains, claim 2 implies one of Oo or Io is null. If
it’s Oo, o is a
d
2 -orientation. Otherwise o
−1 is a d2 -orientation. 
3. Examples
The most widely studied class of Borel graphs are the Cayley graphs associated
to actions of finitely generated groups. Since we are dealing with orientations, we
do not want generating sets for our groups to be symmetric.
Definition 3.1. For a countable group Γ, we say E generates Γ if
Γ = {a1....an : ai ∈ E ∪ E−1}.
Importantly, we’re allowed to take inverses of our generators.
If Γ is generated by E and a : Γy X is a Borel group action, then the associated
Cayley graph on X is
G(a,E) := {{x, y} : (∃g ∈ E) g · x = y}.
The graph F (Γ, E) is the graph G(a,E) where a is the shift action of Γ on the
free part of NΓ.
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For any free action a, G(a,E) is regular with degree |E ∪E−1|. In particular, if
E contains no involutions, G(a,E) is 2|E|-regular. So, if a is a free p.m.p. action,
then oµ (G(a,E)) ≥ 12 |E ∪ E−1| by Proposition 2.3. Clearly, oB (G(a,E)) ≤ |E|.
We then have
Proposition 3.2. If E contains no involutions, and a is a p.m.p action of G, then
oµ (G(a,E)) = oB (G(a,E)) = |E|.
The situation is much more interesting for groups with 2-torsion. We equip NΓ
with any non-atomic product measure µ.
Proposition 3.3. Let Γ = (Z/2Z)∗2 := 〈a, b : a2 = b2 = 1〉 and E = {a, b}. Then,
oµ (F (Γ, E)) = 2.
In particular, there are p.m.p. graphs with oµ(G) 6= ⌈αµ(G)⌉.
Proof. Each component of F (Γ, E) is an infinite path. Suppose toward contradic-
tion that o is a measurable 1-orientation, so o assigns a direction to each component
of F (Γ, E). Consider A = {x : (x, ax) ∈ o}. The group element ab acts ergodically
and A is invariant under this action. Thus almost every point is in A or almost no
point is in A. In either case, some edge must be missed by o, which is a contradic-
tion. 
Clinton Conley has shown that F (Γ, {a, b, ab}) is a 4-regular graph with no mea-
surable 2-orientation.
Problem 3.4. Is there a 2d-regular graph with no measurable d-orientation for all
d ∈ N?
Shift graphs of nonamenable groups are expansive (see e.g. [11, Section 3]). So
by Theorem 2.8, oµ (F (Γ, E)) = ⌈n2 ⌉ when Γ = (Z/2Z)∗n with standard generating
set E. Using a determinacy result, we can show that these graphs have strictly
larger Borel orientation numbers.
Theorem 3.5. For Γ = (Z/2Z)∗n = 〈a1, ..., an : a2i = 1〉, E = {a1, ..., an},
oB (F (Γ, E)) = n
Proof. It suffices to consider the case when n is even. We proceed by induction.
The base case is Proposition 3.3.
For the induction step, we use the main lemma from Marks’s paper on Borel
determinacy [12]. Suppose the shift graph for (Z/2Z)∗(n−2) does not admit an
(n − 3)-orientation, and suppose o is an orientation of F (Γ, E) with outo(x) < n
for all x. Set H = 〈a1, a2〉 and K = 〈a3, ..., an〉, and let
A = {x : (x, a1x) 6∈ o or (x, a2x) 6∈ o}.
By the lemma, there is an equivariant embedding either of F (H, {a1, a2}) into A
or of F (K,E r {a1, a2}) into X rA.
In the first case, if f is the embedding, let o˜ be the pullback orientation on
F (H,E), i.e. for i = 1, 2
(x, aix) ∈ o˜⇔ (f(x), aif(x)) ∈ o.
By the definition of A, o˜ is a 1-orientation of F (H,E), contradicting the base case.
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In the second case, again suppose f is the embedding and let o˜ be the pullback
orientation of F (Γ, E r {a1, a2}). Then for all x,
(f(x), a1f(x)), (f(x), a2f(x)) ∈ o
so
|o˜x| =
∣∣{ai : (f(x), aif(x)) ∈ o, i 6= 1, 2}∣∣ = |of(x)| − 2 < n− 2.
But then we have an n− 3 orientation of F (K,Er {a1, a2}), which contradicts the
induction hypothesis.

Another nice class of graphs generalizes the Hadwiger–Nelson graph.
Definition 3.6. For a Polish group ג and E ⊆ ג Borel, the associated generalized
distance graph is
D(ג, E) :=
{{x, y} : xy−1 ∈ E} .
When E is countable, this is just the Cayley graph of 〈E〉 acting on ג by trans-
lation. It turns out, when E is uncountable, oB (D(ג, E)) = |R|.
Theorem 3.7. For any Polish group ג and E ⊆ ג Borel, oB (D(ג, E)) ≤ ℵ0 if and
only if E is countable.
Proof. Set G = D(ג, E). If E is countable, then G is locally countable, and oB(G) ≤
ℵ0. So, suppose E is uncountable and fix a sequence of Borel functions 〈fi :∈ ω〉
with fi ⊆ G for each i. We will show that
⋃
i fi is not an orientation of G. We may
assume E is symmetric, and by the perfect set theorem it suffices to consider the
case where E is closed and has no isolated points.
Equipped with the subspace topology, G ⊆ ג2 is homeomorphic to ג×E. There
are two natural identifications; a point (x, e) ∈ ג × E can map to either (x, ex)
or (ex, x). We can translate between the two via a self-homeomorphism of ג × E,
(x, e) 7→ (ex, e−1).
Define f˜i : ג → E by f˜i(g) = fi(g)g−1. Then f˜i is Borel and so has a meager
graph in ג × E. That is, for a comeager set of (x, e) ∈ ג × E, (x, ex) 6= (x, fi(x)).
Symmetrically, {(x, e) : (x, ex) 6= (fi(ex), ex)} = {(x, e) : (ex, e−1) 6∈ f˜i} is comea-
ger. So, for a comeager set of (x, e), then (x, ex), (ex, x) 6∈ ⋃i fi. 
For G = Rn and E = Sn−1, we get the following.
Corollary 3.8. The unit distance graph in Rn (n ≥ 2) does not have a countable
Borel orientation.
This contrasts with the classical case. In ZFC, the unit distance graph on Rn
always admits a countable orientation, independent of the size of the continuum.
See, for example, [2, Theorem 6.2].
We end this section by noting that the orientation and sidewalk covering numbers
can be arbitrarily far apart in the Borel setting.
Theorem 3.9. For every n ∈ N ∪ {ℵ0, |R|}, there is an acyclic Borel graph (in
particular a sidewalk) with oB(G) = n. Further, if n ≤ ℵ0, G can be taken to be
locally countable.
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Proof. For n ≤ ℵ0, Fn, the free group with n generators, is torsion free. So if E
is the usual set of generators, oB(F (Fn, E)) = n. And the Cayley graphs of Fn
actions are locally countable.
For n = |R|, label the standard generators for F2n as En = {aσ : σ ∈ 2n} and let
gn : F2n → F2n−1 be the homomorphism determined by gn(aσ) = aσ↾(n−1). Define
Γ = lim
←
F2n = {f ∈
∏
n
F2n : (∀n) gn(f(n)) = f(n− 1)}
E = {f ∈ Γ : (∀i) f(i) ∈ Ei}.
Then E is closed in Γ and uncountable, so by Theorem 3.7, oB(G(Γ, E)) > ℵ0. Also,
since every finite subset of E freely generates a free group, D(Γ, E) is acyclic. 
4. Complexity
We end with some metamathematical considerations. Since Borel sets admit
Π11 coding, we can consider the set of codes for Borel sets with various combi-
natorial properties. If, like Borel k-orientability or colorability for graphs, the
property asks for some kind of Borel witness, the set of codes will usually be Σ12.
Dichotomy results and effective witnesses give better upper bounds on complexity,
and consequently lower bounds on complexity can be construed as anti-dichotomy
or impossibility results. See [14] for more discussion.
We can give a strong complexity bound for countable orientability using effective
methods. We use an alternate characterization for oB(G) countable
oB(G) = min{|F | : F is a family of Borel functions generating G}.
Likewise, define
o∆1
1
(G) := min{|F | : F is a uniformly ∆11 family functions generating G}.
This may give strange values for graphs which are not countably orientable, but it
will not matter for our discussion.
Theorem 4.1. If G is ∆11, and oB(G) ≤ ℵ0, then o∆11(G) ≤ ℵ0.
Proof. We want to consider generic edges in G. Let Pn be Gandy-Harrington
forcing on Nn, i.e. forcing with nonempty Σ11 subsets of Nn. Further, let (x˙, y˙) be
the canonical name for an P2-generic pair of reals. Recall that if (x, y) isP2-generic,
then x and y are separately P1-generic.
Suppose towards contradiction that
A := Gr
⋃
{D ∈ ∆11 : D is the graph of a partial function} 6= ∅
and G is generated by {fi : i ∈ ω}, with fi Borel. Note that, by the first reflection
theorem [6, Lemma 1.2], A = Gr
⋃{p ∈ Σ11 : p is the graph of a partial function}.
Then, without loss of generality, we can find some i and some Gandy-Harrington
condition p ≤ A such that
p  fi(x˙) = y˙.
Since p is a nonempty Σ11 subset of A, p is not a partial function. So, we have a
nonempty P1 condition:
U ′′ = {x : (∃y, y′) y 6= y′ and (x, y), (x, y′) ∈ p}.
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We can refine U ′′ to freeze the first place y, y′ differ, i.e. for some n and U ′ ⊆ U ′′
we get
U ′  (∃y, y′) (y ↾ n) 6= (y′ ↾ n) and (x˙, y), (x˙, y′) ∈ p.
And we can further refine U ′ to freeze the first n digits of fi(x). There are σ ∈ ωn
and U ⊆ U ′ so that
U  fi(x) ∈ Nσ, [(∃y, y′) (y ↾ n) 6= (y′ ↾ n) and (x, y), (x, y′) ∈ p] .
Now set q := U × (N r Nσ) ∩ p. By construction, q is nonempty. And if (x, y)
is P2-generic below q, then x is P1-generic below U , so fi(x) ∈ Nσ. Similarly,
y ∈ N rNσ. But then
q  fi(x˙) ∈ Nσ, fi(x˙) = y˙, and y˙ 6∈ Nσ,
which is a contradiction. 
Corollary 4.2. The set of ℵ0-orientable Borel graphs is Π11-complete in the codes.
Proof. By the preceding theorem, c codes a graph with oB(G) ≤ ℵ0 if and only if
(∃f ∈ ∆11(c)) f codes a countable generating family for G.
Coding a countable generating family is Π11, and an existential quantifier over
∆11(c) is equivalent to a countable quantifier and a universal quantifier. So being
ℵ0-orientable is Π11.
We can reduce well-foundedness to ℵ0 orientability as follows. If E ⊆ N is
closed, then the complete graph on E ×N is countably orientable if and only if E
is empty. The map E 7→ KE×N can be carried out in a Borel way on the level of
trees. 
Unfortunately, the above proof does not yield a dichotomy.
Theorem 4.3. The set of locally countable graphs with oB(G) ≤ 1 is ∆12 in the
codes.
Proof. Say that a graph admits Borel end selection if there is a Borel function
f : X → Xω so that
(1) f(x) is either injective (as a sequence), or constant
(2) If f(x) is injective, then f(x)(0) = x and {f(x)(n), f(x)(n+1)} ∈ G for all
n.
(3) If x, y are connected in G then, for any finite S ⊆ X , f(x) and f(y) are
eventually in the same component of X r S.
In particular if f(x) is constant, so is f(y), and f(x) = f(y).
We first note that oB(G) ≤ 1 if and only if G is a sidewalk and admits Borel end
selection.
If G is generated by a single function g, then 〈gn(x) : n ∈ ω〉 is either injective or
is eventually periodic. We can then define a Borel end selector by f(x)(n) = gn(x)
if this is injective or f(x)(n) is the least value gn(x) repeats (according to some
Borel linear order on X) otherwise.
And if G is a sidewalk and admits an end selector f , we can generate G with a
single function g as follows. If x is in the unique cycle in some component, let g(x)
be the next point in the cycle (according some Borel orientation of the cycles). If
x is in a component with a cycle, let g(x) be the nearest point to the cycle from x.
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If f(x) is injective, let g(x) = f(x)(1). Finally, if all else fails, let g(x) be the closes
point to f(x)(0) from x.
By Hjorth and Miller’s dichotomy, [8], the set of codes for locally countable
graphs admitting a Borel end selectors is ∆12. The result follows as the set of codes
for locally countable sidewalks is ∆12. 
Unfortunately, Hjorth and Miller’s methods do not seem to translate to an ef-
fective proof. Somewhat unusually, then, we have 2 upper bounds on complexity
without the attending niceness theorems.
Problem 4.4. Find a dichotomy characterizing countable orientability.
Problem 4.5. Is it the case that if G is locally countable, ∆11, and oB(G) ≤ 1,
then o∆1
1
(G) ≤ 1?
It is a long-standing open problem to determine the complexity hyperfinite Borel
equivalence relations, or equivalently of countable relations admitting a 1-orientable
graphing. That problem is still out of reach, but we can settle the complexity of
smooth relations admitting a 1-orientable graphing. The following proposition says
this is equivalent to finding the complexity of equivalence relations admitting a
Borel selector.
Proposition 4.6. For E smooth (but not necessarily countable), the following are
equivalent:
(1) E admits a 1-orientable graphing
(2) E is treeable
(3) E admits a Borel selector
Proof. (2), (3) are equivalent by a result of Hjorth [7]. To see that (3) implies (2),
note that if f is a Borel selector for E, then f generates a graphing of E.
Now we show (3) implies (1). Suppose that oB(E) ≤ 1 and fix an graphing G
witnessing this. Since G is a sidewalk, each component is either a tree or contains
a unique cycle. If a component contains a unique cycle, then tossing out the least
edge (relative to some Borel linear ordering of the underlying space) yields a treeing
of E. 
Recall that, for X Polish, F (X) is the Effros Borel space of closed subsets of X .
Theorem 4.7. The set
Sel := {E ∈ F (N 2) : E is an equivalence relation with a Borel selector}
is Σ12 complete.
Proof. We prove this in two steps. Define
Uni := {R ∈ F (N 2) : E admits a Borel uniformization}.
We will show
FBU ≤B Uni ≤B Sel
where FBU is the set of relations with full domain admitting Borel uniformization.
Then, by a theorem of Adams and Kechris[1], Sel is Σ12 complete.
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FBU ≤B Uni: We want to take a relation R and extend it to a relation R′ with
full domain in such a way that the R′ cannot be uniformized over all the points
added to the domain. If R has cofinite domain this cannot be done, so we will
replace R by N ×R, and then add noise to extend it to a full domain relation.
Let N ⊆ N 2 be such that N(x,y) ⊆ N r ∆11(x, y). Note that if f is a ∆11(p)
function whose graph is contained in N , then dom(f) ∩ {p} × N = ∅.
Given R ⊆ N 2 closed, let R′ = (N ×R) ⊔ N . If R admits full Borel uni-
formization, say via f , then so does R′, via f ′(x, y) = f(y). If R′ admits Borel
uniformization, say via f ∈ ∆11(p), then for any x,
f(p, x) ∈ R′x ∩∆11(p, x) ⊆ R′x rN(p,x).
So R admits full Borel uniformization via f ′(x) = f(p, x).
Identifying N 2 with N via a Borel isomorphism as usual, the map R 7→ R′ is a
reduction from FBU to Uni.
Uni ≤B Sel: If R ⊆ N 2 is closed, define
(x, y)ER(x
′, y′) :⇔ x = x′ ∧ [(x, y), (x, y′) ∈ R ∨ y = y′] .
Then, ER is a closed equivalence relation.
If R admits Borel uniformization, say via f , then ER has a Borel selector g
defined by
g(x, y) =
{
(x, f(x)) (x, y) ∈ R
(x, y) else
If ER admits a selector, g, then R admits uniformization f via f(x) = y :⇔
g(x, y) = (x, y) ∧ (x, y) ∈ R.
Again, N 4 and N 2 can be identified, and the map R 7→ ER is Borel. So we have
a reduction as claimed. 
Note that, by Harrington–Kechris–Louveau [5], the set of smooth equivalence
relations is Π11 in the codes. So the preceding theorem gives a strong reason why
admitting a selector is not equivalent to being smooth.
References
[1] Scott Adams and Alexander S. Kechris, “Linear algebraic groups and countable Borel equiv-
alence relations,” J. Amer. Math. Soc. 13(4) (2000). 909-943
[2] Francis Adams and Jindrich Zapletal, “Cardinal Invariants of Closed Graphs,” J. Isr. J. Math
227 (2018). 861-888
[3] Clinton T. Conley and Omer Tamuz, “Unfriendly Coloring of graphs with finite average
degree”, arXiv: 1903.05268 (2019).
[4] Ga´bor Elek and Ga´bor Lippner, “Borel oracles. An analytic approach to constant time algo-
rithms”, Proc. Amer. Math. Soc. 138 (2010) 2939–2947
[5] Leo A. Harrington, Alexander S. Kechris, and Alain Louveau “A Glimm-Effros dichotomy
for Borel equivalence relations,” J. Amer. Math. Soc. 3 (1990), 903-928.
[6] Leo A. Harrington, David Marker, and Saharon Shelah, “Borel orderings”, Trans. Amer.
Math. Soc. 310, No. 1, 293–302 (1988)
[7] Greg Hjorth, “Selection Theorems and Treeability” Proceedings of the AMS 136 no Number
10 (2008). 36473653
[8] Greg Hjorth and Benjamin Miller, “Ends of Graphed Equivalence Relations II,” Israel Journal
of Mathematics 169 (2009). 393-415
[9] Alexander S. Kechris and Benjamin Miller, Topics in Orbit Equivalence, Lecture Notes in
Math., vol. 1852, Springer, (2004).
[10] Alexander S Kechris and Andrew S Marks, “Descriptive graph combinatorics”, Preprint avail-
able at http://math.ucla.edu/∼marks (2015).
ORIENTING BOREL GRAPHS 15
[11] Russel Lyons and Fedor Nazarov, “Perfect Matchings as IID Factors on Non-Amenable
Groups,” Europ. J. Combin. 32 (2011), 11151125.
[12] Andrew S Marks, “A Determinacy Approach to Borel Combinatorics,” J. Amer. Math. Soc.
29 (2016), 579-600.
[13] Edward Scheinerman and Daniel Ullman, Fractional Graph Theory: A rational approach to
the theory of graphs, Dover (2011).
[14] Stevo Todorcevic and Zolta´n Vidnya´nszky, “A complexity problem for Borel graphs,” arXiv:
1710.05079 (2018).
University of California, Los Angeles
E-mail address: personpants@math.ucla.edu
