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The accuracy of charge-transfer excitation energies, solvatochromic shifts and other environmental
effects calculated via various density embedding techniques depend critically on the approximations
employed for the non-additive non-interacting kinetic energy functional, T nads [n]. Approximating
this functional remains an important challenge in electronic structure theory. To assist in the
development and testing of approximations for T nads [n], we derive two virial relations for fragments
in molecules. These establish separate connections between the non-additive kinetic energies of the
non-interacting and interacting systems of electrons, and quantities such as the electron-nuclear
attraction forces, the partition (or embedding) energy and potential, and the Kohn-Sham potentials
of the system and its parts. We numerically verify both relations on diatomic molecules.
Keywords — density embedding, density functional theory, non-additive non-interacting kinetic
energy, virial relations.
INTRODUCTION
Solving the electronic-structure problem for ever
larger, complex molecular systems, has prompted the de-
velopment of quantum embedding methods [1]. Among
these, density-embedding techniques [2] offer the most
direct way to fragment a composite system (molecule[3],
cluster[4], material[5]) into its constituent parts while
making direct use of Density Functional Theory (DFT)
[6, 7] and its popular approximations. Frozen-density
embedding theory (FDE) [8], subsystem-DFT (S-DFT)
[9], and Partition-DFT (P-DFT) [10, 11] belong to this
category of embedding methods. To be competitive with
KS-DFT, one feature that these three methods have in
common is their reliance on approximations for the non-
additive non-interacting kinetic energy T nad
s
(NAKE),
a quantity that can be thought of as a functional of
the total ground-state density or, alternatively, of the
set of fragment ground-state densities. Other density-
embedding methods circumvent this need altogether at
the expense of an initial supra-molecular calculation [12].
The development of accurate approximations of the full
Ts[n] for orbital-free DFT is a notoriously difficult prob-
lem [13], explaining why most DFT calculations today
still rely on the Kohn-Sham (KS) [7] or generalized-KS
[14] schemes. However, approximating the NAKE is
a different challenge than approximating the full Ts[n].
Cancellation of errors can sometimes lead to acceptable
NAKEs [15] but not much is known about such errors
or how to control them. Deriving exact conditions for
the NAKE would be helpful to guide the construction of
improved approximations for it [16]. We derive here two
virial relations that may be useful toward that goal.
The quantum virial theorem provides relationships be-
tween the kinetic energy and the potential energy of elec-
tronic systems. In Kohn-Sham DFT [7], virial relations
have been proven [17–19] that establish the connections
between the kinetic and potential energies of both, the
real system of interacting electrons and the auxiliary
system of non-interacting electrons. Establishing anal-
ogous virial relations in embedding methods is challeng-
ing when the fragment densities are not v-representable
[20, 21], as discussed in ref.[22] and in ref.[23] in the con-
text of the early embedding method of ref.[24]. However,
the fragment densities of P-DFT are physical ground-
state v-representable densities for which virial relations
apply just as they would for any physical system in iso-
lation. Furthermore, due to the globality of the partition
potential in P-DFT [2, 10, 11], terms can be grouped to-
gether leading to particularly simple virial expressions,
as we show here.
We make use of the following notation: Using the index
“α” to label the fragments, the kinetic energy of fragment
α is Kα[nα]. The non-additive kinetic energy is defined
as:
Knad[{nα}] ≡ K[n]−
∑
α
Kα[nα] , (1)
where K[n] is the total kinetic energy for density n(r).
Equation 1 is the most direct method to calculate Knad.
We will be contrasting Equation 1 later on with a virial
expression, Equation 12. Similarly, the NAKE is defined
by
T nad
s
[{nα}] ≡ Ts[n]−
∑
α
Ts[nα] , (2)
With the virial theorem, we can derive exact relations
between T nad
s
[n] and the densities and potentials that
can be obtained through P-DFT calculations. These re-
lations can be used as exact constraints in constructing
approximations to T nad
s
[n].
2This manuscript is divided as follows: In Section we
derive two virial relations for P-DFT. The first, Equa-
tion 12, expresses an exact relationship between the non-
additive kinetic energy of the systems of interacting elec-
trons Knad[n], electrostatic electron-nuclear attraction
energies, and the partition energy Ep[n] and correspond-
ing potential vp(r) [11]. The second virial expression,
Equation 13, relates T nad
s
[n] with the set of Kohn-Sham
potentials for the fragments and for the whole system.
Finally, in Section , we provide numerical verification of
the derived relations for several homonuclear diatomic
molecules, and discuss a few implications.
VIRIAL RELATIONS
We now derive two virial relations for fragments in
molecules. For a many-electron system of ground state
|Ψ〉 and density n(r) = 〈Ψ|nˆ(r)|Ψ〉 governed by the
hamiltonian
Hˆ = Tˆ + Vˆee +
∫
d3rnˆ(r)v(r) , (3)
where v(r) is the ‘external’ potential due to the nuclei,
the virial theorem can be expressed as [17]:
2K[n] + Vee[n] =
∫
d3rn(r)r · ∇v(r) , (4)
where K[n] = 〈Ψ[n]|Tˆ |Ψ[n]〉 and Vee = 〈Ψ[n]|Vˆee|Ψ[n]〉
are the total kinetic and electron repulsion energies. Sim-
ilarly, using standard DFT notation for the KS system
of non-interacting electrons with kinetic energy Ts,
2Ts[n] =
∫
d3rn(r)r · ∇vs[n](r) , (5)
where the total KS potential vs[n](r) is given by the
sum of the external v(r), Hartree vH[n](r), and exchange-
correlation vxc[n](r) potentials. Equation 5 is applicable
not only to the exact XC functional, but also to approx-
imate XC functionals at self-consistency.
Although P-DFT makes use of a grand-canonical en-
semble formalism to describe fragments with fractional
numbers of electrons [2, 25], we restrict the present anal-
ysis for simplicity to cases where the fragments, labeled
by index α, have integer numbers of electrons Nα (the
one exception in the examples that follow is H+2 , where
each atomic fragment is assigned a charge of 0.5). The
total number of electrons in the molecule, N , is given by
the sum of the Nα, and all single-particle operators are
similarly additive. In particular, the external potential
v(r) =
∑
α
vα(r), kinetic operator Tˆ =
∑
α
Tˆα and den-
sity operator nˆ(r) =
∑
α
nˆα(r) are all additive. However,
Vˆee 6=
∑
α
Vˆee,α as all electrons interact with one another.
Partition Theory establishes [10, 11] that there is
only one embedding potential vp(r) such that the many-
electron Schro¨dinger equations
[
Hˆα +
∫
d3rvp(r)nˆα(r)
]
|ψα〉 = Eα|ψα〉 , (6)
lead to fragment densities nα(r) = 〈ψα|nˆα(r)|ψα〉 with
the additive property:
∑
α
nα(r) = n(r) , (7)
In Equation 6, we have defined the fragment hamilto-
nian with ground state |ψα〉 as Hˆα ≡ Tˆα + Vˆee,α +∫
d3rvα(r)nˆα(r). Because the nα(r) are true ground-
state densities for Nα electrons in vα(r) + vp(r), virial
relations analogous to Equations 4 and 5 hold for the
fragments:
2Kα + Vee,α =
∫
d3rnα(r)r · ∇[vα(r) + vp(r)] , (8)
where Kα = K[nα] = 〈ψα[nα]|Tˆα|ψα[nα]〉, Vee,α =
Vee[nα] = 〈ψα[nα]|Vˆee,α|ψα[nα]〉, and
2Ts,α =
∫
d3rnα(r)r · ∇vs,α[nα](r) . (9)
Note that vs,α(r) = vα(r) + vH,α(r) + vXC,α(r) + vp(r).
Next, subtract Equation 9 from Equation 8 to get
Tc,α = −EXC,α −
∫
d3rnα(r)r · ∇vXC,α(r) , (10)
where Tc,α = Kα − Ts,α is the correlation kinetic energy
of fragment α.[17]
Summing up Equation 8 over all fragments, we obtain
2Kf[{nα}]+Vee,f [{nα}] =∑
α
∫
d3rnα(r)r · ∇[vα(r) + vp(r)] , (11)
where Kf [{nα}] ≡
∑
α
Kα and Vee,f [{nα}] =
∑
α
Vee,α.
Finally, combining Equation 4 with Equation 11 and re-
arranging terms:
Knad[{nα}] = V
nad
ext
[{nα}] +
∫
d3r
∑
α
nα(r)r · ∇v
nad
ext,α
(r)
−Ep[n]−
∫
d3rn(r)r · ∇vp(r) , (12)
where Ep[n] is the partition energy [11]. Its func-
tional derivative, at the minimum, is vp(r). In Equa-
tion 12, V nad
ext
[{nα}] =
∫
d3r {n(r)v(r) −
∑
α
nα(r)vα(r)}
is the non-additive external energy, and vnad
ext,α
(r) ≡
δV nad
ext
/δnα(r) = v(r)− vα(r).
Equation 12 provides a way to calculate the non-
additive KE in terms of quantities that can all be ob-
tained through embedding (P-DFT) calculations.
3TABLE I. Numerical verification of Equation 12. KnadI is cal-
culated through Equations 1, 14, and 13. KnadII is calculated
through Equation 12. The H+2 result in the top line is from
exact one-electron calculations for which KnadI is calculated
directly from wavefunctions.
System KnadI × 10
2 KnadI /K
nad
II
H+2 (exact) -8.522 0.99914
H+2 -8.259 0.99994
H2 -12.571 0.99993
Li2 1.716 1.01237
He2 0.1107 1.00025
Ne2 0.2999 1.00366
Ar2 0.4424 1.00417
Alternatively, subtracting Equation 9 from Equation
5, we find:
T nad
s
[{nα}] =
1
2
∫
d3r{
∑
α
nα(r)r · ∇[vs(r)− vs,α(r)]} ,
(13)
providing, together with Equation 12, a route to the cal-
culation of the non-additive correlation kinetic energy, as
T nad
c
[{nα}] = K
nad[{nα}]− T
nad
s
[{nα}] . (14)
NUMERICAL VERIFICATION AND
DISCUSSION
In Tables I and II, we provide numerical verification
of Equations 12 and 13 on diatomic molecules (i.e. each
molecule is partitioned into its two constituent atoms).
All calculations are performed on a real-space code that
solves the KS equations in prolate spheroidal coordinates
[2]. P-DFT calculations were done with an algorithm
that is numerically “exact for a given approximation to
the XC functional [25].
Table I shows a very close agreement between the non-
additive kinetic energy calculated through Equation 1,
denoted as Knad
I
, and calculated through the virial rela-
tion of Equation 12, denoted as Knad
II
. The main source
of error comes from the calculation of the gradient of
the potentials on the right-hand-side of Equation 12, as
the densities have cusps and the potentials singularities
at the nuclei. Similar agreement can be seen in Table
II that compares T nad
s,I (Equation 2) and T
nad
s,II (Equation
13).
The results in Tables I and II are a numerical verifica-
tion of Equations 12 and 13. The virial relation is sat-
isfied for each fragment and for the full molecule. The
latter occurs because the algorithm of ref.[25] guarantees
TABLE II. Numerical verification of Equation 13. T nads,I is
calculated through Equation 2, and T nads,II is calculated through
Equation 13.
System T nads,I × 10
2 T nads,I /T
nad
s,II
H+2 -8.181 0.99997
H2 -15.207 0.99997
Li2 0.4917 1.0035
He2 0.0993 1.00014
Ne2 0.2750 1.00239
Ar2 0.4050 1.00239
TABLE III. Comparison in the NAKE of He2 when approx-
imated functionals are used. T nads,I is calculated directly from
the approximated functionals. T nads,II is calculated using Equa-
tion 13, where the approximated NAKE functionals are used
in calculating the partition potential.
Functional T nads,I × 10
3 T nads,II × 10
3 T nads,I /T
nad
s,II
TF[26, 27] 1.198 1.402 0.85419
vW[28] -37.823 -37.824 0.99999
GEA2[29, 30] -1.561 -1.146 1.36154
TW02[31] 1.136 1.444 0.78654
LC94[32] 0.565 0.812 0.69630
R-PBE[33] 0.995 1.196 0.83215
that the sum of fragment densities reproduces the full-
molecular KS density.
Table III provides the ratio T nad
s,I /T
nad
s,II for He2 when
instead of using exact numerical inversions, as before,
one uses an approximate density-functional for T nad
s
, as
is typically done in subsystem-DFT calculations [9]. T nad
s,I
is constructed from approximate Ts[n] functionals on the
right-hand side of Equation 2. In Equation 13, T nad
s,II
is
calculated with the same Ts[n] approximation and the
expression vs(r) − vs,α(r) = δT
nad
s
[n]/δnα(r) [25]. In
contrast to the results of the exact inversion algorithm,
Equations 12 and 13 are not trivially satisfied in the case
of approximate density functionals. The full-molecular
density n(r), resulting from the sum of fragment densi-
ties in Equation 7, is now a self-consistent result and does
not reproduce the full-molecular KS density.
For most approximate T nad
s
functionals, the virial re-
lation Equation 13 is not well preserved. Interestingly,
the von Weisa¨cker (vW) functional yields an extremely
accurate virial relation for He2 even though the vW func-
tional is only exact for the fragments. This indicates that
the left-hand side and the right-hand side of Equation 5
are nearly equal for this approximate functional, imply-
ing that T vW
s
[nvW,P−DFT] = Ts[n˜], where n
vW,P−DFT is the
He2 density from a P-DFT calculation that uses the vW
4functional, and n˜ is the exact density corresponding to
the KS potential vs[n
vW,P−DFT](r), where vs[n
vW,P−DFT](r)
is calculated by plugging the density nvW,P−DFT into the
Hartree, XC and external potential functionals. The en-
tire error here is fragment-density-driven [34], and it is
clearly very small. However, our previous study [33]
showed that vW NAKE performed poorly for systems
of rare gas dimers, indicating that the performance of
NAKE functionals should not be judged based on Equa-
tion 13 alone.
CONCLUDING REMARK
We derived two virial relations for fragments in
molecules. The first, Equation 12, refers to the real,
physical system of interacting electrons and the second,
Equation 13, to the auxiliary system of non-interacting
electrons. Numerical calculations verify both relations
when the exact T nad
s
is employed and self-consistency for
the fragments is reached. These relations can be used
as tools to test approximations for T nad
s
[{nα}] as a func-
tional of the fragment densities.
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