We focus on short-term traffic forecasting for traffic operations management. Specifically, we focus on forecasting traffic network sensor states in high-resolution (second-by-second). Most work on traffic forecasting has focused on predicting aggregated traffic variables, typically over intervals that are no shorter than 5 minutes. We develop a (big) data-driven methodology for forecasting sensor states in high-resolution. Our contributions can be summarized as offering three major insights: first, we show how the forecasting problem can be modeled as a matrix completion problem. Second, we employ a block-coordinate descent algorithm and demonstrate that the algorithm converges in sub-linear time to a block coordinate-wise optimizer. This allows us to capitalize on the "bigness" of high-resolution data in a computationally feasible way. Third, we develop an ensemble learning (or adaptive boosting) approach to reduce the training error to within any arbitrary error threshold. The latter utilizes past days, so that the boosting can be interpreted as capturing periodic patterns in the data. The performance of the proposed method is analyzed theoretically and tested empirically using a real-world high-resolution traffic dataset from Abu Dhabi, UAE. Our experimental results show that the proposed method outperforms other state-of-the-art algorithms.
Introduction
Traffic prediction is an essential component of contemporary smart traffic operations systems. It assists system operators in scheduling interventions and helps provide travelers with route guidance. The increasing availability of high-resolution data presents an opportunity to re-think prediction techniques for traffic operations in general but specifically for traffic signal systems. For example, the SMART-Signal system [31] records every time a vehicle is detected (arrival and departure times to sensors) and every signal change event. Such valuable information should be leveraged for traffic operations purposes. Traffic prediction tools in the literature almost exclusively use aggregated data (e.g., 5-15 minutes) . While success has been reported on the low-resolution front, these methods do not offer sufficient accuracy for traffic operations applications, which operate on a much finer time cadence. Much larger volumes of data are required in order to observe patterns in the data. Hence, to achieve high accuracy predictions, one requires much larger volumes of data when operating in high resolution.
One also improves accuracy with frequent updates, that is, updating the predictions in real-time as opposed to utilizing a parametric model that was fitted off line. These two ingredients (large volumes of data and online estimation) are key aspects of the proposed techniques. The main challenge is, thus, computational/algorithmic in nature and the central theme of this paper is the algorithmic aspects of the problem.
Existing data analysis methods are either modelbased or data-driven. Techniques that are geared towards the estimation of traffic densities or speeds from both fixed and mobile sensors are examples of the former [15, 16, 18, 19, 33, 40-42, 44, 57, 59] . Datadriven techniques are becoming more popular with the increasing availability of traffic data. For traffic prediction and forecasting, data-driven methodologies fall in one of two major categories: parametric approaches and non-parametric approaches. Time series models dominate the category of parametric techniques. For example, autoregressive integrated moving average (ARIMA) [4, 26-28, 47, 54] and vector variants (VARIMA) [9, [22] [23] [24] 46] have been widely used and demonstrated to be successful. These models assume a parametric linear relationship between the label and a finite number of past states of the label itself. Their major limitation is that they tend to focus on reproducing mean patterns and fail to capture rapid fluctuation in the data. This implies that time series models are not suitable for high-resolution data. Nonparametric methods, on the other hand, do not assume any functional model forms and are typically data-driven. The basic idea behind non-parametric techniques is that they learn a general form from the historical data and use it to predict future data. Non-parametric methods can be divided into two types: non-parametric regression such as support vector regression (SVR) [13, 21, 55] and artificial neural networks (ANN) [25, 32, [34] [35] [36] 38] . Compared with time series models which assume that traffic data vary linearly over time, SVR and ANN techniques can capture nonlinear variations in traffic data. The advantage of SVR models is that they can learn representative features by using various kernels. For this reason, SVR has been successfully applied to predict traffic data such as flow [13, 21] , headway [58] , and travel time [5, 6, 17, 55] . Ma et al. [21] further proposed an online version of SVR, which can efficiently update the model when new data is added. Alternatively, ANNs are among the first non-parametric methods that have been applied to traffic prediction, and there is a wealth of literature on the subject, from simple multilayer perceptrons (MLPs) [34] to more complicated architectures as recurrent neural networks (RNNs) [25, 36, 38] , convolutional neural networks (CNNs) [35] and even combinations of RNNs and CNNs [32] .
Numerous studies have analyzed the relationship between data resolution and traffic prediction performance for different applications [10, 14, 39, [49] [50] [51] . A general finding is that the higher the resolution of the data, the less accurate the predictions. For example, Cheol et al. [39] state that strong variations appear when the aggregation intervals get shorter than 3 minutes. The Highway Capacity Manual [50] recommends aggregation into 15 minute time intervals. On the other hand, valuable information is lost upon aggregating data [51] , which makes it harder for the models to capture reality. For this reason, Tan et al. [49] selected aggregation at the 3 minute level as a compromise between prediction quality and information loss. Vlahogianni et al. [51] suggest increasing the data resolution level for real-time adaptive control.
To summarize, recent works on traffic prediction have focused on using aggregated data, where both parametric and non-parametric models were utilized. To our best of knowledge, few works have investigated the utilization of high-resolution data for traffic prediction.
Due to the complex non-linearities in traffic data, we consider a non-parametric approach and propose a novel non-parametric traffic prediction method for highresolution data. One of the primary challenges when working with high-resolution traffic data is that the data is prone to irregular oscillation. As mentioned above, well-known patterns in traffic data tend to emerge when observed over longer periods. As an example, consider a time series of sensor occupancies, strings of zeros and ones: One requires a long string (which means longer periods) to determine whether the data pertain to freeflowing or congested traffic. Over a short time interval, such a sensor can (locally) change state from being unoccupied (zero traffic density) to fully oc-cupied (jammed traffic density). The patterns of the zeros and ones can seem highly irregular and often exhibit sparsity. For example, the ones may occur in batches when the corresponding sensor is located near the downstream end of a signalized road. When the data exhibit sparsity, traditional prediction techniques tend to ignore the sparse data, treating them as outliers, or as very small but wide spikes as a result of averaging.
To this end, this paper proposes a matrix completion formulation and block coordinate descent method for traffic prediction using high-resolution data. The contributions of the proposed model are threefold: First, we present a novel formulation of traffic prediction as a matrix completion problem. Our formulation extends traditional modeling approaches (e.g., vector autoregressive time series) in that the nonlinear dependence of the labels on the inputs can be accommodated with ease. The model can be described as being transductive in that we leverage statistical information in the testing data (only the inputs). This, in turn, allows for a dynamic implementation that can adapt to streaming high-resolution data. We consider (and leverage), for the first time, the natural sparsity and "bigness" of high-resolution traffic data, in a way that is intrinsic to our formulation. Second, we develop a block coordinate descent technique to solve the proposed matrix completion problem and analytically demonstrate that the algorithm converges to a block coordinate-wise minimizer (or Nash point). We also demonstrate analytically that the convergence rate is sub-linear, meaning that each iteration (which only involves a series of algebraic manipulations) produces an order of magnitude reduction in the distance from optimality. This means that only few iterations are required to solve the problem, allowing for real-time implementation. Third, the performance of the model is further boosted by forming an ensemble of matrix completion problems using datasets from past days. The merits of the proposed ensemble learning approach are twofold: training errors can be reduced to arbitrarily small numbers while capturing and exploiting trends in the data from past days. This also offers interpretability that is usually sacrificed with most large-scale machine learning tools (e.g., deep neural nets).
The remainder of this paper is organized as fol-lows: Sec. 2 formulates the traffic prediction problem as a matrix completion problem. The blockcoordinate descent algorithm is presented in Sec. 3 along with all convergence results. Sec. 4 develops the ensemble learning extension, presents an analysis of the training error, and presents a time complexity analysis of the overall proposed approach. We present our empirical tests in Sec. 5 and conclude the paper in Sec. 6.
Traffic Prediction as a Matrix Completion
Problem: Problem Formulation
Notation and Preliminaries
The task of traffic prediction is to learn a mapping between the output space of the predicted data (future data) and the input space of predictors (recent data). Let x(t) ∈ {0, 1} n represent a set of n network detector states at time t ∈ Z + ; an element of the vector x(t) is 0 if the corresponding detector is unoccupied at time t and is equal to 1, otherwise. We consider as input at time step t the present detector state, and previous states up to a lag of size L. The parameter L depends on temporal correlations in the data, and has been comprehensively discussed in previous work, e.g., [52] . We represent this input at time t by applying a backshift operator up to order L, B L : R n → R nL , which is given by
The output of the prediction, performed at time t, which we denote by y(t) ∈ R n , is simply the state of the n network detectors at some prediction horizon H ∈ Z + time steps later, that is y(t) = x(t + H). Let T tr denote the number of training samples. The inputs in the training sample cover the interval t ∈ {1, . . . , T tr }, which we denote by {B L x tr (t), y tr (t)} T tr t=1 . As in (1)
is the input associated with the sample at time t and the corresponding output vector is y tr (t) = x tr (t + H) ∈ R n . The inputs and outputs at a single time step t are illustrated in Fig 
Traffic Prediction and Matrix Rank Minimization
Assuming a linear relationship between the input and output (which will be relaxed below), we may write
where W ∈ R n×nL is the (regression) coefficients matrix and ·, · is the inner product. Let T te be the number of testing samples. We denote the set of testing data over the prediction interval t ∈ {T tr + 1, . . . ,
and write their (linear) relationship as
To set the prediction problem up as a matrix completion problem, we first define the input data matrices (5) and
Their corresponding output matrices are defined as Y tr ≡ y tr (1) · · · y tr (T tr ) ∈ R n×T tr (7) and Y te ≡ y te (T tr + 1) · · · y te (T tr + T te ) ∈ R n×T te . (8) We then define joint matrix, which concatenates both the training and the testing data, as
The entries corresponding to Y te in Z are unknown and constitute the solution of the prediction problem. Hence the prediction problem can be cast as a matrix completion problem. From (3) and (4), we have that
which implies that the joint matrix Z as defined in (9) has low rank as a result of linear dependencies in the rows of Z implied by (10) . Thus, removing entries corresponding to Y te and completion of the joint matrix Z via rank-minimization techniques is equivalent to directly producing predictions (and bypassing the need to estimate W). The higher the linear dependence in the matrix Z (represented by its rank), the more parsimonious the resulting prediction, which is a desirable feature from a statistical point of view.
Relaxing the Linearity Using Kernels
We relax the linearity assumption by mapping the inputs to a higher dimensional feature space, via kernel "basis" functions, and solve a linear prediction problem in the higher dimensional space [48] .
In the training stage, the nonlinear relationship can be expressed as
where φ : R nL → R h is the nonlinear function that maps the input space to the high-dimensional feature space (h > nL) and with slight notation abuse W ∈ R n×h is the regression matrix. Note that the inner product of W and φ(x) can be learned using the kernel trick avoiding the need to compute the map φ; see for example [29, 45] . Mapping functions are related to kernels via (12) where K is a kernel (a weighted distance measure). We note that not all known kernel functions have known mapping functions (e.g., the widely used Gaussian kernels). We shall prescribe a kernel and treat the mapping function as an unknown. Specifically, we shall adopt a radial basis function with periodical patterns (RBFP), which appends a component that captures potential periodic patterns to traditional radial basis functions [30] :
where P is the period in the data (e.g., one signal cycle), γ and γ p are weights associated with the radial basis function and the periodicity, respectively, and
is a temporal distance (modulo periodicity). The testing samples are related, similar to the training samples, as follows:
and the joint matrix in this kernelized setting is defined as:
where Φ : R nL×t → R h×t simply applies φ to each column of its argument. That is
and Φ(X te ) is defined in a similar way. To further simplify notation, we define the matrices Φ tr ≡ Φ(X tr ) ∈ R h×T tr and Φ te ≡ Φ(X te ) ∈ R h×T te . The inner products of these matrices define the kernels that we will use below. For example we define the kernel K tr,te as:
From (11) and (15) , we have that
which (again) implies that Z is a low-rank matrix and that the prediction problem can be formulated as a low-rank matrix completion problem.
The Matrix Completion Problem
Our matrix completion problem seeks to find a lowrank approximation Z of the matrix Z. Let P Ω : R p×q → R p×q be a binary mask operator:
where 1{(i, j) ∈ Ω} is the indicator function, taking the value 1 if the condition (i, j) ∈ Ω is true and 0 otherwise. We utilize the binary mask to exclude the output testing matrix from Z. That is, we define Ω as the set of indices corresponding to non-testing outputs, that is
Consequently,
The matrix completion problem is then formulated as a rank minimization problem:
(23) The solution Z is interpreted as the lowest-rank matrix that matches Z exactly (via the constraint) in the entries corresponding to the training data, Y tr and Φ(X tr ), and the input testing data, Φ(X te ). Rank minimization (23) is generally NP-hard but it was demonstrated in [2] that (23) can be solved exactly if certain sparsity conditions on Z hold, by using convex optimization techniques (via convex relaxation of the rank objective as shown below). The sparsity condition required is that Z be sufficiently incoherent, which is achieved when the number of observed entries in the matrix,
This ensures faithful reconstruction. In our context such bounds can be easily ensured by simply using past days and longer lags (if necessary). A more useful application of this bound is to produce upper bound estimates of the rank of Z, which will be needed to set up the problem (25) below. Henceforth, we will focus on solving a convex relaxation of the problem and refer readers to [2, 3] for further information on these bounds.
The main difficulty lies in minimizing the matrix rank. This can be observed by noting that rank(M) = σ(M) 0 , where σ(M) is a vector of the singular values of M and · 0 is the 0 pseudonorm which counts the number of non-zero elements of its argument. We relax the objective function via a convex surrogate using the nuclear norm
(The 1 norm in this context is simply the sum of the singular values, since the singular values of a matrix are always non-negative.) This yields the relaxed problem: 
where · F is the Frobenius norm and r is chosen so that r ≥ rank( Z). The latter formulation utilizes a bi-linear representation M = UV of the joint matrix and can be solved efficiently using alternating minimization techniques [20] , an instance of which we shall develop in the next section. The latter formulation (25) can be expressed as an unconstrained optimization problem via the Lagrangian: (26) where µ > 0 is a Lagrange multiplier. Another simplification can be achieved by dividing each of the two matrices U and V into two blocks, a training block and a testing block:
where U tr ∈ R n×r , V tr ∈ R T tr ×r , U te ∈ R h×r , and V te ∈ R T te ×r This decomposition allows us to bypass use of the binary mask P Ω , simplifying the formulation further. We obtain the following optimization problem:
Again, we do not prescribe the mapping functions, but shall prescribe kernels. For this purpose,
To summarize, the key features of the proposed formulation (28), as they relate to traffic prediction, are:
1. The formulation inherits all the merits of conventional vector time series prediction methods, namely, vector auto-regressive models (VARs) [9, 46] . Specifically, our approach is capable of capturing and leveraging spatiotemporal dependencies.
2. The use of kernels allows us to capture nonlinearities (not possible with the VAR models in the literature), which one expects to see in traffic flow patterns, particularly in highresolution traffic data.
3. The prediction results can be directly obtained without computing regression parameters. This is a particularly desirable feature for real-time implementations, where the parameters change throughout the day, from day-today, and throughout the year (seasonal effects).
Mathematically, the matrix completion problem (28) is not (in general) convex in all of its block coordinates {U tr , U te , V tr , V te } simultaneously but it is convex in each of the blocks separately. (For intuition, readers may consider -as an exercise-convexity of the function f (x, y) = (xy − 1) 2 ). Such problems are referred to as block multi-convex [56] . Let F(U tr , U te , V tr , V te ) denote the objective function in (28) :
We seek a solution {U tr , U te , V tr , V te } for which the following variational inequalities hold for all U tr ∈ R n×r , all U te ∈ R h×r , all V tr ∈ R T tr ×r , and all V te ∈ R T te ×r :
and
where ∂ U denotes the partial derivative operator with respect to the matrix U. This type of solution is referred to as a block coordinate-wise minimizer or a Nash point in the sense that one cannot further minimize F by changing any of the four block coordinates separately.
3 Block Coordinate Descent Algorithm
Block Coordinate Descent and Thresholding
The proposed block coordinate descent algorithm first updates the two U blocks, U tr and U te , and then updates the two V blocks, V tr and V te . The objective functions of the four sub-problems in iteration k are stated as
The factors of two in the regularizers are unnecessary but we use them here to reduce clutter latter on. The updates are obtained in closed form; the updated U blocks are given by: (38) and
The updated V blocks are then given by:
Since Φ tr and Φ te are unknown, U [k] te cannot be calculated explicitly. However, this calculation is not required to produce a prediction: Y te ≡ U tr V te . To produce this estimate, in each iteration k we need to be able to calculate U [k] tr and V [k] te . To calculate these quantities, we need (i) V
te . We start with (iii): assuming that all required calculations have been performed for iteration k − 1, we have from (39) that (42) which only involves known quantities. Similarly, for (ii) we have from (39) that (43) which also only involves known quantities. For (i), we need to be able to calculate Φ tr U
These quantities also only only involve known quantities; they are the same as (43) and (42), respectively (since k is arbitrary). Note that this also allows for calculating training estimates Y
in each iteration, which we will need in our ensemble approach presented below. The steps involved in performing a single update are summarized in Alg. 1.
Soft thresholding: The predictions Y produced by Algorithm 1 will produce values that are not necessarily restricted to {0, 1}. It is standard practice is to employ thresholding as a post-processing step in classification and prediction problems, e.g., in neural networks [37] and logistic regression based methods [11] to project non-binary solutions to binary values. The algorithm employed for thresholding in this paper is given in Algorithm 2. Our thresholding procedure can simply be described as one that produces cut-offs for each of the n network sensors separately. The algorithm chooses cut-offs, denoted {τ j } n j=1 that result in the lowest training error.
Algorithm 1: Block Coordinate Descent
Data: Y tr , K tr,tr , K tr,te , K te,tr , K te,te , U In this section, we demonstrate that the block coordinate descent algorithm above converges to a coordinate-wise minimizer (a Nash point). The convergence follows from the strong convexity of the objective functions of the sub-problems as we demonstrate in Lemma 1 below. We will also prove that the convergence rate is sub-linear, and we will require estimates for the Lipschitz bounds on the gradients of our objective functions. Hence, before stating our results formally and proving them, we will next demonstrate that the sub-problems have strongly convex objective functions and provide Lipschitz bounds on their gradients. 44) or, equivalently,
We will use definition (45) to demonstrate the strong convexity of F 
is positive definite with positive eigenvalues. In particular the smallest eigenvalue, defined as
is positive, i.e., λ
is a vector of eigenvalues of M. It follows immediately that (see, e.g., [7] )
1 -strongly convex. Similarly,
is the smallest eigenvalue of the matrix 2 V 
Lipschitz Bounds:
We will now establish that the Lipschitz constants for ∂ U F
4 are the largest eigenvalues of the matrices above. For any U 1 
The inequality (53) follows from the bounds in [7] and we have the Lipschitz condition:
We can similarly establish the Lipschitz conditions
where the constants are given by
The smallest eigenvalues, {λ
are all bounded from below by 2µ for all k, which we need in the sequel. We can also produce estimates of the largest
, by appeal to the Perron-Frobenius theorem. We denote these upper bounds
(for all k) and define the upper bound L max ≡ max{L 2 1 , L 2 2 , L 2 3 , L 2 4 }.
and F
[k] 4 be as defined in (29) and (34)- (37) , and let the block updates U
tr , and V [k] te be as given in (38)- (41) . Assume that the initial solution { U 
1 is strongly convex, we have that
1 ≥ 2µ in accord with the definition (47), we have that
(67) Similarly, we have that
(70) Combining (65) with (67)-(70) and summing over k from k = 1 to k = K, we have that
Noting that F(U tr , U te , V tr , V te ) ≥ 0 for any {U tr , U te , V tr , V te } and taking K → ∞ completes the proof.
for any k ≥ 1.
Proof. The first assertion follows immediately from (65) and (67) -(70). The second assertion follows immediately from the first assertion and (71).
Lemma 1 implies convergence (in the 2 sense) to a limit point, that is, (62) implies that as k → ∞, U
We prove that the convergence rate is sub-linear. To do so, we next state a well-known result (see for example [1, Lemma 3.5]), which we provide for the sake of completeness. Lemma 2. Let {q k } k≥0 be a non-increasing sequence of positive real numbers and let 0 < q < ∞ and 0 < C < ∞ be two positive constants. Define B ≡ C q and assume that (i) q 0 < q and (ii) q k−1 − q k ≥ C −1 q 2 k−1 . Then
Proof. The second condition implies that
which completes the proof.
Lemma 3. Assume the conditions of Lemma 1 hold. Assume that ∂ U F
Then the exists a positive constant 0 < C 0 < ∞, which only depends on the initial solution
for any positive constant 0 < C < ∞ and all k ≥ 1.
Proof. Define a constant
te ). Then from (63), (64), and Corollary 1, we have that
We immediately have that there exists constants 0 < C
for all k ∈ K. Define the lower bound
then, for all k ∈ K,
Letting C 0 = 1 + C −1 2 C C 2 1 completes the proof.
The set K defined in (80) is the set of iteration indices before convergence is achieved. It follows immediately from Lemma 3 that before the algorithm converges (i.e., for k ∈ K) there exists a positive constant 0 < C 0 < ∞ such that
We next prove our first main result related to the speed of convergence of Algorithm 1. Specifically, we prove that the distance from the final solution shrinks in inverse proportion to the number of iterations, that is very few iterations are required to achieve convergence and the number of iterations can be specified beforehand.
be as given in (38)- (41) . Then, there exists two positive constants 0 < B < ∞ and 0 < C < ∞ such that, for any k ≥ 0,
Proof. The case k = 0 is trivial so we will focus on k ≥ 1. From (65), (67) -(70), and the Lipschitz bounds (55) -(56), we have that
By convexity of F
[k]
1 and the Cauchy-Schwartz inequality, we have that
(88) where C 0 is the positive constant of Corollary 1. We can write similar bounds for F
where the left hand side follows from the triangle inequality. Applying the reverse triangle inequality, we get
It can be easily shown that
Hence,
From (84) (and Lemma 3) we have that there exists a positive constant C 0 which only depends on the initial solution so that (92) implies that
We next add and subtract F(U tr , U te , V tr , V te ) on the left hand side, and we invoke Lemma (2) with
and note that {q k } k≥0 is a non-negative sequence by the first assertion of Corollary 1. Letting B = 16L max C 0 µ −2 and C = 8L max C 0 C 0 µ −1 completes the proof.
The result in Theorem 3.1 suggests that one can determine a number of iterations as a stopping criterion for Algorithm 1. More importantly, the theorem says that this number need not be large in order to get close to the limit. The next theorem provides our second main result. It demonstrates that the limiting solution {U tr , U te , V tr , V te } implied by Lemma 1 is a block coordinate-wise minimizer of the matrix completion problem (28) .
Theorem 3.2 (Block Corrdinate-Wise Minimizer).
Under the assumptions of Lemma 1, the variational inequalities (30)-(33) hold for all U tr ∈ R n×r , all U te ∈ R h×r , all V tr ∈ R T tr ×r , and all V te ∈ R T te ×r .
Proof. In the limit, we have that
In particular, consider the matrix U tr + h(U tr − U tr ), where h is a scalar and U tr is any R n×r matrix. From (98), we have for each h > 0 that
is true for all U tr ∈ R n×r . Since F is continuous in all block coordinates, upon taking h → 0 the left-hand side converges to the directional partial derivative of F along U tr − U tr and since the inequality is true for all h, it is true in the limit. Then, since the directional derivative is simply the inner product of the derivative and the direction, it follows that the first variational inequality,
is true for all U tr ∈ R n×r . The same reasoning can be used to demonstrate that the variational inequalities (31), (32) , and (33) also hold for U te , V tr , and V te , respectively.
The interpretation of the solution as a Nash point (an equilibrium) can be seen immediately upon examining the inequalities
for all U tr ∈ R n×r U te ∈ R h×r , V tr ∈ R T tr ×r , and V te ∈ R T te ×r . The inequalities (102), (103), and (104) can be established in the same way that (101) was established in the proof of Theorem 3.2.
Ensemble Learning and Time Complexity

Incorporating Historical Patterns
We extend the solution approach presented above to capture and incorporate patterns that may exist in the data. The extension leverages the "bigness" of high-resolution traffic data. To this end, we employ a boosting technique in which the ensembles represent past days. Boosting has become a standard component of online learning algorithms; it has been established that they improve solution quality, both experimentally and analytically [8] .
Our proposed ensemble learning implementation considers past ensembles of training datasets as part of the prediction process. Without loss of generality, let D be set of indices of past ensembles and each ensemble corresponds to a day in the past with lower indices representing more recent days, in particular, d = 1 corresponds to the 'present'. The set D is typically chosen to include 4-5 weeks of past data and either week days or week ends are chosen based on whether the present day is a week day or week end. Let θ(t, d) denote that weight associated with time step t in ensemble d. The joint matrix is now given by
where Y d,tr ≡ [y d,tr (1) · · · y d,tr (T tr )] and X d,tr ≡ [B L x d,tr (1) · · · B L x d,tr (T tr )] are the output and input matrices, respectively, corresponding to day d, Φ applies the (unknown) mapping function to each of the columns of its argument,
is a matrix of weights corresponding to day d, e is vector of 1s of dimension h, and is the component-wise (or Hadamard) product. Given {θ(t, d)} 1≤t≤T tr ,d∈D , the prediction problem is simply a matrix completion problem, which is solved by block coordinate descent. Here, the training data are given by the augmented matrices
The joint matrix is given by
The overall prediction algorithm is depicted in Fig. 2 . The procedure begins with an initial set of
Calculate training error ε [k] Calculate update factor β [k] 
Weighted majority prediction: Y tr and Y te weights, which can chosen in a variety of ways, e.g., equal weights: θ [0] (t, d) ∝ 1 for all t ∈ {1, . . . , T tr } and d ∈ D, or weights that favor more recent days:
(In our experiments, we use the former.) We then solve the matrix completion problem using Algorithm 1 and use the results to calculate the training error, which is given as
where y [k] d,tr (t) is the training output produced by Algorithm 1 using the weights determined in iteration k, Θ [k] . This error metric is bounded between 0 and 1, ε [k] = 0 indicates that y [k] d,tr (t) = y d,tr (t) for all (t, d) pairs and, at the other extreme, ε [k] = 1 indicates that y [k] d,tr (t) = y d,tr (t) for none of the (t, d) pairs. The error is used to calculate an update factor as follows:
which is used to update the weight as
d,tr (t) = y d,tr (t)} .
(112) The logarithm in (111) is used to mitigate potential computational instabilities due to large values. As ε [k] → 0, β [k] → ∞. The limit corresponds to the case where 1{ y [k] d,tr (t) = y d,tr (t)} = 0 for all (t, d) pairs (i.e., a perfect match) so that the exponential function on the right-hand side of (112) is 1. This means that in the case of a perfect match, the weights do not change. On the other hand, as
Finally, the test predictions produced over the K iterations are combined to produce the final prediction. Let α [k] denote the weight assigned to the prediction produced in iteration k and let it be defined as follows:
The combined predictions are given by
This is followed by a thresholding step to translate the predictions to labels in {0, 1}. The prediction algorithm is summarized in Algorithm 3 below. Theorem 4.1 provides a bound on the training error (expressed as the number of mis-matched columns in Y tr ). The error bound given in the theorem illustrates the fast reduction in error with number of iterations. As long as ε [k] < 0.5, the error drops quickly. The bound we give is a specialization of the well known result in [8, Theorem 6 ] to our context.
Algorithm 3: Prediction with Ensemble Learning
Data: Joint matrix Z(Θ [0] ) and K (maximum number of iterations) Result: Y tr and Y te 1 Initialize: k ← 0 and initial weights
Calculate Y tr (Θ [k] ) and Y te (Θ [k] ) using Algorithm 1 5 Calculate ε [k] and β [k] using (110) 
denote the training sample error at the end of step K. Then
Multiplying both sides by n −1 ∑ K j=0 β [j] , we get the inequality
d,tr (t) − y d,tr (t) 1 for all k, we have that
d,tr (t) = y d,tr (t)}. It follows from (120) that
Experimental Results
Dataset and Network Description: We utilize a highresolution dataset that was provided by the Abu Dhabi Department of Transportation. The dataset was obtained for Al Zahiyah in downtown Abu Dhabi and consists of the eleven intersections shown in Fig. 3 . These intersections, currently operated by a commercial adaptive control tool, are the most congested in the city. For our experiments, we utilize data obtained from point sensors along the direction that is highlighted in the figure for three adjacent intersections. Each of the intersec- tions has four through lanes in the northbound direction with one sensor in each lane. Each of the three intersections also has two left-turn lanes with sensor but we do not use these sensors for our experiments. Hence, the total number of sensors in our experiment is twelve. A schematic of one of the intersections is provided in Fig. 4 . The sensors used are those in the advanced position (not the stop-line sensors). 
Description of Experiments:
We test the proposed method using various horizons and lag times. Specifically, we test with H ∈ {1, 10, 60, 120} and L ∈ {10, 30, 60, 120} seconds. We use seven weeks of high-resolution data, 49 days, from the beginning of the first week of December, 2018 to the end of the third week of January, 2019. We do not distinguish workdays from weekends (as inputs) in our experiments as the proposed method is essentially a dynamic learning approach that is adaptive to time-varying changes and withing week patterns. The historical data used for boosting consists of |D| = 20 consecutive days in each experiment. We benchmark our approach against the following prediction techniques: [12] with four layers (input, LSTM layer, fully-connected layer and output).
Performance Metrics: We employ two performance metrics for comparison, the first is a traditional mean absolute error (MAE):
where y te (t) and y te (t) are columns t ∈ {1, . . . , T te } of Y te and Y te , respectively. The second metric is the Skorokhod M 1 metric:
where · ∞ is the uniform norm and Π(Y) is the set of parametric representations of the rows of Y.
The Skorokhod M 1 metric is a particularly suitable metric for processes with jumps, more specifically, it allows for comparisons between processes with jumps and those free of jumps. We refer to [53] for a more detailed description of the metric. In our context, it is chosen for its ability to compare highresolution signals. Finally, all the tests are run on a 2.7 GHz intel Core i7 Processor with 16 GB of RAM.
Impact of Choice of Lag and Horizon: Our results are summarized in Table 1 for the three intersections in the experiment at using various lags L ∈ {10, 30, 60, 120} seconds and for different prediction horizons H ∈ {1, 10, 60, 120} seconds into the future. Since all entries in both Y te and Y te are binary, we have that MAE ∈ [0, 1] and d MAE ( Y te , Y te ) ∈ [0, 1]. We can hence measure accuracy using 1 − MAE and 1 − d MAE , where we have drop the arguments from the latter where no confusion may arise. The highlighted entries are those with the highest accuracies for each prediction horizon. The overall testing accuracy is no lower than 78.98% and reaches 91.07%. As expected, the accuracies tend to decrease as H gets larger. However, increasing the lag L is not observed to improve the accuracy, a lag of L = 30 seconds seems to be the best choice in our experiment. We see the same patter when measuring accuracy using 1 − d M 1 . We illustrate this in Table 2 and Fig.  5 for the L = 30 seconds. This indicates that the general pattern (the overall trajectory observed at the sensors) was predicted with reasonable accuracy. An example of two signals, ground truth vs predicted for a randomly chosen sensor over a 100 second period during the morning peak, is given in Fig. 6 .
Choice of Rank Parameter, r: We next investigate the performance of our approach for different choices of the input r in (25) and (28) . We do so for the case L = 30 and H = 10 seconds. The objective values achieved when the algorithm converges for different values of r are depicted in Fig. 7 . We see that the lowest objective value is achived when r = 30 indicating a highly sparse matrix (an order of magnitude smaller than both nh ∼ |D|Ln and |D|T tr + T te ). Figures 8 and 9 Illustrate the sublinear convergence rate of the algorithm for same Comparisons: We now show the results of our comparisons. In addition to VAR, SVR, and RNN, we perform comparisons against matrix completion with boosting (BMC) and without boosting. The accuracy results are summarized in Table 3 . We first note the improved performance with boosting. Next we notice that BMC outperforms both SVR and VAR and has comparable performance to the RNN, but unlike the RNN, the results are easy to interpret. We also provide a visual comparison il- lustrating the predicted sensor states for two sensors over a 100 second period in Fig. 10 ; the two sensors are located at two different intersections (intersection 2 and intersection 3). The bottom row in each sub-figure is the ground truth signal. For the first sensor, both BMC and the RNN capture the true patterns and both outperform the other methods. For sensor 3, BMC has the best performance. In both cases, VAR (the classical approach) performed poorly. This is to be expected for high-resolution data as VARs tend to smooth data (cf. the duality of auto-regression and moving averages), which precludes their ability to capture spikes in the process.
Conclusions
Our contribution can broadly be described as specializing contemporary convex optimization techniques to traffic prediction. These techniques have revolutionized a variety of applications that involve large volumes of data, from image processing to online recommender systems. However, they seem to have found little or no application in transportation science and traffic management. Our analysis demonstrates that one can solve large prediction problems in real-time (sub-linear convergence rate) and that the solutions obtained are block coordinate-wise minimizers. We also demonstrated that training error can be made arbitrarily small with ensemble learning. The latter are typically used to amalgamate results from heteroge- neous techniques. Our implementation uses historical data as predictors. We elected to perform ensemble learning in this way for the sake of interpretability of our results. The analysis in this paper culminates in a bound on the training error. This result is a specialization of a well known bound that comes with the Ad-aBoost algorithm. Our bound allows for any type of thresholding. Our results do not say anything about how these bounds generalize to testing errors but our empirical results suggest that the out-of-sample errors are similar to the training error, with difference that is less than 10%. Future work can be conducted along two separate lines: The first is generalization errors and bounds on out-of-sample errors. The second involves investigations of what should be considered an acceptable level of error. This will depend on the application; for example, for signal timing optimization a lag of three seconds in a sensor actuation forecast can trigger a signal status decision that results unwanted congestion. We leave these questions to future research. Award CG001 and by the Swiss Re Institute under the Quantum Cities TM initiative. The authors would also like to acknowledge in-kind support received from the Abu Dhabi Department of Transportation, in the form of the high-resolution traffic data that were used in our experiments.
