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Synonyms 
Relational data mining, multi-relational data mining, inductive logic programming, learning 
from graphs, graph mining 
 
Definition 
Relational learning is a setting for machine learning where relationships play a role in the 
description of the input data, and the learner takes these relationships into account. 
Relationships can exist between data elements (for instance, a graph structure connects the 
different individuals), or within them (a single individual contains multiple components that 
are connected to each other).   
 
Characteristics 
We start with some examples of relational learning problems.  Next, we will consider 
different representation settings, learning tasks and methods. 
 
Examples 
Relationships between individuals.  Consider a protein-protein interaction network (PPI 
network).  Such a network can be represented as a graph, where the nodes of the graph are 
proteins and there is an edge between two nodes if the corresponding proteins are known to 
interact.  Consider the task of predicting hitherto unknown functions of proteins in such a 
network.  One could try to predict the function of a protein from known properties of that 
protein alone, ignoring the information about other proteins it interacts with.  Including that 
information, however, is likely to lead to more accurate predictions, since the functions of 
other proteins a protein interacts with are likely to be relevant for predicting its own function. 
A relational learner can naturally include that information. 
 
Relationships within individuals.  Consider a data set that consists of descriptions of 
molecules.  A molecule could be described by listing values for a fixed number of attributes, 
such as: the number of atoms it contains, or more specifically, the number of carbon 
(oxygen, nitrogen, …) atoms it contains; its molecular weight; its charge; etc.  Such a 
description is necessarily incomplete; there may exist multiple molecules with the same 
values of all these attributes.  A precise description of a molecule would include a list of all 
its atoms, the bonds between them, a list of possible spatial configurations of the molecule, 
and for each configuration, the 3D coordinates for each atom of the molecule in that 
configuration.  There does not exist a finite set of attributes that expresses all that 
information.  A graph structure, on the other hand, can accurately describe the molecular 
structure.  A set of such graphs, with each node annotated with its 3D coordinates, can 
represent all possible spatial configurations of the molecule.  A relational learner can exploit 
such a rich description.  
 
Data representation languages 
In non-relational learning, the input data set is typically represented as a single table.  Each 
row in the table is an example, each column is a variable (also called attribute) that 
represents one particular property of each example.  This setting is also called attribute-
value learning, since each example is described by giving the values for a fixed set of 
attributes. 
 
In relational learning, a more powerful representation is necessary, since the relationships 
between examples, or between an arbitrary number of components of an example, cannot 
generally be described using a fixed set of attributes. Different formalisms have been used in 
machine learning to describe such relationships.  The most important ones are: graphs, 
relational databases, and logic.  A popular alternative is to translate the relational information 
into an attribute-value representation, despite the information loss that this entails.  This 
process is called propositionalization. 
 
Graphs 
The relationships between or within examples are often defined by a graph structure.  When 
this is the case, the learning setting is also called learning from graphs or graph mining.  A 
prototypical example of individuals that can be described accurately by graphs are 
molecules.  Figure 1 shows an example of a molecule represented as a graph structure.  
Networks, such as protein-protein interaction networks or metabolic networks, are also often 
represented as graphs. 
 
Figure 1.  A molecule represented as a graph. 
 
From the relational point of view, graphs are somewhat limited in that they naturally 
represent binary relationships only.  Further, while most graph miners can easily handle 
labeled graphs (where nodes or edges have additional information attached to them in the 
form of a simple label), they do not naturally handle graphs where nodes or edges have 
more complex annotations (for instance, a set of functions that a protein is known to have, or 
background knowledge about the context in which the protein has been mentioned in the 
literature).  It is also not obvious how information about the graph as a whole, or about 
components that are larger than single nodes or edges, is to be represented. 
 
Relational databases 
Relational databases have been designed with the purpose of storing information about 
individuals, as well as the relationships between these individuals.  As such, they are a 
natural vehicle for representing relational data.   The setting of learning from relational 
databases is often referred to as relational data mining or multi-relational data mining.  
Attribute-value learning can be seen as a special case of relational learning where the 
relational database contains only one table. 
 
Relational databases extend graphs in the following ways: (1) they can naturally represent 
non-binary relationships; (2) there is a standard way of associating information with each 
individual or relationship; and (3) they naturally distinguish between different types of 
individuals, each type possibly having a different kind of information associated with it.  They 
thus resolve all the above-mentioned limitations of graphs.  On the other hand, relational 
databases typically focus more on content (the information associated with individuals) than 
on structural information; for instance, the concept of a clique (a fully-connected set of nodes 
in a graph) is a natural notion in graphs, but less so in relational databases.  
 
Molecules 
ID Name 
1 Caffeine 
… … 
 
Atoms 
Molecule ID Atom ID Element Charge 
1 1 C 0 
1 2 N 0 
1 3 O 0 
… … … … 
 
Bonds 
Molecule ID Atom 1 Atom 2 Type 
1 1 2 1 
1 1 3 2 
… … … … 
 
Figure 2.  Representation of the same molecule using a relational database.  The tables in 
the database correspond to the sets of nodes and edges in the graph.  Additional 
information about parts of the molecule (e.g., partial charges of atoms) or the molecule as a 
whole (e.g., a name for the molecule) can be indicated. 
 
Logic 
In the field of computer science that is known as knowledge representation, logic-based 
languages are quite often the paradigm of choice.  Many of them are based on first-order 
predicate logic. The expressive power of first-order predicate logic is very close to that of 
relational databases, but when it comes to expressing knowledge, in the form of concept 
definitions, inference rules, background knowledge about the domain, or other relatively 
complex forms of knowledge, rather than simple data, logic-based languages are generally 
considered more suitable: they are more expressive and expressions are often more 
readable.  The disadvantage of logic-based representations is that many types of reasoning, 
including learning, can be computationally expensive or even intractable. 
 
molecule(m1, caffeine). 
atom(m1,1,’C’,0). 
atom(m1,2,’N’,0). 
atom(m1,3,’O’,0). 
… 
bond(m1,1,2,single). 
bond(m1,1,3,double). 
… 
 
contains_benzene(Mol, [X1,X2,X3,X4,X5,X6]) :-  
  atom(M, X1, ‘C’, 0), atom(M, X2, ‘C’, 0), …, atom(M, X6, ‘C’, 0), 
  bond(X1, X2, arom), bond(X2, X3, arom), …, bond(X6, X1, arom). 
 
Figure 3.  Representation of the caffeine molecule using a logical format.  In addition, a rule 
is given that defines the concept of a benzene ring.  Using this rule, knowledge about which 
molecules contain benzene rings (and where) need not be stated explicitly in the database, it 
can be derived whenever needed. 
 
Probabilistic relational representations 
Graphs, relational databases, and logic-based languages typically represent deterministic 
knowledge.  There is no natural way to represent uncertainty or probabilistic knowledge.  
The beginning of the twenty-first century has seen an increasing amount of research on 
combining probabilistic reasoning with logical or relational representation languages, also in 
the context of machine learning.  This research field is often referred to as statistical 
relational learning or probabilistic logic learning. 
 
0.3: atom(m2, 5, ‘F’, 0). 
0.7: atom(m2, 5, ‘Cl’, 0). 
 
Figure 4.  Assume that two variants of some molecule m2 occur in a mixture; one variant, 
which constitutes 30% of the mixture, has fluorine in position 5, while the other variant has 
chlorine in that position. In a probabilistic logic representation language such as ProbLog 
(De Raedt et al., 2007), we can indicate this fact in the description of the molecule, by listing 
two variants of atom 5, each with their corresponding probability.  Consecutively, 
probabilistic inference and learning can be performed using this knowledge as input. 
 
Propositionalization 
The above representation paradigms are all powerful enough to represent relational data 
without loss of information.  As a consequence, learners working with those representations 
are inherently more complex than attribute-value learners, and a more limited range of 
learners is available.  Given the wide range of attribute-value learners that already exist and 
can be used off-the-shelf, it may be desirable in some cases to translate the relational data 
to the attribute-value format, accepting a certain loss of information in the translation, but 
consequently exploiting the wide range of high-quality learners that are available, rather than 
work with the original data using a limited range of learners. 
 
The process of translating relational data to attribute-value data is sometimes called 
propositionalization.  The non-trivial part of this process is defining a suitable set of 
attributes; ideally, these attributes cover as much as possible of the relevant information that 
was contained in the original data.  A well-known instance of propositionalization is 
“fingerprinting” of molecules: here, the relational information that is available in the full 
description of a molecular structure is summarized into a fixed set of attributes, called the 
molecule’s fingerprint.  The fingerprint typically contains a large number of attributes.  This 
makes it unlikely, though not impossible, for two different molecules to have the same 
fingerprint.  Generally, similar molecules tend to have similar fingerprints.  For this reason, 
learning algorithms that rely on similarity of individuals, such as nearest neighbor methods, 
may work quite well using fingerprint-based descriptions.  
 
Learning Tasks 
Within relational learning, many different learning tasks can be distinguished, some closely 
related to the tasks encountered in attribute-value learning, while others are specific to the 
relational learning setting.  We list a number of tasks; this list is by no means complete. 
 
Classification, regression.  From a set of relational data, a model needs to be constructed 
that allows us to predict a particular property of an individual (this property is nominal in the 
case of classification, numerical in the case of regression) from a relational description of 
that individual.  Classification of molecules into carcinogenic / non-carcinogenic molecules, 
or quantitative structure-activity relationship (QSAR) modeling, are examples of such tasks.   
 
Clustering.  The clustering task is no different from that in attribute-value learning: a set of 
instances are given and they have to be grouped into clusters of highly similar instances.  
The only difference is that instances are now described in a relational manner. 
 
(Frequent) subgraph discovery.  Given a set of graphs, the task is to discover subgraphs 
that frequently occur in these graphs.  The setting is somewhat similar to frequent itemset 
discovery, but here, the patterns to be discovered have a more complex structure.  The entry 
on pattern mining contains more details about this type of tasks.  
 
Link prediction.  Given a graph that may be incomplete, in the sense that it contains all the 
relevant nodes but not necessarily all the edges between them, predict the missing edges.  
An example of such a task is the prediction of missing interactions in protein-protein 
interaction networks.  
 
Learning methods and tools 
We can partition learning algorithms into those that work mostly in the graph, relational 
database, or logical setting.  We can also partition them according to the underlying methods 
used to solve particular tasks.  In the context of inductive logic programming, rule learning 
has traditionally been the most popular approach; it is also the most natural one because 
most logic-based formalisms already use rules to represent knowledge, so exactly the same 
representation format can be used for the output of the learning process.  A well-known rule 
learner is Progol (Muggleton, 1995).  Other approaches to learning from logical data include 
decision tree based approaches (Blockeel & De Raedt, 1998) and nearest neighbor methods 
(Emde & Wettschereck, 1996).  In probabilistic logic learning, methods have been proposed 
that can be seen as the predicate logic equivalent of Bayesian networks (Kersting & De 
Raedt, 2007) or Markov networks (Richardson & Domingos, 2006).  Decision trees and 
Bayesian methods have also been proposed in the context of learning from relational 
databases (Yin et al., 2004; Getoor et al., 2001).  Tasks such as frequent subgraph mining 
have mostly been studied in the graph framework (see, e.g., Nijssen & Kok, 2004). The use 
of support vector machines has become more popular in relational learning once the 
problem was solved of how to define kernels for relational data; there has been a reasonable 
amount of research on graph kernels (Vishwanathan et al., 2010) and also kernel-based 
learning for logical languages is receiving increasing attention (e.g., Passerini et al., 2006).   
Among the more popular practical tools available today are gSpan (subgraph mining; Yan 
and Han, 2002), Aleph (a more recent and extended implementation of Progol; Srinivasan, 
2010), ACE (induction of first order logic rules and decision trees; Blockeel et al., 1999) and 
Alkemy (which uses Markov Logic, the predicate logic equivalent of Markov networks; 
Richardson & Domingos, 2006).   
 
Further reading 
 
De Raedt (2008) presents an up-to-date overview of logical and relational learning. 
Cook & Holder (2006) present a general introduction to the field of graph mining. 
 
Cross-references 
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Regression Analysis 
Rule based methods 
Decision Trees 
Support vector machines 
Bayesian networks 
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