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ABSTRACT 
This work presents an investigation into the parameter estimation of suspension 
components and the vertical motions of wheeled vehicles from experimental data. The 
estimation problems considered were for suspension dampers, a single wheel station and 
a full vehicle. 
Using conventional methods (gradient-based (GB), Downhill Simplex (DS)) and 
stochastic methods (Genetic Algorithm (GA) and Differential Evolution (DE)), three 
major problems were encountered. These were concerned with the ability and consistency 
of finding the global optimum solution, time consumption in the estimation process, and 
the difficulties in setting the algorithm's control parameters. To overcome these 
problems, a new technique named the discrete variable Hybrid Differential Evolution 
(dvHDE) method is presented. 
The new dvHDE method employs an integer-encoding technique and treats all 
parameters involved in the same unified way as discrete variables, and embeds two 
mechanisms that can be used to deal with convergence difficulties and reduce the time 
consumed in the optimisation process. The dvHDE algorithm has been validated against 
the conventional GB, DS and DE techniques and was shown to be more efficient and 
effective in all but the simplest cases. Its robustness was demonstrated by its application 
to a number of vehicle related problems of increasing complexity. These include case 
studies involving parameter estimation using experimental data from tests on automotive 
dampers, a single wheel station and a full vehicle. The investigation has shown that the 
proposed dvHDE method, when compared to the other methods, was the best for finding 
the global optimum solutions in a short time. It is recommended for nonlinear vehicle 
suspension models and other similar systems. 
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CHAPTER 1 INTRODUCTION 
The optimisation of vehicle suspension systems is a time consuming and complex 
task. This results from the non-linear characteristics of the components involved [1,2] 
and the coupling together of the vehicle motions [3,4J. The use of a four-post 
suspension test facility helps in the initial setting-up of the suspensions, though it can 
still take a considerable amount of time. Considering only the pitch and bounce 
motions of the vehicle body, with fixed suspension springs and a 20 setting adjustable 
dampers [1] this would require 400 test runs to cover all possibilities. This would 
require a full weeks testing, which in many cases would be uneconomical. Even with 
all the information that would result from these tests, the selection of the best or range 
of good damper setting could still require a significant amount of additional 
processing time. 
The overall objective of this work is to investigate the possibilities of reducing the 
required time from days to hours of testing on the four-post suspension test rig. The 
problem has been broken down into three stages. The first is the estimation of the 
vehicle parameters, from an initial vehicle test. The second is to use these parameters 
in a vehicle model to predict the required damper settings and possibly the suspension 
spring rates. The third is to repeat the testing. This would be used iteratively to rapidly 
achieve the best suspension settings. The iterative process is required because of the 
approximations built into the model used to make the predictions. This is an 
alternative to removing the components and testing them individually and using the 
resulting data in a sophisticated model of the vehicle and suspension. The individual 
testing of suspension components has its own problems [5]. 
The results presented in this thesis work consider the initial phase of the process, the 
parameter estimation. Due to the nature of the problem, the models needed for the 
vehicle and vehicle components are nonlinear and they are built using the equations of 
motion for the system. In such a situation, the parameters of the models usually have a 
physical interpretation and accurate parameter estimation is important. An analytical 
solution for the estimation is difficult if not impossible to find, leading to the 
necessity to use numerical algorithms in searching for the model parameters. 
In this work, a global optimisation algorithm named the discrete-variable Hybrid 
Differential Evolution (dvHDE) method is presented to solve parameter estimation 
problems for nonlinear systems such as the vehicle suspension system. The algorithm 
is based on the Differential Evolution (DE) algorithm, a relatively new method of 
optimisation that appeared in 1996. The proposed algorithm is fundamentally different 
from the original DE method in that it employs a different encoding technique to 
represent the solution of the parameter estimation problem considered. The dvHDE 
method uses an integer-encoding technique and treats the parameters involved in the 
same unified way whether they are integer, discrete or continuous variables, or a 
combination of them. The algorithm also includes two additional mechanisms to 
overcome possible premature convergence problems and improve convergence speed. 
The dvHDE method is fundamentally different from conventional methods in that it 
does not use gradient information of the estimation error. The unknown parameters 
that enter the parametric model in a nonlinear way can be estimated by the dvHDE 
2 
method, while the conventional methods may generally encounter problem of local 
minima and slow convergence rate. The newly developed dvHDE method has been 
evaluated by comparing its performance with the original DE algorithm, and a number 
of conventional techniques including, gradient-based and direct search methods. 
In this chapter, the process of system identification and parameter estimation are 
introduced and finally the outline and aims of the thesis are presented. In section 1.1, 
some preliminary ideas of the parameter estimation task and the role it plays in system 
identification are discussed. The section first introduces the relevant terms relating to 
parameter estimation problems, for example terms such as model, black/white-box 
models, parameters, linear/nonlinear-in-parameter and a-priori knowledge. A brief 
discussion on how a model may be chosen and constructed for a particular purpose, 
and on important components required for solving a parameter estimation problem are 
also provided in this section. Section 1.2 looks at several important properties of the 
estimator. A commonly used class of related estimators including Bayes Estimator, 
Maximum Likelihood Estimator, Markov Estimator and Least Squares Estimator are 
also presented and deserve some comments. In section 1.3, a review of practical 
parameter estimation methods including classical and modern methods is provided. 
System identification and parameter estimation has been studied and applied to many 
practical problems. The interest of this thesis has been limited to wheeled vehicle 
dynamics, in particular the suspension system and its vertical dynamic behavior. In 
stead of providing a review of a large amount of literature on system identification 
and parameter estimation methods that have been developed over the past years, 
attention is only paid to methods applied to the vehicle dynamic problem. This 
literature review is presented in section 1.4. Section 1.5 briefly discusses choices of 
3 
different numerical optimisation methods, and lists important difficulties when 
applying the techniques to the problem being investigated. Finally, the aims and 
outline of this thesis work are then given in section 1.6. 
1.1 System Identification and Parameter Estimation 
1.1.1 Model 
In the fields of engineering and physics, mathematical models are commonly 
employed as a useful and compact way for representing the information and 
knowledge about the system of interest. Models allow one to gain insight into the 
dynamic behavior of the system in order to study its behavior or to improve its 
operating efficiency. A model is therefore built with definite aims in mind, and its 
complexity is strongly dependent on its intended purposes. Broadly speaking, a 
system is an object in which variables of different kinds interact. A model more or 
less accurately describes the relationship among these variables. Whatever the 
structure chosen for the model, it will in general involve unknown quantities, which 
must be estimated from available a-priori knowledge and data. These quantities are 
called the parameters of the model, and are denoted here by a vector 0. The model 
structure and a particular model obtained by setting the parameters to some specific 
numerical value 0 will be denoted by M and M(6) respectively. 
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Mathematical models may be divided into different categories using specific criteria 
[6-91. To choose among different model structures is a primary and important step, 
since it defines the choice available for the selection of the `best model'. This 
involves, for example, the selection between linear and nonlinear models, between 
white-box and black-box models. A model structure will be said to be linear in its 
inputs if its outputs satisfy the superposition principle with respect to its inputs. The 
principle of superposition states that if a system responds to an input uj with an output 
yj and to an input u2 with an output y2 then its response to the synthesised input auf + 
ßu2 is given by ayl + 13y2 , with a, ß being constant real numbers. An outcome of the 
principle of superposition is the principle of homogeneity. It states that a system 
responds to a scaled input au, with the corresponding scaled output ayl. In the case 
that either or both of the above principles fail to be true then the system is nonlinear. 
The modelling and the identification of linear systems is well developed and reported 
in many textbooks [6,101. 
The construction of a mathematical model may employ the following two approaches, 
these being analytical or experimental, or a combination of them [10,11]. In the 
analytical approach, the dynamic behavior of the system is described by rules based 
on laws of physics (Kirchhoff's laws, Newton's laws, etc). Usually, the system is 
`broken' into blocks or subsystems, whose properties are well understood from 
knowledge developed from past experience. The subsystems are then rejoined 
mathematically to obtain a model for the whole system. Such a model is called a 
white-box model. Another approach is the experimental approach. Basically, a model 
is inferred from the recorded data of the system's input-output signals, after 
performing some experimentation and data analysis, respectively. The model structure 
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does not claim to correspond in any fundamental way to that of the system, and the 
parameters have no physical meaning. The construction of the model using this 
approach is typically called system identification, and the resultant model is a black- 
box model. The analytical approach should be attempted when possible, since it 
allows the incorporation of physical laws of nature into the model. However, for a 
system that is too poorly understood or too complicated to model from first principles, 
the system identification approach may be employed. 
In the case of a structural dynamic system, the equations of motion of the studied 
system should be derived. The mathematical derivation is most commonly done by 
use of Newton's laws of motion, or energy balance methods such as Lagrange's 
method for a structure with complicated geometry [12-141. Further experimentation 
may be performed to deduce nonlinear terms and incorporate them into the equations 
of motion. Furthermore, the introduction of extra variables, such as internal 
(unobservable) state variables, facilitates the model building when the behavior 
observed is very complicated. 
A general form of the equations that model a real system may be expressed explicitly 
in term of the model parameter 0 as follow. 
z(t) =f (z(t), u(t), w(t), 9) 




Where z(t) is the vector of states, which are the dynamic response of the model to the 
input vector u(t), and its time derivative is denoted by ±(t) . The system states, which 
may be either observable or not, are determined by the structure of the function f of 
the input, the unobservable disturbance vector w(t) and the parameter vector 0. 
Equation (1.1) is known as the system equation. Equation (1.2) is the output equation, 
and is determined by the structure of the function h of the state vector, the input 
vector, the measurement noise v(t), and the parameter vector. It should be noted that 
the variables involved in the two equations are function of time, while the parameter 
vector is not. This is to emphasis that 0 is a constant parameter vector. 
1.1.2 A general concept review 
The aim of the system identification process is to select the best model out of a class 
of possible models and determine the values of the model parameters. In general, 
system identification consists of the following four stages: 
(a) Experimental design to collect input and output data 
(b) Model selection 
(c) Parameter estimation 
(d) Model validation 
The process starts with the design of an experiment to record the input and output 
data. Then, a model is chosen for the system. Based on the recorded input and output 
data, techniques of parameter estimation are applied to estimate the parameters in the 
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assumed model. Finally, the model is tested to see if it is sufficient and satisfies its 
intended use. If it is not, the process starts again by assuming another model. In 
practice, system identification is iterative and a trial-and-error based procedures, 
which can be illustrated by Fig. 1.1. Note that a priori knowledge of the system helps 
in the design of the experiment, model selection and validation. Clearly, all four 
stages are important for system identification. The work of this thesis work focuses on 





Fig. 1.1 Schematic flowchart of system identification. 
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A clear distinction should be born in mind between the problem of parameter 
estimation and system identification. When performing system identification, one has 
the freedom to select both the model structure and the model parameters. In other 
words, regarding the equation (1.1) and (1.2), one is allowed to choose the function 
structures for f and h in the first place and afterwards the parameter vector, 9. 
When the performing parameter estimation, the model is predetermined. That is the 
structure of the functions f and h is assumed known. The response of the model in 
equation (1.1) and (1.2) depends on the actual values of the components of the 
parameter vector. It is then the parameters that are free variables to be chosen or 
estimated so as to minimize the differences between the response predicted by the 
model and those obtained experimentally. Solving the parameter estimation problem 
thus requires the following: 
(a) Recorded input and output data 
(b) A chosen model 
(c) A criterion to evaluates the quality of the model. 
These are discussed below. 
1.1.2.1 A priori knowledge 
Before any steps in the system identification and parameter estimation process is 
carried out, a collection of all available a-priori knowledge about the system being 
studied is crucial. The most important one is the acknowledgement of the intended 
operations the identified model needs to perform. A-priori knowledge provides a 
tentative model structure, and some ideas about the experiment and input 
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requirements. Any previous understanding about the system is regarded as a-priori 
knowledge. It normally includes information such as system operating frequency 
range, its natural frequencies, the number of active modes, the linearity, the 
stationarity, and statistics of the noise perturbed over the system. An expectation of 
the kind of error that will occur during measurement, estimation, optimization, and 
numerical errors can also be considered as a-priori knowledge. 
1.1.2.2 Input-output data 
The input-output data is obtained after performing some experimentation on the 
system. The design of the experiment is important since a substantial amount of 
information used in the identification/parameter estimation process is extracted from 
the data obtained. The experimentation should be designed in such a way as to allow 
as much information as possible to be portrayed in the data, taking into account the 
limits imposed by the constraints on the allowable experimental conditions [9,15,16]. 
This includes making decision on such issues as what type of input signal should be 
used, where the measurement should be made, and how the signals should be filtered 
and sampled. The input characteristics are of primary importance because they dictate 
the quality of the results of an identification/parameter estimation method. A complete 
optimization of input signal should involve both time and frequency domain behavior 
[8]. Generally, the input should be able to persistently excite all the relevant dynamics 
of the system. Isermann 1171, Leontaritis and Billings [18] suggested that a signal is 
used to persistently excite a system if its power spectrum density does not vanish for 
the system operating frequency range. A further detailed discussion on optimal input 
and experiment design can be found in 16-9,16-18]. 
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1.1.2.3 Model selection 
Before arriving at one particular model, a primary and very important step is to 
choose the class of models to be considered. This should be guided by the intended 
use of the model. If the primary task of the model is to perform an accurate prediction 
of a future outcome of the system based on some past observations an input-output 
type of model, also known as black-box model, can be used. In this case, a model is 
proposed, which allows a sufficient description of the observed input and output 
measurements. The model parameters do not conveying any physical meaning and as 
such their values are not important. As a consequence, this type of model offers 
flexibility in choosing the model structures such that the models are linear-in- 
parameters, and therefore the parameter estimation techniques for linear systems, 
which have been well studied [19-24], can be applied. Methods such as the Least 
Mean Square (LMS) algorithm and Recursive Least Square (RLS) are typical 
examples. They are on-line approaches, in which explicit formulas can be derived for 
the parameter 0. The parameter estimation problem becomes much less complex 
when the model is linear-in-parameter. If a nonlinear system is modeled such that the 
parameters enter linearly, then techniques similar to those for linear systems can be 
used to estimate the model parameters. A model is said to be linear-in-parameter, if 
there is a linear relation between the model parameters and the model output. These 
types of models are usually found in adaptive controllers, as their important task is 
only to give an accurate control action [25,26]. 
On the other hand when the task of the model is to provide a better understanding of 
the physics of a system, then a structural model, also called a white-box model, is 
needed for which each parameter and term has a physical interpretation. Therefore, 
accurate parameter estimates are important. In engineering dynamics for example 
these models are usually useful in the field of fault detection since any fault can be 
associated with a parameter modification [271. It is often the case that when a 
structural model is employed in modeling for these purposes it is not possible to have 
the model linear-in-parameter, and methods similar to those for linear systems may 
not be appropriate and/or sufficient. The method such as Least Square (LS) and 
Maximum Likelihood estimators can be used. When the model is nonlinear-in- 
parameter, it is difficult if not impossible to find an analytical solution for the 
parameter estimation problem. As a consequence, a numerical search algorithm has to 
be used in searching for the best model parameters. The gradient-based approach such 
as Gauss-Newton method and its variants [19,28] can suffer from being trapped at 
local minima of the search spaces. There has not been much research undertaken on 
solving the parameter estimation problem for nonlinear systems modeled by 
parametric models in which the parameters do not enter linearly. In this work, a global 
optimization algorithm called the Differential Evolution (DE) has been modified to 
estimate the parameters of this kind of nonlinear system. 
1.1.2.4 A criterion to evaluate the model quality 
After the class of the model has been determined, the next step is to choose the best 
model in the class thus defined. This raises the question of the definition of the 
measure or criterion required to compare the performance of the competing models. 
The criterion is usually in the form of a scalar function J of the parameters, called the 
cost function. Assume that the cost function is to be minimized, M(01) is then better 
than M(02) in the sense of the criterion associated with J if J(M(01)) < J(M(02)). 
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There are two issues regarding the selection of a criterion needing to be addressed. 
One is the properties of the estimator required for the parameter estimation, this will 
be further discussed in section 1.2. The other is concern about the method, that is how 
the parameter estimation procedure is carried out and this will be discussed in section 
1.3. 
The optimal value of 0 will certainly depend on the criterion chosen. Various 
approaches can be used to formulate the criteria depending on the available a priori 
information of the system being studied. Different choices of the criteria lead to 
different estimation methods. Over the years several methods have been developed, 
the ones extensively used however are brief mentioned here. 
Considering the situation where the model is of parallel type as depicted in Fig. 1.2. 
By `parallel' here means that the model is subjected to the same input u(t) as the 
system, and the initial conditions are taken to be zero as the system is assumed to be 
stable enough for their transient effect to be neglected. The model output is obtained 
according to equation (1.1) and (1.2), and it is denoted by y(t 10) to emphasis that at 
time t the model represented by M(O) will generate a prediction y(t 10) based on the 
given parameter vector 0. To assess the goodness of this prediction its difference with 
the system output y(t) is used. Hence the error or cost can be defined as follows. 
e(t 1 0) = y(t) - y(t 1 e) (1.3) 
This is called the prediction error e(t 10) at time t, and is again written explicitly as a 
function of the parameter vector, 0. This means M(01) and M(02) will produce two 
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different sequences of the prediction errors e(t, 6, ) and e(t, 0 2) respectively. For 
models that this error does not depend on previous output values is called an output 
error [6,71. The error defined in equation (1.3) can be used as a comparison means 
between different parameters. A selection of the parameter for which the sequence of 
the output errors becomes as small as possible is the aim of a particular parameter 
estimation methods. Generally, from a very large set of the parameter vector (i. e. from 
O where i=1,2,3,... ), one searches for the parameter vector that produce the 
sequence with the smallest error. 
u(t) 
Fig. 1.2 Possible flow of information for optimisation 
The Least Square method finds the smallest possible sequence of errors by trying to 
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where N is the number of data points. By taking the derivatives of equation (1.4) with 
respect to the parameters and equating them to zero one arrives at a system of N least 
square equations with nj unknowns (nj being the number of parameters). Its solution 
gives the required parameter values [6-9]. 
Suppose that the output (prediction) error has a conditional probability density 
function depending on the time t, the parameter vector 0, and the input. In addition, 
assuming that the prediction errors for two different time instants are independent and 
that the probability density function (PDF) for an individual instant is given by an 
arbitrary function P, the joint probability density function for all the error values is 
given by 
WDF =1j P(y(i) - y(i 10)) 
i=I 
(1.5) 
The value of this function gives the probability that the output y(t 0) of the model at 
the instant i is the output of the system. If the reference is to the parameter vector 0, 
in the equation (1.5) is known as the likelihood of the parameter vector to give a 
model that replicates the system output. The parameter estimate 6 that maximizes 
equation (1.5) is called the maximum likelihood estimate [7,10]. 
Finally, the error sequence e(t) can be made small when a parameter estimate 6 gives 
a sequence that is not correlated with another sequence q(t) containing information 
relevant to the identified system. Generally this is formulated as 
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iN 
-ýe(t)ST(t) =0 N ; _, 
(1.6) 
The solution of equation (1.6) with respect to 0 gives the required parameter estimate 
9. Intuitively this means that the predictors $'(t 0) utilize all the information at time 
t, rendering the prediction error independent of the system information contained in 
S(t). The sequence q(t) contains the instruments to obtain 6 and the method is known 
as the instrumental variable method [6,7,16]. 
The methods described so far work well when the system is linear-in-parameter and 
analytic. This is because they require the calculation of the derivatives of the objective 
function with respect to the parameters. In such cases the complexity only increases 
with the number of parameters to be identified, as the linearity ensures quadratic 
objective functions and continuity ensures existence of the derivatives. 
When the model is nonlinear-in-parameter, solving for the parameter estimation 
problem is usually performed iteratively using a numerical optimisation algorithm. In 
this case, the criterion based on the mean square error can be used, though many 
others are possible [6-10]. The mean square error assumes that an ideal predictor 
y, 
 
(t 0) of the observed sequence y(t), the one that minimizes the expected value in 
equation (1.7) of their square difference [151. 
MSE = E((y(t) - 5'(t 9))Z ) (1.7) 
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where E denotes the expectation operator. For computational purposes equation (1.7) 
can be discretised and normalized in the following way. 
MSE = 
100 N N (y(i) - 5(i 10», N6y, 
=i 
(1.8) 
where 6y is the variance of the measured output and N the number of measured 
points. 
After obtaining the optimal parameter estimated for a chosen model, the next step is 
check whether the performance of the model satisfies the objectives set. Verification 
of the quality of fit and adequacy of the model can be made, first by checking the 
residual, which is the difference between the measurement responses and the modeled 
outputs. The residual may possess some known statistical properties that may indicate 
whether there still exist modeling-errors for the given input signals. This information 
can then be fed back into the model building process. The next check is to examine 
the performance of the model with a new set of measurements, bearing in mind that 
the new set of measurement is obtained from the same experimental conditions. The 
results of the identification/parameter estimation process, finally, can be compared 
with parameter values found using other measuring techniques, if possible. 
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1.2 Estimator properties 
Before looking at the estimation methods, this sub-section provides a brief discussion 
on several important properties of estimators required for the parameter estimation 
problems. It is certainly true that an estimator should extract and use all information 
contained in the measurements. It is also desirable that the average of the parameter 
estimated converges to their true values, that is to say that the estimator is unbiased. In 
general, the expected value of an estimator should converge to the true value if the 
number of measurements increases to infinity. This may be interpreted by the 
mathematical representation below. 
E{e, }=e (1.9) 
where E denotes the expectation operator, 0* is the exact value of the parameters, and 
Om is the estimated values obtained from m measurements. An estimator that offers 
this property is called an asymptotically unbiased estimator. An important property of 
the estimator is consistency. The consistency of an estimator may be defined, for a 
given estimator, by 
I IM P[I em -Oh > £] =0 for £>0 m-+ao (1.10) 
where P denotes the probability operator. In practice, it is not only important to have 
small modelling error, but also to have small uncertainties on the estimated 
parameters. Therefore an efficient estimator that produces small uncertainty is 
required. This can be better explained by considering two unbiased estimators, 0, and 
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92 with mean value 0 and covariance matrices Cep and C0Z .0 
is an efficient 
estimator if the eigen-value of the matrix C8 is greater than or equal to the eigen- 
value of Ce, or mathematically expressed as I Cez - Ce I <_ 0 for any estimator 02 
with 
Cg, =E{(91-O)(O1-O)T e1 
c02 = E{(OZ- e)(e2-e )T Ie 1 
Another important property of the estimator is robustness. That is (some of) the 
estimator properties are still valid even when the assumptions made in its construction 
are no longer applicable. If it can be proved that an estimator is robust with respect to 
consistency, then we can be sure that it will converge to the true value as the number 








Fig. 1.3 A class of related estimators (taken from [61) 
Estimator 
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Fig. 1.3 shows a commonly used class of related estimators, which offers nearly all 
the properties of an estimator required. At one extreme is the Bayes Estimator, which 
requires the most a-priori information, at the other is the Least Squares Estimator, 
which is the only one in the class that can be used if there is no a-priori information 
available. 
1.2.1 Bayes Estimator 
The bayes Estimator combines a priori knowledge of the parameters with information 
from the measurements. To use the Bayes estimator, both the a priori probability 
density function (p. d. f) of the parameters and the p. d. f of the noise on the 
measurements are required. To determine the estimated parameters, 6e , 
it is necessary 
to form an objective criterion, for example the minimisation of a cost function 
J (9e 10*) which describes the cost of selecting the parameters 9e if 0* are the true 
but unknown parameters. Denoting probability of a parameter given a set of 
measurement, y, n , as 
P[parameter (measurement] = P[ 9e yý ] 
The minimisation is carried out with P[ 9e 1 Y, n 
] as a weighting function 
6e = min 
f J(r10*)P[r ym ] dr 
e' R 
(1.12) 
Fries and Cooperrider [291 employed a Bayes estimator to rail vehicle problem. In 
many problems the required a priori information for Bayes Estimator is unavailable, 
20 
and this is one of the main reasons why Bayes estimators are rarely used in practice 
[30] 
. 
1.2.2 Maximum Likelihood Estimator 
The Maximum Likelihood Estimator (MLE) requires knowledge of only the p. d. f of 
the measurement noise, with the assumption that the p. d. f of the parameter is a 
uniform distribution. From Bayes rule: 
P[O YmI P[ym 
10 ]P[O] (1.13) 
plym I 
and by assuming that the parameter is uniformly distributed, then equation (1.7) 
becomes 
P[ 0 ym]=kpP[ Ymle] 
where kp and P[ 0] are constants and P[ y,,, ] is seen as a scale factor. 
(1.14) 
The function L[ y, n 
10 ]= P[ y,, 10 ] is called the likelihood function. The maximum 
likelihood estimate ° IL of 0 is given 
by the value of 0 which maximises the 
likelihood function L[ym 0 ]. In most problems, the likelihood function is replaced by 
- ln(L[ y,,, 10 ]) which 
is known as negative of log-likelihood function. This is 
applicable because the natural logarithm is monotonic increasing function so 
minimisation of - 1n(L[ `m 0 ]) is the same as maximisation of L[ ým0]. Many of the 
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MLE properties have been proven under conditions of independent, identically 
distributed noise on the measurements, and of a log-likelihood function, which is 
differentiable twice [6,30,311. The MLE can be proven to be unique under the 
conditions described. A MLE is an asymptotically unbiased, consistent and efficient 
estimator [3]. This means that 
lim p[dem-0I>E]=0 `dE>0 (1.15) 
m-> ao 
and the covariance matrix of a MLE converges asymptotically, as the number of 
measurement tends to infinity, to 
Ce = inv(F; ) (1.16) 
where inv(F; ) is the inverse of the so-called Fisher information matrix. The matrix F; 
is a measure of the amount of information presented in the measurements in relation 
to the parameters. It is important to note that it is trivial to generate a biased estimator 
with a zero covariance matrix. However it is impossible for an unbiased estimator to 
have a covariance matrix smaller than the inverse of the Fisher information matrix. 
This means that there is a lower bound on the covariance matrix for a given set of 
measurements. This is called the Cramer-Rao lower bound. Covariance of the MLE 
approaches Cramer-Rao lower bound asymptotically, which means that the MLE is 
asymptotically efficient. MLE has become very popular because of the attractive 
properties it possesses [7,8,32]. 
z) 
1.2.3 Markov Estimator 
The Markov estimator, which is derived from the MLE by further placing assumption 
on measurement noise to be additive and be characterised by a normal distribution 
with an a priori known mean value and standard deviation, can be used if the 
covariance matrix of the noise is known. The covariance matrix in a Markov estimator 
is seen as a weighting matrix when forming the cost function. If the weighting matrix 
is not the covariance matrix but an arbitrary positive definite matrix, the estimator is 
known as a weighted least square estimator (WLS). If measurement noise is additive 
and normally distributed with zero mean and a known covariance, then the Markov 
estimator and MLE are identical. In practice, the Markov estimator is also used in 
situations where the noise properties are only partially known 18]. It will not then be 
certain that the properties of the MLE are valid for the Markov estimator; the 
estimates can be biased, inconsistent and inefficient. 
1.2.4 Least Square Estimator 
The Least Square Estimator (LSE), which is the simplest and most commonly used, is 
equal to the MLE in the special case of Gaussian white noise on the measurements. 
The properties of the LSE can be guaranteed only in this situation, and in any other 
they should be investigated explicitly [7,81. In the commonly occurring case of 
independent normally distributed noise on the measurements, the MLE reduces to a 
WLS. However, even if the situation does not match this assumption, the LSE has 
some advantageous properties. If the WLS is properly applied it will still be consistent 
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even when the disturbing noise is other than normally distributed, but it is no longer 
asymptotically efficient, and consequently the uncertainty on the estimate will 
increase compared with that of the corresponding MLE. LSE offers a much simpler 
implementation in practical use, however LSE has some severe drawbacks when 
compared to other cost functions, and the numerical advantages become progressively 
less important with the appearance of more and more powerful optimisation routines 
in scientific libraries, which permit the solution of more complex minimisation 
problems [33-351. The most severe drawback of LSE compared to the least absolute 
values estimator is its sensitivity to gross measurement error, normally called the 
outliers. If a small fraction of observations contain large errors, significant deviations 
can be introduced in the LSE. 
1.3 Parameter Estimation Methods: an review 
Assuming that the chosen model structure is sufficient to represent the dynamics of 
the system of interest, the task is considered here to obtain a method for identifying 
the model parameters, which best describe those dynamics. Parameter estimation 
methods may be classified into two groups. The first group is the classical techniques, 
which include Least Squares, Weighted Least Squares, Equation Error and Output 
Error methods. The second group is the modern techniques, which include the 
Maximum Likelihood method and the Extended Kalman filter. 
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1.3.1 Classical methods 
The Least Square method, which is mainly known in its application to the curve 
fitting and regression analysis, is simple and perhaps the first approach to the concept 
of optimality, see for example [30]. After experimentation has been conducted to 
collect the system input and dynamic responses, those measured signals can be used 
to obtain the model outputs and then select the parameters. This can be done in a 
number of ways, either directly, using the recorded time histories such as in [36), or 
after transformation of the data into the frequency domain, as in [29]. 
For generality, referring again to the system equation (1.1) and output equation (1.2); 
z(t) =f (Z (t), u(t), w(t), 9) 
y(t) = h(Z(t), u(t), v(t), e) 
The Equation Error method assumes that, apart from the unknown model parameters 
0, it is possible to obtain all system states z(t) and its time derivatives i(t), and the 
input u(t). The criterion for the optimisation is formulated as 
N 
J(9) ek (0)W, ek(0) 
k=1 
with 
ekýeý= Zk -f(Zk, uk90) 
ýI. 18ý 
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where Wk is a weighting matrix, the subscript k=1,2,3,..., N denotes the discrete- 
time version of the variables, and N denotes number of data points. Equation Error 
method can account for modeling error and the measurement noise. Its advantages are 
due to a computational simplicity and it is effective in the presence of process noise. 
The method was employed by Lin and Kortum [361 to obtain estimates of suspension 
parameters. There are some disadvantages for this method, apart from the measured 
input u(t), the measurements of the state variables z(t) and its derivatives z(t) are 
also required. According to equation (1.18), the method is thus biased by the 
measurement noise of the variable involved. To reduce the effect, it therefore requires 
accurate measurements of the derivatives i(t), state variables z(t), and input u(t). If 
some of z(t) or z(t) are not directly available or expensive to be measured, these 
variables need to be estimated. The method of obtaining the variables must provide 
good results in order to obtain an accurate parameter values [37]. 
For the Output Error method, instead of requiring all the measurements of the system 
states and derivatives, the cost function is formulated using the estimated model 
outputs and the corresponding system measured responses. The model outputs are 
obtained using the output equation (1.2) with the measured input and the estimated 
model parameters 0. The cost function is formed in a similar way as in equation 
(1.17), but with 
ek(e) yk Yk (e) (1.19) 
26 
where Yk is the measurement at a discrete time k and yk is the predicted or estimated 
measurement using the proposed model and the best guess of 0 currently available. 
The best value of 0 is then chosen to be the one that minimizes the cost function. The 
measurement requirements for the Output Error method are greatly relaxed over the 
Equation Error method. The measurement noise contaminates the system outputs 
rather than the states, and the derivatives. The method works well in the presence of 
the measurement noise, however it will give a biased estimate in the presence of 
process noise including unmeasured inputs, unmodeled system dynamics, and errors 
in input measurements [7,371. 
1.3.2 Modern methods 
To deal with measurement and process noises together, the concept of the Kalman 
Filter will be investigated and briefly presented here. Detailed treatment of the 
Kalman Filter can be found in the literature, for example [38-40). The Kalman Filter 
has been successfully applied to many engineering problems, the majority of which 
are as a state estimator or state observer. In [41,42] a Kalman Filter was implemented 
as part of vehicle control and dynamics problems. 
Assuming the process and measurement noise are additive, rewrite the system and 
output equations as follows, 
z(t) = f(z(t), u(t), e) + Gw(t) 




If the system behavior is assumed to be linear, equations (1.20a) and (1.20b) reduce to 
z(t) =A z(t) +B u(t) + Gw(t) 
y(t) =C z(t) +D u(t) + v(t) 
(1.21a) 
(1.21b) 
where A and B are system and input matrices respectively, w(t) is process noise, 
assumed to be Gaussian white noise, matrix G, which acts as a filter, takes into 
account the case when the process noise is not white. C and D are the output and 
direct transmission matrices respectively, and v(t) accounts for the measurement 





R] lý JJ (1.22) 
i. e w(t) and v(t) are white noise and assumed uncorrelated with each other. The 
estimation problem is approached by formulating the cost function similar to equation 
(1.17), but with 
e(O) Yk Yk (°, Yk ) (1.23) 
It is interesting to note that the predicted output yk is computed using both the 
proposed model and the measured output, yk. Given measurement Yk, the Kalman 
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Filter gives an answer to the question 'what will be the best estimate' of the states z(t) 
by letting the estimate of z(t), z(t) , 
be determined from 
z(t) = Az(t) + Bu(t) + K(y(t)-y(t)) 
y(t) = Cz(t) + Du(t) 
(1.24a) 
(1.24b) 
where K, is called the Kalman gain, is chosen such that the `size' of the covariance of 
the state error in equation (1.25) is minimal. 
CKF = E{[ Z(t) Z(t)T ]I 
with 
Z(t) = Z(t)-Z(t) 
(1.25) 
(1.26) 
It should be born in mind that the system matrix A is certainly dependent on the 
system parameters, 0. The input matrix B and output and transmission matrices, C 
and D, could also be a function of system parameters. This means, apart from 
depending on measurement and process noise the variance matrices, Q and R, the 
characteristic of the Kalman Filter is also dependent on the assumed matrices A, B, C 
and D. To apply the Kalman Filter to problems of parameter estimation, the parameter 
vector is augmented as state variables. This leads to the extended version of Kalman 
Filter, called the Extended Kalman Filter (EKF). In a simple, linear problem when the 
system parameters can be assumed constant, the estimation procedure can be 
considered as a special case of the general state estimation, where the parameters are a 
set of random variable satisfying the differential equation 0(t) = 0. To account for the 
29 
time varying parameters, unknown parameter may be modeled in the form O(t) _ 
we (t), where we (t) is random process with Gaussian properties. 
By combining the parameter vector and state vector in a composite state vector, we 
then obtain the continuous-discrete model as follows 
Zcom (t) 
=f 
(Z(t), 0) + wcom (t) (1.27) 
Yk = 
LI Ck(0) ] Zk m+ Vk ý1.28ý 
where 





0 f (Z (t), e) =- (1.30) 
A(O)z(t) + B(O)u(t) 
com rwo(t) W(t) =O (1.31) 
As can be seen, the estimation problem is a non-linear, even if we are considering a 
linear system, because the product A(O) z(t) is a non-linear function of 0 and z(t) . 
The EKF approximates the non-linear term f (z(t), 9) by a Taylor series expansion 
about the current known state vector z`0m (t) . The order of the expansion chosen is 
dependent on the nature of the problem being dealt with. One derivation of the EKF 
giving more detail can be found in [381. The work by Baguley [43] provides some 
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aspect of the EKF algorithm to be implemented in practice. Although the EKF method 
is applicable to fully non-linear systems [44], and is straightforward from the 
computational viewpoint, however, the EKF is an approximate technique and there is 
no guarantee that the estimated parameters will be close to the true values. The 
method requires a-priori covariance for the parameters, which are normally unknown 
and also 'good' a-priori values of the parameter themselves in order for the algorithm 
to avoid poor convergence or failure [29,42,45-461. 
1.4 Literature Review 
System identification has a broad field of applications including system dynamics, 
structural mechanics and acoustics. Mathematicians and engineers have developed a 
number of various approaches to address the identification problem. The identification 
of a linear time-invariant system is well understood and theoretically well developed. 
It is however not true for the identification of a nonlinear system. Rather than giving 
an exhaustive survey on identification techniques developed in those fields, this 
section is focus at presenting a brief review of the techniques used in the field of 
vehicle dynamics. Many techniques have been developed over the years, however, 
they may be distinguished into three major applications, as follows. 
The first application is non-parametric analysis of measured vehicle signals. The non- 
parametric analysis usually results in graphical representations that may provide some 
knowledge of the vehicle behaviour on its suspension without the need of an explicitly 
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formulated mathematical model. However, these non-parametric techniques are 
usually not capable of sufficiently describing the system for the solution of design, 
optimisation and control problems. The techniques are broadly used in industry and 
are well known in the literature [47-49]. 
The second application is the parameter identification of a low order vehicle model. 
Most of the methods developed are based on linear, discrete-time models, being 
formulated as recursive, on-line techniques. A broad range of methods has been 
developed in the literature, see for example [29,36,50-66]. These include 
identification/parameter estimation techniques for purposes of vehicle control 
applications [50-55], fault diagnosis [56], and vehicle suspension studies [29,36,57- 
66]. For nonlinear systems, the model is parameterised such that it is linear-in- 
parameter enabling the techniques for linear system to be applied. When the model 
equations are linear-in-parameters, the parameter estimation problem has a standard 
explicit and unique solution, the well-known Least Squares regression method. 
Majjad [501 carried out a simulation study on the estimation of the parameters of a 
quarter vehicle suspension using the RLS method. Though nonlinear characteristic of 
the damper were involved, the parameter estimation was formulated as a linear-in- 
parameter case, where the parameters to be identified were the combined terms of the 
physical coefficients. The estimation method used was the Equation Error method 
where the unmeasured velocity signal was numerically obtained. In 1561, the RLS 
method was used to estimate the parameters of a discrete-time transfer function of a 
vehicle suspension. A neural network was used in mapping the estimated parameters 
to the system physical coefficients. Zhange and Chen [59] investigated both off-line 
(batch processing) and on-line (recursive processing) Least Square to estimate 
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parameters of the dynamics of a ground vehicle dynamic. The proposed method 
incorporated block-pulse function for approximations of `unmeasured' signals. An 
analytical derivation for the estimated parameter was presented with some simulation 
results. In [57,58] simulation studies on the parameter estimation of a ground vehicle 
axle subsystem and a magnetically levitated vehicle, respectively, were carried out 
using Instrumental Variables. Perhaps, the most severe limitation of these Least 
Square regression approaches is the assumption that the error signal arises as an 
idealised white noise process, uncorrelated with the elements of the regressor matrix. 
If this is not the case, the estimator may suffer from systematic bias and/or excessive 
variance. For example, in vehicle ride dynamics, errors arising from unmodeled 
mechanical vibrations have associated resonance frequencies, and the error is clearly 
not white noise. Also, unmodeled nonlinearities are likely to induce correlations 
between the error and the regressor matrix, while the errors in the regressors 
themselves induce bias [11,301. 
The third application is the parameter identification of a complex vehicle model. This 
involves fitting a complex mathematical model to the real vehicle. The model can be 
obtained from the application of mechanical principles to idealised elements of the 
real system. The identification goal is then to estimate the model parameters so that 
then approach the real vehicle dynamics in some sense. Least squares parameter 
identification technique were employed in [67-731 for non-linear vehicle models as 
part of an advanced vehicle systems. The resulting model description is attractive as it 
allows both the simulation and the design optimisation of the vehicle. In [67] 
weighted squares of the errors, the difference between the measured and estimated 
vehicle responses, were used in the cost function. The optimal parameters of the 
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model were found using the quasi-Newton method. In [68] parameter estimation was 
used for fault detection of a ground vehicle in lateral motion. The paper presented 
resulted from a simulation study when faults of both single and combined model 
parameters were considered. The cost function for the optimisation procedure was 
formulated using both the errors in the vehicle responses and the error in the 
parameters. The quasi-Newton and Gauss-Newton methods were used in the 
parameter estimation procedure, which required knowledge of the gradient (first 
derivative) and the Hessian (second derivative) of the cost function. In [71-74] the 
parameter estimation problems was solved using several gradient-based optimisation 
methods such as the Gauss-Newton, the Lenvenberg-Marquardt and the sequential 
quadratic programming methods, with quadratic cost function of the response errors. 
The optimisation procedures shared a common feature that they all required the error 
to be continuous and assumed the first and second derivatives were available. 
However, calculation of the derivatives may be computationally expensive and/or 
difficult to obtain. Another disadvantage is that the optimisation algorithm often only 
finds local minima even if a reasonable initial guess of the model parameters was 
provided. An optimisation procedure that finds the global optimum parameters for the 
model without assumption of continuity and availability of the cost function 
derivatives is an alternative to overcome the parameter estimation problem. 
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1.5 Numerical optimisation 
1.5.1 Choice of optimisation techniques 
The performance of a model structure, or of parameter estimators for a given model 
structure, is usually rated via a cost function J(9). Finding the best possible model 
then corresponds to optimizing this cost function. If the model is non-linear-in- 
parameters, it is difficult if not impossible to find an analytical solution. This raises 
the important question of what numerical optimisation algorithm should be used in 
searching for the best model parameters. The numerical search routines are usually 
iterative procedures. Starting from one or a number of initial values, a better set of 
parameters is generated, and this process is repeated until it is decided that the process 
has converged. 
The gradient-based methods such as Newton-Raphson and Gauss-Newton algorithm 
and method of Levenberg-Marquardt are the conventional techniques. These 
techniques are implemented in most major libraries of scientific subroutines, and 
some of them are used in commercially available estimation software. In practice the 
convergence region of most of these methods is limited; if starting values are selected 
outside this region, the method will diverge. Even if there is convergence, the final 
result can depend upon the starting values if the cost function has a local minima. A 
priori information can be used to improve the starting values, but usually insufficient 
information is available. For example, it is difficult to give reasonable starting values 
for the coefficients of the transfer function of an unknown system. Another 
disadvantage of the gradient-based methods is that they require evaluation not only 
the cost function but also of its derivatives of the cost. The need to calculate the 
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derivatives, particularly the second derivative, can be quite time consuming. The 
methods also assume that the cost function is differentiable with respect to the model 
parameters. If this is not so, approximating method such as using finite difference 
method have to be used. These together can result in the gradient-based methods 
require a large number of evaluation of the derivatives of the cost function. 
Direct search method such as the Simplex method of Neider and Mead is useful if the 
derivatives cannot be easily calculated. The method does not take the local properties 
of the cost function into account, it can be used to optimise a noisy cost function. The 
algorithm however may be easily trapped in local minima and its convergence speed 
depends on the starting point. 
Global optimisation techniques search for the global optimum points. They aim to 
find the best possible value of J for the cost function specified and the associated 
parameter vector 0. The techniques bypass the initialization problems that may arise 
in the gradient-based and direct search methods. A few problems among many other 
disadvantages of the global optimisation techniques are for example the random 
search, which is very simple to implement, but may be fail to locate any global 
optimum. The second drawback is that the techniques may guaranteed to find the 
result, but at the expense of a much more complex implementation. 
A relative new method named the Differential Evolution algorithm was introduced by 
Storn and Price [75-781 in 1996. The algorithm is simple to implement and has been 
successfully applied to many engineering problems [79-841. The Differential 
Evolution algorithm is a type of structured random search that mimic the process of 
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biological evolution. The algorithm begins with a collection of parameter estimates 
(called a chromosome) and each is evaluated for its fitness in solving the given 
minimization (or maximization) task. At each generation (algorithm time-step), the 
most fit chromosomes are allowed to mate and bear offspring. These children (new 
parameter estimates) then form the basis for the next generation. The biological 
analogy suggests that such a procedure will be likely to lead to workable solutions for 
nonlinear problems. Unlike the gradient-based techniques, the Differential Evolution 
algorithm requires no calculation of the gradient, and is not susceptible to local 
minimum problems that arise with multi-modal error surfaces. 
1.5.2 Motivation for the development of a new method 
When solving the model parameter estimation for the problem being studied using 
numerical methods such as conventional (gradient-based and simplex methods) and 
global optimisation methods (the Differential Evolution and Genetic Algorithms) 
three major problems were experienced. 
9 The first problem was the ability and consistency (or success rate) in finding the 
global optimum solution. An example was in the case of the conventional 
gradient-based methods, which suffered the problem of obtaining local minima, 
and their performances were influenced by the initial starting point and the 
parameter bounds specified. 
" The kernel of most optimisation-based parameter estimation algorithms is the 
simulation of the model outputs (or the prediction error), and possibly the 
derivatives of the objective function. Very often, the time spent in these 
simulations takes up most of the computational time required by the optimisation. 
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The second problem was thus concern with the computational time in the process 
of searching for the best solution. An example was in the case of the direct search 
method, simplex method, which has shown to have a slow convergence rate and 
thus time consuming. 
a The third problem was concerned with the implementation of the optimisation 
algorithm. Numerical search algorithms usually contain several control parameters 
that determines the performance of the method. Tuning of the control parameters 
can become part of the problem, as the incorrect selection of their values would 
result in mis-convergence. With the global optimisation techniques such as the 
Genetic Algorithm, the problems experienced were the implementation difficulties 
and the tuning of the control algorithm parameters. The initial investigation into 
the Differential Evolution found that the method was easy to implement and was 
able to find the global optimum solution. However, it has a slow convergence rate 
due to its `discontinuous' behaviour, and the problem of expensive computational 
time due to the simulation of the model, which has not been dealt with. 
The problems have led to the development of a new numerical optimisation method 
that has become the central part of this thesis work. 
1.6 Thesis aims and Outline 
According to the problems experienced when solving the model parameter estimation 
for the problem being studied using the conventional and global optimisation 
methods, as described in the last section, the specific aims for this thesis were set as 
follows; 
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0 1. To develop a practical optimization technique, which is to be used in the 
parameter estimation of nonlinear systems whose models are nonlinear-in- 
parameter, or when obtaining the objective function is computationally expensive. 
To overcome the problems experienced, the algorithm should fulfill the following 
requirements; 
" Have the ability to deal with premature termination due to local minima and mis- 
convergence problems due to non-differentiable, nonlinear and multi-modal 
objective function. 
" Have good convergence properties; this means, first, consistent convergence to the 
global optimum in consecutive independent runs, and secondly, ability to cope 
with computation intensive objective function. 
9 Ease to implement and use, with a few control parameters that are easy to choose. 
" 2. To validate the newly developed algorithm and examine its performance by 
comparing the results with other techniques such as the conventional (gradient- 
based and direct search methods) and the global optimisation methods (the 
Differential Evolution algorithm). 
e 3. To apply the concept of system identification and parameter estimation to a 
number of practical problems relating to vehicle ride dynamics using the proposed 
algorithm. 
39 
The rest of the thesis is organized as follows. 
Chapter 2 describes the proposed discrete variable Hybrid Differential (dvHDE) 
algorithm in details. First, the motives behind the development of the method and why 
it is based on the Differential Evolution (DE) algorithm are given. The dvHDE 
method shares a common algorithm structure with the original DE method, however, 
there are fundamental differences between them. The common and different 
functional features between the two methods will be explained one by one, and 
guidance for setting the algorithm control parameters is also provided. Three 
numerical examples are considered to demonstrate and validate the performance of 
the dvHDE method. The examples are chosen from the parameter estimation 
problems involving different types of parameters. The first example is a mass-spring- 
damper problem when all of the parameters involved are continuous. The second 
example is a gear train design problem where the objective of the optimisation task is 
to choose the number of gear teeth in the gear train configuration such that to obtain 
the maximum output torque for a given input torque. The parameters involved are 
thus all integers. The third example considers the optimisation of a coil spring, where 
the parameters involved are a mixture of integer, discrete and continuous variables. 
The investigation on the chosen examples enables possible problems during the 
search, such as premature termination due to local minima and mis-convergence, to be 
illustrated and explained explicitly. The performance of the dvHDE method is 
compared with a number of other techniques as reported in the literature. The 
suggestions and conclusions regarding the performance and potential use of the 
dvHDE method are made at the end of the chapter. 
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The numerical examples selected for illustrative purpose in Chapter 2 are nonlinear 
programming problems, however, they do not involve experimentation. Chapter 3,4 
and 5 aim to investigate further the performance of the dvHDE method when it is 
employed in the system identification and parameter estimation process of more 
complicated problems from experimental data. This is carried out by investigating 
three practical case studies relating to the dynamics of vehicle component, 
subassembly and a full vehicle. In the analysis of results for each case study, the 
performance of the dvHDE method is compared to the conventional methods, the 
gradient-based (GB) and Downhill Simplex (DS) methods, and the original 
Differential Evolution (DE) method. 
The first case study considered in Chapter 3 is the parameter estimation of an 
automotive damper, one of the most important components in modern vehicle 
suspension systems. The task involves modelling and experimentation work on an 
automotive damper for a wheeled passenger car when the frequency range of interest 
is 0.5-30 Hz. The objective of the exercise is to select the best model among a set of 
models considered for the test damper. The chapter provides a brief discussion on the 
modelling of a damper, and then, proposes a set of damper models derived from 
combinations of spring and viscous damping elements. The estimation is formulated 
as a single objective optimisation problem where the objective function is formulated 
from the difference between the measured and modelled damper forces. The 
estimation results are discussed and conclusions regarding the performance of the 
dvHDE method and modelling of the automotive dampers are made. In addition, an 
investigation into the parameter estimation of an adjustable damper is presented in 
Appendix A. The additional investigation is aimed to further prove the use and 
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performance of the dvHDE method when the damper model is more complicated 
(when it is modelled from physical details, not from a combination of idealized 
damping and spring elements, such that the model is capable of describing damper 
behaviour better). 
A full wheeled vehicle represents a complex system with many degrees of freedom. In 
the development to the estimation of its parameters, a simplified system, `single wheel 
station', provides an ideal system to test the identification and parameter estimation 
method. The `single wheel station' is a simplified system that represents the vertical 
dynamics of a quarter of a vehicle, and is useful in the vehicle suspension 
investigations. In Chapter 4, system identification and parameter estimation process is 
carried out in both the time and frequency domains to obtain a model and its 
parameters for the single wheel station. The single wheel station, whose parameters 
represent an independent suspension of a medium-sized family car, is modelled based 
on a quarter vehicle model. The chapter discusses how a quarter vehicle model can be 
derived from a full vehicle model, and investigates how the variation of each model 
parameter influences the model frequency responses using Bode plots, a technique 
mainly used for linear time variant systems. A method of obtaining the model 
frequency responses is developed when nonlinear elements are incorporated into the 
model, the method is later used in the parameter estimation in the frequency domain. 
The estimation is formulated as a multi-objective minimisation of the difference 
between the system measured and modelled responses; for the estimation in the time 
domain, the responses are five time-history signals, and in the frequency domain, the 
responses are the gains and phases of the system outputs relative to the given input. 
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The qualities of fit of different models are analysed and the performances of different 
numerical search methods are compared, before conclusions are drawn. 
The parameter estimation technique developed in Chapter 4 is extended to a wheeled 
vehicle problem in Chapter 5. The vehicle under the investigation is a Landrover 110. 
The dynamic behaviour of the vehicle is complicated due to the coupling of the 
motions in different modes, and nonlinearities due to suspension linkages and 
compliance. As a consequence, the initial investigation in this chapter is focus on the 
vehicle dynamics in bounce and pitch motions. The vehicle model parameters are 
estimated by fitting the modelled frequency responses to the system frequency 
responses. The estimation is formulated as a multi-objectively optimisation problem, 
where the objective function is a weighted least squared of the differences between 
the gains and phases obtained experimentally and from the model using the technique 
developed in Chapter 4. Due to limited time, only the parameter estimation in the 
frequency domain is carried out, with a vehicle bouncing and pitching model. For the 
parameter estimation in the time domain and more complicated vehicle model that 
usually requires complicated commercial computer software to generate the vehicle 
equation of motion are left for future work. The main interest here is again the 
parameter estimation task, and the use of the dvHDE method. 
Finally, a summary, the conclusions and some proposals about future research based 
on aspects discussed in this thesis are given in Chapter 6. 
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CHAPTER 2 
THE DISCRETE-VARIABLE HYBRID DIFFERENTIAL EVOLUTION 
This chapter aims to give a detailed description of the proposed discrete variable 
Hybrid Differential Evolution (dvHDE) method. The dvHDE method is based on the 
Differential Evolution (DE) method of Storn and Price [75-77]. In section 2.1, the 
original DE method is introduced and its performance at solving some engineering 
problems as reported in the literature are discussed, followed by the motives behind 
the development of the dvHDE. In sections 2.2 to 2.6, the main functional features of 
the dvHDE method are explained. 
The performance of the dvHDE method is controlled by several parameters, suitable 
values for these parameters are given in section 2.7. To demonstrate and investigate 
the performance of the dvHDE method against the original DE method and some 
other techniques, the solutions to three numerical optimisation problems are 
considered. The first example is a three-dimensional optimisation problem relating to 
dynamics, in which the parameter involved are all continuous variables. The other two 
problems involve the optimisation of integer, and a mixture of integer, discrete and 
continuous variables in engineering design applications. The results for this are 
presented in section 2.8, and problems during the search for the optimum solutions 
such as premature termination and mis-convergence are illustrated explicitly. Finally, 
from an analysis of the estimation results, suggestions and conclusions regarding the 
performance of the dvHDE method are given in section 2.9. 
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2.1 Introduction 
2.1.1 Introduction to Differential Evolution 
This section begins by giving a brief description of the DE method on which the 
dvHDE is based, then, discusses the performance of the DE method at solving some 
engineering problems as reported in the literature. For further information on the DE 
method, the reader is referred to references [75-781. 
Differential Evolution (DE) is a population based and stochastic function minimizer 
(or maximizer), whose simple yet powerful and straightforward to apply features 
make it a very attractive numerical optimisation method. The DE was developed by 
Store and Price and was originally designed for function optimisation of continuous 
space problems. The general structure of the algorithm consists of the followings; 
representation and initialisation, evaluation, recombination and natural selection based 
on the principle of survival of the fittest. 
Considering a three-dimensional parameter estimation problem, where a possible 
solution contains three parameters to be identified. The representation issue, also 
called the encoding procedure, is concern about how the algorithm construct the 
solution and its components. The binary, integer and real number encoding techniques 
are typical examples; each component (each of the three parameter) of a solution is 
represented as a string of 0 and 1, an integer and a real number in the binary, integer 
and real number encoding techniques, respectively. The initialisation is concern with 
the generation of the initial solutions. Each solution is assigned a value in the 
evaluation phase enabling it to be rated as to how good it is for the problem (fitness of 
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that particular solution). A set of the solutions is called a population. The production 
of an improved population is the kernel of the optimisation method, this is carried out 
in the recombination phase. The outcome from the recombination procedure is a new 
population, in addition to the current population. The members in the two sets of 
populations compete with one another in the selection phase to form the next set of 
solutions. The selection is based on the principle of survival; this means the solution, 
which is higher rated (fitter), is likely to be included in the next set of solutions, as the 
estimation process continues. 
The important and fundamental idea behind the DE method is a scheme for which it 
generates the trial parameter vectors. The DE uses vector differences for perturbing 
the vector population. The general concept begins with a pair of parameter vectors 
randomly selected from the current population, their difference is multiplied by a 
constant, the result is then added to a third parameter vector to form a trial parameter 
vector. The operation is carried out in parallel for all members in the population so 
that a population of the trial parameter vectors of the same size as the current 
population is generated. An example of this process when generating a trial parameter 
vector, v4, of a simple two-dimensional minimisation problem is given in Fig. 2.1.1. 
In this particular example, v3 is perturbed by 0.5(v2 - vi) to obtain v4. Here, we refer to 
the current population of parameter vectors as parents, and the trial parameter vectors 
as offspring. The offspring v4 is therefore better than its parent v3 as justified by J(v4) 





Fig. 2.1.1 An example of the process of generating a trial parameter vector, v4. 
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The selection strategy of the DE method is a one-to-one competition between the 
parent and its corresponding offspring. Between the two, the one which is higher 
quality in terms of fitness to the specified criterion is chosen to be a member of the 
next generation. This means, the offspring will replace its corresponding parent if its 
fitness is higher, otherwise the parent is retained. From Fig. 2.1.1, v4 is `fitter' and is 
selected for the next generation. Starting with the initial population, the algorithm 
evolves towards successively better regions of the search space by means of 
recombination and selection. The best individual obtained when the algorithm is 
terminated is then taken as the optimum solution to the problem at hand. 
In many real world applications, engineers and researchers commonly employ 
conventional gradient-based (GB) search methods when solving optimisation 
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problems. Typical examples are the sequential quadratic programming, quasi-Newton, 
Gauss-Newton and Lenvenberg-Marquardt methods. Alternatively a Genetic 
Algorithm-based (GA) approach may be used. The GA does not require information 
about the derivatives of the objective function, and provides multi-point search, 
robustness and global convergence in a complex search space. The DE method, 
however, has been shown to be a further improvement over the GA-based method in 
that the DE is able to find a better solution and is capable of doing so more 
consistently, see for example in [79]. The DE method won 3rd place at the First 
International Contest on Evolutionary Computation (ICEC) held in May 1996, and it 
turned out to be the best genetic type of algorithm for solving the real-valued test 
function (the first two places were given to non-GA type algorithms that are not 
universally applicable but solved the test-problems faster than the DE [781). When 
comparing the DE with conventional GAs technique, they share a common general 
structure; initialisation, evaluation, recombination and natural selection based on the 
principle of survival of the fittest, but have the following basic differences. Firstly, the 
DE uses real-number encoding to represent an individual in the population, instead of 
using strings of zeros and ones like conventional GAs. The reproduction, which is the 
process of generating a new population of the solutions from the current population, 
in the DE method is performed on real-floating-point numbers. Secondly, there is a 
difference in the way the DE generates a perturbation to the current population and in 
the selection strategy when producing a population for the next generation. These two 
points will become clear when they are explained in sections 2.3 and 2.5. 
Since introduced, the DE method has been successfully applied to many engineering 
applications [79-841. The `DE community' has been growing since its early years of 
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1994-1996, and more researchers are working on and with the DE method. In [80] the 
DE method was applied to identify the model parameters of an automotive engine 
mount. The component was modelled using the Freudenberg hydromount model that 
contained a set of highly non-linear piecewise-continuous differential equations. In 
[811 the parameters of the Bouc and Wen model, a widely used model in the field of 
hysteretic or memory-dependent vibrations, were estimated using the DE method. The 
model structure included internal states and nonlinear terms. The DE method has been 
successfully applied in all these difficult optimisation problems. In general, 
optimisation of nonlinear systems are nonlinear programming problems. When 
formulating the objective function in nonlinear programming, the model parameters 
usually are assumed to be continuous. However, it is common in practice, such as in 
engineering design work, that the model parameters can only have integer or discrete 
values. For example, the design of a vehicle suspension coil springs where the outer 
diameter of the spring can be any value, thus it is a continuous variable, while the 
available steel wire diameters is discrete, and number of spring coils is an integer. The 
DE method is capable of handing mixed integer, discrete and continuous optimisation 
problems, for example the study by Lampinen and Zelinka in [82]. 
2.1.2 Motivations to the development of the dvHDE method 
This research study has modified the original DE method and developed an approach 
where all integer, discrete and continuous model parameters are treated in the same 
unified way. All of the parameters involved in the optimisation are treated as discrete 
variables. The proposed method divides the entire search space into intervals whose 
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increments satisfied the minimum accuracy required. It also includes two additional 
operations that improve convergence speed and avoid possible premature termination 
problems. The two additional mechanisms, namely the migration and acceleration 
operations, will be explained in section 2.6. Since the method developed in this work 
treats all variables as discrete variables and employs additional features in addition to 
the normal mechanisms of the original DE method, it has been named `the discrete- 
variable Hybrid Differential Evolution (dvHDE)' method. The motives behind the 
development of this dvHDE method and why it is based on the DE method are 
summarised below. 
First, previous investigation of the gradient-based (GB) method in [85,86] on 
optimisation problems relating to vehicle suspension applications showed a slow 
convergence rate and was very time-consuming. Initial investigation of the DE 
method on the same problems showed that, for several consecutive iterations, the DE 
method was unable to or only made a slow progress from one region of the search 
space to a better one. The DE convergence speed appeared to show a `discontinuous' 
characteristic. This problem will be illustrated later in section 2.8. A numerical search 
method that improves the convergence speed over the GB method, and reduces or 
eliminates the discontinuous characteristic of the DE method is certainly desirable. In 
addition, the DE method has a fast convergence rate. However, fast convergence rate 
also leads to a greater possibility of getting trapped in local minimum points or mis- 
convergence. The original DE method employs no mechanisms to deal with these 
problems. The search procedure could be trapped in one of several possible local 
minimum points and fail to find a global optimum. Additional mechanism needs to be 
introduced if those problems are to be overcome. 
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Secondly, the DE method is a simple and efficient algorithm for solving problems 
with parameters that are not only continuous variables but may also be integer or 
discrete. The dvHDE method, which is based on the DE method, employs the same 
main working mechanism. This should hopefully give a guarantee that the advantages 
of the DE method are also possessed by the dvHDE method. The actual performance 
of the dvHDE method must however be investigated to verify its behaviour. This is 
best done by applying the algorithm to different real-world applications. In this work, 
the investigation has been limited to focusing on the application of the dvHDE 
method to parameter estimation for vehicle dynamics problems. However, the 
algorithm can be applied to other real-world applications, particularly to the 
optimisation of nonlinear systems that involves computationally time consuming 
when calculating the objective function. Such cases will be further discussed later in 
this sub-section. The dvHDE method has so far been applied to optimisation of small 
and medium sized problems where the number of parameter to be identified is less 
than thirteen, problems with a larger number of parameters could be considered in 
future work. 
Thirdly, considering the typical optimisation problems where the parameters involved 
in the objective function are continuous variables. It is usually true that each variable 
has a given level of precision, it is therefore acceptable to `re-treat' continuous 
variables to discrete variables with an increment of a sufficiently small size so that the 
levels of precision are maintained. The search space by this method is converted from 
a continuous to a discrete one. Since integers are discrete, optimisation problems 
involving integer variables can directly be treated as discrete variable problems. 
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Problems of optimisation, which possibly involve integer, discrete and continuous 
variables, or a mixture of the three type of variables, can now be treated in a unified 
manner. 
Lastly, the time required to complete one cycle of the parameter estimation process of 
a model selected for the system of interest, is dependent upon two main factors. One 
factor is the performance of the numerical search method used to optimise a specified 
objective function. The other factor is the number of variables in the objective 
function. The objective function for parameter estimation problems usually requires 
experimentally obtained system responses and system simulated responses. It may 
also require other variables such as weighting matrices used in the Weighted Least 
Square and Maximum Likelihood estimators of multiple output systems. There are 
many cases, see for example [1,80-84], where the objective function and its 
derivatives may be computationally expensive to obtain. The response of a complex 
model, which contains many parameters and involves large amount of numerical 
calculation such as differentiation and integration, often requires a long time to 
compute. The responses may be either time-domain or frequency-domain responses. 
In the case of a parameter estimation in the frequency domain, particularly for non- 
linear systems, the most time consuming part may result from the technique employed 
to obtain the model frequency responses including the amplitude ratios and relative 
phases of the system outputs relative to that of the system input. If not known prior to 
the estimation process, calculation or determination of other variables such as the 
weighting matrices in the objective function can also be an important contribution to 
the total time consumed. Therefore, when dealing with parameter estimation, 
particularly with nonlinear systems that often require high model complexity in order 
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to closely mimic the system behaviour, the time scale to complete the estimation task 
can take significant amount of time. 
When the objective function is computationally expensive to obtain, either due to 
model complexity or the determination of variables, the requirement is to perform the 
objective function evaluation a minimum number of times. The number of objective 
function evaluations may be reduced by, first, using a smaller population size, or 
setting-up the algorithm control parameters for a faster convergence speed, or 
introducing an additional mechanism that helps speed up the convergence rate. These 
can also result in the search being trapped in local minima or mis-convergence. 
The second is to avoid re-evaluation of repeated solutions, bearing in mind that the 
number of repeated solutions depends on the problem size and tends to increase as the 
search progresses towards the termination. If all parameters involved are all treated as 
discrete variable, and if every possible solution has an identifier, a reduced number of 
function evaluations is achieved by not re-evaluating, but checking the associated 
objective function values from previous occurrence. The benefit of doing this depends 
on the size and complexity of the optimisation problem; for the problems investigated 
in this work the benefit was significant. For problems with larger size, the number of 
repeated solutions may be small relative to the total number of possible solutions in 
the search space, however the benefit may become significant when it is 
computationally expensive to obtain the objective function. 
The benefit of checking for repetition of the solutions and avoiding re-evaluation may 
increase when information (the identifiers and their associated fitness values) during 
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the tuning of the algorithm control parameters is passed on from run to run. All 
numerical search methods have a set of control parameters that dictate the efficiency 
of the methods. In population-based methods such as GAs and DE, the control 
parameters include pre-assigned constants of population size, recombination rates and 
maximum number of generations (or iterations), and their optimum values are usually 
tuned by trial-and-error. The number of repeated solutions increase, and with the 
dvHDE method, the number of function evaluations thus reduces if the information 
during the turning is passed on from run to run. Once one is satisfied with a set of the 
control parameters after the trial-and-error process, one usually runs the optimisation 
algorithm several times before arriving at the final solution that statistically reliable. 
With the dvHDE method, the number of repeated solutions may be increased, thus the 
number of function evaluations further reduces, if the information (the identifiers and 
associated fitness values) is passed on from previous run to the present and future run. 
All these are not possible for the DE or GA methods as no such information (the 
identifier and associated fitness value) are available. The total benefit of checking for 
repetition of solutions has two limitation that must be born in mind; problems size, 
and the limitation due to the amount of computer memory used in storing those 
identifier and their associated fitness values when using a single CPU. The later may 
be dealt with by better organising the memory usage or using network PC. Due to 
limited time, the work in this thesis does not include an investigation into this 
possibility, and is left for future work. 
The ultimate aim of developing the dvHDE method in this work is to reduce the 
number of function evaluation and thus improve convergence speed without 
sacrificing the consistency of finding the global optimum solution. The algorithm is 
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specifically aimed at non-linear systems, where optimisation of the objective function 
can be computationally time-consuming. The basic principles of dvHDE are taken 
from the original DE method, the fundamental difference being the encoding 
technique used; the dvHDE method uses integer encoding rather than real numbers. 
Furthermore, the dvHDE method has two additional operations, namely the 
Acceleration and Migration. These two operations are performed to attempt to 
increase convergence speed and prevent premature convergence by maintaining high 
population diversity. In the following sections, the basic operations of the dvHDE 
method are described. 
2.2 Representation and initialisation 
This section describes how a solution for a parameter estimation problem is encoded 
and how a population of the initial solutions is generated by the dvHDE method. 
In many real world applications, one requires to know the parameter values of the 
system of interest only to a certain level of accuracy. For example, it maybe sufficient 
to know the mass of a system of interest accurate or precise up to ± 0.01 kg, or the 
stiffness to ±1 N/m, or the damping coefficient to ± 0.1 Ns/m. From the a-priori 
knowledge of the system, one usually can sensibly decide upon an initial range for 
each parameter. With the precision levels set and the parameter lower and upper 
bounds defined, the number of parameter values is finite and the parameter space 
limited. Now the parameter values exist only at discrete points in the entire parameter 
space. However this does not mean that the dvHDE leaves out some parameter 
55 
resulting in a failure to find the optimum solution, since parameter precision can 
always be increased. 
Considering again a three-dimensional parameter estimation problem where all of the 
parameters involved are continuous variables. The dvHDE method make the search 
space finite by `discretising' each of the three continuous variables according to their 
minimum required precision. The discrete version of the j`h-parameter can be obtained 









j=1,2,3,..., nß and ie, j=1,2,3,..., ne, j 
(2.1) 
Where nj is number of the parameter to be identified, ie is the associated index of 
each discrete value point in ascending order, and ne is the number of discrete value 
points of the j`h-parameter, which can be easily computed from the user specified 
parameter precision, 9101 j, and the parameter 
lower and upper bounds, 0,, i, ,, j and 
emax, 
j 1 respectively 
(Noting that 9j=0,,,; n ,j, 
when ie j=1, and 
O,,,, = emax,; I when 
ie j= ne and nj =3 
for the three dimensional problem). The dvHDE converts the 
original continuous parameter space to a discrete one using equation (2.1), and it is 
now the index of the discrete value points that represent the solution space of the 
problem at hand. 
Two ways of generating/representing the search space have been considered in this 
work, a brief description of each method is given here. The first method is to generate 
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the search space with a regular parameter grid, and store all possible solutions. A 
search is then performed on this discrete space. However, this method is only suitable 
for small problems where the number of parameters to be identified is small and 
values of 0,, j=1,2,3,..., n1 are large. When the number of parameters is large 
and/or the parameter precision required is high, i. e. values of 0,,,,, j ,j=1,2,3,..., nß are 
small, the search space generated become vary large. In such a case the search space 
must be partitioned if the problem is to be solved efficiently [87-881. In the second 
method, the existence of the discrete solution points in the search space is virtual. The 
search space is not stored in computer memory. A solution or a point in the search 
space is generated only when it is required. After evaluation, its identifier and fitness 
values are stored and used for checking/avoiding function re-evaluation, current 
parent and offspring populations are overwritten every generation. It is this second 
method that has been employed in this work. 
Having discritised the parameter involved using equation (2.1), a gene, as it is 
commonly referred to in Evolutionary Algorithm (EAs) and GAs language, is then an 
index of the parameter at a discrete point, and a chromosome, which is an alternative 
word for a possible solution to the problem, contains genes which are all integer. For 
the three-dimensional optimisation problem, a chromosome thus comprises of three 
genes. The dvHDE further benefits from using discrete versions of the variables and 
from using integer-encoding technique by augmenting one extra gene into the 
chromosome. This extra gene is an integer number identifying the chromosome in the 
entire parameter space. Its purpose is to determine whether a chromosome has been 
evaluated for fitness, thereby avoiding re-evaluation of the repeated chromosomes 
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(whose number depends on the size of the problem). This extra gene is only used for 
avoidance of re-evaluation, it is not involved in any recombination operations. 
When implementing the dvHDE algorithm, a gene is represent by xis as an element in 
a matrix g 
X; 
, where g 
X; 
,i=1,2,.. . n1 and j=1,2,.. . 
(nj +1) denotes the 
population at generation g`h , n1 
is the population size, and (nj +1) denotes the number 
of parameters to be identified plus the identifier gene. Thus at generation g, there are `h 
nl individuals or chromosomes, and a chromosome is comprised of (nj +1) genes. 
Considering the current population, the it"-row of g 
X; represents the ith individual, 
the jth-column of of g 
X; represents the jth gene of the corresponding individual. 
It is the general practice that the initial population are randomly selected between the 
lower and upper parameter bounds so that they uniformly cover the entire range 
specified. The dvHDE method generates its initial population by generating ni random 
numbers between 1 and ne j, j=1,2,.. nß 
(where ni and ne are population size and the 
number of discrete value points of the jrh-gene, respectively). An identifier for each 
chromosome of the generated initial population is then calculated and assigned in the 
(j+l )t" column of g_o 
X; . 
2.3 Mutation 
Like the original DE method, the dvHDE method has two important operations for the 
production of offspring. They are the mutation and crossover operations. This section 
58 
describes the mutation operation, and the crossover operation will be explained in the 
next section. The mutation operation is the central working part of both the DE and 
dvHDE providing a distinct mechanism by which the next search points in the search 
space are generated. This operation is performed at the chromosome level, it begins 
with two chromosomes g 
X1I and g 
X, 
2 , which are randomly selected 
from the 
current population. The mutated chromosomes g X; are then obtained according to 
equation (2.2) given below. 
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is a third chromosome (this may be the best chromosome found from 
previous generations, or just another randomly selected chromosome from the current 
population, i. e. i3 E (1,2,3,... nl}), O[-] is a rounding operator that rounds the 
elements to their next nearest integers, and , um 
is the mutation control factor that acts 
as a scale to which the vector difference (8Xh., J - SXi. z, l) is added to g X!. 3>l. In the 
original DE, u, n 
is fixed and is suggested to be in the interval of (0,1). This value can 
be set by the user to ensure the fastest possible convergence for a particular problem. 
The value of , um 
for the dvHDE method is also in the interval of (0,1). In addition, 
three options for setting the values of , u, n 
have been implemented in the algorithm. 
The first option is a specified value between (0,1) by the user, which is held constant 
for all generations through out the search. The second option is to randomly generate 
a number between (0,1). This value is re-generated, so that it is different from one 
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generation to another. The third option is a matrix of size ni x nj, the elements of this 
matrix are random numbers between (0,1), which are re-generated for each 
generation. The second and third options provide alternative set-ups to the first option 
that may result in a better exploration of the search space. The applications of the 
dvHDE method to the problems reported in this work all have employed the first 
options, that is , u, n 
is a fixed number between (0,1). The second and third options 
showed some good results when experimented with however they have not been fully 
investigated. 
Since the dvHDE method employs an integer-encoding technique, the mutation 
operation may produce illegal chromosomes. This is when at least one of the genes in 
a chromosome does not belong to the search space. An example is when a gene, 
which is the index, is zero or negative. The dvHDE repairs this by replacing an illegal 
gene with a randomly selected feasible one. 
2.4 Crossover 
The crossover operation is performed at the gene level, its objective being to increase 
local diversity of the population. The mutated chromosomes 9 
X11 obtained from 
equation (2.2) and the parent chromosomes g 
X; are used to generate the offsprings, 
g 
X; 
. Each gene of the chromosomes 
in 
9 
X11 is chosen from the corresponding 
genes in 9"' 
Xi and g 
X; j using the 
binomial distribution. For example, the j`h-gene of 
the i`h-chromosome of the offspring population is chosen from the j, "-genes of the i`"- 
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chromosomes of the parent and the mutated chromosomes, g 
X; and g X; 
respectively, and between the two competing genes, the possibilities of getting 
selected and not getting selected is 50/50 percent. The crossover operation is therefore 
expressed as, 
cX 
[gXjj if a random number is > pc 
;_ g'9X; otherwise 
j=1,2,3... nß and i=1,2,3... n, 
(2.3) 
where , u, 
is the crossover factor and is an additional control parameter used in the 
dvHDE. The crossover factor , u, E [0,1 ] is fixed and set by the user, guidance to the 
selection of its value will be given in section 2.7. 
2.5 Evaluation and Selection 
Prior to the selection, each offspring obtained from the crossover operation has to be 
assigned a fitness value, this is done at the evaluation stage. The dvHDE first checks 
whether an offspring needs to be evaluated. If required, evaluation is executed 
otherwise the fitness value is referred from the previous occurrence in the past 
generations of that individual. 
The population size remains constant from generation to generation. Like the DE, the 
dvHDE method employs a greedy strategy in its selection operation. This means that 
61 
the individual with better quality in the sense of fitness to the specified criterion is 
favoured for the next generation. The one with a worse fitness is excluded from the 
population. The selection operation of the dvHDE is a one-to-one competition 
between each pair of parent and offspring. This competition means that the parent is 
replaced by its offspring if the fitness of the offspring is better than that of its parent. 
On the other hand, the parent is retained in the next generation if the fitness of the 
offspring is worse than that of its parent. 
The information about the best individual of the current generation and the best 
individual so far found from the previous generations are collected and updated 
during this stage. Then, the selection operation may be expressed mathematically as 
g+1X; ß =argmin{J(gX11), 
J(gX,, i) 
} 
9 x1 -= argmin 
{ J(g+1 X; j) 
} 
j=1,2,3... nß and i=1,2,3... nß 
(2.4) 
(2.5) 
where argmin means the argument of the minima; in equation (2.4), between each 
pair of the two competing chromosomes in g 
X; j and 
g Xi , argmin returns the 
chromosomes which is lower value of J, where J is a function that assigns fitness 
measure to each chromosome, noting that the fitter the chromosome the lower the 
value of J. In equation (2.5), argmin returns the best chromosome, 9 xj , whose value 
of J is the smallest. 
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2.6 Acceleration and Migration 
The problems experienced during the application of the DE and gradient-based (GB) 
methods were slow convergence speed and premature termination. The acceleration 
and migration operations have been included in the dvHDE to overcome those 
problems. The acceleration operation is used to speed up the convergence. However, 
fast convergence might lead to a higher probability of obtaining a local optimum. In 
the DE method where the mutation factor , um 
is fixed in the interval of (0,1), a higher 
probability of getting a premature termination results from a fast decreasing of the 
difference vector as observed from equations (2.2) and (2.3). As generations progress, 
eventually the population will closely cluster at one point in the search space, usually 
around the best chromosome, 9 xj. 
When encountering a premature termination 
problem, the migration can be used to escape from this local point. A new population 
of offspring chromosomes is randomly migrated away from the best chromosome, 
9 xj , 
to the whole search space. Accordingly, the diversity of the offspring population, 
which competes against the parent population in the selection operation, can be 
retained by such a migrating operation. 
Acceleration 
The problem experienced when applying the DE method to solve optimisation 
problems was that the best fitness did not descend continuously from generation to 
generation. There were also several consecutive generations that the change in best 
fitness was small or none. An acceleration operation has been incorporated in the 
dvHDE algorithm in an attempt to overcome this `discontinuous' type of descent and 
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speed up the convergence rate thereby increasing the rate of reduction in the best 
fitness value. The acceleration operation is basically a local search routine such as the 
steepest descent or simplex methods. In this work, the Downhill Simplex search (DS) 
of Neider and Mead [891 has been employed in the acceleration operation. The DS is 
a fast local search method that operates on a (nj+l)-sided polygon, called the simplex. 
It is a direct search, no gradient information of the objective function is required. Its 
working principles rely on the reflection, expansion, and contraction of the simplex. 
The acceleration operation should achieve its aims without making the dvHDE 
prematurely converge to a local minimum. The DS quickly finds better individuals in 
the local downhill directions, while the recombination and selection operations uses 
the diversity of the population to decide whether to include the improved individuals 
for the next generation. In this work, the improved individual from DS acceleration 
replaces the worst member of the current population. To maintain the population 
diversity, the DS is performed for only a limited small number of iterations, and the 
acceleration operation is only carried out when the best fitness of the current 
generation is less than that of the previous generation by a specified percentage. 
Migration 
The speed of convergence can be improved by the acceleration operation, however, 
faster descending usually results in the algorithm being trapped in local minima or 
mis-converge, and performing the acceleration operation too often can cause the 
population to cluster around one point of the search space. 
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The migration operation is included in the dvHDE as a mean of escaping a local 
minimum and preventing premature convergence. In this operation, a new population 
is generated and used for the next generation. The new j"-gene of the i`h-chromosome 
may be produced based on the best chromosome, g xi , as follow; 
bx. 
-1 g xi + ®[8 (1- gxj )] , 
if g'<5 
g+i ` i, i = ne, i -1 (2.6) 
g xi + 0[(5, (ne, j - 
gXj )] 
, otherwise 
i= 1) 2,3, 
.. n, and j=1,2,3, ... nj 
where ne is as in equation (2.1) belonging to the j`h-gene, 51 and 82 are uniformly 
distributed random numbers in the range of (0,1) and 0[. ] is the rounding operator 
that rounds the elements to the next nearest integers. 
The migration operation is executed only when the population diversity measure is 
lower than a specified value. The population diversity is a statistical measure that 
indicates how population scatters in the entire search space. It may be computed as 
the average of the number of genes that are different from the corresponding genes of 










1 if gXi, j - gxj >E bz %i j8 xj 
0, otherwise 
i=1,2,3, 
.. n1 and j=1,2,3, ... nj 
(2.8) 
E, and E2 are the desired tolerance for the population diversity and the gene diversity 
with respected to the best chromosome, g xj. 
A flowchart of the dvHDE's operations is provided in Fig. 2.6.1. The algorithm starts 
with a randomly generated population of size ni-row x nj-column, which is uniformly 
selected between the lower and upper bounds. The mutation operation is carried out 
next to produce a perturbation to the initial population that originates the algorithm 
evolution from one region of the search space to another. The result from the mutation 
operation is a population of mutated chromosomes, some of which may contains 
illegal genes. The algorithm therefore checks for illegal genes. If there is, they are 
repaired. The crossover operation then follows and the outcomes are a population of 
the offspring. The identifiers are computed and assigned to the (j+l)rh genes of the 
offsprings' chromosomes. The algorithm then checks for repeated occurrence of the 
offspring. If there is a repetition, the chromosome fitness value is used from it last 
occurrence. Otherwise, the evaluation of the fitness function will be carried out. The 
algorithm then performs the selection operation selecting between the parents and 
their corresponding offspring based on the fitness values. The next two operations are 
the acceleration and migration, which are carried out only when their initiation criteria 
are met. The algorithm has now completed one generation of the evolution process. It 





C Optimal point 
Fig. 2.6.1 A flowchart of the dvHDE method. 
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2.7 Convergence of the dvHDE method 
Since the dvHDE method has been developed based on the DE method, the algorithm 
control parameters are the same as that for the DE, with some additional control 
parameters in the acceleration and migration operations. Some practical advice is 
given in [78) for tuning the control parameters of the DE method to get the best 
performance out of it. As an initial set up, the population size is suggested to be 10 
times the number of parameters to be identified, and the mutation and crossover 
factors are set at 0.8 and 0.5 respectively. Adjusting the mutation factor to be slightly 
low or higher than 0.8 and/or increasing the population size should solve the problem 
if mis-convergence is experienced. There is always conflict between convergence 
speed and robustness. By increasing the population size and/or lowering the mutation 
factor, the possibility of convergence is higher, but with the expense of a longer run 
time. The DE has a fast convergence rate, as a result the population diversity rapidly 
descends, and this increases the probability of obtaining a local minimum. Using a 
larger population size may solve this drawback, however, by doing so, more 
computational time is required to evaluate the objective function. The problem can be 
crucial if the DE method is to be used in real world applications where much CPU 
time is required for solving differential equations. This was certainly the case when 
the DE method was used to solve parameter estimation problems of nonlinear 
systems, for examples the identification of hysteretic systems in [80,81], optimal 
control problem of a bioprocess in [83,84], and automotive application such as in [1]. 
A method that is able to find the global optimum point with the least computational 
time is therefore an advantage and is preferable. The proposed method in this work 
has been shown to be capable of achieving this by reducing the number of objective 
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function evaluations, and improving convergence speed while ensuring high 
population diversity thereby avoiding obtaining local minima and mis-convergence 
problems. 
The performance of the dvHDE, like the DE method, is therefore affected by the 
values chosen for the control parameters; population size, nl, mutation factor, J1,,, , 
crossover factor, 1uß , and the scheme selected. At present, there are several variants of 
the DE method [75,78], the two particular strategies used throughout this work are the 
`DE/rand/ l /bin' and 'DE/best/1/bin' schemes. The `DE/rand/ l /bin' is an abbreviation 
for the strategy in which the DE uses a pair of chromosomes to generate the 
perturbation, (gXj j- 9X'2 J) 5 that 




in the mutation operation (equation 2.2), and the mutated g X; 
and the current parent g 
X; chromosomes are chosen using binomial distribution, in 
the crossover operation (equation 2.3). The perturbation may be calculated from more 
than one pair of chromosomes, and the crossover operation may employ other 
distribution such as exponential distribution. The `DE/best/1/bin' denotes a similar 
strategy to the `DE/rand/1/bin', the only difference is that the third chromosome 
g 
x'3 in mutation operation is the best chromosome found from previous generation. 
Generally, the convergence speed and robustness of the search process are influenced 
by values of /,,, and , u, used. Most of the times, the control parameters, n;, ,,, and 
p, are held constant during the search process. Randomly generated mutation factor 
g ý,,, _x[1,1] and g pm = 
0[n; , nj 1, 
have also been experimented, where for generation 
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g`h, A[1,1] generates a random number between (0,1), and 0[n; , nj 
] generates a 
matrix of random numbers between (0,1) sized nl x n;. The `best' values of , u,, and 
p, depend both on the population size and the characteristic of the objective function. 
The values are usually obtained by `trial-and-error'. The optimum values usually 
reflect the best compromise between speed of convergence and robustness. Population 
size and crossover factor control the number of offsprings that will potentially replace 
their parents. While, how many and the differences amongst the offsprings depend on 
the current population and mutation factor. The performance of the dvHDE method 
also depends on the performance of the acceleration and/or migration operations; 
when and how acceleration and migration are carried out. In the next section, three 
examples are considered to demonstrate the use and performance of the dvHDE 
method. 
2.8 Numerical examples 
The performance of the newly developed dvHDE method is best illustrated by 
applying the algorithm to a number of applications. First in this section, a mass- 
spring-damper single degree of freedom (1DOF) mechanical problem and two 
practical optimisations in engineering designs are considered as illustrative examples. 
The section aims to validate as well as to demonstrate the use of the proposed dvHDE 
method. The investigations here also explicitly shows where possible problems such 
as premature termination caused by local minima and mis-convergence may occur 
during the search for an optimum solution, and how the dvHDE overcomes them. The 
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estimation results are compared against those obtained from different numerical 
methods studied by other researchers. 
The three optimisation examples are nonlinear programming problems, and they are 
chosen to illustrate different possible situations, that is where a different type of the 
parameters is involved; continuous, integer and a mixture of integer, discrete and 
continuous variables. The first problem is the parameter estimation of a simple 
mechanical model, whose parameters are all continuous variables. The second 
problem considers the design of a gear train. This example represents an optimisation 
problem that contains integer variables. The third problem is the design of a coil 
spring. In this example the optimisation is a nonlinear programming problem that 
involves a mixture of integer, discrete and continuous variables. This example 
represents a large fraction of the engineering design optimisation problems. In 
general, when discussing nonlinear programming, the variables of the objective 
function are usually assumed to be continuous. It is however very common that 
optimisation problems also involve discrete and/or integer variables. For example, the 
design variables are commonly discrete because the available values are limited to a 
set of commercially standard sizes; the sizes and numbers of bolts or rivets needed to 
fix a structure, the thickness of a steel plate, the diameter of a copper tube are some 
examples. After investigating the three problems, some conclusions are drawn 
regarding the performance and use of the dvHDE method. 
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2.8.1 Single degree of freedom vehicle problem 
A large number of vibration applications employ a combination of the elements such 
as masses, springs, and dampers used in modelling the system under investigation. In 
this example, a vehicle dynamics problem is considered. For acceleration, braking, 
and most turning analyses, a vehicle, which consists of many components, can be 
represented as one lumped mass located at its centre of gravity with appropriate mass, 
m, and inertia properties. The vehicle suspension may be considered to have the total 
or equivalent stiffness and damping properties of k and d respectively. At it simplest, 
one may then consider a vehicle as a 1DOF system consisting of a body of mass m, 





Fig. 2.8.1 Single degree of freedom (1 DOF) vehicle model. 
The aim here is to estimate the values of m, k and d from the vehicle response to a 
given input. The estimation problem thus contains three parameters, which are all 
continuous variables. Suppose, in this illustrative case, that it is sufficient to know the 
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mass accurately up to 0.01 kg, the spring stiffness to 1 N/m, and damping coefficient 
to 0.1 Ns/m. The parameter ranges for the numerical search to look for are given as 
follows; mass in the range of 0-500 kg, stiffness in the range of 0-100 kN/m, and the 
damping coefficient in the range of 0-5000 Ns/m. These a-priori information, which 
will be used by the optimisation algorithm, are therefore as follows; see also equation 
(2.1), 
The parameter lower bound, 0,,, i. ,j= 
[0,0,0] 
The parameter upper bound, emax, j= 
[5x 102,100x103,5x103] 
The parameter precision required, 9,0,, E = [0.01,1.0,0.10] 
j= 1,2,.. nß, and nj =3 
For the dvHDE algorithm, a gene is thus an index of the mass, spring stiffness and the 
damping coefficient, and a chromosome comprises of four genes; the fourth one being 
its identifier. 
In this example, the vehicle response to be used in the parameter estimation is 
obtained by a computer simulation. The simulated system's equation of motion is 
given by 
m 'S (t) =-d (zs (t) - zg (t)) - k(zs (t) - zg (t)) (2.9) 
with m= 200 kg, k= 15 kN/m, and d= 700 Ns/m. zg (t) is the system input and 
ýS (t) , ýS 
(t) ,S 
(t) are the displacement, velocity, and acceleration of the body 
respectively. The performances of the DE and dvHDE methods are discussed below. 
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A typical plot of the fitness values belonging to the best chromosomes at each 
generation by the DE and dvHDE method is depicted in Fig. 2.8.2. To improve the 
clarity, the values are plotted against log of generation. It is evident from the plot that 
the DE method has a fast convergence rate, bearing in mind that fast convergence 
might lead to a high probability of getting local minima. The best fitness value 
quickly decreases at the early generations and steadily approaches the optimum point 
at the later generations. It is seen also that there are several consecutive generations 
that the DE fails to update the best fitness values or only makes small reductions, 
resulting in the DE's curve appearing `discontinuing'. The `discontinuous' 
characteristic of the DE is dealt with in the dvHDE method. The acceleration 
operation successively decreases the best fitness value from generation to generation. 
The fitness values for the dvHDE method thus appears `smoother' and converges 
even faster to the optimum point. 
As generation progress, both in the DE and dvHDE methods, the population 
eventually clusters closely at one point in the search space, that is the point 
corresponding to the best chromosome. A plot of the population diversity in Fig. 2.8.3 
illustrates this fact. Considering the DE method, it can be seen that the population 
diversity rapidly decreases. After about 45 generation, the diversity measure reduces 
to and remains zero. This reflects two facts; first, the whole population is close to the 
best individual. Second, the mutation and crossover operations are not capable of 
improving the population diversity. This means if the algorithm is trapped in a local 















Fig. 2.8.2 A typical plot of fitness values belonging to the best individual at each 
generation. 
0.9 
-. ý- dvHDE 
9 DE 
-----t--------------- 




-----1-----L-----i---- ------ ---- , 
T 
, 








IL- ---- -- ---- -- ---- 
0 2 - ----------- I ---- - . r r 
I 
. 
0 ------- --- 0 10 20 30 40 60 70 83 9 ------ -- 0 
Generation 
Fig. 2.8.3 A typical plot of population diversity. 
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For the dvHDE method, with the acceleration operation incorporated, it converges 
faster than the DE method, and this is evident in Fig. 2.8.3 that the population 
diversity also descends quicker. The population reduces below the specified value of 
0.05, after which the migration operation is activated. A sharp rise of population 
diversity measure at the 20th generation indicates that a migration has taken place. The 
evolution continues, and from the plots, the dvHDE terminates earlier (at 34th 
generation) than the DE method (at 83rd generation). 
In the 1 DOF vehicle example, the acceleration is performed when the change in best 
fitness is less than 5 percent. The DS loops only 5 iterations every time it is called. 
From 20 independent runs, the average number of evaluations is 598 for the dvHDE 
and 617 for the DE method. In terms of numbers, the dvHDE reduces the number of 
evaluation operation by a small percentage, 3.1 %. However, it must be remembered 
that the dvHDE has included the migration operation, a mean of ensuring obtaining 
global optimum point. Comparing with the gradient-based (GB) method, the DE and 
dvHDE methods tends to be slower for the simulated 1 DOF vehicle problem 
considered. This is generally true when the correct model structure is assumed, and 
the search space contains no local minima. The GB method has an advantage of 
efficiently making use of information about the gradient of the cost function. 
However, the simulation result in this section has shown some advantages gained 
from using the dvHDE method. 
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2.8.2 Gear train design problem 
The second example to be examined is a gear design application. The design consists 
of four spur gears as depicted in Fig 2.8.4; the driver, the follower and two 
intermediate gears. The driver gear, which has x1 teeth, provides the input torque to 
the two intermediate gears, whose axis is shared, and the torque is in turn transferred 
to the follower, whose number of teeth is x4. The gear connected to the driver has x3 







Fig. 2.8.4 Gear train. 
The objective of the design is to maximise the torque delivered to the follower for a 
given torque on the driver gear by choosing the number of gear teeth, x1, X2, x3 and x4. 
The maximisation of the output torque can be formulated as a parameter estimation 
problem, where the involved parameters, which are all integers, are the number of 
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gear teeth. The search for the best four parameters is treated as the minimisation of 




6.931 x3 x4 
subject to 
12<_ xj _< 
60, j=1,2,.. 4 (2.11) 
In this investigation the dvHDE algorithm was set-up as follows. Since all of the 
parameters in this case are integers, 0,,,, j = [1,1,1,1]. The other dvHDE control 
parameters were set to be the same values as those of the DE method investigated in 
[901, they were as follows; nj = 4, n; = 40, pm = 0.8, pc = 0.7, with a maximum 
generation of 1000. The estimation results by the dvHDE method are presented in 
Table 2.8.1, together with the results obtained from several different methods carried 
out by other researchers; three gradient-based methods (Method 1 in [911, Method 2 
in [92] and Method 3 in [93,94]), Simulated Annealing (Method 4 in [951), 
Evolutionary Programming (Method 5 in [96]), two Genetic Algorithms (Method 6 in 
[97] and Method 7 in [98]), and Differential Evolution (Method 8 in [90]). 
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From Table 2.8.1, the dvHDE method was able to find the optimum point with J(A) = 
2.7x10-12, which is the same value as that of the Genetic Algorithms (Method 6 and 
Method 7), and the DE method (Method 8). The method has also identified the three 
other solutions with the equal final value of J(X) when; 
x, = 16, x2= 19, x3=49, x4=43, 
xJ = 19, x2 = 16, x3 = 49, x4 = 43, 
x, = 19, x2= 16, x3=43, x4=49, 
which are just permutation on the solution given. 
Without incorporation of the acceleration and migration operations only 62% of the 
runs reached the optimum point. When the solution did not converge, the search 
showed signs of experiencing two problems. First, there existed several local minima, 
see Fig. 2.8.5 (a) and also Fig 2.8.6 (a). The search evolved quickly and found a local 
minimum. Recalling that a high convergence speed can result in a greater possibility 
of obtaining a local minimum. Without any other mechanisms, the search was trapped 
in a local valley, after which the mutation and crossover were only able to update 
local chromosomes within the valley. The population diversity eventually reduced to 
zero or very close to zero, which meant that the population clustered around the best 
chromosome. The search carried on until the maximum generation criterion was met. 
The situation of hitting a local minimum point is demonstrated Fig. 2.8.5(a). The 
accumulated number of function evaluations increased with generation number. From 
the plot, approximately after generation 140th, where the population diversity was 
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This was because, with a low diversity, there was no `new' offsprings generated. All 
of the offsprings that could possibly be produced by that present population were 
already once assigned fitness values. The dvHDE recognised their occurrence, thus 
performed no further evaluations. Fig. 2.8.5(a) therefore illustrated three important 
symptoms of premature convergence problems; first, the population had converged to 
a local minimum point of a multi-modal objective function, second, the population 
had lost its diversity, and lastly, the search proceeded slowly or did not proceed at all. 
The second problem encountered was stagnation. The problem of stagnation differs 
from a premature convergence problem, and is illustrated in Fig. 2.8.5(b). In this 
particular example, the dvHDE method, like the DE method, showed a sign of 
possibly experiencing stagnation. The indication of encountering stagnation was that 
the search had not converged to a local optimum or any other point. It however no 
longer updated the best-fit chromosome, while the population was still remaining 
diverse. As can be seen from the plot of population diversity, it unchanged over a 
number of generations, before the search terminated as the maximum generation 
criterion was reached. This suggested the mutation and crossover operation could not 
produce offsprings that were better than their corresponding parents in the selection 
operation. Thus the search no longer evolved. When the search stagnated, two 
situations may be distinguished. Firstly, the search was still able to produce various 
chromosomes, but none of them succeeded to replace their corresponding parents. 
Secondly, the number of offsprings that could possibly be produced was fixed, and 
they were all less fit than their parents. This second situation was encountered more 
often than the first. 
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Observing the accumulated number of chromosome fitness evaluations, together with 
the fitness value and population diversity, helped diagnose the two convergence 
problems described. In the first situation the accumulated number of fitness 
evaluations increased as the generation evolved. While in the second case, the 
accumulated number of evaluations remained the same, since all the possible 
offsprings that would be produced by the current population had already been 
evaluated once. When not converged, the dvHDE method still managed to find a 
solution with J(A) equal to or lower than 1.36x10-9, even better than results given in 
the gradient-based methods (Method 1-Method 3), Simulated Annealing (Method 4) 
and Evolutionary Programming (Method 5), see Table 2.8.1. 
In an attempt to overcome local minima and stagnation problems, the first solution 
was to increase the population size from n; = 40 to n1 = 80. Increasing the population 
size reduces the possibilities of premature termination and stagnation. The result was 
that 90% of the runs found the optimum point, with the average number of function 
evaluations of 27813, see Fig. 2.8.6(c). Increasing the population size has 
considerably improved the mis-convergence problem. When not converging to an 
optimum point, the search failed to escape from the local minimum at J(A= 2.3x10-11. 
The possible risk of entering local minima valleys or encountering stagnation was 
reduced by a larger population pool. The inherent drawback was more chromosomes 
were needed to be assigned fitness values. Though the dvHDE avoided re-evaluations 
of `already-occurred once' chromosomes, however because of a larger population size 
a greater number of `newly occurred' chromosomes needed be assigned fitness 
through out, from initialisation to termination. 
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Fig 2.8.6 Plots of results from 100 runs when (a) n1 = 40, (b) n; = 40, with Migration, 
(c) n, = 80, (d) n, = 80, with Migration. 
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Without increasing the population size, the second solution was to incorporate the 
migration operation. Injecting a newly produced population by the migration 
operation would provide a mean of possible escape from local minima and the 
stagnation problem. The newly produced population can be thought of as if they were 
additional chromosomes, however they were only introduced and replace the current 
population when a specified condition was met. In this particular design problem, the 
strategy was to perform the migration operation when one or both of the following 
conditions was met. 
The first condition was to perform the migration when the population diversity was 
less 0.2 (that is the population diversity tolerance E, = 0.2, see equation (2.7) and 
(2.8)), with the gene diversity tolerance, £ 25 set at 0.05. 
The second condition was initiated when the search showed a sign of encountering 
stagnation, this was determined by monitoring both the fitness value and the number 
of function evaluations. 
With the population size, n, = 40 and incorporation of the migration, the result was 
84% of the runs found the optimum point, with an average number of function 
evaluations of 17053, see Fig. 2.8.6(b). Though the number of successful runs was 6% 
less than that when n; = 80, however, in term of the number of function evaluations, 
employing the migration operation without increase the population size required 
38.7% less number of function evaluations. Thus, the `gain' from time saving was 
more than the `loss' in the reduced success rate to find the global minimum, as 
justified by the percentage figures. The lower number of successful runs may be 
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partially due to the population size of 40, which was too small that even inclusion of 
the migration operation could not produce a success rate of more than 90%. When 
combined with an increase in population size (from nl = 40 to nl = 80) with the 
migration operation, the dvHDE was able to find the optimum point 98% of the runs, 
with an average number of function evaluations of 17789, see Fig. 3.8.6(d). The 
number of function evaluations was approximately 36% less than that when only the 
population size was increased. Therefore in this case, the `gain' from time saving was 
36% and the success rate was also increased by 8% compared to when n1, = 80 and 
without the migration. With the migration incorporated, setting n1 = 80 further 
increased the number of successful runs by 14% from when nl = 80, however at an 
expense of 2.7% more function evaluations being carried out. The demand on the 
algorithm to consistently find the global optimum thus conflicts with the time it 
required to do so. The `best' set-up for the algorithm is again a compromise between 
robustness and convergence speed. However all in all, by increasing the population 
size and incorporating the migration has been proved to be successful and the best 
solution to the problems of premature termination and the stagnation for the gear 
design problem considered. 
2.8.3 Coil spring design problem 
The second parameter estimation problem considered was a non-linear mechanical 
engineering design optimisation of a coil spring. The problem was first studied by 
Sandgren [911 and later by other researchers [90,98-1001. The task is to minimise the 
volume of spring steel wire used to manufacture the spring. The problem involved 
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estimation of three design parameters; one integer, one discrete and one continuous. 
The integer variable is the number of spring coils and is denoted by x j. The discrete 
variable, which is the spring wire diameter chosen from a set of available standard 
size provided in Table 2.8.2, is denoted by x2. The continuous variable denoted by X3 
is the outside diameter of the coil spring, see also Fig. 2.8.7. 
Fig. 2.8.7 Coil spring. 
Available wire diameters [inch] 
0.009 0.0095 0.0104 0.0118 0.0128 0.0132 
0.014 0.015 0.0162 0.0173 0.018 0.020 
0.023 0.025 0.028 0.032 0.035 0.041 
0.047 0.054 0.063 0.072 0.080 0.092 
0.105 0.120 0.135 0.148 0.162 0.177 
0.192 0.207 0.225 0.244 0.263 0.283 
0.307 0.331 0.362 0.394 0.4375 0.500 
Table 2.8.2 Available wire diameters, xý. 
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The parameter estimation was formulated with chromosome fitness function given in 
equation (2.12), subjected to eight constraints gi(A - g8(X). 
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The design constant values are given below. 
a) The maximum working load, F,,,,,, = 1000.0 lb (453.5970 kg. ) 
b) The allowable maximum shear stress, S= 189000.0 psi ( 1302.9660x106 N/m2) 
c) The maximum free length, lm = 14.0 inch (0.3556 m. ) 
d) The minimum wire diameter, d, i, = 0.2 inch (0.0051 m. ) 
e) The maximum outside diameter of the spring, Dm,, = 3.0 inch (0.0762 m. ) 
J) The pre-load compression force, Fp = 300.0 lb (136.0791 kg. ) 
g) The maximum allowable deflection under pre-load, Upmax = 6.0 inch (0.1524 m. ) 
h) The deflection from pre-load position to maximum load position, 
6w = 1.25 inch (0.0318 m. ) 
i) The shear modulus of the material, G= 11.5x106. 
Two settings were investigated and compared; setting 1: n; = 40, pm = 0.9, pc = 0.9, 
and setting 2: n; = 40, , u,,, = 
0.7, pc = 0.8. These values were set to be the same as 
those of the DE method investigated in [90], so that direct comparison between the 
performance of the dvHDE and DE method can be made. For both setting, eto, j= 
[1, 
Ix 10-12,1 ], and the maximum generation set at 1000. The performance of the dvHDE 
is discussed in three cases; case 1: without the acceleration and migration operations, 
case 2: with the migration operation only, case 3: with both the acceleration and 
migration operations. 
For the first setting, the result from 100 independent runs by the dvHDE method 
without incorporating the acceleration and migration operations (case 1) is presented 
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Fig 2.8.8 Plots of results for setting 1; P, n =0.9, , u, =0.9 when 
(a) without Migration 
and Acceleration, (b) with Migration, (c) with Migration and Acceleration. 
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Though the number of function evaluations required was low, with an average of 
935.5, the search was able to find the optimum point only with a low percentage of 
success 57%. As can be seen from Fig. 2.8.8(a) the search terminated at, not less than 
four, different places. This, together with the observation of population diversity, 
suggested that the search encountered several local minima. The search did not show 
signs of experiencing a stagnation problem. When including the migration operation 
(case 2), the results were improved dramatically, with a success of 99%, see Fig. 
2.8.8(b). The plot of the corresponding number of function evaluations shows the 
difference when compared with that of case 1. The average number of function 
evaluations increased to 1247.1. When the search encountered a local minimum, the 
dvHDE method attempted to overcome the problem using the migration operation. As 
a consequence, the number of function evaluations increased. The success of the 
migration operation depended on the newly injected population, the dvHDE control 
parameters, n; , p,, p, and the migration strategy 
including the choice of the desired 
tolerance for the population diversity and the gene diversity, cl and s2 respectively. 
In terms of percentage of success and number of function evaluations required, the 
dvHDE method has been shown to be better than those results reported in literatures 
190,91,98,1001, the results are given in Table 2.8.3. 
The result found by the DE method reported in [90) required 26000 function 
evaluations when a maximum generation set at 650 generations. To improve the result 
further, an acceleration operation was also included in the dvHDE (case 3), the 
percentage of success was then 99%, with number of function evaluations slightly 
reduced to 1223, see also Fig 2.8.8(c). 
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Method l Method2 Method3 Method4 dvHDE 
xl 10 9 9 9 9 
x2 0.283 0.283 0.283 0.283 0.283 
x3 1.1807 1.2287 1.2274 1.2230 1.2230 
9, 54309 415.9690 550.9930 1008.8114 1008.8114 
g2 8.8187 8.9207 8.9264 8.9456 8.9456 
g3 0.0830 0.0830 0.0830 0.0830 0.0830 
g4 1.8193 1.7713 1.7726 1.7770 1.7770 
g5 1.1723 1.3417 1.3371 1.3217 1.3217 
96 5.4643 5.4568 5.4585 5.4643 5.4643 
g7 0.0 0.0 0.0 2.6758x10-16 0.0 
g8 0.0 0.0174 0.0134 5.0751x10' 5.9130x10 
J(X) 2.7995 2.6709 2.6681 2.6586 2.6586 
Successful run 100.0% 95.4% 95.3% 95.0% 99.0% 
Table 2.8.3 Optimal solutions for coil spring problem. 
Method 1: Branch and bound using sequential quadratic programming [911. 
Method2: Genetic algorithm [1001. 
Method3: Meta-genetic algorithm [981. 
Method4: Differential Evolution [901. 
For the second setting, where p,,, = 0.7, , u, = 0.8, the results 
from 100 runs are 
presented in Fig. 2.8.9. Similar to setting 1, setting 2 without the acceleration and 
migration operations encountered several local minima. The convergence speed 
slightly increased with the average number of function evaluations being 926.5, with a 
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Fig 2.8.9 Plots of results for setting 2; Pm =0.7, pc = 0.8 when (a) without Migration 
and Acceleration, (b) with Migration, (c) with Migration and Acceleration. 
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Inclusion of the migration (case 2) again showed significant improvement in the 
consistence of finding the optimum point with 99 % success, for an increase in the 
number of function evaluations to 1148.1, see Fig 2.8.9(b). When the acceleration and 
migration were combined (case 3), from Fig. 2.8.9(c) it can be seen that the search 
found the optimum point every time, and with slightly less number of function 
evaluations, 1127.3, when compared with case 2. The result reported for the DE 
method in [901 with n, = 40, . cri, = 
0.7, 'c = 0.8, and a maximum of 200 generations, 
required 8000 function evaluations. Again, the dvHDE method has shown to be 
significantly better than the other methods reported in Table 2.8.3. The success of the 
dvHDE method for this particular problem came from the inclusion of the migration 
operation, with further small improvement when the acceleration was included. It was 
possible to perform the migration operation several times while keeping the number 
of function evaluations to a minimum. The success of the migration and acceleration 
operations not only depends on the current population and the algorithm control 
parameters, but also on the strategy, which decides when and how the acceleration 
and migrations should be carried out. 
2.9 Conclusions 
In this chapter, the motivations to the development of the proposed discrete variable 
Hybrid Differential Evolution (dvHDE) method were discussed. The important 
motivation came from unsatisfactory results involving problems of obtaining local 
minima and time consuming due to slow convergence speed when applying the 
conventional gradient-based (GB) and Differential Evolution (DE) methods. After 
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giving a brief description of the DE, on which the dvHDE is based, the functional 
mechanisms of the dvHDE algorithm were explained in details. The dvHDE method 
was then applied to three test problems to validate and illustrate its potential use. The 
investigation on the test problems had provided opportunities to examine the 
performance of the dvHDE method when including and excluding the two additional 
operations, the acceleration and migration. The results have been discussed and 
compared with other techniques including the GB and DE methods. 
The first problem, which was a simulation study on a1 DOF mass-spring-damper 
system, has illustrated advantages of the dvHDE over the DE method. Firstly, the 
undesirable `discontinuous' descending characteristics of the fitness value in the DE 
method has been dealt with in the dvHDE method using the acceleration operation. 
The acceleration operation successively decreased the best fitness value from 
generation to generation resulting in the dvHDE method converged to the global 
optimum in a smaller number of generations when compared to the DE method. 
Secondly, the DE and dvHDE methods both were shown to have fast convergence 
rates, as a consequence, the population diversity rapidly reduced and eventually 
reached zero. For the DE method, this means the algorithm has a high possibility of 
failing to reach the global optimum, if it is trapped in a local minimum valley. This 
problem was accounted for in the dvHDE method using the migration operation, 
which improved the population diversity by injecting a newly generated population, 
thus preventing premature termination and mis-convergence problems. 
In the second test problem, which was a gear train design, the result obtained by the 
dvHDE method was compared to other techniques reported in the literatures. The 
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dvHDE found the same result as those of the Genetic Algorithms and the DE method, 
and a better result than that of the Simulated Annealing, the Evolutionary 
Programming and the gradient-based (GB) methods. The investigation identified and 
explicitly illustrated two possible convergence problems; premature termination due 
to local minima and mis-convergence due to stagnation. The investigation also 
illustrated the performance of the dvHDE method when attempting to overcome the 
two convergence problems experienced. The results from 100 independent runs have 
shown that without the acceleration and migration operations the percentage of 
successful run was low (62%). The incorporation of the migration has improved the 
result to 84% success rate. Alternatively, by increasing the population size the number 
of successful runs was improved to 90%, however, in an expense of greater number of 
function evaluations. A combination of increase in population size and incorporation 
of the migration was shown to be the best solution to the problems of premature 
termination and stagnation for the gear design. The result was 98% success rate, with 
36% less number of function evaluations compared to when increasing the population 
size alone. 
The third test problems, which was a coil spring designs involving a mixture of 
integer, discrete and continuous variables, was shown to experience several local 
minimum points. Without the acceleration and migration, the success rate was 57%, 
and was improved dramatically by the migration operation to 99%, with a small 
increase in number of function evaluations. The best solution has been shown to be a 
combination of the migration and acceleration operations, where the result was 99% 
success with less number of function evaluations when compared to incorporating the 
migration alone. Comparing to other techniques, the dvHDE method obtained a better 
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result than that of the GAs and the gradient-based method, and found the same result 
as that of the DE method, however, with a higher percentage of success and 
approximately 86% less number of function evaluations. 
The investigation on the three test problems has illustrated potential use of the 
proposed dvHDE method. The algorithm's performance depends not only on its 
control parameters (the population size, mutation and crossover factors) but also the 
strategies of how and when the acceleration and migration are carried out. There is 
always a conflict between the convergence speed and the consistency of finding the 
global optimum point when setting up for the algorithm's control parameters and 
incorporating the acceleration and migration operations. As demonstrated in the 
second test problem, increase in population size may help solving local optima and 
stagnation problems, however, with an inherent drawback of greater number of 
function evaluations. The acceleration operation can be performed to improve the 
convergence speed, and the migration operation can be incorporated to prevent 
premature termination and mis-convergence. The two additional operations thus act as 
a trade-off for each other. However, performing either or both of the two operations 
usually requires a greater number of function evaluations, thus more time consumed. 
The dvHDE method has also attempted to reduce the number of function evaluations 
both during the recombination and acceleration and migration operations by avoiding 
re-evaluations of the chromosomes that have already been appeared. For the three test 
problems, which are small sized problems, the number of repeated chromosomes is 
significant. The benefit gained from checking and avoiding re-evaluation is however 
only appreciated when the number of repeated chromosome, which depends on the 
problem size, is significant. 
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The values of the control parameters and the strategies for the acceleration and 
migration are problem dependent. The best choice for these should reflect the best 
compromise between algorithm robustness and convergence speed. Initially the 
dvHDE method should be attempted without the acceleration and migration 
operations. When the search shows signs of encountering premature termination and 
mis-convergence problems, the dvHDE with migration operation should be attempted 
first. A combination of the acceleration and migration operations can then be included 
if the problems of premature and/or mis-convergence is encountered, and 
convergence speed is of important. 
The performance of the dvHDE method has shown to be the best for the limited 
number of problems considered here, and needs to be extended in future work to 
further examine its performance when applied to different applications and different 
problem size. 
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CHAPTER 3 PARAMETER ESTIMATION OF AUTOMOTIVE DAMPERS 
The work of the previous chapter has shown the possible benefits of the dvHDE 
method when applied to engineering problems. The numerical examples considered 
were non-linear programming problems, however, they did not involve 
experimentation. In this chapter, it is aimed to further investigate the performance of 
the dvHDE method when used on the parameter estimation of a more complicated 
problem from experimental data. This investigation involves both modelling and 
experimentation work on an automotive damper for a wheeled passenger car. 
Automotive dampers are one of the most important components in modern vehicle 
suspension systems [1-5,101-106]. They are known to exhibit complex behaviour 
when tested. The knowledge about their dynamic behaviour when the vehicle is 
travelling over a particular terrain under certain circumstances is important for both 
safety and comfort, since vehicle engineers can implement the information to the 
design and/or service of the dampers themselves or the vehicle suspension as a whole. 
For example, during the life cycle of an automotive damper the performance of the 
damper declines due to wear and loss of its working oil. This is a very slow process 
and therefore is usually not noticed over time by the drive who gets accustomed to the 
changing behaviour of the vehicle. It is useful if such faults in the dampers can be 
detected and then corrected accordingly for safety and comfort reasons. A damper 
model can be used in the fault detection of a damper, since changes in its behaviour 
are usually linked to variation of the model parameters. Therefore in such case the 
damper model and its parameters prove necessary. 
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In this chapter system identification and parameter estimation for an automotive 
damper is exercised. The task here is to choose the best model within the model 
structure selected for the test damper. This involves selecting a model structure and 
then estimating the model parameters. The identified damper model can be used to 
study the damper behaviour and its performance when it is incorporated into the 
vehicle suspension system or full vehicle, within the frequency range of interest for 
vehicle ride, which is between 0.5-30 Hz. 
The chapter also aims to investigate how different numerical search methods perform 
when the optimisation problem becomes more complex. The problem's complexity 
may increase, not only, due to the number of model parameters but also in other 
respect, such as the numerical solution to the dynamic behaviour of the model. The 
estimation results and performance of the proposed dvHDE method is compared with 
those of the standard gradient-based (GB), the Downhill-Simplex (DS) and the 
original DE methods. 
This chapter first introduces some important points relating to the dynamic behaviour 
of a vehicle damper. Various tests on the damper have been carried out in order to 
gain a better understanding of its dynamic behaviour, and also to collect the data for 
the estimation procedure. The experimental set-up is described and the experimental 
data are presented and discussed in section 3.2. Analysis of the data suggested a 
direction for the modelling of the damper within the frequency range of interest 0.5- 
30 Hz. A review on the modelling of automotive dampers is given in section 3.3. The 
modelling approach chosen for the damper is to use a model whose parameters 
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represent its important physical properties. Five different models were proposed and 
tested using the experimental data. The model parameter estimation is a single 
objective optimisation problem, in which the difference between the measured and 
modelled damper forces is to be minimised. The qualities of fit for the five models are 
analysed in details. The performance of the four numerical search methods for each 
model considered are then discussed and compared. Several important conclusions are 
drawn regarding the performance of the dvHDE method and the modelling of 
automotive dampers in section 3.5. 
3.1 Introduction 
A primary function of the vehicle suspension system is to isolate the vehicle structure, 
occupants and goods so far as is practicable from shock loading and vibration due to 
irregularities of the road surface. It must do this without impairing the stability, 
steering or general handling qualities of the vehicle. Dampers are used, together with 
suspension springs and linkages, as parts of the suspension system to achieve those 
requirements. A damper is often called a shock absorber, however the component 
does not absorb shock but dampens or dissipates the stored energy in the suspension 
system. When suspension springs are deflected, they absorb energy, and the dampers 
will dissipate some of the energy from the springs. Dampers also give the suspension 
engineer another mean of tailoring the suspension movement for a given application. 
They can be designed to resist suspension movement, bounce, body roll, brake dive or 
acceleration squat. 
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Hydraulic dampers are commonly used in modern vehicle suspension systems. As 
mentioned, the demand on their characteristics is not only to achieve the desired ride 
characteristics, but also must satisfy the function of keeping good tyre-to-road contact, 
which is essential for handling and safety. The characteristic of the damper is 
therefore not a simple linear one, and it deserved more detailed consideration in the 
modelling and estimation stages. In fact, the reaction force generated by a damper is a 
function of several variables, including the displacement, velocity, acceleration and 
frequency of the motion imposed. A sketch layout of typical hydraulic dampers in an 
automotive application is provided in Fig. 3.1.1; (a) gas-pressurised monotube, and 
(b) twin tube. Although the two are different in detailed construction, they consist of 
common parts such as a piston rod, rod seals, piston and valves. In addition to the 
compression and rebound chambers, the twin tube damper has a reserve chamber to 
accommodate volume changes in the compression chamber. As a consequence, the 
twin tube design requires a base valve controlling flow between the compression and 
reserve chambers. The twin tube damper could be designed to have the reserve 
chamber outside the damper unit, using a linked container. This would have a benefit 
of avoiding unwanted mixture of the working oil and gas, and also allow for better 
cooling. Alternative to having a reserve chamber, the monotube design uses a floating 
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The dynamic behaviour of dampers used in vehicle applications is purposely designed 
to have different damping characteristics in compression (when the damper rod moves 
in to the damper body) and rebound (when the damper rod moves out of the damper 
body). For a passenger vehicle, as a wheel encounters a bump, only a small damping 
is required in the compression direction as damping force adds to the force transmitted 
to the vehicle body. On the other hand, damping in the rebound direction is desirable 
to dissipate the energy stored in the suspension springs from the encounter with bump. 
In general, this is achieved by choosing the 'valving' in the damper to be different in 
the two directions. Two types of valving may be used in combination to produce the 
desired characteristic [101,102]. One is an orifice control valve and the other is a 
`blow-off control valve. The orifice control valve may consist of a port restriction 
and intake valve, which allows flow of the working fluid in a predetermined direction 
only, see Fig. 3.1.1 (b). A port restriction is a large channel, which generates a 
damping force that is proportional to the square of the velocity. However, when 
designed to provide adequate damping to control sprung mass motions at low 
velocities, orifice control yields too much damping at the high velocities typical of the 
wheel-hop mode [31. To solve this problem, the port restriction may also be followed 
by a blow-off valve. With the blow-off valve, the flow passage is blocked by a spring- 
loaded valve so that it prevents flow until a desired pressure is reached, at which point 
it opens allowing 'blow-off with a damping force as shown in curve 2 of Fig. 3.1.2. 
By combining orifice and 'blow-off controls in series and parallel arrangements, 
typical damper behaviour such as that indicated by curve 3 can be obtained. 
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Fig. 3.1.2 Damping force-velocity characteristics of typical dampers [3]. 
Apart from nonlinear behaviour, there are other inherent features that are often 
present, to a smaller or greater extent. These are mainly in the form of dry friction and 
hysteresis. Friction is induced by relative motions such as that between the damper 
rod, the rod guide, piston bearing and the rod sealing. Hysteresis is caused by the 
compressibility of the hydraulic fluid, the compliance in the chamber walls and the 
rubber bushings and sudden changes in force due to vaporisation of the fluid or 
expansion of entrapped gasses. In addition, the dependency of the damper 
characteristics on the working fluid temperature, due to the kinetic energy when it is 
converted into heat through losses caused by the fluid flow through orifices, is also to 
be expected. 
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3.2 Damper Test 
Various testing on the damper were performed to develop a better understanding of its 
dynamic behaviour helping in the modelling phase. Section 3.2.1 describes the test rig 
and the experimental set-up. The test was carried out in the Engineering Dynamics 
Centre at Royal Military College of Science (RMCS), Crandfield University. The 
experimental data and analysis of data are presented in section 3.2.2. 
3.2.1 Experimental Set-up 
The experimental apparatus was set up as shown in a photo in Fig. 3.2.1. A diagram 
of the test rig and instrumentation is also given in Fig 3.2.2. The surrounding frame 
incorporating the damper was made from substantial welded steel section. The four- 
corners of the frame were supported on rubber suspension blocks, which in turn were 
secured to the concrete floor. The test facility consisted of a hydraulic actuator and a 
servo-controller. The hydraulic actuator was located at the top of the frame, and was 
controlled by the Kelsey Instruments servo-controller. The actuator head has a rated 
capacity of 70 kN static force and 70 kN peak dynamic force. The exciter head 
comprised of several major components. They included a hydraulic cylinder of stroke 
160 mm, six servo valves operating in parallel, a hydraulic filter, high pressure and 
exhaust accumulators, and a displacement transducer (LVDT) which provided a signal 
in the range of ± 10 V that was linearly proportional to the stroke of the actuator 
cylinder. The Kelsey servo-controller (K7500) was designed to enable the static and 
dynamic level of the actuator head to be controlled independently and simultaneously. 
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The types of feedback available included both force and displacement control. The 
displacement command input signal to the test rig could be square, tri-angular and 
sine waves with constant amplitude or frequency. An arbitrary generated input profile 
can also be fed through from a signal generators or a PC to the controller via the 
external-operating mode. This allowed investigation of the damper behaviour under 
excitation of different input profiles. 
Fig. 3.2.1 Photo of the Damper Test Rig. 
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Fig. 3.2.2 Diagram of Damper Test Rig and instrumentation. 
The piston of the damper was connected to the actuator head and the main body of the 
damper was connected via a piezoelectric force transducer to the surrounding metal 
structure. A thermocouple was attached to the body of the damper to monitor its 
temperature. Due to temperature dependency of the damping characteristic, care had 
to be taken. For example when the damper was subjected to sinusoidal inputs at 
various frequencies, only a limited number cycles were performed for each frequency 
and the temperature of the damper body was kept within 20 - 21 °C during the test. 
Three signals were captured using another PC. The captured signals were temperature, 
damper force and displacement, the displacement was measured by the LVDT 
embedded within the actuator. All signals were pre-filtered with cut-off frequency of 
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30 Hz and then sampled at 500 Hz, a high enough rate to ensure that the integration 
and differentiation routines should produce accurate result [5]. Once the data had been 
obtained, the static-offset was removed. The velocity and acceleration signals can then 
be determined by numerical differentiation of the measured displacement signal. 
3.2.2 Experimental Data 
The experimental data have been gathered, and are presented in the forms of 'work 
diagrams' and 'characteristic diagrams'. A work diagram is a plot of the damper force 
as a function of the displacement, and a characteristic diagram is a plot of the damper 
force as a function of the velocity. As examples, work and characteristic diagrams 
obtained with sine wave input excitation at different amplitudes with the input 
frequencies set at 1,5,10,15, and 20 Hz are shown in Fig. 3.2.3-Fig. 3.2.7. The work 
diagram is in part (a) of the figures, while the characteristic diagram is in part (b). For 
each plot, small, medium and high amplitudes are shown in dash-doted-line, solid- 
line, and dash-line respectively. 
First, considering the damper response to sine wave excitation at 1 Hz in Fig. 3.2.3 (a) 
and (b), it can be seen that the damper characteristic is not symmetrical and hence 
nonlinear. The discontinuities towards the ends of the strokes, near zero velocity, are 
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Fig. 3.2.3 Plots of force-displacement and force-velocity, with input frequency of 
1 Hz at different amplitudes. 
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Considering one direction, the linear behaviour, besides the near-zero-velocity 
discontinuity, is typical for the laminar flow at low velocities of the working fluid. 
The energy dissipated per unit cycle may be calculated from the area under force- 
displacement curve. The damping rate or damping coefficient can be obtained as the 
average ratio of force over velocity. From the two plots, energy dissipated in the 
rebound (positive damper force, see Fig. 3.2.3 (a)) is approximately 2-2.5 times of 
that of in the compression direction. The work diagram would have been an ellipse, 
and the characteristic diagram would have been a straight line if the damper had the 
behaviour of a linear viscous damper and no friction. For one particular velocity, 
different values of damper force were obtained, depending upon the piston location or 
direction of the stroke. This caused a loop, sometimes improperly called hysteresis, to 
be seen, see Fig. 3.2.3 (b). The loop becomes bigger as the amplitude of excitation 
gets larger. As the excitation amplitude increases, a larger amount of friction, about 
± 50 N, is seen, and the damping force in the rebound direction becomes larger than 
that of the compression direction. 
As the frequency increases, see for example Fig. 3.2.4 and Fig. 3.2.5, the loop, hence 
the hysteresis become larger. The friction is evident at low amplitude, while it is 
progressively hidden as the amplitude increases. The overall shapes of both work and 
characteristic diagrams change when compared with those of Fig. 3.2.3. The 
asymmetrical characteristic and friction become less and less important at high 
frequencies, see Fig. 3.2.6 and Fig. 3.2.7. The damper characteristic appears to be 
linear with a bigger loop size, hence a greater amount of hysteresis effect, as well as 
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Fig. 3.2.4 Plots of force-displacement and force-velocity, with input frequency of 
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Fig. 3.2.6 Plots of force-displacement and force-velocity, with input frequency of 
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Fig. 3.2.7 Plots of force-displacement and force-velocity, with input frequency of 
20 Hz at different amplitudes. 
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This phenomenon suggests that the force is not perfectly in phase with velocity and 
that the damper does not behave only as a damping device, but also stores elastic 
energy. 
A test result obtained from a swept sine test is presented in Fig. 3.2.8. The excitation 
signal was increasing in frequency from 0.5 Hz up to 30 Hz, and decreasing in 
amplitude. Three intermediate sections are shown here for ease of observing; low, 
medium and high frequencies. These give an overall view of the damper's behaviour 
when excitation frequency is progressively increased. Two important points deserved 
to be emphasised these are, first, at low frequencies the asymmetrical behaviour and 
the friction are important and are the main features observed. When the excitation 
frequency increases, the friction become less important and the amount of hysteresis 
become more dominant. At intermediate frequencies, friction is still seen but has 
becoming less obvious, while the size of the loop becomes larger. At higher 
frequencies, the damper behaviour is shown in Fig. 3.2.8(c). At the chosen frequency 
in Fig. 3.2.8(c), the excitation amplitude and velocity are relatively small. Apart from 
the loop and offset, the measured force appears to be a linear function of the 
displacement and velocity across the damper. This suggests that the damper was 
operating in its linear region at high frequency, and the hysteresis was dominant and 
the friction was not significant, hence the loops were seen on both the work and 
characteristic diagrams. Secondly, therefore, the damper behaviour changes from a 
damping device to an elastic energy-storing device as frequency of excitation 
increases. These plots of the damper behaviour suggest directions when modelling the 
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Fig. 3.2.8 Sectioned plots of force-displacement and force-velocity, with swept sine 
input frequency range of 0.5-30 Hz; (a) low frequencies, (b) intermediate 
frequencies, (c) high frequencies. 
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3.3 Damper Models 
Real damping mechanisms are usually quite complex. The experimental data 
presented in the last sub-section has shown that it certainly is the case for automotive 
dampers. However, in general, engineers may use one or combinations of the 
following three types of damping elements when modelling vibrating system. 
(1) Viscous damping. A linear dashpot is an idealized viscous damping element 
where relationship between damping force and velocity across the element is a 
linear one. And, the force is a function of the velocity variable only. 
(2) Material, solid or Hysteresis damping. A simple model for hysteresis damping is a 
model in which a spring connected in parallel to a dashpot, so that damping force 
is a function of both displacement and velocity, as well as frequency of the input. 
(3) Coulomb or dry friction damping. A simple model for Coulomb damping is where 
damping force is constant and in the opposite direction to the velocity across the 
element. 
An accurate modelling of the dynamic behaviour of a damper using a combination of 
these simplified elements may give good results for one excitation frequency. 
However, the modelling task may encounter great difficulty when the dynamic 
behaviour of interest is not at one particular frequency, but a range of frequencies. 
The aim here is to develop a model for the damper that gives a good prediction to the 
measured damper force with the fewest possible parameters in the interest frequency 
range of 0.5-30 Hz. Starting from a simple model, parameter estimation procedure is 
carried out to estimate the model parameters and to assess the quality of fit for the 
model to the measured data. In this section, a review on the modelling of the 
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automotive dampers is first discussed. The damper models for this case study is then 
proposed. The performances of the models together with the results of the parameter 
estimation will then be presented and discussed in section 3.4. 
As evident from the experimental data, the dynamic behaviour of an automotive 
damper is far form simple and thus modelling its characteristics accurately is not an 
easy task. In fact, the damper is one of the most complex parts of the suspension 
system to model. Three different approaches may be adopted in modelling the 
behaviour of a damper. The first approach is when the damper's behaviour is 
modelled based on its detailed physical construction. Various mechanisms, which 
contribute to the damper force, are identified and modelled using laws of fluid flow 
and thermodynamics. This approach can be found in the literature, for example 
12,103-1061. In [103,104], the model, which was a highly nonlinear one with 82 
parameters, and showed good agreement between the analogue computer simulated 
data and the experimental data. Two main disadvantages of this model are that, 
0 
models of this type are by their very nature specific to each damper, and because of its 
complexity, the model cannot be readily identified from the damper force measured. 
The internal pressures must be measured or predicted numerically and this involves 
many time consuming procedures. They are therefore not suited for use in full vehicle 
simulation. Hall et al [107] used this model in a quarter car vehicle simulation and 
established that typical linear and bilinear models of damper are inaccurate and lead to 
over optimistic estimates of the ride performance. Reybrouck 1105] proposed a readily 
identifiable model, which gave an explicit expression for the damper force as a 
function of displacement, velocity and acceleration, and contained 14 parameters. The 
parameters of the model were identified by minimizing a cost function formulated 
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from the squared difference between the measured and modelled damper force. 
Minimising is performed using the Levenburg-Marquardt algorithm implemented in 
MATLAB [108]. However, as far as the hysteresis is concerned, the model is 
defective [101]. Duym et al [101] presented two physical models that are able to 
extract the internal valve parameters from data without hysteresis. Wallaschek [1061 
adopted the application of harmonic and stochastic linearisation procedures to the 
damper dynamics. The model was equivalent to a piston moving in a closed cylinder 
containing a fluid, which could pass between the rebound and compression chambers 
through an orifice of constant cross section in the piston head. The energy dissipation 
due to viscous flow and throttle losses, as well friction and backlash, were included in 
the model. The final model required nine coefficients that were only good for a 
particular frequency, for a different frequency a different sets of coefficients are 
needed. Surace [21 improved Wallaschek model to include hysteresis, however the 
model still required different sets of coefficients for different frequencies. 
A second approach is that based on non-parametric models. This is similar to 
polynomial modelling. The individual terms or parameters do not have physical 
meaning but the collective contribution of all the terms gives a strong correlation 
between the modelled force and the measurements. In order to implement a model 
that copes with hysteresis, most models require the numerical solution to a set of non- 
linear differential equations. The use of an alternative restoring force method can get 
round the time consuming activity of the iterative simulation and identification 
routines, see for example [109-1131. One limitation of this approach is that the model 
is valid only within the boundary of the test condition. This means, a model that has 
been developed using smooth road test data may not be accurate for use under rough 
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road condition. It has been shown [109-112] that the force-state maps in the restoring 
force model was frequency dependent. This means, different maps were required for 
different frequencies. When taking into account the effect of temperature, a larger 
collection of force-state maps was needed [1131. 
An alternative to modelling a damper by physical details is to use a simplified model 
with elements such as a dashpot, spring, backlash and friction elements in various 
combinations. A model, which included hysteresis and backlash as well as friction 
and asymmetric characteristics, was presented by Karadayi and Masada [114]. The 
model had six parameters, and a good fit was obtained at an amplitude of 55 mm and 
frequency of 0.2 Hz, but no results were presented for higher frequencies. Besinger et 
al 11151 modelled a damper for heavy commercial vehicle using a tri-linear dashpot 
connected in series with a cubic spring. This model also contained six parameters. 
Besinger et al used a Rung-Kutta algorithm for simulation and the identification was 
performed using trial and error because a convergence difficulty was encountered due 
to local minima. 
It was suggested by the experimental data and the discussion made in Section 3.2.2 
that over the frequency range of interest, 0.5-30 Hz, the damper behaviour 
progressively changed from a viscous damping device to a energy storing device. 
Secondly, the contribution of friction and hysteresis, as excitation frequency increased 
from 0.5 Hz to 30 Hz, change in a complex manner. In this investigation, the damper 
was therefore modelled from simplified elements such as a dashpot and a spring. The 
model however did not include friction and hysteresis. A separate investigation on the 
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estimation of a more complex damper model, which includes friction and other 
nonlinear behaviour, is provided in Appendix A. 
For the investigation here, to select a model that gives a good prediction to the 
measured damper force with the fewest parameters, an iterative procedure of selecting 
the model, estimating the model parameters and assessing the quality of fit as 
described in general system identification/parameter estimation case in Chapter 1 was 
carried out. Table 3.3.1 provides the list of models considered. They are derived from 







Fdv -- Vdv 
Fig. 3.3.1 Simplified damper models; (a) a dashpot, (b) a spring in series with a 
dashpot. 
Model 1 and Model 2 are linear and bilinear models where the damper force, fd , 
is a 
function of the velocity across the damper, Vd, only, see equation (3.1). 
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The equivalent damping rate of the damper is denoted by dd for the linear model, 
while dr and dc denote damping rates in rebound and compression directions 
respectively. The displacement and velocity cross the damper are denoted by Xd and 
Vd respectively, see Fig. 3.3.1 (a). The model with equivalent linear or bilinear 
damping and stiffness is useful when the model is to be used in fast simulation study 
or control purposes, where accurate prediction of damper behaviour is not a prime 
concern. For example, with a spring element included, Model 1 may be used to obtain 
the equivalent stiffness and damping of an automotive damper when excited by a 
simulated road test profile. The damper model may then be used as part of a study on 
vehicle behaviour in cornering and/or accelerating and braking motions. A 
combination of a spring element in parallel with a dashpot is not included in the 
presentation here, as its fitting result were poor. 
Model 3 comprises of a linear spring in series with a bilinear dashpot, as depicted in 
Fig. 3.3.1 (b). The viscous damping force produced by the dashpot element is denoted 
by fdv 
, see equation 
(3.4) -(3.5). The compliance spring force, fds, is the product of the 
spring stiffness, k,,, and the displacement across the element, Xds. The model is 
justified from the fact that when the damper is excited by a force-input, the initial 
response is dependent on the stiffness of the mixed gas-oil solution. Afterwards the 
damper rod will move with constant velocity. This behaviour is typical for a series 
combination of a spring and a dashpot element. The damper force is then a function of 
both displacement and velocity. Inclusion of a spring element in Model 3 attempts to 
account for the compliance of the damper, which tends to be significant when the 
excitation frequency increases. In stead of a linear compliance, Model 4 employs a 
cubic spring using equation (3.6) to further account for non-linear compliance in the 
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damper. The model then contains four parameter to be identified; dr, d, kj and kk3. A 
further modification from Model 4 is to reduce a sudden change of damping rate 
between that in rebound and in compression. A transition factor, a, is introduced in 
Model 5, see equation (3.7) and (3.8). The damping rate is then a function of velocity 
signal. Model 5 is similar to that in [115] but only has five parameters; d,, d, kc,, k 3, 
and a. 
In the next section, the quality of each model on fitting the measured data will be 
presented and discussed. The performance of the four numerical search methods for 
estimating each model parameters is then compared. 
3.4 Parameter Estimation 
3.4.1 Estimation method 
Having chosen a set of candidate models for the damper, the next important step is to 
estimate the parameters of each model so that the quality of fit of the model to the 
experimental data can be assessed. The estimation was formulated as a single- 
objective optimisation problem where the difference between the measured and 
modelled damper forces is to be minimised. The minimisation was a nonlinear 
programming problem in which iterative search for best model parameters were 
required. Fig. 3.4.1 depicts the general concept of the estimation technique used. 
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Having collected a required batch of data from the damper testing and after some data 
post-processing, the parameter search procedure was carried out as in the dotted box 
shown in Fig. 3.4.1. The dotted box separates and indicates that the estimation 
technique used was an `off-line' processing. The signals such as the displacement and 
velocity are fed to the damper model to generate the model outputs. The modelled 
damper force together with the measured force was then used to form the cost 














Fig. 3.4.1 Parameter estimation technique. 
The cost function for a search algorithm to work on when searching for the best 
possible parameter values was chosen to be the normalised mean squared error (MSE) 
of the modelled and measured forces. The choice is a standard one, which is 
convenient both for computation and analysis. The MSE is commonly used as a 
measured of how well the model outputs agree with the system outputs [1161 ;a MSE 
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of less than 5.0 percent indicates good agreement while one of less than 1.0 reflects an 
excellent fit. The MSE value is defied by 
100 N 
MSE(fd) =i ý(fd; -fd, )z N or fd 1_1 
(3.9) 
where 6 fd is the variance of the measured damper force fd , 
id is the modelled 
damper force and N is number of data samples. The search algorithm starts each 
search run with one or a population of initial parameters. The algorithm then updates 
the estimated parameters and moves towards a better region where the optimum point 
is thought to be located. The optimal parameter is then an individual that optimises 
(minimises) the MSE value. All computational codes were implemented in MATLAB 
[1081. 
Among the five model considered, the performance of a model is discussed and 
compared to the others, and the best model is then selected. The `best' model is one 
which best compromises the conflict between model quality of fit and model 
complexity including the issues such as modelling effort required and the time 
consumed in the estimation process. For each of the five models, the model 
parameters are identified by four different numerical search methods, the GB, DS, DE 
and dvHDE. As the complexity of the parameter estimation problem increases from 
Model 1 to Model 2, the performance of each numerical search method is analysed 
and compared to the others. The results for these are presented in the next section. 
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3.4.2 Estimation Results 
3.4.2.1 Model quality 
Though offering simplicity and fast identification, Model 1 poorly predicted the 
measured damper force. The quality of fit in term of MSE was about 19%. An 
example of the fitting results is depicted in Fig. 3.4.2. The figure presents the plots of 
work and characteristics diagrams of four instantaneous excitation frequencies. The 
four sectioned plots represent the damper dynamic behaviour at low-, intermediate- 
and high-frequency intervals; one plot at low frequency of 0.5 Hz, marked (a), two 
plots at intermediate frequencies of 1.5 Hz and 4.5 Hz, marked (b) and (c), and one at 
high frequency of 15 Hz, marked (d). A presentation of the modelled and measured 
damper force on the same graph for comparison and analysis may give a good overall 
visual appreciation of how well the model performs. However, presenting the data in 
sections, i. e. low, medium and high frequency intervals, allows the analysis of the 
results to be carried out more conveniently. 
The linear, equivalent damping rate estimated gives the best linear fit when the 
measured damper force is modelled as function of velocity only. The result is 
therefore the best compromise of errors, difference between the modelled and 
measured forces, from all sampled data points for the whole frequency range of 
interest. From Fig. 3.4.2, it is obviously seen that, at low and intermediate frequency 
intervals, the linear dashpot model fails to capture the friction effect at near zero 
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Fig. 3.4.2 Sectioned plots of fitting result obtained from Model 1; 
- measured, -- modelled. 
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At high frequency range, the linear model fit gives an impression, roughly, that the 
relationship of force and velocity is a linear one. However, the plots also suggests that 
the force is not a function of velocity only. In addition, other main fitting errors can be 
seen from the `offset' of damper force and large hysteresis loop, clearly seen on the 
force-velocity plot in part (d). 
The bilinear dashpot model, Model 2, better captures the dynamic behaviour of the 
test damper, as can be seen from both the work and characteristic diagrams in Fig. 
3.4.3. The MSE value for Model 2 is approximately 1.26%. The value has reduced 
dramatically when compared to that of the linear model. At low and intermediate 
frequency intervals, the plots of force-displacement show that the model gives a good 
fit. The plots of force-velocity fit through the `hysteresis loop' in compression and 
rebound directions, which was not included in the model. The error from nonlinearity 
and friction can also be seen. While the bilinear character of the model captures 
relatively well the damper behaviour at low and intermediate frequency intervals, the 
continuity of `bi-linearity' is unable to match the behaviour at high frequencies, where 
the damping force appears to be linear with displacement and velocity. In total, the 
contributions to the fitting errors are nonlinearity and friction, mainly at low 
frequencies, hysteresis at intermediate and high frequency intervals, which produces 
size-increasing loop and offset. 
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Fig. 3.4.3 Sectioned plots of fitting result obtained from Model 2; 
- measured, -- modelled. 
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The results from Model 2 show that the damping rate in rebound is approximately 2.5 
times of that in the compression direction. The estimated bilinear damping rates are 
certainly dependent upon where most of the measured data lie. This argument is true 
for all models considered. There are, for example, more data points in the low velocity 
intervals than in the high velocity interval for one frequency test. The cost function, 
which was the normalised sum of the difference between the measured and modelled 
force, then depends on the distribution of the data points. In this case study, every data 
point was give the same significant or weight when formulating the measure of fit, i. e. 
the MSE value. A weighting vector that may be incorporated into the cost function 
reflects some a-prior knowledge about the data measured, such as measurement noise 
in the measured input and damper force. However, to obtain the `right' weighting 
vector is not an easy task. A simple and natural choice is to use a weighting vector of 
ones, i. e. same weighting for every point. 
With Model 3, the test damper was modelled as a linear spring in series with a bilinear 
dashpot element. The model gives the best fitting result of MSE 0.54%. A three- 
dimensional comparison plot of the displacement, velocity and damper forces is 
presented in Fig. 3.4.4, again, to give a better visualisation, only selected sections of 
data are plotted. It can then be seen from the plot that the model captures the damper's 
behaviour well. A detailed selection of plots of force against displacement at low and 
intermediate frequency intervals shows good quality of fit. The corresponding force- 
velocity plots show that, besides the friction effect, the model is able to capture the 
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Fig. 3.4.4 Three-dimensional sectioned plot of fitting result obtained from Model 3; 
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Fig. 3.4.5 Section plots of fitting result obtained from Model 3; 
- measured, -- modelled. 
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The compliance force in the spring element is related to the damping force produced 
by the bilinear dashpot element according to the equation (3.3)-(3.5) given in Table 
3.3.1. Since the spring element is linear, the evidence seen on the force-velocity plots 
is that the hysteresis loop in the compression direction is smaller than that in the 
rebound direction. When trying to predict hysteresis loop and asymmetrical 
behaviour, a larger model error is seen at high frequencies, see part (d) of the figure. 
Though the asymmetrical characteristic and hysteresis loop were dealt with, the 
overall model error is accumulated from those due to exclusion of the friction and the 
`not' perfect treatment of the hysteresis and nonlinear damping characteristic. Having 
discussed the model errors, its performance however is a satisfactory and justifiable 
one, as it requires small modelling effort and offers a fast and relatively good quality 
of fit. 
Two further modifications were made to Model 3 in an attempt to improve the quality 
of fit. First, in stead of linear spring element, a cubic spring is used in Model 4. 
Second, further from Model 4, a transition factor for the damping rates was 
incorporated in Model 5 to reduce a sudden change of damping rate, hence the forces, 
between compression and rebound directions. The resultant model is similar to that of 
Besinger et al [1151, with five parameters to be estimated; two damping rates, two 
stiffnesses for the spring element, and the damping rate transition factor. The four 
section plots of the damper force against displacement and velocity obtained from 
Model 4 are very similar to that of Model 3. In fact, the quality of fit in term of MSE 
value is 0.35%. A small amount of accuracy is gained for the modelling effort. The 
time spent in the estimation procedure for Model 4 is more than twice as long as those 
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of Model 3. Similar arguments can be drawn when comparing the results from Model 
5 against that of Model 3. The lowest MSE of 0.31% obtained from Model 5 is 
slightly lower than that of Model 4, as expected since Model 5 is more complex and 
contains more parameters than Model 4. However the mean value from 50 
independent runs is 0.36%. This is because of the difficulty due to local minima 
encountered during the parameter search. The time spent in the parameter estimation 
for Model 5 is more than five times of that of Model 3. The gain in quality of fit 
obtained by increasing number of parameter and/or increase complexity of the model 
in Model 4 and 5 respectively is not as much as the time lost during the parameter 
search. 
3.4.2.2 Numerical Search Methods: Performance Comparison. 
The best parameters for each model were identified using four numerical search 
methods; the GB, DS, DE and dvHDE methods. The results were gathered from 50 
independent runs, and are presented in Table 3.4.1 and Table 3.4.2. The comparison is 
done by considering the mean, m, and the standard deviation, a, of the final cost 
function, denoted JMSE , the 
CPU-time, denoted Tcpu, and the number of function 
evaluations, N jeva, . The performances of the 
four methods are discussed one by one 
below. 
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Model 1 is a simple one-dimensional optimisation problem that all four methods 
considered were able to find the optimum point. The GB method performed best 
among the four. The method made use of the gradient information of the cost function 
effectively, thus moved quickly from any randomly generated initial point to the 
optimum point. This is evident from the results in Table 3.4.1 that the GB required the 
least number of function evaluations, hence minimum amount of time. The other three 
methods, DS, DE and dvHDE, are direct search methods that do not have the 
information on the gradient of the cost function. They all required greater number of 
function evaluations, therefore more time, when compared to the GB method. The DE 
method is the least favourable. Its accumulated time comes from its inherent parallel 
mechanism in the search procedure, as it is a population-based method. The dvHDE is 
also a population-based method and has a parallel search mechanism. However, the 
number of function evaluations is less than that of the DE method. The dvHDE was 
able to reduce the number of function evaluation, hence reduce the CPU-time. The 
results presented for the dvHDE method in Table 3.4.2, only Model 1, was obtained 
without incorporating the acceleration and migration operations. The performance of 
the dvHDE method has been shown to be similar to that of the DS method. The 
dvHDE is slightly better, justified from similar CPU-time and number of function 
evaluations, but with a larger standard deviation of CPU-time. Nevertheless, the 
results from Model 1 have shown the use and advantage of the dvHDE over the 
original DE method, though it is not able to compete with the GB method for this one- 
dimensional optimisation problem. 
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Model 2 where the damper was modelled using a bilinear dashpot element is a two- 
dimensional problem. Similar arguments as that from Model 1 can be said for Model 
2. All methods were able to find the optimum point every run. The GB method has 
shown to be the best method, with the least number of function evaluation and time. 
The dvHDE method, with the acceleration and migration incorporated, performed 
better over both the DS and DE methods. Comparing the dvHDE against the DE 
method, the dvHDE method required less number of function evaluations to find the 
optimum point. The amount of time required by the dvHDE is better than the DE 
method by approximately 24%. 
In Model 3, the damper was modelled as a linear spring in series with a bilinear 
dashpot element. The parameter estimation is a three-dimensional optimisation 
problem. Complexity of the problem increases not only in term of number of the 
parameters to be identified, but also numerical solution when solving the dynamic 
equations of the model. To obtain the modelled damper force from Model 3, 
numerical integration/differentiation was required in order to solve for the additional 
variables, xs and xs . 
Apart from being able to find the optimum point consistently, it 
would then be further advantage if a parameter search method performs evaluation of 
the cost function at a minimum number of times, so that the overall end result is the 
problem solved quickly. 
With the GB method, the final fitness value, MSE value, was different from run to 
run. The mean and standard deviation values of the MSE were the highest among the 
four methods, see Table 3.4.1. The method more often failed to obtain the optimum 
value than it succeeded to do so. Though, the average CPU-time was less than that of 
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the other methods, it rather suggested that the algorithm termination criteria was met 
and the search was stopped in relatively short time, regardless of whether it was the 
optimum point or not. It therefore can be concluded that the GB method encountered 
problem of obtaining local minima and failing to escape from them, hence unable to 
consistently find the optimum point. Its ability to find the optimum point for Model 3 
depended on the initial starting points. Overall performance was the least favourite. 
The DS, DE and dvHDE methods were able to find the optimum point every time. 
The DS method had a slow convergence rate, as it took a longer time and more 
number of function evaluations, see Table 3.4.1. The DE and dvHDE performed 
better than the DS method. The dvHDE method performed the least number of 
function evaluations, hence reduced the time spent by 29.6% when compared to the 
DE method. 
Fig. 3.4.6 (a) and (b) show, respectively, typical plots of MSE value belonging to the 
best chromosomes and the population diversity measured at each iteration obtained 
from the dvHDE method. The same plots for the DE method are presented in Fig. 
3.4.7. The corresponding plots of the estimated parameters are given in Fig. 3.4.8 for 
the dvHDE method and Fig. 3.4.9 for the DE method. These plots give some 
information about the behaviour of the two methods. For ease of observation toward 
the search termination, the iteration-axis is shown on a logarithmic scale. 
Both the DE and dvHDE methods quickly evolve the population toward a better 
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Fig. 3.4.6 Typical plots of (a) best MSE values and (b) population diversity obtained 
from the dvHDE method. 
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Fig. 3.4.7 Typical plots of (a) best MSE values and (b) population diversity obtained 
from the DE method. 
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The population of parameters was updated by the selection operation, so better 
individuals replace the worse ones. In the early generations, where the population was 
diverse, the value of population diversity was, close or equal to, one, see parts (b). As 
evolution progressed, the value gradually reduced as more and more individuals were 
close to the best one and/or close to each other. Another important point need be 
mentioned, is that there are several iterations that the DE method failed to update the 
MSE value, hence the best individual, or only a small reduction in the MSE value was 
achieved. This is also evident from the plots of estimated parameters, when all three 
parameters remained unchanged, see Fig. 3.4.9. Comparing Fig. 3.4.7 and 3.4.9 with 
those of the dvHDE method in Fig. 3.4.6 and Fig. 3.4.8, the latter shows a better 
convergence rate. The choice of using the acceleration and migration are optional. 
This allows for more `tuning' in addition to the algorithm control parameters, such as 
size of population and mutation and cross over factors in the original DE method. 
With proper acceleration and migration operations included, the dvHDE was able to 
reduce the number of function evaluation and move the search space quicker toward 
the optimum point. 
Model 4, where the damper was modelled using a cubic compliance spring in series 
with a bilinear dashpot, which was a modified version of Model 3 by further including 
one additional parameter. As discussed earlier, the quality of fit increases, as shown in 
Table 3.4.2 from MSE value of about 0.5% to 0.35%. The complexity of the 
optimisation problem increases from three-dimensional to four-dimensional one. The 
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Fig. 3.4.9 Estimated parameters of Model 3 using the DE method. 
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The GB again had difficulty in finding the optimum point due to local minima, as 
evident from the average value of the final MSE and, the problem can be said to be a 
consistent one. This is indicated by a high mean value of the CPU-time, with 
relatively small standard deviation. The DS method was able to find the optimum 
point, however, occasionally the search was trapped in one or two local minima. The 
average value of the final MSE is 0.48%, thus greater than its `best' values 0.35%. 
When the optimum point was found by the DS method, it has a slow convergence rate 
on average. The time it spent depended on the initial starting points, as suggested by a 
high the standard deviation of CPU-time. While the GB was consistently trapped in 
local minima, the DS method suffered one or two local minima, and when not 
trapped, it was shown to have a slow convergence rate. The DE and dvHDE methods 
both were able to find the optimum point every run. In term of time, the dvHDE 
method was shown to be better than the DE method by almost 28%. It performed the 
least number of function evaluations. Also the acceleration operation improved the 
convergence rate. These two capabilities, apart from having a parallel mechanism, 
were the main features that made the dvHDE method the most favourable choice for 
the problem studied. 
In an attempt to further improve the quality of fit, Model 4 was modified, and the 
resultant model was referred to as Model 5. A sudden change in damping rates 
between those of the compression and rebound directions considered so far in Model 
2-Model 4 was not true physically. The damping rather changed continuously 
between the two phases (i. e. compression and rebound). Model 5 took into account of 
this fact and formulated the damping rate as a smooth function of the velocity using 
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the transition factor a. The inclusion of a cubic compliance spring has shown to 
improve the quality of fit. This was also incorporated into Model 5. The model thus 
contained five parameters; two damping rates, two stiffnesses, and one transition 
factor. Again, the complexity of the optimisation problem increased not also in term 
of number of parameters, but also dynamic behaviour of the model. A longer time was 
expected and shown to be the case, see Tcpu in Table 3.4.1 and 3.4.2. Apart from the 
GB method, which suffered even more from the same problem as with Model 3 and 4, 
the time required spent for all methods increased. For the DS method, similar 
arguments to Model 4 can also be drawn, however, the problem became worse. The 
method got trapped in several places in the search space, when trapped, the algorithm 
kept on searching until the termination criteria was met. This registered a high value 
of CPU time spent. When not trapped in local minima, the method still required a long 
time to find the optimum point. This suggests again that it has a low convergence rate. 
The DE method required less time than the DS method, but more than the dvHDE 
method. The DE method was able to find the optimum point, but often got trapped in 
local minima of two or three places in the search space, as suggested by a high value 
0f 6MSE" Fig 3.4.10 (a) shows a typical plot of MSE value belonging to the best 
chromosome at each generation. The corresponding population diversity measured is 
presented in Fig. 3.4.10 (b). 
Again it is observed from part (a) of the plot that the MSE value remained unchanged 
for several consecutive iterations. After one point in the search process, the population 
diversity rapidly reduced, seen on the plot from 1.0 to 0.8. After that, the reduction in 
MSE value was very small or zero. The population diversity can be said to be 






























Fig. 3.4.10 Typical plots of (a) best MSE values and (b) population diversity obtained 
from Model 5 using the DE method. 


































Fig. 3.4.11 Typical plots of (a) best MSE values and (b) population diversity obtained 




The circumstance here suggests that the mutation and crossover operations, though 
were successful in producing better individuals that replace the worse ones in the 
current generation, as evident from variation in population diversity, however failed to 
generate an individual or individuals which could move the search further. The search 
was then trapped in a local minimum. The DE method employed no mechanisms to 
make an escape, hence failed to find the optimum point. When comparing with the 
dvHDE method, see Table 3.4.2, the dvHDE method again performed less number of 
function evaluations. With careful set-up of the acceleration and migration operations, 
it was possible to improve the convergence rate and avoid ending at a local minimum 
point. To give a visual comparison with the DE method, typical plots of MSE value 
and population diversity obtained from the dvHDE method are presented in Fig. 
3.4.11. The MSE value consecutively reduced and at one point where the MSE value 
was unchanged and the search approached a local minimum, the migration operation 
was activated. A sudden increase of population diversity being observed in Fig. 3.4.11 
(b) when the migration took place. A successful migration operation made an escape 
and moved the search towards the optimum point. Based on the CPU-time, the 
dvHDE performed better over the DE method by 29.5 %. 
In summary, as far as modelling of the test damper is concerned, several important 
points can be addressed here. Model 1, linear dashpot, though offered a simple and 
fast identification, it was however not sufficient to accurately predict the damper 
dynamic behaviour of the damper. The quality of fit of Model 1 was unacceptable 
with an MSE value of 19%. The quality of fit was improved significantly with Model 
2, where the damper was modelled as a bilinear dashpot element. The model 
described the dynamic behaviour of the damper better, as indicated by the MSE value 
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of 1.26%. Apart from being unable to capture the friction and hysteresis, the bilinear 
character of Model 2 predicted the damper behaviour at low and intermediate 
frequency intervals relatively well, however with a large error at high frequencies. 
Model 3, where the damper was modelled as a linear spring in series with a bilinear 
dashpot, gave a further improved quality of fit with the MSE value of 0.54%. The 
plots of the measured and modelled force against displacement have good agreement, 
and the corresponding force-velocity plots showed that the model was capable of 
capturing the bilinear characteristics and the compliance loop with a good degree of 
accuracy. The imperfect treatment of the hysteresis, the exclusion of the friction and 
nonlinear damping characteristic were the main contributors to the model errors. 
Model 4 and Model 5 were the two further developed versions of Model 3; in stead of 
a linear compliance spring, a cubic spring was used in Model 4, and, in addition to the 
cubic compliance spring, a damping rate transition factor was used in Model 5. The 
qualities of fit of the two models were better than Model 3, with the MSE values of 
approximately 0.35%. The models were more complex than Model 3 in that it 
contained a larger number of model parameters and involved a larger amount of 
numerical calculation, hence the estimation time consumed was longer as expected. In 
fact, with Model 4 and Model 5 the time required to complete the parameter 
estimation tasks were, respectively, more than twice and five times as long as those of 
Model 3. While Model 1 and Model 2 were simple but judged as insufficient to 
accurately describe the damper behaviour, the gains in quality of fit by the additional 
modelling effort in Model 4 and Model 5 did not balance with a higher price paid in 
the estimation procedure. It can therefore be concluded that, as far as the modelling 
accuracy and the estimation time required are concerned, Model 3 has been shown to 
be the best among the models considered. 
I 5'? 
The parameter values of all the damper models considered in the investigation were 
estimated using four different numerical search methods. The performance of the four 
methods have been analysed and compared, an important summary can be made as 
follows. First, when optimisation problem is not complex, the standard gradient-based 
(GB) method is generally better than direct search and population-based methods. 
Gradient-based methods effectively use the information about the gradient of the cost 
function with respect to the parameters to make a step of appropriate size moving 
from a point at the present iteration to the next one. This has been shown to be the 
case for the estimation of the damper model parameters with linear and bilinear 
dashpot models, in which the number of parameters were one and two respectively. 
However, when the search space contains local minima, and is not uni-modal, the 
gradient-based methods can suffer from being trapped in local minima, and fails to 
find the optimum point. This problem seems to be encountered more often as 
complexity of optimisation problem increases. The parameter estimation carried out 
for Model 3, Model 4 and Model 5 have proved to be examples of this. The DS 
method, which is a direct search method, has shown to have a slow convergence rate 
for the problem studied. One reason may be because it is a single point search, not a 
parallel, population-based such as the DE and dvHDE methods. Its ability and the 
time required to find the optimum point depend on the initial starting point. The DS 
method is occasionally unable to find the optimum point as it is trapped in local 
minima, for examples in Model 4 and Model 5. In general the DE and dvHDE 
methods are useful and more suitable for a complex optimisation problem where local 
minima exist. The two methods, which require no information about the gradient of 
the cost function, are alternatives when calculation of the cost function and its 
gradient information are computationally expensive or impossible. In the case of 
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Model 3- Model 5, there existed several local minima, and the calculation of the cost 
function for Model 5 was the most time consuming of all. The results from this 
investigation has shown that the DE and dvHDE method performed better over the 
GB and DS methods for Model 3- Model 5. The DE method relied on two main 
mechanisms, the mutation and crossover operations. However, it has been illustrated 
in Model 5 that the two mechanisms did failed, and the search was trapped in local 
minima. In addition, as often evident from the `discontinuous' characteristic on the 
analysis plots, that there are several consecutive iterations on which the DE failed or 
did not effectively move the search to a better region. The convergence speed of the 
DE method was slower than the dvHDE method for all the models considered. The 
problems of local minima and mis-convergence were dealt with and convergence 
speed was improved in the dvHDE method. Based on the performances from Model 3 
- Model 5, the dvHDE method consistently found the optimum points, and the 
convergence speed was increased by almost 30%. As far as the performance of the 
parameter search methods is concerned, the dvHDE method has shown to be the most 
preferable method. 
3.5 Conclusions 
In this chapter, system identification and parameter estimation problem of an 
automotive damper has been presented. Five models, which were increasing in 
complexity, were considered in the selection of the best model for the damper under 
test. The set of models considered were derived from combinations of idealised spring 
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and dashpot elements, which represented important physical properties such as 
compliance and damping over the frequency range of interest 0.5-30 Hz. 
The parameter estimation of each model was formulated as a single objective 
minimisation of the difference between the measured and modelled damper forces. 
The performance of one particular model was discussed and compared to the others in 
terms of the quality of fit to the experimental data and the modelling effort required. 
Model 1 and Model 2, where the damper was modelled as linear and bilinear viscous 
damping elements respectively, were simple and gave a fast identification. However, 
they were judged as insufficient to accurately describe the dynamic behaviour of the 
damper under test. Model 3, where the damper was modelled as a linear spring 
connecting in series with a bilinear viscous damping element, was able to capture the 
dominant dynamic behaviour of the test damper, the bilinear characteristic and 
compliance. The model gave a quality of fit in term of MSE value of 0.54% indicating 
a good agreement between the experimental and modelled damper forces. Model 4 (a 
cubic spring connecting in series with a bilinear dashpot) and Model 5 (a cubic spring 
connecting in series with a bilinear dashpot, plus a damping rate transition factor) 
required, respectively, more than twice and five times as long as those of Model 3 to 
complete the parameter estimation task. The gains in quality of fit by the additional 
modelling effort in Model 4 and Model 5 were less than the time lost in the estimation 
procedure. The results have therefore shown that Model 3 was the best among the 
models considered as it gave the best compromise between the modelling accuracy 
and the estimation time required. 
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The best parameters for each model were identified using four different numerical 
search methods, the GB, DS, DE and dvHDE methods. The performances of the four 
methods were discussed and compared to one another by considering the mean and 
standard deviation of the final cost function, the number of function evaluations 
performed, and the CPU-time from 50 independent runs. 
When optimisation problem was not complex such as in the case of Model 1 and 
Model 2, which were one and two dimensional problems, the GB method effectively 
made use of the gradient information of the cost function, it thus performed better 
than the direct search (the DS method) and population-based methods (the DE and 
dvHDE methods). In Model 3-Model 5, the problem complexity increased not only 
due to increase in number of parameters but also due to increase in amount of 
numerical calculation involved. The GB performed the worst among the four methods 
considered, as it experienced the problem of obtaining local minima, and the GB's 
performance became worse as the complexity of optimisation increased. The DS was 
shown to have the worst convergence speed for all the models considered, and was 
occasionally trapped in local minima. The DE and dvHDE methods were shown to be 
useful and more suitable for complex optimisation problems. In addition to the 
`discontinuous' descending characteristic of the DE method, its working mechanism 
did fail, as evident in the case of Model 5. The convergence properties, the 
consistency and speed, of the DE method were worse than the dvHDE method for all 
five models considered. Based on the performance from Model 3-Model 5, the 
dvHDE method was shown to consistently found the optimum with convergence 
speed better than the DS and DE method by approximately 44% and 30% 
respectively. The dvHDE was thus the best among the method considered. 
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CHAPTER 4 
PARAMETER ESTIMATION OF A SINGLE WHEEL STATION 
4.1 Introduction 
A wheeled vehicle represents a complex system with many degrees of freedom. A 
system that simplifies the complex dynamic behaviour of the whole vehicle is of 
important benefit because it allows the investigator to concentrate on a limited range 
of its behaviour. A `single wheel station' test rig is such a simplified system that 
represents the vertical dynamics of a quarter of a vehicle. The rig consists of two 
masses representing the body and axle between which the suspension spring and 
damper are installed. Further simplifications are made by replacing the tyre by a coil 
spring, which assumes no damping in the tyre, and suspension linkages are excluded 
all together. The rig allows different set-ups for vehicle suspension investigation to be 
carried out, for example the following can be easily varied; mass of the body and axle, 
tyre stiffness, suspension stiffness and damper. In the development of a parameter 
estimation for a full vehicle, the single wheel station provides an ideal system to test 
the identification and parameter estimation method. 
In this chapter, system identification and parameter estimation procedures are 
exercised to obtain a model and its parameters for the single wheel station. The 
parameters of the single wheel station represent an independent suspension of a 
medium sized family car. The detailed description of the test rig will be given later in 
the chapter. The task here is again to search for a model, with a minimal number of 
parameters, which gives an acceptable accuracy in describing the dynamic behaviour 
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of the system in the frequency range of interest. The model is intended to be used for 
vehicle engineering purposes such as in fault diagnosis application and simulation 
study such that the model parameters represents meaningful physical properties. A 
white-box model, where the equations of motion and physical parameters are used in 
the model building, is thus here preferable to black-box models. 
This investigation is another example aiming at demonstrate the use of the newly 
developed dvHDE method to real-world applications. The investigation carried out 
involves both parameter estimation in the time and frequency domains. The 
estimation has been formulated as a multi-objective optimisation problem, where only 
easy-to-measure system outputs are needed for the optimisation procedure. 
Comparing this with the parameter estimation of the automotive dampers in the last 
chapter, the complexity of the problem increases both due to greater number of 
parameters to be identified and more complex behaviour of the system being studied. 
The investigation presents and discusses the performance of different numerical 
search methods when problems occur in their operation. 
The chapter is presented as follows. The single wheel station is modelled based on a 
quarter vehicle model, which can be derived from a full vehicle model by making 
certain assumptions. The derivation of the quarter vehicle model is therefore 
discussed first, in section 4.2.1, and the equation of motion (EOM) of a linear quarter 
vehicle model are also given. The model is then used to study the influence of the 
parameter variations on its responses in section 4.2.2. This is done by analysing the 
frequency responses of the model using Bode plots and observing the system pole 
locations. To obtain the frequency responses from the model when nonlinear elements 
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are included, a method based on the Fourier series is developed and presented in 
section 4.2.3. The method is then validated and used later in the parameter estimation 
in frequency domain. Section 4.3 describes the single wheel station test rig and the 
instrumentation. A study on the system measurement noise has been carried out to 
acquire some information regarding its noise properties. The frequency response tests 
of the single wheel rig were carried out and the results are presented in section 4.3.4. 
The parameter estimation in the time domain is formulated as minimisation of five 
system outputs. These signals are easy to measure. They consist of two displacement 
signals and two acceleration signals from the sprung and unsprung masses, and one 
signal representing the dynamic tyre force measured by a load cell. For the parameter 
estimation in the frequency domain, the objective function in the optimisation 
procedure is formulated from experimentally obtained frequency responses and the 
corresponding ones from the model using the technique developed in section 4.2.3. 
The estimation problems for both the time and frequency domains are thus multi- 
objective optimisation problems. The estimation technique used to tackle the 
problems is described in section 4.4. The estimation results are then presented in 
section 4.5. In this section, the quality of fit for the different models as well as the 
performances of the different parameter search methods are compared and discussed. 
Finally in section 4.6, conclusions are drawn regarding the model quality in 
representing and describing the system dynamics, parameter estimation procedure, 
and the performance of the parameter search methods. 
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4.2 A Quarter Vehicle Model 
4.2.1 Derivation of a quarter vehicle model 
In this section the use of a quarter vehicle model (single wheel station) is justified and 
equations developed as its response investigated. A vehicle is made up of many 
components distributed within its exterior envelope. It thus represents a complex 
system with many degrees of freedom. However, a sufficient representative model 
can be obtained with certain assumptions. If a vehicle is assumed to consist of a rigid 
body mass having one wheel at each corner, with longitudinally and laterally 
independent suspensions connecting the body and wheels, a seven degree of freedom 
(7DOF) vehicle model may be obtained, as shown in Fig. 4.2.1. The seven degrees of 
freedom are roll, pitch and bounce motions of the vehicle body, and bounce motions 
of each of the four wheel-corners. The conventions of the vehicle axis system used 
when formulating the equation of motion and analyzing the vehicle behavior is given 
in Appendix B. 
When the vehicle is travelling over long wavelength components, the coherence 
between the left and right tracks is likely to be high, while travelling over short 
wavelength components the interactions between left and right sides is small. This can 
be used to further reduce the model to one with four degrees of freedom (4DOF) 




Fig. 4.2.1 A seven degree of freedom (7DOF) vehicle model. 
The sprung mass in Fig 4.2.2(a) may be replaced by three point masses rigidly 
connected by a massless beam, as shown in Fig 4.2.2(b). The two arrangements are 
dynamically equivalent if the total masses are the same, the mass centers are in the 
same position, and the pitch moment inertias are equal. Mathematically these 
conditions are; 
ms=mf+mc+mr (4.1) 
mflf= mr(is - if) (4.2) 
IS = rný(If)2 + mr(ls -1 f)2 (4.3) 
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where 
IS = the pitch moment of inertia 
ms = the sprung mass 
mf= the portion of the sprung mass at the front suspension 
mr = the portion of the sprung mass at the rear suspension 
m, = the portion of the sprung mass at its center 
lJ= the longitudinal distances from the sprung mass center to the front axle 
is = the vehicle wheelbase 
(a) 
(b) 
Fig. 4.2.2 A four-degree-of-freedom (4DOF) vehicle model (a), and dynamically 
equivalent model (b). 
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is 
If it is assumed that a mass distribution in ms is such that 
IS=mslj(ls-if) (4.4) 
which is approximately the case for many cars [117-118], combining equations (4.1) - 
(4.4) yields m, = 0. In this case interactions between the front and rear do not occur. 
The vehicle model is then reduced to two 'sub-models', with the motion of mf 
determining the behavior of the front suspension, the motion of mr for the rear 
suspension behavior, and the motion of points within the wheelbase may be 
determined by geometric proportioning. For the front or rear suspension, the resultant 
model has therefore two degrees of freedom (2DOF), also known as a quarter vehicle 
model, shown in Fig. 4.2.3. The quarter vehicle model is widely used representation 
of a vehicle suspension system, and has a simple mathematical structure, which is 
based on physically meaningful parameters. As such, it serves as an ideal basis for 
vehicle identification/parameter estimation. 
The dynamic behavior of a vehicle can be characterized most meaningfully by 
considering the input-output relationship. The input can arise from road roughness or 
on-board sources or combination of the two. The on-board sources are referred to as 
those arising from rotating components including the tyre/wheel assemblies, the 
driveline, and the engine. However, the vehicle properties considered here are those 
from the road input only. The quarter vehicle model shown in Fig. 4.2.3 includes an 
unsprung mass representing the axles and associated wheel hardware and a sprung 
mass representing the vehicle body. The sprung mass is supported on a primary 
suspension whose stiffness and damping properties are represented by a and a damper 
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respectively. The tyre is represented as a linear spring, although a damper is often 
included to represent the small amount of damping inherent in the visco-elastic nature 










The vibrations produced by the quarter vehicle model are as a result of input from the 
ground input displacement, Zg , and vertical 
forces arising from the tyre and 
suspension components. The motion of the sprung and unsprung masses can be 
describes by two co-ordinates, ZS and Z,,, with origins at their static equilibrium 
positions. The dynamic behavior of the model can then be obtained by applying 








Fig. 4.2.4 A free-body diagram for the quarter vehicle model. 
Considering a free-body diagram for each mass in Fig. 4.2.4, the equations of motion 
of the system are given as follows: 
ms Zs=fSus (4.5) 
mu zu = -. fus +. f (4.6) 
where 









zs = Sprung mass displacement 
zu = Unsprung mass displacement 
g= 
Ground input displacement 
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fs = Suspension force 
f= Tyre force 
Ms = Sprung mass 
Mu = Unsprung mass 
ks = Suspension stiffness 
k, = Tyre stiffness 
dd= Suspension damping coefficient 
ms [Kg] mu [Kg] ks [kN/m] kk [kN/m] dd [Ns/m] 
200 22 15 230 1500 
Table 4.2.1 A list of the representative parameter for the quarter vehicle model 







o 0 1 0 
0 0 0 1 
ks ks da da 
A= 
ms ms ms ms 
ks Mks + kr) dd dd 









thus the system has two degree of freedom describing vertical motion in terms of four 
state variables, X. A and B are the system and input matrices respectively. The system 
is described by two modes, commonly referred to as body and wheel-hop modes. The 
wheel-hop frequency is approximately an order higher than the sprung mass 
resonance frequency (the bounce mode). Practical limits of stroke that can be 
accommodated within a given vehicle size and suspension envelope constrain the 
sprung mass natural frequency for most cars to be in the range of 1-1.5 Hz. 
Performance cars, in which ride is sacrificed for the benefits of handling have a stiff 
suspension that have the sprung mass natural frequency up to 2-2.5 Hz 1991. A typical 
unsprung mass resonance frequency (wheel-hop mode) is approximately 10-15 Hz. 
The behavior of the quarter vehicle model can be characterized by its poles, that is the 
eigenvalues of the system matrix A. By taking the linear mass, stiffness and damping 
constants listed in Table 4.2.1, the eigenvalues of A are given by: 
As= -3.44 ± 7.85i 
Au = -34.40 ± 97.37i 
(4.13) 
(4.14) 
The real and imaginary parts of these eigenvalues are plotted in a so-called s-plane in 
Fig. 4.2.5(a), where s= 07± Od i 31 6 and u7d are the real and 
imaginary parts 
respectively. a and od are approximately related to the system damping and natural 
frequency as follows. 
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6=C JUn and ZUd = ÜTn 
J1 
_c2 
The parameter 4 is called the damping ratio and reflects the level of damping as a 
fraction of the system critical damping value and, zud and oJ, are called the system 
damped and undamped natural frequencies respectively. 
As can be seen from Fig. 4.2.5(b), the system poles are located at a radius zn in the 
s-plane and at an angel of 0= sin-'(c). Each pole location in the s-plane determines 
a particular behaviour of the system response. If o is negative, the pole is in the left- 
half plane, the system response decays, and the system is said to be stable. If 6=0, 
the response neither grows nor decays, so stability is a matter of definition. If 6 is 
positive, the response will grow, and the system is said to be unstable. If = 0, the 
system has no damping, 9=0 and the damped natural frequency is equal to the 
undamped natural frequency. The system rise time, Tr , which 
is defined as the time 
taken for the system to reach the vicinity of its new equilibrium point as a result of 
step input, may be approximated by Tr z 1.8/ tu,. Similarly, The settling time, TS , 
which is normally defined as the time taken for the system response to decay so that 
















x Wheel hop 
Body bounce 




Fig. 4.2.5 The system pole locations (a), and a sketch of a pair of complex poles (b). 
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From equations (4.10) and (4.11), the undamped natural frequency in Hertz., fn, the 
rise time and settling time for each mode are then given by, 
body bounce wheel-hop 
62 +'lT d2 fn= 
2ic 
1.36 Hz 16.4 Hz 
1.8 
Tr = 0.21 secs 0.017 secs VTn 
TS _ 
4.6 
1.34 secs 0.13 secs 6 
Fig. 4.2.6 illustrates the system modes, showing time histories of the response for the 
sprung and unsprung masses to an impulsive road displacement input. It also 
illustrates modal settling times, and shows that the energy from an isolated road 
disturbance is absorbed initially through oscillations of the unsprung mass. These in 
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The system frequency response is shown in Fig. 4.2.7(a) and (b). Fig. 4.2.7(a), these 
suggest that the sprung mass motion is entirely dominated by the bounce mode, 
whereas the unsprung motion is excited in both modes. However, the unsprung mass 
oscillates across a broader bandwidth and its energy is spent principally at the higher 
frequencies. It is evident from Fig. 4.2.7(b) that at low frequencies, where phase 
difference between the two curves is very small the sprung and unsprung masses 
move as an integral unit. As the frequency of excitation increases, the phase 
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100 101 102 
Frequency [Hz] 
100 101 102 
Frequency [Hz] 
difference also increases and approaches the maximum theoretical value of 90° at 
about a frequency of 4 Hz. 
4.2.2 Influence of vehicle parameter variation to its response 
To study the influence of variation in the vehicle parameters, simulations were carried 
out by varying each one individually, while holding the others constant at the values 
given in Table 4.2.1. The parameters were varied as follows: 
ms between 100 - 300 kg, 
ks between 5- 30 kN/m, 
dd between 500 - 3000 Ns/m. 
mu between 10 - 50 kg, 
kt between 100 - 500 kN/m, 
An indication of the effect of parameter variation was obtained by observing the 
system frequency responses as well as the system pole locations, as presented in Fig. 
4.2.8 - Fig. 4.2.12. Part (a) of the figures show Bode plots of the magnitude and phase 
of the transfer function between the sprung mass and ground input for different 
parameter values. Similarly, the magnitude and phase of the transfer function between 
the unsprung mass and ground input are shown in part (b). The system poles, which 
are usually expressed in complex conjugate pairs, are plotted in part (c). However, for 
clarity, only poles with a positive imaginary value are shown. The poles at the bounce 
mode are represented by '*' signs and 'x' signs representing poles at the wheel-hop 
mode. The arrow signs indicate the direction of increase of each parameter of interest. 
172 
From Fig. 4.2.8 (a) and (b), as the sprung mass increases, the resonance at the bounce 
mode occurs at a lower frequency, and at a slightly higher frequency for the wheel- 
hop mode. With a heavier sprung mass, the gain of both the sprung and unsprung 
masses at frequencies beyond the sprung mass resonant point are smaller when 
compared with that of a lighter sprung mass but are higher at frequencies below the 
sprung mass resonant point. This suggests that the transmission from the ground input 
to the sprung and unsprung masses is high at low frequencies and low at high 
frequencies. 
It is also seen from Fig. 4.2.8(c) that, as the sprung mass increases, the poles at the 
bounce mode move to the right hand side of the figure. The poles at the wheel-hop 
mode move upwards and are close to each other. These, again, suggest that the 
bounce mode takes place at a lower frequency and the wheel-hop mode at a slightly 
higher frequency, recalling from Fig. 4.2.5 that the undamped natural frequency may 
be determined by the distance from the origin to the pole coordinates. Again from Fig. 
4.2.5, it can also be said that a heavier sprung mass reduces the system damping 
particularly at the bounce mode. The rise time of the sprung mass, which is 
approximately inversely proportional to the undamped natural frequency, increases 
since the natural frequency decreases. In other words, the response of the sprung mass 
to the input is slower as the sprung mass is made heavier. This is also in a agreement 
with reduction of the phases observed in Fig 4.2.8 (a) and (b), with greater variation 
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Fig. 4.2.8 Influence of sprung mass variation; (a) on sprung mass response, 
(b) on unsprung mass response, (c) system pole location. 
174 
0 
However, change in unsprung mass has very little influence on the body bounce 
mode. This is clearly seen from Fig. 4.2.9 (a), (b) and (c). The system poles at the 
bounce mode are very close together and are seen as one mark at the lower right 
corner of the plot. Increasing the unsprung mass causes the wheel-hop resonance to 
take place at a lower frequency, with reduction of the gain observed at frequencies 
beyond the wheel-hop mode, and higher gain observed between the two modes. A 
heavier unsprung mass causes the response to slow down and also reduces the 
damping. This is indicated by Fig. 4.2.9 (c) as the pole locations moving downwards 
and to the right hand side of the figure. 
The suspension spring has a significant influence on both gain and phase of the 
sprung and unsprung mass responses at frequencies below the wheel-hop resonance. 
Increasing the suspension spring stiffness causes the two resonance modes to occur at 
slightly higher frequencies. As far as the bounce mode is concern, a stiffer suspension 
spring generates greater forces resulting in higher sprung and unsprung mass gains. At 
frequencies between the two modes, increase in suspension spring stiffness results in 
increase in the sprung mass gain, and a reduction in that of the unsprung mass, as seen 
from Fig. 4.2.10(a) and (b). It is observed from Fig. 4.2.10(c) that, as the suspension 
spring stiffness increases, poles at the bounce mode move upwards and to the right 
such that the poles are almost the same distance from the origin point. This means that 
the damping of the system at the bounce mode increases, and the effect of suspension 
spring variation at the bounce mode is greater on the damping, rather than the natural 
frequency. While poles at the wheel-hop move upwards and to the left, indicating an 
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Fig. 4.2.9 Influence of unsprung mass variation; (a) on sprung mass response, 


























































Fig. 4.2.10 Influence of spring stiffness variation; (a) on sprung mass response, 
(b) on unsprung mass response, (c) system pole location. 
0 
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however by only a small amount. It then implies that change of suspension spring 
stiffness tends to influence the wheel-hop resonance frequency rather more than the 
damping. 
It is seen from Fig. 4.2.11(a) and (b) that increase in tyre stiffness produces higher 
sprung and unsprung mass gains and phases at frequencies beyond wheel-hop 
resonance frequency. The resonance frequency at the wheel-hop mode increases, as 
the tyre stiffness is greater. From Fig. 4.2.11(c), pole locations at the wheel-hop mode 
move upward indicating a higher natural frequency and damping ratio at the mode. 
Poles at the bounce mode are close together, thus it can be concluded that variation of 
tyre stiffness has small influence on the bounce mode, and a significant influence to 
the wheel-hop mode. 
It is observed from Fig. 4.2.12(a) and (b) that the damping ratio variation significantly 
affects the magnitudes at both resonance frequencies, and thus generates a great phase 
shift. Furthermore, the two natural frequencies are almost unchanged. In Fig. 
4.2.12(c), as the damping ratio increases the system poles move upwards and to the 
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Fig. 4.2.11 Influence of tyre stiffness variation; (a) on sprung mass response, 
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Fig. 4.2.12 Influence of damping rate variation; (a) on sprung mass response, 
(b) on unsprung mass response, (c) system pole location. 
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To summarise, the simulation results show that each parameter contributes to a certain 
amount of change, in a particular direction, in the response of the vehicle. Variation of 
the sprung mass has more influence on the bounce mode, whereas changes in the 
unsprung mass and tyre stiffness variation are more visible at the wheel-hop mode. 
Suspension spring stiffness an influence on both modes. Variation of damping rate 
has a larger influence on the resonance frequencies than the other parameters. 
4.2.3 Estimation of model transfer function. 
In the last section the response was primarily investigated in the frequency domain 
using Bode plots, this is mainly used for Linear Time Invariant (LTI) systems. In this 
section, a method of estimating the model transfer function for a nonlinear system is 
developed. The method is validated and its use and limitations for the quarter vehicle 
model are studied and discussed. 
First, consider a stable single input-single output (SISO), LTI system with output y(t), 
input u(t) and system transfer function G. The convolution integral is 
(t) = 
J1G(t-r)u(r)dr (4.15) 
where z is an auxiliary time variable. If the input is a complex vector at the 
frequency w radian per second, u(r) = Au e'w` , and 
defining S=t-r then 
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y(t) = fo G(t - z) AU el' dz 
=J G(S) A e1(`-S) dz 0 
Au e'er ýo GCS) e-' dS 
The integral can be represented as the sum of the two infinite integrals, using the 
definition of the Laplace transform 
Y(t) = Au e'' 
fo G(S) e-'"" dS -fo GAS') e-'"' ds 
= AU e'er` G(s) I s=jw - 
AU e'' fG(S) e-' 0 dS 
=Y (t) +Y, (t) (4.16) 
Thus y(t) is the sum of two terms; the transient response of the system, yt(t) and the 
steady state response, yss(t). For any t >_ 0 the magnitude of yt(t) is 
Yr (t)I =I Aue'er 
fG(c)e°dý 
= Aule'i`I" G(S)e-' dS 
= Au "f G(S)e-'"'d S 
Au " 
flG(c)eJdc 
= Au " 
flG(c)dc 
If a bounded input-bounded output (BIBO) convolution system is assumed, then yt(t) 
has a finite value. As t -f oo the value of the integral become small, lim(1", (t)) =0, so 
that finally the output of the system is 
18" 
Y(t) = Au e1° G(s) Ls-; w + Y1 
(t) 
and the steady-state behaviour of the system, as t --> oo , 
is 
Yss (t> = Au el " G(Jw) (4.17) 
That is, the steady-state response is the transfer function evaluated at jw multiplied 
by the sinusoidal input. Thus, from the preceding derivation, the steady state response 
of the system excited by a sinusoid provides the transfer function of the system. To 
give an example, the simplest case, consider a simple periodic signal, y(t), generated 
by a stable LTI system excited by an input signal u(t) comprising of a single, known 
frequency co with a known amplitude of A, , where 
u(t) = Au cos(cot) 
y(t) = Aym + A, cos(wt) + Ays sin(wt) 
(4.18) 
(4.19) 
That is, y(t) comprised of three components; a mean level Aym depending on system 
initial condition and transient characteristic, and the cosine and sine components. 
Given that w= 
2j 
, where 
T is the period in second, and using trigonometric 
T 
identities, an alternative form of y(t) can be written in cosine component and a phase 
shift as follow 
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By changing the integral limit and replacing y(t) by y(wt) and t by wt, the expression 




JY(wt). d (wt) 
Similarly, Ayc 
, and 
Ays can be estimated as follows; 
Aý, 
ý =2 
Jy(wt) cos(<wt). d (wt) 
IT 
_; r 
AY, =2 2ýz 
Jv(wt)sin(wt). d(wt) 
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When y(wt) is sampled, the integration reduces to summation. If sampled at a 
constant rate of FS, then the number of sampled data points in one period, np, is equal 
to FS. The coefficients are then rewritten as follows 
1 np 
Aym _ Y, Y(wtk) (4.23) np k=1 
2 nn 
Ayc _E y(w tk) cos(w tk) (4.24) 
np k=1 
2 na 
Ays =L y(wtk) sin(wtk) (4.25) 
np k=1 
where tk =k, k=1,2,3, ... np. 
Then the single cosine component, Ay , together Fs 
with the phase shift, 0, in equations (4.2l)-(4.22) are determined. Since assumed 
priori known input magnitude and phase, for one particular frequency of interest co, 
using correlation method the system transfer function is therefore estimated as 
A 
Gain =, (4.26) A u 
Phase lag =0. (4.27) 
The development just derived above can be used to carry out a number of frequency 
points, so that the frequency response can be determined. Next, a simulation study of 
the method described above is validated against the results from the standard linear 
frequency response methods. The simulation study is carried out on the quarter 
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vehicle model whose parameters are given in Table 4.2.1. Plots of gain and phase 
obtained from the two methods are shown on the same graphs in Fig. 4.2.13. The 
differences between them are unnoticeable small. The gain and phase errors are 
plotted against frequency in Fig. 4.2.14. The method gives a very good result at low 
frequencies and up to approximately 10 Hz, after which larger result. This is justified 
from the fact the method employs a simple strategy with a constant sampling rate. For 
the same number of cycles, thus number of data points for one particular frequency 
decreases as the frequency increases. The errors then arise from the summation when 
calculating the coefficients Ay, and Ays. The choice of sampling rate is a compromise 
between the estimation accuracy and total time required when obtained the model 
outputs. A higher sampling rate would reduce the errors, with an expense of more 
time needed. A varying sampling rate may be employed with increased complexity 
with the problem that additional time is required. 
For the method developed, the errors are within ± 0.5 dB for the sprung and 
unsprung mass gain, and approximately ± 0.5° for the phase errors. Though the errors 
increase with frequency, it can be said that, in the frequency range of interest, the 
errors are acceptable with respect to the values of gain and phase. Hence, the method 
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4.3 Single Wheel Station Test Rig and Instrumentation 
4.3.1 The test rig and Instrumentation 
A photograph of the Single Wheel Station rig is shown in Fig. 4.3.1, and a diagram of the 
test rig and instrumentation is given in Fig. 4.3.2. The rig comprises of a hydraulic 
actuator located at the bottom to simulate ground inputs, a load cell, which measures 
dynamic tyre force that is directly mounted on the top of the actuator. 
4 
Fig. 4.3.1 Photo of the Single Wheel Station. 
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S1, S2, S3 - Accelerometers 
S4 - Load cell 
S5, S6 - LVDTs 
S7 - Potentiometer 
Fig. 4.3.2 Diagram of the Single Wheel Station test rig and instrumentation. 
A coil spring representing the tyre is located between the unsprung mass and the load 
cell. It should be born in mind that, for a full vehicle, it is difficult for sprung and 
unsprung masses to be clearly distinguished. In this section, the unsprung mass is 
referred to the mass above the tyre spring and up to and including the bottom part of 
the damper unit, and the sprung mass includes the piston of the damper and those 
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items above it. The damper is mounted between the unsprung and sprung masses and 
provides damping as well as location for the suspension spring. 
The movements of the sprung and unsprung masses are guided vertically by the rods, 
which are supported in bearings. To prevent the sprung and unsprung masses from 
rotating when excited, a pair of guide rollers is attached to the masses. The actuator 
has a dynamic stroke of ±12.5 mm, and the movement of the actuator is controlled by 
a digital servo control system. The controller, Kelsey 7500, is capable of generating 
the input as well as passing the input signal from an arbitrary source to the rig. The 
input displacement of the actuator was measured using a linear voltage displacement 
transducer (LVDT) attached to the bottom end of the actuator. Another LVDT was 
used to measure displacement of the unsprung mass. The displacement of the sprung 
mass was measured by using a potentiometer. Three accelerometers were attached to 
the sprung mass, unsprung mass and the load cell to measure the accelerations of the 
sprung and unsprung masses, and ground input respectively. 
The input signal chosen for the test was a swept sine, with its magnitude set to 
maximum the allowable motion of the actuator. The frequencies of interest of the 
system are below 30 Hz for this study. All of the response signals from the system 
were pre-filtered at 30 Hz by a 4th order low pass filter to minimize high frequencies 
noise such as those which arose from electrical noise and the hydraulic pump. A 
constant sampling rate of 500 Hz was founded to be sufficient and reasonable 
compromise between the signal reconstruction and time taken to run the estimation 
algorithm. 
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4.3.2 Instrument Calibrations 
Measurement errors have unwanted effect on the parameter to be identified, and thus 
the calibration of test instrumentation was carried out carefully. 
To calibrate the LVDT, one of its ends was held fixed, and the other was moved to 
different distances. The readings of distance against voltage were recorded and used 
to obtain a look-up table for each LVDT. The calibrations were also checked that they 
agreed with the specification given by the manufacture. 
The load cell was calibrated using a hydraulic press and proofing ring. It was loaded 
with a series of known loads, and the voltage readings were recorded. A look-up table 
of load and voltage for the load cell was then formulated and used to obtain the 
dynamic tyre force. 
The calibration of the accelerators was performed into two stages. First, the dynamic 
calibration was performed, by placing all the accelerometers on one of the hydraulic 
actuator of the Four Poster Rig, next to the calibrated accelerometer. They were then 
excited by a swept sine signal through a frequency range and at each frequency their 
output was compared with that of the reference accelerometer. The gain on the A/D 
converter box was adjusted until the two readings were within 0.1% of each other. 
The second stage was static calibration, which can be easily done. Each accelerometer 
was held with its bottom side facing a smooth horizontal surface. The gain on the A/D 
converter box was again adjusted until the reading was reasonably close to the 
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specified value by the manufacture of 0 volts. It was then turned upside down, adjust 
the gain until the reading was within 2±0.02 volts. 
4.3.3 Measurement Noise 
The estimation method and the simulation results presented in Chapter 4 assume that 
the measurement noise to be random, additive white noise. However, this is usually 
not true in practice. An analysis of some properties of the measurement noise 
associated with the transducers used in the test is performed in this section. The 
properties of the recorded signals and their frequency contents as well as the deviation 
and mean values. Two cases are considered. The first case is when the hydraulic 
pump is turned off, and the second when the hydraulic pump is on. With no input 
signal to the test rig, the signals were captured at a constant sampling rate of 1000 Hz, 
and filtered using a lowpass Butterworth filter with cut-off frequency 500 Hz. The 
standard deviation and mean values of the signals from the transducers are presented 
in Table 4.3.1. 
Hydraulic off S1 S2 S3 S4 S5 S6 S7 
mean -0.242 0.009 -0.174 2.0554 -0.012 -0.017 -0.013 
standard deviation 0.012 0.014 0.014 0.0589 4x 10"6 37x106 9.8x 10-6 
Hydraulic on S1 S2 S3 S4 S5 S6 S7 
mean -0.233 0.007 -0.159 2.0527 -0.012 -0.017 -0.013 
standard deviation 0.029 0.027 0.014 0.0587 4x 10-6 37x106 1 0x 10"6 
Table 4.3.1 The standard deviation and mean values of measurement noise: where 
notation of the variables are given below; 
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S1- ground input acceleration [m/s2] 
S2 - unsprung mass acceleration [m/s2] 
S3 - sprung mass acceleration [m/s2] 
S4 - force from the load cell [kN] 
S5 - ground input displacement [m] 
S6 - unsprung mass displacement [m] 
S7 - sprung mass displacement [m] 
The maximum error in the accelerometer reading was ±0.02 volts, when the signals 
are converted to acceleration (1 Volt/g) this error becomes readings multiplied by the 
calibration scale of 1 volt/ g, the errors increase to ±0.2 m/s2. This is a major 
contribution to the deviations of the recorded mean values of S1-S3 zero value. 
However, these trends can be removed prior to the estimation procedure or the 
following analysis in this section. When the hydraulic pumps are turned off, the 
standard deviation of S1-S3 are small, suggesting an acceptable accelerometer set-up 
for the test. Greater deviations are introduced when the hydraulic pump is turned on. 
The mean value from S4 can be considered to be the total weight of the rig seen by 
the load cell. However, it has a high standard deviation of almost 59 N. The 
displacement transducers have small standard deviations indicating small variations in 
the measurement readings. 
The frequency contents of the signals are analyzed by observing their power spectral 
density (PSD); plots of the PSD against frequency when the hydraulic pump turned 
off are presented in Fig. 4.3.4, and when they are on in Fig. 4.3.5. Furthermore, in 
order to test whether the signal has a normal distribution, a simple analysis is 
performed by observing the 'normal probability' plot of the signal. Fig. 4.3.3(a) shows 
the PSD of a normally distributed random sequence; 1000 elements, the mean and 
with standard deviation values of 0 and 1 respectively. Fig. 4.3.2(b) illustrates the 
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'normal distribution' test concept. The elements of the sequence are plotted against the 
cumulative probabilities of the standard normal distribution, these are displayed with 
the symbol '+'. Superimposed on the plot is a line joining the first and third 'quarters' 
of the sequence. This line is extrapolated out to the ends of the sequence to help 
evaluate the linearity of the signal. If the signal is normally distributed, the plot will 
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Fig. 4.3.3 PSD of a normally distributed sequence (a), and its probability plot (b). 






When the hydraulic pump is turned off, it can be said that the PSD of S 1-S3, see Fig 
4.3.4(a)-(c), are reasonably flat and similar to that in Fig. 4.3.3(a). From Fig. 4.3.4(d)- 
(fl, a horizontal level may be drawn for each plot. Some irregular peaks with 
amplitudes of the PSD are higher than the horizontal levels are seen at high 
frequencies. For the PSD of S4 shown in Fig. 4.3.4(g), there is greater number of high 
amplitude peaks seen at frequencies over 300 Hz. However, these high frequency 
components of the signal can be filtered out. As far as the frequency range of interest 
is concern, the PSD of all signals are acceptably flat and similar to that of the 
normally distributed random sequence in Fig 4.3.3(a). 
When the hydraulic pump turned on, the mean level of the PSD of Si is noticeably 
increased due to the fluctuations in the pump, see Fig. 4.3.5(a). The effect is greater at 
high frequencies. This is also seen, with a smaller effect, in S2. From the PSD of other 
signals, it is difficult to justify whether fluctuations from the hydraulic system have 











-60 0 50 100 150 200 250 300 350 400 450 500 
-20 
-40 
-60 0 50 100 150 200 250 300 350 400 450 500 
On 






















50 100 150 200 250 300 350 400 450 500 
0 50 100 150 200 250 300 350 400 450 500 
Frequency [Hz] 
Fig. 4.3.4. Plots of power spectral density [dB] against frequency [Hz] when the hydraulic 
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Fig. 4.3.5. Plots of power spectral density (dB) against frequency (Hz) when the hydraulic 
pump turned on: a) S 1, b) S?, c) S3, d) S5, e) S6, f) S7, g) S4. 
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Another simple analysis was carried out to check whether the signal has a normal 
distribution, as well as to look for any fluctuation caused by the hydraulic system. 
A normal probability plot for each signal is shown in Fig. 4.3.6 when the hydraulic 
pumps turned off, and in Fig. 4.3.7 with them turned on. Because only the linearity of 
each plot is of interest, therefore, the element values of each signal, which are on the 
y-axis, are not included. The range of the y-axis is from the minimum to the 
maximum values of the signal. 
From Fig. 4.3.6(a) -(c), it can be said that the plots are linear. The signals from S 1-S3 
may therefore be assumed to have a normal distribution. For S5 and S6, see Fig. 
4.3.6(d)-(f), small curvature can be observed on the plots. However, it can be arguably 
that they are linear. For S7, see Fig. 4.3.6(g), the plot is linear within a range, the plot 
deviates from the straight line at the extreme values. 
When the hydraulic turned on, change in shape of S1 can be obviously seen, see Fig. 
4.3.7(a). Plots of Si and S4, shown in Fig. 4.3.7(g) are similar, suggesting there may 
be a correlation between them. Again, there is no significant change for the other 
signals. All of the signals were, again, passed through a filter with cut-of frequency of 
40 Hz. The resultant plots are shown in Fig. 4.3.8. As seen from the plots, they are all 
linear, except at their extreme ends. The similarity between S1 and S4, referring to 
Fig. 4.3.7(a) and (g), disappear as high frequency components of the two signals have 
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Fig. 4.3.6 Normal Probability plots, hydraulic turned off: a) S1, b) S2, c) S3, d) S5, 
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Fig. 4.3.7 Normal Probability plots, hydraulic turned on: a) Si, b) S2, c) S3, d) S5, 
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Fig. 4.3.8 Normal Probability plots, hydraulic turned on, filtered at 40 Hz.: a) S 1, 
b) S2, c) S3, d) S5, e) S6, f) S7, g) S4. 
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The analysis in this section suggests the following important points. Firstly, from the 
analysis of signal mean and standard deviation, a certain level of confidence can be 
placed on the transducers used for the experiment. The dispersion level of the signals 
from the accelerometers and displacement transducers are acceptably small. However, 
increase in the dispersion is to be expected when the hydraulic pumps are turned on, 
particularly for the ground input acceleration, S 1. Another point to be noted is that the 
force transducers, S4, has a high standard deviation of about 59 N. This will reduce 
the confidence on the dynamic tyre force to be used in the estimation method. 
Secondly, from the analysis of the signal PSD and normal probability plots, the 
fluctuation produced by the hydraulic system, which is significant at high frequencies, 
can be filtered out. As far as the frequency range of interest is concern, the fluctuation 
caused by the hydraulic system contributes only a small effect to the measurement 
and can therefore be neglected. Finally, the assumption made during the derivation of 
the estimation method, that is the measurement noise is normally distributed, is 
justifiably acceptable 
4.3.4 Frequency Response 
Frequency response test for the single wheel station rig was performed, the input 
signals for the test were a swept sine wave of frequency 1-30 Hz and decreasing in 
amplitude. The test responses for the sprung and unsprung mass accelerations for 













Fig. 4.3.9 Frequency response (sprung mass acceleration/ground input acceleration) 
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Fig. 4.3.10 Frequency response (unsprung mass acceleration/ground input 




As can be seen the system has two modes, the body bounce and wheel-hop modes. 
The bounce mode is approximately in a frequency range of 1-3 Hz, and 10-15 Hz for 
the wheel-hop mode. With low amplitude inputs, non-linear friction causes the system 
resonances to take place at higher frequencies. At low frequencies, it was observed 
that the suspension components were locked, and the system bounces on the tyre. As 
the frequency increased, the suspension components broke free and the two masses 
moved separately. The break point occurred at a lower frequency as the input 
amplitude increased. This effect can be seen in Fig. 4.3.9 and 4.3.10, where the peaks 
move in the decreasing frequency direction. 
If the data for the frequency responses presented in this section was to be used in an 
estimation method, for example the least squares or weighted least squares, 
attempting to estimate the sprung and unsprung masses together with the spring and 
damping rate of the system, the resultant parameter estimated will certainly depend on 
which set of data is used. As an example, if the data set used is from a low level input, 
at the bounce mode we would expect the suspension spring stiffness estimated to be 
high and sprung mass to be low compared with that of high input. At wheel-hop 
mode, high tyre stiffness and low unsprung mass are to be expected. However, we 
would expect the parameters of the system to be the same or reasonably close whether 
the input magnitude is high or low since it is the same system. To keep the friction 
effect to a minimum, the input signal was chosen as a swept sine signal with high 
amplitude at low frequencies and decreasing amplitudes as the frequency increased. 
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4.4 Parameter Estimation Method 
In this section the estimation method employed for identifying the model parameters 
of the single wheel station is described. The technique used in the time and frequency 
domains both share a common concept. The technique is depicted in Fig. 4.4.1. First 
considering the estimation in the time domain when the single wheel station was 
excited by a swept sine wave input of increasing frequency from 1-30 Hz and 
decreasing amplitude. 
Excitation Input Single Wheel 
Station Test Rig 
Measured Response 
-------------------- ---------------------- ---- 
Modelled Response Measured Input 
A Quarter Vehicle 
pp- Model 
New Estimate 
Initial Estimate PaAlgmorithmpdate 
Off-line 
L--------------------------------------------- 
Fig. 4.4.1 Parameter estimation method. 
The system responses obtained from the test were the measured time-history signals. 
They were two signals from the displacement of sprung and unsprung masses, two 
from the acceleration of sprung and unsprung masses and the tyre force measured by 
the load cell. It should be noted that the five outputs are simple and economic to 
measure. These signals together with the measured ground input may be fed to the 
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model to produce the corresponding model time-history responses. The differences 
between the measured and modelled responses are then used to formulate an objective 
function in a parameter update algorithm. The update algorithm in Fig. 4.4.1 refers to 
a numerical search method that seeks the best possible parameter values by 
minimising the difference between the measured and modelled responses. Four 
different numerical search methods were considered; the standard gradient-based 
(GB) method such as quasi-Newton and Levenberge-Marquardt methods, the 
Downhill Simplex (DS), the original Differential Evolution (DE), and the proposed 
dvHDE methods. The dashed box in Fig. 4.4.1 indicates that the search process is an 
off-line and iterative procedure. Starting with one or a population of initial estimated 
parameters, the numerical search method updates the estimated parameter and moves 
toward a better region according to the objective function defined. The procedure is 
repeated with the new estimated parameters until the algorithm reaches its termination 
criterion. The final parameters are then taken as the solution of the estimation process. 
The normalised mean-square error (MSE) is commonly used as a measure of how 
well the model outputs agree with the system responses [116]; recalling that a MSE of 
less than 5.0 percent indicates good agreement while one of less than 1.0 reflects an 
excellent fit. In this work, we monitor the quality of fit by observing the five MSE 
values of the five measured and modelled time-history outputs. For each system 
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where Gym is the variance of the system output y,,, . ye is the corresponding model 
output and N is number of sampled data. The optimal parameter is then an individual 
that optimises the five MSEs simultaneously. The problem is therefore a multi- 
objective optimisation problem, in which a vector of five objectives is to be 
minimised. In this work, a compromise approach suggested in literatures, see for 
example [120-122], was employed such that objective function or the fitness for an 
individual parameter estimate is expressed by 
5 1/2 
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where Jk is the MSE value belonging to the kth model output, Jk is the ideal, usually 
not attainable, zero point, and Wk is weights given to the objectives to emphasis the 
different degree of importance. 
In the estimation in the frequency domain, the measured responses were obtained 
from the frequency response tests. They were the amplitude ratios and phases 
belonging to the accelerations of the sprung and unsprung masses relative to the 
acceleration of the excitation input. The corresponding modelled frequency responses 
were obtained using the technique developed in section 4.2.3. The parameter 
estimation was formulated as a minimisation of the weighted sum of difference 
between the modelled and measured frequency responses, using both the gains (the 
amplitude ratios) and phases of the sprung and unsprung masses. The weights given to 
the data at each frequency point were the reciprocal of the variance of the measured 
data obtained from a small number of repeated experiments. The search procedures 
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were carried out in a similar fashion as that in the time domain case. All 
computational codes both the estimation in time and frequency domains were 
implemented in MATLAB [108]. The estimation results are presented in the next 
section. 
4.5 Estimation Results 
This section presents the estimation results obtained by using the method described in 
section 4.4. It also discusses how well the model performs at mimicing the system 
being studied. The performance of the four different numerical search methods, the 
GB, DS, DE and dvHDE methods, are discussed and compared. The estimated 
parameters of the single wheel station such as masses and spring stiffnesses are also 
compared against that from the measurement data obtained by measuring each 
component separately. The results from the estimation in the time domain are 
discussed in section 4.5.1. The result suggested incorporating the system process and 
measurement noise information into model. This led to the use of the Kalman Filter, 
and the resultant model's quality of fit and possible errors are summarised in section 
4.5.2. The estimation in frequency domain is then followed in section 4.5.3. 
4.5.1 Time Domain Analysis 
Having obtained the experimental data required for the estimation method, the first 
attempt was to estimate the parameters employing a linear two degrees of freedom 
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(2DOF) model, denoted here as Model 1. The model outputs were obtained according 
to equation (4.5)-(4.9). The quality of fit in term of MSE values is given in Table 
4.5.1. To give an overall visual comparison of how well the model performed, time- 
history of the measured and modeled outputs are plotted on the same graphs, in Fig. 
4.5.1-fig. 4.5.5. From the plots, it can be seen that the model is `in the right order', 
however it only roughly fits the system outputs. The highest MSE value, which 
belongs to the sprung mass displacement, is almost 11 %. Detailed and careful 
observations reveal that the modeling errors in several aspects can be used to improve 
the model. First, as indicated by the MSE value and obviously seen from Fig. 4.5.1, 
sprung mass displacement is asymmetrical. One side of the response tends to be 
greater than the other. This indicates that the suspension component behaviour is non- 
linear. Since the suspension deflection, the relative displacement between the sprung 
and unsprung masses, is small, the suspension spring is expected to behave in its 
linear region. Therefor, the asymmetrical effect seen on sprung mass displacement 
should mainly come from the non-linear behaviour of the damper. Secondly, the 
model tends to over-produce the force acting on the sprung mass resulting in higher 
displacement and acceleration, see Fig. 4.5.1 and Fig. 4.5.2. The asymmetry effect can 
also be observed on the sprung mass acceleration, particularly at frequencies between 
the two natural frequencies, approximately between time 10-30 seconds on the plot. 
MSE(zs) MSE(zu) MSE(zs) MSE(zu) MSE(f) 
Model 1 10.90 0.14 8.86 8.37 6.89 
Model 2 4.23 0.13 7.59 6.82 5.26 
Model3 3.24 0.12 7.21 6.62 3.80 
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Fig. 4.5.1 Plot of time history of the sprung mass displacement (Model 1): 
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Fig. 4.5.2 Plot of time history of the sprung mass acceleration (Model 1): 
Modelled - black, Measured - grey. 
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From Fig. 4.5.3, the measured and modelled unsprung mass displacements agree well, 
as also indicated by a low MSE value of 0.14%. In Fig. 4.5.4 and Fig. 4.5.5, 
considering at the low frequencies, approximately between time 5-10 seconds, the 
acceleration and dynamic tyre force generated by the model are higher than the 
measured ones. Furthermore, the non-linearity or distortion of the responses at their 
peaks can be seen. An interpretation from these two facts may be made that the 
friction, which may arise from the rollers attached to the masses rubbing against the 
test rig and from the actuator moving against its rubber seals, has an important 
contribution to the difference between the measured and modelled responses. At 
higher frequencies, the asymmetrical effect caused by the non-linear behaviour of the 
damper has a greater influence on the difference between the measured and modelled 
responses. Considering both responses at the wheel-hop frequency and thereafter, i. e. 
approximately between time 31.5-35 seconds, it can be seen that the responses are 
symmetrical about the horizontal axis. The differences between the modelled and 
measured values are approximately constant. An interpretation may be made that if 
the damper behaviour within the range being considered is assumed symmetrical, the 
differences may then arise from other sources, such as the damper no longer behaving 
like a dashpot element, and the damping force produced is not only a function of 
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Fig. 4.5.3 Plot of time-history of the unsprung mass displacement (Model 1): 
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Fig. 4.5.4 Plot of time history of the unsprung mass acceleration (Model 1): 



















5 10 15 20 25 30 
Time [s] 
Fig. 4.5.5 Plot of time history of the dynamic tyre force (Model 1): 
Modelled - black, Measured - grey. 
Based on the equation of motion derived in section 4.2, further modifications were 
made to better capture the system response. The modifications were mainly suggested 
by the results from the case studied carried out on the parameter estimation of the 
damper in Chapter 3. Then, the second model experimented was a 2DOF model with 
the damper modeled as bilinear dashpot element, denoted here as Model 2. The 
damping force in equation (4.9) is then replaced by the following equation. 
fd - dr 
l+sign(zs -zu) +d, 
sign(is -zu) 
22 
(zs -zu) (4.30) 
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The third model considered was a 2DOF model with the damper modeled as a linear 
compliance spring in series with a bilinear dashpot element, denoted as Model 3. The 
damping force was calculated from the equation given below, see also Table 3.3.1. 
fd = fds = fdv (4.31) 






where fds and fdv are compliance spring force and viscous damping force of the 
damper model respectively. xs represents deflection of the spring element, and kc, is 
its stiffness. Vd represents velocity across the dashpot element, d, and dd are damping 
rates in the rebound and compression direction respectively. The qualities of fit of the 
second and third models are given in Table 4.5.1. The model with a bilinear damper 
gives a better fit when compared with that of the linear model, the MSE values being 
reduced indicating a better agreement between the measured and modeled outputs. 
The highest MSE value reduces from about 11% to 7.6%. Further improvement were 
obtained with Model 3, as indicated by the MSE values. The highest MSE value 
reduces to about 7%. The highest values of MSE are from the sprung and unsprung 
mass accelerations. This suggests that they least agree with the measured ones. To 
provide a visual comparison, time-histories of the responses obtained from Model 3 
are plotted in Fig. 4.5.6 - Fig. 4.5.9. Similar arguments made in Model 1 can be said 
for Model 2 and Model 3. Though Model 2 and 3 were able to capture the measured 
responses better than Model 1, the discrepancy of the modeled responses from the 
measured ones can still be seen, particularly at high 
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Fig. 4.5.6 Plot of time history of the sprung mass displacement (Model 3): 
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Fig. 4.5.7 Plot of time history of the sprung mass acceleration (Model 3): 
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Fig. 4.5.8 Plot of time history of the unsprung mass acceleration (Model 3): 
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Fig. 4.5.9 Plot of time history of the dynamic tyre force (Model 3): 
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frequencies, for example see Fig. 4.5.7-Fig. 4.5.9. The worst difference belongs again 
to the sprung and unsprung mass accelerations. Close observation of Fig. 4.5.7 and 
Fig. 4.5.8 revealed that nonlinear and distortions of the measured signal at low 
frequencies contribute to an important additional error to the other sources (such as 
those caused by `non-optimum' parameters being used to obtain the model outputs, 
and those due to the model itself not being `perfect'). 
A comparison of the performance of the GB, DS, DE and dvHDE methods based on 
estimation of parameters of Model 3 is presented in Table 4.5.2. This is again shown 
in terms of the mean and standard deviation values after 20 independent runs of the 
fitness or cost function JMsE, computational time taken, Tcpu, and number of function 
evaluation, Njvai. 
Method m"MSE 6JMSE mTcPU [S] 6TcPu [S] MNJval aNfo, 
GB 47.61 31.03 421.16 165.95 1174.0 466.9 
DS 11.01 0.20 559.52 1.20 1400.4 11.9 
DE 10.99 0.13 440.95 6.80 1212.0 6.2 
dvHDE 10.88 0.01 334.96 6.52 1031.2 15.1 
Table 4.5.2 Comparison of the performance of the GB, DS, DE and dvHDE methods. 
There existed infeasible search regions where chromosomes caused the model to be 
unstable and/or caused the search algorithm to stop during the runs. The GB required 
a feasible starting point, and the search arrived at different final values for different 
starting points. From Table 4.5.2, it can be seen that with the GB method the search 
was trapped in local minima as indicated by high values of the mean and standard 
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deviation, mlMSE and 6 fMSE respectively. A high value of CPU-time reflects that when 
the search enters a valley of the search space, it continues searching in the direction 
determined by the information of the gradient of the cost function before the 
termination criteria was met. 
The DS method was able to reach the optimum point most of the time, however many 
times it failed to do so. The final value of the cost function was thus seen to be higher 
than that of the DE and dvHDE methods. In term of time, the DS method required 
more time to reach the optimum point than the DE and dvHDE methods. This 
suggests that the DS method has a slow convergence speed. The results from the DE 
and dvHDE methods are close to each other. The dvHDE method was able to find the 
optimum point every run. This was not the case for the DE method, as evident from a 
slightly higher value of m. MSE and 
a... The dvHDE performed less number of 
function evaluations, thus required less time. The results in Table 4.5.2 lead to 
exclusion of the GB and DS methods, only the DE and dvHDE methods are further 
compared and discussed in the next sub-section, as they performs better for the 
problem studied. 
4.5.2 Estimation Results with Kalman Filter 
In this section the results when incorporating a Kalman Filter into the parameter 
estimation of the single wheel station are presented. The Kalman Filter provides the 
unmeasured' states of the system. These signals together with the measured system 
outputs are used to obtain the model outputs, which is in turn used in calculating the 
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MSE values and the objective function of the optimisation process. The MSE values 
are considered to be a measure of the fitting quality of the model to the five system 
output signals. The MSE values obtained in section 4.5.1 are relatively high with a 
peak value of about 7%, bearing in mind that a MSE value of less than 5.0 percent 
indicates good agreement while one of less than 1.0 reflects an excellent fit. This 
reflects that the models considered so far are relatively simple, with a small number of 
model parameters needing to be identified. With these models, modelling and 
parameter estimation tasks require reasonably short periods of time. The models 
however have not dealt with friction and other nonlinearities, such as hysteresis which 
is commonly observed at high frequencies. Other sources that contribute to the 
difference between the modeled and measured response include issues such as process 
and measurement noise. The next investigation attempts to further improve the model 
so that it better mimics the dynamic behaviour of the system being studied. To better 
represent the behaviour of the system that includes both process noise and 





where A and B are the system and input matrices respectively, w is process noise, 
assumed to be Gaussian white noise with know covariance Q. Matrix G, which acts as 
a filter, takes into account the case where process noise is not white. C and D are the 
output and direct transmission matrices respectively and v accounts for measurement 
noise, again, assumed to be Gaussian white noise with covariance R. The priori 
knowledge of the system and measurement dynamic in equations (4.34)-(4.35), 
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together with the statistics of the process noise and the measurement noise can be 
used to optimally predict the `unmeasured' system states using a Kalman Filter (KF). 
For more details about the Kalman Filter, readers are referred to the literature [123- 
125]. With the KF, available information about the system i. e. the noise properties 
and the measured system outputs are used in the model building and parameter 
estimation procedures. The final MSE values when incorporating the KF are given in 
Table 4.5.3. The values are below 3.5 percent. It can therefore be said that the model 
give a good fit to the system responses. 
The parameters of the single wheel station were measured prior to the investigation, 
these values are referred to as the component test data, and are listed in Table 4.5.4. It 
should be noted that the damper compliance stiffness kc, and the two damping rates 
inserted in the table were obtained from `best fit' for the measured damper force 
presented in Fig. 4.5.10. 
MSE(zs) MSE(zu) MSE(zs) MSE(zu) MSE(f) 
Without using KF 
Component test data 3.58 0.36 8.51 7.63 3.67 
Estimated (dvHDE) 3.24 0.12 7.19 6.62 3.53 
Estimated (DE) 3.23 0.13 7.21 6.62 3.80 
Using KF 
Component test data 0.001 0.010 4.21 7.70 1.81 
Estimated (dvHDE) 0.001 0.007 3.24 2.39 1.68 
Estimated (DE) 0.001 0.008 3.28 2.40 1.72 
Table 4.5.3 The final MSE values based on component test data and from the 
dvHDE and DE methods. 
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The estimated parameters of the single wheel station together with the percentage 
difference when compared with the component test data are also provided in Table 
4.5.4. The dvHDE method produces a very similar set of estimated parameters to that 
of the DE method, and the differences between the final MSE values of the two 
methods are very small. Therefore, in terms of MSE values and the estimated 





1 100 U 
0 
U 
(1) I- a3 
-100 C) 2 
-200 













-300 L 0 10 20 30 40 50 60 
Time (s) 
Fig. 4.5.10 Plots of measured and modelled forces of the spring-damper subassembly. 
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The estimated parameters from the two methods are shown to vary from the 
component test data, the greatest difference being in the damper parameters. Though, 
the estimated parameters differ from the component test data, it however, does not 
imply that the identified model, one with the estimated parameters, is less favourable 
to the nominal model, one that is based on the component test data. When comparing 
the MSEs, the values obtained both from the DE and dvHDE methods are all smaller 
than those that are based on the component test data. A comparison of the time history 
of the five system responses and that of the identified and nominal models may 
provide a graphical illustration of this fact. However, they are not show here, as MSE 
values are sufficient to reflect the comparison and the measure of quality of fit. It is 
then justified that the model with the estimated parameters represents the system 
being studied better than the model based on the component test data. 
Parameter ms mu ks kl dr dc kd Sp, 
(Kg) (Kg) (kN/m) (kN/m) (Ns/m) (Ns/m) (kN/m) 
Component 
178.70 29.40 15.01 232.50 1900 1100 348.0 Test data 
dvHDE method 180.42 27.85 15.93 230.92 1992 1215 438.45 
% Difference 0.96 5.27 6.13 0.68 4.84 10.45 25.99 
DE method 180.93 27.62 15.84 231.10 2031.4 1271.3 443.51 
% Difference 1.25 6.05 5.53 0.60 6.91 15.57 27.45 
Table 4.5.4 Estimated and component test parameter values 
The result from Table 4.5.4 and Fig. 4.5.10 suggest that the major source of 
discrepancy between the modelled and the measured responses may come from the 
spring-damper subassembly. To accurately represent the damper characteristic, a 
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more complex damper model is needed. It must also be noted that the measured 
damper characteristic obtained form testing the damper separately on a damper test rig 
differs from that which may be obtained on the single wheel station in two important 
aspects. First, in the damper test, where one end of the damper unit is fixed to the test 
rig, and the other is connected to the input actuator, the information or data obtained 
does not contain the inertia effect of the damper unit itself. While on the single wheel 
test rig, the damper unit does move up and down together with the sprung and 
unsprung masses. This possibly has an effect on the response of the whole system. 
Secondly, the model employed has not taken account of other nonlinearities in the 
damper behaviour. The nonlinearities may come from hysteresis, friction between the 
damper seals and rod. The damper behaviour is also dependent on its displacement, 
temperature, and input frequency. A closer analysis revealed that at low input 
frequencies, friction was the main contribution to the different between the modelled 
and the measured responses. While at high frequencies, particularly at the high 
velocity typical of the wheel hope mode, the discrepancy between the modelled and 
the measured responses is mainly caused by hysteresis. In addition, the non-linearity 
in the spring-damper assembly is relatively strong since the inclined spring generates 
a considerably side-loading on the damper, which tends to cause an increase in the 
hysteresis due to friction between the rod and seal. However, as usually true, the 
model obtained is a compromise between the computational complexity and a 
satisfactory description of the system. For the objective of the study in this work, the 
model proposed has been shown to be sufficient for the purpose. Further improvement 
in quality of fit, i. e. lower MSE values, may be obtained with a more complex model. 
This means the model may contain more parameter to be identified, or including other 
`unmodeled' effects such as friction from the side-rollers, non-Gaussian noise and 
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Fig. 4.5.11 Typical plot of fitness values against iteration number, 
obtained from Model 3 using the DE and dvHDE methods. 
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Comparing the performance of the numerical search methods, typical plots of the 
fitness values belonging to the best individuals from each generation, and the 
corresponding population diversity are illustrated Fig. 4.5.11 and Fig. 4.5.12 
respectively. Between the two methods, it is observed from Fig. 4.5.11 that the DE 
shows a slower convergence rate than that of the dvHDE method. Furthermore, there 
are several consecutive iterations that the DE method failed to update the fitness value 
JMSE. As an example, considering an interval from the sixth to twentieth generation, 
where the fitness values by the DE method in Fig. 4.5.11 remains unchanged and the 
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corresponding population diversity in Fig. 4.5.12 is decreasing. This situation 
suggests that the mutation and crossover operations in the DE method only improved 
the search through selection, where better chromosomes replaced the less fit ones. It 
however failed to update the best chromosome. As the population further evolved, the 
fitness value JMSE and the population diversity further reduced. When arrived at one 
point during the search, approximately at the eightieth generation, the mutation and 
crossover operations was unable to produce any better offspring chromosomes to 
replace their parent chromosomes. This is evident on Fig. 4.2.11 and Fig. 4.2.12 as is 
that both the JMSE and population diversity remained almost unchanged. The DE 
method then terminated as the maximum iteration was reached. It, therefore, failed 
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obtained from Model 3 using the DE and dvHDE methods. 
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The dvHDE method quickly moves the search to appropriate regions, the fitness 
values successively reducing. After approximately the thirtieth generation and up to 
the ninetieth generation, the population diversity rapidly decreased and the fitness 
values approached the optimum value. After that, the population diversity was very 
close to zero and further decrease in the fitness values were only small, as the iteration 
reaching the termination criterion set. This suggests the dvHDE method has located 
and found the optimum point. The average value of the fitness function, mJMSE , from 
20 independent runs is 4.43 with standard deviation 6 JUSE of 0.15. While for the DE 
method, the two values are 6.82 and 3.56 respectively. It can therefore be said that the 
dvHDE method was able to find the optimum point, and was more consistently able to 
do so than the DE method. The mean CPU-time, aTcpu , 
from 20 independent runs is 
432.45 seconds. Comparing with aTcpu of 533.87 seconds by the DE method, when 
the search converged, the dvHDE thus improves the convergence by approximately 
19 percent. 
4.5.3 Estimation Results: Frequency Domain 
This sub-section presents the estimation results when the parameters of the single 
wheel station were estimated using frequency response data as described in section 
4.4. These are based on Model 3 from the previous sub-section, and the model was 
further modified to take into account the friction and hysteresis. The friction was 
accounted for by a simple element that produced a friction force as a function of 
velocity, while the hysteresis was accounted for by an element that generated force as 
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a function of frequency and velocity across the suspension. The estimation results 
when the excitation input was the swept sine wave of frequencies 1-30 Hz and 
maximum amplitudes of 7.5 and 12.5 mm respectively presented in Fig. 4.5.13 and 
Fig. 4.5.14. 
From the plots, it can be said that overall the model captured the system dynamic 
relatively well, though the difference between the modelled and measured frequency 
responses can still be seen, particularly toward the high frequencies. There were three 
possible main sources of error that contributed to the differences. First was the 
limitation of the model, this means the modelling error including the additional 
elements representing friction and hysteresis. The second was error due to the 
limitation of the method of obtaining the frequency response itself. The third was due 
to the errors in the parameter estimation procedure when formulating the objective 
function. The weights given to the data at each frequency point may cause a possible 
fault in the cost function. For example, the unreliable points such as at the beginning 
and the end of frequency range could cause the objective function to be weighted in 
their favourite. When the parameter search evolved the estimated parameters were 
formulated according to the objective function, however this was not a serious 
problem, as seen from the result shown on the plots. For the investigation carried out 
in this chapter, the model and the parameter estimation procedure have satisfactorily 






























































































































In this chapter, the system identification and parameter estimation was applied to a 
single wheel station. The investigation was a development toward a more complicated 
problem for parameter estimation of a full vehicle, which will be presented in the next 
chapter. The identification and parameter estimation was carried out in both the time 
and frequency domains. The analyses on linear and nonlinear models were discussed. 
The resultant model that described the dynamic of the single wheel station with an 
acceptable accuracy was Model 3. Model 3 comprised of sprung and unsprung 
masses, with suspension and tyre spring, which were modelled as linear spring 
elements, and the damper was modelled as a spring in series with a bilinear dashpot. 
The model's quality of fit of the model measured in term of MSE was approximately 
7%. With the use of more information on system and measurement noise properties, 
the model quality of fit was improved with the highest MSE value being below 4%. 
As far as modelling is concern the modelling error mainly arise from nonlinearities in 
the spring-damper sub-assembly (strut). Apart from the nonlinear behaviour of the 
damper, which was amplitude, frequency, and temperature dependent, the strut 
assembly tended to introduce further nonlinearities in the form of friction and 
hysteresis. A more accurate model may be obtained with an expense of more 
modelling effort required and an increase of complexity in the numerical solution and 
parameter estimation procedure. The performance of the parameter search methods 
were discussed and compared as complexity of minimisation problem increased. The 
GB method was shown to suffer from local minima problems. The DS method 
encountered local minima many times and had a slow convergence rate. The DE and 
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dvHDE methods were able to find the optimum point. The DE several times reached a 
situation where the mutation and crossover operations could not produce a better 
offspring that won over its corresponding parent. This resulted in the DE failed to find 
the optimum point. When converging, the DE had a steady convergence rate. 
However, there were several consecutive generations that the DE method failed to 
update the best chromosome. The dvHDE has shown to be the most favourable 
method amongst the methods considered. Measured in term of the time required to 
reach the optimum point, the dvHDE required 19% less computational time, and was 
shown to consistently find the optimum point. 
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CHAPTER 5 PARAMETER ESTIMATION OF A LANDROVER 110 
5.1 Introduction 
The identification and parameter estimation technique developed in the previous 
chapters is applied to a full wheeled vehicle in this chapter. The investigation is 
performed on a Landrover 110, using a four-post suspension test facility. The tasks to 
be carried out are the same as in the case of the `single wheel station' of the last 
chapter; that is to choose the best model among a set of models considered and to 
estimate the model parameters. However, the system identification and parameter 
estimation task is more difficult due to the following two main reasons. First, the 
dynamic behaviour of the vehicle is complex because of the coupling together of the 
different modes [3,4] and the nonlinear characteristics of the components involved 
[1,2]. The second is that it involves a larger number of parameters to be identified. To 
successfully obtain a vehicle model and its parameters, the problem must be divided 
into several stages. Due to time limitation, the results presented in this chapter are 
from the initial investigation when the interest has been focused on the vehicle 
dynamics in the bounce and pitch modes. A model considered in the identification and 
parameter estimation process was derived from a four degrees of freedom (4DOF) 
model. An investigation into the problem that considers the vehicle in bounce, pitch 
as well as roll motions and employs a more complex model has been left for future 
work. Some preliminary results from the identification using a 4DOF model that takes 
into account the effect of the vehicle suspension linkages, and a seven degrees of 
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freedom (7DOF) model, which allows for vehicle body bounce, pitch and roll and the 
axle roll, are provided in Appendix C. 
This chapter is organised as follows. Section 5.2 describes the vehicle test facilities, 
the four-post suspension test rig, and the experimental set-up. Various tests were 
carried out enabling both the time history and frequency responses to be collected and 
discussed. Equations of motion were used to generate a model for the vehicle under 
investigation. The model was a planar model (2-dimension in longitudinal and vertical 
planes) having four degrees of freedom, and it is described in Section 5.3. The 
estimation of the model parameters was formulated as a multi-objective optimisation 
problem in the frequency domain. Having in mind that parameter estimation in the 
time and frequency domain are complementary, and both have their advantages and 
disadvantages, however due to limited amount of time, the parameter estimation in the 
time domain was left for future work. When estimating in the frequency domain, the 
objectives are to minimise the differences between the frequency response of the 
vehicle model and the experimentally obtained frequency response. The frequency 
response is a standard test and commonly used for experimental dynamics 
investigations. The parameter estimation in the frequency domain thus has an 
advantage of ease of access to experimental data. Use of accelerometers allow the 
vehicle response at various locations to be measured conveniently. The estimation 
procedure is described in section 5.4 and the results are presented in section 5.5. 
Finally, the conclusions were drawn in section 5.6 regarding the model quality and the 
performance of different numerical search methods. 
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5.2 Vehicle Testing 
5.2.1 The Four Post Test Facility 
The vehicle used in this study was aL 110 Long Wheelbase Military specification 
Landrover, see a photograph in Fig. 5.2.1. The vehicle has four-wheel-drive and 
consists of two beam axles. The rear axle is located longitudinally by trailing arms, 
and laterally by an `A' frame upper link mounted to the vehicle chassis. Coil springs 
and inclined dampers are used, see the bottom left photograph of Fig. 5.2.1. Similarly 
the front axle is located longitudinally by leading arms. Coil springs and dampers are 
used, the dampers are installed vertically through the coil springs, see the bottom right 
photograph of Fig. 5.2.1. Lateral control of the front axle is provided by using a 
Panhard rod. 
Experiments involved in this study were performed at the Engineering Dynamic 
Centre, Royal Military College of science, Cranfield University, UK. The vehicle 
tests were performed on the four post hydraulic rig, also shown in Fig. 5.2.1. The test 
rig consisted of four independently driven, high bandwidth electro-hydraulic 
actuators; these had a maximum dynamic stroke of 150 mm. The test rig is mounted 
rigidly to a steel base, which in turn is fixed to the floor. The test rig is controlled 
using displacement feedback by a Type 3142 servo control unit manufactured by 
Servo Consultants Ltd. The control unit has the ability of controlling each of the four 
actuators separately by the use of four separate voltage signal inputs. Fig. 5.2.2 
provides a layout of the main equipment of the four post test rig. The wheels of the 
vehicle were placed on top of rectangular plates, called `wheelpans', that in turn are 
attached to the top of the actuators, thus enabling the wheels to be excited by 
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simulated ground inputs. A ground input from a computer or arbitrary signal 






Fig. 5.2.1 Four Poster Test Rig and a Landrover 110 front and rear suspension. 
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Fig. 5.2.2 A layout of the Four post test facility 
001 
Ground input 
The vehicle responses were measured using a variety of sensors. The dynamic and 
static tyre contact forces were measured using force transducers, also called load cells, 
installed in the four wheelpans. The actual ground input to the vehicle, that is the 
wheelpan displacements, was measured using the rig's internal transducers, 
permanently installed within each actuator housing. The displacements such as that of 
the vehicle body and wheel-axle masses were measured by using the available 
potentiometers and linear voltage displacement transducers, LVDTs, attached to 
appropriate positions of the test vehicle. The required acceleration measurements 
were obtained by using accelerometers attached to the vehicle at various positions. 
The required measurements were filtered using lowpass filters with a cut-off 
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frequency of 30 Hz. The sensor signals were then collected by data capture software 
that was capable of collection 16 signals at the same time using another computer. 
5.2.2 Time Response 
The tests carried out on the vehicle consisted of both time response and frequency 
response tests. During the initial investigation of the vehicle, its response to different 
types of input were examined. These included sine waves at different frequencies and 
amplitudes, step inputs and swept sine where the input signal was continuously 
increasing in frequency from 0.5 to 30 Hz and decreasing in amplitude. Fig. 5.2.3 and 
Fig. 5.2.4 shows typical plots of the time history of the vehicle suspension working 
space measured across the suspension springs, and the dynamic tyre force at the four 
road wheels, when the vehicle was excited with all four actuators driven in phase by 
the same swept sine input. 
The plots of suspension working space, which are the relative displacements of the 
vehicle body to the axles, show the nonlinear dynamic behaviour of the vehicle 
suspension in the frequency range of interest. First, it can be seen in Fig. 5.2.3 that 
there are two peaks. These belong to the vehicle body bounce and wheel hop resonant 
frequencies. At the beginning of the excitation and up to about 10 seconds in the 
plots, i. e. low frequencies interval, it can be seen that the suspension working space at 
the front, both the right and left hand sides, are approximately the same amplitude in 
positive and negative directions. This suggests that the suspension at the front 
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behaved in a approximately linear fashion. At about the peak, the amplitude of the left 
side was slightly higher than that of the right side. 
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Fig. 5.2.3 Time history of vehicle suspension working space; (a) front, (b) rear 
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Considering the same interval for the rear, it can be seen that the suspension working 
space in the positive and negative directions are similar in amplitude, and the plot of 
'illllllllý'""' 
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the rear left side is very similar plot of the rear right side. This suggest that the vehicle 
suspension at the rear corners behaved approximately linearly and the excitation did 
not induce significant vehicle body or axle roll. Then from about 10 second onwards, 
the displacements tend to be offset toward the negative direction, suggesting a bilinear 
character of the suspension dampers. 
Considering the front, when the input excited the wheel hop mode, it is seen that 
amplitude of the suspension working space at the left hand side is larger than the 
right. The plots suggest that the front of vehicle or the axle was rolling as well as 
bouncing. When considering the rear, near the wheel hop resonant and from that 
frequency onward, the shapes of the suspension working space of the left and right 
hand sides are similar. This suggests that the vehicle body roll and/or the rear axle roll 
can only be made by a close observation of the two signals or other vehicle responses 
need to be considered. 
The plots of dynamic tyre forces are presented in Fig. 5.2.4. Considering the rear 
wheels, it is seen that at the body bounce and wheel hop resonances, the amplitudes of 
the dynamic tyre force of the left hand side are larger than the right hand side. While 
at the front wheels, the amplitudes of the dynamic tyre force at the right hand side 
tends to be larger than that of the left. The plots also suggest that there are possibly 
other resonances in addition to the two, body bounce and wheel hop resonances, as 
can be seen clearly on the plot of the front right hand side wheel. The first additional 
peak occurred slightly after the excitation has passed the body bounce mode may be 
due to the vehicle body pitching motion. The second additional peak occurred after 
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the wheel hop mode possibly caused by the engine motion, which is mounted at the 
front end of the vehicle. 




















c _2 a 0 
0 10 20 30 40 
Time [s] 
(b) rear right side 
V 
-3 
0 10 20 30 40 0 10 20 30 40 
Time [s] Time [s] 
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The analysis of the time history plots of the vehicle responses, such as presented here, 
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useful information for the modelling of the vehicle model for identification and 
parameter estimation purposes. Here the vehicle motion in bounce was considered, 
and it is suggested from the plots that, first, the vehicle suspension showed nonlinear 
characteristics, and secondly, the coupling of the vehicle motions in bounce, pitch and 
roll complicated the response of the vehicle, and thus the vehicle modelling. In this 
chapter, when modelling the vehicle, the nonlinear characteristics of the vehicle 
suspension is simplified, and the coupling effect of the vehicle motions in bounce, 
pitch and roll are considered separately. 
5.2.3 Frequency Response 
Information on the vehicle behavior can be obtained from frequency response test. 
The frequency response test performed was a swept sine which involved driving the 
actuators with a sine wave at discrete frequencies, starting at 0.5 Hz and sweeping 
through to 30 Hz in a number of specified steps. The acceleration of the vehicle was 
measured at different places and recorded. The use of accelerometers offers the 
benefit that they can be mounted conveniently at different locations on the test 
vehicle. An identical accelerometer, to those on the vehicle, was attached to the front 
right hand side actuator platform for use as reference input. At each discrete 
frequency, the accelerations of the vehicle and actuator were measured over a number 
of sine wave cycles. The amplitudes of the measured accelerations at the discrete 
excitation frequencies were calculated automatically by the computer control 
equipment, thus enabling the amplitude of the vehicle accelerations to be compared to 
the amplitude of that of the reference ground input. This method of testing is the 
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standard transfer function test. There were initially five accelerometers attached to the 
vehicle. One accelerometer was mounted on the front left hand side wheel, another 
one was on the back left hand side wheel. These two accelerometers on the wheels 
would thus measure the response of the front and rear unsprung masses respectively. 
One accelerometer was mounted at the center of gravity of the vehicle and would 
measure vehicle bounce motion. One accelerometer was at the front of the vehicle on 
the centre line of the vehicle (mid-track). This would be used to measure the vehicle 
pitch motion. An accelerometer mounted to the left of the vehicle in line with the 
centre of gravity would be used to measure vehicle roll motion. Additional 
accelerometers could be mounted and used for further investigation as required. 
The vehicle frequency response tests were carried out in three phases; the first with 
the vehicle in bounce, the second with the vehicle excited in pitch, and the third with 
the vehicle excited in roll. In the bounce transfer function tests, all four actuators were 
driven simultaneously in phase at the same amplitude and frequency. Similarly, the 
pitch test was carried out with the rear two actuators 180° out of phase relative to the 
front two actuators. The actuators movement would then induce primarily vehicle 
pitch motion. In the vehicle roll test, the right hand side actuators were driven 180° 
out of phase to the left hand side actuators. The actuator movement would induce 
primarily vehicle roll motion. The test results are presented and discussed below. 
Figures 5.2.5 and 5.2.6, respectively show the frequency response of the vehicle body 
and axles in the bounce motion test. Four accelerometers were placed at the four 
wheel-corners of the vehicle chassis, vertically above the axles. Three more 
accelerometers were mounted at different locations but all were inline with the vehicle 
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centre line; the first one was at the middle of the front chassis cross member, the 
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Fig. 5.2.5 Plots of vehicle body frequency response in bounce; (a) rear corners, (b) 
front corners. 
In Fig. 5.2.5, the resonance frequencies of the vehicle rear corners are approximately 









are very similar up to about 10 Hz, after which they start to deviate. The resonance 
peaks for the front corners are less obvious. The maximum amplitude ratio recorded 
took place at an excitation frequency of approximately 1.7 Hz. The amplitude ratios 
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Fig. 5.2.6 Plots of frequency response in bounce; (a) rear axle, (b) front axle. 
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The wheel hop resonance frequencies for the rear and front axles are approximately 
11 Hz and 10.5 Hz respectively, see Fig. 5.2.6. The amplitude ratios and phases of the 





















Fig. 5.2.7 Plot of vehicle body frequency response (front end). 
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It can also be seen from the plot of the vehicle frequency response at the middle of the 
cross member of the front chassis in Fig. 5.2.7 that there was another peak, which 
occurred after the bounce mode. This is the pitch resonance of the vehicle body. The 
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differences between them can be seen from the low frequencies, with larger 
differences after the wheel hop modes. This was to be expected because of the axle 
roll and that their centres of mass were a small distance from the vehicle centre line. 
5.3 Vehicle Models 
In order that the parameter estimation procedure can be carried out, both the measured 
and modelled responses are required. The responses from a model are usually 
obtained by performing a simulation on a computer, where the model equations of 
motion are solved. The mathematical model for the vehicle under test was developed 
in a number of stages, and at each stage the response of the model to various inputs 
was compared to that of the real vehicle. This approach would ensure that the model 
was built in accordance with the available experimental data. 
Three models were initially considered, two of them can be derived by hand, the other 
is generated using a commercial multi-body dynamics software. The first and second 
both are four degrees of freedom models and contains 12 parameters to be identified. 
The second model is different from the first model in that it takes into account the 
effect of the vehicle suspension linkages. The model is thus nonlinear and derivation 
by hand is not impossible. The third model is a seven degrees of freedom (7DOF) 
model and contains 22 parameters to be identified. 
To assess the quality of each model in describing the dynamic behaviour of the 
vehicle under test, a search for the `best' parameters according to the cost function set 
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must be performed, using one of many numerical search techniques available. For a 
chosen search method, it usually requires a reasonable number of search runs so that 
the comparison between the models is fair and statistically justified. Similarly, for a 
given model, a reasonable number of runs need to be carried out in order to compare 
and then justify the performance of different numerical search methods. Due to a 
limited amount of time, only a small number of runs have been carried out for the 
second and third models, both of which take considerably time to complete each 
parameter estimation cycle. As a consequence, the descriptions and qualities of fit of 
the second and third models are provided separately in Appendix C. The results of the 
investigations carried out in the previous chapters have shown that the GB method 
tends to suffer from local minima problem, the DS method experiences both local 
minima and slow convergence problem, and the DE method has a slower convergence 
speed. The parameters of the second and third models were therefore chosen to be 
identified using the dvHDE method. 
This section describes the derivation of the equations of motion of the first model. 
The model is then used in the parameter estimation procedure and the comparison of 
four different numerical search methods; the GB, DS, DE and dvHDE methods. 
Model 1: vehicle bounce and pitch model 
The first stage in the development for a full vehicle model of the Landrover 110 was 
the creation of a four degrees of freedom (4DOF) model. The model is a planar model 
in 2-dimensional planes (longitudinal and vertical) as depicted in Fig. 5.3.1, see also 
247 








In Model 1, the vehicle is modelled by three lump masses, ms, mf and mr; where ms is 
the sprung mass representing the vehicle body whose moment of inertia property is 
denoted by I, mf and mr are the front and rear unsprung masses representing the front 
and rear axles and associated hardware, respectively. Noting that, it is difficult to 
specify precisely which parts of the vehicle should be on the sprung or unsprung 
masses, therefore ms, mf and mr are the equivalent masses. The compliance and 
damping properties of the vehicle front and rear suspension springs, dampers and 
bushes are represented by idealised springs and viscous damping elements, with the 
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stiffnesses of kf, kr and the damping coefficients df, dr for the front and rear, 
respectively. The sprung mass is supported by the front and rear suspension forces 
acting at the distance of if and 1, respectively away from the centre of gravity. The 
front and rear tyres are modelled as linear springs elements, where k f, ktr denoting the 
tyre stiffnesses of the front and rear types respectively. In addition, it is further 
assumed that the only point contact occurs at the wheel contact patches. 
By applying Newton's second law and using the static equilibrium position as the 
origin for both the linear displacement of the centre of gravity and angular 
displacement of the vehicle body, the equations of motion of the model are formulated 
below. The sign convention is taken to be positive in the direction as shown in Fig. 
5.3.1, see also Appendix B. 
From the free body diagram provided in Fig. 5.3.2, and assuming small angular 
displacement of the vehicle body, 9S , the equations of motion 
for each mass can be 
derived as follows. 
Consider the sprung mass, the equation of motion in bounce is; 
msZ, 
r 
= -Jsr -fdr'ff -fdf 
ý5.1 
The equation of motion in pitch is given by; 





Fig. 5.3.2 Free body diagram 
T 
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Consider the unsprung masses; the equation of motion of the front unsprung mass is; 
mfzf ff+fdl_ff 
(5.3) 
Similarly, the equation of motion of the rear axle is; 
where 
111r ZT -fr+, fdr -fr 
(5.4) 
The front suspension spring force, f j= kf(zs - 165 - zf) 
(5.5) 





The rear suspension spring force, fr= kr (zs + lres - Zr) (5.7) 
The rear suspension damping force, fdr = dr vrsus (5.8) 
The front tyre force, ff =k f(Zf - Zgf) (5.9) 




(1 + sign(v sus 
)) +2rd (1- sign (v sus 
)) 5.11 () 
dr - 
drr. 
(I + slgn(vrsus + 
drb 
(1- sign(vrsus )) (5.12) 22 
vfsus =(2s-ires- zf> (5.13) 
Vrsus =ýZs +lr0s- 2r) (5.14) 
where dp3 and df,. are the damping coefficients in the compression and extension 
directions belonging to the front suspension, respectively. Similarly for the rear 
suspension, drb and drr are the damping coefficients in the compression and extension 
directions, respectively. The function sign returns 1 if v fsus or vrsus is positive and 
returns 0 if otherwise. This means, bilinear damping characteristics are included in the 
model in order to take into account the different damping forces generated when the 
vehicle suspension is undergone motions in the bump and rebound directions. In 
addition, the following notations are used; 
1es1Bs 
pitch angular displacement, velocity and acceleration of the sprung mass 
the vertical displacement, velocity and acceleration of the sprung mass ys , zs , : -: s 
f, f the vertical 
displacements and velocity of the front unsprung mass 
251 
zf, Zr the vertical displacements of the front and rear unsprung masses 
Z, Zgr the vertical displacements the front and rear ground inputs 
Thus, in model 1, the vehicle is modelled as a planar (2-dimentional) model with 
linear suspension spring and bilinear damping elements, and the tyres are initially 
modelled as simple linear springs. The model therefore contains 12 parameters to be 
identified. 
The equations of motion derived above describe the motion of the vehicle in terms of 
differential equations. The next step is to solve the equations to derive the nature of 
the response of the system. With the use of Matlab and Simulink, computer codes 
takes advantage of the computers ability to perform many calculations very quickly to 
solve these differential equations within a specified error limit. The calculation is 
performed in such a way that each iteration will be complete before the next is started. 
Starting with the initial forces acting on the vehicle, the computer can calculate the 
pitch and bounce accelerations. The computer then calculates the velocities and 
displacements of the sprung mass and unsprung masses by means of integrating the 
equations. These quantities are fed back for the next iteration and are used to generate 
the next set of solutions. 
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5.4 Parameter Estimation 
Having obtained a model, the `best' model parameters need to be identified in order to 
evaluate the model quality in describing the dynamic behaviour of the vehicle under 
test. The parameter estimation was carried out in the frequency domain, the estimation 
in the time domain being left for future work. The technique used is depicted in Fig. 
5.4.1. 
Excitation Input Vehicle under test 
(Landrover 110) 
Measured Response 
- -------------------------------------- ---- 
Modelled Response 
I Measured Input I Vehicle 
model 
New Estimate I 




Fig. 5.4.1 Parameter estimation method 
The estimation is an off-line procedure as indicated by the doted-box in Fig. 5.4.1. 
From the vehicle frequency response test, the gain and phase of the vehicle outputs at 
different locations relative to the reference input were collected. For an assumed 
vehicle model, the input and an initial guess of the model parameters are used to 
produce the model frequency responses. Since the model considered are nonlinear, the 
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technique developed in section 4.2.3 is thus employed. The technique is derived in the 
same way as that implemented on the Four Post suspension test rig. 
The parameter estimation is a multi-objective optimisation problem in the sense that 
the differences in both the gains and phases of the sprung and unsprung masses at 
various locations are to be minimised simultaneously. The minimisation is formulated 
with the cost function being a weight least squared sum of the difference between the 
modelled and measured frequency response at different frequency points. The 
determination for the weighting matrix is not an easy task and is usually carried out 
by trial-and-error. In this work, the weighting for each frequency points were the 
variance of the experimentally data (gains and phases) obtained after a few repetition 
of the frequency response test. Both the gains and phases were used in formulating the 
cost function. The gains and phases of the sprung and unsprung masses were initially 
given the same weighting. 
The cost function is then in turn used by a numerical search method to update the 
initial guess of the model parameters. With the new parameters, the process is 
repeated until the termination criterion set in the algorithm is reached. 
5.5 Estimation Results 
A typical plot of fitting the vehicle frequency response using Model 1 with the 














































Fig. 5.5.1 Fitting result of vehicle frequency response by Model 1; (a) vehicle body. 
(b) front axle, (c) rear axle. 
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it can be said that, the 4DOF model capture the dominant dynamics of the vehicle in 
bounce excitation relatively well. Considering Fig. 5.5.1 (a), small differences 
between the modelled and experimental gains (amplitude ratio) and phases are seen at 
low frequencies, below 1 Hz, and the differences show to increase as frequency 
increases toward the vehicle body bounce resonance. Larger difference can be 
observed around the body bounce and wheel hop modes, when compared to the 
intermediate frequencies (between the two resonance modes) and low frequencies. 
After approximately 15 Hz, where the modelled responses do not follow the 
experimental responses, the differences in both the gain and phase can be clearly seen 
toward the ends of the plots. This suggests that the model was capable of describing 
the dynamic behaviour of the vehicle body up to the wheel hop mode, after which it 
failed. However, large difference seen toward the ends of the plots, where the 
resonance of the engine occurred, are to be expected since the effect of the engine 
behaviour was not included in the model. 
Considering the front axle in Fig. 5.5.1 (b), again, it can be said that the model was 
capable of capturing the dynamic behaviour of the axle, though the differences 
between the modelled and experimental responses can be seen. Larger differences 
between the experimental and modelled gains and phases are seen at the intermediate 
frequencies (between the body bounce and wheel hop modes) when compared to low 
frequencies (below the body bounce mode) and high frequencies interval 
(approximately from 10 Hz to 15 Hz). After approximately 15 Hz, the differences are 
shown to increase again as frequency increases. The differences toward the end are 
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influenced by the effect of the engine resonance and the axle roll. The same 
arguments can be made when considering the rear axle. 
The performance of Model 1 in describing the vehicle under test is thus justified that 
it is capable of capturing the dominant dynamic behaviour of the vehicle under test up 
to the wheel hop mode. The largest difference between the modelled and experimental 
response is observed above the frequency of approximately 15 Hz, where the engine 
resonance and the front and rear axle roll become significant. 
Apart from the model incapability to describe the vehicle behaviour at high 
frequencies, the differences between the experimentally obtained and modelled gains 
and phases in the frequency interval of 0.5-15 Hz comes from several sources. 
Addition to the errors caused by the techniques of obtaining the gains and phases 
(both the technique implemented on the Four-Post test rig and that developed in 
section 4.2.3), the main source of the error is due to the assumptions and simplicity of 
the model. The estimated model parameters and thus the quality of the model are 
influenced by the choice of the cost function formulated. The weightings given to the 
gains and phases for each discrete frequency point, which were then used to form the 
cost function, were all unity. The `improper' choice of these weightings may also 
contributes to the total difference between the experimental and modelled responses. 
A more realistic 4DOF model that takes into account the effect of suspension linkages 
and a more complex model that allows for the vehicle body bounce, pitch and roll as 
well as the front and rear axle roll are described in Appendix C. Due to time limited, 
only some preliminary estimation results are provided there. 
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Performance of different numerical search methods 
The parameters of Model 1 were estimated using different numerical search methods; 
the GB, DS, DE and dvHDE methods. The performances of the four methods 
considered are presented in Table 5.4.1. The results from 20 independent runs are 
compared in terms of the mean and standard deviation of the cost function, m, and 
aj , number of 
function evaluations, mTcpu and aTcpu , and the 
CPU-time required, 
mTcPu and 6N fevQl . 
The time required to complete one independent run for each method 
was measured in hours. It was mainly spent in the determination of the model 
frequency responses and searching for the best 12 parameters. 
m J mTcPU [hr. ] mNIevar 6J 6 TcPU [hr. ] 6N Ieval 
GB 1070.10 2.58 1317 501.2 0.21 131 
DS 870.53 3.18 3184 163.4 0.13 251 
DE 751.64 2.01 2216 125.1 0.27 285 
dvHDE 750.45 1.75 1519 132.5 0.23 173 
Table 5.4.1 Performance of different numerical search methods 
From Table 5.4.1, the results from the GB method show high values of both mean and 
standard deviation values of the cost function. This indicates that the method 
encountered the problem of obtaining local minima, thus spent more time, when 
compared to the DE and dvHDE methods, searching in the wrong places. The DS 
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method was able to find the optimum point, however it was trapped in local minima 
several times. When it converged, it has shown to have a slow convergence rate and 
took a longer time to reach the same value of the cost function when compared to the 
DE and dvHDE methods. As a result, the mean value of the cost function for the DS 
method is high, and the CPU-time is the highest among the four methods. 
The DE and dvHDE methods were able to find the optimum point. The final cost 
function values, m. , are similar. The value of the DE was slightly higher than that of 
the dvHDE method due to a small number of runs that the DE terminated as the 
maximum generation set was reached while the values of the cost function was still 
slightly high. The dvHDE algorithm control parameters were set for a fast 
convergence speed, while monitoring the population diversity and number of function 
evaluation so that to prevent premature due to local minima and mis-convergence due 
to stagnation. The control parameters were set as follows; the population size, n; = 
20, the mutation factor, pm = 0.7, the crossover factor, pc = 0.8. The Acceleration 
operation performed 5 iterations, and it was carried out only when the reduction of the 
best fitness value of the current generation from that of the previous generation was 
less than 10 percent. The Migration was activated when the population diversity was 
below 0.1. The required precision for the model parameters, 9ro, , were set as 
follows; 
the masses ± 0.1 kg, the stiffness ± 0.01 kN/m, the damping coefficients ±1 Ns/m. 
From the result given in Table 5.4.1, the dvHDE method has shown to require a less 
number of function evaluations, and spent less time to reach the same quality of fit 
when compared with that of the DE method, measuring in term of CPU-time the 
dvHDE performed better by approximately 13 %. The dvHDE thus performed better 
over the GB, DS and DE methods for the problem being considered. 
259 
5.6 Conclusion 
The identification and parameter estimation of a Landrover 110 has been divided into 
several stages. Due to a limited amount of time, the initial investigation into the 
problem has been focused on the vehicle dynamics in bounce and pitch modes, and 
the parameter estimation has been limited to the frequency domain only. 
In this chapter, a vehicle bouncing and pitching four degrees of freedom (4DOF) 
model has been considered for the identification of the vehicle under test. The model 
equations of motion have been derived and its parameters have been estimated by 
fitting the frequency response of the model to the experimentally obtained frequency 
response. Both the gains and phases of the vehicle body, and front and rear axles have 
been used and given the same significance (weighting) when formulating the cost 
function in the parameter estimation process. The result has shown that, despite the 
model simplicity, it was capable of capturing the dominant dynamic behaviour of the 
vehicle under test in the frequency range of interest up to the wheel hop mode 
(approximately 10 Hz), after which the difference between the experimental and 
modelled response was shown to deviate. The performance of the model in describing 
the vehicle's dynamic behaviour has been as expected, though large difference 
between the modelled and experimental responses was observed at high frequencies, 
above approximately 15 Hz, where the resonance of the engine took place and its 
effect together with the axle roll became significant. Apart from the model's inability 
to capture the dynamics at frequency beyond the wheel hop mode, the differences 
between the experimental and modelled frequency response are mainly due to the 
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assumptions and simplicity of the model and possibly the effect of `improper' choice 
of the weighting given to the data at each discrete frequency point. 
Bearing in mind the limitation of the model and the parameter estimation carried out 
in the frequency domain, the best model parameters were obtained using four 
difference numerical methods. The GB and DS methods experienced problems of 
premature termination due to local minima and had slow convergence speed. The DE 
was shown to take 13% longer time to complete one cycle of the parameter estimation 
procedure when compared to the dvHDE method. For the model being considered and 
with the parameter estimation carried out in the frequency domain, the dvHDE was 
therefore shown to be the best method among the methods considered. 
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CHAPTER 6 SUMMARY, CONCLUSIONS and FUTURE WORK 
6.1 Summary 
In this thesis, an optimisation method, named the discrete variable Hybrid Differential 
Evolution (dvHDE) method, has been developed and proposed to solve the parameter 
estimation problem. The development has aimed to overcome problems such as 
premature termination due to local minima, mis-convergence and time consumption due 
to slow convergence speed, which were experienced by the conventional and global 
optimisation methods. The ultimate aim of developing the dvHDE method was therefore 
to improve convergence speed without sacrificing the consistency of finding the global 
optimum solution. 
The dvHDE method is a population-based method that does not require calculation of 
derivatives of the objective function. Its working mechanism relies on the recombination 
and natural selection based on the principle of survival of the fittest. In the recombination 
(mutation and crossover operations), the parent (current) population is used to produce a 
population of offspring. An offspring then has a one-to-one competition with its 
corresponding parent in the selection for the population of the next generation. The 
dvHDE method is based on the Differential Evolution (DE) algorithm of Storn and Price, 
however it is fundamentally different from the original DE in two important aspects. 
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" First, the dvHDE method employs integer-encoding technique, and deals with 
parameter estimation problems containing different types of parameters in the same 
unified manner. In the dvHDE algorithm, the parameters, which can either be integer, 
discrete or continuous variables or a combination of them, are all treated as discrete 
variables. When the parameter involved is an integer, it is directly treated as a discrete 
variable, and if the parameter is a continuous variable, it is discretised using available 
information about its required precision and lower and upper search bounds. Having 
employed an integer-encoding technique and treated all parameters as discrete 
variables, the dvHDE augments an extra gene to the chromosome. This extra gene is 
the identifier of the chromosome in the entire search space, and its purpose is for 
checking and avoiding re-evaluating of the chromosomes that have already been 
assigned a fitness values. 
" The second difference is that the dvHDE algorithm includes two additional 
mechanisms, the acceleration and migration operations. The acceleration operation 
can be used to improve the convergence speed. The migration operation can be used 
to maintain and/or improve the population diversity, thus reducing the possibilities of 
obtaining local minima as experienced by the gradient-based (GB) and Downhill 
Simplex (DS) methods, or problem of stagnation experienced by the DE method. The 
acceleration operation is basically a local search routine such as the steepest descent 
or simplex methods. In this work, the Downhill Simplex (DS) of Neider and Mead 
has been employed in the acceleration operation. The acceleration operation is 
optional and is performed only a small number of times in order to maintain the 
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population diversity. The migration is also optional and is performed only when a 
given criterion is met. In the operation, a newly generated population is injected to the 
current population in an attempt to escape from the present region of the search space. 
In this thesis, the dvHDE method has been applied to a number of vehicle related 
problems of increasing complexity. These include, first, three test problems, which have 
been studied by several researchers, and later, three practical case studies involving the 
parameter estimation from experimental data of automotive dampers, a single wheel 
station (a simplified system representing a quarter of a vehicle), and a full vehicle. The 
estimation results are as summarised sections 6.1.1 and 6.1.2. 
6.1.1 Test problems 
The performance of the dvHDE method has been demonstrated and validated against a 
number of other techniques through the investigation on three test problems. The 
investigation on the test problems provided an opportunity to explain how the dvHDE 
algorithm could be setup and explicitly illustrate the problems that might be encountered 
during the search for the best parameters, problems such as premature termination due to 
local minima and mis-convergence due to stagnation, and how the dvHDE overcame 
them. 
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A single degree of freedom (1 DOF) mass-spring-damper 
The first test problem was a simulated single degree of freedom (1 DOF) mass-spring- 
damper problem, where the parameter involved were all continuous variables. The DE 
and dvHDE methods tend to be slower than the GB method. This is generally true when 
the search space contains no local minima and the correct model structure is assumed. In 
such a case, the GB method has an advantage of efficiently making use of the information 
about the gradient of the objective function. Nevertheless, the simulation study has shown 
some advantages of the dvHDE method over the original DE methods. Firstly, the 
dvHDE required less function evaluations to reach the same optimum point. Though the 
difference in the number of function evaluation was low, 3%, it must be remembered that 
the dvHDE method had also included the migration, a mean of preventing premature 
termination problem. Secondly, the dvHDE was shown to reduce the `discontinuous' 
convergence characteristic experienced by the DE method, and thus the dvHDE reached 
the optimum point in 43 generations compared to 83 generations of the DE method. 
A gear train design 
The second test problem was the optimisation of a gear train design, in which the 
parameter involved were all integers. The dvHDE has shown to be able identify all of the 
four optimum points. The results were compared to eight other methods including three 
gradient-based methods (Sequential Quadratic Programming, Nonlinear Programming, 
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and Sequential Linearisation Algorithm), two Genetic Algorithms (Modified Genetic 
Algorithm and Meta-Genetic Algorithm), Simulated Annealing, Evolutionary 
Programming, and Differential Evolution (DE) methods. The dvHDE has found an 
equivalent result to that of the GAs and DE methods and a better result than the other 
five. The investigation identified and explicitly explained two distinct convergence 
problems, premature termination due to local minima and mis-convergence due to 
stagnation, and how the dvHDE overcame them using the migration and acceleration 
operations. The consistency of achieving the global optimum point was shown to increase 
with a larger population size, however, at the expense of a longer computational time. 
The introduction of the acceleration and migration in combination with increase of the 
population size was shown to improve the percentage of successful identification from 
62% to 98% and reduced the computational time required by 36%. 
A coil spring design 
The third test problem was the optimisation of a coil spring design involving a mixture of 
integer, discrete and continuous variable. The estimation result was compared to four 
other techniques including a gradient-based method (Sequential Quadratic 
Programming), Genetic Algorithm, Meta-Genetic Algorithm, and the DE method. The 
DE and dvHDE methods were able to find the same result that was better than the 
gradient-based method and the two genetic algorithms. With the incorporation of the 
acceleration and migration operations, the dvHDE method had the highest success rate of 
99%, and when compared with the original DE method, the dvHDE required up to 80% 
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less number of function evaluations. The performance of the dvHDE method therefore 
was shown to be the best compared to the other techniques listed. 
6.1.2 Practical case studies 
The performance of the dvHDE method has been further investigated, with the estimation 
of parameters from experimental data for three practical case studies relating to the 
dynamics of wheeled vehicle component, subassembly and a full vehicle. The followings 
are the summaries of each case. The conclusions are made with regarded to both the 
identification aspect as well as the performance of the dvHDE method compared with 
other techniques applied to the same problems. 
Parameter estimation of an automotive damper 
The first case study was the parameter estimation of an automotive damper over the 
frequency range of interest was 0.5-30 Hz. In this investigation, five damper models of 
increasing complexity were proposed in the selection of the best model for the damper 
under test. For each model, four different numerical search methods (the GB, DS, DE and 
dvHDE methods) were applied to estimate the model parameters, and their performances 
were compared. As far as the selection of the best model among the set considered is 
concerned, the model, which consisted of a linear spring connected in series with a 
bilinear viscous damping element, was shown to be the best one, in the sense that it gave 
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the best compromise between model quality of fit and the computational time required to 
complete the estimation procedure. Among different numerical search methods, the 
results from 50 independent runs have shown that the GB method had a low success rate 
and suffered with problem of obtaining local minima. The DS method had a low 
convergence, and was occasionally trapped in local minima. The DE and dvHDE 
methods have shown to be able to find the optimum point every run. However between 
the two methods, the dvHDE has shown to perform better by almost 30% in term of 
CPU-time. 
Parameter estimation of a Single Wheel Station 
The second case study was the parameter estimation of the `single wheel station', a 
simplified system representing a quarter of a wheeled vehicle. The investigation has been 
carried out to test the identification and parameter estimation technique, which will later 
be applied to a full vehicle. The parameters of the single wheel station, which represents 
a quarter of a medium-sized family car, have been successfully identified both in the time 
and frequency domains. 
The parameter estimation in the time domain was formulated as a multi-objective 
optimisation using five system output signals. A set of models was considered, and their 
qualities in describing the dynamic behaviour of system being studied in the frequency 
range of, 0.5-30 Hz, were discussed. The best model consisted of sprung and unsprung 
masses, with the suspension and tyre springs modelled as linear spring elements and the 
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damper as a linear spring connected in series with a bilinear damping element. This 
model gave the best quality of fit in term of the normalised mean squared error (MSE) of 
7%, and when incorporating information about the system and measurement noise 
properties via a Kalman Filter (KF) gave an MSE of 4%. The discrepancies between the 
modelled and measured system outputs are thought to mainly arise from nonlinearities in 
the spring-damper subassembly (strut). 
Four different numerical search methods have been applied to estimate the parameters of 
the single wheel station. The results from the four methods were discussed and compared 
as the complexity of the parameter estimation problem increased, both due to the 
numerical calculation and the number of parameters to be identified. The gradient-based 
(GB) method was shown to experience problems of obtaining local minima, while the 
Downhill Simplex (DS) method encountered a combination of two problems, obtaining 
local minima and a slow convergence speed. The Differential Evolution (DE) method 
was shown to experienced problems of stagnation and `discontinuous' descent 
characteristic that these have resulted in the DE failing to find the optimum point or to 
otherwise converge at a slow rate. The dvHDE method was shown to perform better over 
the other methods considered, as it did not experience local minima and stagnation 
problems, thus it consistently found the optimum point, and the convergence speed was 
improved, compared to the DE method, by 19% measured in term of CPU-time. 
The parameter estimation in the frequency domain was formulated as a minimisation of 
the weighted sum of the difference between the experimental and modelled frequency 
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responses. The experimental data were obtained from the system frequency response test, 
and for the model, a method based on the Fourier series was developed for calculating the 
frequency response of a nonlinear model. The results have shown that the model captures 
the dynamic behaviour of the system being studied well. The difference between the 
measured and modelled frequency responses are thought to come mainly from the 
limitation of the model and the errors in the parameter estimation procedure when 
formulating the objective function. An additional error was due to the errors from the 
method of obtaining the experimental and modelled frequency response. 
Parameter estimation of a Landrover 110 
Finally, the identification and parameter estimation procedure was applied to a Landrover 
110. Due to time limitation, only the results from the initial investigation, which focused 
on the vehicle bounce and pitch dynamic behaviour, were presented. The investigation 
considered a four degrees of freedom (4DOF) model in the identification process, and the 
model parameter estimation was formulated as a multi-objective minimisation in the 
frequency domain, where both the gains (amplitude ratio) and phases of the system 
outputs relative to the input were used in the objective function. 
The estimation results showed that the model was capable of describing the dominant 
dynamic behaviour of the vehicle under test well up to the wheel hop mode, after which 
the effect of the engine resonance and the front and rear axle roll caused the difference 
between the modelled and measured frequency responses. Apart from the model 
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incapability in capturing the dynamic behaviour at high frequencies, above approximately 
15 Hz onward, the difference between the modelled and measured frequency responses 
are though to arise mainly from the simplicity of the model. Additional errors were due to 
the errors in the parameter estimation procedure when assigning the weighting in the cost 
function and in the methods of obtaining the frequency responses implemented on the 
Four-Post test facility and that developed for nonlinear models. 
Bearing in mind the limitation of the model and the parameter estimation, which has only 
been carried out in the frequency domain, the 4DOF model was used to compare the 
performance of four different numerical search methods. The GB method was shown to 
experience problem of obtaining local minima and the DS method was shown to have a 
slow convergence speed. The DE was also shown to take a long time to complete one 
cycle of the parameter estimation procedure when compared with the dvHDE method. 
The dvHDE method was shown to require less number of function evaluations, and spent 
less time to reach the same quality of fit when compared with that of the DE method, 
measuring in term of CPU-time the dvHDE method performed better by approximately 
13%. Thus for the problem considered, the dvHDE was shown to be the best method 
among the methods considered. 
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6.1.3 The performance of the dvHDE method 
In this thesis, the newly develop discrete variable Hybrid Differential Evolution (dvHDE) 
method has been applied to a limited number of vehicle related problems of increasing 
complexity. The parameter estimation problems studied so far are small and medium 
sized where the number of parameters to be identified is up to twelve parameters. The 
results have shown that, apart from simple problem, which is when the optimisation is 
one or two dimensional, the dvHDE method has shown to be the best method for all 
problems investigated. The method has shown to perform better than the other techniques 
with varying percentages of computational time and success rate. As problem complexity 
increased the dvHDE method has been shown to have advantages over the conventional 
(the gradient-based and simplex methods) and global optimisation methods (the 
Differential Evolution method). This has been achieved mainly from the combination of 
the main working mechanism (mutation and crossover operations) and the two additional 
operations (the acceleration and migration operations), and some possible benefit from 
checking and avoiding re-evaluation of the repeated solutions, this however depends on 
the problem size and the characteristics of the objective function. 
The dvHDE method is a population-based method, thus it is not susceptible to problem of 
obtaining local minima when the objective function is non-differentiable, nonlinear or 
multi-modal. The acceleration operation helps speed up the convergence and the 
migration operation can be performed if experiencing premature termination and/or mis- 
convergence problems. The dvHDE's performance (the ability and consistency to find the 
global optimum point) is influenced by a small set of the algorithm control parameters 
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(population size, mutation and crossover factors) and also the strategies for the 
acceleration and migration operations. The set-up for both the algorithm control 
parameters and the acceleration and migration operations should always reflect the best 
compromise between convergence speed and consistency of obtaining the global 
optimum point. Initially the dvHDE method should be attempted without the acceleration 
and migration operations. When the search shows signs of encountering premature 
termination and mis-convergence problems, the dvHDE with migration operation should 
be attempted first. A combination of the acceleration and migration operations can then 
be included if the problems of premature and/or mis-convergence is encountered, and 
convergence speed is of important. 
6.2 Conclusions 
"A new numerical optimisation method, named the discrete variable Hybrid 
Differential Evolution (dvHDE) method, has been developed and shown to solve a 
number of parameter estimation problems. The method is a population-based 
technique and its working mechanisms mimic biological process that evolves using 
recombination and natural selection based on the principle of survival of the fittest. 
The proposed method has two distinctive features; first, it employs an integer- 
encoding technique and treats all parameter involved in the same manner as discrete 
variables, secondly, it embeds two mechanisms that have been shown to overcome 
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convergence difficulties and speed up the iterative search in the optimisation 
procedure. 
9 The new method has been validated against a number of other techniques (including 
gradient-based methods, Genetic Algorithms, Simulated Annealing, Evolutionary 
Programming, and Differential Evolution) using three test problems. The test cases 
were nonlinear programming optimisation problems relating to mechanical and 
engineering design applications, and involved different types of variables 
(continuous, integer and a mixture of integer, discrete and continuous variables). The 
results have shown the dvHDE method to be both efficient and effective for this type 
of problem. 
" The dvHDE method has been successfully applied to small and medium sized 
problems, where the number of parameter to be estimated is less than thirteen. Apart 
from optimisation problems in one or two dimensions, the proposed dvHDE method 
has been shown to have an increasing advantage over the other methods considered. 
The technique is thus applicable to nonlinear dynamics problems of low order, in 
particular where the objective function in the optimisation is commercially expensive. 
" The performance of the proposed dvHDE method depends on its control parameters. 
A general guidance for setting the control parameters has been given, however their 
values are problem dependent, usually the set-up should reflect the best compromise 
between convergence speed and the consistency of finding the global optimum point. 
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The success of the dvHDE method thus depends on the careful selection of the 
control parameters. 
" The developed technique has been applied to number of experimental problems 
where its robustness has been demonstrated. The method was shown to successfully 
identify the parameters for a range of models of increasing complexity from 
experimental data. This makes a possible method to be used for other engineering 
application. 
" In the particular areas of vehicle suspensions a working tool has been presented for 
parameter estimation. The technique has been shown to successfully estimate the 
parameters for suspension components, a single wheel station [127] and a full vehicle 
in both the time and frequency domains. 
6.3 Future Works 
" Possible benefits of the discrete variable Hybrid Differential Evolution (dvHDE) 
method need exploring further, overcoming the limited number of investigation in 
this thesis with different types and size of problems. 
" More complex vehicle problems, especially the pitch and bounce model, and use of 
the experimental data into the model to improve the model behaviour. This then can 
be used to select the best damper/spring combination. 
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" Applications of the dvHDE method to other problems, not just the vehicle problem 
but possibly to other applications such as control gain selection of a missile or aircraft 
control. 
9 Since in the dvHDE method, the evaluation of the objective function is performed in 
parallel fashion. A possibility of reducing time in the parameter searching procedure 
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APPENDIX A Parameter Estimation of an Adjustable Automotive Damper. 
Al. Introduction 
In the investigation carried out in Chapter 3, the damper was modelled using ideal 
element such as a dashpot or combinations of dashpot and spring elements. The 
analysis of results has shown that Model 3, where a bilinear dashpot connected in 
series with a linear compliance spring, was the `best' model among those models 
considered. The model gave a quality of fit in term of MSE value of less than I%, and 
provided the best compromise between time consumed in the estimation process and 
the sufficiency of describing the dynamic behaviour of the test damper in the 
frequency range of interest, 0.5-30 Hz. 
Though Model 3 was able to capture dominant dynamic behaviour of the test damper, 
which was the bilinear damping characteristics and compliance properties, it however 
did not include other important non-linear effects such as friction and hysteresis. 
Parameter estimation of a more complex damper model, which included such non- 
linear effects and was thus capable of describing damper behaviour better, was carried 
out and the results are presented in this section. Though the parameter estimation was 
applied to a different automotive damper, the objective of the investigation remained 
the same. The reasons were not only to appreciate the different damper design 
configuration but also to compare the estimation results obtained by other researchers. 
The prime objective was to examine the performance of the dvHDE against different 
numerical search methods when applied to parameter estimation of a more complex, 
realistic damper model. 
288 
One particular work by Purdy [1], where the dynamics of an adjustable damper were 
examined both experimentally and theoretically, has been selected for the comparison 
of the estimation result. In [1] a non-linear parametric model of a commercially 
available, gas-pressurised adjustable automotive damper was developed based on its 
detailed physical construction. The model included frictional effect, the 
compressibility of the fluid, trapped gas and expansion of the cylinder. A 
diagrammatic representation of the adjustable damper is provided in Fig. Al. For 
more details on the working operations of the damper and the development of 
mathematical equations describing the model behaviour, the readers are referred to [1 
and the literature therein. The interest here is limited to the aspect of the model 
parameter estimation. 
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Fig. Al Diagrammatic representation of the adjustable damper, taken from [1]. 
289 
The adjustable damper had 20 discrete settings that modified both bump and rebound 
characteristics. Its model had been formulated with five tuneable parameters; mass 
flow coefficients for valve 1, valve 2, and valve 3, respectively denoted by Rml, Rm2 
and Rm3, effective bulk modulus denoted by Ke and friction denoted by f In the 
estimation of the model parameters the mass flow coefficient for valve 3, R, n3, and 
friction, ff, were fixed, thus there were only three parameters to be identified. The 
values of Rm3 was fixed at 2.597 MN s/m2 kg, approximately 15 percent below the 
value at which cavitation occurred. The value of the kinetic friction did not vary much 
with the damper settings, the value of ff was thus fixed at 50 N. The estimation 
technique used was a Least Squares technique, which minimised quadratic norm of 
the difference between the measured and modelled damper forces. The `best' model 
parameters were searched using a gradient-based method, namely the Levenberge- 
Marquardt method. The quality of fit of the model response to the experimental data 
was examined using the MSE value, as defined equation (3.9) in Chapter 3. A plot of 
the final MSE values against the damper setting is given in Fig. A2. The MSE values 
are less than 1% indicating a very good fit for all 20 settings. Fig. A3 provides an 
example plot of the measured and modelled damper forces against velocity when the 
damper was set at setting 10. A good agreement between the measured and modelled 
forces can be observed on the figure. 
There were two main tasks carried out in the investigation in this section. The first 
task was to apply different numerical search methods to estimate the damper model 
parameters using the available model developed in [1]. The second task was to 
examine whether a set of model parameters that gave a better quality of fit could be 
found and/or the time consumed in the estimation process could be reduced. The 
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numerical methods considered for the comparison were the gradient-based 
Levenberge-Marquardt method, the DS, DE and dvHDE methods. The parameter 
estimation procedure was the same as in [1], which was to minimise the quadratic 
norm of the difference between the measured and modelled forces in the Least Square 
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Fig. A2 Plot of the MSE values against the damper setting, taken from [1]. 
20 
The lower and upper parameter bounds for the four numerical search methods were 
initially set as follows; the lower bound = [10x103,1x106,100x106], the upper bound 
= [40x 103,70x 106,600x 106] . These values were taken 
from the estimated parameters 
reported in [1]. The initial starting points for the gradient-based and the DS methods 
were randomly selected between the lower and upper bounds. The two methods were 
set-up to terminate when maximum iteration of 1000 or maximum function 
evaluations of 2000 was reached. The control parameters of the DE and dvHDE 
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methods were set at the same following values; population size n; = 15, mutation 
factor Ji, n = 0.7, crossover factor , u, = 
0.8, and terminated when maximum iteration 
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Fig. A3 Plot of the damper force against velocity for setting 10; 
- theoretical, ---experimental. 
The performance of each numerical search method was compared by examining the 
MSE values, number of function evaluations and the CPU-time consumed. The results 
are presented in Table Al and Table A2. For each setting, the values in the tables are 
the mean and standard deviation from 20 independent runs of the MSE values, 
denoted by m-1MSE and a. IMSE , and of the 
CPU-time, denoted by mTcpu and aTcpu 
respectively. The number of function evaluations was useful in the analysis and 
comparison of the results. It was however not included in the tables, as its value was 
proportional to and could be reflected by the value of CPU-time. 
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A2. Analysis of results 
First considering the results obtained from the gradient-based Levenberge-Marquardt 
method (referred here as the GB method), the results are presented in Table Al. The 
time consumed for most of the GB's runs were small, and were occasionally large. 
These were reflected by small values of mTCPU and high values of a, CPU . Though the 
consumed CPU-time were small, there were only 28 out of 400 runs that the MSE 
values were less than 5%. This means the GB method had less than 7 percent success 
in finding the model parameters that gave a good quality of fit. The final MSE values 
depended on the initial starting points and were often large. These resulted in high 
values of mJMSE and a"MSE in Table Al. The results suggested the GB method suffered 
severely from local minima problem. The results similar to that in Fig. A2 could only 
be obtained when careful trial-and-error procedure, which re-assigned the lower and 
upper parameter bounds and provided the `right' starting points for each setting, were 
exercised. To provide the search algorithm with good parameter interval and a `right' 
initial starting point was not either easy or straightforward, and, in fact, was time 
consuming. 
The performance of the DS method also depended on the initial starting points. Like 
the GB method, the DS encountered problem of obtaining local minima. The problem 
was however less severe. For each setting, there were both high and low MSE values. 
In total there were 242 runs that the MSE values were less than 5%. This means the 
DS method had a success rate of finding the optimum points of less than 60 percent. 
When not encountering local minima problem, the method had a very slow 
convergence rate, and terminated when maximum number of function evaluations set 
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was reached. When this occurred, the CPU-time required was large, see Table Al. 
The mean and standard deviation of both the MSE values and CPU-time for all 
settings were high. This was because the algorithm experienced a mixture of the two 
problems; obtaining local minima and having slow convergence rate problems. 
GB method DS method 
Mean values Standard 
deviations 










Setting 1 123.4 40.9 97.6 86.9 65.3 803.4 84.4 689.7 
Setting 2 99.0 72.4 62.1 121.9 31.6 879.7 43.7 725.9 
Setting 3 128.3 99.3 75.7 136.5 41.3 1053.6 48.0 904.3 
Setting 4 105.2 37.7 78.3 77.3 47.9 395.5 90.5 470.6 
Setting 5 55.8 38.6 41.2 82.6 18.8 826.5 26.2 713.5 
Setting 6 106.1 98.7 59.6 133.0 17.3 611.2 21.0 586.5 
Setting 7 82.0 40.7 54.8 86.9 22.5 992.4 33.5 779.1 
Setting 8 35.2 74.9 26.3 126.2 26.7 756.5 12.1 647.2 
Setting 9 52.2 94.9 28.0 130.2 26.3 775.5 77.6 698.2 
Setting 10 29.2 45.8 18.3 101.8 31.9 830.1 85.6 686.8 
Setting 11 49.7 11.5 40.3 1.1 31.5 723.0 64.8 705.9 
Setting 12 60.7 12.5 30.7 3.6 48.2 470.0 80.0 543.9 
Setting 13 29.2 130.2 25.5 146.4 30.8 367.9 41.5 442.8 
Setting 14 58.7 108.8 49.8 149.0 39.7 409.9 53.3 303.4 
Setting 15 58.3 11.9 44.9 1.6 43.0 417.4 83.6 417.1 
Setting 16 45.4 40.5 33.0 88.6 47.4 407.4 118.1 338.3 
Setting 17 25.7 69.1 14.4 115.2 36.3 278.7 105.8 272.9 
Setting 18 13.1 11.7 8.5 2.1 12.7 605.2 22.3 404.6 
Setting 19 33.9 45.6 24.8 100.9 11.5 570.6 26.8 427.8 
Setting 20 26.9 129.5 22.7 184.5 20.2 491.6 34.4 481.7 
Table Al Estimation results by the GB and DS methods. 
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DE method dvHDE method 
Mean values Standard 
deviations 










Setting 1 0.158 700.9 0.0037 303.4 0.158 337.1 0.0032 80.7 
Setting 2 0.150 527.7 0.0019 316.3 0.150 261.6 0.0015 57.2 
Setting 3 0.151 668.2 0.0057 409.1 0.151 308.5 0.0056 111.1 
Setting 4 0.154 828.5 0.0097 468.5 0.151 327.4 0.0074 146.3 
Setting 5 0.150 566.4 0.0044 247.5 0.151 321.8 0.0063 127.3 
Setting 6 0.154 525.2 0.0078 328.8 0.152 268.2 0.0057 137.9 
Setting 7 0.154 384.4 0.0029 49.4 0.155 290.7 0.0053 90.9 
Setting 8 0.163 494.8 0.0061 245.9 0.162 248.8 0.0051 47.7 
Setting 9 0.167 448.6 0.0042 139.9 0.169 251.3 0.0067 66.6 
Setting 10 0.184 368.2 0.0002 33.5 0.186 196.6 0.0039 56.0 
Setting 11 0.214 449.2 0.0135 248.2 0.210 232.6 0.0002 34.6 
Setting 12 0.257 395.8 0.0239 217.7 0.249 213.7 0.0001 44.7 
Setting 13 0.292 331.1 0.0001 53.7 0.292 216.6 0.0001 24.8 
Setting 14 0.381 356.8 0.0572 180.9 0.362 194.2 0.0001 26.8 
Setting 15 0.415 267.3 0.0001 17.0 0.415 169.5 0.0001 20.6 
Setting 16 0.486 247.1 0.0000 20.1 0.486 164.7 0.0000 31.4 
Setting 17 0.508 253.3 0.0000 25.6 0.508 151.5 0.0000 13.4 
Setting 18 0.474 236.4 0.0000 6.8 0.474 160.5 0.0000 26.3 
Setting 19 0.445 227.1 0.0000 9.8 0.445 147.2 0.0000 9.6 
Setting 20 0.480 220.9 0.0000 10.9 0.480 151.0 0.0000 20.6 
Table A2 Estimation results by the DE and dvHDE methods. 
The DE and dvHDE methods were able to find the model parameters that gave the 
MSE value of less than 1% for all 400 runs. The final MSE values for all settings 
were less than, if not equal to, that provided in Fig. Al. This means, 
firstly, the two 
methods consistently found the optimum points without suffering premature 
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convergence problem. Secondly, the methods have found the parameter sets that gare 
better qualities of fit for the model being studied. With the initial parameter lower and 
upper bounds set, the dvHDE method required the CPU-time of approximately 100 
seconds to find the optimum points, while the DE method required the time in an 
interval of 200-700 seconds. A close analysis revealed that the estimated parameters 
for several settings were very close to the upper limit. This suggested that the 
parameter upper bound was reached. The investigation was further carried out with a 
much wider search space. The parameter lower bound remained the same as before, 
and the upper bound was increased to [5x 105,5x108,5x 109]. With the new parameter 
bounds, the performance of the GB and DS methods became worse because of a 
larger number of local minima present and slower convergence rate due to a larger 
search space. The DE and dvHDE, again, did not encounter local minima problem. In 
stead, the methods found the parameter sets that gave lower MSE values than that 
when the previous parameter bounds were used. Further reduced MSE values were 
obtained in the expense of more CPU-time required as expected. The time was in 
between approximately 150-300 seconds for the dvHDE method, and 200-800 
seconds for the DE method, see Table A2. Comparing the values of mJMSE and a. MSE 
of the two methods, they are very close to each other. It can be said that the two 
methods gave the same results. The important differences are in the values of m,. CPU 
and aTCPU . 
The mean values mTCPU of the dvHDE method are smaller than that of the 
DE method for all 20 settings. Comparing how the required CPU-time of two methods 
varied, the arcpu values by the dvHDE were small, and smaller than that of the DE for 
most of the settings. From the values of mT and aTýPU , 
it can be said that the CPL' 
dvHDE method consistently required less time than the DE method. The mean values 
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mJMSE and mTCPU in Table A2 are plotted in Fig. A4. From parts (a) and (b) of the 
figure, the discussions made earlier became clear; that was the MSE values were very 
close to each other, and the dvHDE consumed less amount of time. The figure also 
shows the number of function evaluations in Fig. A4(c). It can be seen that the 
required number of function evaluations were approximately 900 by the dvHDE 
method and approximately 1700 by the DE method. Less number of function 
evaluations were reflected in less time consumed. Therefore, based on the CPU-time 
required to obtain the optimum points, the dvHDE method performed better over the 
DE method by 20-60%. 
A3. Summary 
The model parameters of an adjustable damper were estimated using four different 
numerical search methods. The investigation has shown that, first, the gradient-based 
method can suffer greatly with the problem of obtaining local minima. Acceptable 
estimation results can only be obtained after careful and time consuming trial-and- 
error process is exercised in order to provide the search algorithm with `proper' lower 
and upper bounds and `good' initial starting points. Secondly, the DS method 
encountered two main problems. They were mis-convergence due to local minima and 
slow convergence rate problems. Thirdly, the use of the population-based such as the 
DE and dvHDE methods relaxed the requirement on the priori knowledge of the 
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Fig. A4 Plot showing the performance of the DE and dvHDE method: 
-x-x- DE method, -o-o- dvHDE method. 
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The methods not only consistently found the optimum points, but they also found 
different sets of model parameters that gave a better quality of fit. This could possibly 
lead to different discussion and conclusions of the investigation into the model 
behaviour. Finally, it has been shown that the DE and dvHDE methods gave the same 
final quality of fit. The dvHDE however required less number of function evaluations 
and less amount of time. In term of the CPU-time required, the dvHDE method 
performed better over the DE method by up to 60%. The method was therefore the 
best among the four different numerical search methods considered. The parameters 
of a more realistic, complex damper model have therefore been successfully 
identified. The use of the dvHDE method offers great advantages of able to find the 
optimum point with high percentage of success, and achieving it in a short period of 
time. 
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APPENDIX B Vehicle Axis Systems 
The studies of vehicle dynamics are concerned with the vehicle movements such as 
accelerating and braking, ride and turning. The equations of motion employed in the 
studies are related to a set of body-fixed axes. This axis system is right handed. The 
positive sense of rotation is clockwise when viewed from the origin along the positive 
direction of the axis. Fig. BI shows the system. In simple studies of whole vehicle 
braking, accelerating and turning analyses, it is appropriate to position the origin of the 
axes at the center of mass of the total vehicle in the case of cars [3]. However, in ride 
analysis and in suspension design when the movement of vehicle body (the sprung mass) 
relative to the other moving parts of the suspension and wheels (the unsprung masses), it 









Fig. B1 SAE vehicle axis system. 
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Fig. BI shows the vehicle fixed coordinate system according Society of Automotive 
Engineering (SAE) convention. See [3] for a comprehensive list of SAE vehicle 
dynamics terminology. Three vehicle motion modes, which are of the prime concerns in 
this research work, are roll, pitch and bounce. The positive directions are taken as shown 
in Fig. B 1. 
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APPENDIX C 
This appendix presents some preliminary results when the Landrover under test was 
modelled using a four degrees of freedom (4DOF) model that takes into account the 
effect of the vehicle suspension linkages, referred to as Model 2, and a seven degrees 
of freedom (7DOF) model, referred to as Model 3. First the models are described and 
then the quality of the models in capturing the dynamics of the vehicle are discussed 
and compared to Model 1 of the main thesis Chapter 5. It must be born in mind that 
the estimation of the model parameters was carried out in the frequency domain using 
the dvHDE search method, and due to a limited amount of time, the discussion of the 
estimated results are based on a limited number of runs. The estimation in the time 
domain and a complete investigation into the different numerical search methods 
when applied to the parameter estimation of Model 2 and Model 3 are left for future 
work. 
Cl. Model 2: vehicle bounce and pitching model with linkages 
In Model 2, the vehicle is modelled as three lump masses; the sprung mass, m, the 
front and rear unsprung masses, mf and m,, respectively. The sprung mass, m, which 
represents the vehicle body, is allowed to bounce and pitch about its centre of gravity, 
and having the moment of inertia of I. The front and rear unsprung masses, mf and 
mr, are connected to the sprung mass by two revolute joints, as shown in Fig. C 1. The 
unsprung masses are allowed to rotate about their joints relative to the sprung mass, 
thus each unsprung mass contributing one degree of freedom. The centres of mass of 
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the front and rear unsprung masses are located at the ends of the two linkages, at 
which the weights of the axle and wheel hardware are concentrate. The model is 
therefore a 4DOF, planar model in the longitudinal and vertical planes. 
At the front axle, the compliance of the suspension springs, dampers and bushes are 
modelled by a linear spring connected in parallel with a bilinear viscous damping 
element. The two elements are connected vertically between the sprung and unsprung 
mass. 
At the rear axle, the suspension is modelled as a linear spring connected vertically 
relative to the sprung mass, and in parallel with an inclined bilinear damping element. 
The front and rear tyres are initially modelled as linear springs. 
Fig. C1 A four degrees of freedom (4DOF) model with linkages (Modelt) 
Model 2 is nonlinear and contains 12 parameters to be identified. With the two 
linkages, derivation of the model equations of motion by hand becomes too tedious. 
As a consequence, the generation of the equations of motion for Model 2 requires 
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resorting to computer software. In this work, a commercially available software tool 
named TSi Propac [1251 is used. The software provides the model equations of 
motion in a C-language code file, which is in turn compiled and used in Matlab and 
Simulink to obtain the model responses. With the software, a more realistic model 
that allows not only the linkages but also the inclined dampers to be included 
relatively conveniently. For more details on how a model can be constructed using 
TSi Propac, the reader is referred to the reference [125]. 
C2. Model 3: a 7DOF vehicle model 
Model 3 consists of three lump masses; the sprung mass representing the vehicle 
body, the front and rear unsprung masses representing the front and rear axles and 
wheel hardware, respectively. The model is depicted in Fig. C2. Model 3, which is an 
extended version of Model 1, takes into account the vehicle body bounce, pitch and 
roll, as well as the front and rear axles bounce and roll. The model is thus a 7DOF 
model. 
The front suspension, both the far-side and near-side, are modelled as a linear spring 
connected in parallel with a bilinear viscous damping element, and the tyre is simply 
modelled as a linear spring. Similar to Model 1, by applying Newton's second law, 
the equations of motion of the sprung and unsprung masses can be obtained. The 
derivation of this is provided below. The model responses are then obtained by 









Fig. C2 A seven degrees of freedom (7DOF) vehicle model 
The derivation of the model equations of motion are provided below and the 
following notations are used. 
df,, dj2 front far-side, and near-side damping coefficients 
435 44 rear near-side, and far-side damping coefficients 
, 
fd3,. fd4 rear near-side and far-side suspension damping forces 
f 1, f2 front far-side and near-side suspension forces 
f 3, f s4 rear near-side and far-side suspension spring forces 
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f fl, JJ2 front far-side and near-side tyre forces 
f 
r3, f r4 rear near-side and far-side tyre forces 
g gravitational constant 
Ifxx , Irxx moment of inertia of the front and rear unsprung masses about 
longitudinal axis 
ISxx , IS» moment of inertia of the sprung mass about longitudinal and lateral 
axes 
ksfl, ksjz front far-side, and near-side suspension spring stiffnesses 
ksr3, ksr4 rear near-side, and far-side suspension spring stiffnesses 
k, -1, ktp front far-side, and near-side tyre stiffnesses 
k1r3, ktr4 rear near-side, and far-side tyre stiffnesses 
MS sprung mass 
mf, Mr front and rear sprung mass 
xn longitudinal distance from the centre of gravity of location `n' 
where force is applied 
yn lateral distance from the centre of gravity of location `n' where 
force is applied 
ZgfI, Zgf2 front far-side and near-side ground input displacements 
Zgr3, Zgr4 rear near-side and far-side ground input displacements 
Zf ,zf, 




zr displacement, velocity, and acceleration of the rear unsprung mass 
zS 12S , zs 
displacement, velocity, and acceleration of the sprung mass 








roll displacement, velocity, and acceleration of the rear unsprung 
mass 
roll displacement and velocity of the sprung mass 
pitch displacement and velocity of the sprung mass 
1. The numbers at different places on the masses indicate the locations where forces 
are applied. 
2. x and y , the 
longitudinal and lateral position of location `n', are taken to be 
positive in the positive direction respect to the origin. 
Considering a free-body diagram for the sprung mass in Fig. C3; 
f, 
Fig. C3 A free-body diagram for the sprung mass 
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In bounce motion; 
ms ZS =- (sl +f s2 
+f s3 
+fd3 +f s4 
+fd4) + msg (C 1) 
In roll motion; 
ISxxexs 
- Yn4 1- yn4i2 - Yn5t3 - yn5/d3 - yn5Zfs4 - yn5Qfd4 (C2) 
In pitch motion; 
Isyy 0 
ys 
= Xn411 + Xn432 + Xn56 s3 
+ Xn5$fd3 + Xn52fs4 + Xn5Qfd4 ýC3 ý 
Considering a free-body diagram for the front unsprung mass in Fig. C 4; 
f, I 
fj2 
Fig. C4 A free-body diagram for the front axle 
In bounce motion; 
mfzf =-ffl-f2+f1+fz+mfg 
In roll motion; 
(C4) 
Ijýr e 
rf =- Yn4 
ftfl - Yns f jz + Yn22f J+ Yn25 
f., + Yn24 mfg (C5) 
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Fig. C5 A free-body diagram for the rear axle 
In bounce motion; 
mr2r -, fd3+f3+fd4+f4+mrg-fr3'fr4 (C6) 
In roll motion; 
Irxx e 
xr =-f r3 
Yn6 -f r4 Yn7 + Mr g Yn35 
+f 
s3 Yn36 
+fd3 Yn38 +f s4 Yn33 
+fd4 }ßn31 (C7) 
where 
ffl =- ky-I(Zgfl - 
(Zf + Yn40xf)) 
(C8) 
f12 =- ky2(Zgt - 
(Zf + Yn50xf)) 
(C9) 
; j3= - 
ky3(Zgr3 - 






(Zr + Yn70xr)) (C 11) 
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sl =- ksfl ((Zf + Yn22exf) - 
(Zs + Yn41 exs - Xn41 
Oys)) 
-dfl(( Zf +Yn22exf)-(ZS +yn41OXS -Xn4lOys)) (C12) 
fs2 kS 2((Zf + Yn25exf) - 
(Zs + Yn430xs - Xn43eys)) 







» (C 13 
fs3 -- ksr3((Zr + yn36exr) - 
(Zs + yn56exs - Xn56eys)) (C 14) 
fd3 =- dr3(( Zr + Yn38 Oxr) - 
(Zs +}ßn58 Oxs - xn58 
O 
ys 
» (C 15) 
f 
s4 =- 
ksr4((Zr+ Yn33exr) - 
(Zs + Yn52exs - Xn52eys)) (C 16) 
, 









C3. Estimation Results 
Model 2 
The results of fitting Model 2 to the experimental data are presented in Fig. C6. The 
results are similar to that of Model 1. The model predicted the vehicle motion 
relatively well for both body bounce and wheel hop modes. However, similarly to 
Model 1, it did not take into account the resonance of the engine. The differences in 
the amplitude ratios and phases are again mainly due to model simplicity and the 
optimised set of model parameters that were obtained according to the cost function 









































Fig. C6 Fitting result of vehicle frequency response by Model 2; (a) vehicle body, (b) 
front axle. 
Model 3 
The results of fitting Model 3 to the data are presented in Fig. C7 and Fig. C8. Part (a) 
of Fig. C7 shows a comparison of the vehicle body frequency response at the vehicle 
rear end (the vehicle towing-point), and part (b) of the figure at the front end (front 
chassis cross member). From the figure, it can be said that the model captured the 
vehicle body motion at the rear and front ends relatively well, with, again, greater 






































Fig. C7 Fitting result of vehicle body frequency response by Model 3; (a) rear end, 
(b) front end. 
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Fig. C8 Fitting result of vehicle frequency response by Model 3; (a) rear axle, (b) 
front axle. 
A comparison of the modelled and experimentally obtained frequency responses of 
the vehicle rear axle and front axle are presented respectively in part (a) and (b) of 
Fig. C8. From the plots, the differences between the two by comparing the curves can 
be clearly seen, it can however be said that the model was able to capture the 
dynamics of the vehicle rear and front axles. Additionally to the errors due to the 
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model assumptions, the main difference between the experimental and modelled ones 
were due to the estimated model parameters obtained, which were possibly biased to 
some of the frequency points when formulating the cost function in the parameter 
estimation procedure. 
C4. Discussion of results 
Comparing the results of fitting the model frequency responses to the vehicle 
experimental frequency responses by Model 1, Model 2 and Model 3, some comments 
can be made. First, Model 2, which was a planar model that attempted to take into 
account the effect of the suspension linkages, however it was not easy and 
straightforward to tell the difference between the quality of fit of Model 2 and Model 
1 from the plots in Fig. 5.5.1 and Fig. C6. Model 1 benefited from being simpler and 
can be derived by hand and required less computational time and effort when solving 
the equations of motion to obtain the model responses. The model required less 
specific information about the vehicle, so that Model 1 can be used more widely with 
different types of vehicle. Model 1 also contained fewer parameters to be identified, 
hence required less computational time in the parameter estimation process. Model 3, 
a 7DOF model which took into account the vehicle body roll, pitch and bounce, and 
the axles bounce and roll, contained greater number of parameters to 
be estimated, 
thus was more time consuming when compared to that of Model 
1 and Model 2. Each 
model has its advantages and disadvantages over the other two. 
To choose one from 
these three depends on the purpose of model, and this should reflect the 
best 
compromise between the modelling effort and 
time consumed to complete the 
identification and parameter estimation task. 
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