Maximum nullity of outerplanar graphs and the path cover number  by Sinkovic, John
Linear Algebra and its Applications 432 (2010) 2052–2060
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Maximum nullity of outerplanar graphs and the path cover
number
John Sinkovic
Department of Mathematics, Brigham Young University, Provo, UT 84602, United States
A R T I C L E I N F O A B S T R A C T
Article history:
Received 8 October 2008
Accepted 29 August 2009
Available online 29 October 2009
Submitted by J. Stuart
AMS classiﬁcation:
05C50
05C10
15A18
15A03
15B57
Keywords:
Minimum rank
Graph
Path cover number
Outerplanar
Partial 2-path
Symmetric
Let G = (V , E) be a graphwith V = {1, 2, . . . , n}. Deﬁne S(G) as the
set of all n × n real-valued symmetricmatrices A = [aij]with aij /=
0, i /= j if and only if ij ∈ E. ByM(G)we denote the largest possible
nullity of anymatrix A ∈ S(G). The path cover number of a graph G,
denoted P(G), is the minimum number of vertex disjoint paths oc-
curring as induced subgraphs of Gwhich cover all the vertices of G.
There has been some success with relating the path cover
number of a graph to its maximum nullity. Johnson and Duarte [5],
have shown that for a tree T ,M(T) = P(T). Barioli et al. [2], show
that for a unicyclic graph G,M(G) = P(G) or M(G) = P(G) − 1.
Notice that both families of graphs are outerplanar. We show that
for any outerplanar graph G,M(G) P(G). Further we show that
for any partial 2-path G,M(G) = P(G).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let G = (V , E) be a graph with V = {1, 2, . . . , n}. Deﬁne S(G) as the set of all n × n real-valued
symmetric matrices A = [aij] with aij /= 0, i /= j if and only if ij ∈ E. By M(G) we denote the largest
possible nullity of any matrix A ∈ S(G). For example M(Kn) = n − 1, n 2, and a matrix that attains
this value is the all 1’s matrix. By mr(G)we denote the smallest possible rank of any matrix A ∈ S(G).
If the graph G has n vertices, then M(G) + mr(G) = n. The path cover number of a graph G, denoted
P(G), is the minimum number of vertex disjoint paths occurring as induced subgraphs of G which
cover all the vertices of G.
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The following is a well known result which relates maximum nullity and the path cover number
for trees.
Theorem 1.1 [5]. For every tree T ,M(T) = P(T).
A trimmed form of a graphG is an induced subgraph obtained by a sequence of trimming operations.
(see [2]) . An n-sun is a graph on 2n vertices formed by appending a pendant vertex to each vertex of
an n-cycle.
The following result extends the relationship between path cover number andmaximum nullity to
graphs with only one induced cycle.
Theorem 1.2 [2]. Let G be a unicyclic graph. Then
P(G) − M(G) =
{
1 if the trimmed form of G is an n − sun, n > 3, odd;
0 otherwise
For trees and unicyclic graphs it appears that the path cover number is a useful parameter in
determining the maximum nullity. This leads to the following questions.
Question 1.3. Are there more graphs for which P(G) = M(G)?
Question 1.4. Are there graphs for which P(G) < M(G)?
Question 1.5. How large can |P(G) − M(G)| be?
The last two questions are addressed in [1,2]. The maximum nullity of the wheel on n vertices,
Wn, is larger than the path cover number since 2 = P(Wn) < M(Wn) = 3. The family of complete
graphs is an example where the difference between P(G) and M(G) can be arbitrarily large. We have⌈
n
2
⌉
= P(Kn) < M(Kn) = n − 1, n > 3.
InSection2we introduceouterplanargraphsandshowthat foranouterplanargraphG,M(G) P(G).
A construction for an outerplanar graph G is given in [2] where P(G) − M(G) = k for any k > 1. In
Section 3we respond toQuestion 1.3 by giving an example of an outerplanar family of graphs forwhich
P(G) = M(G) for every G in the family.
2. Outerplanar graphs
A graph is outerplanar if there exists a (planar) drawing in which every vertex lies on the outer face.
A useful fact about outerplanar graphs is that every subgraph of an outerplanar graph is outerplanar.
A separation (G1, G2) of a graph G is a pair of subgraphs G1 = (V1, E1), G2 = (V2, E2) such that
V1
⋃
V2 = V , E1⋃ E2 = E, and E1⋂ E2 = ∅. The order of a separation is |V1⋂ V2|. A k-separation is a
separation of order k.
Theorem2.1 [8]. Let (G1, G2) be a 2-separation of G, let H1 andH2 be obtained fromG1 andG2, respectively,
by adding an edge between the vertices of R = {r1, r2} = V(G1)⋂ V(G2), and let G1 and G2 be obtained
from G1 and G2, respectively, by identifying r1 and r2. Then
M(G) = max{M(G1) + M(G2) − 2,
M(G1 − r1) + M(G2 − r1) − 2,
M(G1 − r2) + M(G2 − r2) − 2,
M(G1 − R) + M(G2 − R) − 2,
M(H1) + M(H2) − 2,
M(G1) + M(G2) − 2}.
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One thing that arises when using this theorem are vertices with multiple edges between them. In
[8] the conditions on the entry of a matrix which corresponds to a multiple edge are deﬁned. If there
are multiple edges between vertices i and j in G, then the ijth entry of a matrix A ∈ S(G) can be any
real number including 0.
Let G = (V , E) and ij = e ∈ E(G). Let H have the same vertex and edge sets as Gwith an additional
edge between i and j. By deﬁnition anymatrix A ∈ S(G) is also in S(H). ThusM(H) = M(G) unless the
maximum nullity increases when the ijth entry of the matrix is zero. Such a matrix would belong to
S(G − e), in which caseM(H) = M(G − e). This leads to the following observation.
Observation 2.2. Let G = (V , E) be a simple graphwith ij = e ∈ E(G). LetH be a graphwith the same
vertex and edge sets as G with the exception of an additional edge between vertices i and j. Then
M(H) = max{M(G),M(G − e)}.
Theorem 2.3 ([8], Theorem 17). Let G be a graph and let v be a vertex of degree two in G with neighbors
u and w. Let G′ be the graph obtained from G by deleting v and adding an edge between u and w. Let G′′
be the graph obtained from G by deleting v and identifying u and w. Then
M(G) = max{M(G′),M(G′′)}.
In light of Theorem 2.3, if (G1, Pk) is a 2-separation of G, where V(G1)
⋂
V(Pk) consists of the
endpoints of the path Pk , then we may assume that k = 3 when determining M(G). This is stated in
the following observation.
Observation 2.4. If (G1, Pk) is a 2-separation of a graph G where V(G1)
⋂
V(Pk) consists of the end-
points of the path Pk , thenM(G) is the same for all values of k 3.
When working with path covers it is sometimes convenient to use the fact that a given vertex is an
endpoint of a path in the path cover. A vertex v is a terminal vertex in G if v is the end point of a path in
someminimumpath cover ofG (see [1]). Going one step further a terminal vertex v is doubly terminal if
there exists a minimal path cover in which v is a path by itself, otherwise it is simply terminal. (see [2])
Lemma 2.5. LetGbeagraph. If v is avertexofdegree2whoseneighborsareadjacent, thenP(G − v) P(G)
and v is terminal. Further if P(G − v) = P(G), then v is simply terminal.
Proof. Let R be a minimal path cover for G. Let v belong to path P of R. Since v is a vertex of degree 2
whose neighbors are adjacent and P is induced, at most one of the neighbors of v is in P.
If v is the only vertex in the path P then v is doubly terminal and the path cover R without P is a
path cover for G − v.
If there is more than one vertex in the path P, then v is an endpoint of the path P, so v is terminal.
The path cover Rwith v deleted from the path P is a path cover for G − v with P(G) paths.
Thus in either case P(G − v) P(G) and v is terminal.
If P(G − v) = P(G), v is not doubly terminal, for otherwise P(G − v) < P(G). Since v is terminal,
but not doubly terminal, v is simply terminal. 
The following standard lemma can be found in many papers on minimum rank.
Lemma 2.6 ([7], Proposition 2.1). For any vertex v in G, mr(G − v) + 2mr(G)mr(G − v). Similarly
in terms of maximum nullity,M(G) − 1M(G − v)M(G) + 1.
A graph G is non-deﬁcient (see [1]) if for every induced subgraph H of G, P(H)M(H).
Lemma 2.7 ([2], Theorem 2.3). Let G be a vertex-sum at v of graphs G1, . . . , Gk. Then G is non-deﬁcient
if and only if all of the Gi’s are non-deﬁcient.
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Theorem 2.8. If G is an outerplanar graph, then P(G)M(G).
Proof. By way of contradiction suppose that there exists an outerplanar graph G such that P(G) <
M(G). We take G such that P(H)M(H) for each proper subgraph H of G.
IfG is disconnected, thenby theminimalityofG for eachcomponentGi ofG, P(Gi)M(Gi). However,
asM(G) = ∑i M(Gi) and P(G) = ∑i P(Gi), this implies P(G)M(G). This contradiction shows that G
is connected.
If G has a cut-vertex v, then G is the vertex-sum at v of two subgraphs G1 and G2 of G. By the
minimality ofG, P(Gi)M(Gi) for each i and eachGi is non-deﬁcient. By Lemma 2.7,G is non-deﬁcient
contradicting that P(G) < M(G).
Thus G is 2-connected. First we note that G is not a cycle sinceM(Cn) = P(Cn) = 2. Since G is also
outerplanar, there exists a 2-separation (G1, Pk) where r1, r2 are the common vertices of G1, Pk , the
endpoints of Pk , and r1r2 ∈ E(G). By Observation 2.4 and the minimality of G, k = 3.
Let v be the vertex of degree 2 in P3. By the minimality of G, P(G − v)M(G − v). By Lemma 2.5,
P(G − v) P(G). Thus M(G − v) P(G − v) P(G) < M(G). By Lemma 2.6, M(G) − 1M(G − v).
ThusM(G) − 1M(G − v) < M(G) which implies that
M(G − v) = M(G) − 1. (1)
Therefore P(G − v) = P(G). Thus by Lemma 2.5, v is simply terminal in G.
By Theorem 2.3, M(G) = M(H1) or M(G) = M(G1) where H1 is obtained from G1 by adding an
edge between r1 and r2 and G1 is obtained from G1 by identifying r1 and r2.
Suppose ﬁrst that M(G) = M(H1). Note that r1r2 = e. By Observation 2.2, M(H1) = max{M(G1),
M(G1 − e)}. Using (1) and that G1 = G − v,M(G1) = M(G) − 1 = M(H1) − 1. Thus M(H1) =
M(G1 − e). Let R be aminimal path cover of G in which v is simply terminal. Since v is simply terminal,
e is not used in the path cover R. The same path cover R without v is a path cover for G1 − e. Thus
P(G1 − e) P(G). Thuswe have that P(G1 − e) P(G) < M(G) = M(H1) = M(G1 − e). SinceG1 − e
is outerplanar this contradicts the minimality of G.
Suppose next thatM(G) /= M(H1) andM(G) = M(G1). By Theorem 2.3,M(G − e) = max{M(G1),
M(G1)}. Using (1) and the fact that G1 = G − v,M(G1) = M(G − v) = M(G) − 1. By assumption,
M(G) = M(G1), and thusM(G1) = M(G1) − 1. ThereforeM(G − e) = M(G1) = M(G). Since v is sim-
ply terminal, there exists aminimal path coverRofGwhichdoesnot use e. ThusR is a path cover forG −
e and P(G − e) P(G). Therefore P(G − e) P(G) < M(G) = M(G − e). Since G − e is outerplanar,
this contradicts the minimality of G.
Thus there does not exist an outerplanar graph G such that P(G) < M(G). 
Corollary 2.9. If G is an outerplanar graph, then G is non-deﬁcient.
3. Partial 2-paths
In this section we give an example of a subclass of outerplanar graphs for which the path cover
number is equal to the maximum nullity. A k-tree is a graph that can be built up from a k-clique by
adding one vertex at a time adjacent to exactly the vertices in an existing k-clique. A k-path is a k-tree
with either at most k + 1 vertices or exactly two vertices of degree k (see [9]). We note that what we
refer to as a k-path has been referred to by others as a linear k-tree. A partial k-path is a subgraph of a
k-path.
All 2-paths and consequently partial 2-paths are outerplanar graphs. The following are some useful
lemmas regarding partial 2-paths.
Lemma 3.1. If G is a 2-path and v ∈ V(G), then G − v can be completed to a 2-path on V(G − v).
Proof. Let v be a vertex of degree k in the 2-path G. If k = 2, then G − v is still a 2-path. If k 3,
then the graph induced by v and its neighbors is a 2-path with v being a dominating vertex. Thus
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the graph induced by only the neighbors of v is a path. Label the vertices of the path in the usual
way v1, v2, . . . , vk . In G − v add the new edges v1v3, v1v4, . . . , v1vk . to E(G − v). The graph induced by
v1, . . . , vk is a 2-path and thus the graph induced by V(G − v) is a 2-path. 
Lemma 3.2. If G is a partial 2-path, then G may be completed to a 2-path on V(G).
Proof. LetGbeapartial 2-path. BydeﬁnitionGmaybecompleted toa2-pathG. If |V(G)| /= |V(G)| then
by Lemma 3.1 we may delete any v /∈ V(G) and still complete G − v to a 2-path. Thus after repeated
applications if necessary we obtain a completion of G to a 2-path on V(G). 
A graph G is C2 if it is connected and has no pendant vertices. A graph of two parallel paths has
a speciﬁc structure which is deﬁned in [6]. The relevant property is that the path cover number of
such a graph is 2. A linear singly edge articulated cycle or LSEAC graph is basically a “path” of cycles
where neighboring cycles share exactly one edge. A 2-path is an LSEAC graph where all the cycles are
triangles. The following theorem shows that P(G) = M(G) = 2 for a 2-path.
Theorem 3.3 ([6], Theorem 4.9). If G is a C2 graph, then the following three statements are equivalent:
1.M(G) = 2
2. G is a graph of two parallel paths, and
3. G is an LSEAC graph.
In an outerplanar drawing of a graph the edges which are not adjacent to the inﬁnite face will be
called interior edges, while those adjacent to the inﬁnite face are exterior edges. In an LSEAC graph
which has more than one cycle there are two unique cycles which have only one neighboring cycle.
Following [6] these cycles are named terminal cycles.
Lemma 3.4. A graph G is an LSEAC graph if and only if it is a 2-connected partial 2-path.
Proof. Let G be an LSEAC graph. Then G is 2-connected by construction. To show that G is a partial
2-path it is sufﬁcient to show that a cycle may be completed to an appropriate 2-path. In each cycle of
G, except the terminal cycles, there are two edges of articulation. Using induction it can be shown that
any cycle may be completed to a 2-path H in such a way that these edges of articulation correspond
to different terminal cycles of H.
Let G be a 2-connected partial 2-path. Then by Lemma 3.2, G can be completed to a 2-path H on
V(G). Since deletion of an exterior edge creates a cut-vertex, only interior edges have been deleted
from H to create G. Thus the same path cover that works for H will be a path cover for G. By Theorem
3.3, P(H) = 2. Thus P(G) 2. By Theorem 2.8, P(G)M(G). ThusM(G) 2. From a well known result
in [3] by Fiedler, M(G) = 1 if and only if G is a path. Thus M(G) = 2. Since G is 2-connected it is C2,
and by Theorem 3.3, G is an LSEAC graph. 
The object of this section is to show that for any partial 2-path G, P(G) = M(G). In light of Theorem
3.3 and Lemma 3.4 we know that M(G) = P(G) for 2-connected partial 2-paths. Thus we will be
considering partial 2-paths that have at least one cut-vertex. We will now cite a few more lemmas
necessary for the proof of the main result of this section.
The rank-spread of a vertex v of G, denoted rv(G), is deﬁned as the difference between mr(G) and
mr(G − v). Using this notation Lemma 2.6 states that for every vertex v, 0 rv(G) 2.
The following useful lemma reduces theminimum rank problem for a graph to 2-connected graphs.
A similar result can also be found in [4].
Theorem 3.5 ([1], Theorem 2.3). Let G be a vertex-sum at v of graphs G1, G2, . . . , Gh. Then
rv(G) = min
⎧⎨
⎩
h∑
i=1
rv(Gi), 2
⎫⎬
⎭ ,
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that is
mr(G) =
h∑
i=1
mr(Gi − v) + min
⎧⎨
⎩
h∑
i=1
rv(Gi), 2
⎫⎬
⎭ .
The path-spread of a vertex v of G, denoted pv(G), is deﬁned as the difference between P(G) and
P(G − v). The following two lemmas are useful facts about path-spreads.
Lemma 3.6 ([2], Lemma 2.1). Let v be a vertex of a graph G. Then
(i) −1 pv(G) 1;
(ii) pv(G) = 1 if and only if v is doubly terminal;
(iii) pv(G) = 0 if v is simply terminal.
Lemma 3.7 ([2], Proposition 2.2). Let G be a vertex-sum at v of graphs G1, . . . , Gk. Then
pv(G) =
{
mini pv(Gi) if v is simply terminal in at most one of the G
′
i s;−1 otherwise
Lemma 3.8. Let G be a graph such that P(G) > M(G) and for each proper induced subgraphK ofG, P(K) =
M(K). Then
(i) rv(G) + pv(G) > 1 for every vertex v of G, and
(ii) for every proper induced subgraph K of G and every vertex v of K , rv(K) + pv(K) = 1.
Proof. Since G − v is a proper induced subgraph of G, P(G − v) = M(G − v) and mr(G − v) +
P(G − v) = mr(G − v) + M(G − v) = |G − v|. Now
rv(G) + pv(G) = mr(G) − mr(G − v) + P(G) − P(G − v)= mr(G) + P(G) − (mr(G − v) + P(G − v))
> |G| − |G − v| = 1.
LetK be a proper induced subgraph ofG. Thenmr(K) + P(K) = mr(K) + M(K) = |K|. SinceK − v
is also a proper induced subgraph of G,
rv(K) + pv(K) = mr(K) − mr(K − v) + P(K) − P(K − v)= mr(K) + P(K) − (mr(K − v) + P(K − v))
= |K| − |K − v| = 1. 
Lemma 3.9. Let G be a graph such that P(G) > M(G) and for each proper induced subgraphK ofG, P(K) =
M(K). Then for every cut-vertex v of G, G − v has exactly two components one ofwhich is an isolated vertex.
Proof. Let G be as stated in the hypothesis. Let G be the vertex-sum at v of G1, G2, . . . , Gk where k 2
and each Gi is connected. By Lemma 2.6, 2 rv(G) 0.We ﬁrst consider four of ﬁve possible cases and
then show that they cannot occur.
Case 1 rv(G) = 0.
By Lemma 3.6, pv(G) 1. Thus rv(G) + pv(G) 1.
Case 2 rv(G) = 1.
By Theorem 3.5, there is exactly one i, 1 i k such that rv(Gi) = 1. ThusG can be expressed as
the vertex sum at v ofH1 andH2 where rv(H1) = 1 and rv(H2) = 0. By Lemma 3.8, pv(H1) = 0
and pv(H2) = 1. Since pv(H2) = 1, by Lemma 3.6, v is doubly terminal in H2. Thus v can only
possibly be simply terminal in H1. By Lemma 3.7, pv(G) = mini pv(Hi) = min{0, 1} = 0.
Thus rv(G) + pv(G) = 1.
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Case 3 rv(G) = 2 and k > 2
By Theorem 3.5 and Lemma 2.6, either rv(Gi) = 2 for some i or rv(Gi) = 1 for two distinct
values of i. Thus G can be expressed as the vertex-sum at v of H1 and H2 where rv(H1) = 2.
Note that to ensure the existence of such a vertex-sum it is necessary that k > 2. By Lemma
3.8, pv(H1) = −1. Thus by Lemma 3.7, pv(G) = −1, and rv(G) + pv(G) = 1.
Case 4 rv(G) = 2 and k = 2 and rv(Gi) = 2 for at least one i
Without lossofgenerality rv(G1) = 2.ByLemma3.8,pv(G1) = −1.ThusbyLemma3.7,pv(G) =−1, and rv(G) + pv(G) = 1.
In all of the above cases pv(G) + rv(G) 1. This contradicts Lemma 3.8.
The only remaining case is when rv(G) = 2 and k = 2 and rv(Gi) = 1 for i = 1, 2.
So G is the vertex-sum at v of G1 and G2 where rv(Gi) = 1 for i = 1, 2. Since each Gi is a proper
induced subgraph of G, by Lemma 3.8, pv(Gi) = 0 for i = 1, 2.
If v were simply terminal in both G1 and G2, then by Lemma 3.7, pv(G) = −1. Further rv(G) +
pv(G) = 1 which would contradict Lemma 3.8.
Therefore v is simply terminal in at most one of G1 and G2. Without loss of generality let v be not
simply terminal in G1.
Let X be the vertex sum at v of G1 and K2 the complete graph on two vertices. Note that rv(K2) = 1
and pv(K2) = 0. By Theorem 3.5, rv(X) = 2. By Lemma 3.7, pv(X) = 0. Now X is an induced subgraph
of G and rv(X) + pv(X) = 2. By Lemma 3.8, X is not a proper induced subgraph of G. Thus X = G and
further G2 = K2 the complete graph on two vertices.
Since vwas an arbitrary cut-vertex, for any cut-vertex v, G − v has exactly two components one of
which is an isolated vertex. 
Lemma 3.10. Let G be a partial 2-path such that P(G) > M(G) and for each proper induced subgraph K
of G, P(K) = M(K). Then G − S, where S is the set of all pendant vertices of G, is a 2-connected partial
2-path.
Proof. Let G be as described in the hypothesis. By the minimality of G it must be connected. If G is
2-connected, then by Theorem 3.3 and Lemma 3.4,M(G) = 2 = P(G). Thus it must be the case that G
has a cut-vertex.
By Lemma 3.9, for every cut-vertex v of G, G − v has exactly two components one of which is an
isolated vertex. Thus every cut-vertex in G is adjacent to a pendant vertex. By deleting the set S of
pendant vertices of G, the unique neighbor of each pendant vertex is no longer a cut-vertex. Note that
any cut-vertex in G − S, is a cut-vertex in G. Thus G − S has no cut vertices. In light of Theorem 1.1,
neither G nor G − S is a tree. Thus |G − S| 3 and G − S is a 2-connected partial 2-path. 
Lemma 3.11. Let G be an LSEAC graph with terminal cycles A and B. If e1 and e2 are exterior edges of G
belonging to A and B respectively, then there exists a minimal path cover for G which contains neither e1
nor e2.
Proof. Let G be as described in the hypothesis with terminal cycles A and B. By Theorem 3.3, P(G) = 2.
Let P1 and P2 be paths of a minimal path cover for G. These two paths run parallel to each other which
motivates the term a graph of two parallel paths used by [6]. Note that neither path can include interior
edges as doing so would cut off the other path and leave vertices uncovered. Since both paths are
induced, there exists an exterior edge of each A and B which is not covered by P1 or P2.
Let e be the exterior edge in terminal cycle A which is not covered by either P1 or P2. Given an
exterior edge f in terminal cycle A which is adjacent to e, we may shorten whichever path covers f .
Without loss of generality say P1 covers f . So P1 is shortened and P2 is extended to cover e. Certainly P1
and P2 cover all the vertices of G, and P1 remains an induced path. Note that for a path to induce a cycle
it is necessary that all but one edge of the cycle be covered by the path. The path P2 remains induced
since f replaced e as an exterior edge of the terminal cycle which was not covered by either path. Thus
f and the interior edge of A are not covered by either path and P2 does not induce A. Therefore P1 and
P2 are still paths of a minimal path cover.
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Thus P1 and P2 can be shifted until e1 is not covered by either path. It should be noted that this
process did not affect which exterior edge of B was not covered by P1 and P2. Thus P1 and P2 may be
shifted around the vertices of terminal cycle B until e2 is not covered by either path. 
Lemma 3.12. Let G be a partial 2-path such that P(G) > M(G) and for each proper induced subgraph K
of G, P(K) = M(K). Then P(G) 2.
Proof. Let G be as described in the hypothesis. By Lemma 3.10, G is a partial 2-path with a pendant
vertex set S andG − S is a 2-connectedpartial 2-path (LSEACgraph). By Lemma3.2,G canbe completed
to a 2-path on V(G). Thus there exists an edge minimal LSEAC graph H such that |H| = |G| and G is
a subgraph of H. Let W be the set of edges of H such that H − W = G. Note that any edge in W is
adjacent to at least one vertex in S and thus deleting S deletes all the edges ofW . Thus H − S = G − S
and consequently H − S is an LSEAC graph. By the minimality of H and the fact that both H and H − S
are LSEAC graphs, the set S belongs to the terminal cycles of H. Thus all the edges in W belong to a
terminal cycle of H.
Now there can be at most one edge from W in each terminal cycle of H otherwise upon deletion
the graph would become disconnected. By Lemma 3.11, there exists a minimal path cover for H which
does not use the edges in W . By Theorem 3.3, this path cover is of size two and is also a valid path
cover for G. Thus P(G) 2. 
Theorem 3.13. If G is a partial 2-path, then M(G) = P(G).
Proof. Let G be a partial 2-path. By Theorem 2.8, P(G)M(G). Suppose by way of contradiction that
there exists a partial 2-path G such that P(G) > M(G). We take G such that P(H) = M(H) for each
proper induced subgraph H of G. By Lemma 3.12, P(G) 2. Certainly P(G) /= 1, otherwise M(G) < 1.
Thus P(G) = 2 and M(G) = 1. By a well known result of Fiedler M(G) = 1 if and only if G is a path.
Since G is a path, P(G) = 1 /= 2 which is a contradiction. Thus P(G) = M(G). 
4. Conclusion
We have shown that for an outerplanar graph G,M(G) P(G). An example of a subclass of outer-
planar graphs, namely partial 2-paths, for which equality occurs has been given. Here are some further
questions.
Question 4.1. Does there exist an outerplanar 2-tree such that P(G) > M(G)?
Various examples are known of outerplanar graphs for which P(G) > M(G), see [1,6], but all of the
known examples have a cut-vertex.
A slightly more general question is the following:
Question 4.2. Does there exist a 2-connected outerplanar graph such that P(G) > M(G)?
There is a simple necessary condition (which is also sufﬁcient) for the class of outerplanar graphs
which is that they contain no subgraph homeomorphic to K4 and K2,3. Thus it is worth noting the
following lemma from [8] which shows that Theorems 2.8 and 3.13 are true for all ﬁelds not equal to
the ﬁeld on 2 elements.
Lemma 4.3 ([8], Proposition 16). Let G = (V , E) be a graph with no subgraph homeomorphic to K4. Then
M(G; F) is the same for every ﬁeld F /= F2.
Theorem 4.4. Let G be an outerplanar graph and F /= F2 a ﬁeld. Then M(F , G) P(G).
Theorem 4.5. Let G be a partial 2-path and F /= F2 a ﬁeld. Then M(F , G) = P(G).
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