Abstract. This paper gives perturbation analyses for Q 1 and R in the QR factorization A = Q 1 R, Q T 1 Q 1 = I, for a given real m n matrix A of rank n. The analyses more accurately re ect the sensitivity of the problem than previous normwise results. The condition numbers here are altered by any column pivoting used in AP = Q 1 R, and the condition numbers for R are bounded for a xed n when the standard column pivoting strategy is used. This strategy tends to improve the condition of Q 1 , so the computed Q 1 and R will probably both have greatest accuracy when we use the standard column pivoting strategy.
Introduction. The QR factorization is an important tool in matrix computations (see for example 4]):
given an m n real matrix A with full column rank, there exists a unique m n real matrix Q 1 with orthonormal columns, and a unique nonsingular upper triangular n n real matrix R with positive diagonal entries such that A = Q 1 R:
The matrix Q 1 is referred to as the orthogonal factor, and R the triangular factor. Suppose A(t) A + tG has the unique QR factorization A(t) = Q 1 which with given A and G is a linear equation for the upper triangular matrix _ R(0). But _ R(0) determines the sensitivity of R(t) at t = 0, and so the core of any perturbation analysis for the QR factorization e ectively involves the use of (1.1) to determine bound _ R(0). There are essentially two main ways of approaching this problem. We now discuss these, together with some very recent history.
(t)R(t). If we di erentiate R(t) T R(t) = A(t)
Xiao-Wen Chang 1, 2, 3] was the rst to realize that most of the published results on the sensitivity of factorizations, such as LU, Cholesky, and QR, were extremely weak for many matrices. He originated a general approach to obtaining provably tight results and sharp condition numbers for these problems. We will call this the \matrix-vector equation" approach. For the QR factorization this involves expressing (1.1) as a matrix-vector equation of the form W R uvec( _ R(0)) = Z R vec(Q T 1 G);
where W R and Z R are matrices involving the elements of R, and vec( ) transforms its argument into a vector of its elements. The notation uvec( ) denotes a variant of vec( ) de ned in Section 5.2. Chang also realized that the condition of many such problems was signi cantly improved by pivoting, and provided the rst rmly based theoretical explanations as to why this was so. G. W. Stewart 11, 3] was stimulated by Chang's work to understand this more deeply, and present simple explanations for what was going on. Before Chang's work, the most used approach to perturbation analyses of factorizations was what we will call the \matrix equation" approach, which keeps equations like (1.1) in their matrixmatrix form. Stewart 11] (also see 3]) used an elegant construct, partly illustrated by the \up" and \low" notation in Section 2, which makes the matrix equation approach a far more usable and intuitive tool. He combined this with deep insights on scaling to produce new matrix equation analyses which are appealingly clear, and provide excellent insight into the sensitivities of the problems. These new matrix equation analyses do not in general provide tight results like the matrix-vector equation analyses do, but they are usually more simple, and provide practical estimates for the true condition numbers obtained from the latter.
It was the third author, Chris Paige, who insisted on writing this brief history, and delineating these exceptional contributions of Chang and Stewart. It requires a combination of the two analyses to provide a full understanding of the cases we have examined. The interplay of the two approaches was rst revealed in 3], and we hope to convey it even more clearly here for the QR factorization.
The perturbation analysis for the QR factorization has been considered by several authors. The rst norm-based result for R was presented by Stewart 9] . That was further modi ed and improved by Sun 13] . Using di erent approaches Sun 13] and Stewart 10] gave rst order normwise perturbation analyses for R. A rst order componentwise perturbation analysis for R has been given by Zha 17] , and a strict componentwise analysis for R has been given by Sun 14] . These papers also gave analyses for Q 1 . More recently Sun 15] gave strict perturbation bounds for Q 1 alone.
The purpose of this paper is to establish new rst order perturbation bounds which are generally sharper than the equivalent results for the R factor in 10, 13], and more straightforward than the sharp result in 15] for the Q 1 factor.
In Section 2 we de ne some notation and give a result we will use throughout the paper. In Section 3 we will survey important key results on the sensitivity of R and Q 1 . In Section 4 we give a re ned perturbation analysis for Q 1 , showing in a simple way why the standard column pivoting strategy for A can be bene cial for certain aspects of the sensitivity of Q 1 . In Section 5 we analyze the perturbation in R, rst by the straightforward matrix equation approach, then by the more detailed and tighter matrix{vector equation approach. We give numerical results and suggest practical condition estimators in Section 6, and summarize and comment on our ndings in Section 7. so that X = low(X) + up(X). For general X maxfklow(X)k F ; kup(X)k F g kXk F :
For symmetric X 2klow(X)k 2 F = 2kup(X)k 2 F = kXk 2 F ? 1 2 (x 2 11 + x 2 22 + + x 2 nn ) kXk 2 F :
To illustrate a basic use of \up", we show that for any given n n nonsingular upper triangular R and any given n n symmetric M, the equation of the form (cf. (1.1)) so UR ?1 and therefore U is uniquely de ned. We will describe other uses later.
Our perturbation bounds will be tighter if we bound separately the perturbations along the columns space of A and along its orthogonal complement. Thus we introduce the following notation. For real m n A, let P 1 be the orthogonal projector onto R(A), and P 2 be the orthogonal projector onto R(A) ? Proof. Let G A= (if = 0 the theorem is trivial). From Corollary 2.2 A + tG has the unique QR factorization A(t) A + tG = Q 1 (t)R(t); (3.3) for all jtj , where Q T 1 (t)Q 1 (t) = I: (3.4) Notice that R(0) = R and R( ) = R + R.
It is easy to verify that Q 1 (t) and R(t) are twice continuously di erentiable for jtj from the algorithm for the QR factorization. Thus as in (1.1) we have 
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This proof shows that the key point in deriving a rst order perturbation bound for R is the use of (3.5) to give a good bound on the sensitivity k _ R(0)k F =kRk 2 . Since we obtained the bounds directly from (3.7), this was a \matrix equation" analysis.
We now show how a recent perturbation result for Q 1 given by Sun 15] can be obtained in the present setting, since the analysis can easily be extended to obtain a more re ned result in a simple way. Note the hypotheses of the following theorem are those of Theorem 3.1, so we can use results from the latter theorem. We see from this, (2.2), (3.11), and kGk F = kAk 2 from (2.
and from the Taylor expansion for Q 1 (t) about t = 0 at t = ,
, which with (3.13) gives (3.10). and its orthogonal complement, and following the ideas in Theorem 3.2, we are able to obtain a result which is tight but, unlike the related tight result in 15], easy to follow. It makes clear exactly where any ill-conditioning lies. From (3.14) with Q = (Q 1 ; Q 2 ) square and orthogonal,
and the key is to bound the rst term on the right separately from the second. Note from (3.11) with (2.5) to (2.7) that
where G can be chosen to give equality here for any given A. Hence 2 (A) is the true condition number for that part of Q 1 in R(Q 2 ):
Now for the part of Q 1 in R(Q 1 ). We see from (3.12) that
which is skew symmetric with clearly zero diagonal. Let R j and S j denote the leading j j blocks of R and S respectively, G j the matrix of the rst j columns of G, and Q 
In some problems we are mainly interested in the change in Q 1 lying in R(Q 1 ), and this result shows its bound can be smaller than we previously thought. In particular if A has only one small singular value, and we use the standard column pivoting strategy in computing the QR factorization, then R n?1 will be quite well-conditioned compared with R, and we will have kR ?1 n?1 k 2 kAk 2 << 2 (A). 5. Perturbation analyses for R. In Section 3 we saw the key to deriving rst order perturbation bounds for R in the QR factorization of full column rank A is the equation (3.5), which has the general form of nding (bounding) X in terms of given R and F in the matrix equation R T X + X T R = R T F + F T R; X and R upper triangular, R nonsingular: (5.1) Sun 13] and Stewart 10] originally analyzed this using the matrix equation approach to give the result in Theorem 3.1. We will now analyze it in two new ways. The rst, Stewart's 11, 3] re ned matrix equation approach, gives a clear improvement on Theorem 3.1, while the second, Chang's 2, 3] matrix-vector equation approach, gives a further improvement still | provably tight bounds leading to the true condition number R (A) for R in the QR factorization of A. Both approaches provide e cient condition estimators (see 2] for the matrix{vector equation approach), and nice results for the special case of AP = Q 1 R, where P is a permutation matrix giving the standard column pivoting, but we will only derive the matrix equation versions of these. The tighter but more complicated matrix{vector equation analysis for the case of pivoting is given in 2], and only the results will be quoted here.
5.1. Re ned matrix equation analysis for R. Our proof of Theorem 3.1 used (3.5) to produce the matrix equation (3.7), and derived the bounds directly from this. We now look at this approach more closely, but at rst using the general form But by the Cauchy-Schwarz theorem, ( ij + where from (5.11) these are never worse than the bounds in Theorem 3.1.
When we use the standard column pivoting strategy in AP = Q 1 R, P a permutation matrix, this analysis leads to a very nice result. Here the elements of R satisfy Thus when we use the standard pivoting strategy, we see the sensitivity of R is bounded for any n.
Remark 5.1. Clearly ME (A) is a potential candidate for the condition number of R in the QR factorization. From (5.9), ME (A) depends solely on R, but it will only be the true condition number if for any nonsingular upper triangular R we can nd an F in (5.1) giving equality in (5.8). From (5.7) this can only be true if every column of F T lies in the space of the right singular vectors corresponding to the maximum singular value of R ?T . Such a restriction is in general too strong for (5.6) to be made an equality as well (see the lead up to (5.5)). However for a class of R this is possible. If R is diagonal, we can take D = R giving R = I, and the rst restriction on F disappears. Let i and j be such that D = j = i , j > i, and take F = e j e T i , so from We will return to ME (A) and (R; D) when we seek practical estimates of the true condition number that we derive in the next section. 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 ; and Z R 2 R n(n+1) 2 n 2 is 2 6 6 6 6 6 6 6 6 6 6 6 6 2 (A) = 3:7025 by MATLAB ( ME (A) = 2:8679 was got through solving an optimization problem). But from Remark 5.1 the rst inequality becomes an equality if R is diagonal, while the second also becomes an equality if R is an n n identity matrix with n 2, so the upper bound is tight.
Matrix{vector equation analysis for R. We can now obtain
The structure of W R and Z R reveals that each column of W R is one of the columns of Z R , and so W ?1 R Z R has an n(n + 1)=2 square identity submatrix, giving which is close to the upper bound p 2 2 (A) for small . This shows that relatively small early diagonal elements of R cause poor condition, and suggests if we do not use pivoting, then there is a signi cant chance that the condition of the problem will approach its upper bound, at least for randomly chosen matrices.
When we use standard pivoting, we see from (5.24) and (5.14)
1 R (AP) kW ?1 R Z R k 2 ME (AP) 2 n?1 q n(n + 1); but the following tighter result is shown in 2, Th. is bounded for xed n no matter how large 2 (A) is. Many numerical experiments with this strategy suggest that R (AP) is usually close to its lower bound of one, but we give an extreme example in Section 6 where it is not. When we do not use pivoting, we have no such simple result for R (A), and it is, as far as we can see, unreasonably expensive to compute or approximate R (A) directly with the usual approach. Fortunately ME (A) is apparently an excellent approximation to R (A), and ME (A) is quite easy to estimate. All we need to do is choose a suitable D in (R; D) in (5.10). We consider how to do this in the next section. 6 . Numerical experiments and condition estimators. In Section 5 we presented new rst order perturbation bounds for the R factor of the QR factorization using two di erent approaches, de ned R (A) kW ?1 R Z R k 2 as the true condition number for the R factor, and suggested R (A) could be estimated in practice by (R; D). Our new rst order results are sharper than previous results for R, and at least as sharp for Q 1 , and we give some numerical tests to illustrate both this, and possible estimators for R (A).
We would like to choose D such that (R; D) is a good approximation to the minimum ME (A) in (5.9), and show that this is a good estimate of the true condition number R (A). We give three sets of examples. The rst set of matrices are n n Pascal matrices, (with elements a 1j = a i1 = 1, a ij = a i;j?1 + a i?1;j ), n = 1; 2; . . . ; 15. The results are shown in Table 6 .1 without pivoting, giving A = Q 1 R, and in Table 6 .2 with pivoting, giving AP =Q 1R . Note in Table 6 .1 how p 2 2 (A) can be far worse than the true condition number R (A), which itself can be much greater than its lower bound of 1. In Table 6 .2 pivoting is seen to give a signi cant improvement on R (A), bringing R (AP) very close to its lower bound, but of course p 2 2 (AP) = p 2 2 (A) still. Also we observe from Table 6 .1 that both (R; D 1 ) and (R; D 2 ) are very good estimates for R (A). The latter is a little better than the former. In Table 6 .2 (R; D 1 ) = (R; D 2 ) (in fact D 1 = D 2 ), and they are also good estimates for R (AP). (A) . Also for the rst seven cases the smallest singular value of the leading part R n?1 is close to that of R, so that Q 1 (A) could not be much better than p 2 2 (A). For j = 8, even though R is still ill-conditioned due to the fact that r 88 is very small, it is not at all equilibrated, and becomes well-conditioned by row scaling. Notice at the same time D is close to 1, so (R; D1), (R; D 2 ), and therefore R (A) are much better than p 2 2 (A). In this case, the smallest singular value of R is signi cantly smaller than that of R n?1 . Thus Q 1 (A), the condition number for the change in Q 1 lying in the range of Q 1 , is spectacularly better than p 2 2 (A). This is a contrived example, but serves to emphasize the bene ts of pivoting for the condition of both Q 1 and R. where c = cos( ), s = sin( ). These matrices were introduced by Kahan 7] . Of course Q 1 = I here, but the condition numbers depend on R only, and these are all we are interested in. The results for n = 5; 10; 15; 20; 25 with = =8 are shown in Table 6 .5. Again we found D 1 = D 2 , and only list the results corresponding to D 1 . In all these examples we see (R; D 1 ) and (R; D 2 ) gave excellent estimates for R (A), with (R; D 2 ) being marginally preferable. For the Kahan matrices, which correspond to correctly pivoted A, we see that in extreme cases, with large enough n, R (A) can be large even with pivoting. This is about as bad a result as we can get 27 : As a result of these analyses we see both R and in a certain sense Q 1 can be less sensitive than was thought from previous analyses. The true condition numbers depend on any column pivoting of A, and show that the standard pivoting strategy often results in much less sensitive R, and sometimes leads to a much smaller possible change of Q 1 in the range of Q 1 , for a given size of perturbation in A.
The matrix equation analysis of Section 5.1 also provides a nice analysis of an interesting and possibly more general matrix equation (5.1).
By following the approach of Stewart 8, Th. 3.1], see also 12, Th. 2.11], it would be straightforward, but detailed and lengthy, to extend our rst order results to provide strict perturbation bounds, as was done in 3]. We could also provide new componentwise bounds, but we chose not to do either of these here, in order to keep the material and the basic ideas as brief and approachable as possible. Our condition numbers and resulting bounds are asymptotically sharp, so there is less need for strict bounds. A new componentwise bound for R is given in 2].
