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INTRODUCTION 
All of our results are set in a real Hilbert space H with inner product (., .). 
A subset U of H x H is: a monotone operator if (vl - v2 , x1 - XJ > 0 
whenever [x1 , VJ E U and [x2 , v ] 2 E U; a strongly monotone operator if there 
exists c > 0 such that 
(VI - 82 , Xl - x2) 2 c II Xl - x2 II2 
whenever [x1 , VJ E U and [x2 , v2] E U; a maximal monotone operator if U 
is a monotone operator and there does not exist a monotone operator U* with 
UC U* and U # U*. We adopt the usual conventions for multivalued 
functions (= relations), e.g., 
U(x) = {v: [x, v] E U}, D(U) = {x: U(x) # La}, 
U(S) =u{U(x):x~S} if SCH, and B?(U) = U(H). 
Our main result is that if U is maximal monotone and z is a given point of 
H, then under appropriate conditions on the non-negative sequences (h,} 
and {e,}, the iteration 
Xn+1 E xn - ~,(U(x,) + f%(xn - 4) (1) 
converges strongly to a point of U-l(O), p rovided {x~} remains defined and 
certain boundedness conditions are satisfied. The hypotheses on {A,,} and 
(~9%) are, essentially, that 23, diverges, lim h, = 0, and {S,} slowly decreases 
to 0. The exact conditions are given in Definition 1 and were suggested by a 
similar definition of Halpern [9]. 
If 0, = 0, then (1) reduces to 
x,+1 E x, - ~nw%)~ (2) 
an iteration we considered in [7] when U is strongly monotone and (X,} 1s 
* Partially supported by NSF Grants GP-30221 and GP-38516. 
114 
CopyrIght 0 1974 by Academic Press, Inc. 
AU nghts of repmductlon m any form reserved. 
SOLUTION OF OE u(X) FOR MONOTONE L: 115 
of the form A, = (cn + a)-l; in [6] we treated the asymptottc behavior of 
the related evolution equation x’(t) E - U(x(t)), when U IS “demipositive.” 
The significance of (1) and (2) can be put in perspective by recalling the 
early surjection theory for monotone operators. This was mdependently 
initiated by Vainberg [16] and Zarantonello [18], who proved that a single- 
valued, Lipschitzian, strongly monotone U: H - H 1s surjective. The proofs 
were constructive; they used (2) and the contraction mappmg princtple. 
Variants of the Lipschitz assumptron were also used in the constructive 
techniques of Zarantonello [17] and Petryshn [12]. 
The early attempts of [16, 181 were overshadowed by a qmck succession 
of generalizations and improvements, notably by Zarantonello [17], Minty 
[lo, 111, and Rrowder [2, 3,4]; also see the long article by Browder [5] These 
theorems were characterized by unusually mild assumptions on Z:, but very 
nonconstructive proofs. 
We indicated in [6, 71 that (2) f unctions best under the assumption that a 
solution of 0 E U(X) exists; it does not seem to be well adapted to proving 
the existence of a solution. When this assumption is made, the continuity 
properties of I;: can be relaxed to boundedness properties which are auto- 
matically satisfied m the most important case (Browder [3], Rockafellar [ 131). 
Nevertheless, rt is clear that (2) cannot work for all monotone operators 
(consider c’ = a rotation of 90” in R2 with x1 # 0). The iteration (1) was 
developed as an amalgam of (2) and the known fact that as 6’ - 0+ the solution 
ys of 0 E 0~~ + Cr(yO) converges to a point of W(O), rf r:ml(O) -i: . . Thus 
(1) can be apphed to an arbitrary maximal monotone operator U. 
The convergence of (1) seems to be peculiar to Hilbert space, but if E 
is a Banach space with a uniformly convex dual space ET, the concluston of 
Lemma 1 IS included as an hypothesis, and Definition 1 IS suitably modified 
then Theorem 1 can be extended to maximal accretive operators C: C E x E. 
\Ve do not carry out that extension. 
1. CONVERGENCE OF THE ITERATION 
DEFINITION 1. Two sequences {A,} and {e,} of nonnegative real numbers 
are said to be acceptabzy paired if {e,} is decreasing, lim en == 0, and there 
exists a strictly increasing sequence (n(i)}~YI of positive integers such that 
n(z+1) 
lim inf Bncl) * 1 A, > 0, 
2 l=n(z) 
(3) 
n(2+1) 
lip&h) - en(z+l)i - C h = 0, 
J=n(z) 
(4) 
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and 
nh+1) 
lim C h,2 = 0. 
i (5) 
3=n(z) 
Examples of acceptably paired sequences will be given in Section 3. Our 
main result is: 
THEOREM 1. Let U be a maximal monotone operator on H with 0 E 92( U). 
Suppose (A,} and (0,) are acceptably paired, z E H, and the sequence {xn} C D(U) 
satisjies 
x72+1 = xn - u% + 4&9a - 41, %I E Q&z) (6) 
for n = 1,2,.... If{x,} and {a,} are bounded, then {x,,} converges trongly to x*, 
the point of U-l(O) closest o z. 
The proof of Theorem 1 is based on the following lemma, whose ideas 
have been used elsewhere (Dolph and Minty [8], Minty [ll], Schwartz [15, 
Theorem 1.361, Halpern [9]) although not in exactly the form that we need. 
LEMMA 1. If U is maximal monotone, then for each 0 > 0, there exists a 
unique ye E H for which 0 E By, + U( ye). If 0 E W(U), then the strong 
exists and is the point of U-l(O) closest o 0. 
Proof of Lemma 1. Since U is maximal monotone so is 8-l U, and Minty’s 
theorem [lo] implies the existence of a unique y0 E H with 0 EJJ@ + FU(y,). 
If 0 < h < 0, then since U is monotone and -0y, E U(y,), -Ay, E U(y,), 
we have 
(-eye + AY, , ye - Ye) z 0. 
This obviously implies 
0 - 4 (ye , ye - Ye) 2 h IIY@ - yA 112 B 0, 
and since h - 0 < 0, also ( y0 , ye - yJ < 0. The latter inequality implies 
IlYh-x9112 <IIY~ll~-lly8ll~ if od<e. (7) 
A companion inequality, established by setting h = 0 in (7) and interpreting 
yA as any point of U-l(O), is 
II Y - Ye II2 d II Y II2 - II Ye II2 if e>o and OEU(Y). (8) 
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Since U-l(O) # a, (8) implies {ye: 0 > 0) is bounded. Also, (7) implies 
that 1) ye jj increases as 6’ decreases; thus a finite lim,+a+ I/y0 /j exists. It follows 
from (7) that (yO} is a Cauchy net, hence that a strong lim,,,+ y0 = x* exists. 
Letting 0 + 0+ in (8), we see that (1 x* jla + /I y - x* II2 < jl y 112, and hence 
)/ x* /I < I/y I/ , for all y E U-l(O). Thus if we can show that x* E U-l(O), 
then x* is the unique point of U-l(O) of minimum norm. 
But for any [x, w] E U and 0 > 0, (w + ey, , x - ya) > 0 by the mono- 
tomcity of U. Letting 0 --f Of (so that yO+ x*), we conclude that 
(UT, x - x*) > 0 for all [x, w] E U. Finally, the maximal monotonicity of U 
implies [x*, 0] E U, i.e., 0 E U(x*). Q.E.D. 
Proof of Theovem 1. We shall prove the general case of the theorem from 
the special case x = 0. This can be effected by the change of variable 
x’ = x - z, defining a new operator U’ by U’(x’) = U(x). Obviously TI’ is 
maximal monotone and if {xn} satisfies (6), then {x~‘} satisfies 
x’ n+1 = xn’ - WJn + &Pn’), 0, E U’(Xn’). 
The sequences {xn’} and {wn} are bounded. If the theorem is true for the 
special case z = 0, it follows that {xn’} converges strongly to the point x*’ of 
(U,)-l (0) which is closest to 0. Therefore x, - x,’ + z converges to 
x* = x*1 + z, which is the point of U-l(O) = (U’)-l (0) + z closest to z. 
Therefore we may assume z = 0 and 
x,+1 = x, - uvn + 624, v, E U(xJ. 
By Lemma 1, there exists for each i a unique y, E H with 0 E 8,y, + U(yz), 
and since 8, + 0, {y2} converges strongly to x*, the point of U-l(O) closest to 0. 
For n > i > 2, 
X n - Y, = xnel - yz - ~n-l(~n-l + en-lXn-l), 
so an easy calculation shows 
II XT& - yz 112 = II h - Y, II* + a-,(4 - b-d (X~-~ , k1 - Ye) 
- 2~,-,h, + 4xn-l , k1 - Y%) (9) 
+ cl II fkl + 44h II*. 
Since --B2yo E U(yz), w,-, E U(x,-,), and U is monotone, 
(7k1 + 4YE , k1 - ri) 2 0, 
hence 
h, + 4x,-, , xnml - Ed 
= (k, + e,y,, x,-~ - Ye) + 4 II k1 - Y% 112 a 6 II X,-~ - yi II*. 
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Using this in (9) yields 
II x, - yz II2 G (1 - &-I&) II *n-1 -Y* II2 
+ 2&&4 - &z-l) &z-l 9 G-1 - YJ w 
+ x-1 II %I-1 + LlX,-1 /12. 
But {x,}, {on} are by hypothesis bounded, so there exists a constant C > 0, 
independent of n and i, such that 
&%a-, , G-1 - YZ) < c and II 7.h + 4d,-, 112 G c 
for all rz >, i >, 2. Since 1 - 2A,-,e, < exp(--2h,&), (10) implies 
/lx, - yz 112 G exp(--2h,-,e,) II x,-~ - yz 112 + c4+,(4 - en-,) + GL . 
(11) 
Applying induction to (11) we deduce 
n-1 
ll.,-y,ll2~exp(-~e~~h,)/~ 3EZ 
n-1 
x8 -Y? II2 + c C (e, - e,) A, + c c 42. 
cl=, 
Since 0, - 0, < 0, - en forj < n, this in turn implies 
II% - yzI12+=v(-2~,~+ X, - yL II* + c(e, - 0,) f /\3 + c f ~~2. 3=2 I=2 
(12) 
Our first application of (12) is to prove that lim, x,(,) = x*. Indeed, taking 
i = n(k) and n = n(K + 1) in (12) we obtain 
II *dk+l) - Ydk) /I2 
( 
nk+1) 
< exp --2h,) c 4 . exp(2bdkA(k+ld - It ~4,) - yntk) 112 
,=n(h) 
n(k+l) n(k+l) 
+ w,(,, - hkfld - c 4 + c C 42. 
,=n(hl ,&l(k) 
(13) 
By (5), lim An = 0; thus lim, exp(20,(kjh,(k+lj) = 1. Now (3), (4), (5), and 
(13) imply the existence of y E (0, 1) such that 
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But lim,yntn) = x*, therefore 
limzup II xdkcl) - Yn(h)l12 = limfup II x,(k) - A-* II2 
= lim;up II w) - mh) II’- 
Together with (14) and the fact that y < 1, this implies 
limzup 11 x,t,) - x* \I* = 0, i.e., liy x,(,) = x*. 
Next, if n is any positive integer > n(l), choose K with n(K) < n < n(K + I). 
Take i = K in (12); since the exp factor there is < 1, therefore 
II xn - Y&d II2 G II +zoc) - Ynod II2 + Wdh, - &I) f: 
?=nth) 
4 + CJZfh, A2 
n(r+1) n(t+1) 
G II "n(r) -Ynod II2 + W,(h) - kz(k+l)) c A, + c 2 4". 
,=n(h) ,=n(h) 
(15) 
But we have just shown that x,(,) +x*; thus (3), (4), (5) and (15) imply 
XIZ - yntk) + 0 as n (and hence K) + 00. Finally, since yntk) --f x*, this 
implies x, --f x*. Q.E.D. 
A special case of the following corollary was proven in [7]: 
COROLLARY 1. Let U be a maximal monotone operator and {A,) a sequence 
of non-negative real numbers with lim A, = 0 and C A, = + co. If a sequence 
{xn} C D(U) satisJes 
X ?I+1 = “?I - uvn + XII), %I E u?J (16) 
for n = 1, 2,..., and {xn}, {on> are bounded, then {x~} converges strongly to the 
unique solution yr of 0 E y1 + U(yr). 
Proof. The existence and uniqueness of yr is guaranteed by Minty’s 
theorem [lo]. Define 0, = 1 for all n, so (16) and (6) agree for z = 0. By 
virtue of the assumptions lim A, = 0 and x It, = + co, we can find a strictly 
increasing sequence {n(i)} of positive integers such that 
and 
for each i 
lim 2 h,2 = 0. 
I I=n(z) 
Thus (3) and (5) are satisfied; (4) is also satisfied because 8, 3 1. 
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Now repeat the proof of Theorem 1 in the case x = 0. The only necessary 
modification is the replacement of x * by yr because yn = yi and therefore 
converges to y1 , not x*. Q.E.D. 
Recall that a single-valued mapping U,,: D( U,) C H + H is demicontinuous 
if it is continuous from D(U,) with the strong topology to H with the weak 
topology. An important instance of (6) is the case where v, = U&,J for a 
single-valued slice of U. 
THEOREM 2. Let U,: D( U,,) C H -+ H be single-valued and demicontinuous. 
Suppose {A,}, {e,} are acceptably paired and {xn} C D( U,) satisjies 
for some z E Hand all n, and x, ---f x* strongly. If x* E D( U,), then U,,(x*) = 0. 
Proof. Since x,-+x*, the series 
1 (xn - %+d =1 wJo(xn) + ux?a - 4) 
converge strongly, hence the real series 
~&2(w%J + uxn - 4, uJ(x*)> 
converges. By the demicontinuity of U, at x*, the boundedness of ix,,}, and 
the fact that 0, + 0, we have U&x,,) + 0,(x, - z) -+ U,(x*) weakly, hence 
vu4 + 4dx, - 4, u,(x*)) + II u,ww. 
If U&x*) were not 0, we could apply the comparison test to (17) to conclude 
that 2 h, converges; but this contradicts (3). Q.E.D. 
Notice that we have not assumed U,, is monotone in Theorem 2. 
2. APPLICATIONS 
In this section we apply Theorem 1 under hypotheses which guarantee the 
boundedness of {x,} and (vn}. B,.(y) denotes the closed ball of radius r 
centered at y. 
THEOREM 3. Let U be a maximal monotone operator on H with 0 E U(y), 
and suppose U is deJned and bounded on B,(y) for a certain Y > 0. Then there 
exists y > 0 with the following property: whenever {A,,] and (0,) are acceptably 
paired and t9, < 1, &,/en Q y for all n, then for any x E B,,,(y) and any initM1 
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guess x1 E B,,,(y), any sequence constructed from x1 by (6) remains in B,(y) and 
converges trongly to the point of U-l(O) closest o z. 
Proof. “ U is bounded on B,(y)” means U(B,( y)) is bounded. Put 
M = 3-P + sup{//v II: u E V4Jy))h 
then choose y > 0 so small that 
2~ + (2~)“~ d r/M. (18) 
We shall prove that x, is well-defined and belongs to B,(y) by induction on n. 
Now x1 E B,,z( y) C B,(y) by choice. Hence we may assume x, E B,(y) 
in order to prove x,+~ E B,.(y). But if x, E B,(y), then U(x,) # D so x,+i is 
certainly well-defined by (6); the question is whether x,+~ E B,( y). Since 
%+1-Y = bz - y) - X,(v, + On(x, - z)), we have 
II%+1 - Yl12 = /Ix, - Yl12 - w$%,x, -y) - azhd%l -yY, %I - 4 
+ &I2 II % + WGI - 4ll”. (19) 
Now /) r, - z /( < 3r/2 because z E Br,2( y) and x, E B,(y). Since en < 1, 
we therefore have 
II 8% + 4dxn - 411 G II V, II + 342 d M. (20) 
Since v), E U(x,J and 0 E U(y), we have (v, , x, - y) > 0, hence (19) and 
(20) imply 
II %I+1 - y II2 G II xn - Y 112 - 2hw, - y, x, - z) + M2hn2. (21) 
We have assumed x, E B,(y). If (1 x,+r - y II < // x, - y jl , then of course 
x,+~ E B,(y) also; therefore we may assume (1 x, - y (I < (I x,+~ - y // . But 
then (21) implies 
(Xn -Yy, X, - Z) G M2~,/(2en) drM2/2 (22) 
since &Jo,, < y. Adding (xn - y, z - y) to both sides of (22) results in 
II xn - Y II2 < (xn - y, z - y) + yM2/2. 
Since 
(xn -3.2 -Y> < II x, -Y II * II 2 -Y II < r II x, - Y II/Z 
therefore 
II %I - Y II2 < r II x, -Y II/2 + YM2/2. 
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Solving this quadratic inequality for 11 x, - y 11 and estimating 
(r2/16 + ~11/1~/2)l/~ < r/4 + M(~/2)l/~, 
we obtain 
II xn - y /I < Y/2 + M(,/2)‘l”. 
In any case 
II%+1 - 3' II 6 II xn - Y II + A, II vn + u%l - 41 > 
hence (20) and (23) imply 
II x n+1 - y II < 42 + ~f(h + (r/2)‘9. 
(23) 
But An < 78, < y, therefore 
II x,+1 - Y II d r/2 + WY + (Y/2)“‘) d Y 
by the original choice (18) of y. We have proven that x, E B,(y) for all n. 
Since U is bounded on B,(y), Theorem 1 now implies that {x,} converges 
strongly to the point of U-l(O) closest to z. Q.E.D. 
COROLLARY 2. Let U be maximal monotone on H and suppose 
U-l(O) n int D(U) is nonempty. Then there exist a nonempty open subset N of 
D(U) and a number y > 0 such that whenever {A,} and {e,} are acceptally 
paired, 0, < 1, A,/e, < y for all n, z E N, and x1 is an initial guess in N, then 
any sequence {xn} generated from x1 by (6) remains in D(U) and converges 
strongly to the point of U-l(O) which is closest to z. 
Proof. This follows from Theorem 2 and from the theorem of Browder [3] 
and Rockafellar [13] that U is locally bounded at each point of int D(U). 
Q.E.D. 
COROLLARY 3. Suppose j: H ---f R1 is a convex, real-valued junctional 
which satisfies the growth condition j(x) --f + CO as II x /I - +co, and suppose j 
is bounded on bounded sets. Then jassumes a minimum on H, andfor each t > 0 
there exists y = y(t) > 0 such that whenever II z I( < t, I( x1 II < t, {An} and 
{e,} are acceptably paired, 6, < 1, and A,/@, ,( y for all n, then any sequence 
(x,} defined by1 
x,+1 E %I - uaf w + 4z(% - 4) (24) 
converges strongly to the minimum point of j which is closest to z. 
Proof. The boundedness off implies its continuity, even its subdifferen- 
tiability; so aj is maximal monotone (Rockafellar [14]) and f is weakly lower 
semicontinuous. It is a standard minimization principle that a weakly lower 
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semicontmuous functional on a reflextve space which satisfies the growth 
condition of the corollary assumes a minimum. A point x of H is a mimmum 
point iff 0 E Zj(x). Finally, the boundedness off on bounded sets implies that 
af is bounded on bounded sets. 
Now let y be a minimum point off (so 0 E Of(y)), and for a given t > 0, 
choose Y > 0 so that B,(O) C B,,,(y). if is defined and bounded on B,(y), 
so by Theorem 3 there exists a y > 0 with the requisite properties for any 
.q , z E B,,,(y)-and a fortiori for any X~ , z E B,(O). It suffices to note that 
(6) and (24) agree for U = iif, and (i3f)-’ (0) is exactly the set of points at 
which f assumes a minimum. Q.E.D. 
DEFINITION 2. A pseudocontraction on H is an operator T on H of the 
form T = I - 0’ for a monotone operator U. T 1s a maximal pseudocontraction 
if it is of the form I - U for a maximal monotone operator U. 
Pseudocontractions generalize nonexpansive mappings and indeed possess 
many of the properties of nonexpansive mappings. 
THEOREM 4. Let C be a nonempty bounded closed convex subset of H and 
T: C---f C a single-valued pseudocontraction. Then any maximal pseudo- 
contractive extenston T* of T has afixedpoint in C, and if{&>, (e,} are accept- 
ably paired, A,,(1 + O,,) < 1 for all n, z E C, and xl E C, then the sequence 
{.r,J dejned 6~ 
.r,+, = (1 - A,) .t’, + &T&J + &A& - x,,) (25) 
remains in C and converges strongly to the fixed point of T* which ts closest to x. 
Any two maximal pseudocontractive extensions of T have the same fixed points 
in C. 
Proof. Observe that smce h, + h&J, < 1, 
x ,,+I = (1 - A, - &A) x’, + G%J + L~,z 
is a convex lmear combination of X, , T(x,), and z. Since z E C, T(C) C C, 
and C is convex, this guarantees that {xn} remains in C. Since C is bounded, 
{xn} and {Tx,} are bounded, hence (xn - Tx,} is bounded. 
It is obvious from Zorn’s lemma that T has at least one maximal pseudo- 
contractive extension T*. Let U* = 1 - T* (so CT* IS maximal monotone) 
and note that (25) is of the form 
x n+1 = %I - h,(v, + 0,(x, - z)), v, = x, - Tx, E U”(xn). 
We can conclude from Theorem 1 that {x,} converges strongly to the point 
of (V-l (0) i.e., the fixed point of T*, closest to .a once we can show T* has 
a fixed pomt. 
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Let y E C and consider a sequence {m,} constructed from any initial 
wl E C by 
W ?a+1 = (n + 1)-l [(n - 1) =%I + W,) + rl. (26) 
Obviously w,+r is a convex linear combination of w, , Tw, , and y, therefore 
(w,} C C. But (26) is of the same form as (16), with A, = (n + 1)-l and the U 
of (16) being U* - y. Since C A, diverges, Corollary 1 implies {won} converges 
to the unique solution w of 0 E w + U*(w) - y. Since w = (I + U*)-1 (y) 
is the limit of a sequence {wn} in C, therefore w E C. Since y was any point of 
C, we have shown (I + U*)-l maps C into C. Minty [IO] showed 
that (I + U*)-1 is nonexpansive; by a theorem of Browder [l], therefore, 
(I + U*)-l has a fixed point x* in C. Obviously 0 E U*(x*), hence x* is a 
fixed point of T*. 
To complete the proof of the theorem, let Tl , T, be any two maximal 
pseudocontractive extensions of T, and let z be a fixed point of Tl in C. 
Choose acceptably paired sequences {A,}, {0,> with A,(1 + 0,) < 1 for all n 
(see Section 3), and consider a sequence {x,} defined by (25) for some xi E C. 
We have already shown that {xn} converges to the fixed point of Tl closest to z, 
which is z; since T, is also a maximal pseudocontractive extension of T, 
{x3 also converges to a fixed point of T, . Therefore z is a fixed point of T, . 
We have shown that a fixed point of Tl is a fixed point of T, . By symmetry, 
Tl and T, have the same set of fixed points. Q.E.D. 
COROLLARY 4. Let C be a nonempty bounded closed convex subset of H 
and suppose T: C + C is a demicontinuous, single-valued pseudocontraction. 
Then T has a Jixed point in C and whenever {A,), {e,,} are acceptably paired, 
A,(1 + 0,) < 1 for all n, z E C, and xl E C, the sequence {x,} deJined by (25) 
remains in C and converges trongly to the fixed point of T closest o z. 
Proof. By Theorem 4, {x,,} converges strongly to the fixed point x* of T*, 
a maximal pseudocontractive extension of T, which is closest to z. But by 
applying Theorem 2 we see that T(x*) = x*; and T cannot have another 
fixed point closer to z because that would be a fixed point of T* closer to z. 
Q.E.D. 
The existence of the fixed point in Corollary 4 is already known (Browder 
[l]; it also follows from Browder [4, Theorem 11). The constructability of the 
fixed point is new. 
It is interesting to compare (25) with an iteration of Halpern [9], who 
essentially showed that if T: C + C is nonexpansive, 0 < k, < 1 for 
n = 1, 2,..., k, --f 1 slowly enough, x1 E C, z E C, and 
X n+l = kJ(xn) + (1 - kn) 2, (27) 
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then {x~} converges strongly to the fixed point of T closest to z. Note that for 
large a, the x,+r defined by (27) is almost T(x,); thus the effect of T is more 
strongly felt the longer the iteration is carried out. The reverse is true in (25); 
since A, -+ 0, the effect of T is very small for large 11. This feature is predict- 
able because (25) is tailored to the more general class of pseudocontractions, 
which do not have the very strong continuity and boundedness properties 
possessed by nonexpansive mappings. 
3. ACCEPTABLY PAIRED SEQUENCES 
We shall give two examples of acceptably paired sequences. 
EXAMPLE 1. Let A, = l/a for all rr and 0,, = l/log log n for rr > 2 (the 
values of 8, and 0, are clearly irrelevant). Take n(i) = 9. The verification of 
(3), (4), and (5) depends on the estimates 
which are obtained from the integral test. These lead to the estimates 
n(z+1) 
1 + log(i + 1) > C A, > log i, 
,=?I(%) 
so that 
n(r+1) 
en(2' ]Z(,, 
A, > (log i)/(log i + log log i). 
Clearly (3) is satisfied. Similarly, (4) and (5) are satisfied. 
EXAMPLE 2. Let 0 < p < 1, 0 < 4 < min(p, 1 - p), and define 
A, = n-p, en = n-a. {n(i)} is constructed as follows: the conditions on p and 4 
guarantee the existence of a real number d such that 
0 < (1 - &)-l < d < min (s ,2 (1 - &)-‘) . 
(If p 3 4, we interpret (1 - p)/(l - 2p) = +a.) Choose n(i) so that 
n(i) N idlfl--PJ as i-t +co. The verifications of (3), (4), and (5) are straight- 
forward but tedious estimates based on the integral test and are therefore 
omitted. The condition (1 - q/(1 - p))-l < d is needed to verify (3); 
d < 2( 1 - q/(1 - p))-1 is needed to verify (4); and d < (1 - p)/( 1 - 2~) 
is needed to verify (5). 
We remark that in both of these examples, A,#,, decreases to 0; and if one 
of the sequences in an acceptable pair is multiplied by a positive scalar, the 
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new pair is also acceptable. Thus the above examples can be used to generate 
acceptable pairs which satisfy A,(1 + 0,) < 1 or 0, < 1 and A,$, < y. 
Note added rn proof. We stated that Lemma 1 is well known, but does not seem to 
appear in quite the form that we need. Professor H. B&is has kindly pointed out the 
appropriate transformation to the standard result that if A,, denotes the Yosida 
approximation of a maximal monotone operator A, then lima,o + As(x) = A”(x): 
take A = U-i, x = 0, so the ys of Lemma 1 is As(O). 
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