ABSTRACT This paper deals with the problem of local ambiguity function shaping in the presence of narrow-band spectral interferences (e.g., the communication signal and jamming), which has significant applications in the radar detection field. An objective function involving the weighted integrated sidelobe level and the spectral stopband energy is developed as a figure of merit to minimize. Besides, the energy and the peak-to-average ratio restrictions are forced on the probing waveform. To handle the resulting non-convex quartic optimization problem, an iterative sequential quartic optimization algorithm sharing polynomial time complexity is proposed. In each iteration, it decomposes the original problem into two alternately tractable quadratic subproblems both of which can be converted to linear optimization problems with closed-form solutions. Finally, the numerical simulations are provided to assess the effectiveness of the proposed algorithm. The results show that the proposed algorithm outperforms some available counterparts in the aspect of the convergence speed and the capability to prohibit the narrow-band spectral interferences and the sidelobes of a strong return from masking weak targets.
I. INTRODUCTION
Ambiguity Function (AF) plays a key role in radar detection field as it is utilized to regulate range and Doppler resolutions as well as the unwanted interference power. Hence, many techniques in terms of AF shaping through the waveform design have been proposed with reference to different tasks, operating environments and constraints. Integrated range-Dopper sidelobe level as a performance metric is widely adopted in AF shaping. Nevertheless, it's challenging to achieve a quite low Integrated Sidelobe Level (ISL) over the whole AF due to its fixed volume [1] . To this end, by resorting to the prior information provided by cognitive radar [2] , shaping a reasonable Local Ambiguity Function (LAF) through relying on the minimization of the Weighted Integrated Sidelobe Level (WISL) over range-Doppler bins of interest, has received significant attention.
In this respect, the study of the LAF optimization can be classified into two categories. The former is focused on the shaping of a slow-time AF. Maximum Block Improvement (MBI) [3] , Majorization-Minimization (MM) [4] and Adaptive Sequential Refinement (ASR) [5] algorithms are proposed to synthesize slow-time coded pulses with constant modulus restriction by minimizing the average value of the AF over interfering bins so as to improve the detectability of slow moving targets. The work accounting for Peak-to-Average-Ratio (PAR) constraint has been also addressed in [4] .
The latter handles the optimization of the fast-time LAF. In [6] , an efficient gradient method to optimize the periodic/aperiodic AF over arbitrary range-Doppler bins is presented to improve the detectability of high-speed targets considering constant modulus constraint on the probing signal. In [7] , the shaping of the aperiodic AF with constant modulus waveform constraint is also addressed through an Accelerated Iterative Sequential Optimization (AISO) algorithm, which actually falls into the MM framework [8] , [9] .
Since more and more the electromagnetic spectrum are crowded, spectral coexistence with surrounding electronic systems becomes pretty important to avoid interfering with each other, which has already been studied in many works [10] - [23] . In particular, considering the desired AF and spectral coexistence, the constant modulus waveform design problem by optimizing jointly the autocorrelation and spectral properties is studied in [10] - [13] . However, these works are only focused on the suppression of range sidelobes over the zero-Doppler bin with the constant modulus sequence. For the problem of the LAF shaping over arbitrary range-Doppler regions of interest in the presence of narrow-band spectral interferences, the waveform design problem along with PAR and energy constraints appears not available in open literatures.
In this paper, we cope with the joint shaping of fast-time LAF and waveform spectrum. A novel objective function using a weighting factor to trade off the WISL with respect to range-Doppler sidelobes and the spectral stopband energy is introduced to minimize. And the energy and PAR constraints are forced on the designed signal, which further generalizes the problem we developed. To handle the resulting non-convex quartic problem, a new Iterative Sequential Quartic Optimization (ISQO) Algorithm is introduced. In each iteration, it splits the optimization problem into two tractable quadratic subproblems and then both of them are converted to linear optimization problems with closed-form solutions through resorting to the first-order Taylor expansion. The proposed algorithm possesses polynomial time complexity which is linear with the number of iterations and polynomial with the size of the designed waveform and the number of the considered range-Doppler bins. The simulation results highlight the superiority of the proposed algorithm contrast to AISO algorithm in terms of the objective value, computational time and the capability to prohibit narrow-band spectral interferences and the sidelobes of a strong return from masking weak targets.
The rest of the paper is organized as follows. In Section II, the optimization problem is formulated. In Section III we provide the ISQO algorithm procedure. In Section IV, we evaluate the performance of the devised algorithm. Finally, in Section V, we provide conclusions.
A. NOTATION
We adopt the notation of using boldface for vectors a (lowercase) and matrices A (uppercase). The i-th element of a and the (i, j)-th entry of A are respectively denoted by a i and A(i, j). The Euclidean norm of the vector a is denoted by a . The letter j represents the imaginary unit (i.e. j = √ −1). For any complex number x, we use (x), |x| and arg(x) to represent the real part, the modulus and the argument of x. The transpose, and the conjugate transpose operators are denoted by the symbols (·) T , and (·) H respectively. I N denotes the N × N unit matrix. C N , C m×n and H N are respectively, the sets of N -dimensional vectors of complex numbers, m × n complex matrices and N × N Hermitian matrices. Diag (·) indicates the diagonal matrix formed by the components of vector argument. · denotes rounding down.
II. PROBLEM FORMULATION
T ∈ C N be the transmitted fast-time radar code with N being the number of coded sub-pulses. The discrete WISL associated with x over an LAF region can be cast as [7] :
where,
• is the local area of interest to reduce the sidelobe level. It is defined by
in which w k ≥ 0 is the weight of range bins and [f 1 , f 2 ] is the normalized frequency interval that is uniformly discretized into L bins with a step size f , thus satisfying
, in which the steering vector p(f l ) and the shift matrix J k ∈ C N ×N are, respectively, given by,
and
Notice that based on the definition of shift matrix, it satisfies the property J k = J T −k .
B. SPECTRAL COEXISTENCE
As to the cooperative radiators coexisting with the radar of interest, we assume that each of them occupies over
where f h1 and f h2 denote the lower and upper normalized frequencies of the h-th frequency stopband, respectively and N s is the number of stopbands. The amount of energy transmitted on the h-th band is computed as [16] f h2
where
2 is the Energy Spectral Density (ESD), f ∈ [0, 1] denotes the normalized frequency and
Hence, the total energy in all the stopbands is given by
with
where c h denotes the weight on the h-th band.
C. DESIGN PROBLEM
To improve the high-speed target detectability as well as ensure the spectral coexistence with other nearby radiators, we formulate the following optimization problem accounting for an energy constraint and a PAR constraint on the probing waveform,
where β ∈ [0, 1] is a weighted coefficient ruling trade-off between the LAF optimization and the spectral nulling, and γ ∈ 1, √ N controls the maximum allowable PAR which is defined as [24] 
It is worth noting that P 0 can reduce to the optimization of LAF with a constant modulus constraint by letting β = 1 and γ = 1 as discussed in [7] . However, this paper is focused on the joint optimization of the LAF optimization and the spectral coexistence under energy and PAR constraints, which thus is generalized.
P 0 is a non-convex problem due to the non-convexity of the quartic objective function and waveform energy constraint. Interestingly, the AISO algorithm (actually involved the MM framework ) in [7] can be extended to handle with the non-convex problem in polynominal time. Nevertheless, it relies on the minimization of the surrogate function rather than the origin function thus probably leading to a slow convergence speed. Next, a novel iterative algorithm sharing a lower computational time is introduced to offer a high quality solution to P 0 .
III. ISQO ALGORITHM
Before proceeding P 0 , we first show that the WISL F(x) in (1) shares the following two equivalent expressions:
To this end, we rewrite P 0 into the following equivalent problems:
or,
We exploit the above two equivalent high-order polynomial problems and present a new fast iteration procedure to handle P 0 . In particular, in each iteration, we decompose the original objective function into a quadratic objective function and then derive its solution.
Proposition 1: P 0 can be tackled by optimizing the following two quadratic optimization problems alternately:
where for any x, λ ≥ max {eig (βϒ i (x))} , i ∈ {1, 2}, and max {eig (A)} denotes the maximum eigenvalue of A.
Proof: See Appendix A. As shown in Fig. 1 , we leverage P 1,t+1 and P 2,t+2 to develop the iteration procedure. Specifically, given a x (t) , we optimize P 1,t+1 with respect to x and acquire a solution to x (t+1) . Then, we maximize P 2,t+2 and obtain a solution x (t+2) . We continue the procedure by replacing x (t) in P 1,t+1 with x (t+2) until satisfying the stop condition. In particular, in the t + 1-th iteration, we need to solve the non-convex P 1,t+1 . It can be observed that the objective function in P 1,t+1 is convex. To this end, we can optimize its first-order expansion to obtain a solution of P 1,t+1 .
Proposition 2: P 1,t+1 can be further converted into:
Proof: According to the first-order Taylor expansion of u 1 x (t+1) , x (t) at x = x (t) , we obtain
. Thus, the transformation from P 1,t+1 to P x (t+1) is reasonable. The proof is completed.
We can get the closed-form solution x (t+1) to P x (t+1) [25] , [26] : (22) where P x (·) is a function presented in Appendix B in detail.
Similarly, we can solve P x (t+2) to obtain a solution of P 2,t+2 .
The solution of P x (t+2) is
To save the computational time, λ can be assigned to a constant:
Proof: See Appendix C. The quadratic optimization process suffers from a slow convergence speed, mainly because the objective function of P x (t+1) (or P x (t+2) ) is not optimized directly but surrogated by the first-order Taylor expansion. Thus, we employ the Expectation-Maximization (EM) accelerators [27] to alleviate the drawback. Finally, the whole algorithm is summarized as Algorithm 1. In every iteration, the two-point acceleration strategy is utilized from step 5-9, which is further explained in the remark below. (t) output x * = x (t) , break; End 6: r = x 1 − x (t) , u = x 2 − x 1 − r; 7: Compute the step length α = − r / u ; 8:
− 2αr + α 2 u ; End 10: If x (t+1) satisfies the stop condition, output x * = x (t+1) . Otherwise, t := t + 1 and return to Step 2;
Remark : In Algorithm 1, Step 9 is performed to ensure that the objective value in P 0 decreases monotonically. Besides,
Step 5 prevents the iteration from endless loop when α = −1 and terminates the algorithm with x * = x (t) in such scenario. To get a stationary point, we might refine the solution obtained via Algorithm 1 by initializing it to the MM method [7] .
IV. NUMERICAL RESULTS
This section is devoted to assessing the performance of the proposed algorithm in terms of the achievable objective value W (x), the WISL F(x), the frequency stopband energy G(x). For comparison purposes, AISO algorithm in [7] is also considered to solve P 0 . A random phase-coded unimodular sequence with N = 1024 as the initial sequence for both considered algorithms is exploited. To illustrate how β affects the performance, we increase β from 0.05 to 1 and depict the trend of the WISL F(x) and the frequency stopband energy G(x) for AISO and ISQO algorithms in Fig. 2 . Note that PAR = 1 and the exit condition of running time for each β equals to 200s. The results for β being less than 0.05 is not shown here because it leads to little effect on LAF shaping. The curves show that a larger β gives more weight to the WISL thus resulting in a decreased F(x) at the cost of an increased G(x) for both algorithms. In particular, In the following simulations, we choose β = 0.5, 1 to further evaluate the performance of the proposed ISQO. A lower objective value is achieved for a larger PAR for both ISQO and AISO due to allowing more degrees of freedom on the waveform amplitude. The objective values achieved by both algorithms monotonically decrease as time passes, whereas ISQO algorithm achieves a lower objective value with a faster speed than AISO. This is probably due to the fact that the proposed algorithm directly optimizes the objective function W (x) without the use of surrogate function in the procedure of converting P 1 to P 1,t+1 (or P 2 to P 2,t+2 ) compared with AISO algorithm. In particular, ISQO algorithm is able to attain a deeper notch than AISO. These performance behaviors are consistent with those in Fig. 4 . Finally, it is worth pointing out that the proposed algorithm is capable of shaping reasonably a AF and a ESD to confront interferences with efficiency which will be illustrated further in the aspect of an application in Section IV-B. that the higher PAR value, the better performance and ISQO algorithm achieves a much lower objective value with a faster speed than AISO. Specifically, AISO algorithm achieves the objective value of -196.7dB taking 1501s, while ISQO algorithm spends only 66.91s when PAR = 1.
In Figs. 8(a)-(b) , AFs of the sequences obtained through AISO and ISQO algorithms for PAR = 1 at running time 20s are presented. As expected, the AF of the designed signal by ISQO algorithm achieves a much lower value than that of AISO algorithm, which is consistent with Fig. 7 .
B. APPLICATION: DETECTION OF MULTIPLE HIGH-SPEED TARGETS
In this subsection, we utilize the sequences obtained via the proposed algorithm and AISO to detect two high-speed targets (i.e., strong target 1 and weak target 2) embedded in a narrow-band interference emitted by a nearby jammer, as shown in Fig. 9 . Assume a cognitive radar with the working wavelength λ = 0.03m, the transmit signal bandwidth B = 5MHz and the sampling interval T s = 5 × 10 −8 s. Target 1 with velocity v 1 = 1200m/s (corresponding normalized frequency f 1 = 2vT s /λ = 0.004) is located at R 1 = 100km (range cell
, where c is the speed of light). Target 2 with velocity v 2 = 1500m/s (f 2 = 0.005) is located at range R 2 = 100.3km (l 2 = 13373). Thus, the n-th element of the received echo y can be expressed as
where v(n) is a zero-mean circularly symmetric complex Gaussian random variable with variance σ 2 v and p(n) = a 3 e j2πf 3 n is a narrow-band interference. We set σ 2 v = −50dB, |a 1 | 2 = −20dB, |a 2 | 2 = −50dB, |a 3 | 2 = −10dB and normalized frequency f 3 = 0.15. Firstly, we depict the Cross Ambiguity Function (CAF) [7] of the sequence obtained through ISQO with β = 1 in Fig. 10 . Although the designed sequence without spectral coexistence can achieve a lower WISL, the weak target 2 is masked by the interference. Thus, spectral coexistence technique plays an VOLUME 6, 2018 important role in confronting the nearby narrow-band spectral interference.
Considering both the LAF shaping and spectral coexistence, CAFs of the initial sequence, the sequences obtained through AISO and ISQO algorithms with β = 0.5 and PAR = 1 at running time 20s are presented in Figs. 11(a) -(c), respectively. Not only the strong return of the target 1, but also the interference lead to the missing detection in CAF of the initial sequence in Fig. 11(a) . The CAF obtained by ISQO algorithm shows the strong target 1 and the weak target 2 more clearly than that of AISO (see Figs. 11(b)-(c) ) as both the spectral stopband energy and the WISL achieved by ISQO are lower as shown in Fig. 5 and Fig. 6 . The results highlight that the sequence optimized by the proposed algorithm can resist nearby narrow-band spectral interferences and detect weak targets efficiently.
V. CONCLUSION
This paper has addressed the shaping of LAF in the presence of narrow-band spectral interferences with PAR and energy constraints. We have presented an iterative sequential algorithm to solve the resulting non-convex quartic optimization problem. In each iteration, we turn the quartic problem into two alternately quadratic optimization problems and then convert them to linear optimization problems with closed-form solutions. Numerical simulations have shown the proposed algorithm outperforms AISO in terms of the objective value, the computational time, and the capability to prohibit narrow-band spectral interferences and the sidelobes of a strong target from masking weak targets. Possible future research works might further concern the extension of ISQO to design waveform sets with good auto-and cross-correlation properties [28] as well as transmit beampattern design for colocated MIMO radar [29] .
APPENDIX A
Starting from x (0) , the objective value sequence in P 1,t+1 and P 2,t+2 is monotonically increasing couple with the rise of t.
Based on the previously discussion, we have
Hence, we have the relationship that
Assuming lim t→∞ x (t) = x (t+1) = x * 1 meaning that the objective value of P 1,t+1 or P 2,t+2 does not exhibit any jumping behavior, we have
(31) and (32) highlight that though the monotonicity of the objective value in P 0 obtained by Proposition 1 cannot be proved directly, we can achieve a very low objective value in P 0 . Hence, P 0 can be solved by optimizing P 1,t+1 and P 2,t+2 alternately.
APPENDIX B
The solution procedure of closed-form solution (22) is as follows. Without loss of generality, we assume that
and the number of nonzero elements of v is m. Thus,
• If mγ 2 ≤ N ,
• else if mγ 2 > N ,
and δ can be solved by the bisection method. The above calculation procedure can boil down to function P x , namely:
.
(36)
APPENDIX C
Taking ϒ 1 (x) as an example, since ϒ 1 (x) ∈ H N is the sum of several Hermitian matrices, we can get [30] max {eig (
Y k,l ∈ H N has only 1 positive and real eigenvalue as it is positive semidefinite and its rank is 1. Multiply (38) both sides by z k,l at the same time,
thus, max eig(Y k,l ) = z H k,l z k,l ≤ N based on the special structure of z k,l and the equality holds up only at k = 1. As a result,
Similarly, we can draw the same conclusion of ϒ 2 (x). Finally, we can select 
