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ABSTRACT
METHODS FOR NETWORK GENERATION AND SPECTRAL FEATURE SELECTION:
ESPECIALLY ON GENE EXPRESSION DATA
Feature selection is an essential step in many data analysis pipelines due to its ability to remove
unimportant data. We will describe how to realize a data set as a network using correlation, partial
correlation, heat kernel and random edge generation methods. Then we lay out how to select
features from these networks mainly leveraging the spectrum of the graph Laplacian, adjacency,
and supra-adjacency matrices. We frame this work in the context of gene co-expression network
analysis and proceed with a brief analysis of a small set of gene expression data for human subjects
infected with the flu virus. We are able to distinguish two sets of 14-15 genes which produce
two fold SSVM classification accuracies at certain times that are at least as high as classification
accuracies done with more than 12,000 genes.
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Feature selection algorithms are prolific in analysis of particularly large and complex data like
gene expression data [1]. In this case researchers commonly use feature selection for discovering
discriminatory genes for classification problems. These methods can remove irrelevant genes and
speed up classification algorithm run-times.
Classic feature selection has three main fields, variable ranking, subset selection and feature
construction [1]. An example of variable ranking is an algorithm which ranks features based on
their shared information with a desired characteristic [1]. Another ranking method is to employ
the F -score as a statistical measure to rank features based on their relevance for an SVM clas-
sifier [2]. These ranking methods are limited due to their ranking features based on individual
predictive power rather than ranking on the predictive power of subsets. Subset selection aims to
solve this problem by ranking subsets of features rather than individual features. An example of
a subset selection algorithm is one which approximates the solution to an optimization problem
whose objective function is the error of the classifier as a function of the features used [3]. Canon-
ical feature construction algorithms include clustering algorithms [4]. These algorithms group
together data based on some measure of similarity. One common clustering algorithm is Laplacian
eigenmaps which leverages linear algebraic techniques in conjunction with a heat kernel similarity
measure [5]. A special type of clustering is hierarchical clustering which allows for researchers to
iteratively builds clusters by either starting with the whole data set as one cluster and iteratively
partitioning the data or starting with each data in its own cluster and iteratively combining data
points until the whole data set is in one cluster. If a certain cluster size is desired, a researcher can
choose to simply take the clusters near this size from the hierarchical clustering process [4]. The
wheelhouse for this method is defining some similarity/distance between data points. Our choice
for similarity effects our assumption for the proper ambient space in which the data resides.
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WGCNA (weighted gene correlation network analysis) uses correlation based measures of dis-
tance to perform hierarchical clustering algorithms on gene expression data. The use of this mea-
sure makes the assumption that the best space for the data is on a sphere. Therefore, the analysis is
limited due to the lack of exploration into other distance measurements. Even with this limitation,
this implementation of hierarchical clustering has been able to isolate biologically significant gene
feature sets [6].
Our focus for this paper will be to develop multiple methodologies for feature selection on gene
expression data using networks in order to determine which features are indicative of a human
subject’s shedding (contagious) status with the flu virus. In addition to feature selection, we will
introduce an unsupervised classification method. Although versions of these algorithms have been
explored in various papers, this masters thesis breaks new ground via applying these methods to
gene expression data, specifically applying these methodologies to the GSE73072 human influenza
challenge dataset.
All of these algorithms are based on realizing our data as a network. We will investigate differ-
ent methods for network generation which rely on different similarity measures. As stated earlier,
different measures of similarity have severe consequences on our assumptions about space in which
our data resides. Our first method for feature selection takes the path of iteratively cutting the net-
work into pieces and choosing the ’best’ piece as the selected features. This cut is defined using
some basic linear algebra techniques but the effectiveness of the cut relies on results from spectral
graph theory and optimization problems. The second method relies on providing a ranking system
for the genes via two measures of centrality, then tests with the highest ranked genes. We can think
of this ranking mechanism being similar to ranking students in a high school classroom based on
their popularity. We will be testing our methods using a sparse support vector machine (SSVM)
classifier which partitions our data into two sets using a hyperplane. Ideally, these methodologies
produce a small number of discriminatory biomarkers along with a classifier that could allow for
analysis of a small subset of a single blood sample gene expression profile to distinguish between
contagious and healthy subjects. In addition to feature selection for improved SSVM classification,
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we will experiment with an unsupervised algorithm which partitions the data into sets using one





A network (aka graph), G = (N,E), is a collection of nodes n ∈ N and edges e ∈ E. In this
network, each node represents a random variable and each edge represents relationship between
two nodes (random variables). An edge weight is a real number that is attached to a given edge.
Once a network is generated, we cluster the random variables, or use centrality algorithms to rank
the variables from least central to most central in the network. Centrality is a general concept and
the definition of centrality varies depending on the algorithm used.
In order to create a network from data we need to determine a way to create edges. Edges
should, as accurately as possible, represent the relationship between two nodes in the network.
Therefore, our essential question in edge generation is the following: how can we mathematically
define the similarity between two variables? The canonical statistics answer to this question is
correlation [4]. Researchers have also utilized more complex techniques like partial correlation
and mutual information [7], [8]. Some researchers build networks iteratively to ensure a scale free
network. Scale free is defined as the distribution of edges approximating the power law distribution
with a power between 2 and 3 [9]. However, recent research has begun to debunk this common
assumption [10]. Although not commonly used for gene networks, heat kernel is another similarity
measure which has been used as the first step in Laplacian eigenmaps [5].
When building these networks we can choose to make edges unweighted or weighted. Thresh-
olding provides a way to convert weighted edges to unweighted edges and is used as a tool to
manipulate edge weights in a weighted network. This can also be used to bring a network closer
to satisfying the scale free criteria. If the data is a time series, then our goal is to generate a net-
work that represents the evolution of the original network over time which can be modeled by a
supra-adjacency matrix [11].
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Once a network has been generated, one can begin to analyze the data using the generated net-
work structure. Clustering can be used as a feature selection method that essentially partitions the
dataset into subsets that have similar characteristics. This can be used to reduce the dimensionality
of the data and pull out characteristic subsets of the entire dataset. Clustering algorithms can be
used to create machine learning classification models where we define mapping from the dataset
into the various clusters. Also, researchers have applied convolutional neural networks to graphs
(supervised learning) [12] as well as hierarchical clustering combined with tree cuts (unsupervised
learning) [6]. In addition to standard hierarchical clustering, researchers have done clusterings via
spectral methods [13], [5].
A second method for network analysis is centrality. Applying a measure of centrality to a
network ranks the nodes from least central to most central. In fact, there are many notions of
centrality. A network’s most central node can vary depending on the given definition of centrality.
Common measures of centrality include k-path, betweenness, and closeness centrality [14,15]. For
example, the Krackhard kite graph has different most-central nodes depending on our definition of
centrality [16].
Figure 2.1: The Krackhard kite graph.
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With degree centrality node 3 is the most central node. Node 7 is the most central node us-
ing betweeness centrality. The most central nodes with closeness centrality are nodes 5 and 6.
Researchers have also used certain centrality measures on time-evolving networks which are rep-
resented by a supra-adjacency matrix [11,17]. The supra-adjacency matrix stores edge information
for the network as it evolves over time and contains extra information for temporal relationship be-
tween data.
2.2 Application to Data
Now that we’ve introduced analysis techniques we will introduce the types of data analyzed by
networks. In general, networks are used to analyze any data where the variables in the dataset are
"related" in one way or another. For example, pixels in images can be said to be related if they are
close together [13]. Even websites are related by their hyperlinks between pages [15]. Our focus
for real world application of these algorithms will be microarray gene expression data where the
relations between genes is commonly quantified by correlation. When using networks to analyze
microarray data, the nodes generally represent genes and these networks are commonly called
gene co-expression networks. Many researchers working with microarray stop after generating a
network and then compare their results to known network structures in biological data [7,8]. Others
generate the networks then perform clustering algorithms (commonly hierarchical clustering) to
detect subsets of genes (aka modules) that can be statistically shown to be linked to biological
processes [6]. Standout research in gene co-expression networks include the ARACNE algorithm,
the PCIT algorithm and the WCGNA package in R.
ARACNE (Algorithm for the Reconstruction of Accurate Cellular Networks) is an algorithm
for purely network construction, specifically construction of transcriptional regulatory networks.
It uses gaussian kernel mutual information estimation to generate edge weights in a network.
ARACNE was tested by reconstructing a B cell specific regulatory network. Results were validated
by comparing the edges of a known sub-network of the entire network, c-MYC, with biologically
known interactions between genes in c-MYC. The researchers noticed that 51.8% of these edges
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are also known biological interactions. Also, they found that the genes in their synthetic c-MYC
network exhibited some primitive clustering tendencies [7].
The PCIT (Partial Correlation and Information Theory) algorithm improves on the results of the
ARACNE algorithm by using a ratio between direct correlation and ’first-order’ partial correlation
to compute edges. Again, this algorithm is purely used to generate networks and results were
compared with known biological interactions between genes. When compared with ARACNE,
PCIT generated very different networks with small numbers of genes, but when more genes were
introduced, PCIT and ARACNE produced networks with 96% of the same edges [8].
In contrast to ARACNE, the WGCNA (Weighted Gene Co-expression Network Analysis or
Weighted Gene Correlation Analysis) package generates a network using correlation and some-
times topological overlap measure. Then it provides a thresholding function to remove edges with
small weights. Once a network is generated, this package allows for plotting edge degrees to verify
that it satisfies the scale free topology criterion. It also can perform hierarchical clustering using
R’s built in function. Then the package allows for dynamic tree cutting in order to identify clusters
of genes (referred to as modules). Once modules are identified, the package can determine the
most significant modules by computing correlation between the biological trait in consideration
and either the first principal component of data for each gene in the module (called the eigengene)
or the most central gene in the module (called the hub gene). Other features of this package include
a looser version of clustering where a gene can be a member of more than one cluster, summary
topological statistics, visualizations like dendrograms and smooth interfacing with other software
packages. Many of the methods in this paper are more deeply described and tested in [18]. In [6],
the aforementioned software package was applied to a mice dataset of liver expression levels. They
detected 18 modules in the data and computed correlations between the eigengenes and different
physiological traits. One result presented is the correlation between three different modules and
the physiological trait, body weight with r-values between 0.43 and 0.59 and p-values between
10−7 and 10−14 [6].
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Although it is common for researchers to use WGCNA to analyze gene expression data, there
is little to no canon regarding the use of WGCNA on gene expression data for human flu patients.
The dataset in this paper is microarray data from a single pathway that consists of 56 genes and
their expression levels for infected human subjects before and during infection with different flu
viruses [19]. This paper aims to solve the following problems:
1) Determine a subset of these genes that are the most predictive in determining whether a given
subject is a shedder (contagious with the flu) or a control (not infected with the flu). Our tool
will be networks where each node in the network represents a gene.
2) Directly classify between shedders and controls at a given time point using all the genes and
a network where nodes represent subjects.
To solve the first problem, we present two methods for determining modules. The first method
generates a co-expression network, then uses a novel hierarchical clustering algorithm that lever-
ages the eigenvector of either the graph Laplacian or normalized graph Laplacian to determine the
modules at single time points. We then feed the genes in these modules to a sparse support vector
machine (SSVM) to predict whether a subject is a shedder or a control at single time points. The
module with the highest classification rate will win. The second method uses a supra-adjacency
matrix to model the data over multiple time points and applies either the largest eigenvector or the
PageRank centrality algorithm to determine the best subset of genes. Then we use this the subset
of genes to classify between shedders and controls using an SSVM. Both methods provide a way
to remove unimportant data from our dataset.
The second problem is essentially an unsupervised classification problem. In order to classify
subjects as shedders or controls, we will generate a network where the nodes represent human
subjects. We then separate the subjects into two clusters via the same eigenvector method and test
to see if these clusters align with the shedder and control labels.
Not only does this paper apply novel spectral clustering algorithms to a new dataset, it also
explores different methods for edge generation. For generating each of these different networks,
we experiment with unsigned correlation, partial correlation, heat kernel and random.
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In summary, this study provides a mathematical foundation for network generation, iterated
spectral clustering and centrality analysis, then applies these tools to some small examples and
finally to an microarray dataset.
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Chapter 3
Methods and Algorithm Development
3.1 Network Generation
Suppose we are given some set of n random variables and p observations of each variable.
We create a vector out of the ordered set of observations of a single random variable and call it a
random vector. The set of n random vectors will be denoted as X ⊂ Rp. The goal is to determine
the k < n features (subset of random vectors) that contain the most information from the original
n variables. To approach this problem we take a network theoretic prospective. Each node in
the network represents a random variable and each edge represents a similarity between a pair of
random variables. We can construct an adjacency matrix A for a network via defining the i, jth
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The following section explores four different ways of generating edge weights wi,j for this network.
These methods can be thought of as maps which take elements from Rp × Rp to R. One note is
that we with to not use self-edges in the network. So once we generate edges for the network using
the maps below, we force replace whatever is on the diagonal of A with zeros.
3.1.1 Correlation









where Cov(x, y) is the covariance of x and y, E(x) is the expected value of x and σx is the standard






θ is the angle between the vectors x and y. If x, y are not mean centered we call the same compu-
tation the uncentered correlation. In order to keep the weights in our networks positive we will use
unsigned correlation, namely |Cor(x, y)|, for edge weights.
3.1.2 Partial Correlation
Given a pair of random vectors x, y ∈ X , the partial correlation is defined as the correlation
between the residuals of x and y when projected onto the span of the rest of the data. To begin
to solidify this definition in mathematical notation, we will define the rest of the data as X ′ =
X \ {x, y}. It is common to think of these projections of x and y as linear regressions (in fact,
least squares regressions) of x and y using the dataset X ′. We define partial correlation using
mathematical notation as follows
ParCor(x, y) = Cor(rx, ry) =
〈x − x̂, y − ŷ〉
||x − x̂||||y − ŷ||
where rx and rx are the residuals of the projections (x̂ and ŷ) of x and y onto span(X
′) [20].
The common definition for partial correlation uses least squares regression. So in this case the
projection matrix is (XTX)−1XT where the columns of X are formed by the vectors in X ′. So in
this case we define x̂ = (XTX)−1XTx and ŷ = (XTX)−1XTy.
Notice, this is only defined when x and y are not in span(X ′), otherwise either ||x − x̂|| = 0
and/or ||y − ŷ|| = 0.
Suppose we are dealing with p observations of n random variables. If n >> p then we are
more likely to have undefined partial correlation because not all n vectors in Rp can be linearly
independent. As a consequence, this method is best used in tall data matrix problems (where
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p > n). For the sake of using partial correlation to generate edges in networks where n >> p we
will use the convention that if ||x − x̂|| = 0 and/or ||y − ŷ|| = 0 then ParCor(x, y) = 0 rather than
being undefined.
In summary, partial correlation solves the problem of network-wide interactions influencing
the correlation between two nodes. However, partial correlation is limited due to its dependency
on having more observations than random variables. In addition, if we are computing partial







which is computationally expensive. Again, in order to keep the weights in our networks positive
we will define edge weights using unsigned partial correlation, |ParCor(x, y)|.
3.1.3 Heat Kernel
Heat kernel is used in [13] and [5]. Given two random vectors x, y ∈ X , the similarity between










σ2 if ||x − y|| ≤ r
0 otherwise
where σ ∈ R is a tunable parameter that is sometimes called the heat kernel and r is another
tunable parameter. To simplify this calculation, we take r = maxx,y∈X ||x − y|| = 1 which forces
all similarities to be strictly greater than zero. Thresholding will play the same role as r in our
similarity calculations.
3.1.4 Thresholding
For each of these methods we can introduce a thresholding parameter which defines a thresh-
olding map from R to R. We use a soft threshold ts to remove edges with weights smaller than M .









0, wi,j < M
wi,j , wi,j ≥ M
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Thresholding also can be used to generate an unweighted network from a weighted one. Given a









0, wi,j < M
1, wi,j ≥ M
Notice, if we take
M := m(max{wi,j ∈ A} −min{wi,j ∈ A : i 6= j}) + min{wi,j ∈ A : i 6= j} where m ∈ (0, 1),





ε} for some ε > 0.





ε} to test threshold parameters evenly spaced between the
smallest nonzero edge value to the largest edge value in order to find the best threshold for the
given set of edge weights.
Thresholding can be used to ensure a network satisfies the scale free topology criterion which
is defined as the degree distribution in the network being proportional to the power distribution.
Specifically
p(d(i)|d(i) = k) ∝ k−a for i = 1, 2, . . . n
where d(i) is the degree of node i and k > 0, p(d(i)|d(i) = k) is the probability that a node has
degree k and a is generally between 2 and 3. There are a variety of ways to test if this is true. Some
researchers use this criteria to build a network by iteratively adding edges. In this study, our goal is
to produce the best results possible. So we ignore scale free topology and tune the threshold until
we’ve found the network that produces the best results.
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3.2 Partitioning via the Spectrum of the Laplacian
3.2.1 Cutting a Network
Let G be a network with nodes N and edges E where |N | = n. Suppose G is a complete
network. This means there exists an edge between every two nodes in G. Define a cut of G
to be a partitioning of N into two disjoint subsets N1, N2. The graph induced by Ni (namely,
Gi = (Ni, Ei)) is called a bank of the given cut. We construct the graph G(Ni) using all the nodes
in Ni and the edges connecting them. The size of a cut is a mapping from Y to R where
Y := {(N1, N2) : A ∪ B = N and A ∩B = ∅}.






Define the minimum cut of G as
argmin{cut(N1, N2) : N1, N2 are the two banks of a cut of G}
We can find the solution to this problem using the Stoer-Wagner algorithm [21]. However, the
minimum cut problem favors cuts where |N1| << |N2| or vice-versa, therefore we will modify our
optimization problem to account for the size of the cut.
There are two ways to construct a cut without the issue described above. One formulation is







Let E ′i be the set of all edges of G connected to nodes in Ni for i = 1, 2. The volume of a cut is













Then we can reformulate the minimum cut problem into the minimum average cut problem
argmin{Acut(N1, N2) : N1, N2 are the two banks of a cut of G}
or the minimum normalized cut problem
argmin{Ncut(N1, N2) : N1, N2 are the two banks of a cut of G}
This formulation favors cuts where the two induced networks have closer to the same number
of nodes, that is |Ni| ≈ n/2 for i = 1, 2.
3.2.2 Spectral Partitioning Algorithms
The following outlines an algorithm that provides an approximation to the solution to the op-
timization problem of finding the average or normalized minimum cut of a connected network G.
Define the Laplacian L of network G with adjacency matrix A as follows:









i=1 wi,j if i = j
0 it i 6= j
So Di,i is the sum of the incident (edges connecting to node i) edge weights of node i. In a network
with unweighted edges, Di,i just corresponds to the degree of node i. Assuming the edges in our
network are undirected, L will be symmetric because A and D are symmetric. Now we define the
normalized graph Laplacian as follows:
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L̂ = D−1/2LD−1/2
L̂ will be symmetric as a consequence of the symmetry of L. Graph signal processing researchers
do an eigenvalue decomposition of L rather than L̂ [22], while others do the eigenvalues decom-
position of L̂ [13] . In order to maintain generality, the following steps can be done with L or L̂.
For ease of notation we will proceed with L.
L = VΣVT
Since L is symmetric, we can choose the columns of V to be mutually orthogonal eigenvectors of
L. That is to say, VT = V−1. Σ is a diagonal matrix that contains the eigenvalues of L. Another
consequence of the symmetric Laplacian is all our eigenvalues are real. In fact, L is positive semi-
definite [23]. Notice L̂ is also positive semi-defnite as an immediate consequence. Therefore all
the eigenvalues of L and L̂ are non-negative. In fact, the geometric multiplicity of the smallest
eigenvalue (which is in fact 0) corresponds to the number of connected components of G. Since
we assume G is connected, the geometric multiplicity of this eigenvalue is 1.
Suppose V = [v1|v2| . . . |vn] and the full set of eigenvalues are λ1, λ2, . . . , λn. Take λ to be
the smallest non-zero eigenvalue and v to be the corresponding eigenvector to λ. Note: if we did
the eigendecomposition of the Laplacian (not normalized), algebraic connectivity of G would be
λ and the Fiedler vector of G would be v.
v = vi where i = argmin{λi : λi 6= 0}
Recall the Ai,j = wi,j is the edge weight between node i and node j. This assumes some
labeling of the nodes of G as 1, 2, . . . , n. Let us call the ith entry of v, vi. We can then use the
entries in v as labels for nodes in G where the vi is the label for vertex i. Assigning values to each
node in G is called a valuation of G. We use this labeling to define the cut as follows:
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N1 = {i ∈ N : vi > 0} and N2 = {i ∈ N : vi < 0}
It has been shown by Fiedler that using the Laplacian, this cut results in two connected banks [24].
In fact, the Fiedler vector is a real valued solution to the average cut problem [13]. If we are
working with the normalized Laplacian, this cut has been shown to be an approximation to the
solution to the normalized minimum cut problem [13], [5] . Proof of this fact can be found in
Appendix A. We also provide a proof that the Fiedler vector is an approximate solution to the
minimum cut problem in Appendix B.
Summary
Given an adjacency matrix A for a connected network G, the spectral cut algorithm can be
summarized as follows:
1) Build the Laplacian L = D − A or the normalized Laplacian L̂ = D−1/2LD−1/2
2) Perform the eigenvalue decomposition of L or L̂
3) Find v = vi where i = argmin{λi : λi 6= 0}
4) Cut G using v as N1 = {xi : vi > 0} and N2 = {xi : vi < 0} by removing all the edges
connecting N1 to N2.
3.2.3 Example
Below is an example generated in MatLab of a random complete undirected network with
positive edge weights on fifteen nodes. The edges are sampled from the uniform distribution over
(0, 1). We use the second smallest eigenvector of the normalized Laplacian, to cut the network
once.
17
Figure 3.1: The random graph on 15 nodes. The edge thicknesses is proportional to edge weights.
Figure 3.2: A heat map of the adjacency matrix of G scaled by a factor of 50.
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Figure 3.3: The random graph on 15 nodes after spectral cut with the normalized Laplacian. The cut edges
are removed. The yellow nodes are in N1 and the purple ones are in N2.
Notice one bank size is 4 and the other is11. Even with using an approximation to the minimum
normalized cut problem does not guarantee bank sizes of exactly the same size.
3.3 Measures of Centrality and the Supra Adjacency Matrix
3.3.1 Measures of Centrality
Let G = (N,E) be a network with positive edge weights. A centrality is a map r : N → R≥0.
The image of this map ranks each node in the network based on its level of centrality. The most





To begin, let us consider a network G where all the edge weights are 1. For each x ∈ N we
define the degree of x as the sum of incident edges to x. That is,
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This is a special case of k-path centrality. To define k-path centrality the centrality score for
node x is the number of distinct paths of length at most k beginning at node x. A path is a sequence
of adjacent nodes. A path begins at node x if the first node in said sequence is x. Two nodes xi, xj
are adjacent if they share an edge, eg. wi,j 6= 0. So one can say the deg(x) is the number of paths
of length one, beginning x.
A generalization of k-path centrality is eigenvector centrality. Let A be the adjacency matrix
of graph G. Suppose 1 ∈ Rn is the vector of ones. It is known that the ith entry of Ak1 gives
the number of paths starting at node i of length k [25]. In fact it has been shown in [26] that the
eigenvector v̂ of A which is associated with the largest eigenvalue λ̂ of A is proportional to the








We define the centrality score of node xi as the ith coordinate of v̂,
r∞(xi) = v̂i.
This is almost the same as the number of paths beginning at xi of any length, except we are
weighting by the inverse of the largest eigenvalue. One could think of this being close to ∞-path
centrality. If λ̂ < 1 then this weighting values longer paths. If λ̂ > 1, then this weighting values
shorter paths. Finally, if λ̂ = 1 then this is what one might want to define as ∞-path centrality.
In our applications, we are dealing with undirected weighted networks. So paths with larger
edge weights result in contributing more to the centrality score than paths with smaller edge
weights. This aligns perfectly with our goal of finding the most central node because higher edge
weights correspond to higher similarities between our random variables.
20
Pagerank
Developed in the late 1990s, Pagerank is an algorithm that was originally created as a way to
rank web pages on the world wide web. This algorithm is generally used in a directed network,
that is, the adjacency matrix is not necessarily symmetric. Let A ∈ Rn≥0 be the adjacency matrix






The intuition is as follows. Suppose a person is surfing webpages. Each webpage is represented
by a node in the network. Mi,j represents the probability that the surfer will travel from page i
to page j. We generate the vector Rt whose ith entry represents the probability the surfer will
end on page i after t iterations of the following algorithm. We can initialize this vector in a few
ways: either initialize this vector as the uniform distribution R0 = 1
n
, sample the coordinates of R0
from the standard normal distribution, or via another probability distribution depending on what
the network is modeling. Then we update as follows




where d is a dampening factor. We iterate until the change in the update drops below ǫ,
|Rt+1 − Rt| < ǫ.
These parameters can be tuned depending on the given network and desired processing time. Each
coordinate in Ri is the rank of page i. So upon completion of the algorithm at time T we define




[15]. For this paper we will use d = 0.85 and ǫ = 0.001. We set a high damping factor in order to
encourage low random exploration for the surfer [?, ?]. Epsilon was chosen arbitrarily as a small
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value. To increase algorithm performance one may choose to tune these parameters in a more
precise manner.
3.3.2 The Supra Adjacency Matrix
Suppose we are given a time series of networks on the same set of nodes. That is, we have
(G1, G2, . . . , GT ) where Gt = (N,Et) for t = 1, 2, . . . , T . Each Gt has an adjacency matrix At
for t = 1, 2, . . . T . Our goal is to realize this series of the same nodes as one large network, where
there are T different nodes representing each x ∈ N . That is to say, x ∈ N is represented by
x1, x2, . . . xT . Then we can choose how to draw the edges between each of {x1, x2, . . . xT}. The
most basic suggestion would be to connect each xt to each xt+1 with a directed edge. Now we
have a directed network on n · T nodes. The supra-adjacency matrix S is the adjacency matrix of














A1 W1,2 0 . . . 0
0 A2 W2,3 . . . 0




















At is the adjacency matrix for network Gt. Wt,t+1 is the matrix which links the nodes between
different time steps, specifically between the network at time t to the network t + 1. Each Wt,t+1
is a diagonal matrix because we only wish to have edges between nodes to themselves at different
time steps [11].
By using this construction we are making an assumption about our network and how it evolves
over time. We are assuming there is no direct interaction between node x at time t and any other
nodes at any other times except node x at time t+ 1. Our choice of methodology for construction
of the edges between nodes at time t and t + 1 can greatly effect the performance of this model
under different network algorithms.
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3.4 Specialized Algorithms
3.4.1 Iterated Spectral Partitioning
Suppose we are given a network G = (N,E), let m′ be the minimum desired cluster size.
1) Perform spectral cut algorithm to cut G into G1, G2
2) Repeat step 1 on G1 and G2. Stop when the |N1| < m
′ or |N2| < m
′.
















Suppose we run this algorithm until all the resulting sub-networks contain only one node. Then
we can visualize this algorithm using a dendrogram. A dendrogram is a standard visualization of
hierarchical clustering. They are commonly used for visualizing hierarchical clustering for gene
expression data and can be generated using numerous different methods for measuring distances
between clusters. Suppose G was cut into G1 and G2 then the distance between G1 and G2 is
dist(G1, G2) = ln(|N1||N2|)
If G is connected, then each of G1 and G2 are connected so |N1||N2| is the number of cut edges.
This is because the graph defined using all the nodes in N and the cut edges is exactly the complete
bipartite graph KN1,N2 .
3.4.2 Supra-adjacency Centrality
Suppose we are given a time series of networks on the same set of nodes. That is, we have
(G1, G2, . . . , GT ) where Gt = (N,Et) for t = 1, 2, . . . , T .
1) Generate a supra-adjacency matrix S with the graph GS .
2) Use a centrality method to generate centrality scores for each node in GS
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The following is a comparison of edge generation methods by testing the various tools de-
scribed in the methods section on synthetic datasets. Recall, we use unsigned correlation and
partial correlation in order to generate the edges in these networks. Our primary reason for this
choice is to use approximations to solutions for types of minimum cuts to partition our data. When
we refer to unsigned correlation and unsigned partial correlation as correlation and partial corre-
lation for the remainder of this thesis. Implementation of the aforementioned algorithms for these
examples and subsequent real-world data is in Python using the packages numpy, scipy, sklearn
and networkx [27], [28], [29], [30].
4.1.1 Edge Generation and Single Cut
First, let us consider an example where partial correlation is able to determine linear de-
pendence of variables while other edge generation cannot. We will always be classifying with
the Fiedler vector. Take n = 15 random variables with p = 100 observations for each vari-
able, {x0, . . . , x14} ⊂ R
100. A = {x0, . . . , x4} are close together using Euclidean distance and
B = {x5, . . . , x9} are close together using Euclidean distance. Then we define each of B
′ = xi ∈
{x10, . . . , x14} as linear combinations of vectors in B. In the figure below A is orange, B is blue,
and B′ is green.
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Figure 4.1: A projection of the first two coordinates of each xi. A is orange, B is blue, and B
′ is green.
We then generate a network from these data with 15 nodes using partial correlation, correlation,
and heat kernel. Then we cut each network using the Fiedler vector. The data that corresponds to
the nodes in one bank are blue and the data that corresponds to the nodes in the other bank are
orange. Notice this method is able to place the nodes corresponding to the linearly dependent data
in one bank and the rest in its own bank.
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(a) The adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.2: When we use partial correlation to generate the edges of our network our data separates with
the nodes representing B ∪B′ in one bank and the nodes representing A in the other.
Figure 4.3: These are both projections of the first two coordinates of each xi. Correlation and heat kernel
edge generation produce networks that do not always cut into B ∪B′ and A.
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Figure 4.4: Correlation does seem to mildly detect the linear independence in its adjacency matrix.
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If we drastically decrease our number of observations, n = 15 and p = 2, then we can no longer
use partial correlation to detect the linear dependence of each vector in B′ on the the vectors in B
because we are in the situation n >> p. Therefore, there will be many other linear dependencies
between vectors in our dataset other than just the dependency between vectors in B and B′. As
a result we are guaranteed to have 0 residuals of some of our projections which will cause partial
correlations of zero. For the figure below, the data that corresponds to the nodes in one bank are
blue and the data that corresponds to the nodes in the other bank are orange.
(a) The adjacency matrix. Some of the en-
tries are zero.
(b) A projection of the first two coordinates of each xi.
Figure 4.5: When xi ∈ R
2 partial correlation no longer can detect the intended linear dependencies.
If we consider n = 100 and p = 2 with two clusters (via Euclidean distance) then heat kernel
can detect these clusters, correlation misclassifies some points and partial correlation cannot detect
anything because n >> p. Below is plots of the adjacency matrices and the cut outputs from each
edge generation method.
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(a) Adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.6: Heat kernel edge generation. The data are perfectly separated.
(a) Adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.7: Correlation edge generation. The data are not perfectly separated into the two intended clusters.
30
(a) Adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.8: Partial correlation edge generation. The data are not separated into the two intended clusters.
If we let p = 10, then correlation classifies perfectly, heat kernel classifies second best and
partial correlation still fails due to the relative sizes of n and p. However, if we tune the heat kernel
parameter, we are able to classify perfectly with heat kernel. The following figures are projections
of the first two coordinates of the dataset.
(a) Adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.9: Correlation edge generation. The data are perfectly separated.
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(a) Adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.10: Heat kernel edge generation with σ = 2. The data are not perfectly separated.
(a) Adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.11: Heat kernel edge generation with σ = 10. The data are perfectly separated.
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(a) Adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.12: Partial Correlation edge generation. The data is not separated into the two intended clusters.
If we let p = 170 and n = 20, we are able to classify perfectly with partial correlation. If
we decrease p, our classification accuracy decreases quickly. Below is the adjacency matrix of
the data and a projection of the first two coordinates of the data an the classification using partial
correlation to generate the network.
(a) Adjacency matrix. (b) A projection of the first two coordinates of each xi.
Figure 4.13: Partial Correlation edge generation. The data is separated into the two intended clusters.
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4.1.2 Supra-Adjacency Matrix
Now we will have a point cloud with n = 122 points in R2 that evolve over T = 10 time
steps. Let us denote the points at time t to be {xt1, . . . , x
t
122} ⊂ R
2. So we have p = 2 and
t ∈ {1, 2, . . . 10}. The data has been constructed so there is always a subset of 20 points that are
generally in the center of the data via Euclidean distance.
We generate a supra-adjacency matrix of the data using heat kernel with σ = 2 and fix the
similarity times steps being fixed at 0.5. Then we use largest eigenvector centrality and PageRank
centrality on each time step to find the k = 20 most central data points. We choose to use heat
kernel because it is a Euclidean distance-based similarity measure and the features that we wish to
select remain close to the center of the data with respect to Euclidean distance.
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(a) t =1 (b) t =2 (c) t =3
(d) t =4 (e) t =5 (f) t =6
(g) t =7 (h) t =8 (i) t =9
(j) t =10
Figure 4.14: All the data evolving over time. Each color corresponds to a specific data point. Notice the
dark purple points generally stay in the center of the data.
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(a) t =1 (b) t =2 (c) t =3
(d) t =4 (e) t =5 (f) t =6
(g) t =7 (h) t =8 (i) t =9
(j) t =10
Figure 4.15: Largest eigenvector centrality k = 20 on a heat kernel generated supra-adjacency matrix.
Notice this method identified the most central genes to be the genes at t = 5 rather than the most central
genes overall.
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(a) t =1 (b) t =2 (c) t =3
(d) t =4 (e) t =5 (f) t =6
(g) t =7 (h) t =8 (i) t =9
(j) t =10
Figure 4.16: PageRank centrality k = 20 on a heat kernel generated supra-adjacency matrix. Notice
PageRank out performed largest eigenvector centrality.
Each sub-network corresponding to a time in the network induced by the supra-adjacency ma-
trix is fully connected. Edges between these sub-networks only connect nodes representing the
same data point. As a path based centrality measure, largest eigenvector centrality put too much
emphasis on the time connections between these sub-networks which resulted in the nodes in the
absolute center of the network of the super-adjacency matrix having the highest centrality score.
PageRank did not run into this issue since it is more about diffusion of information via transition
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probabilities rather than counting paths (although the two measures are both spectral centrality
measures).
4.2 Gene Expression Data Analysis
Our data are from the reactome interferon alpha beta signaling pathway from the GSE73072
dataset [19]. This dataset is of the microarray variety. Specifically, the data was collected from
7 studies by Duke, UVA and hVIVO funded by the Defense Advanced Research Projects Agency
(DARPA). The entire dataset consists of 12,023 genes and 148 human subjects infected with 4
different strains of the flu virus. These four strains of the flu virus are HRV, RSV, H1N1 and H3N2.
Gene expression data for these subjects were collected before and at times up to 680 hours after
infection. Preliminary analyses on these data suggested that the genes in the reactome interferon
alpha beta signaling pathway carried the same amount of signal for a subject’s shedding status as
all the 12,023 genes at later time bins. So we will run our algorithms on just the 56 genes in this
pathway. Notice the classification accuracies for the pathway genes are low for the first few time




































































Pathway vs All Genes Classification Accuracies
Pathway All Genes
Figure 4.17: 2 fold SSVM classification accuracy for time bins with at most 6 hours of consecutive times. .
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In addition, choosing to reduce our dataset size allows us to experiment with different varieties
of algorithms and tune parameters in a finer fashion. We define our control dataset to be the pre-
infection data (negative times). Then we compare the gene expression levels from the control
dataset with the data for shedders at times 0 to 680 hours after infection. The numbers of shedders
(infected and contagious subjects) is anywhere between 10 to 81 depend on the time when the
data is collected. For all of the proceeding analysis we will pre-process all data via a natural log
transformation. For thresholding we will use ts as described in the methods section. We will
choose M using m as described in the earlier section. To find the best m we fix an ε = .1. Then
we sample m from the multiples of ε from 1 to 10. We threshold for all methods other than the
supra-adjacency centrality algorithm. For all SSVM classifications we will ensure there are the
same number of shedders as controls and we will be using a two fold SSVM classifier. Our first
goal is to identify a subset of characteristic genes which classify between shedders and controls
at least as well as the pathway genes using networks with genes as nodes. Our second goal is to
classify between controls and shedders using subjects as nodes.
4.2.1 Genes as Nodes: The Characteristic Gene Problem
1) Iterated Spectral Partitioning Algorithm
We use the simple ISPA with the normalized graph Laplacian to visualize our data in the form of
a dendrogram. A dendrogram is a standard tool for visualizing hierarchical clustering algorithms.
In the figures below, the structure to the left of the heat maps is the dendrogram. This is essentially
a hierarchical clustering tree. In this case, leaves of the tree correspond to individual genes. In the
figure below, the leaves are the furthest right lines. If we move our vision along these lines from
right to left we can see that these lines begin to join together and eventually all join together at the
far left size of the dendrogram. The joining of these lines represents the merging of two clusters.
The distance from the singleton cluster to the merging of the clusters is the value of the distance
between the two clusters using the chosen clustering algorithm’s distance definition. Since for
our application the relative distances between clusters are more important than the actual distance
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value, we choose to omit labels for the distances axes in these plots. Depending on our clustering
algorithm, it can be better to read left to right or right to left along these dendrograms. In the case
of the ISPA algorithm, the dendrogram is generated from left to right since we cluster by beginning
with the entire dataset as one cluster and recursively cutting the dataset into smaller pieces until we
are left with all clusters of size 1. The heat maps to the right of the dendrograms are visualizations
of the raw gene expression data for a given subject. Genes are on the vertical axis and subjects are
on the horizontal axis. Below is a comparison of four dendrograms generated using shedder data
at time 60 hr after infection.
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Figure 4.18: Network edges are generated by correlation and clustering is done via ISPA using the Lapla-
cian.
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Figure 4.19: Network edges are generated by heat kernel and clustering is done via ISPA using the Lapla-
cian.
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Figure 4.20: Network edges are generated by partial correlation and clustering is done via ISPA using the
Laplacian.
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At 60 hours after infection it is clear that the method used for defining the edges in the network
greatly effects the spectral clustering algorithm. The heat kernel generated network produces the
most visually pleasing clustering by grouping together genes with similar expression magnitudes.
This is not surprising since heat kernel is used to generate networks for image segmentation which
tend to group together pixels with similar colors [5]. Correlation also seems to do some clustering
by magnitude, however the larger clusters contain nodes with data that have many different mag-
nitudes. This is because correlation measures the angle between the data points rather than the
Euclidean distance. With this in mind, we should be looking for similar left to right patterns in the
data nodes in the same cluster. That is to say, nodes in the same cluster have data with the close
to the same gene expression levels up to scalar multiples. The dendrogram generated using partial
correlation is a bit harder to interpret. However, it is easy to see that the size of the two banks after
every cut are about half the size of the larger network, especially true after the first cut.
We also compare these results to a relatively basic WGCNA (weighted gene co-expression
analysis). We generate dendrogram following the most simple implementation the process de-
scribed [6] and leveraging definitions from [18] and [31]. Recall, the ISPA algorithm builds clus-
ters by starting with the whole dataset and recursively partitioning the dataset into subsets until
each subset size is one. In contrast, the WGCNA algorithm builds the clusters starting with n
different clusters of size 1 and iteratively merges the two closest clusters until we are left with
one large cluster containing all the genes. Our definition of close depends on how we define dis-
tance between clusters. What follows is one of the many possible implementations of the WGCNA
pipeline to our dataset.
The steps of WGCNA were implemented in Python mainly using Scipy packages to generate





















Then we use average clustering distance to generate the following dendrogram. The distance







This is exactly the average pairwise distance between points in cluster u and cluster v.
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Figure 4.21: Dendrogram generation via a simplified WGCNA algorithm.
This algorithm pulls out many single node clusters. In fact, if we cut this dendrogram at any
level, there will be at least one single node cluster. Whereas, the ISPA hierarchical clustering favors
separation into even-sized clusters. Also, the distances between clusters using ISPA are relatively
larger for the clusters that contain more nodes, whereas the distances between the larger clusters
are smaller for the WGCNA algorithm. The distances in ISPA are relatively large for large clusters
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because we measure distance proportional to the number of edges cut. For WGCNA, we measure
distances using average distance of elements between cluster elements in cluster u and cluster v.
We now search for the perfect module we used the following modified ISP algorithm.
i) Generate a network G using one of correlation, partial correlation, heat kernel or random
edge generation
ii) Initialize M = min{wi,j ∈ A : i 6= j}
iii) Apply a threshold with M value to the edges of the original network and proceed to step vii)
if the network is disconnected.
iv) Cut the network using the Fiedler vector or the eigenvector associated with the second small-
est eigenvalue of the normalized Laplacian.
v) Use SSVM to test each the classification accuracy of each bank. Save the bank, threshold,
and accuracy of the higher scoring bank.
vi) Add 0.1(max{wi,j ∈ A} −min{wi,j ∈ A : i 6= j}) and return to iii).
vii) Take the network that produces the highest SSVM value. Call this network G∗
viii) If the accuracy of the SSVM test using the nodes in G∗ is lower than the accuracy of the test
with G stop and return G, the threshold and the accuracy associated with G. However, if we
only did one cut just return G.
ix) Otherwise, let G = G∗ and return to ii).
We use only shedder data to generate the network. For our implementation of this algorithm
we use the Fiedler vector. We use this algorithm on each time and take our characteristic genes
to be the genes that were most common in each G∗ when the algorithm terminates. Due to the
problem with partial correlation and datasets where n >> p, we perform two tests. The first test
uses correlation, heat kernel and random edge generation to make networks using data from only
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one time point. The second test uses time points that are within 6 hours of each other is the smallest
interval which forces p > n so we are able to also use partial correlation to generate the networks.
We take the top 15 most common genes in the final G∗ over all times greater than 46 hrs for each
edge generation method for the first test. For the second test we take the top 15 genes over all
time bins with times greater than 36 hours. We test the chosen subset of genes using a two fold
SSVM on the gene data for shedders and controls where there are the same number of shedders as
controls. A two fold SSVM means we use half the data for training and half for testing. For both























Single Time Classification Accuracies
Pathway Genes Correlation Heat Kernel Random
Figure 4.22: The classification accuracies using a 2 fold SSVM for the 15 chosen genes from each edge
generation method. These are accuracies for classification on data for each time point.
Most edge generation methods perform equivalently. The top 15 genes from correlation modi-
fied ISP algorithm produce accuracies that are on average 0.2 % better than classification accuracies
than classification with the entire pathway.
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Pathway Genes Correlation Partial  Correlation Heat Kernel Random
Figure 4.23: The classification accuracies using a 2 fold SSVM for the 15 chosen genes from each edge
generation method. These are accuracies for classification on data for each time bin.
Doing this time binning certainly smooths out our classification results and perhaps produces
more characteristic feature sets. Partial correlation is on average the best edge generation method.
In contrast, correlation does poorly for each time bin. The most consistently good methods for
edge generation are be heat kernel and partial correlation It is also worthwhile to note that the
random edge generation in general performs better than correlation and almost as well as the other
edge generation methods. These results are more realistic than the single time bin results presented
earlier because we are working with more data so the data is harder to lineally separate with SSVM.
The best 15 selected genes for time binning within 6 hours and edge generation using partial
correlation were the following: IFNA16, IFNA1, OAS3, IFIT3, GBP2, IFNA5, HLA-B, IFITM2,
IFITM3, HLA-C, IFI6, HLA-A, EGR1, IRF9, and ADAR. These genes produce a 0.2% better
classification rate than classifying with all the genes.
We even compare the two fold SSVM classification accuracies with these 15 genes to classifi-
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All Genes Selected Genes
Figure 4.24: The classification accuracies using a 2 fold SSVM for the 15 chosen genes from partial corre-
lation. These are accuracies for classification on data for each 6 hour time bin.
Notice, we produced a feature set of 15 genes which produce higher two fold SSVM classifi-
cation accuracies than 12,000+ genes.
2) Supra-adjacency Centrality Algorithm
We use the supra-adjacency centrality algorithm with PageRank and largest eigenvector cen-
trality for k = 1, 2, . . . , 20 for networks generated by correlation, partial correlation, heat kernel
and random edge generation. We choose to omit partial correlation due to the n >> p issue. The
edges between networks at time t and t + 1 different times are defined as the mean of the edge
weights of all the networks over all times.
For these methods we only use time points between 48hr to 680hr due to prior experimental
evidence which suggests that the signal of shedding is most prominent at these times and since a
supra-adjacency matrix is build using all times. We then take the characteristic nodes to be the k
nodes with the highest two fold SSVM test accuracy for classification on all the given time points.
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We perform these tests for k = 1, 2, . . . , 20 with all four edge generation methods along with the
two different centrality methods.
With all these tests, the edge generation and centrality methods which produce the highest
accuracy are heat kernel and largest eigenvector centrality with k = 14 genes. This is determined
to be the best method because it produces the highest average SSVM classification rate over single
time bins with times at least 48 hours after infection.
The following 14 genes are the top 14 most central genes for the classification that produced
a maximum accuracy. IRF8, IFI35, OAS1, IRF3, IFNAR2, IFI6, PTPN1, OASL, IFIT2, ISG15,









[50, 53] [58, 60] [66, 69,
70, 72]
































Pathway Genes Selected Genes
Figure 4.25: The classification results using the 14 most central genes from the supra-adjacency centrality
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All Genes Selected Genes
Figure 4.26: The classification results using the 14 most central genes from the supra-adjacency centrality
algorithm with heat kernel edge generation and largest eigenvector centrality.
4.2.2 Subjects as Nodes: The Shedder Problem
We use the spectral cut algorithm with the normalized laplacian on a network where subjects are
the nodes. For the test without time binning, we generate these networks using one of correlation,
heat kernel or random edge generation. We also threshold the edges of the network and choose the



























Single Time Classification Accuracies Before 53 Hours
2-Fold SSVM Heat Kernel Spectral Classification
Figure 4.27: The SSVM classification accuracy versus the normalized Laplacian cut unsupervised classifi-




























Single Time Classification Accuracies After 50 Hours
2-Fold SSVM Heat Kernel Spectral Classification
Figure 4.28: The SSVM classification accuracy versus the normalized Laplacian cut unsupervised classifi-
cation method for heat kernel edge generation for the late times.
Heat kernel edge generation method performs the best, on average almost 2% better than the
two fold SSVM.
Since we only have 20 total subjects at some time points, we choose to do classification with
5 hour time bins. This method produces less oscillation in classification accuracies. We consider
cuts using the the normalized Laplacian on networks with edges generated by correlation, partial
correlation, heat kernel, or random. With this methodology we are not able to produce an unsuper-
vised classifier that classifies almost as well as the two fold SSVM. Again, heat kernel produces
































































SSVM Heat Kernel Spectral Classification
Figure 4.29: The SSVM classification accuracy versus the normalized Laplacian cut unsupervised classifi-





In this paper we began by building a mathematical foundation for our algorithms. We described
four different network generation methods. The first algorithm we introduced was a novel version
of hierarchical network clustering via iterated spectral partitioning. The other algorithm leveraged
measures of centrality on a supra-adjacency matrix. After explaining the mathematics behind our
data analysis techniques, we proceeded to provide intuitive examples and visualize our algorithm’s
results in Euclidean 2-space. Finally, we applied these algorithms to microarray data and found
some surprising results. Random graphs seemed to perform equally as well as other network gener-
ation methods. In addition, different algorithms suggested different sets of genes for classification.
Specifically, there was almost no overlap from the best performing supra-adjacency algorithm and
any of the ISPA algorithms. This paper has provided an introduction to spectral network theory
algorithms and applies these to a small dataset. In addition, we have managed to identify two sets
of genes in the alpha beta interferon pathway which are candidates for biomarkers for shedding
with the flu virus. We found that most edge generation methods for either algorithm are relatively
equivalent. However, we did notice that partial correlation produced the highest 2 fold SSVM
accuracies in conjunction with the modified ISPA algorithms. Whereas, heat kernel coupled with
largest eigenvector centrality produced the highest accuracies with the supra-adjacency centrality
algorithm. Using human subjects as nodes we were able to barely improve on the two fold SSVM
classification accuracies. Since other current research with these data is able to produce much
higher accuracies using other supervised learning techniques, perhaps this unsupervised algorithm
is not worth investigating further. However, after a long search of the literature we can even be
confident in saying this was the first time these spectral network theory algorithms have been used
on gene expression data of human subjects sick with the flu.
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Highlights from these results include distinguishing two sets of 14-15 genes which produce
two fold SSVM classification accuracies at certain times that are at least as high as classification
accuracies done with more than 12,000 genes. The different algorithms were used to produce
these results. The first is the iterated spectral clustering using the Fiedler vector on a network with
edges generated with partial correlation. This procedure selected 15 genes whose two fold SSVM
classification accuracy was better than the accuracy the 12,000 genes at the binned times 82 and
84 hours after infection. The second is the supra-adjacency algorithm using largest eigenvector
centrality on a network generated with heat kernel. This procedure selected 14 genes whose two
fold SSVM classification accuracy was better than the accuracy the 12,000 genes at the two binned
time intervals of 74 and 77 hours and 122, 125 hours after infection.
5.2 Future Work
There are a variety of directions for future work with this dataset and these algorithms. On
the mathematical front it would be interesting to formulate an expression for the error between
the approximate solution to the minimum average cut and minimum normalized cut problems
from the graph Laplacian and normalized graph Laplacian respectively. Then we can see what
happens to this error as we iterate the network cuts to get some idea of the effectiveness of this
algorithm in comparison to Laplacian eigenmaps. One could also attempt to gain a more geometric
interpretation of mathematics behind our methodology.
Another step in the testing of these methods would be a sensitivity analysis. That is, checking
to see how these methods behave when we add noise to our data.
Also, cleaning up code and providing a well documented public GitHub repository with these
algorithms is certainly in the works. Then any researcher could choose to run their data through this
analysis pipeline without needing to deeply understand the algorithm design or the mathematics
behind it. However, we caution use of these tools without at least some basic understanding of the
synthetic examples discussed in this paper.
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In terms of the data, a more direct comparison between standard WGCNA and ISPA would be
worthwhile. This could entail using each of these clustering in the algorithms then computing the
correlation between the eigengenes of each cluster and a given biological trait. This trait does not
even necessarily need to be the flu virus.
Another direction for this work could be simply applying these algorithms to the entire GSE-
73072 dataset or other large datasets to see if we and discover new pathways. However, this may
be computationally expensive depending on the implementation of the algorithms, especially with
the eigenvector calculations. One could also just generate the networks and compare them to the
known networks structures between genes on the reactome.org pathway browser.
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Appendix A
Normalized Minimum Cut Proof
What follows is a more detailed argument that was outlined by the Laplacian Eigenmaps paper
[5]. Suppose G is a connected undirected network. For any cut of G into N1, N2, let x be a











if i ∈ N1
−1
b
if i ∈ N2
.
and a := Vol(N1) and b := Vol(N2). Using these definitions for the volume of the nodes in each


















2wi,j = 2(1/a+ 1/b)
2Cut(N1, N2)
iii) xTDx = 1/a+ 1/b

































































= 2xT (D − A)x
= 2xTLx


















































































































































































We can relax this problem to be an optimization problem over the set {x ∈ Rn : xTD1 = 0}.
We now will prove
{















































Therefore x ∈ {x ∈ Rn : xTD1 = 0} so containment has been proven.







= D1/2 because it is a diagonal matrix. Also D1/2D1/2 = D. So we have
yTD1/21 = xTD1 = 0










If we further relax our constraints to minimizing over all y ∈ Rn then the following minimiza-





Notice this is the Rayleigh quotient. The eigenvector corresponding to zero is exactly D1/21 be-
cause
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(D1/21)T L̂(D1/21) = 1TD1/2D−1/2(D − A)D−1/2D1/21
= 1T (D − A)1
















































The minimum value of the Rayleigh quotient is known to be the second smallest eigenvector
of L̂. If we use this vector as a valuation of the nodes of G to define a cut that removes all
edges between negative and positive valuated nodes, then we have approximated the solution to




Suppose G is a connected undirected network. For any cut of G into N1, N2, let x be a valuation









1 if i ∈ N1
−1 if i ∈ N2
.









1 · 1 +
∑
i∈N1







where xi ∈ {−1, 1}.


















This is the Rayleigh quotient. It is known that the non-zero minimum of this is exactly the eigen-
vector associated with the second smallest eigenvalue of L (aka the Fiedler vector). So we have
shown that the Fiedler vector is an approximate solution to the minimum cut problem. It is im-
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portant to note that this is a larger relaxation than the one done in the minimum normalized cut
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