Abstract. We discuss multiperiod stochastic programming formulations of time-consistent extensions of average value-at-risk (AVaR); AVaR measures the risk of a random financial value. Multiperiod risk measures that are recursively defined over time are known to be time consistent. For a multiperiod extension of AVaR for stochastic value processes, we reformulate the recursion as a linear stochastic program, such that the extension can be applied in multiperiod mean-risk optimization. In the special case of risk measurement for a final random value at a time horizon, we give a lower bound in terms of AVaR.
Introduction.
Let an uncertain financial loss be given by a random variable. A coherent risk measure is a functional that maps the random variable to a real number and that satisfies the coherency properties as defined in the seminal work of Artzner et al. [3] . Risk measures have the sign-convention that losses are positive. For multiple periods, considering losses as negative (and profit as positive) is more convenient [4, Rem. 2] . Consequently, our convention is to use sign-reversed risk measures, which are called risk-adjusted values [4] or acceptability functionals [19] . For example, a widely applied coherent risk-adjusted value is average value-at-risk (AVaR) [19] . (The corresponding risk measure is conditional value-at-risk (CVaR) [18, 22] .) AVaR can be calculated by a linear optimization problem, which allows AVaR to be incorporated in linear mean-risk optimization problems [5, 14, 17, 22] .
Risk-adjusted values can be extended to multiple time periods (or to continuous time); for an introduction to multiperiod and continuous-time risk measurement, see [1, 19, 25] . Multiperiod risk measurement can be for a stochastic process or for only a final random variable at a time horizon. With multiple periods, the risk can also be measured from the viewpoint of a specific state and time, that is, the risk-adjusted value is evaluated conditionally on a specific state and time.
Risk-adjusted values can be used as acceptance criteria in decision problems. Such a criterion may be required to be time consistent: For example, if a final random value has a higher conditionally evaluated risk-adjusted value than a second final random variable in all possible states at a future time, then the (unconditional) risk-adjusted value as of today for the first random variable should be higher than for the second random variable, too. Unfortunately, a conditionally evaluated AVaR for a final value is generally not time consistent. An example is in Figure 1 for a binary three-stage scenario tree. (See also the example on a larger tree in [4, Chap. 5.3] .) At the second stage, the conditionally evaluated AVaR of the final random variable X is always 
. Violation of time consistency by conditionally evaluated AVaR on a scenario tree with equiprobable terminal nodes (circles). In this example, AVaR is the arithmetic mean of values below or equal to the 50% quantile. Random variables X and Y take values on the terminal nodes (the tree is duplicated for readability). For example, AVaR of X has in node n

Recursively defined risk-adjusted values.
In this section, we revisit the recursive definition of a risk-adjusted value process given in [4] . The properties of coherency and of time consistency are shown with fewer assumptions.
Let an uncertain financial value be represented by a bounded random variable
where E Q [·] is the expected value with respect to probability measure Q, and P is a set of probability measures on (Ω, F ) [4, sect. 1] . The values of the measure Q are interpreted as test probabilities, such that π[X] is the worst test result. In a multiperiod setting, let t = 0, . . . , T be the time steps. The gain of information is given by a filtration of σ-algebras (F t ) t=0,...,T , with F t ⊆ F t+1 for t = 0, . . . , T − 1, F 0 = {∅, Ω}, and F T = F . A sequence of uncertain financial values is represented by a stochastic process (X) := (X t ) t=0,...,T that is adapted to the filtration; for example, X t is the sum of realized cash flows until t and of an assessment of the market value of future cash flows. In a multiperiod setting, the risk of the stochastic process is measured at different states and time, such that the risk-adjusted values over time are also a stochastic process, which is denoted by (R
The risk-adjusted value process is assumed (i) to be smaller than the value process and (ii) not to decrease over time for all feasible test probabilities because information increases. Choosing the process with largest values under (i) and (ii) leads to the following definition (see also [4, sect. 4 
.1]).
Definition 2.1 (risk-adjusted process). Let P be a set of probability measures on the space (Ω, F ), and let (X) be a bounded stochastic process adapted to the filtration (F t ) t=0,...,T . The risk-adjusted process (R In our finite setting, the inf-operation in (2.2) preserves F t -measurability. Hence, the risk-adjusted process is adapted to the filtration (F t ) t=0,...,T . In particular, R (X) 0 is measurable on the trivial σ-algebra F 0 and therefore deterministic. If we would allow for infinite Ω, then the (pointwise) infimum in (2.2) must be replaced by the essential infimum to preserve measurability [12, sect. A.4] .
Next, we show that a risk-adjusted process given by Definition 2.1 has the convenient properties of coherency and time consistency. The properties follow without further assumptions on the set P; this may not be obvious from the proofs in [4] .
We use the notation (λX 
Proof. Only (i) is not obvious. We use induction. At final time T , by (2.2) (in case t = T ) we have
where ( * ) follows by assumption and by the monotonicity of expected values; ( * * ) follows because separate minimization gives smaller values; and ( * * * ) holds because 
Note that the process (X 0 , . . . ,
Proof. Equalities hold a.s. Let t ∈ {1, . . . , T }. We use induction from final time T to t and a second induction from t to 0. At final time T , it follows from (2.2) that
where the first equality is by (2.2) and by assumption (2.5), and the second equality follows from
Induction with base case (2.4) yields 
The induction step is
Induction with base case (2.7) yields R
The monotonicity property (iii) in Lemma 2.2 implies
by (2.3) of Lemma 2.5.
Multiperiod AVaR-set of probability measures.
A coherent riskadjusted value is defined by its set P of probability measures. (See (2.1) and Definition 2.1 in the previous section for single-and multiperiod risk-adjusted values, respectively.) The recursive definition of a multiperiod risk-adjusted value can be simplified to a linear stochastic program for suitably chosen P (see section 4). In this section, we define such a suitable set P that corresponds to a stepwise conditional valuation by AVaR.
Let α ∈ (0, 1). The set of probability measures for the coherent risk-adjusted value AVaR can be defined as follows. A probability measure Q that is feasible fulfills
for all events A ∈ F; α is usually small in applications (e.g., 5%). The upper bound implies that a feasible Q is absolutely continuous to P; hence, the Radon-Nikodym probability density dQ/dP exists, which allows us to define the set in terms of densities.
Definition 3.1 (AVaR). Let α ∈ (0, 1) and X be a bounded random variable. The risk-adjusted value AVaR of X at level α is
where the AVaR-set Q α of probabilty measures at level α is
The definition corresponds to that in [19] and that of Tail-VaR in [4] . A (signreversed) risk measure AVaR is also defined in [12] . The original, related notion is the risk measure CVaR [21] . Downloaded 08/15/14 to 192.33.96.55. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The AVaR-set Q α is extended to multiple periods as follows. First, we give the general definition, then we give a more explicit definition on a scenario tree. Definition 3.2 (multiperiod AVaR-set). Let α ∈ (0, 1). The multiperiod AVaRset P α of probability measures is
where we assume that the density dQ/dP exists, that is, a feasible Q is absolutely continuous to P.
For simplicity, the level α in (3.3) is constant over time. (The level could be generally an adapted process and most of the following propositions would still hold after minor adjustments.) Such a generalized set is defined in [6, sect. 2.3.1] (denoted there by Q). The set P α corresponds also to [19, eq. 3 .51] (denoted there by W as a set of densities).
On a finite probability space, the filtration (F t ) t=0,...,T corresponds to a scenario tree: Given a time t, each atomn of F t is identified with a node n ∈ N t , where N t is the set of nodes of the tree at t. (More precisely,n is an atom of the probability space (Ω, F t , P).) The set Ω is identified with the root node n 0 . Let Q be probability measure on (Ω, F ). The probability of a node n is defined as the probability Q[n]. Let n now be a nonterminal node with immediate successor (children) nodes
to be the (single-period) transition probabilities from n to the children. Note that e n q n = 1 for e n = (1, . . . , 1) . In case Q[n] = 0 we define arbitrarily q n = e n /k(n). On the scenario tree, we identify a probability measure Q with the sequence (q n ) n∈Nt,t=0,...,T −1 . Definition 3.3 (multiperiod AVaR-set on scenario tree). On a scenario tree, the multiperiod AVaR-set P α of probability measures at level α ∈ (0, 1) is given by the set of sequences of single-period transition probabilities
where p n is the vector of transition probabilities from n to its children according to probability measure P.
In other words, we consider in each nonterminal node n a probability space. A scenario in this space corresponds to a child node, and the probability of the scenario is the transition probability from n to the child node. In each space, we choose the AVaR-set of probability measures at level α (Definition 3.1).
To see that the set P α in (3.4) is indeed equivalent to (3.3) we consider for a node
, where (n 0 , n 1 , n 2 , . . . , n t ) is the path from root node n 0 to n t . The conditional expectation of the density in node n t is
where we assume P[n t ] > 0 without loss of generality (else we reduce the scenario tree by cutting the node n t which has zero probability in measure P and hence also in Q). Substituting (3.5) in (3.2) we obtain (3.4). Downloaded 08/15/14 to 192.33.96.55. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The set P α (3.4) has the property of stability as follows. Consider two elements Q and Q of P α . If we replace in a nonterminal node n the vector q n of Q by the corresponding vector q n of Q , then we get another measure Q . Because every concatenation of feasible vectors is feasible in P α , the measure Q is again in P α . Details on the stability property can be found in [4, 8] .
Stochastic linear programming.
For an arbitrary set P of probability measures, we have seen that a risk-adjusted process given by Definition 2.1 is coherent and time consistent. Specifically, we can choose for P the multivariate AVaR-set P α at level α (Definitions 3.2 and 3.4) . In this section, we show that for this coherent and time-consistent extension of AVaR the risk-adjusted value at time zero can be obtained by a stochastic program as follows.
Proposition 4.1. Let (X) be an adapted bounded stochastic process, and let α ∈ (0, 1). The risk-adjusted value R (X) 0 (Definition 2.1) with multiperiod AVaR-set (Definition 3.2) of probability measures, P = P α , is the optimal objective value of the stochastic linear optimization problem 
where H is an integrable random variable. In a finite setting on a scenario tree, "pointwise" means on each node at t; in an infinite setting, the infimum would need to be replaced by the essential infimum. See also the remark below Definition 2.1.
A related pointwise maximization on F t for t = 0, . . . , T is
where Q is an F t -measurable random variable (the pointwise values are real numbers), and (·) + = max(·, 0 
(iii) An optimal solution of (4.3) is given by every Q α that satisfies (4.4).
The random variable Q α in Lemma 4.3 is called a conditional α-quantile of X.
Proof. We show optimality ofĤ and Q α in three steps.
Step 1. We show that the objective value of problem (4.2) is an upper bound for that of problem (4.3) for all feasible solutions. With H and Q feasible, we obtain
where ( * ) follows from H ≥ 0 a.s., ( * * ) follows from the F t -measurability of Q, and ( * * * ) follows from H ≤ 1/α a.s.
Step 2. We show that the objective value of (4.2) withĤ equals that of (4.3) with Q α . On the event P[X = Q α |F t ] = 0, the objective value of (4.2) is 
Hence,Ĥ and Q α yield the same objective values for (4.2) and (4.3).
Step 3. Finally, we have to check thatĤ and Q α are feasible. Q α is trivially feasible because it is F t -measurable by definition; we can check the feasibility ofĤ by insertingĤ into the constraints of (4.2) on each of the two events as in the previous step and by observing that Q α satisfies (4.4).
Proof (Proposition 4.1). The proof has three steps. Equalities hold a.s.
Step 1. We reformulate the minimization of the conditional expectation in (2.2) as a maximization. Let (R (X) t ) t=0,...,T be a risk-adjusted process with a multiperiod AVaR-set of probability measures, P = P α . For t = 0, . . . , T − 1, we have
where the first equality follows from properties of conditional expectation; on the event where E[dQ/dP|F t ] = 0, we have also dQ/dP = 0, and therefore Step 2. We show that R (X) 0
is the optimal objective value of (4.6) 
0 . In combination with the reverse inequality from above we get R
Step 3. Finally, we show that problem (4.6) is equivalent to problem (4.1). Suppose (R t ) t=0,...,T is feasible in (4.6) with corresponding optimal solution (Q t ) t=0,...,T −1 of the inner maximization. We can immediately check that (R t ) t=0,...,T , (Q t ) t=0,...,T −1 , and (Ẑ t ) t=1,...,T given byẐ t = (Q t−1 −R t ) + is feasible in (4.1).
On the other hand, suppose (
..,T −1 are feasible in (4.1). Then for all t ∈ {0, . . . , T − 1},
Hence, (R t ) t=0,...,T is feasible in (4.6). In combination with the opposite statement from above, it follows that problem (4.6) is equivalent to problem (4.1), and the optimal objective values are the same. Furthermore, to prove the last statement of Proposition 4.1 we observe that for every feasible R t in (4.1) we have R t ≤ R (X) t for all t by using (4.7).
Mean-risk optimization.
In the previous section, we considered a linear reformulation of a multiperiod extension of the risk-adjusted value AVaR; speficially, we considered a risk-adjusted process with a multiperiod AVaR-set of probability measures. In this section, we show how we can incorporate the extension in a multiperiod mean-risk optimization problem. Furthermore, we provide the explicit formulation on a scenario tree, which is needed for applications.
In decision making under uncertainty, risk-adjusted values can be used to decide whether a random variable or a stochastic process is acceptable in terms of risk (e.g., see [4, sect. 1]). A stochastic process (X) = (X t ) t=0,...,T is accepted if the risk-adjusted value of today is above a threshold, that is, R (X) 0 ≥ ρ ∈ R. We can assume ρ to be Downloaded 08/15/14 to 192.33.96.55. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php zero because it follows from the translation equivariance (iv) of Lemma 2.2 that for the translated processX t = X t − ρ, t = 0, . . . , T , the acceptance is R (X) 0 ≥ 0. We consider multiperiod mean-risk optimization problems of form
where g : R T +1 → R is a measurable function, and the set X represents the problemspecific constraints. We assume that g and X are such that the supremum is finite. We can reformulate (5.1) with a linearized constraint on risk as follows.
Proposition 5.1 (mean-risk optimization). Let the risk-adjusted process be given by Definition 2.1 with multiperiod AVaR-set P α of probability measures (Definition 3.2) at level α ∈ (0, 1). Then an optimal solution of the mean-risk problem (5.1) is given by the optimal variables (X) = (X t ) t=0,...,T of the stochastic optimization problem In the following, the mean-risk optimization problem (5.2) is formulated on a scenario tree, which is the formulation needed for numerical applications. Some of the notation on a scenario tree was introduced above Definition 3.4. On the finite probability space, let x tn ∈ R denote the value of an F t -measurable random variable X t on the atomn ∈ F t at time t, wheren corresponds to node n ∈ N t . The transition Downloaded 08/15/14 to 192.33.96.55. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php probability from a nonterminal node n to node m is denoted by p nm . The value of a conditional expectation on a nonterminal node n ∈ N t is
where we can sum over every node at time t + 1 because the transition probabilities from n to only its successor nodes are nonzero. With the notation from above, problem (5.2) can be formulated as the linear program
where n 0 is the root node of the scenario tree, n − is the parent node of n, and the set X is defined for the realizations of (X) ∈ X .
In our finite setting, if α is sufficiently close to zero, then the risk-adjusted value AVaR α [X] (3.1) attains the minimal value of the random variable X. Similarly, the risk-adjusted value R (X) 0
with multiperiod AVaR-set P = P α attains for sufficiently small α the minimal value of (X) = (X t ) t=0,...,T ; this can be seen from the recursive definition (2.2). To avoid such worst-case values, it is sufficient that all transition probabilities over (single) time steps are strictly smaller than α. Accordingly, all nonterminal nodes of the scenario tree have sufficiently many children, which leads to numerically demanding problem sizes.
Risk-adjusted final values.
In the previous sections, we discussed riskadjusted values for a stochastic process X 0 , . . . , X T of financial values. In certain applications, the intermediate values X 0 , . . . , X T −1 are not a concern for the decision maker; for example, the decision maker is concerned only by the payoff at final time T of a contractually locked-in value. The risk-adjusted value of a final value X T can be considered as the one of a stochastic process that has sufficiently large intermediate values. For example, if we assume X t = X T ∞ for t = 0, . . . , T − 1, then X 0 , . . . , X T −1 are not relevant in the recursive calculation (2.2) of the risk-adjusted process; see also [4, Definition 5.1] . Accordingly, the stochastic programming formulation (4.1) for risk-adjusted values that have a multiperiod AVaR-set P α of probability measures can be simplified by removing the constraints R t ≤ X t for t = 0, . . . , T − 1. Equivalently, a coherent risk-adjusted final value can be defined in the form of problem (2.1) as follows.
Definition 6.1 (risk-adjusted final value). Let X be a bounded F T -measurable random variable, and α ∈ (0, 1). The risk-adjusted value of (final) X with multiperiod AVaR-set P α is the optimal objective value of [26] .
Proof. Equalities hold a.s. We show that problem (6.2) is a relaxation of problem (4.2) in the unconditional case t = 0. By building the product of the left-hand sides of the constraints ( * ) in (6.2) and also the product of the right-hand sides, we can form a constraint on the products: 
By restricting the minimization of L to finite value, we obtain the constraints of the dual problem: A t .
Let a feasible q and feasible (A t ) t=1,...,T be fixed. Note that only Z 1 appears in the objective function (and not Z 2 , . . . , Z T ); an optimal Z 1 can be chosen as low as feasibility allows in every node of the scenario tree at t = 1. Z 1 is bounded from below by the constraints ( * ) for t = 1. Hence, an optimal Z 2 can be lowered-without causing a decrease in objective value-as long as Z 2 is feasible. A feasible Z 2 is in turn constrained by ( * ) for t = 2. Iteratively, it follows that at each time t and each node, one of the two inequalities in ( * ) can be chosen to be tight in an optimal solution. Therefore, we can restrict the feasible set to that of problem (6.5).
Conclusion.
We considered an extension of AVaR for evaluating the risk of a sequence of financial values, and as a special case for evaluating the risk of a final value at a time horizon. The provided linear formulation allows us to incorporate the extension into multiperiod mean-risk optimization problems, and the upper bound for the risk of final values gives a hint about how to choose the level α of the multiperiod AVaR-set of probability measures in applications.
The considered extension of AVaR is applied in [9] , where we consider a mean-risk model for the optimal operation of a pump-storage hydropower plant (for details, see To avoid technical details and to make the results more comprehensible, we assumed a finite probability space. Indeed, we did not refer substantially to the finiteness assumptions in the proofs (apart from Proposition 6.3, where we use strong linear duality on finite spaces). We already indicated how to change notation when allowing for infinite spaces; e.g., see the remark below Definition 2.1 on the essential infimum. Moreover, by using general notation of probability theory and providing also notational counterparts using realizations of random variables, we hope that this paper helps to improve the link between the theoretical literature on risk measurement and applications.
