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Abstract—A novel Joint Source and Channel Code (JSCC)
is proposed, which we refer to as the Unary Error Correction
(UEC) code. Unlike existing JSCCs, our UEC facilitates the
practical encoding of symbol values that are selected from a
set having an inﬁnite cardinality. Conventionally, these symbols
are conveyed using Separate Source and Channel Codes (SSCCs),
but we demonstrate that the residual redundancy that is retained
following source coding results in capacity loss. This loss is found
to have a value of 1.11 dB in a particular practical scenario,
where Quaternary Phase Shift Keying (QPSK) modulation is
employed for transmission over an uncorrelated narrowband
Rayleigh fading channel. By contrast, the proposed UEC code can
eliminate this capacity loss, or reduce it to an inﬁnitesimally small
value. Furthermore, the UEC code has only a moderate com-
plexity, facilitating its employment in practical low-complexity
applications.
Index Terms—Source coding, video coding, channel coding,
channel capacity, iterative decoding.
I. INTRODUCTION
M
ULTIMEDIA codecs such as the H.264 video codec
[1] often employ universal source codes such as the
Elias Gamma (EG) code1 [2]. These universal codes are
designed for representing symbol values that are selected
using a particular probability distribution from a set having
an inﬁnite cardinality, such as the set of all positive integers,
as discussed in Section II. However, following the application
of these source codes, typically some residual redundancy
[3] is retained, which imposes capacity loss and therefore
prevents near-capacity operation. As a potential remedy, Joint
Source and Channel Codes (JSCCs) have been proposed for
exploiting residual redundancy and avoiding capacity loss [4].
However, inﬁnite-cardinality symbol value sets are impracti-
cal for existing JSCCs, such as Self-Synchronizing Variable
Length Codes (SSVLCs) [5], Reversible Variable Length
Codes (RVLCs) [6], Variable Length Error Correction (VLEC)
codes [7], Even Weight Variable Length Codes (EWVLCs) [8]
The associate editor coordinating the review of this paper and approving it
for publication was NAME. Manuscript received DATE; revised DATE.
The authors are with Electronics and Computer Science, University of
Southampton, Hampshire, SO17 1BJ, UK (e-mail: {rm, wz4g11, tw08r,
lh}@ecs.soton.ac.uk).
The ﬁnancial support of the EPSRC under the grant EP/J015520/1, that
of the RCUK under the India-UK Advanced Technology Centre (IU-ARC),
as well as that of the EU under the CONCERTO project is gratefully
acknowledged.
Digital Object Identiﬁer 10.1109/TCOMM.2013.09.120460
1Note that the EG code can be considered to be a special case of the
Exponential-Golomb code family, since it employs the same codewords as
the k =0Exponential-Golomb code.
and for Irregular Variable Length Codes (IrVLCs) [9]. More
speciﬁcally, when the cardinality of the symbol value set is
inﬁnite, the trellis and graph structures [10]–[17] employed by
these codes become inﬁnitely large, causing the corresponding
decoding algorithms to become inﬁnitely complex.
Against this background, this paper proposes a novel JSCC,
which we refer to as the Unary Error Correction (UEC) code.
As described in Section III, our UEC encoder generates a bit
sequence by concatenating unary codewords [18], while the
decoder employs a trellis that has only a modest complexity,
even when the cardinality of the symbol value set is inﬁnite.
This trellis is designed so that the transitions between its states
are synchronous with the transitions between the consecutive
unary codewords in the concatenated bit sequence. This allows
the UEC decoder to exploit the residual redundancy using the
classic Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [19], as
described in Section IV. In Section V, we demonstrate that an
iteratively-decoded serial concatenation [20] of the proposed
UEC code and an Irregular Unity Rate Code (IrURC) [21],
[22] is capable of near-capacity operation. More speciﬁcally,
we formally prove that when the symbol values obey a
geometric probability distribution, our approach eliminates all
capacity loss, even when the UEC trellis has a very low
complexity. Furthermore, we prove that in the case of arbitrary
symbol value distributions, the capacity loss asymptotically
approaches zero, as the complexity of the UEC trellis is
increased. In fact, we show that the capacity loss closely
approaches zero, even if only a modest trellis complexity is
employed. In Section VI, we compare the proposed JSCC
UEC code with a benchmarker, which employs an EG source
code and a separate Convolutional Code (CC). Unlike the
proposed JSCC UEC code, this Separate Source and Channel
Code (SSCC) benchmarker is found to suffer from 1.11 dB of
capacity loss in a particular practical scenario, where Quater-
nary Phase Shift Keying (QPSK) modulation is employed for
transmission over an uncorrelated narrowband Rayleigh fading
channel. Finally, we conclude that the proposed UEC code has
wide applicability and offers an attractive JSCC scheme for
practical low-complexity applications.
II. SYMBOL VALUE SETS HAVING AN INFINITE
CARDINALITY
The schemes considered in this paper are designed to
convey a vector x =[ xi]a
i=1 comprising a number of sym-
bols. This symbol vector is obtained as the realization of
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Fig. 1. The geometric and zeta probability distributions for p 1 ∈
{0.2,0.4,0.6,0.8}, as well as the H.264 distribution, where p1 =0 .536.
This was obtained by recording the values of the 44.6 million symbols
that are EG encoded when the JM 18.2 H.264 video encoder employs the
‘encoder baseline.cfg’ conﬁguration to encode the 175 s of video that are
comprised by 4:2:0 versions of the Video Quality Expert Group (VQEG) test
sequences.
a corresponding vector X =[ Xi]a
i=1 of Independent and
Identically Distributed (IID) Random Variables (RVs). Each
RV Xi adopts the symbol value x ∈ N1 with probability
Pr(Xi = x)=P(x), where N1 = {1,2,3,... } is the
inﬁnite-cardinality set comprising all positive integers. Here,
the symbol entropy is given by HX =
 
x∈N1 H[P(x)], where
H[p]=plog2(1/p).
For example, Figure 1 depicts the geometric distribution
[23], which is deﬁned as
P(x)=p1(1 − p1)x−1, (1)
where p1 =P r ( Xi =1 )and the symbol entropy is given by
HX =
H[p1]+H[1 − p1]
p1
. (2)
By contrast, the zeta distribution [23] of Figure 1 is deﬁned
as
P(x)=
x−s
ζ(s)
, (3)
where ζ(s)=
 
x∈N1 x−s is the Riemann zeta function2 and
s>1. In this case, p1 =1 /ζ(s) and the symbol entropy is
given by
HX =
ln(ζ(s))
ln(2)
−
sζ (s)
ln(2)ζ(s)
, (4)
where ζ (s)=−
 
x∈N1 ln(x)x−s is the derivative of the
Riemann zeta function.
2Expressing the zeta distribution as P(x)=x−s/

x∈N1 x−s offers
an attractive parallel with the geometric distribution, which may also be
expressed in the form P(x)=s−x/

x∈N1 s−x, giving p1 =( s − 1)/s.
TABLE I
THE FIRST TWELVE CODEWORDS OF THE UNARY AND EG CODES.
xi yi
Unary EG
1 0 1
2 10 010
3 110 011
4 1110 00100
5 11110 00101
6 111110 00110
7 1111110 00111
8 11111110 0001000
9 111111110 0001001
10 1111111110 0001010
11 11111111110 0001011
12 111111111110 0001100
Finally, Figure 1 also exempliﬁes the distribution of the
symbol values that are EG encoded by the H.264 video
encoder, corresponding to a symbol entropy of H X =2 .980
bits per symbol. Note that these symbol values appear to obey
Zipf’s law [23], since their distribution may be approximated
by the zeta distribution.
III. UEC ENCODER
Figure 2(a) illustrates the proposed UEC encoder, which
performs the JSCC encoding of symbol values that are selected
from a set having an inﬁnite cardinality.
A. Unary encoder
The unary encoder [18] of Figure 2(a) represents each
symbol xi in the vector x using the corresponding xi-bit
unary codeword yi of Table I. These codewords are then
concatenated to obtain the b-bit vector y =[ yj]b
j=1 shown in
Figure 2(a). For example, the vector x =[ 2 ,1,4,2,1,3,1,1]
of a =8symbols yields the b =1 5 -bit vector y =
100111010011000.
The bit vector length b can be modeled as the realization of
aR VB. This has an average value al that is ﬁnite, provided
that the unary codewords have a ﬁnite average length
l =
 
x∈N1
P(x)x. (5)
This is guaranteed [18] when the symbol values obey the
geometric probability distribution of (1), in which case we
have
l =
1
p1
. (6)
By contrast, when the symbols adopt the zeta distribution of
(3), the average unary codeword length is only ﬁnite for s>2
and hence for p1 > 0.608, in which case we have
l = ζ(s − 1)/ζ(s). (7)
Note that for the H.264 symbol value distribution of Figure 1,
we obtain the ﬁnite average unary codeword length of l =
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Fig. 2. Schematics of (a) the UEC JSCC scheme and (b) the EG-CC SSCC scheme, when serially concatenated with IrURC coding and Gray-coded QPSK
modulation schemes. Here, π1 and π2 represent interleavers, while π−1
1 and π−1
2 represent the corresponding deinterleavers. Puncturing and depuncturing
may also be performed by π2 and π
−1
2 , respectively.
B. Trellis encoder
As shown in Figure 2(a), the bit vector of concatenated
unary codewords y is forwarded to a trellis encoder. This
employs a UEC trellis of the sort depicted in Figure 3(a)
to encode the value of each bit yj in the vector y,i n
order of increasing bit-index j. Each bit forces the trellis
encoder to transition from its particular previous state mj−1 ∈
{1,2,...,r} into a new state mj ∈{ 1,2,...,r} that is
selected from two legitimate alternatives, depending on the
bit value yj. More speciﬁcally,
mj =
 
1+od d ( mj−1) if yj =0
min[mj−1 +2 ,r− odd(mj−1)] if yj =1 ,
where the number of possible states r is required to be even
and the encoding process begins from the state m0 =1 ,
with the function odd(·) yielding 1 if the operand is odd
or 0 if it is even. In this way, the bit vector y identiﬁes
a path through the trellis, which may be represented by a
vector m =[ mj]b
j=0 comprising (b +1 )state values. For
example, the bit vector y = 100111010011000corresponds to
the path m =[ 1 ,3,2,1,3,3,3,2,4,1,2,4,4,1,2,1] through
the r =4 -state trellis of Figure 3(b). Note that the UEC
trellis is designed to ensure that the transitions between its
states are synchronous with the unary codewords of Table I.
More speciﬁcally, just as each symbol xi in the vector x
corresponds to an xi-bit codeword yi in the vector y, the
symbol xi also corresponds to a section mi of the trellis
path m comprising xi transitions between (xi +1 )states.
A symbol having the value of xi <r / 2 and an odd index
i results in a path section comprising the sequence of states
mi =[ 1 ,3,5,...,2xi − 1,2], while mi =[ 2 ,4,6,...,2xi,1]
is resulted when i is even. By contrast, for symbols having the
value of xi ≥ r/2, an odd index i results in the sequence of xi
transitions mi =[ 1 ,3,5,...,r−1,r−1,r−1,...,r−1,2],
while mi =[ 2 ,4,6,...,r,r,r,...,r,1] is yielded when i is
even. Note that a path section mi having an odd index i will
always start in state 1 and end in state 2, while sections having
an even index i start in state 2 and end in state 1. Owing to
this, the trellis path m is guaranteed to terminate in the state
mb =1 , when the symbol vector x has an even length a,
while mb =2is guaranteed when a is odd.
The path m may be modeled as a particular realization
of a vector M =[ Mj]b
j=0 comprising (b +1 )RVs, which
are associated with the transition probabilities Pr(Mj =
m,Mj−1 = m )=P(m,m ) of (8), as derived in the
appendix. The conditional transition probabilities Pr(Mj =
m|Mj−1 = m )=P(m|m ) are given by [24]
P(m|m )=
P(m,m )
 r
ˇ m=1 P(ˇ m,m )
, (9)
while the entropy of the RV vector M is given by
HM = b
r  
m =1
r  
m=1
P(m,m )log 2
 
1
P(m|m )
 
. (10)
The trellis encoder represents each bit yj in the vector y by
an n-bit codeword zj. This codeword is selected from the set
of r/2 codewords C = {c1,c2,...,cr/2−1,cr/2} or from the
complementary set C = {c1,c2,...,cr/2−1,cr/2}. As shown
in Figure 3(a), this is achieved according to
zj =
 
c mj−1/2  if yj = odd(mj−1)
c mj−1/2  if yj  = odd(mj−1) .
Finally, the selected codewords are concatenated to obtain the
bn-bit vector z =[ zk]bn
k=1 of Figure 2(a). For example, the bit
vector z = 101110100000110100010111000110 is obtained,
when the n =2 -bit trellis of Figure 3(b) is employed to encode
the bit vector y = 100111010011000.
The bit vector z may be modeled as a speciﬁc realization of
a vector Z =[ Zk]bn
k=1 comprising bn binary RVs. Furthermore,
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1 −
 

m 
2

x=1 P(x)
 
if m  ∈{ 1,2,3,...,r− 2},m = m  +2
1
2lP(x)
 
 
 x= 
m 
2   if m  ∈{ 1,2,3,...,r− 2},m =1+od d ( m )
1
2l
 
1 −
  r
2−1
x=1 P(x)
 
if m  ∈{ r − 1,r},m =1+od d ( m )
1
2l
 
l − r
2 −
  r
2−1
x=1 P(x)
 
x − r
2
  
if m  ∈{ r − 1,r},m = m 
0 otherwise
(8)
symmetry and to rely on complementary codewords, so that
it produces mostly equiprobable bits, where Pr(Zk =0 )=
Pr(Zk =1 )and the bit entropy is HZ =1 . Note that owing
to the edge effect, the binary RVs near either end of the vector
Z do not adopt equiprobable values in general, in contrast to
those in the middle of the vector. In practice however, this is
only apparent for bits that are within a few positions from the
ends of the vector Z. As a result, the edge effect is negligible
for practical values of the bit vector length bn and will be
disregarded throughout the remainder of this paper.
The average length of the bit vector z is aln and the average
coding rate of the UEC encoder is given by
R =
HX
ln
=
1
ln
 
x∈N1
H[P(x)]. (11)
In the case where the RVs in the vector X obey a geometric
distribution, we can substitute (1) and (6) into (11) in order
to obtain [24]
R =
H[p1]+H[1 − p1]
n
. (12)
Here, the product of the UEC coding rate R and the codeword
length n is related to the geometric distribution parameter p1,
as shown in Figure 4. Note that this relationship is symmetric
about p1 =0 .5, owing to the symmetry in (12). Figure 5
provides the corresponding plot for the case where the symbol
values obey the zeta distribution of (3). Here, the coding rate
R is zero for p1 ≤ 0.608, since the average unary codeword
length l becomes inﬁnite in this case. In the case of the H.264
symbol value distribution of Figure 1, we obtain a non-zero
product having a value of Rn =0 .414.
C. Interleaver, IrURC encoder, puncturer and modulator
Following UEC encoding, the bit vector z may be inter-
leaved by π1 of Figure 2(a) and encoded by the IrURC [21],
[22]. This encodes different portions of the interleaved bit
vector using component Unity Rate Codes (URCs) having
different generator polynomials. Note that the IrURC coding
rate is given by the value of HZ. If the UEC was not designed
to produce equiprobable bits, then HZ and this coding rate
would be less than unity, introducing capacity loss [25].
Following IrURC encoding, puncturing π2 is applied in order
to achieve the desired overall coding rate before employing
Gray-coded QPSK modulation for transmission, as shown in
Figure 2(a). Alternatively, a mapping scheme other than Gray
coding or a modulation scheme having a higher order can
be employed, although this may require a higher complexity
receiver design, as discussed in Section IV-C.
IV. UEC DECODER
In the receiver, demodulation, depuncturing π
−1
2 , IrURC
decoding and deinterleaving π
−1
1 may be performed before
invoking the proposed UEC decoder of Figure 2(a).
A. Trellis decoder
The trellis decoder of Figure 2(a) is provided with a
vector of a priori Logarithmic Likelihood Ratios (LLRs)
˜ za =[ ˜ za
k]bn
k=1 that pertain to the corresponding bits in the
vector z. The trellis decoder applies the BCJR algorithm
[19] to a UEC trellis of the sort shown in Figure 3(a), in
order to consider every legitimate realization of Z having
the particular length bn. Here, the value of bn is assumed
to be perfectly known to the receiver and may be reliably
conveyed by the transmitter using a small amount of side
information in practice. The synchronization between the UEC
trellis and the unary codewords is exploited during the BCJR
algorithm’s γt calculation of [19, Equation (9)], by employing
the conditional transition probabilities P(m|m ) of (9). Note
that the UEC trellis should be terminated at m0 =1and
either at mb =1or mb =2 , depending on whether the
length a of the symbol vector x is even or odd, respectively.
As shown in Figure 2(a), the BCJR decoder generates the
vector of extrinsic LLRs ˜ ze =[ ˜ ze
k]bn
k=1. Note that this BCJR
algorithm has only a modest complexity, since the trellis of
Figure 3 may comprise as few as two states and because exact
knowledge of the symbol probability distribution P(x) is not
required. Rather, the only knowledge required is that of the
average unary codeword length l and the probabilities of the
ﬁrst r/2−1 symbol values, which may be accurately estimated
heuristically, when P(x) is unknown.
B. EXtrinsic Information Transfer (EXIT) curve
The transformation of ˜ za into ˜ ze may be characterized by
plotting the inverted UEC EXIT curve in an EXIT chart [26],
as exempliﬁed in Figure 6. Note that if codewords comprising
at least n =2bits are employed, then the free distance dfree
of the UEC code will be at least two, and its EXIT curve will
reach the (1,1) point in the top right corner of the EXIT chart
[27].
In the case where the a priori LLR vector ˜ za is modeled
by the transmission of z over a BEC, the EXIT chart area A
that is situated below the inverted UEC EXIT curve is given
by
A =
1
n
r  
m =1
r  
m=1
P(m,m
 )log 2
 
1
P(m|m )
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This result may be obtained from [25, Equation (23)], where
the notation may be converted according to A =1 − A,
since A is deﬁned as the area above the inverted EXIT
curve. Furthermore, we employ I 2
A,max =1for the total area
enclosed within the EXIT chart, while the sum of the entropies
of the RVs in the vector Z is given by
 m
i=1 H(Vi)=bnHZ.
Furthermore, we employ H(V |Y )=H(V ) as in [25, Equa-
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Fig. 4. Plots of Rn and An that are obtained for the UEC and EG-CC
schemes, in the case where the symbol values obey a geometric distribution
having the parameter p1.
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schemes, in the case where the symbol values obey a zeta distribution having
the parameter p1. The value of An is provided for UEC codes having various
numbers of states r ∈{ 2,4,6,30}.
tion (27)], since the UEC decoder is employed as an outer
decoder, which has no access to channel information. Finally,
we employ H(V )=HM, which is given in (10). This is
justiﬁed, since the proposed trellis decoder is an A Posteriori
Probability (APP) decoder for a bit vector z that may be
accurately modeled by the statistics of the trellis path M.
Note that the EXIT chart of Figure 6 and area calculation
of (13) offer good approximations for cases where the LLRs6 IEEE TRANSACTIONS ON COMMUNICATIONS, ACCEPTED FOR PUBLICATION
r =1 6
r =8
r =4
EG-CC
UEC
I(˜ ze;z)
I
(
˜
z
a
;
z
)
1 0.8 0.6 0.4 0.2 0
1
0.8
0.6
0.4
0.2
0
Fig. 6. Inverted EXIT curves of the r-state BCJR decoders employed in
the UEC and EG-CC schemes, for the case where the a priori LLR vector
˜ za is modeled by the transmission of z over a BEC and the symbol values
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In the UEC scheme, the ﬁrst codeword in the set C has the value 01 and the
remaining r/2 − 1 codewords have the value 11, giving a free distance of
dfree =4∀ r ∈{ 4,6,8,...}. The EG-CC scheme employs the n =2 -bit
CCs of Table II.
of ˜ za obey distributions other than that modeled by a BEC
[25]. Substituting (8) and (9) into (13) and then rearranging
the result yields [24]
A = 1
ln
  r
2−1
x=1 H[P(x)] + 2
lnH
 
1 −
  r
2−1
x=1 P(x)
 
+ 1
lnH
 
l − r
2 −
 r/2−1
x=1 P(x)
 
x − r
2
  
− 1
lnH
 
1+l − r
2 −
 r/2−1
x=1 P(x)
 
1+x − r
2
  
.
(14)
In the case where the RVs in the vector X obey the geo-
metric distribution of (1), the product of the UEC EXIT chart
area A and the codeword length n is related to the distribution
parameter p1, as shown in Figure 4. Note that this relationship
is symmetric about p1 =0 .5, where A(p1)=A(1 − p1).
Figure 5 provides the corresponding plots for the case where
the symbol values obey the zeta distribution of (3) and where
various numbers of states r are employed.
C. Iterative decoding
The extrinsic LLR vector ˜ ze of Figure 2(a) may be it-
eratively exchanged with the serially concatenated IrURC
decoder. In-turn, the IrURC decoder may also iteratively
exchange extrinsic LLRs with the demodulator [28], in order
to avoid capacity loss when a mapping scheme other than Gray
coding or a higher-order modulation scheme is employed.
Since the combination of the IrURC decoder and demodulator
will also have an EXIT curve that reaches the (1,1) point
in the top right corner of the EXIT chart [29], iterative
decoder convergence towards the Maximum Likelihood (ML)
performanceis facilitated [30]. At this point, the trellis decoder
may invoke the BCJR algorithm for generating the vector
of a posteriori LLRs ˜ yp =[ ˜ y
p
j]b
j=1 that pertain to the
corresponding bits in the vector y. The unary decoder of
Figure 2(a) sorts the values in this LLR vector in order to
identify the a number of bits in the vector y that are most
likely to have values of zero. A hard decision vector ˆ y is
then obtained by setting the value of these a bits to zero
and the value of all other bits to one. Here, the value of a
is assumed to be perfectly known to the receiver and may
be reliably conveyed by the transmitter using a small amount
of side information in practice. Finally, the bit vector ˆ y can
be unary decoded in order to obtain the symbol vector ˆ x of
Figure 2(a), which is guaranteed to comprise a number of
symbols.
V. NEAR-CAPACITY PERFORMANCE OF UEC CODES
Near-capacity operation is achieved, when reliable commu-
nication can be maintained at transmission throughputs that
approach the capacity of the channel. When the UEC code
of Figure 2(a) is serially concatenated with an IrURC code,
near-capacity operation is facilitated, provided that the area A
beneath the UEC code’s inverted EXIT curve is equal to its
coding rate R [25]. In this case, near-capacity operation will
be achieved if the IrURC decoder’s EXIT curve has a shape
closely matching with that of the UEC decoder, hence creating
a narrow but still open EXIT chart tunnel and facilitating
iterative decoding convergence towards the ML performance.
When the RVs in the vector X obey the geometric distri-
bution of (1), the UEC EXIT area A is indeed equal to the
UEC coding rate R, as shown in Figure 4. In fact, this is
the case, regardless of both the speciﬁc number of states r
employed and of the codeword length n. This may be shown
by substituting (1) and (6) into (14) and then rearranging the
result, yielding [24]
A =
H[p1]+H[1 − p1]
n
, (15)
which is identical to the expression provided for the coding
rate R in (12).
In the case of the zeta distribution of (3), Figures 5 and 6
suggest that the UEC EXIT area A asymptotically approaches
the UEC coding rate R as the number of states r is increased.
In fact, this is the case, regardless of which particular symbol
value distribution is adopted by the RVs in the vector X. This
may be proved by observing that the last three terms in (14)
tend to zero as r is increased, leaving only the ﬁrst term of
lim
r→∞
A =
1
ln
 
x∈N1
H[P(x)], (16)
which is equal to the expression provided for the coding rate
R in (11). Figure 7 plots the discrepancy between Rn and
An as a function of the number of UEC states r for zeta
distributions employing various values for the parameter p1.
Note that in all considered cases, the discrepancy becomes
less than 10−2, when at least r =3 0states are employed.
Figure 7 also provides the corresponding plot for the case
where the RVs in the vector X obey the H.264 distribution of
Figure 1. In this case r =1 4states are required for reducing
the discrepancy below 10−2.MAUNDER et al.: A UNARY ERROR CORRECTIONCODE FOR THE NEAR-CAPACITYJOINT SOURCE AND CHANNEL CODING OF SYMBOL VALUES FROM AN INFINITE SET
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Fig. 7. The discrepancy between Rn and An that results when
UEC codes having various numbers of states r are employed to en-
code symbol values having zeta distributions with the parameters p 1 ∈
{0.65,0.70,0.75,0.80,0.85,0.90,0.95}, as well as symbol values having
the H.264 distribution of Figure 1.
Note that the analysis of this section is speciﬁc to the
case where the LLRs of ˜ za adopt distributions that may be
modeled by transmission over a BEC, since this is assumed
by (14). However, the results of Section VI-C demonstrate
that the proposed UEC code is also capacity-approaching in
cases where the LLRs of ˜ za obey other distributions, for ex-
ample when communicating over an uncorrelated narrowband
Rayleigh fading channel.
VI. COMPARISON WITH AN SSCC BENCHMARKER
Figure 2(b) illustrates an EG-CC SSCC benchmarker, which
can offer a fair comparison with the proposed UEC JSCC
scheme. This is devised by replacing the components of the
UEC code with the state-of-the-art SSCC components, on a
like-for-like basis.
A. EG-CC encoder
In the transmitter, the unary encoder of the UEC scheme
is replaced by an EG encoder. This employs the code-
words shown in Table I, yielding the b =1 8 -bit vector
y = 010100100010101111, when the vector of a =8
symbols x =[ 2 ,1,4,2,1,3,1,1] is encoded, for exam-
ple. The average EG codeword length is given by l =  
x∈N1 P(x)(2 log2(x)  +1 ) , which is guaranteed to be
ﬁnite for any monotonic symbol value distribution having
P(x) ≥ P(x +1 )∀ x ∈ N1, including the zeta distribution
of (3) for all values of p1. Even though the H.264 distribution
of Figure 1 is not monotonic, a ﬁnite average EG codeword
length of l =3 .029 bits per symbol is obtained. As in the
proposed UEC scheme, the b-bit vector y may be modeled
as a realization of a vector Y =[ Yj]b
j=1 comprising b binary
RVs. However in the EG-CC scheme, these RVs do not adopt
TABLE II
THE OPTIMAL GENERATOR AND FEEDBACK POLYNOMIALSTHAT SATISFY
THE HZ =1CONSTRAINT.P OLYNOMIALSARE PROVIDED IN THE
FORMAT(g,f,d free), WHEREg IS AN n-ELEMENT VECTOR OF OCTAL
GENERATOR POLYNOMIALS,f IS THE OCTAL FEEDBACK POLYNOMIAL
AND dfree IS THE DECIMAL FREE DISTANCE.
r n
2 3 4
2 ([2,2],3,2) ([2,2,2],3,3) ([2,2,2,2],3,4)
4 ([4,7],6,4) ([4,7,7],6,6) ([4,7,7,7],6,8)
8 ([15,17],16,6) ([13,15,17],16,10) ([13,15,15,17],16,13)
16 ([27,31],34,7) ([25,33,37],36,12) ([25,33,35,37],32,16)
equiprobable values Pr(Yj =0 ) =P r ( Yj =1 )in the general
case, giving a value of less than unity for the corresponding
bit entropy HYj = H[Pr(Yj =0 ) ]+H[Pr(Yj =1 ) ] .
As shown in Figure 2, the trellis encoder of the UEC
scheme is replaced by a 1/n-rate r-state CC encoder. We
recommend the CCs that are described by the generator and
feedback polynomials provided in Table II. More speciﬁcally,
we found that these non-systematic recursive CCs offer the
optimal distance properties [31] subject to the constraint of
producing equiprobable bits Pr(Zk =0 )=P r ( Zk =1 ) .A s
described in Section III-B, this HZ =1constraint is necessary
to avoid capacity loss, when the EG-CC scheme is serially
concatenated with an IrURC.
The average coding rate R of the EG-CC encoder is given
by (11). When the RVs in the vector X obey the geometric
distribution of (1), the product of the EG-CC coding rate
R and the codeword length n is related to the distribution
parameter p1, as shown in Figure 4. Similarly, Figure 5
provides the corresponding plot for symbol values obeying
the zeta distribution of (3). The product becomes Rn =0 .983
in the case of the H.264 symbol value distribution of Figure 1.
B. EG-CC decoder
In the receiver, the trellis decoder of the UEC scheme is
replaced by a CC decoder, as shown in Figure 2(b). This
employs the BCJR algorithm during the iterative decoding
process, in order to convert the a priori LLR vector ˜ za into the
extrinsic LLR vector ˜ ze. As shown in Figure 2(b), the BCJR
algorithm can exploit some of the residual redundancy present
within the bit vector y by employing a corresponding vector
of a priori LLRs ˜ ya =[ ˜ ya
j]b
j=1. Here, we have
˜ y
a
j =l n
 
Pr(Yj =0 )
Pr(Yj =1 )
 
,
where the bit value probabilities may be obtained heuristically.
As in the UEC scheme, the BCJR algorithm may be
characterized by the corresponding inverted EG-CC EXIT
curve, as exempliﬁed in Figure 6. When the a priori LLR
vector ˜ za may be modeled by the transmission of z over a
BEC, it can be shown that the EXIT chart area A that is
situated below the inverted EG-CC EXIT curve is given by
A =
 b
j=1 HYj
bn
.
Note that unlike in the UEC scheme, the EG-CC EXIT chart
area A is independent of the number of states r employed in8 IEEE TRANSACTIONS ON COMMUNICATIONS, ACCEPTED FOR PUBLICATION
the CC, as exempliﬁed in Figure 6. If the RVs in the vector X
obey the geometric distribution of (1), the product of the EG-
CC EXIT chart area A and the codeword length n is related to
the distribution parameter p1, as shown in Figure 4. Similarly,
Figure 5 provides the corresponding plots for symbol values
obeying the zeta distribution of (3). The product is An =
0.998 in the case of the H.264 symbol value distribution of
Figure 1.
Note that in the EG-CC scheme, the values of An and Rn
are separated by signiﬁcant discrepancies of up to about 0.2,
preventing near-capacity operation, as discussed in Section V.
This represents a signiﬁcant disadvantage compared to the
proposed UEC scheme, which can eliminate the discrepancy,
when the symbol values obey the geometric distribution of (1).
Note that if the EG code of the EG-CC scheme is replaced
with a Golomb code, then the discrepancy between An and
Rn is eliminated when the symbol values obey the geometric
distribution of (1) [18]. However, a signiﬁcant discrepancy can
still be observed for other distributions. For these other symbol
value distributions, the proposed UEC scheme can reduce the
discrepancy to an inﬁnitesimally small value by employing a
sufﬁciently high number r of states, as discussed in Section V.
C. Symbol Error Ratio (SER) performance
As an example, consider the employment of the EG-CC
and UEC schemes to encode symbol values that obey a zeta
distribution having a parameter value of p1 =0 .797, as charac-
terized in Figures 6 and 8. This value offers a fair comparison
since Figure 5 shows that Rn =0 .762 for both schemes,
yielding the same effective throughput of log2(M)R =0 .762
bit/s/Hz, when n =2 -bit codewords and M =4 -ary QPSK
are employed, for example. In an uncorrelated narrowband
Rayleigh fading channel, the Discrete-input Continuous-output
Memoryless Channel (DCMC) capacity exceeds this effective
throughput when the Eb/N0 value is above the 0.84 dB
capacity bound. However, an open EXIT chart tunnel is
prevented in the EG-CC scheme unless the DCMC capacity
exceeds log2(M)A =0 .882 bit/s/Hz, which only occurs when
the Eb/N0 value is above 1.95 dB. This discrepancy indicates
that the EG-CC scheme suffers from 1.11 dB of capacity
loss in this case3. By contrast, employing as few as r =1 6
states in the UEC scheme gives log2(M)A =0 .765 bit/s/Hz,
which is exceeded by the DCMC capacity when the Eb/N0
value is 0.87 dB. Therefore, the UEC scheme reduces the
capacity loss to just 0.03 dB, and this may be further reduced
to an inﬁnitesimally small value by increasing the number
of states r. This demonstrates that the proposed UEC code
is capacity-approaching in cases where the LLRs of ˜ za obey
distributions other than that modeled by a BEC, such as when
communicating over an uncorrelated narrowband Rayleigh
fading channel.
Additionally, the EG-CC scheme suffers from another sig-
niﬁcant disadvantage compared to the proposed UEC scheme,
once iterative decoding convergence has been achieved. In
this event, the CC decoder of Figure 2(b) may generate the
3Note that an even greater capacity loss of 1.55 dB results when employing
M =6 4 -ary Quadrature Amplitude Modulation (64QAM), which is a typical
choice in multimedia transmission standards, such as DVB-T [32].
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Fig. 8. The SER performance that is obtained following the achievement of
iterative decoding convergence in the serially-concatenated UEC and EG-CC
schemes of Figure 2, when transmitting frames comprising a =1 0 4 symbols
over an uncorrelated narrowband Rayleigh fading channel. For each scheme
and for each value of r, a different IrURC parametrization was designed,
in order to achieve the closest possible match with the corresponding EXIT
curve of Figure 6.
decoded bit vector ˆ y by employing the Viterbi algorithm,
which can also exploit the a priori LLR vector ˜ ya. Following
this, the EG decoder of Figure 2(b) extracts the symbol vector
ˆ x by interpreting ˆ y as a concatenation of the EG codewords
shown in Table I. However, if ˆ y contains any bit errors,
there is no guarantee that it will comprise the correct number
a of codewords, or even that it will comprise an integer
number of codewords. For example, the ﬁrst 16 bits in the
vector ˆ y = 010100100010101101 correspond to a legitimate
concatenation of six EG codewords, but the last two bits do
not form a complete codeword. This disadvantage degrades
the SER performance of the EG-CC scheme relative to that
of the proposed UEC scheme, as exempliﬁed in Figure 8 for
the scenario described above, where the effective throughput
is log2(M)R =0 .762 bit/s/Hz.
As shown in Figure 8, there is a discrepancy between the
0.84 dB capacity bound and the Eb/N0 values at which each
of the schemes considered achieves an SER of 10−2. In each
case, this discrepancy represents the accumulation of three
components, the ﬁrst of which is the capacity loss that is
quantiﬁed above. The second component of the discrepancy
may be attributed to a constraint that was imposed upon the
parametrization of the IrURC of Figure 2. More speciﬁcally,
each IrURC parametrization was designed to achieve the
closest possible match with the corresponding EXIT curve
of Figure 6, under the constraint of only employing the ten
component URCs of [21, Figure 4]. Since these component
URCs employ no more than eight states, this constraint limits
the IrURC complexity. However, this is achieved at the cost of
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tunnel can be created, accounting for approximately 1 dB of
the discrepancy with respect to the 0.84 dB capacity bound
for the UEC scheme. The ﬁnal component of the discrepancy
may be attributed to the employment of a ﬁnite frame length
a. Owing to this, the creation of a marginally open EXIT chart
tunnel is insufﬁcient for guaranteeing a low SER. Instead, the
Eb/N0 value must be increased, in order for the EXIT chart
tunnel to become sufﬁciently wide for the iterative decoding
trajectory to navigate through reliably [33].
As shown in Figure 8 and in contrast to the UEC scheme,
the SER performance of the EG-CC scheme degrades as the
number of CC states r is increased, even though this improves
the CC’s free distance dfree. As shown in Figure 6, these
improved free distances are achieved at the cost of having
EXIT curves with a more pronounced ‘S’-shape, which cannot
be closely matched by the IrURC EXIT curve, owing to the
above-described constraint. As a result, higher and higher
Eb/N0 values are required for creating an open EXIT chart
tunnel as r is increased, hence degrading the SER performance
in the manner described. Owing to this, the proposed UEC
scheme achieves an SER of 10−2 at an Eb/N0 value that is
1.8 dB lower than that required by the EG-CC scheme, when
r =1 6states are employed. This gain may be considered
to be signiﬁcant, since it exceeds the corresponding 1.4 dB
discrepancy from the capacity bound, as shown in Figure 8.
VII. CONCLUSIONS
Multimedia codecs such as the H.264 video codec often
employ source codes like the EG code, which are designed
for encoding symbol values that are selected from a set
having an inﬁnite cardinality, such as the set of all positive
integers. However, following the application of these source
codes, some residual redundancy is typically retained, which
imposes capacity loss and prevents near-capacity operation,
as discussed in Section VI. This capacity loss was found to
have a value of 1.11 dB in a particular practical scenario,
where QPSK modulation is employed for transmission over an
uncorrelated narrowband Rayleigh fading channel. Previously,
JSCCs have been proposed for exploiting all the residual
redundancy in order to avoid capacity loss. However, existing
JSCCs are impractical for symbol values that are selected from
a set having an inﬁnite cardinality, since a distinct codeword
is required for every legitimate symbol value. This motivates
the novel UEC code proposed in this paper.
As discussed in Section III, the proposed UEC encoder
employs the set of unary codewords and an r-state trellis,
which are synchronous with each other. Owing to this, the
UEC decoder is capable of employing the BCJR algorithm to
exploit all residual redundancy, as discussed in Section IV.
In Section V, we proved that when the symbol values obey
the geometric distribution of (1), our approach eliminates all
capacity loss, regardless of how many states r are employed in
the trellis. Furthermore, we proved that in the case of arbitrary
symbol value distributions, the capacity loss asymptotically
approaches zero as the number of states r is increased. Indeed,
we showed that the capacity loss closely approaches zero,
even if only a modest number of states r is employed,
demonstrating that the proposed UEC code can be employed
practically in moderate-complexity applications.
Our future work will endeavor to develop an Irregular
Unary Error Correction (IrUEC) code, which is comprised
of multiple component UEC codes, having different codeword
sets C and hence different EXIT curves. By carefully selecting
the number of symbols in the sequence x that are encoded
by each IrUEC component code, we will shape the irregular
UEC EXIT curve so that it closely matches with that of a
serially concatenated IrURC code. In this way, we will reduce
the 1.4 dB discrepancy from the Eb/N0 capacity bound of
Figure 8 to a small fraction of a decibel, as in [21].
We will also aim to develop a universal error correction
code, which operates upon the same principle as the proposed
UEC code, but can be applied for all monotonic symbol
value distributions. Although we expect that this could only
be achieved at the cost of a greater complexity, it would
overcome the limitation of the proposed UEC code, which
cannot be applied when the average unary codeword length of
(5) becomes inﬁnite. This problem occurs when the symbol
values obey the zeta distribution of (3) with a parameter
value of p1 ≤ 0.608, for example. Despite this limitation,
the presently proposed UEC offers an attractive solution for
a wide variety of symbol value distributions, including the
H.264 distribution of Figure 1.
APPENDIX
DERIVATION OF (8)
The probability P(m,m ) of a transition from a state
m  ∈{ 1,2,3,...,r−2} to a state m = m +2can be derived
by observing that a transition of this type will occur for each
symbol in the vector x satisfying xi >  m /2  and simulta-
neously having an index that satisﬁes odd(i) = odd(m ),a s
shown in the path sections speciﬁed by mi in Section III-B.
The number of symbols in the vector x that satisfy these
conditions has an expected value of
a
2
∞  
x=  m 
2  +1
P(x)
=
a
2
⎡
⎢
⎣
∞  
x=1
P(x) −
  m 
2    
x=1
P(x)
⎤
⎥
⎦
=
a
2
⎡
⎢
⎣1 −
  m 
2    
x=1
P(x)
⎤
⎥
⎦.
Therefore we expect this number of the transitions in the path
m to be of the above-mentioned type on average. Dividing
this result by the expected number of transitions in the path
m, namely al, yields the transition probability given in (8)
for the case where we have m  ∈{ 1,2,3,...,r− 2} and
m = m  +2 .
Similarly, a transition from a state m  ∈{ 1,2,3,...,r−
2} to a state m = 1 + odd(m ) will occur for each symbol
in the vector x satisfying xi =  m /2  and simultaneously
having an index that satisﬁes odd(i) = odd(m ). We can
expect a
2P(x)
 
 
x= m /2  of the symbols in the vector x to
satisfy these conditions and therefore we can expect this many
of the transitions in the path m to be of the above-mentioned10 IEEE TRANSACTIONS ON COMMUNICATIONS, ACCEPTED FOR PUBLICATION
type. Dividing this result by al yields the transition probability
given in (8) for the case where we have m  ∈{ 1,2,3,...,r−
2} and m =1+od d ( m ).
Furthermore, a transition from a state m  ∈{ r − 1,r} to
a state m =1+o d d ( m ) will occur for each symbol in the
vector x satisfying xi >r / 2 − 1 and simultaneously having
an index that satisﬁes odd(i) = odd(m ). The number of
transitions in the path m having the above-mentioned type
has an expected value of a
2
 
1 −
 r/2−1
x=1 P(x)
 
. Dividing this
result by al yields the transition probability given in (8) for the
case where we have m  ∈{ r − 1,r} and m =1+od d ( m ).
Finally, each symbol in the vector x satisfying xi >r / 2−1
will yield (xi − r/2) transitions from a state m  ∈{ r − 1,r}
to a state m = m , where odd(i) = odd(m ). Therefore, the
number of transitions in the path m that can be expected to
be of the above-mentioned type is given by
a
2
∞  
x= r
2
P(x)
 
x −
r
2
 
=
a
2
⎡
⎣
∞  
x=1
P(x)
 
x −
r
2
 
−
r
2−1  
x=1
P(x)
 
x −
r
2
 
⎤
⎦
=
a
2
⎡
⎣l −
r
2
−
r
2−1  
x=1
P(x)
 
x −
r
2
 
⎤
⎦.
Dividing this result by al yields the transition probability given
in (8) for the case where m  ∈{ r − 1,r} and m = m .
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