Robust design optimization methods applied to real life problem face some major difficulties: how to deal with the estimation of probability densities when data are sparse, how to cope with high dimensional problems and how to use valuable information in the form of unformalized expert knowledge. In this paper we introduce in detail the clouds formalism as means to process available uncertainty information reliably, even if limited in amount and possibly lacking a formal description, to providing a worst-case analysis with confidence regions of relevant scenarios which can be involved in an optimization problem formulation for robust design.
Background
Robust design optimization is the art of safeguarding reliably against uncertain perturbations while seeking an optimal design point. In every design process an engineer faces the task to qualify the object he has designed to be robust. That means the design should not only satisfy given requirements on functionalities, but should also work under uncertain, adverse conditions that may show up during employment of the designed object.
Hence the process of robust design optimization demands both the search of an optimal design with respect to a given design objective, and an appropriate method
Overview
In this paper we will present a detailed view on the theoretical basis of uncertainty handling with clouds which we developed. It will be shown that clouds can process limited amounts of stochastic information in an understandable and computationally attractive way, even in higher dimensions, in order to perform a reliable worst-case analysis, reasonably safeguarded against perturbations that result from unmodeled and/or unavailable information. Since the strength of our new methodology lies especially in the application to real life problems with a very limited amount of uncertainty information available, we focus in particular on problem statements arising in early design phases where today's methods of handling the limited information are very immature. On the one hand, the information is usually available as bounds or marginal probability distributions on the uncertain variables, without any formal correlation information. On the other hand, unformalized expert knowledge will be captured to improve the uncertainty model adaptively by adding correlation constraints to exclude scenarios deemed irrelevant. The information can also be provided as real sample data, if available. We call the set of all uncertainty information available an uncertainty setting. If we have a look at Figure 1 , we see confidence levels on some two dimensional random variable ε. The curves displayed can be considered to be level sets of a function V (ε) : R 2 → R, called the potential. The potential characterizes confidence regions C α := {ε ∈ R 2 | V (ε) ≤ V α }, where V α is determined by the condition Pr(ε ∈ C α ) = α. If the probability information is not precisely known nested regions
where V α is largest such that Pr(ε ∈ C α ) ≤ α, and
where V α is smallest such that Pr(ε ∈ C α ) ≥ α, are generated. The information in C α and C α is called a potential cloud. The V α , V α , V α can easily be found from the cumulative distribution function (CDF) of V (ε) and lower and upper bounds of it. These bounds in turn can be determined empirically using a KolmogoroffSmirnov (KS) distribution. Thus given a potential the corresponding potential cloud is easy to estimate, even for high dimensional data, and its interpretation is unambiguous in spite of the uncertainty about the full multidimensional probability distribution. The choice of the potential is dictated by the shape of the points set defined by the sample of available ε, and should allow for a simple computational realization of the confidence regions, e.g., by linear constraints. In terms of robust design the regions C α and C α yield safety constraints, as a design is called safe if all ε ∈ C α satisfy the design requirements, and it is called unsafe if one ε ∈ C α fails to satisfy these requirements. These safety constraints can easily be incorporated in an optimization problem formulation. A first study on the application of the clouds theory in design optimization occurs in [18] . This study presented an initial step on what clouds are capable of, applied to the case of uncertainty handling in spacecraft design. A significant further step is given in [8] showing that clouds can be successfully applied to real life problems. This paper is organized as follows. First, we follow the clouds formalism from [17] in Section 3, picking those ideas that are most attractive for the handling of high dimensional uncertainties and investigating the special case of potential clouds. We will see how they help to cope with dimensionality issues. In Section 4 we will learn how to interpret approximations and bounds on cumulative distribution functions in terms of clouds. Some considerations about suitable potential functions can be found in Section 5. A short introduction how clouds can be involved in an optimization problem formulation for robust design is given in Section 6. Section 7 concludes our studies.
The theory of potential clouds
The clouds theory serves as the central theoretical background for our uncertainty handling. We start with the formal definition of clouds and introduce the notations.
Afterwards we restate the central results from [17] , Sections 3 and 4, that will be relevant for our studies later on.
Let ε ∈ M ⊆ R n be an n-dimensional vector of uncertain variables, we call ε an uncertain scenario. A cloud is a mapping χ(ε) = [χ(ε), χ(ε)], where χ(ε) is a nonempty, closed and bounded interval ∈ [0, 1] for all ε ∈ M, and
We call χ(ε) the lower level and χ(ε) the upper level of the cloud, and denote χ(ε) − χ(ε) as the width of the cloud χ. A cloud is called thin if it has width 0. We introduce the term that a random variable ε belongs to a cloud χ over M, if
for some value y ∈ [0, 1].
Remark.
To get an intuition about this definition, assume ε has the given CDF F , and F , χ and χ are continuous, invertible functions. Then it reads
A cloud is called discrete if χ(ε), ε ∈ M, only takes finitely many different values (interval valued). It can be shown that discrete clouds can be constructed from samples of discrete or discretized continuous probability distributions in low dimensions via histograms, cf. Theorem 3.1 in [17] , and in principle can approximate arbitrary distributions arbitrarily well. As histograms and the related discrete clouds are having problems in higher dimensions with the computational effort, we define continuous clouds that will be much more important for our purposes: A cloud is called continuous if the lower level χ and the upper level χ are continuous functions.
There exists a close relationship between thin continuous 1-dimensional clouds and CDFs of real univariate random variables, stated in [17] as Proposition 4.1.
Proposition.
Let F ε (x) = Pr(ε ≤ x) be the CDF of the random variable ε, then χ(x) := F ε (x) defines a thin cloud and ε belongs to χ, i.e., for the thin case Pr(χ(x) ≤ y) = y, y ∈ M, if x has the same distribution as ε.
Proof. From the definition of a CDF it follows that χ := F ε satisfies the conditions that define a cloud. Due to the fact that F ε (x) is uniformly distributed if x has the same CDF as ε we have Pr(χ(x) ≤ y) = Pr(F ε (x) ≤ y) = y. ⊓ ⊔
Remark.
Comparing the notations we introduced in this section with those in [17] it should be remarked that ours correspond to those of the so called mirror cloud χ ′ = 1 − χ. This is unproblematic with respect to Corollary 2.2 in [17] .
Observe that the same set of random variables can be characterized by different clouds.
CDFs are well known from probability theory. In particular the univariate case is very handy, computationally appealing and intuitively understandable. However, we want to deal with significantly higher dimensions than 1. This leads to the idea to construct continuous clouds from user-defined potential functions V : M → R.
The idea is to construct a potential cloud from an interval-valued function χ of a user-defined potential function
Define the mapping
where α(y) := Pr(V (ε) < y), α(y) := Pr(V (ε) ≤ y), ε ∈ M a random variable, y ∈ R, V bounded below. Then we get the following result (cf. Theorem 4.3 in [17] ).
Proposition.
The mapping χ as defined in (3) defines a cloud and ε belongs to χ.
Proof. Obviously (1) holds for χ. One has to show (2). Assume ∃x ∈ R with α(x) = y. By construction of α and x we get
3.6 Remark. Usually the CDF of V (ε) is unknown. However, if we find an lower bound α(y) ≤ Pr(V (ε) < y) and upper bound α(y) ≥ Pr(V (ε) ≤ y), α, α continuous from the right and monotone, then Proposition 3.4 is still valid.
The last remark leads us to an important interpretation in terms of confidence regions for the scenarios ε, as it tells us that it is sufficient to find an appropriate bounding α, α on the CDF F of V (ε). This can be achieved, e.g., by KS statistics [12] . We define
Let's summarize what is needed to generate a potential cloud: a potential function V has to be chosen, then appropriate bounds on the CDF F of V (M) must be found. How to find these bounds will be described in the following Section 4. But how to choose the potential function? There are endless possibilities (see, e.g., Figure 1 ) to make the choice. A variation of the shape of the potential to improve the uncertainty model will be considered in Section 5.
Generation of potential clouds
This section will investigate how to find appropriate bounds on F (V (ε)). As we do not have the knowledge of F (V (ε)) we have to approximate it before we can assign bounds on it. To this end we will make use of the well-known KS statistics [12] as suggested in the last section. That means we approximate F by an empirical distribution F . The generation of an empirical distribution requires the existence of a sample S representing our uncertainties.
It depends on the given uncertainty information whether a sample already exists. We assume that the uncertainty information consists of given samples, boxes, non-formalized correlation bounds or continuous marginal CDFs F i , i ∈ I ⊆ {1, 2, . . . , n}, on the n-dimensional vector of uncertainties ε, without any formal knowledge about correlations or joint distributions. In case there is no sample provided or the given sample is very small, a sample has to be generated. For these cases we first use a Latin hypercube sampling (LHS, cf. [16] ) inspired method to generate S.
To generate N S sample points we start with the creation of a N S × · · · × N S = N n S grid. In case of a given interval on ε i the marginal grid points are chosen equidistantly in the interval. In case of a given F i , i ∈ I, the marginal grid is transformed with respect to the marginal CDF F i to ensure that each grid interval has the same marginal probability. Let α S ∈ [0, 1], a confidence level for the sample generation,
2 , then the marginal grid points are chosen as
From this grid the sample points x 1 , x 2 , . . . , x N S are chosen to satisfy the Latin hypercube condition, i.e., ∀i, k ∈ {1, 2, . . . , N S }, ∀j ∈ {1, 2, . . . , n} :
where x j i is the projection of x i to the j th coordinate. Consider the following simple facts about the sample generation:
4.1 Proposition. The intervals between adjacent marginal grid points have the same marginal probability.
, which is constant and independent from k. ⊓ ⊔ 4.2 Proposition. Assume I = {1, 2, . . . , n}, i.e., a marginal CDF is given for each coordinate of the uncertain scenarios ε. Assume ε i , i ∈ I, are independent, then α S is a confidence level for ε.
, i ∈ I, of our sample approximates F i for increasing N S .
Proof. The LHS condition (4) implies that x j i = g jk for some k. One can write k = q · N S with some rational number q ∈ [
is constant for all N S as to the construction of the points t i , i ∈ {1, 2, . . . , N S } equidistantly in direct dependence from
Thus the generated sample S := {x 1 , x 2 , . . . , x N S } represents the marginal CDFs arbitrarily well. However after a modification of S, e.g., by cutting off sample points as we will do later, an assignment of weights to the sample points is necessary to preserve the marginal CDFs. In order to do so the weights ω 1 , ω 2 , . . . , ω N S ∈ [0, 1], corresponding to the sample points x 1 , x 2 , . . . , x N S , are required to satisfy the following conditions:
Let π j be a sorting permutation of {1, 2, . . . , N S }, such that x
. Let again I be the index set of those entries of the uncertainty vector ε where a marginal CDF F i , i ∈ I is given. Then the weights should satisfy
The function
is a weighted marginal empirical distribution. For trivial weights,
, F i is a standard empirical distribution as in Proposition 4.3. The constraints (5) require the weights to represent the marginal CDFs with some reasonable margin d. In other words, the weighted marginal empirical distributions F i , i ∈ I should not differ from the given marginal CDF F i by more than d. In practice, one chooses d = d KS,1 with KS statistics, i.e.,
where φ is the Kolmogoroff function φ(λ) := +∞ k=−∞ (−1) k e −2k 2 λ 2 , a = α ω the confidence in the KS theorem, cf. [12] , [20] .
To achieve weights satisfying (5) we formulate the following linear program:
where ξ k are some given interpolation points on the related margin, F i the weighted empirical marginal distributions as defined in (6). Then we compute d from
the maximum deviation of F i from F i , i ∈ I.
It should be remarked that we make use of CVX, cf. [10] , to solve (8), and of the MATLAB Statistics Toolbox to evaluate probability distributions.
By the weight computation we get a weighted empirical distribution
approximating the CDF of V (ε). The achievement of weights satisfying (5) means, that all uncertainty information of the marginal CDFs is reflected in the construction of F . The uncertainty information given as boxes or sample data is reflected anyway as this does not imply additional constraints to (5) . If weights satisfying (5) can only be achieved with d > d KS,1 , the relaxation d gives us an indicator for the quality of the approximation which will be useful to construct bounds on the CDF F (V (ε)). After the approximation of F (V (ε)) with F , we are just one step away from generating a potential cloud. The last step is seeking an appropriate bounding on F (V (ε)).
From the knowledge of d KS,1 , and d we compute d KS,2 similar to before (7), for a fixed confidence a = α b :
with the approximation quality factor
which corresponds to e in (8) , if the interpolation and the sample points coincide. Now we define F := min( F +d KS,2 , 1) and F := max( F − d KS,2 , 0) and fit these two step functions to smooth, monotone lower bounds α(V (ε)) and upper bounds α(V (ε)), cf. Figure 2 . Observe that if the the quality of our approximation with F or the sample size N S is decreased, the width of the bounds is increased correspondingly.
Thus we have found an appropriate bounding of the CDF F (V (ε)) and according to remark 3.6 we have generated a potential cloud via the mapping χ :
The cloud represents the given uncertainty information and now enables us to interpret the potential level maps as confidence regions {ε | V (ε) ≤ V α } for our uncertain vector ε: the worst-case relevant region is defined as C α := {ε | α(V (ε)) ≤ α} (cf. Section 3), i.e., C α = {ε | V (ε) ≤ V α } if a solution V α of α(V α ) = α exists, and C α = ∅ otherwise, which is only the case for very low α.
Thus the clouds give an intuition and guideline how to construct confidence regions for safety constraints. To this end we have combined several different theoretical means: potential functions, KS statistics to approximate CDFs with empir- ical distributions and estimate bounds, sample generation methods, and weighting techniques.
The choice of the potential
The choice of the potential function V that determines the shape of the corresponding potential cloud can be chosen freely before cloud generation. We will now investigate different choices of V and reflect on what characterizes a good choice of V .
Two special cases for choices of the potential function are
where ε, µ, r ∈ R n , ε k , µ k , r k are the k th components of the vectors, defines a box-shaped potential.
where ε, b ∈ R n , A ∈ R n×n , defines an ellipsoid-shaped potential. Figure 3 visualizes two confidence regions for the same confidence level α = 0.95, but different potentials V , and shows that uncertainties can be described by different clouds. We emphasize that a poor choice of the potential makes the worstcase analysis more pessimistic as the confidence regions are larger, but will still result in a valid robust uncertainty handling. We are looking for a way to find a good choice of V that gives the possibility to improve the potential iteratively and allows for a simple computational realization of the confidence regions, e.g., by linear constraints. This leads us to the investigation of polyhedron-shaped potentials as a generalization of box-shaped potentials. A polyhedron potential centered at m ∈ R n can be defined as :
where (A(ε − m)) k , b k the k th component of the vectors A(ε − m) and b, respectively. But how to achieve a polyhedron that reflects the given uncertainty information in the best way? As mentioned we assume the uncertainty information to consist of given samples, boxes or marginal distributions, and unformalized correlation constraints. After generation of a sample S as described in Section 4 we define a box b 0 containing 100% of the sample points by
, and we define our potential V 0 (ε) box-shaped as in (12) Assume the linear constraints A(ε − µ) ≤ b represent the exclusion of sample points and the box constraint from b 0 , we define our polyhedron shaped potential as in (14) with m = µ.
This potential, originating from a box potential, is suitable for symmetric samples, but: If some uncertain variables are described by asymmetric marginal probability densities, a better choice V t of the potential could be achieved by an appropriate coordinate transformation ψ, i.e.,
An appropriate transformation would be, e.g., a logarithmic transformation of ε i if
]. An example of a 2-dimensional potential cloud with V = V t,µ is visualized in Figure 5 . We can observe the advantage of a transformed potential in Figure 6 . Without transformation the functions α(V (ε)) and α(V (ε)) are obviously steeper, and for α close to 1 the solution V α of α(V α ) = α is much closer to 1 than in the transformed case, which leads to larger confidence regions and a more pessimistic worst-case analysis. The reason for that becomes apparent looking at Figure 7 . The confidence regions for the transformed box potential are obviously smaller than for the nontransformed potential. Figure 5 : On the left, the map ε → α(V (ε)) (α(V (ε)) looks similar due to its construction) for a 2-dimensional potential cloud, on the right, the contour lines of α(V (ε)). The marginal distributions for ε = (ε 1 , ε 2 ) are a N (0, 1) and a Γ(10, 1) distribution, respectively.
Clouds in robust design optimization
In this section we shortly introduce how clouds can be involved in the formulation of a robust design optimization problem.
Provided an underlying model of a given structure to be designed, with several inputs and outputs, we denote as x the vector containing all output variables, and as z the vector containing all input variables. Let θ be a design point, i.e., it fully defines the design. Let T be the set of all possible designs. The input variables z consist of design variables which depend on the design θ, e.g., the thrust of a thruster, and external inputs with a nominal value that cannot be controlled for the underlying model, e.g., a specific temperature.
The input variables are affected by uncertainties. Let ε denote the related vector of uncertain errors. One can formulate the optimization problem as a mixedinteger, bi-level problem of the following form:
(objective functions)
where the design objective g(x) is a function of the output variables of the underlying model. The functional constraints express the functional relationships defined in the underlying model. The input constraints assign to each design θ a vector figure) and without (right figure) transformation. The two samples are generated for ε distributed as in Figure 6 . z of input variables whose value is the nominal entry from Z(θ) plus its error ε with uncertainty specified by the cloud. The selection constraints specify which design points are allowed for θ. The cloud constraint involves the potential function V = V t,0 (ε) as described in the Section 5 and models the worst-case relevant region {ε | V (ε) ≤ V α } = C α .
We already succeeded to apply this approach to robust optimization in real life problems arising from early phase spacecraft system design. For details see [8] , [9] , [18] .
Conclusions
In this paper we presented a new methodology to provide confidence regions for safety constraints in robust design optimization in terms of clouds. We can process the uncertainty information from expert knowledge towards a reliable worst-case analysis, even if the information is limited in amount and high dimensional, formalized or not, we do not lose valuable unformalized information. The methods were successfully applied to real life problems from spacecraft system design.
The adaptive nature of our uncertainty model, i.e., manually adding correlation bounds, is one of the key features. The iteration steps significantly improve the uncertainty information and we are able to process the new information to an improved uncertainty model.
All in all, the presented approach offers an attractive novel point of view on uncertainty handling and its involvement to robust design optimization.
