Abstract-An algorithm to solve the eigenprobleni for nonsymmetric matrices on an N x N array of mesh-connected processors, isomorphic to the architecture described by Brent and Luk for symmetric matrices, is presented. This algorithm is a generalization of the classical Jacobi method, and, as such, holds promise for parallel architectures. The rotational parameters for the nonsymmetric case are carefully analyzed; many examples of a working program, simulating the parallel architecture, are given with experimental evidence of quadratic convergence.
I. INTRODUCTION
XITZE consider here the problem of finding a parallel VYmethod for computing the Schur decomposition of an arbitrary n x n complex matrix A. In particular, given A, of Frobenius norm one, we wish to determine a unitary matrix U, as a product of a sequence of Jacobi rotations, such that U*A U is upper triangular. (Note that generally, as many Schur decompositions exist as there are permutations of the diagonal elements.) We define a rotation by R = (ri,j) where R is equal to an n x n identity except for the four matrix elements, rk,k = rm,m = cos x, rk,m --e' sin x, and ri,k = ei sinx. We note that reflections may also be used.
We present here an algorithm, and a working program for solving this problem. The program, as currently implemented, simulates one running on a square array of N2 mesh-connected processors where N = n/2. This array is isomorphic to that described by Brent and Luk [1] . Like the Brent-Luk model this program will run in 0(n) time per sweep. For most matrices, our program exhibits ultimate quadratic convergence similar to the classical Jacobi Method, but for nearly defective matrices, this desirable convergence property may be postponed. We hope that the description of the present algorithm will prove useful to those working in the design of parallel algorithms.
It seems appropriate to compare our results with those of Stewart [9] , who has recently proposed a Jacobi algorithm for nonsymmetric matrices. Stewart uses only the "larger" of the two possible rotations which annihilate a below diagonal element, and he only uses those pivots which are on the subdiagonal, assuming that the larger rotations are large enough to ensure movement of the off-diagonal elements to the subdiagonal. We use both the "smaller" and the "larger" rotations, as well as all possible pivots. We show that the rotations on the subdiagonal, unlike the symmetric case, can both be "large" or both be "small," and that the use of the larger of the two possible rotations will not necessarily lead to the circulation of the below diagonal elements although this does occur when the matrix is close to a Hermitian matrix. We also show that the use of pivots below the subdiagonal can be safe, provided the rotations remain relatively "small."
In this paper, we give a detailed discussion of the rotation parameters, taking into account the limitation to local information implicit in parallel computation. In the description of the algorithm, we describe some heuristics based on experimental and empirical evidence. We believe that further experience and experimentation is necessary before a convergence proof of this, or a similar algorithm, will be found. In the last section of this paper, we illustrate the properties of the program by numerous examples, which empirically show quadratic convergence. We also discuss some open problems, and considerations to be taken into account for a version of the algorithm which uses the real field only.
The Jacobi methods should be considered candidates for parallel computation of the unsymmetric eigenvalue problem. For serial computation, the Jacobi method (except for special circumstances), is not recommended.
II. BACKGROUND
Interest in the generalization of the classical Jacobi method to nonsymmetric matrices, using unitary matrices, is not new; such interest was evidenced in the mid-fifties, when the Jacobi method was still widely used for symmetric (and Hermitian) matrices.
Greenstadt [3] proposed in 1955, (as in the classical Jacobi method) to choose for the pivot pair of the rotation the indexes of the maximal below diagonal element (in absolute value) and a rotation to annihilate this element. Of [5] , published reports of experiments which show that the minimization of T at each rotation is empirically ineffective. Note that such a minimization is an entirely different procedure from that involving the annihilation of the maximal below diagonal element. Furthermore, the computation of the rotational parameters in this case involve the knowledge of global matrix information. At any rate, the process usually leads to a stationary state with r > > 0. Greenstadt [9] has proposed the interesting method, mentioned in the introduction, which uses only subdiagonal pivots, with the additional condition that the smaller angle never be chosen; he claims that the consistent choice of the larger angle in conjunction with a special pivot ordering will circulate all the below-diagonal elements for potential annihilation. Stewart recognizes the fact that his method is likely to be unsatisfactory for matrices not near normality, and that convergence is stationary for matrices having equal diagonal elements and zero first and second subdiagonals.
III. LOCAL PROPERTIES AND DETAILS ON THE ROTATION PARAMETERS
For any algorithm designed for computation on an N x N array of processors, (not sharing common memory) we must assume that only local information is available to any processor. For example, in the Brent-Luk algorithm for symmetric matrices (N = n/2), or in the Stewart algorithm (N = n), a given processor "knows" only the content of the 2 x 2 matrix presently in its store.
Global properties, such as normality or orthogonality, must be considered unavailable so as not to destroy potential parallelism. It is this restriction to local information, among other things, which leads us to abandon the norm-reducing algorithms [7] , [8] The transformed elements of interest to us are
where t = tan x and c = cos x. The roots to the quadratic equation which is formed by setting the first quantity in square brackets equal to zero are given by
Without loss of generality, we may choose 0 so that t = tan x is real and nonnegative. To avoid cancellation, we choose the sign so that [d ± V(d2 + ak,mam,k)] assumes its largest absolute value.
Calling this value dMax, we may express the two roots of the quadratic equation as shown ts=e. am,k/dMax and tL= -dMax/e-i0ak,,. (3. 3)
The subscripts S and L denote the smaller and the larger roots in absolute value. We know these expressions give the smaller and larger "roots" because dMax|2 > Iak,aM,kI, as we now show.
We have defined dMax to be that of the two quantities which is the largest in absolute value. Using the parallelogram law, we obtain 2IdMaxI2. Id+V(d2+ak,.a,k)F2 We discuss how ts and tL are related to the inner and outer rotations used by Stewart [9] . In our notation cos x = c and e-i sin x = s. We do not use a phase angle with cos x, because it enters only as a multiplicative factor in every expression. Stewart defines an inner rotation as the one which is closest to the identity. Hence, up to the phase difference, ts corresponds to the inner rotation. Stewart also defines an outer rotation as either i) "the other," or ii) the inner rotation obtained for PAP where P is a permutation matrix:
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As Stewart points out this amounts to obtaining an inner (smaller) rotation for the matrix PAP= 7 am,m am,ka)
ak,m ak,k Although P is not a rotation, we may consider the larger rotation obtained from tL, as equivalent to an outer rotation.
We require the eigenvalues of the 2 x 2 transformation in our notation. We first note that A(c, e-iOs)T = X(c, e-iOS) IV. THE ALGORITHM A Jacobi algorithm is determined by the choice of pivots and the choice of rotation parameters. In our case, the choice of pivots is dependent on the architecture assumed; we assume the same architecture as do Brent and Luk [1] , that is a square array of N2(N = n/2) processors P,j each holding 4 (complex) matrix elements a2i-1,2j-1 a2i-1,2j1
Va2i,2j_ I a2i,2j C Diagonal, horizontal, and vertical communication connections identical to those used by Brent and Luk are also assumed. If n is odd, a row and column of zeros is appended, so that n may be assumed to be even. We illustrate (see Fig. 3 ) using the diagram from the Brent-Luk paper [1] for n = 8. The diagonal processors are assumed to find the rotation parameters which are passed to the neighboring processors which in turn perform the operations defined in (3.1). As new pivots are chosen, the matrix elements for the new rotation migrate to the diagonal processors. Brent and Luk use a permutation pairing for the pivots, which is initially (1, 2) , (3, 4), (5, 6), * * (n-1, n).
The parameters for these rotations may be computed simultaneously. At The permutations reached from one time interval to the next may be described by the mapping: We illustrate the permutations which take place for n = 8, assuming the Brent-Luk migration of elements, but the above initial ordering: (1, 8) ( Any other initial pairing may be used, provided ihat the matrix elements migrate according to (4.1) . In order that the element 1 be paired with elements n, n -1, n -2, ... 3, 2, in that order, we may assume the initial pairing (1, n), (2, n-i), (3, n-2) ... (n/2, n/2+ 1).
The mapping defined by (4.1) now becomes 11+I, 2--*n, n-,n-l1, n-l1 -*n-2 46,-*3( 5---4, 4--3, 3. where we consider e to represent small, but not necessarily equal elements, and X to be a relatively large element. Rotations in the (1, 3) and (2, 4) planes will tend to be small since dMax will be "large." On the other hand, a rotation in the (1, 4) plane can be large, since dMax will be "small." A large rotation will produce a large influence from the 1st row and 4th column in the elements below the diagonal. If the diagonal can be reordered, so that the large element X appears in the (1, 1) position, then the rotations in the (13) and (14) planes will all be appropriately "small." Of course, the rotation in the (2, 4) plane can still be large. This situation appears to make convergence slow when all the eigenvalues are nearly equal, and the matrix has nearly parallel eigenvectors.
We use rotations with the larger angle tL to force an ordering of the diagonal elements with respect to size, to avoid this pitfall. On the other hand, in the case of nearly equal diagonal elements, frequent interchanges occuring from the use of tL will cause cycling. It may also cause unexpected matrix element migration, causing some rotations to be effectively skipped. We discuss the question as to what orderings may be imposed upon the diagonal.
We have tried ordering the diagonal elements by absolute value, which was successful provided that the use of tL was restricted to the first few (3) (4) MacIntosh. Versions in C and Fortran are currently being implemented. A number of differences exist between the earlier and the later implementations. In the original program, the pivots were chosen in an ordering used for Givens rotations in a QR (or RQ) decomposition. Also, the ordering of the diagonal was by absolute value rather than real part as described in Section IV.
In the current implementations, the pivots are chosen to simulate an N x N array of processors as indicated in Section IV. The use of the larger angles for ordering of the real parts is also described in Section IV. The algorithm works in a satisfactory manner although, for matrices at some distance from normality, not as well as the Jacobi process as described by Brent and Luk for symmetric matrices. As the examples show, the speed of convergence is about that of the Jacobi method for normal matrices, but slower for matrices which have a large distance from normality. This is not surprising, since other methods such as QR or the norm-reducing methods also exhibit similar behavior for such matrices. We have used the magnitude of the below diagonal norm (global information) as the termination criterion because for matrices which are far from normality a large number of sweeps may be required. For matrices not far from normality, a fixed number of sweeps, for example log n as used by Brent and Luk, could be used. (All results are shown for unnormalized matrices.) We illustrate (see Table I ) the current implementation with a series of matrices which depend on n. But first, we illustrate its performance on the 5 matrices of order five used by Stewart [9] . These matrices have the form A = U(D + aF)UH where U is unitary (to 4 decimal places), D = diag (1, 2, 3, 4, 5), and F is strictly upper triangular. The parameter a takes on values .01, .1, 1, and 10. A fifth example uses D = diag (1, 2, 3,-3, 4) and a = .1. We summarize the convergence of our implementation for these matrices of increasing nonnormality. (Note that two of our sweeps are equivalent, in number of rotations, to one sweep by Stewart.)
The performance here is similar to that of Stewart's algorithm except that when a = 10, we obtain convergence, where Stewart does not.
Among defective matrices, is one with two equal pairs of complex congugate eigenvalues, originally introduced by Semendaev. Its convergence behavior, similar to the Stewart matrix a = 10, is shown in Table II .
We illustrate the convergence for matrices known as Bn, or the Frank matrices, for n = 3, 4 * 9. These matrices are known to have poorly conditioned smaller eigenvalues; as n increases, the rate of convergence is seen to decrease. For these small n, no loss of accuracy was noted. In all these cases, the larger n/2 eigenvalues are found quickly; the smaller, poorly conditioned eigenvalues, cause the large number of sweeps. Rotations in the planes corresponding to the larger eigenvalues are all skipped after a few sweeps (see Table III ).
We have also chosen a set of matrices Pn which are known to be normal. These are the permutation matrices of order n defined below. We compare Pn to PI and P'0 also defined bo wca ai nc n below, which are at moderate distance from normality. The behavior of the procedure for these examples is comparable to that of several sets of random matrices, which we also give. The eigenvalues obtained are: 6.8e+00 sweep # is 2 2.7e+00 sweep # is 3 1.49999997752345e+00-3.57071417095666e+00
1.4e+00 sweep # is 4 1.50000002247655e+00-3.57071425758619e+00 1.6e+00 sweep # is 5 1.49999998847807e+00 3.57071416622975e+00 2.2e-01 sweep # is 6 1.50000001152193e+00 3.57071426231310e+00
2.7e-02 sweep # is 7
1.00000000000000e+00-9. We ran a set of random matrices using the Brent-Luk ordering and also the second ordering described in Section IV.
We summarize these results in Table VI The Forsythe matrices, Fn = (fi,j) are defined by fj = 0, except for fi,+ = 1, i = 1 .*. n -1, and fn,I = 10-0.
These matrices are the ultimate perturbation of the abovementioned permutation matrices. The eigenvalues of the Forsythe matrices are the nth roots of unity multiplied by one tenth. As the examples show, the rate of convergence is most unsatisfactory, even for very small n. However, this behavior may be considered as a function of the matrix rather than the method. Note that fg,1 is the only element on or below the diagonal which is not equal to zero, yet the eigenvalues are all approximately one tenth. We show these examples through n = 7 in Table VII. The computed eigenvalues for n = 7 are illustrative of the accuracy obtained. should control the size of the rotation allowed, i.e., the program presented here prevents rotations larger than 71r4 if the pivot pair is at a distance of two or more from the diagonal. Perhaps the prevention of larger rotations for pivots far from the diagonal would speed the slow convergence displayed in early sweeps for badly nonnormal matrices.
One suspects that the sorting of the diagonal elements may cause slow convergence. It is tempting to adapt the ideas presented here to the architecture introduced by Stewart, because in that setting the sorting would take at most time 0(n). Certainly more experimentation would be useful. The choices for a,, a2, and a3 need more understanding.
However, the fact that the program does converge for very badly conditioned matrices is encouraging, as is the quadratic convergence exhibited, and the nearly constant number of sweeps for normal matrices.
Finally, one would like to consider using a variant of the algorithm using real arithmetic only, as well as variants for block Jacobi method implementations.
