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Abstract Most of the methods for convergence acceleration of continued
fractions K(am/b m) are based on the use of modified approximants Sm(ωm)
in place of the classical ones Sm(0), where ωm are close to the tails f (m) of
the continued fraction. Recently (Nowak, Numer Algorithms 41(3):297–317,
2006), the author proposed an iterative method producing tail approximations
whose asymptotic expansion accuracies are being improved in each step.
This method can be successfully applied to a convergent continued fraction
K(am/b m), where am = α−2m2 + α−1m + . . ., b m = β−1m + β0 + . . . (α−2 = 0,
|β−1|2 + |β0|2 = 0, i.e. deg am = 2, deg b m ∈ {0, 1}). The purpose of this paper is
to extend this idea to the class of two-variant continued fractions K(an/b n +
a′n/b ′n) with an, a′n, b n, b ′n being rational in n and deg an = deg a′n, deg b n =
deg b ′n. We give examples involving continued fraction expansions of some
elementary and special mathematical functions.
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1 Introduction
Many valued mathematical constants and elementary or special functions have
continued fraction expansions. For example, the following continued fraction
(CF, in short)
arcsin x√





[ −(4n2 − 2n)x2




, ±x /∈ [1,+∞), (1)
is very useful expansion of the well-known inverse trigonometric function; see,
e.g., [13, p. 155, Eq. 18] or [3, p. 205, Eq. 11.4.5]. To compute the value of (1)














one can use the sequence {Sn(0)} of its classical approximants; see [8, pp. 7, 56]
or [9, p. 5, Eq. 1.2.1] for more details. Putting x = √2/2 in (1) yields a quite
fast convergent method of computation of π constant. Namely, using the
approximant S20(0) one can obtain almost 16 exact significant decimal digits of
the limit. However, in some cases, the convergence of the sequence of classical
approximants of CF (2) (the convergence of CF, in short) can be extremely
slow. It is so for CF (1) if x ≈ ±1. In such a case, application of modif ied
approximants Sn(ω):
S0(ω) = b ′0 + ω, (3a)













b n + ω , n ∈ N, (3b)

















b ′n + ω , n ∈ N, (3c)
may be much helpful in computing the value of CF.
We use the symbol f (m) to denote the m-th tail of CF (2):














, n ∈ N, (4a)










, n ∈ N ∪ {0}. (4b)
Most of the methods for convergence acceleration of CFs are based on the use
of modified approximants Sm(ωm), where modifying factor ωm is close to the
tail f (m); see, e.g. [4, 5, 7, 8, 10–12]. For example, the good approximations of
the tails of CF in (1) can be obtained using so-called ‘improvement machine’—
the method of Lorentzen and Waadeland, since its can be transformed equiva-
lently into a limit periodic CF of loxodromic type; see [7] or [9, p. 227] for more
details. One can also verify that the even part of CF in (1) can be effectively
computed using ‘plus method’—one of the methods given in [10], where the
convergence acceleration of CFs ∈ C20 ∪ C21 was proposed; Ckl means the class
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of one-variant CFs of the form K(am/b m) with am and b m being rational
functions in m:
am = α−k mk + α1−k mk−1 + . . . , b m = β−l ml + β1−l ml−1 + . . . .
In the case of CFs of the form (2), the performance of the methods in [10] can
be increased, if one not contract the CF into even or odd part, but take into
account the two-variant character of CF.
In this paper, we extend the results in [10] to the class of so-called two-
variant CFs ∈ Dkl, i.e. of the form (2), where
an = p−k nk + p1−k nk−1 + . . . , a′n = p′−k nk + p′1−k nk−1 + . . . ,
b n = q−l nk + q1−l nl−1 + . . . , b ′n = q′−l nk + q′1−l nl−1 + . . .
and pk, p′k, ql, q
′
l = 0 (k, l ∈ Z). The initial coefficients pi, p′i, q j, q′j and the
numbers k, l should satisfy some additional conditions, sufficient for the
convergence of CF; see Section 2. We allow the numerators an, a′n and
the denominators b n, b ′n to be complex. One can find a lot of examples
involving CFs ∈ Dkl in Perron’s book [13]. More CF expansions can be found
in (chronological order): [9, 16] and [3]. The authors of [3] have developed the
website which shows the applications of continued fractions to approximation
of many special functions (see http://www.cfhblive.ua.ac.be/).
For example, the following CF expansion holds:∫ ∞
0











, 0<k<1, x>0, (5)
where cn(t; k) is the Jacobi elliptic function, very often applied in electro-
and magnetostatics, fluid dynamics, as well as nonlinear integral equations
(see [13, p. 220, Eq. 15] or [9, p. 283]). Although the (5) is known for almost
100 years (the first edition of Perron’s book [13] was issued in 1913), current
computer algebra systems do not use it. For instance, the Maple™ system is
not able to compute the integral in the (5) with x = 0.8 and k = 0.9; if we
replace the upper limit ∞ by 500, then the correct result (provided Maple™
the 32-digit arithmetic precision) is obtained after about 2 min of waiting on
AMD Quad Core Phenom™ 1.25 GHz computer. We used Maple™ 16—
the latest version of Maple™ software. Let us note that Maple™ 14 was not
able to compute the integral of the form (5) with upper limit replaced by any
finite number; the computation was interrupted after 1 GB of memory was
used. In addition, Matlab (ver. 7.12, R2011a) cannot even compute the good
approximation of the Jacobi function cn(t, k). This shows that the problems
which require computing a lot of integrals as in (5) are almost insolvable using
the current mathematical software. The motivation for using aforementioned
techniques of convergence acceleration of CFs is, among others, the fact that
CF expansion (5) allows us to compute such integrals in a split second.
Our main result is a new method for convergence acceleration of CFs ∈ Dkl.
In this paper, we consider only k ∈ {1, 2} and l ∈ {0, 1}, since any CF of the class
Dk+2,l+1 is equivalent to some of the class Dkl; see, e.g., [8, p. 73, Theorem. 9]
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for more details on equivalent transformation of CF. We analyse the odd tails
f (2n−1) and derive their asymptotic expansion of the form
f (2n−1) = τ−ν nν/2 + τ1−ν nν/2−1/2 + τ2−ν nν/2−1 + τ3−ν nν/2−3/2 + . . . . (6)
In the case of one-variant CFs ∈ Ckl, this is close to the method of Hautot [4];
he used several values of initial coefficients τ j in order to get modifying factors
ωm. Then, a standard sequence transformation, such as Brezinki’s θ or u-Levin
algorithm, was applied to {Sm(ωm)}. Paszkowski [11] showed that such classic
sequence transformations may be unsuitable to the character of approximants
of CF. He proposed the iterative method producing modifying factors which
accuracy increases in each step. The idea of the method in [10] is quite similar,
but there were not used calculations of square roots. In this paper we continue
this idea and deal with two-variant CFs (2).
In Section 2, we describe the class D of considered CFs, while in Section 3
we analyse the asymptotic behaviour of their tails. We give some initial
coefficients of the asymptotic expansion (6) explicitly (see Corollary 3.3), in
order to find starting modifying factors for our method. In Section 4, we
describe the method in detail. The main result is in Theorem 4.1 after which
we summarize our method in Algorithm 4.2. Finally, in Section 5, we report
the results of experiments involving some CFs ∈ D.
2 Class D
We consider some subclasses of CFs ∈ Dkl (k ∈ {1, 2}, l ∈ {0, 1}) of the form
(2) satisfying
an = p−2 n2 + p−1 n + p0 . . . , a′n = p′−2 n2 + p′−1 n + p′0 . . . ,
b n = q−1 n + q0 + . . . , b ′n = q′−1 n + q′0 + . . . .
(7)
Let us use the notation (see Table 1) in order to characterize all of them. In
this paper, we consider the CFs belonging to the class
D := D=10 ∪D =10 ∪D11 ∪D=20 ∪D =20 ∪ D˜21. (8)
Table 1 Considered subclasses of CFs
Subclass symbol Characterization
D=10 ⊂ D10 p−1 = p′−1 and q0 q
′
0
p−1 /∈ (−∞, 0]
D =10 ⊂ C10
∣∣p′−1∣∣ = |p−1|
D=20 ⊂ D20 p−2 = p′−2 and β
2−4αγ
p2−2
/∈ (−∞, 0] ,
where α = q′0, β = p−2 + p−1 − p′−1, γ = −p−2 q0
D =20 ⊂ C20
∣∣p′−2∣∣ = |p−2|






∣∣∣ p′−2q′−1 − x0
∣∣∣ =
∣∣∣ p′−2q′−1 − x1
∣∣∣
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One can check that CF in (1) belongs to D˜21, while the one in (5)—to the
subclass D =20.
The class D is quite wide since it covers almost all of the examples given
in the book [3] which comprises with lot of CF expansions of very known
mathematical constants, as well as elementary and special functions; see
Part III of the book. It does not cover only the subclass of so-called q-CFs,
where the numerators and denominators an, a′n, b n, b ′n (cf. (2)) are expressed
in terms of qn (see, e.g., [3, Section 19]). One can also find some applications
of k-variant CFs ∈ D with k > 2 (see, e.g., [3, p. 236, Eq. 12.5.3]). In such a case
one may try to consider the even or odd contraction.
3 Asymptotic behaviour of the tails
In this section, we study the asymptotic properties of the tails f (m) of CFs ∈ D.
From definition (4) they satisfy the following two recurrence relations:
f (2n−1) = a
′
n
b ′n + f (2n)
, f (2n) = an+1
b n+1 + f (2n+1) .
Taking into account the ‘two-variant’ character of considered CFs, we deal
with their odd tails only, i.e.
un := f (2n−1), n ∈ N,




b ′n + an+1b n+1+un+1
. (9)
Therefore, the sequence {un} is a solution of the following bilinear equation
(see also [12, Eq. 1.6]):
b ′n Xn Xn+1 + (an+1 + b n+1 b ′n)Xn − a′n Xn+1 − a′n b n+1 = 0. (10)
Since all the coefficients in (10) have asymptotic expansions in powers of n−1
(cf. (7)), its solutions have asymptotic expansion in powers of n−1/2. Moreover,
in the case of CF ∈ D, using (7) and comparing the term Xn Xn+1 in (10) with
others, we conclude that this expansion is at most O(n2), i.e.
Xn = τ−4 n2 + τ−3 n3/2 + τ−2 n + τ−1 n1/2 + τ0 + τ1 n−1/2 + . . . . (11)
However, the bilinear equation (10) has two solutions of the form (11).
According to Paszkowski [12, p. 196], for the solution Xn we compute Yn =
an+1/(b n+1 + Xn+1) and analyse the product In := XnYn. The sequence {un}
corresponds to such solution, that this product has asymptotically smaller
modulus. This result is related to Pincherle’s theorem (see [14] and its gen-
eralization [6, Theorem 5.7, p. 164]); see also the works of: Birkhoff [1] and
Birkhoff and Trjitzinsky [2].
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In the sequel, we investigate the asymptotic behaviour of the product In
considering both the solutions of the recurrence (10). The following analysis
derives a suitable choice of the coefficients τ j, such that
un = τ−ν nν/2 + τ1−ν nν/2−1/2 + τ2−ν nν/2−1 + τ3−ν nν/2−3/2 + . . . (12)
We put the expansions (7) and (12) into the recurrence relation (10). After
some rearrangement of terms, we obtain an infinite triangular system of
equations, satisfied by the coefficients τ j. One can verify that the first equation
is the following quadratic equation, satisfied by the coefficient τ−ν :
α τ 2 + β τ + γ = 0, (13)
where α, β, γ are given in Table 2. Once we fix its solution, we sim-
ply derive the next coefficients by solving the consecutive equations of
the system. This process is rather technical and requires to study all the
considered CFs subclasses, separately. One can also verify that for all
considered subclasses in D except the subclass D=10, the coefficients τ2 j−1
vanish, and so the asymptotic expansion (12) contains only the powers
of n−1. We have prepared the Maple™ program computing symbolically the
coefficients τ j of (12), in the cases of all six subclasses in D; download the
file tvcf-bilequ.mw (or its HTML and PDF version) from the page
http://www.rafalnowak.pl/publications/tvcf. Namely, one can get the following




τ−1 n1/2+τ0+τ1 n−1/2 + . . . if CF ∈ D=10,
τ−2 n+τ0+τ2 n−1 + . . . if CF ∈ D =10 ∪D11 ∪D=20 ∪ D˜21,
τ−4 n2+τ−2 n+τ0+τ2 n−1 + . . . if CF ∈ D =20.
(14)
In order to find the solution {un}, we consider both roots of the quadratic
equation (13). Each root determines the solution Xn of (10) having the
asymptotic representation as in (14). In Lemma 3.1 we give the asymptotic
representation of the derived product In.
Table 2 Coefficients α, β, γ
Subclass α β γ
D=10 q′0 0 −p−1 q0
D =10 q′0 p−1 − p′−1 0
D11 q′−1 q−1 q′−1 0
D=20 q′0 p−2 + p−1 − p′−1 −p−2 q0
D =20 q′0 p−2 − p′−2 0
D˜21 q′−1 p−2 − p′−2 + q−1 q′−1 −p′−2 q−1
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Lemma 3.1 Let {Xn} be a solution of (10), having the asymptotic representation
as in (14), and let Yn = an+1/(b n+1 + Xn+1). The product In = XnYn has the
following asymptotic expansion:
1. In the case of D=10:




2. In the case of D =10:
In =
{
p′−1 n +O(1) if τ−2 = 0,
p−1 n +O(1) otherwise;
(15b)










4. In the case of D=20:
In = p−2 n2 +
(








2 +O(n) if τ−4 = 0,
p−2 n2 +O(n) otherwise;
(15e)
6. In the case of D˜21:
In = p−2 τ−2q−1 + τ−2 n
2 +O(n3/2). (15f)
Proof Roughly speaking, the proof follows from the comparison of the asymp-
totic representation of the possible solutions of the recurrence (10). All the
parts of the thesis need to be considered separately. To complete the proof
we use the asymptotic expansions (7) and (14). In the cases of D =10, D11, D =20,
we study the quadratic equation (13) and consider its both solutions, in order
to find the asymptotic expansion of In. The last formula (15f) is well-defined.
Indeed, if τ−2 = −q−1, then (13) implies p−2 q−1 = 0. 
unionsq
Using Lemma 3.1 and the fact that the product In should be asymptoti-
cally smaller in modulus, we can choose a suitable solution τ−ν of (13). In
Theorem 3.2, we give this coefficient explicitly. Since the roots of (13) may
be zero, we do not call τ−ν the leading coefficient of the expansion (12). Once
we have the initial coefficient τ−ν , we can easily find the next. In Corollary 3.3
we show the beginning of the asymptotic expansion (14) for all subclasses in
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D. In each case, we show only few coefficients, since it is enough to initiate our
method for convergence acceleration.
Theorem 3.2 The initial coef f icient τ−ν of the asymptotic expansion (12) of the
tail un is the following root of the quadratic equation (13):






















3. In the case of D11:
τ−2 := 0; (16c)









where α, β and γ are as in Table 2;























Proof One can easily observe that all the formulas (16a)–(16e) express the
solutions of the quadratic equation (13). Moreover, the assumptions given in
Table 1, in the cases ofD=10 andD=20, imply that the real parts in (16a) and (16d)
are nonzero (in the case of D=20, observe that α, β, γ , given in Tables 1 and 2
are the same).
To complete the proof, let us observe that we choose the solution τ−ν of (13),
such that the product In, mentioned in Lemma 3.1, is asymptotically smaller
in modulus.
In the case of D11, taking into account the expansion (15c), we choose the
solution τ−2 = 0. This proves the part 3 of the thesis. The formulas (15b)
and (15e) easily imply the parts 2 and 5.
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Hence, we obtain that the expansion (15a) can be written in the form
I±n = p−1 n + q′0 τ∓−1
√
n +O(1),




−1 in (15a), respectively. Now, we
make use of two obvious facts. First, if sn = anx + bny +O(nz) for any x > y >
z, then
|sn|2 = |a|2n2x + 2(ab + ab)nx+y +O(nmax{2y,x+z}).
Second, sgn (a/b) = sgn(ab + ab) holds for any a, b ∈ C (b = 0).
The former gives us the following asymptotic expansion of the difference∣∣I−n ∣∣2 − ∣∣I+n ∣∣2: ∣∣I−n ∣∣2 − ∣∣I+n ∣∣2 = υ n3/2 +O(n),
and the latter yields that sgn υ = sgn  (q′0(τ+−1 − τ−−1)/p−1). Of course, if υ <
0 then I−n has asymptotically smaller modulus, and so we choose τ−1 = τ−−1.
Otherwise, we put τ−1 = τ+−1. To complete the proof of the part 1, it is enough
to observe that










Using the similar technique, one can prove the part 4 of the thesis.
In order to complete the proof of the part 6, let us observe that inequal-
ity (16f) is equivalent to∣∣x0 q′−1 − p′−2∣∣ < ∣∣x1 q′−1 − p′−2∣∣ .










Now, let us note that x0 x1 = −q−1 p′−2/q′−1 (equal to the quotient γ /α in the
case D˜21; see Table 2). Hence, we have
|p−2 q−1 x0 + p−2 x0 x1| < |p−2 q−1 x1 + p−2 x0 x1| ,
and thus ∣∣∣∣ p−2 x0q−1 + x0
∣∣∣∣ <
∣∣∣∣ p−2 x1q−1 + x1
∣∣∣∣ .
Therefore, the choice τ−2 := x0 implies that In has asymptotically smaller
absolute value (cf. (15f)). 
unionsq
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Corollary 3.3 The tail un of CF (2) has the following asymptotic expansion
(which contains the powers of n−1/2 only in the case of D=10):
1. In the case of D=10:
un = τ−1 n1/2 + p−1 − 2(p0 − p
′
0 + q0 q′0)
4q′0
+O(n−1/2);






+O(n−1) if ∣∣p′−1∣∣ < |p−1|,
τ−2 n + p−1 q0p′−1 − p−1
+ p
′
0 − p0 − τ−2 q′1
q′0
+O(n−1) otherwise;






4. In the case of D=20:
un = τ−2 n +O(1);




O(1) if ∣∣p′−2∣∣ < |p−2|,
τ−4 n2 + p
′
−1 − p−1 − τ−4 q′1
q′0
n +O(1) otherwise;
6. In the case of D˜21:















In this section, we present the method for convergence acceleration of CFs ∈ D
(see (8)). It is based on the obvious fact: if CF is convergent to V, then all its
tails f (m) are also convergent, and
Sm( f (m)) = V. (17)
Since Sm(ω) is the linear fractional transformation in ω (cf. (3)), the modified
approximant Sm(ωm) may be a very efficient approximation of V if ωm is a good
approximation of the tail f (m).
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The main objective of our method is to derive good approximations of the
tails un without computing the coefficients τ j of (14) explicitly. We compute
the table of approximations u( j)n satisfying
(u( j+1)n − un)/(u( j)n − un) → 0 when n → ∞.
Similar concept was used in ‘improvement machine’—method of Lorentzen
and Waadeland [5], [7, Section 6] (see also [9, p. 227] for more details), and
later by Paszkowski [11]. However, ‘improvement machine’ cannot be applied
to all the subclasses in D and, as numerical examples show, is less efficient
than ours.
The following technique is very similar to the one presented in [10], but we
deal with more subclasses of CFs and consider only their odd tails un, whose
asymptotic expansion can contain powers of n−1/2.
4.1 Step of iteration
Now, we describe a single step, say j-th, of the method in detail. Let us assume
that we know approximations u( j)n of the tails un, such that
u( j)n = τ−ν nν/2 + τ1−ν nν/2−1/2 + . . . + τr j−1 n1/2−r j/2
+ ς0 n−r j/2 + ς1 n−r j/2−1/2 + . . . (18)
(cf. (12)), where r j ≥ 0 is an integer number and ς0, ς1, . . . are some complex
numbers. This means that
δ( j)n := u( j)n − un = O(n−r j/2), (19)




b ′n + an+1b n+1+u( j)n+1
(20)
(cf. (9)) and note that they are expressed using the known values. One can




n+1) are equal. Neverthe-
less, we can use both u( j)n and v
( j)
n to obtain new approximations u
( j+1)
n of higher
order. To do this, we use the same idea as in [10]. The main result is given in
Theorem 4.1. Let us remark that for all subclasses inD except the subclassD=10,
the values r j are even (cf. (14)), and so the orders of the approximations u
( j)
n
are integer for consecutive values of j.





0 if CF ∈ D=20 ∪D =20,
1 if CF ∈ D=10,
2 otherwise.
(21)
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n be given by
ψ( j)n :=
an+1 a′n(
an+1 + b n+1 b ′n + b ′n u( j)n+1
)2 , ϕ( j)n := 1 + r j2n . (22)






n − ψ( j)n u( j)n
ϕ
( j)
n − ψ( j)n
(23)
satisfy
u( j+1)n − un = O(n−r j+1/2), (24)




1 if CF ∈ D=10 ∪D=20,
2 if CF ∈ D =10 ∪D =20 ∪ D˜21,
4 if CF ∈ D11.
(25)






ε( j)n := v( j)n − un.
First, from (9) and (20) we obtain
ε( j)n = ψn δ( j)n+1, (26)
where ψn is given by
ψn := an+1 a
′
n(
an+1 + b n+1 b ′n + b ′n un+1
) (
an+1 + b n+1 b ′n + b ′n u( j)n+1
) . (27)















if CF ∈ D=10,
2 otherwise;
(28)
here and later we omit the lower index j in r. This can be verified by
substituting n + 1 in place of n in (19) and using simple algebra. Observe that
number ξ is common for all subclasses in D except the subclass D=10; it follows
from the asymptotic expansion (14).
Third, let us observe some properties of function ψ( j)n given in (22). The
assumption (21) implies that all the asymptotic expansions in Corollary 3.3
hold also for u( j)n , i.e. after replacing un by u
( j)
n . Using this and the asymptotic
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representations of an, a′n, b n, b ′n (see (7)), one can find the expansion of
numerator and denominator of ψ( j)n , and finally obtain that
ψ( j)n = Θ(n−ρ), ρ :=
{
2, in the case of D11,
0, in all other cases,
(29)
where Θ(nμ) has the following meaning:
Θ(nμ) = c nμ +O(nμ−1/2) for some constant c = 0.
The (29) needs some comment only in the cases of D =10, D =20 and D˜21. Clearly,
for all this subclasses, the leading coefficient in the denominator of ψ( j)n
does not vanish due to choice of τ−ν (see Theorem 3.2). Now, we use the
definition (27) and get
ψn − ψ( j)n =
an+1 a′n b ′n(
an+1 + b n+1 b ′n + b ′n un+1
) (
an+1 + b n+1 b ′n + b ′n u( j)n+1
)2 δ( j)n+1.
Using the same arguments as before and the fact that δ( j)n+1 = O(n−r/2) (cf. (19)),
we have
ψn − ψ( j)n = O(n−r/2−),  :=
⎧⎪⎪⎨
⎪⎪⎩
1, in the cases of D=10, D =10 and D˜21,
3, in the case of D11,
2, in the cases of D=20 and D =20.







n+1 = ψ( j)n δ( j)n+1 +O(n−r−).
Multiplying its both sides by ϕ( j)n , we get, after some simple algebra, the relation
ϕ( j)n ε
( j)
n − ψ( j)n δ( j)n = O(n−r/2−ξ−ρ) +O(n−r−).
Since r2 + ξ + ρ ≤ r +  (cf. (21)), this can be written as follows:
ϕ( j)n ε
( j)
n − ψ( j)n δ( j)n = O(n−r/2−ζ ), (30)
where ζ := ξ + ρ > 0. Further, let us observe that approximations u( j+1)n , given
in (23), can be found as a solution of the following equation, derived from (30)









n − u( j+1)n ) − ψ( j)n (u( j)n − u( j+1)n ) = 0.
Subtracting this formula from (30) yields
(ϕ( j)n − ψ( j)n )(u( j+1)n − un) = O(n−r/2−ζ ). (31)
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To complete the proof of the thesis, it is enough to show that





, in the case of D=10,
1, in the case of D=20,
0, in all other cases.
(32)
Then, by dividing the (31) by (32), we obtain the formulas (24) and (25).
In order to prove (32), let us determine the leading coefficients, say σi, of
the asymptotic expansion of ϕ′n − ψ ′n:
ϕ( j)n − ψ( j)n = σ0 + σ1 n−1/2 + σ2 n−1 + . . . . (33)
From (14) it immediately follows that the coefficients σ2i+1 (i ≥ 0) may be
nonzero only in the case of D=10. The leading coefficients of the asymptotic
expansion in (33) can be easily found by use of (7) and (12), and the definitions
of ϕ( j)n , ψ
( j)
n . Namely, after some simple algebra, we have








– For CF ∈ D11: σ0 = 1;
– For CF ∈ D=20: σ0 = σ1 = 0, σ2 = 2 τ−2 q
′
0+p−1−p′−1
p−2 + r2 + 2;









Now we show that all the above nontrivial coefficients do not vanish. In order
to do this, we use Theorem 3.2. If CF ∈ D=10, then σ1 = 0, since τ−1 = 0. In the
cases of D =k0 (k ∈ {1, 2}), σ0 is equal to 1 − p′k/pk, if τ−k = 0, and to 1 − pk/p′k,
otherwise. The cases of D=20 and D˜21 need quite longer explanation. Namely,






= 2 τ−2 q
′









where α, β, γ are given in Table 2 (see the subclass D=20). From Theorem 3.2
we obtain
2 τ−2 q′0 + p−1 − p′−1 = −p−2 + sgn(κ)
√
β2 − 4αγ ,





= 1 + sgn(κ)κ.
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We conclude that κ is a real number satisfying 12 ≥ 1 + |κ| ≥ 1, which is
a contradiction.
In the case of D˜21, let us put
z := (p−2 + q−1 q′−1 + q′−1 τ−2)2 − p−2 p′−2.
One can verify that
(2z − Δ)2 = Δ(p−2 + p′−2 + q−1 q′−1)2,
where Δ is discriminant of the quadratic equation (13), satisfied by τ−2. In
the case of subclass D˜21, we have obviously Δ = 0 (see Table 1). Suppose that
σ0 = 0. Using the following simple algebra:
4 p−2 p′−2 = (p−2 + p′−2 + q−1 q′−1)2 − Δ
= (Δ(p−2 + p′−2 + q−1 q′−1)2 − Δ2) /Δ,




Now, we summarize all the previous results and present the algorithm for
convergence acceleration of CFs ∈ D. It constructs a two-dimensional array
u( j)n of the approximations of the tails un = f (2n−1). We use Corollary 3.3, in
order to obtain the initial approximations u(0)n , and thus we have u
(0)





0, in the cases of D=20 and D =20,
1, in the case of D=10,
2, in other cases
(cf. (21)). The main part of the algorithm is the iteration which improves, in
each step, the accuracy of approximations u( j)n of the tails un. For consecutive
values of j = 0, 1, 2, . . ., we use Theorem 3.2 with approximations u( j)n and
obtain the approximations u( j+1)n . This process yields the following relation for
approximations u( j)n :
u( j)n − un = O(n−r j/2), j = 0, 1, . . . , (35)
where
r j = r0 + 2 jθ (36)
and θ is given in (25). Before we present the algorithm, let us observe some
fact simplifying a bit the calculations. Namely, it is enough to use ψ(0)n instead
of ψ( j)n in the formula (23). One can verify that all the proof of Theorem 4.1
remains valid, and thus the relation (35) holds true.
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Algorithm 4.2 Consider the CF (2) belonging to D (see (8))
Initial step. Let the initial approximations u(0)n be given as in Corollary 3.3
with the terms O(·) removed.










, n ≥ 1, j ≥ 0,
where v( j)n , ψ(0)n and ϕ
( j)
n are given in (20) and (22) (with r j as
in (36)), respectively.
Let us remark that the computations of Algorithm 4.2 are organized so that
array u( j)n is upper triangular. If we want to compute the approximation u
( j)
i ,
then we need to start with j + 1 initial approximations u(0)n (n = i, i + 1, . . . , i +
j). So, the total cost of computing u( j)i is proportional to j
2.
Let us also note that Algorithm 4.2 is almost fully rational, i.e. only arith-
metical operations are used in the main loop. Only in the case of of D=10
the initial calculations need to compute square roots. We also observe that
in the cases of CF ∈ D =k0 (k ∈ {1, 2}) with |p′−k| > |p−k|, it is better to apply
Algorithm 4.2 to the first tail f (1) of CF which is of the form (2), since then we
get the case of |p′−k| < |p−k|, which simplifies the initial calculations.
5 Numerical results
In this section, we illustrate some applications of Algorithm 4.2. We give ex-
amples of some mathematical functions having continued fraction expansions
of the form (2). We apply our method in order to approximate their value.
Consider a two-variant CF of the form (2), belonging to the classD. In some
cases, one may approximate its value using the following classic methods:
(A) Computing classical approximants Sn(0) for sufficiently large n,
(B) Applying the methods of [7] to even (odd) part of CF,
(C) Applying the methods of [10] to even (odd) part of CF,
(D) Using equivalent transformation in order to obtain limit 2-periodic CF,
and using the techniques given in [7],
(E) Using the recent methods of Paszkowski [12];
for more details on numerical computation of CFs see, e.g., [9, Section 5].
Since the convergence of CF ∈ D may be very slow, the first idea should be
rather the last resort in order to compute its value.
The methods (B) and (C) require to derive even (odd) part of CF (see, e.g.,
[9, Theorem 2.19–2.20, pp. 86–87]). After that, some equivalent transformation
(see, e.g., [9, Theorem 2.14, p. 77]) into a limit periodic CF (case (B)) or into
an one-variant CF ∈ C20 ∪ C21 (case (C)) may be needed. However, for some
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subclasses in D, this process leads to the case that the methods (B) and (C)
are not applicable. This can be verified using simple analysis considering the
even (odd) contraction of CF ∈ D. We summarize all the cases in Remark 5.1.
We use there the notation for subclasses I0 ⊂ C20 and I1 ⊂ C21, introduced in
[10, Eqs. 2.2 and 2.3]; see also, e.g., [7, p. 73] for the definition of CFs of
loxodromic, elliptic, parabolic and identity type.
Remark 5.1 The even (odd) contraction, applied to CF ∈ D, yields as follows:
1. In the cases of D=10 and D=20: even (odd) part is equivalent to some CF ∈
C21 \ I1; further equivalent transformation yields a limit periodic CF of
parabolic type.
2. In the cases of D =10 and D =20: even (odd) part is equivalent to some CF ∈ I1,
and so the further equivalent transformation gives a limit periodic CF of
loxodromic type.
3. In the case of D11: even (odd) part belongs to ∈ C22, and so neither to the
class I0 nor I1; further equivalent transformation yields a limit periodic CF
of loxodromic type.
4. In the case of D˜21: if p−2 = p′−2, then even (odd) part is equivalent to
CF ∈ I1 which can be transformed equivalently into a limit periodic CF
of loxodromic type.
In the case of the classic methods (B), the most efficient one is ‘improvement
machine’ of Lorentzen and Waadeland (see [5], [7, Section 6] or [9, p. 227]).
However their idea can be applied only to CFs of loxodromic type. On the
other hand, the methods of [10] (case (C)) concern subclasses I0 and I1
containing CFs of elliptic and loxodromic type, respectively. So, taking into
account the Remark 5.1, the question of the convergence acceleration of
CF ∈ D=10 ∪D=20 is very subtle. According to [7], in the case of limit periodic
continued fraction K(cn/dn) of parabolic type, one can always use so-called
‘fixed point’ method (see also [9, p. 219]), i.e. computing modified approx-
imants Sn(−1/2), provided that, without loss of generality, cn → −1/4 and
dn → 1. But, in order to accelerate its convergence, there are some additional
conditions required (see, e.g., [7, Eq. 4.10]). In Examples 5.2 and 5.6 we show
a class of CFs (belonging to D=10 and D=20) having even (odd) part of parabolic
type, for which ‘fixed point’ method does not work, as well as ‘improvement
machine’ and the methods (C), of course. In this paper, in the case of methods
(C), we consider only the ‘plus method’, described in [10, Algorithm 4.3,
p. 310], since it usually gives the best results.
The techniques (D) are quite similar to the case (B), since the application of
them depend on the type of limit periodic CF. Again, ‘improvement machine’
can be applied only in the case of CF of loxodromic type. Other cases need
more careful handling.
The methods (E) are based on analytical transformation of the tails of CF.
However, they can be applied only in the case of D =10 (even or odd contraction
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is needed) and D=20, provided that numerators and denominators an, a′n, b n, b ′n
are polynomials in n.
Summarizing, all the methods (B)–(E) of computing CFs do not cover the
considered class D of CFs. Moreover, neither of them handle the case of
D=10, i.e. the case of CF with tails having the asymptotic expansion in powers
of n−1/2.
In the sequel, we give a series of examples involving CFs ∈ D and showing
the application of Algorithm 4.2. We give additional remarks on computing
their value by use of the classic methods (A)–(E), and, if it is possible, we show
a comparison.
Before we begin, let us fix some notation to measure the accuracy of the
method. Consider the CF ∈ D, convergent to the value V. Let acc(x) denote
the number of exact significant decimal digits of x in V:




We use the following notation:
dm := acc(Sm(0)), d( j)n := acc(S2n−1(u( j)n )),
where u( j)n is obtained by Algorithm 4.2. Let us remark that u
( j)
n is the approxi-
mation of the tail un = f (2n−1) of CF, and that is why we analyse the modified
approximant S2n−1(u
( j)
n ) (cf. (17)). We call the number d
( j)
n accuracy of u
( j)
n .
In all numerical examples, we observed that it is increasing in j, unless it
reaches the peak level, which can be, in some cases, more or less the half of
the arithmetic precision in a given computer algebra system. We used Maple™
system with 128-digit (decimal) arithmetic precision.
We did investigations involving all the six subclasses in D. In all the cases,
Algorithm 4.2 is very efficient. Its performance is quite similar for both cases
of D =10 and D =20, and hence, in this paper, we do not consider the first one. In
the case of CF ∈ D11, the convergence is quite fast and so it usually does not
need to be accelerated.
In Example 5.2, we show the operation of Algorithm 4.2 in detail. We
consider CF ∈ D=20 and compare the results with the classic methods (A) and
(E), since the methods (B)–(D) are not applicable thereat.
In Examples 5.3 and 5.4, we investigate some CFs of the subclass D˜21. Using
the even contraction we obtain the limit periodic CFs which is of loxodromic
type. Therefore, we can apply the classic techniques (B)–(D). The numerical
examples show that they are less efficient than Algorithm 4.2.
In Example 5.5, we consider CF given in (5), belonging to D =20. Considering
the classic methods, only the techniques (A)–(D) can be applied. We compare
them with Algorithm 4.2.
Finally, in Example 5.6, we consider CF ∈ D=10. According to the for-
mula (25), it is the case containing the CFs hardest to accelerate by
Algorithm 4.2. Neither of the classic methods (B)–(E) can be applied then.
However, Algorithm 4.2 is very effective.
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) + ψ ( x+3−ν4 ) − ψ ( x+1+ν4 ) − ψ ( x+1−ν4 )
= x + ∞K
n=1
[







(x > 0, cf. [13, p. 33, Eq. 12]); ψ(x) denotes the digamma function: ψ(x) =
′(x)/(x). One can verify that it is equivalent to the fraction considered by






















where M class is defined in [12, p. 215, Eq. 5.8]. The fraction (37) is usually
extremely slowly convergent. However, if we use Paszkowski’s analytical
formulas for the fraction (38), we receive CF which convergence is very fast.
We will show that Algorithm 4.2 yields similar performance. One can verify
that even part of CF (37) is equivalent to CF of the form K(a˜n/1), where
a˜n + 14 =
1
16
(x2 − 1) n−2 + 1
32
(3 x2 − 3 − ν2) n−3 +O(n−4) , (39)
and so it is of parabolic type. This means that we cannot use ‘improvement ma-
chine’ of Lorentzen and Waadeland (see [7], [9, p. 227]), as well as the classic
methods (C); cf. Remark 5.1. Let us notice that x > 0, and so the consider
CF converges by virtue of some generalisation of Worpitzky’s theorem; see
[16, pp. 45–50] or [9, Theorem 3.30, p. 136].
Let us put x := 1 and ν := 1/2. We obtain the terribly slowly convergent CF:
V := 1.327052799890558739735... = 1 + ∞K
n=1
[







For example, the classical approximant S100(0) = 1.319558 . . . yields d100 =
2.25. One can check that d1000 = 3.24 and d10000 = 4.24, so it seems that the
accuracy of the classical approximants is increasing more or less logarithmi-
cally. Nevertheless, one can derive very good approximation of its value by
use of modified approximants Sm(ωm) with ωm ≈ f (m). Algorithm 4.2 provides
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the approximations u( j)n of the tails f (2n−1) of increasing accuracy in j, in the
sense that
u(0)n = τ−2 n,

















, j ≥ 4,
where τi are the coefficients of the asymptotic expansion of the tail un = f (2n−1)
(see (14)):
τ−2 = 2, τ0 = −1516 , τ2 =
225
1024
, τ4 = 7425131072 .
Let us observe that in each step of iteration, we derive only one (nontriv-
ial) coefficient of this expansion; the coefficients τ2i−1 vanish for all i ∈ N0
(cf. (14)). Taking into account the definition (25), the considered case D=20
is one of the hardest to accelerate. However, the approximation u(10)1 yields
almost 10 decimal digits of the value V:
S1(u
(10)
1 ) ≈ 1.327052799617238, and so d(10)1 = 9.69.
Table 3 shows the accuracies of all the approximations u( j)n needed to be
computed in order to obtain the value u(10)1 . One can observe that accuracy of
u( j)1 is increasing linearly in j. Moreover, it is worth to analyse Fig. 1 depicting
the values of d( j)n (accuracies of u
( j)
n ) for j = 0, 1, 2, 3 and large values of n.
It shows that each step of iteration in Algorithm 4.2 is of great importance.
Table 3 Results of Algorithm 4.2 applied to CF (40)
n\ j 0 1 2 3 4 5 6 7 8 9 10
1 1.24 2.40 3.21 3.96 4.70 5.44 6.21 7.02 7.86 8.75 9.69
2 1.79 3.03 3.85 4.61 5.38 6.15 6.96 7.80 8.69 9.63
3 2.13 3.46 4.33 5.13 5.93 6.75 7.60 8.49 9.42
4 2.38 3.78 4.70 5.55 6.40 7.26 8.15 9.08
5 2.57 4.04 5.01 5.91 6.79 7.70 8.63
6 2.73 4.25 5.27 6.21 7.14 8.08
7 2.86 4.44 5.50 6.48 7.44
8 2.98 4.60 5.70 6.71
9 3.08 4.74 5.88
10 3.17 4.87
11 3.25
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Fig. 1 Values d( j)n for CF (40)
n
Namely, using single step of iteration is much more productive than using
approximations u( j)n for large n, provided that j is fixed.
If we use the classic methods (E), i.e. apply Paszkowski’s analytical formulas
to the fraction (38), we receive CF which is very fast convergent. In the con-
sidered case, its classical approximants f˜n (n = 1, 2, . . . , 10) yield the following
values of acc( f˜n):
2.1, 2.9, 4.2, 5.0, 6.3, 7.1, 8.4, 9.2, 10.5, 11.3.
On the other hand, from (39) we have that an + 14 = O(n−3). By virtue of
theorem of Thron and Waadeland [15], we obtain that modified approximants
Sn(−1/2) are convergent to the value V faster than classical approximants
Sn(0), and so ‘fixed point’ method works. However, it is not very efficient.
Indeed, we get the following values of acc(Sn(−1/2)): 4.52, 6.36, 8.35, 10.34,
for n = 10, 100, 1000, 10000, respectively. In order to obtain 14 decimal digits
of V we have to compute S670000(−1/2). This should be compared with d(13)1 =
14.0 obtained by Algorithm 4.2 after 13 iterations only.
Now, let us put x := 1/2, ν := 1/2 in (37). We obtain CF with value V ≈
0.883414269615 and even part being equivalent to CF of the form K(a˜n/1),
where a˜n + 1/4 = −3/64 n−2 +O(n−3). One can verify that conditions given by
Thron and Waadeland in [15] are not satisfied, so we cannot use their results
to accelerate the convergence. Indeed, ‘fixed point’ method fails, i.e. it gives
more or less 0.5 accuracy more than classical approximants Sn(0):
d10 = 0.78, acc(S10(−1/2)) = 1.18,
d100 = 1.21, acc(S100(−1/2)) = 1.67,
d1000 = 1.69, acc(S1000(−1/2)) = 2.16,
d10000 = 2.19, acc(S10000(−1/2)) = 2.66.
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Anyway, one can effectively approximate the value V by use of Algorithm 4.2.
We initiate it by approximations u(0)n = 2n − 2/3 (see Corollary 3.3) for n =
1, 2, . . . , 11, and obtain the upper triangular table of approximations u( j)n . The
accuracies obtained in the first row—the values of d( j)1 ( j = 0, 1, . . . , 10)—are
as follows:
1.0, 2.2, 3.0, 3.8, 4.6, 5.4, 6.3, 7.2, 8.1, 9.1, 10.2
Using Paszkowski’s analytical formulas for the fraction (38), we obtain a faster
convergent CF (cf. [12, Theorem 5.3, p. 216]). For example, its classical
approximants f˜10 and f˜20 yield acc( f˜10) = 11.1 and acc( f˜20) = 21.6, while our
method (applied to (37))—d(10)1 = 10.2 and d(20)1 = 20.1, respectively. Let us
also remark, that our method is much simpler. Since it constructs the upper
triangular table of approximations u( j)n of the tails of CF, the total cost is
proportional to the square of the number of initial approximations. However,
if we need to compute the value of CF in (37) for many values of parameters
(x, ν), it is better to use Paszkowski’s method, since it constructs, using some
analytical transformation, a new CF which converges very fast.
Example 5.3 Now, let us consider the following CF ∈ D˜21:
x











, x /∈ (−∞,−1] ∪ {0} (41)
(cf. [13, p. 152, Eq. 7]). We use its even part and obtain CF ∈ C21, of the form
K(cn/dn) with
cn = −x2 n2 + 2x2 n − 32 x
2 + 5
4
x2 n−1 +O(n−2) ,






n−1 +O(n−2) . (42)
One can easily check that it is of loxodromic type and belongs to the subclass
I1. Thus, one can use either ‘improvement machine’ (case (B)) or the classic
methods (C). We compare them with Algorithm 4.2.
Let us put complex value of parameter x = −1.5 + 0.01i. Notice that it is
very close to the ray (−∞,−1], which is the divergence region of CF (41). It is
convergent very slowly then:
d10 = −0.3, d50 = −0.5, d100 = 0.1, d200 = 0.6, d300 = 0.9.
We applied ‘improvement machine’ and ‘plus method’ to CF K(cn/dn)
(cf. (42)), as well as Algorithm 4.2 directly to CF (41). All these methods
construct upper triangular array of approximations of the tails. We provide
all of them only 15 initial approximations. In the case of Algorithm 4.2, we
put u(0)n ≈ (−0.9296 + 0.7106i) n + 0.3750 − 0.0250i in the initial step. Table 4
presents the obtained accuracies. One can observe that ‘improvement ma-
chine’ yields only 4 decimal digits (cf. the first row), while ‘plus method’ and
Algorithm 4.2—10 and 16 exact significant decimal digits of V, respectively.
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Table 4 Computation of (41) with x = −1.5 + 0.01i by the methods: ‘improvement machine’
[9, p. 227], method of [10], and Algorithm 4.2
n\ j 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
(a) ‘Improvement machine’: values of acc(Sn(w
( j)
n ))
1 0.6 0.8 1.1 1.4 1.6 1.9 2.1 2.4 2.6 2.8 3.1 3.3 3.6 3.8 4.0
2 1.4 1.7 2.1 2.4 2.7 3.0 3.3 3.6 3.9 4.2 4.5 4.7 5.0 5.3
3 1.8 2.3 2.7 3.1 3.5 3.8 4.2 4.5 4.8 5.1 5.4 5.8 6.1
4 2.0 2.6 3.1 3.6 4.0 4.4 4.8 5.2 5.6 5.9 6.2 6.6
5 2.2 2.9 3.5 4.0 4.5 4.9 5.4 5.8 6.2 6.6 6.9
6 2.4 3.1 3.8 4.3 4.9 5.4 5.8 6.3 6.7 7.1
7 2.5 3.3 4.0 4.6 5.2 5.7 6.2 6.7 7.2
8 2.7 3.5 4.2 4.9 5.5 6.0 6.6 7.1
9 2.8 3.6 4.4 5.1 5.7 6.3 6.9
10 2.9 3.8 4.6 5.3 6.0 6.6
11 3.0 3.9 4.7 5.5 6.2
12 3.0 4.0 4.9 5.7
13 3.1 4.1 5.0
14 3.2 4.2
15 3.2
(b) ‘Plus method’: values of acc(Sn(tnj))
1 0.6 1.8 2.5 3.3 4.0 4.7 5.4 6.1 6.8 7.5 8.1 8.8 9.4 10.1 10.7
2 1.4 2.4 3.1 3.9 4.6 5.3 6.0 6.7 7.4 8.1 8.7 9.4 10.0 10.7
3 1.8 2.8 3.6 4.4 5.1 5.9 6.6 7.3 7.9 8.6 9.3 9.9 10.6
4 2.0 3.1 4.0 4.8 5.6 6.3 7.0 7.7 8.4 9.1 9.8 10.5
5 2.2 3.3 4.3 5.1 5.9 6.7 7.4 8.1 8.9 9.6 10.2
6 2.4 3.5 4.5 5.4 6.2 7.0 7.8 8.5 9.2 10.0
7 2.5 3.7 4.8 5.7 6.5 7.3 8.1 8.9 9.6
8 2.7 3.9 5.0 5.9 6.8 7.6 8.4 9.2
9 2.8 4.1 5.1 6.1 7.0 7.9 8.7
10 2.9 4.2 5.3 6.3 7.2 8.1
11 3.0 4.3 5.5 6.5 7.4
12 3.0 4.4 5.6 6.7
13 3.1 4.5 5.7
14 3.2 4.6
15 3.2
(c) Algorithm 4.2: values of d( j)n
1 1.1 2.4 3.4 5.0 5.8 6.9 7.9 9.0 10.0 11.1 12.1 13.1 14.2 15.2 16.2
2 1.8 3.1 4.4 5.8 6.7 7.9 8.9 10.0 11.0 12.1 13.1 14.1 15.2 16.2
3 2.2 3.6 5.2 6.4 7.6 8.7 9.8 10.9 11.9 13.0 14.0 15.1 16.1
4 2.5 4.0 5.8 6.9 8.3 9.4 10.6 11.6 12.8 13.8 14.9 16.0
5 2.7 4.3 6.3 7.4 8.9 10.0 11.3 12.4 13.5 14.6 15.7
6 2.9 4.6 6.7 7.9 9.4 10.6 11.9 13.1 14.2 15.4
7 3.0 4.8 7.1 8.3 9.9 11.1 12.4 13.7 14.9
8 3.2 5.0 7.4 8.7 10.3 11.6 13.0 14.2
9 3.3 5.2 7.7 9.0 10.7 12.1 13.4
10 3.4 5.4 7.9 9.3 11.0 12.5
11 3.5 5.6 8.1 9.6 11.4
12 3.6 5.7 8.4 9.9
13 3.7 5.9 8.5
14 3.7 6.0
15 3.8
We did investigations considering CF in (41) with x ∈ [−2, 2], and x ∈
[0.01, 2]. In all the cases Algorithm 4.2 yields better results than the classic
methods (B) and (C); we provide all of them 15 initial approximations.
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The biggest difference of accuracies holds for x = −0.72 + 0.01i. Namely,
‘improvement machine’, ‘plus method’ and Algorithm 4.2 yield the accuracy
of 14.0, 23.5 and 33.6 exact significant decimal digits of CF value, respectively.
Example 5.4 Let us consider CF ∈ D˜21 given in (1), and put x :=
√
2/2. Then,
CF converges to V = π/(2√2), and so one can use it to approximate the
constant π . Since the convergence of CF is quite fast, it is enough to use its
classical approximants. Namely, we have
d10 = 8.2, d20 = 15.8, d30 = 23.5, d40 = 31.2, d50 = 38.8.
Anyway, we apply Algorithm 4.2 to CF
1 + ∞K
n=1
[ −(4n2 − 2n)x2





We put u(0)n = (
√
2 − 2)n + (3 − √2)/4 in the initial step, and obtain d(9)1 =
27.5, which is about 12 digits more than S20(0) yields.
Moreover, if x is a complex number close to the ray [1,+∞), then conver-
gence of CF in (1) becomes much slower, and the application of convergence
acceleration methods is needed. From Remark 5.1, it follows that one can
use the classic techniques (B), (C) and (D) in order to compute the CF (1).
Numerical examples show that performance of ‘improvement machine’ is very
bad if x ≈ 1. The methods (C), applied to the even part of (1), gives usually
better results. Anyway, the best choice is to use Algorithm 4.2 directly to the
two-variant CF (1).
We did investigations considering the complex values of parameter x ≈ 1.
We apply ‘improvement machine’, ‘plus method’ and Algorithm 4.2, and com-
pare the obtained accuracies; we provide all of the methods 25 approximations
in the initial step.
In the case of ‘improvement machine’, very often we obtain the upper
triangular array of approximations for which the elements in the first row give
negative accuracy, and thus none of the exact significant decimal digits of the
CF value. However the next rows may contain the tail approximations having
quite good accuracy. Hence, we measure the accuracy of this method by the
maximal accuracy obtained by all the elements in the table.
In the cases of ‘plus method’ and Algorithm 4.2, we measure their ac-
curacies using the last element in the first row of the arrays obtained by
these algorithms.
Table 5 shows the accuracies of all the mentioned methods, obtained for
the values of parameter x = 0.9990, 0.9992, 0.9994, 0.9996, 1 + 0.00001i, 1 +
0.00005i, 1 + 0.00010i, 1 + 0.00015i. One can observe that if x is closer to 1,
then the lower performance yield the considered methods. Let us observe that
for x = 1 + 0.00001i, the classic methods do not give any information about
CF value; the accuracies are negative.
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Table 5 Accuracies of the methods (B), (C), and Algorithm 4.2 applied to CF (1) with x ≈ 1
Method \ x 0.9990 0.9992 0.9994 0.9996
Improvement machine 4.6 4.0 3.6 2.6
Plus method 6.5 5.9 2.7 −0.7
Algorithm 4.2 15.6 15.0 14.2 13.2
Method \ x 1 + 0.00015i 1 + 0.00010i 1 + 0.00005i 1 + 0.00001i
Improvement machine 0.5 0.2 −0.1 −0.6
Plus method 2.8 2.4 1.3 −0.4
Algorithm 4.2 10.7 10.2 9.6 8.7
Example 5.5 Consider the expansion (5) involving CF ∈ D =20. In such a case,
one cannot use the methods (E). From Remark 5.1, the classic methods
(A)–(D) are applicable.
Let us put the following values of parameters: x := 0.8, k := 0.9. As we
mentioned in Section 1, we are not able to compute the integral in (5) using
any current computer algebra systems. So, we apply the method (A) in order to
approximate the value of CF. We observe the same 44 significant decimal digits
in all the classical approximants Sn(0) for n = 1000, 1001, . . . , 10000, and thus
we conclude that V ≈ 0.65478648115337781970888575921. However, first 100
classical approximants give at most 6.6 digits of V. Let us notice that the odd
approximants are much better than even ones, since d99 = 6.6 and d100 = 3.9.
Hence, we apply the classic methods (B) and (C) to the odd part of CF.
If we initiate Algorithm 4.2 using the approximations u(0)n = 0 (n =
1, 2, . . . , 50), then we obtain, in a split second, the triangular table of u( j)n
(0 ≤ j ≤ 24, 1 ≤ n ≤ 50 − j) giving the accuracy of 24.0 decimal digits of V.
Namely, the accuracies of the last five approximations in the first row are
as follows:
d(20)1 = 22.1, d(21)1 = 22.6, d(22)1 = 23.0, d(23)1 = 23.5, d(24)1 = 24.0.
In the case of the classic methods (B) and (C), applying ‘improvement ma-
chine’ and ‘plus method’ to the odd part of CF, gives about 9.8 and 17.7
significant decimal digits of V, respectively (we provide both methods 50 initial
approximations). Let us notice that, in the case of ‘improvement machine’,
the result was not found in the first row of the table; we computed the whole
triangular table of approximations and we chose the element giving maximal
accuracy. In the case of ‘plus method’, the best accuracy is obtained by the
approximation t1,49 which is the last element in the first row of the table
computed by this algorithm.
We did investigations involving CF in (5) with x = 0.1, 0.2, . . . , 10.0 and
k = 0.05, 0.10, 0.15, . . . , 0.95. In all the cases we compare the results of
Algorithm 4.2 (using 50 initial approximations) with the results of the classic
methods (A), (B) and (C). In the case (A), we calculate the classical ap-
proximant S99(0), since it gives the best results. In the cases (B) and (C), we
apply ‘improvement machine’ and ‘plus method’ to the odd part of CF in (5)
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providing both of them 50 approximations in the initial step. Figure 2a depicts
the accuracies obtained in the case of x = 0.8. In all the other cases we
obtain similar performance of all the methods, except that ‘plus method’
becomes worse than ‘improvement machine’ for x > 4 and k = 0.95; see Fig. 2b
illustrating the case of x = 10.0. We observed that Algorithm 4.2 yields better
results for all the considered values of parameters x and k.
Example 5.6 In this example, we consider the following expansion involving
CF ∈ D=10:







= z + ∞K
n=1
[





, z > 0, α ∈ R (43)
(cf. [13, p. 103, Eq. 14]). Taking into account the formula (25), this fraction be-
longs to the subclass which is one of the hardest to accelerate by Algorithm 4.2.
The asymptotic expansion of the n-th tail of CF in (43) contains powers
of n−1/2 (see Theorem 3.2), and hence we cannot use the classic methods (E)—
recent methods of Paszkowski [12]—in order to accelerate the convergence
of CF.
Using even contraction of CF in (43), we derive the following one-variant
CF ∈ C21:
f (z, α) = z + α z




−(n − 1)(n + α − 1)
2n + z + α − 1 . (44)












































Fig. 2 The accuracies of the classic methods and Algorithm 4.2 for CF in (5)
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Unfortunately, we cannot use the methods (C), since the above fraction
does not belong to the subclass I1 ⊂ C21; cf. Remark 5.1. More precisely, the
equivalent transformation into limit periodic CF of the form K(a˜n/1) gives




which is of parabolic type. Therefore, ‘fixed point method’ is the only applica-
ble technique, in the case of the classic methods (B) and (D).
Let us put z := 1/16 and α := 4. Then CF in (43) is convergent to
V ≈ 3.09147726049419952742569567195.
We have d10 = 0.61, d50 = 3.02, d100 = 4.45 which shows quite slow conver-
gence of the fraction. In fact, (45) does not satisfy the assumptions of Thron
and Waadeland [15]. Namely, applying ‘fixed point’ method to CF K(a˜n/1),
equivalent to (44), seems to be worthless, since
acc(S10(0)) = 1.45, acc(S10(−12 )) = 1.45,
acc(S50(0)) = 4.45, acc(S50(−12 )) = 4.53,
acc(S100(0)) = 6.17, acc(S100(−12 )) = 6.23.
This example shows that convergence of considered CF cannot be accelerated
using any of the classic methods. In turn, applying Algorithm 4.2 to CF (43)
yields, e.g., the approximation u(79)1 with accuracy of 26 exact significant
decimal digits of V. This should be compared to the fact that Sn(0) (n =
0, 1, . . . , 160) gives at most 6 digits.
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