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Resumo 
Este trabalho avalia, via simulação de Monte Carlo, o desempenho de esti-
madores dos parâmetros α e k que indexam a distribuição Pareto. A partir 
de amostras geradas por essa distribuição, foram calculadas estimativas 
pontuais dos parâmetros utilizando o método de máxima verossimilhança 
e método dos momentos, e suas respectivas versões corrigidas por boots-
trap. As simulações foram consideradas em diversos cenários, destacando-
-se o tamanho amostral. Acrescenta-se que os estimadores foram avaliados 
no que se refere às suas variâncias, erros quadráticos médios e vieses. Os 
estimadores corrigidos por bootstrap apresentaram melhores resultados, 
em geral, quando comparados com os estimadores não corrigidos, quando 
o estimador é viesado.
Palavras-chave: Bootstrap, Correção de viés, Máxima Verossimilhança, 
Método dos Momentos, Simulação de Monte Carlo.
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8Abstract
This paper evaluates empirically the performance of parameters estimators 
related to the Pareto distribution. From samples generated by this distribu-
tion, we calculated punctual perform estimations of the parameters using 
the maximum likelihood method, method of moments and their respective 
versions corrected by bootstrap. Many different scenarios were considered, 
specially the sample size used. We can add that the estimators were evalua-
ted considering their variances, mean squared errors and bias. In general, 
the estimators corrected by bootstrap showed better results compared to 
the uncorrected estimators, i. e., when the estimator is biased.
Keywords: Bootstrap, Bias Correction, Maximum Likelihood, Method of 
Moments, Monte Carlo simulation.
Introdução
Vilfredo Pareto foi um economista italiano que viveu entre 1848 e 1923. 
Ele constatou que apenas um número reduzido de pessoas detinha grande 
parte da riqueza existente. Motivado por este fato, Pareto desenvolveu uma 
distribuição que leva seu nome, distribuição Pareto (PEREIRA & REQUEI-
JO, 2008). A lei de Pareto, tal como formulado por Pareto em 1897, tratou da 
distribuição de renda em uma população e pode ser definida como N =   Ax-α, 
em que N  é o número de pessoas com renda maior ou igual a X . Pareto perce-
beu que esta lei é universal e inevitável, independentemente da tributação e 
das condições sociais e políticas. Contestações da lei Pareto têm sido feitas 
por vários economistas nos últimos anos, por exemplo, Pigou (1932), Shir-
ras (1935) e Hayakawa (1951). Recentemente, diversas tentativas foram rea-
lizadas para explicar muitos fenômenos empíricos usando a lei de Pareto. 
Atualmente, o princípio de Pareto está ligado à literatura industrial e uma 
de suas aplicações é no controle de qualidade.
Correções de viés têm sido bastante estudadas na literatura estatística. 
Os estimadores de máxima verossimilhança em modelos estatísticos para-
métricos são, em geral, viesados para os valores verdadeiros dos parâme-
tros quando o tamanho da amostra é pequeno. 
Diante desse fato, este trabalho tem como objetivo a implementação de um 
programa em C que realize simulações de Monte Carlo para avaliar, empirica-
mente, o desempenho dos estimadores pontuais e suas versões corrigidas por 
bootstrap dos parâmetros da distribuição Pareto em amostras de tamanho finito.
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9Para isso, são geradas amostras pseudo-aleatórias de variáveis que se-
guem a distribuição Pareto e, então, estimam-se os seus parâmetros utili-
zando os métodos de estimação de máxima verossimilhança, método dos 
momentos e suas respectivas versões corrigidas por bootstrap. São conside-
rados diferentes tamanhos amostrais bem como diferentes valores para os 
parâmetros da distribuição Pareto.
Referencial teórico
A distribuição Pareto
A distribuição de Pareto é uma distribuição de probabilidade de lei de po-
tência, que é utilizada para a modelagem de dados sociais, geofísicos, atu-
ariais e muitos outros tipos de fenômenos observáveis. Fora do campo da 
economia, a distribuição Pareto, às vezes, é referenciada como distribuição 
de Bradford (JOHNSON et al. 1994).
Neste item, apresentamos a distribuição Pareto, incluindo a sua função 
densidade, função de distribuição acumulada e métodos para estimação 
dos parâmetros da distribuição.
2.2 Definições básicas 
A função distribuição acumulada de uma variável aleatória X com distribui-
ção Pareto é dada
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com a correspondente função densidade de probabilidade sendo
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x
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em que k é o parâmetro de escala e α  é o parâmetro de forma.
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Os momentos da distribuição Pareto são dados por
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Em especial, o valor esperado e a variância são, respectivamente
.1>α
Na Figura 1, apresentamos o gráfico da densidade para alguns valores 
de α  considerando 0,1=k .
Figura 1. Densidade Pareto para diferentes valores de   e  K= 1,0.
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Estimação dos parâmetros 
A estimação dos parâmetros do modelo é uma das principais etapas no ajuste 
de um modelo. Existem muitos procedimentos sugeridos na literatura com 
essa finalidade. O objetivo desta seção é apresentar alguns procedimentos 
que são utilizados na estimação dos parâmetros da distribuição Pareto.
Considerando a distribuição Pareto como completamente especificada 
através do vetor de parâmetros Tk),(αθ = , a seguir são apresentados os 
estimadores de máxima verossimilhança e do método dos momentos.
Método de máxima verossimilhança
Seja x
1
,... , x
n
  uma amostra aleatória de tamanho n  da distribuição Pareto, 
ou seja, os sx j '  são variáveis aleatórias independentes com densidade
,),;( 1+= α
ααα
j
j x
kkxf
 
para j = 1,... , n. A função de verossimilhança é dada por
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A função de log-verossimilhança é da forma
.ln)1(lnln),(
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O estimador de máxima verossimilhança de  Tk),(αθ =  é o valor 
Tk)ˆ,ˆ(ˆ αθ =  que maximiza a função de verossimilhança ),( kL α . O va-
lor de θ  que maximiza a função de verossimilhança ),( kL α , também 
maximiza ),( kl α . Assim, os estimadores de máxima verossimilhança de 
α e k  são obtidos através da maximização do logaritmo da função de ve-
rossimilhança.
Assim, diferenciando-se parcialmente ),( kl α  em relação à α  e em 
relação à k  e igualando o resultado à zero, temos que
n n n
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Por outro lado, pode-se mostrar que ),( kl α  é monótona crescente 
com relação a x , ou seja, quanto maior o valor de x , maior será o valor da 
função de log-verossimilhança. Logo, um estimador para o parâmetro k  é 
dado por
jj
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Além disso, pode-se mostrar que
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Método dos momentos
O método dos momentos é um dos métodos de estimação mais simples. 
Seja
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o r -ésimo momento amostral, e ( ),rr XE=µ  o r -ésimo momento po-
pulacional.
k
k
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O método dos momentos consiste na obtenção de estimadores pontuais 
a partir do procedimento de igualar os momentos teóricos pelos respecti-
vos momentos amostrais, ou seja, resolvendo as equações .rrm µ=  Para 
1>α , a esperança da distribuição Pareto é dada por  1)1()( −−= ααkXE . 
Igualando a esperança com a média amostral, temos que
,~~ kx
x
−
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j
jxn
x
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1
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Um estimador para k  pode ser encontrado utilizando o seguinte ar-
gumento encontrado em Quandt (1966): a probabilidade dos sx j '  serem 
maior do que um determinado valor    é
 ( ) nxk
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para todo n . Após algumas álgebras, um estimador para k  é dado por
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Correção de viés
Usualmente, o viés é ignorado na prática sob a justificativa de que é des-
prezível quando comparado com o erro padrão do estimador do parâmetro, 
dado que, em uma amostra aleatória de tamanho n, o viés do estimador 
de máxima verossimilhança, em geral, é de ordem )( 1−nO 1 enquanto o 
seu respectivo erro padrão assintótico é de ordem )( 2/1−nO . Entretanto, 
 
1 Se { } 1≥nna  e { } 1≥nnb  são duas sequências de números reais, dizemos que na  é de 
ordem menor que  nb
 
e escrevemos )( nn boa =  se 0/lim =∞→ nnn ba . Dizemos que 
na  é de ordem no máximo igual a nb , denotado por )( nn bOa = , se existe um número 
real 0>M  tal que  ,|/| Mba nn ≤  isto é, a razão  |/| nn ba  é limitada. Observa-
mos que se  )( nn boa =  e que quando  0→nb  a ordem fornece noção da taxa de 
convergência de  na  para zero.
sx j '
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em pequenas amostras, o viés pode ser apreciável e pode ter magnitude 
comparável ao erro padrão da estimativa do parâmetro (LEMONTE, 2006).
Correções de viés têm sido bastante estudadas na literatura estatística. 
Um artigo precursor sobre correção de viés é de Bartlett (1953), o qual apre-
sentou uma expressão simples para o viés de ordem )( 1−nO  do estimador 
de máxima verossimilhança no caso uniparamétrico. Cox & Snell (1968) 
apresentam uma expressão geral para o viés de ordem )( 1−nO  do estimador 
de máxima verossimilhança nos casos uniparamétrico e multiparamétrico.
Outra técnica que pode ser utilizada com o intuito de obter estimadores 
corrigidos é o método de reamostragem bootstrap, desenvolvido por Efron 
(1979). O bootstrap é um método computacional de inferência estatística 
que substitui cálculos analíticos por esforço computacional.
Neste estudo, vamos utilizar o método de bootstrap para corrigir o viés 
das estimativas dos parâmetros da distribuição Pareto pelos métodos de 
máxima verossimilhança e momentos. O método bootstrap e a correção de 
viés por bootstrap são apresentados nas próximas seções.
Método Bootstrap
Os métodos estatísticos computacionais surgiram exatamente da necessi-
dade de simular um experimento ou um fenômeno diversas vezes, com 
o objetivo de obter resultados que a teoria matemática não pode fornecer 
de maneira rápida e eficiente. O bootstrap é um método computacional de 
inferência estatística introduzido por Efron (1979) capaz de responder a 
questões reais sem a necessidade de exaustivos, complicados e muitas ve-
zes inviáveis cálculos analíticos.
Considere uma amostra aleatória x = ),,( 1 nxx K de uma determinada 
distribuição F  desconhecida e seja η (x, F)  certa quantidade de interesse. 
Geralmente, estamos interessados em estimar alguma característica proba-
bilística de η (x, F). Bootstrap é uma técnica apropriada para essa tarefa. O 
método pode ser descrito em três passos:
• Trocar F  por alguma distribuição conhecida Fˆ  que, num certo sen-
tido, está “próxima” de F ;
• Obter B amostras x*1,...,x*B de Fˆ e calcular T j = η (x*j, Fˆ ) para j = 1,... , B; 
• Calcular características de interesse, como média e variância, a partir 
da distribuição amostral dos valores T 1,... , T B .
Existem duas variações de bootstrap: não-paramétrico e paramétrico. No 
bootstrap não-paramétrico, uma distribuição amostral é usada como Fˆ . 
...
UFSM, 34(1)
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No bootstrap paramétrico, F  é assumido ser membro de alguma família 
paramétrica e Fˆ  é escolhido dessa família simplesmente trocando os pa-
râmetros desconhecidos por suas respectivas estimativas. Neste trabalho, 
vamos utilizar o bootstrap não-paramétrico.
Correção de viés por Bootstrap
O método bootstrap foi introduzido para obter a estimativa do erro padrão 
de um estimador arbitrário. A ideia inicial de Efron foi usar bootstrap para 
estimar o erro padrão de θˆ , sem se importar quão complicada é a forma 
funcional de θˆ . Entretanto, o método bootstrap pode ser adaptado para es-
timar o viés de um estimador e, portanto, pode ser aplicado como um pro-
cedimento para correção de viés.
Seja )(Ft=θ  uma função de F  denominada parâmetro e seja 
θˆ  = s(x) um estimador de θ .
Assim, denotamos o viés de θˆ , ( )=θθ ,ˆFB  FE [s(x)] - )(Ft , em que o 
subscrito F  indica que a esperança matemática é calculada com base em 
F . Dessa forma, o estimador bootstrap de viés na versão não-paramétrica 
é dado por
( )=θθ ,ˆFˆB FE ˆ [s(x)] - )ˆ(Ft .
Gerando B  amostras bootstrap independentes, (x*1,... ,x*B) de x , calcu-
lando as respectivas réplicas bootstrap (θˆ *1 ,... , θˆ *B ), em que
i*θˆ = s (x*i) para i = K, B, podemos aproximar FE ˆ [s(x)] pela média
.ˆ1ˆ
1
*)(* ∑
=
⋅ =
B
i
i
B
θθ Obtemos, assim, as estimativas bootstrap de viés, dada por
)*(
ˆ
ˆ),ˆ(ˆ ⋅=θθθFB .ˆ
1ˆ
1
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=
⋅ =
B
i
i
B
θ- s(x).
Utilizando as estimativas bootstrap do viés, define-se o estimador corri-
gido até segunda ordem (MacKinnon & Smith (1998)) por bootstrap como
*θˆ  = 2s(x) - .ˆ1ˆ
1
*)(* ∑
=
⋅ =
B
i
i
B
θθ .          (1)
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Metodologia
Através de simulações de Monte Carlo, avaliamos os desempenhos dos es-
timadores de máxima verossimilhança (θˆ ) e momentos (θ~ ) da distribui-
ção Pareto e suas versões corrigidas. Consideramos amostras de tamanho 
finito e de diferentes valores para o vetor paramétrico. Todo o processo de 
simulação de Monte Carlo foi realizado utilizando a linguagem de progra-
mação C, desenvolvida por Dennis Ritchie (1972).
Antes de gerar as observações da distribuição Pareto, utilizamos o gera-
dor de números pseudo-aleatórios, que gera números uniformes entre zero 
e um. Esses números pseudo-aleatórios uniformes foram gerados a partir 
do gerador multiply-with-carry, com período de aproximadamente 260, pro-
posto por George Marsaglia (1997).
A simulação de uma variável aleatória X  com distribuição Pareto foi 
realizada através da transformação em que ).1,0(~Uξ
,
)1(
1)( 1
α
α
ξ
ξ
−
=⇒=




−=
kx
x
kxF
]
3.1
Os tamanhos amostrais considerados foram n  = 25, 50, 75 e 100 e os va-
lores considerados para o parâmetro α  sendo  α  = 3.0, 5,0 e 7,0. Sem perda 
de generalidade, o parâmetro de escala foi fixado em 1,0, isto é, k = 1,0 em 
todos os experimentos de Monte Carlo. Consideramos R  = 2000 (número 
de réplicas de Monte Carlo) e B  = 500 (número de réplicas bootstrap).
Para cada réplica de Monte Carlo, ou seja, para cada estimativa de
( )kˆ,ˆˆ αθ =  e ( )k~,~~ αθ = , geramos B réplicas bootstrap de forma não-paramé-
trica, isto é, geramos 
Bxx *1* ,,K , em que ),,( **1
*
n
i xxx K= , Bi ,,1 K= .
Com essas réplicas bootstrap, determinamos as estimativas bootstrap dos 
vieses de ( )kˆ,ˆˆ αθ =  e ( )k~,~~ αθ =  e calculamos, assim, as estimativas corrigi-
das por bootstrap ( )*** ˆ,ˆˆ kαθ =  e ( )*** ~,~~ kαθ =  de acordo com (1).
Para a análise dos resultados da estimação pontual, calculamos a média, 
o viés, a variância (Var) e o erro quadrático médio dos estimadores (EQM).
... ...
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Resultados e discussão
A avaliação dos desempenhos dos estimadores dos parâmetros da distribui-
ção Pareto através de métodos empíricos é a motivação do estudo apresen-
tado nesta seção.
Os resultados da simulação são expostos nas Tabelas 1, 2 e 3. Nessas, ob-
temos as estimativas de α  e k , considerando os tamanhos amostrais 25, 
50, 75 e 100, além do viés, variância (Var) e erro quadrático médio (EQM) 
das estimativas. Vale salientar que )~(ˆ θθ  é o estimador de máxima veros-
similhança (momentos) e )~(ˆ ** θθ  é o estimador de máxima verossimi-
lhança (momentos) corrigido por bootstrap.
A Tabela 1 apresenta as estimativas para o caso em que  0,3=α  e 
.0,1=k  Nesse cenário, podemos observar que os estimadores *αˆ e *~α  
apresentaram, em módulo, viés menor que o viés dos estimadores não 
corrigidos para todos os tamanhos amostrais. O estimador *~α  se destaca, 
apresentando menor viés. Por exemplo, para n = 25, o viés de 
*~α  é dado, 
em módulo, por 0,010, enquanto que o viés de *αˆ  é 0,047.
Em termos de EQM, nota-se que o estimador que apresentou menor 
EQM para o parâmetro α  foi o estimador *~α , entretanto, *αˆ  apresentou 
menor EQM do que αˆ . Nota-se também que, à medida que a amostra 
cresce, o EQM dos quatro estimadores diminuem.
Em relação ao parâmetro k , observa-se que o estimador kˆ  apresentou 
menor viés do que *
~k . Além disso, os resultados numéricos evidenciam 
que o estimador para o parâmetro k  pelo método dos momentos não é 
viesado, uma vez que a estimativa do viés de k~  é sempre próxima de zero.
O estimador k~  apresentou menor EQM para todos os tamanhos amostrais. 
Ressalta-se que *kˆ  apresentou maior EQM do que sua versão não corrigida.
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Tabela 1. Estimativas dos parâmetros no caso de α  = 3,0 e k  = 1,0.
As Tabelas 2 e 3 apresentam as estimativas para o caso em que α = 5,0 
e k  = 1,0, e α  = 7,0 e k  = 1,0, respectivamente. Entretanto, a interpreta-
ção do desempenho empírico dos estimadores é equivalente à da Tabela 1.
Analisando as três tabelas, percebe-se que, à medida que o parâmetro 
α  aumenta as estimativas do viés, variância e EQM também aumentam 
em relação às estimativas do parâmetro α .
UFSM, 34(1)
Estimativas de α Estimativas de K
n Estimador Média Viés Var EQM Média Viés Var EQM
25 3,277 0,277 0,644 0,721 1,014 0,014 0,006 0,006
3,047 0,047 0,445 0,447 1,005 0,006 0,007 0,007
3,224 0,224 0,606 0,504 0,005 0,005 0,006 0,006
2,989 -0,010 0,397 0,397 -0,008 0,006 0,006 0,006
50
3,127 0,127 0,546 0,562 1,006 0,006 0,006 0,006
3,024 0,024 0,485 0,485 1,0003 0,003 0,007 0,007
3,107 0,107 0,232 0,232 0,999 -0,001 0,006 0,006
2,992 -0,008 0,446 0,446 0,996 -0,004 0,006 0,006
75
3,098 0,098 0,512 0,522 1,005 0,005 0,006 0,006
3,030 0,030 0,508 0,509 1,002 0,002 0,007 0,007
3,089 0,089 0,507 0,191 1,000 0,000 0,006 0,006
3,010 0,011 0,483 0,483 0,997 -0,003 0,007 0,007
100
3,072 0,072 0,495 0,500 1,003 0,003 0,006 0,006
3,022 0,022 0,518 0,519 1,001 0,001 0,007 0,007
3,067 0,067 0,492 0,143 1,000 0,000 0,006 0,006
3,007 0,007 0,499 0,500 0,988 -0,002 0,006 0,006
θˆ
θˆ
θˆ
θˆ
*θˆ
*θˆ
*θˆ
*θˆ
θ~
θ~
θ~
θ~
θ~
*~θ
*~θ
*~θ
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Portanto, de acordo com os resultados apresentados nas Tabelas 1, 2 e 
3, dentre os estimadores analisados, os estimadores *αˆ  e *~α , para o parâ-
metro  α , foram os que apresentaram os melhores resultados, mostrando 
assim a eficácia das correções do viés por bootstrap. Para o parâmetro k , o 
estimador k~  apresentou melhor desempenho, pois os resultados empíri-
cos evidenciam que o estimador do parâmetro k  pelo método dos momen-
tos é não viesado. Vale ressaltar que o estimador *kˆ  apresentou melhores 
resultados em termos gerais do que o estimador kˆ .
Tabela 2. Estimativas dos parâmetros no caso de α = 5,0 e k = 1,0.
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Estimativas de α Estimativas de K
n Estimador Média Viés Var EQM Média Viés Var EQM
25 5,462 0,462 4,971 5,185 1,008 0,008 0,006 0,006
5,078 0,078 3,437 3,444 1,004 0,004 0,007 0,007
5,303 0,303 4,429 1,310 1,000 0,000 0,006 0,006
4,924 -0,075 2,979 2,985 0,995 -0,005 0,006 0,006
50
5,212 0,212 4,210 4,255 1,004 0,004 0,006 0,006
5,039 0,039 3,741 3,742 1,002 0,002 0,007 0,007
5,138 0,138 3,994 0,576 0,999 0,000 0,006 0,006
4,958 -0,042 3,443 3,445 0,998 -0,002 0,006 0,006
75
5,164 0,163 3,954 3,980 1,003 0,003 0,006 0,006
5,051 0,051 3,922 3,925 1,001 0,001 0,007 0,007
5,117 0,117 3,814 0,488 1,000 0,000 0,006 0,006
4,998 -0,002 3,723 3,723 0,998 -0,002 0,006 0,006
100
5,119 0,119 3,819 3,833 1,002 0,002 0,006 0,006
5,036 0,037 4,000 4,002 1,000 0,000 0,006 0,007
5,085 0,085 3,719 0,356 1,000 0,000 0,006 0,006
4,997 -0,003 3,855 3,854 0,998 -0,001 0,006 0,006
θˆ
θˆ
θˆ
θˆ
*θˆ
*θˆ
*θˆ
*θˆ
θ~
θ~
θ~
θ~
θ~
*~θ
*~θ
*~θ
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Tabela 3. Estimativas dos parâmetros no caso de α  = 7,0 e k  = 1,0.
Conclusão
No desenvolvimento deste trabalho, foram apresentadas as características 
e propriedades da distribuição Pareto. É avaliado, via simulação de Mon-
te Carlo, o comportamento das estimativas dessa distribuição utilizando 
o método de máxima verossimilhança, o método dos momentos e as suas 
respectivas versões corrigidas por bootstrap  em  diversos cenários.
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Estimativas de α Estimativas de K
n Estimador Média Viés Var EQM Média Viés Var EQM
25 7,647 0,647 19,099 19,518 1,005 0,006 0,006 0,006
7,109 0,109 13,207 13,218 1,005 0,003 0,007 0,007
7,394 0,395 16,729 2,529 1,000 0,000 0,006 0,006
6,870 0,129 11,380 11,397 0,996 -0,003 0,005 0,006
50
7,297 0,297 16,173 16,261 1,003 0,003 0,006 0,006
7,055 0,055 14,371 14,374 1,001 0,001 0,007 0,007
7,177 0,177 15,185 1,100 0,999 0,000 0,006 0,005
6,921 -0,069 13,249 13,254 0,998 -0,002 0,006 0,006
75
7,229 0,229 15,189 15,242 1,002 0,002 0,006 0,005
7,071 0,071 15,068 15,073 1,000 0,002 0,006 0,006
7,152 0,152 14,554 0,943 1,000 0,001 0,006 0,005
6,990 -0,009 14,307 14,307 0,998 0,000 0,006 0,006
100
7,167 0,168 14,672 14,700 1,001 -0,001 0,006 0,005
7,051 0,051 15,368 15,370 1,000 0,001 0,006 0,006
7,111 0,111 14,214 0,684 1,000 0,001 0,006 0,005
6,991 0,009 14,806 14,806 0,999 -0,001 0,006 0,006
θˆ
θˆ
θˆ
θˆ
*θˆ
*θˆ
*θˆ
*θˆ
θ~
θ~
θ~
θ~
θ~
*~θ
*~θ
*~θ
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Os resultados das simulações de Monte Carlo realizadas mostraram que 
as correções de viés por bootstrap, para os dois métodos de estimação, fo-
ram eficazes e apresentaram os melhores desempenhos em termos de viés 
e erro quadrático médio com relação ao parâmetro α . Para o parâmetro k , 
o método dos momentos apresentou melhor desempenho do que as versões 
corrigidas por bootstrap, evidenciando que o estimador k~  não é viesado.
Dessa forma, para estimar os parâmetros α  e k  da distribuição Pa-
reto, recomendamos os estimadores corrigidos por bootstrap, visto que es-
sas duas metodologias apresentam desempenhos favoráveis relativamente 
na estimação por máxima verossimilhança e pelo método dos momentos, 
quando o estimador é viesado.
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