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Abstract
Quantum computing has the potential to transform information technology by o ering
algorithms for certain tasks, such as quantum simulation, that are vastly more e cient
than what is possible with any classical device. But experimentally implementing practical
quantum information processing is a very di cult task. Here we study two important,
and closely related, aspects of this challenge: architectures for quantum computing, and
quantum error correction
Exquisite quantum control has now been achieved in small ion traps, in nitrogen-
vacancy centres and in superconducting qubit clusters, but the challenge remains of how
to scale these systems to build practical quantum devices. In Part I of this thesis we
analyse one approach to building a scalable quantum computer by networking together
many simple processor cells, thus avoiding the need to create a single complex structure.
The di culty is that realistic quantum links are very error prone. Here we describe
a method by which even these error-prone cells can perform quantum error correction.
Groups of cells generate and purify shared resource states, which then enable stabilization
of topologically encoded data. Given a realistically noisy network (10% error rate) we
find that our protocol can succeed provided that all intra-cell error rates are below 0.8%.
Furthermore, we show that with some adjustments, the protocols we employ can be made
robust also against high levels of loss in the network interconnects. We go on to analyse
the potential running speed of such a device. Using levels of fidelity that are either already
achievable in experimental systems, or will be in the near-future, we find that employing
a surface code approach in a highly noisy and lossy network architecture can result in
kilohertz computer clock speeds.
In Part II we consider the question of quantum error correction beyond the surface
code. We consider several families of topological codes, and determine the minimum
requirements to demonstrate proof-of-principle error suppression in each type of code. A
particularly promising code is the gauge color code, which admits a universal transversal
gate set. Furthermore, a recent result of Bomb´ın shows the gauge color code supports an
error-correction protocol that achieves tolerance to noisy measurements without the need
for repeated measurements, so called single-shot error correction. Here, we demonstrate
the promise of single-shot error correction by designing a decoder and investigating its
performance. We simulate fault-tolerant error correction with the gauge color code, and
estimate a sustainable error rate, i.e. the threshold for the long time limit, of ≥ 0.31% for
a phenomenological noise model using a simple decoding algorithm.
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Introduction
Throughout the ages humanity has sought to increase our computational abilities beyond
the capabilities of our minds alone. From the abacus to the development of supercomput-
ers we have created ever more complex technologies to solve problems that are beyond our
natural abilities. The machines we have built have enabled countless scientific advance-
ments, revolutionised industry, and even transformed our social interactions.
The first general-purpose electronic computer, ENIAC, was created in 1946. It was
equipped with 18,000 vacuum tubes, ran at a speed of 100 kHz, and weighed 30 tons,
roughly the same as three of London’s double-decker buses. In 1949 the magazine Popular
Mechanics somewhat underestimated the technological development that was to come
in the following decades, writing that “computers in the future may have only 1,000
vacuum tubes and perhaps weigh 1 or 2 tons”. But it is understandably di cult to predict
the future development of a technology since progress so often relies upon unanticipated
breakthroughs. Even John Von Neumann, arguably a better thinker than the writers
of Popular Mechanics, did not expect computers would become much faster, saying in
1949, “It would appear that we have reached the limits of what it is possible to achieve
with computer technology”. Von Neumann did show a healthy level of cynicism about
his own views though, adding, “although one should be careful with such statements, as
they tend to sound pretty silly in five years”. The breakthrough that invalidated these
conservative predictions was the invention of the silicon transistor in the early 1950s, which
eradicated the need for cumbersome vacuum tubes and transformed computer technologies
into mass-produceable devices. This kick-started the technological revolution which has
seen an exponential increase in computing power from year to year. Seventy years on, the
computer in my phone runs roughly a million times faster than the ENIAC, whilst costing
roughly a million times less.
The silicon transistor dramatically changed the way computing was performed, leading
to the rapid development of all manner of new technologies. Here we will consider an-
other way that computation might be transformed, though the step-change here is not a
technological one, but a fundamental adjustment to the theory of computing itself. Every
computer built so far has one important feature in common: they all operate on the laws
of classical physics. Even the most powerful supercomputer obeys the rules of classical
logic, the same logic that governs the human brain. In essence our current computers do
exactly the same as a human would in performing a calculation, they are simply able to
do the operations much faster. What then, would be the result if a computer could be
built that relied upon di erent laws of physics? The logic of the classical world would no
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longer apply, and such a machine would operate in a fundamentally di erent way from any
computer that exists today. Could this be used to our advantage? It was Feynman who
first suggested that a computer built on the laws of quantum physics could achieve things
beyond classical machines [2], and in 1985 Deutsch formalised the notion of quantum com-
puting [3]. After this it was quickly realised that computers based on quantum logic would
indeed be able to solve certain problems more e ciently than classical machines. Shor’s
algorithm [4] achieves prime-factorisation exponentially faster than any known classical
algorithm, which would allow a quantum computer to break RSA encryption. A quantum
computer could simulate quantum systems exponentially faster than a classical machine.
Quantum simulation is of great importance in many scientific disciplines from understand-
ing high-energy physics systems to simulating chemical interactions for drug discovery. It
is also thought that a quantum computer would be able to more e ciently solve hard op-
timisation problems, which are a ubiquitous challenge faced in today’s data-driven world.
The ability to create such a quantum device would revolutionise computing, but in practice
this is an exceptionally di cult task.
The challenge of building a functioning quantum computer requires a vast spectrum
of questions to be answered. At the lowest level we must identify a physical system that
can act as the basic building blocks of the computer. In classical computers information
is encoded in strings of bits, and information processing proceeds by applying classical
logic gates to manipulate this information. A quantum computer must instead be com-
posed of fundamental parts that obey the laws of quantum mechanics, so-called qubits,
which are manipulated by quantum logic gates. There are many physical systems under
consideration to act as qubits. Currently trapped ions, defects in diamond, photons, and
superconducting qubits are the leading candidate technologies. Each of these can be used
to encode and manipulate quantum information. At the other end of the spectrum is the
development of quantum algorithms that would run on a quantum computer. The poten-
tial of quantum computing is far from being fully understood, and while the algorithms
that are already known are certainly motivation enough, the potential of quantum devices
at improving our computational abilities could yet be vastly improved. The question we
aim to address in this thesis is one that lies between these two extremes of the spectrum.
Given some fairly well controlled qubits, how should one approach the task of assembling
them into a large-scale machine that is able to carry out the algorithms that promise such
appealing speedup? How should the qubits be connected together to allow the right set of
high-level operations? How can such a machine be made robust against errors? How can
such a design be made scalable? All these questions must be addressed in the design of a
quantum computing architecture, which specifies the structure and set of basic operations
that a machine is able to perform.
While there has been substantial progress in the last few years in achieving the basic
control and manipulation of qubits in experiment, so far the goal of assembling a large-
scale quantum machine has remained out of reach. There are two main challenges that
have to be addressed. The first is the presence of noise, where the unwanted interaction
of the environment with qubits quickly destroys any stored quantum information. This
18
means that any realistic design for a quantum computer needs to incorporate some means
of correcting these errors. The second challenge is scalability; how can quantum control
be maintained over vast numbers of qubits? One must find a means of control for which
the complexity of implementation doesn’t become significantly greater as the system size
grows. The outstanding challenge in the route to practical quantum computing is to
resolve these two issues, error correction and scalability in one system.
This thesis is divided in to two Parts. In Part I we aim to address the practical
challenges of quantum computation in a network architecture. This is a promising route
to achieving both error-correction and scalability, and we consider the potential of such an
architecture from the level of physical qubits, up to the implementation of fault-tolerant
logical quantum gates. In Part II we focus in more detail on some of the challenges of
quantum error correction. We will see that error correction is inextricably linked with the
approach to implementing logical quantum gates. In pursuit of a practical fault-tolerance
this in general leads to a trade-o  between competing desirable properties. We study these
properties for a few varied approaches to error correction.
The overarching goal is to address at least a few of the problems that remain to
transform the theory of quantum information, into a real world technology of practical
fault-tolerant quantum computing.
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Part I
Network quantum computing
21

The challenge of building a working quantum computer can be divided into two major
hurdles. The first is the unavoidable presence of noise, which left unchecked destroys any
attempt to store and manipulate quantum information. The problem of noise can be ad-
dressed by using quantum error correction to identify and fix errors as they occur. The
second hurdle is the di culty in achieving scalability. Whatever technology is designed
to implement quantum memory and computation should have the ability to grow to an
arbitrary scale without any significant increase in engineering complexity. Without over-
coming both of these obstacles, no technology can hope to achieve the goal of practical
quantum computation.
One approach to scalability is a computer built in a network architecture, where many
small quantum modules are connected together with more limited quantum links, such
as remote optical connections. This is a fundamentally scalable approach to building
quantum technologies. With the ability to reproducibly create small cells and connect
them to one another, increasing the size of the network does not require any additional
complexity. If quantum error correction can be incorporated into a network architecture,
then the challenges of noise, and scalability can be simultaneously addressed.
In the following chapters we seek to fully understand the potential of network architec-
tures for fault-tolerant quantum computing. Chapters 1 and 2 constitute a review of the
relevant literature in quantum error correction and quantum networks to provide the nec-
essary background to the work that follows. In Chapter 3 we develop protocols to perform
fault-tolerant quantum computing in a network, with a strong robustness to noise. Chap-
ter 4 introduces a protocol for fast entanglement generation in a network where photon
loss is problematic. We conclude this section in Chapter 5 by integrating the techniques
of Chapter 3 and 4 to develop a protocol for fault-tolerance resistant to both noise and
loss in a network.
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Chapter 1
Quantum Error Correction
This chapter introduces the ideas behind quantum error correction that will be a key theme
throughout this thesis. The content of this chapter constitutes, in the majority, a summary of the
relevant parts of the literature which provide a necessary background for our later calculations.
One of the greatest challenges faced by practical quantum information processing is the
unavoidable presence of noise, which a ects qubits and the operations performed on them,
and prevents quantum information processing if left unchecked. Recent technological
advances have achieved remarkable improvements in quantum control, such that in some
systems single qubit operations can now be performed with failure rates of only one error
in 106 operations [5]. Even operations of this fidelity, however, are not enough to perform
a full quantum computation, which may well require many millions of operations, and the
generation of highly entangled states over large number of qubits. Any feasible scheme
for quantum computing needs to include some method for quantum error correction such
that errors can be identified and fixed as they arise, allowing the computation to proceed
without a destructive accumulation of errors.
The breakthrough which identified the first schemes for error correction [6, 7] showed
that it is possible, in principle, to use a redundancy of physical qubits to encode a smaller
number of logical qubits in an error correcting code. As long as the rate of errors occurring
on the physical qubits is low enough, then it is possible to arbitrarily reduce the rate of
logical error by increasing the redundancy of the code [8].
This chapter introduces the principles of encoding and decoding quantum information.
The codes we introduce will form the basis for the higher level quantum architectures that
we consider in this thesis. In Section 1.1 we introduce quantum error correcting codes in
general, and in 1.2 describe the specific case of the surface code, which will form the basis
of our calculations in later chapters. In Section 1.3 we introduce the concept of decoders
and how they are used to recover quantum information from noisy codes.
1.1 Error correcting codes
Quantum error correcting codes are generally made up of many physical qubits which
makes it an unwieldy problem to understand their properties by writing down their states.
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Fortunately a more elegant, and practical language for describing codes exists in the
stabilizer formalism [9], which enables us to understand certain codes via simple operators
without requiring any explicit description of the state of the qubits. We will begin by
defining the Pauli group, and the stabilizer formalism, before introducing how this can
tackle the problem of error correction with stabilizer codes in Section 1.1.3.
1.1.1 The Pauli Group
The Pauli group on one qubit, P1, consists, up to phases, of the four Pauli operators:
I = ‡0 =
C
1 0
0 1
D
, X = ‡1 =
C
0 1
1 0
D
, Y = ‡2 =
C
0 ≠i
i 0
D
, Z = ‡3 =
C
1 0
0 ≠1
D
.
The ‡i and {I, X, Y, Z} notations will be used interchangeably in this thesis. Additionally,
we will use the index of the X,Y, Z operators to describe the qubit on which the operator
acts. For example, Xi indicates an X operation on qubit i, while all other qubits are acted
on by the identity.
The Pauli group on n-qubits, Pn, consists of tensor products of single-qubit Pauli
operators on n qubits, Pn = P¢n1 , such that an element P œ Pn can be expressed
P = A1 ¢A2 ¢ · · ·¢An , where Ai œ P1 ’i œ 1, . . . , n.
In the following we will often omit the tensor product symbols for clarity, such that the
above expression can equivalently be written as
P = A1A2 · · ·An © A1 ¢A2 ¢ · · ·¢An.
We use the terms weight-w operator or w-body operator interchangeably to describe a Pauli
operator containing w non-identity terms.
The elements of the Pauli group can be used to describe error correcting codes, through
the stabilizer formalism. Furthermore, the decoherence that qubits su er can also be
modelled as probabilistically applied Pauli operations. We discuss some examples of this
in more detail in Appendix B.2. This means that to demonstrate a code’s protective power
it is su cient to show that it can correct Pauli errors.
1.1.2 Stabilizer Formalism
Let us imagine a quantum error correcting code composed of n physical qubits which are
used to encode a smaller number, k, of logical qubits. An error correction procedure, which
we will shortly describe in more detail, means that a subspace of the total Hilbert space of
the qubits, known as the codespace, has some protection against errors. The logical qubits
are encoded into this protected subspace.
Many quantum error correcting codes can be conveniently represented using the sta-
bilizer formalism, which uses the stabilizer group, S, which is an Abelian subgroup of the
Pauli group, to define the codes. The codespace is defined to be the simultaneous ‘+1’
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eigenstate of every element of the stabilizer, such that for any state, |ÂcÍ, in the codespace,
S|ÂcÍ = |ÂcÍ , ’S œ S. (1.1)
The elements of the stabilizer group are Pauli operators, S œ Pn, and are commonly
referred to simply as stabilizers. |ÂcÍ is a state of n physical qubits, and therefore has
dimension 2n. If the stabilizer group is generated by nS independent operators, Si , i œ
1, . . . , nS , then satisfying all the eigenvalue equations of Eq. 1.1 specifies nS degrees of
freedom of the state |ÂcÍ. The remaining n≠nS degrees of freedom which are not specified
by the stabilizers make up the codespace; the logical qubits are encoded in this protected
subspace. If k logical qubits are to be encoded then we require nS = n ≠ k independent
stabilizer generators.
To use a code to process information we also require logical operators which will act
on the encoded qubits. If |Â¯Íi represents the state of the ith logical qubit then the logical
X operator has the action,
X¯i|0¯Íi = |1¯Íi (1.2)
X¯i|1¯Íi = |0¯Íi , (1.3)
and similarly the logical Z operator
Z¯i|0¯Íi = |0¯Íi (1.4)
Z¯i|1¯Íi = ≠|1¯Íi . (1.5)
In order to be valid logical operators, X¯ and Z¯ must commute with all the stabilizer
generators, but not themselves be contained in the stabilizer group. To be able to satisfy
(1.3) and (1.5) X¯ and Z¯ must also anticommute.
Quantum error correcting codes are often categorised by three variables. The number
of physical qubits making up the code, n, the number of logical qubits they encode, k and
the distance of the code, d, which counts the smallest number of errors that can cause a
logical failure, thus providing a rough measure of the error correcting capabilities of the
code.
1.1.3 Error correction procedure
We imagine a stabilizer code initially prepared in an error-free codestate, |ÂcÍ, after which
it su ers some n-qubit Pauli error, E œ Pn. The procedure for identifying the error
involves measuring all the stabilizer operators. Since the stabilizers commute with the
logical operators of the code this does not disrupt the encoded information. If no error
has occurred, then each of these measurements must return a ‘+1’ result, while any ‘-1’
outcomes identify the presence of errors. To see how the error a ects the measurement
outcomes, we use the fact that the error operator, E, must either commute or anticommute
with the stabilizer generators, since all are members of the Pauli group. Consider the two
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cases; if E and Si commute then,
SiE|ÂcÍ = ESi|ÂcÍ = E|ÂcÍ,
so the state is still a ‘+1’ eigenstate of Si. If E and Si anticommute then,
SiE|ÂcÍ = ≠ESi|ÂcÍ = ≠E|ÂcÍ,
so the error has transformed the state to a ‘-1’ eigenstate of Si. In this case, measuring
Si indicates that some error has occurred. Measuring all the stabilizer generators returns
a series of ‘+1’ and ‘-1’ outcomes that make up a syndrome. This syndrome contains
information about the errors which can then be used to choose a correction operator, C,
which aims to return the state to the codespace, such that
CE|ÂcÍ = S|ÂcÍ,
where S is an element of the stabilizer group. This process is known as decoding, and in
general making a good choice of correction operator is not a trivial task, as we will discuss
in more detail in Section 1.3.
For a code to be capable of protecting against errors it must be able to identify and
correct for Pauli errors. Since Y = XZ, however, it is su cient to show protection against
only X errors and Z errors.
1.1.4 Example: The five qubit code
There are a great number of stabilizer codes, but we can demonstrate their fundamental
principles with a simple example: the five qubit code [10], which is the smallest code that
is capable of protecting against all single qubit errors. The code, as its name implies, is
composed of five physical qubits. The stabilizer group of the code is generated by the
following four Pauli operators:
S1 = I X Z X Z
S2 = X I X Z Z
S3 = Z X I Z X
S4 = X Z Z I X.
Of the five total degrees of freedom four are specified by the stabilizer generators, therefore
encoding a single logical qubit. The logical state of the encoded qubit is acted upon by
the logical operators,
X¯ = X X X X X
Z¯ = Z Z Z Z Z.
We can see that, as required, these operators commute with all the stabilizer generators,
but are not themselves in the stabilizer group, and furthermore X¯ and Z¯ anticommute.
Note that this is only one of many possible representations of the logical operators, as we
can multiply them by any element of the stabilizer, without changing their action on the
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logical information.
If a single qubit error E œ P5 occurs, it can be identified by the stabilizer gener-
ators with which it anticommutes. Consider, for example, E = X1. This operator
commutes with S1, S2 and S4, so measuring these operators will still result in a ‘+1’
outcome. The fourth stabilizer however, S3, anticommutes with the error, so the state is
now in the ‘-1’ eigenstate of S3. Measuring the stabilizers will then produce the syndrome,
{S1, S2, S3, S4} = {1, 1,≠1, 1}. For this code there are 24 = 16 possible syndromes, which
it is straightforward to check uniquely identify each of the 15 possible single qubit errors
and the case of no error. Any single qubit error produces a unique syndrome, and so can
be fixed by applying a corrective operation.
1.2 The surface code
A particularly important class of stabilizer codes is that of the topological codes. We
will consider the specific example of Kitaev’s surface code [11]. Amongst the topological
codes, the surface code has a number of appealing properties from a practical viewpoint.
It o ers the highest error tolerance found so far under realistic noise, and furthermore, it
has the desirable property of only requiring local stabilizer operations, meaning no long
range interactions are required. We will consider two variants of the surface code, the
toric code, and the planar code, named for their di ering topologies.
1.2.1 The toric code
The toric code is most conveniently described by arranging qubits on the edges of a square
lattice, as shown in Figure 1.1. The lattice has periodic boundary conditions in its two
dimensions such that the bottom edge of the lattice ‘wraps around’ to meet the top edge,
and the left edge with the right edge in the same way. This toroidal topology, as we will
now see, plays an important role in protecting the encoded quantum information, which is
stored in the non-trivial cycles on the surface of the torus and is protected by the fact that
errors introduce only local e ects on the surface which leave this extensive information
untouched.
The stabilizer group of the toric code is generated by two types of operator, plaquette
operators, and star operators, which are shown in Figure 1.1(a) and (b). A plaquette
operator, S⇤f exists for each face of the lattice, f , and is composed of a Pauli Z acting on
each qubit touching that face (see Figure 1.1(a)),
S⇤f =
Ÿ
iœQ(f)
Zi,
where Q(f) is the set of qubits touching face f . Star operators, SFv are defined for each
vertex of the lattice, v, and are made up of a Pauli X acting on each of the qubits
surrounding that vertex,
SFv =
Ÿ
iœQ(v)
Xi.
29
! ! ! ! ! ! !
! !!!
"
""
""
""
!"
" "" "
" " " " " "" "
!!!
!!!
!
!
!#
!$
"$
"#
(a) 
(b)
(c)
(d)
Figure 1.1: The toric code. Qubits (white circles) are arranged on the edges of a square
lattice, with periodic boundary conditions. The stabilizers of the code are divided into
two types, (a) plaquette operators, which are defined on each face of the lattice, and (b)
star operators, which are defined on each vertex of the lattice. The logical operators of
the code are formed as the two non trivial loops on the surface of the torus: (c) logical X
operator, (d) logical Z operator. The toric code encodes two logical qubits and so there
are four logical operators in total.
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Figure 1.2: Syndrome given (a) X error or a (b) Z error on the lattice. X errors are
detected by the plaquette measurements, and Z errors by the star measurements.
Technically these operators are the generators of the stabilizer group, but from now on
we will refer to them simply as the stabilizers of the code. When we say we “measure the
stabilizers” we mean that we measure this particular set of stabilizer generators. One can
see that multiplying stabilizers together can only ever result in trivial loops on the surface
of the torus.
A toric code of dimension L (as defined as shown in Figure 1.1) comprises 2L2 qubits,
and 2L2 stabilizers, according to the definition above. However, one plaquette opera-
tor, and one star operator are not independent of the other stabilizers, leaving 2L2 ≠ 2
independent stabilizers. Thus the toric code encodes two logical qubits.
The logical operators are made up of X or Z operators acting on strings of qubits that
span the lattice, as shown in Figure 1.3. In fact any string of Pauli X errors, for example,
that forms a non-trivial loop on the surface of the lattice is also a logical operator, since
these are equivalent up to stabilizer operations. These logical operators trivially commute
with stabilizers of the same type. That is X¯1 and X¯2 trivially commute with all the star
operators. With the opposite stabilizer type the logical operators always overlap at exactly
two sites, and so, as required, they commute with all the stabilizers, whilst not themselves
being stabilizers. The last condition we require is that the logical operators anticommute
with one another. As can be seen in Figure 1.1, the logical X¯1 and Z¯1 operators overlap
at only one qubit site, and so this condition is fulfilled.
Error detecting in the toric code
Any single qubit Pauli error will anticommute with two of the stabilizers, inverting their
measurement outcome as shown in Figure 1.2. An X error will flip the value of the two
plaquette operators it is contained in, while a Z error will flip the value of star operators
that include it. It is su cient to consider only these two types of error, since all other errors
can be written in terms of these two operators, which we discuss in detail in Appendix B.2.
We will refer to X errors as bit-flip errors and Z errors as phase errors.
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Figure 1.3: The planar code. Qubits (white circles) are arranged on the edges of a square
lattice. The bulk of the lattice is defined by 4-body BODY stabilizer operators the same
as those of the toric code, (b) plaquettes and (d) stars. The boundaries of the lattice are
defined by 3-body EDGE operators of two types: (a) edge plaquettes, which define the
left and right edges of the lattice, and (c) edge stars which define the top and bottom
boundaries of the lattice. The planar code encodes a single logical qubit, the two logical
operators (e) X¯ and (d) Z¯ are made up of X and Z Pauli operators respectively acting
on strings of qubits that span the code in the vertical and horizontal directions.
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Figure 1.4: a) Configuration of physical qubits for implementing stabilizer measurements
with ancillary measurement qubits. Ancilla qubits (purple) are interspersed with data
qubits (blue) in the lattice structure. The syndrome measurement process using an ancilla
is shown in the circuits, for (b) a Z basis parity check (plaquette), and (c) an X basis
parity check (star).
1.2.2 The planar code
The planar code is a variant of the surface code which is identical to the toric code except
in its boundary conditions. As the name suggests, the planar code dispenses with the
periodic boundary conditions of the toric code, allowing it to be embedded into a flat 2D
surface, as shown in Figure 1.3. For certain systems which require qubits to physically
interact this is an essential feature and so we will consider both the toric and planar
variants. Introducing edges to the lattice results in several di erences in the operators
of the code, to those of the toric code. The first di erence is a new type of stabilizer
that defines the boundaries of the lattice, which we refer to as EDGE operators. These
are 3-body operators, with EDGE STAR operators (Fig. 1.3(b)) lying along the top and
bottom edges of the lattice, and EDGE PLAQUETTE operators (Fig. 1.3(a)) along the left
and right edges. In the bulk of the lattice the stabilizers are all 4-body operators, identical
to those in the toric lattice. We refer to these as BODY stabilizers.
A planar code of dimension L (as defined in Figure 1.3) contains 2L2≠2L+1 physical
qubits, and 2L2 ≠ 2L independent stabilizers. The planar code therefore encodes a single
logical qubit. The logical operators are composed of X or Z operators acting now on
strings of qubits that cross the lattice as shown in Figure 1.3(e) and (f).
Pauli errors su ered by the qubits cause some of the stabilizer outcomes to flip. In
the bulk of the lattice the e ect of a single qubit Pauli error is the same as in the toric
code: namely, an X error will flip the value of the two plaquette operators it is contained
in, while a Z error will flip the value of star operators that include it. At the boundary
of the code however, it may now be the case that an error induces only a single stabilizer
violation.
1.2.3 Stabilizer measurement
Implementing error correction involves repeated measurement of the stabilizers, which, as
we have seen, are simply parity measurements on groups of qubits in either the X basis
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(stars) or Z basis (plaquettes). We refer to measurement of all the plaquettes and stars
as one stabilizer cycle. We will also use the terminology stabilizer rounds to refer to a
group of stabilizers that are measured simultaneously. For example one might divide a
stabilizer cycle on the surface code into two rounds, one of plaquette measurement, and
the other of star measurement. The usual approach 1 to making these measurements is
to introduce an ancillary ‘syndrome gathering’ or ‘measurement’ qubit, which interacts
with each data qubit in the stabilizer operator in turn before being measured to perform
the parity projection, as shown in the circuit in Figure 1.4. This approach to stabilizer
measurement determines the structure of the physical lattice needed to implement the
surface code, where the measurement qubits are interspersed with the data qubits [12, 13],
such that there is one measurement qubit corresponding to each stabilizer.
1.3 Decoding
When the qubits of the surface code su er an error, E, the measured syndrome is a ected
(see Figure 1.2), which allows us to identify when the code has su ered from noise. The
remaining question is how to determine a correction operator, C from the syndrome,
which, when applied to the qubits, will return the state to the codespace, and recover the
encoded information. This is the task of the decoder.
Syndromes do not map to a unique error pattern, since all error configurations that are
equivalent up to applying stabilizers must produce the same syndrome. So the decoder
can never perfectly identify how to fix the code, but rather the task is to deduce the
correction operator that, given the observed syndrome, is most likely to return the code
to the codespace without resulting in a logical error. For a given rate of physical error, p,
we hope to design a decoder that will minimise the corresponding rate of logical error, pL.
The surface codes exhibit threshold behaviour in how successfully they can protect
against errors [14]. That is, below some threshold error rate, pth, the probability of failure
decreases exponentially with increasing system size. This means for p < pth the probability
of a logical error can be arbitrarily suppressed by increasing the lattice size. Because of the
exponential nature of the suppression it is possible to ensure, with only a moderate lattice
size, that the probability of an error occurring during a quantum computation becomes
negligible for pπ pth.
The threshold is not the only relevant parameter of a code that determines its potential
for practical use, the behaviour far below threshold is also important, as is the number
of physical qubits needed to achieve the required level of error suppression. But while
understanding these other details of a code’s behaviour will ultimately be very important,
the threshold provides us with a very useful tool for analysing codes, and allowing us to
compare them directly with one another. It is therefore the value of these thresholds that
we will later calculate to understand the properties of various code implementations. The
value of the threshold, as we will see later, depends heavily on the chosen error model,
and physical properties of the system which determine how stabilizer measurements are
1In fact, in Chapters 3 and 5 we will consider a modified approach to stabilizer measurement, optimised
for the network setting, which will place a di erent set of constraints on the physical system.
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to be made. In order to benchmark codes, and to understand their basic properties it is
common to look at their behaviour under random, independent and identically distributed
errors (i.i.d. noise).
For the case that the only source of error is i.i.d. Pauli noise on the data qubits, and all
operations are treated as perfect, the optimal value of this threshold for the surface code
is 10.9% [15]2. To achieve this performance however, one must analyse all possible error
configurations in order to deduce the correction operator least likely to induce a logical
error. In general this is a computationally di cult problem that scales exponentially in
the system size, and so in reality it is an impractical approach. Fortunately, a number of
e cient decoding algorithms exist which can find an approximate solution [16–22], this
means the decoding task can be solved quickly, but at the cost of reducing the error
threshold.
Throughout this work we will use a decoder based on Edmonds’ minimum weight
perfect matching (MWPM) algorithm [23]. This approach allows for fast decoding, and
still achieves a high error threshold of above 10.3% [22]. Including the possibility of faulty
measurements requires an adapted approach to decoding, and reduces the threshold to
2.9% [22].
In the remainder of this section we will describe the behaviour of errors in the toric code,
and show how the patterns of syndromes they create can be treated as quasiparticles on
the lattice, which will simplify the description of the decoding process. We then introduce
the MWPM approach to decoding for the case of perfect measurement, and describe how
it can be adapted to the realistic case where the syndrome measurements themselves are
faulty. In the following we simplify the decoding process by noting that the X and Z error
channels can be treated identically. For the remainder of this section we will consider only
X errors, which are detected by plaquette measurements.
1.3.1 Errors in the toric code
Let us first consider the way in which errors create syndrome violations in the lattice.
Figure 1.2 shows the pattern of ‘-1’ measurement outcomes generated by a single qubit
Pauli error. But what will be important for the purpose of decoding is to see how multiple
errors on the code generate a syndrome.
Consider the example of the error configuration shown in Figure 1.5(a), which shows
a chain of four X errors. In the middle of the chain the plaquette operators intersect with
the chain at two locations and so these stabilizers commute with the chain. It is only
at the ends of the chain that the plaquettes detect an odd parity outcome. This is the
fundamental notion of error detection in the toric code, that the end points of error chains
can be identified as they anticommute with the stabilizers.
Since the stabilizer measurements identify only the end points of the chain, when it
comes to choosing a correction operator there are any number of physical error configura-
tions which could have generated such a syndrome. Figure 1.5(b) shows the case that we
2 This is the threshold value for a single error channel, so if the X and Z errors are independent the
code can su er up to pX = 10.9% and pZ = 10.9% and still be recoverable.
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Figure 1.5: Error chains on the surface code. (a) Syndrome generated by a chain of
errors on the surface code. The chain results in stabilizer violations only at the two ends,
where the chain anticommutes with two plaquette operators. In the rest of the chain
each plaquette is acted on by two errors, and so their value remains unchanged. (b) The
resulting state of the code after applying a correction operator that exactly matches the
error. (c) The resulting state after applying a correction operator that di ers from the
error chain. A residual loop of errors is left on the surface of the code. This loop can
be seen to be simply a product of three star operators, and as such acts trivially on the
encoded information.
choose a correction operator that exactly matches the error. A Pauli X is applied to every
error site, and the resulting lattice is returned to exactly its original state. Figure 1.5(c)
shows a case where we choose a di erent path to match the stabilizers. In this case the
code is left with a residual pattern of Pauli errors. But inspecting this error configura-
tion, we can see that it can be written as a product of three star operators, one acting
on each of the vertices enclosed by the loop. This means the residual ‘error’ is in fact in
the stabilizer group, and as such has no e ect on the logical state of the encoded qubit.
So, remarkably, it is not necessary to ‘guess correctly’ the error configuration, as long as
we correctly identify that this pair of ‘-1’ outcomes should be paired up, the resulting
correction operator will fix the code.
1.3.2 Decoding by pairing anyons
The stabilizer violations act like excitations on the lattice, which behave as anyons. A
single error creates a pair of anyons, while extending the error chain causes the anyons to
propagate on the lattice. A pair of anyons can also annihilate one another when two error
chains merge, and applying correction operators can be viewed as simply moving anyons
around on the lattice in order to cause this annihilation. Treating the ‘-1’ measurement
outcomes in the syndrome as anyons allows us to abstract away the details of the lattice
itself. Once the stabilizers have been measured, we can identify a set of anyons from the
syndrome and their position on the lattice. The challenge of decoding becomes simply
identifying the right pairing to minimise the chance of a logical error.
We have seen (Figure 1.5(c) that loops of errors on the lattice are equivalent to products
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(a) (b) (c)
Figure 1.6: a) Error configuration (red lines) and syndrome. Anyons (stabilizer violations)
are indicated by the red circles. (b) A successful matching. Anyons are matched correctly,
and a correction operator applied (blue lines). The residual error pattern makes up loops
on the surface, and is therefore a product of stabilizers, so the logical information is
preserved. (c) A failed matching. One pairing has resulted in an error chain that spans
the lattice (highlighted in yellow). This represents a logical error on the qubit.
of stabilizers, and as such act trivially on the logical state of the code. Figure 1.6(a) shows
an example of a toric code, which has su ered errors (red lines), and the corresponding
anyons generated by the errors (red circles). A correction operator (blue lines) between
the pairs annihilates the anyons, and returns the state to the code space. Figure 1.6(b)
shows a successful decoding: the residual errors left after the correction operator has been
applied form trivial loops on the surface. In this case the code has been restored, and
the logical state of the encoded qubit is preserved. Note that it is not necessary that
every pairing is individually identified. In the Figure two of the pairs have been joined
up together, but the result is still a trivial loop, and still then a product of stabilizers.
Figure 1.6(c) shows an example of how the correction procedure can fail. The anyons have
been paired in such a way that when the correction operator is applied a chain of errors
has been created that spans the lattice. The state of the code now commutes with all the
stabilizers, so no errors can be identified, but the encoded qubit has acquired a logical
error.
1.3.3 Minimum weight perfect matching
We have seen that the lattice can be returned to the codespace by simply pairing anyons
in the syndrome. The remaining challenge is to find a method of choosing a pairing that
is not likely to result in a logical error. The approach we take here is to use a minimum
weight perfect matching (MWPM) decoder to identify a pairing.
The basic principle behind the MWPM approach is to identify the lowest weight error
configuration that can produce the observed syndrome. If errors occur on the qubits with
probability p then the probability of an error configuration E with NE errors on NQ
physical qubits has a probability P (E) = pNE (1≠ p)NQ≠NE , and therefore,
P (E) Ã
3
p
1≠ p
4NE
.
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Figure 1.7: Formulating the problem of decoding the toric code as minimum weight match-
ing perfect graph problem. (a) Measured syndrome (b) Graph is formulated by creating a
node for each anyon, and creating a completely connected graph with weights correspond-
ing to the (shortest possible) manhattan distance between the two anyons on the torus.
High weight edges (> 10) have been excluded from the figure for clarity. Edges where the
lowest weight path comes from ‘wrapping around‘ the torus are shown as dotted lines. (c)
The result after finding the minimum weight subset of edges.
Since 0 < p/(1 ≠ p) < 1, we can see that P (E) is maximised when NE is minimised,
and so the error configuration with the smallest NE is the most probable single error
configuration.
Recall that the exact form of the decoding problem is to find the correction operator
that is most likely to fix the code, rather than the most probable error configuration.
We have simplified the problem by considering only the most likely way the syndrome
can be produced, whereas the full calculation would need to consider all possible error
configurations that could produce the syndrome and weight them accordingly. In general
this is a good approximation as the lowest weight error configurations that dominate the
result will generally be equivalent up to stabilizer operations. In some cases, however,
this will not hold true, and it is this discrepancy which leads to the error threshold using
MWPM being 0.6% lower than the optimal value. In Section 1.3.7 we will discuss some
ways in which improvements can be made to the basic algorithm which reduce some of
this discrepancy.
For a particular pair of anyons the smallest number of errors needed to produce the
pair is given by the shortest path between the two. Figure 1.5(a) gave an example of a
shortest path error chain. On the square lattice of the toric code (or planar code) this
shortest distance is given by the Manhattan distance between the two anyons, that is the
sum of their horizontal and vertical separation. The lowest weight error configuration of
a given pairing of a complete syndrome is then simply the sum of the Manhattan distance
between each of the anyon pairs.
This task of finding the lowest weight error configuration can be e ciently solved
by mapping the syndrome into a graph matching problem, which will allow us to make
use of algorithms from graph theory to carry out decoding. An example for the case of
the toric code is shown in Figure 1.7. Having measured the stabilizers we formulate a
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graph by creating a completely connected graph with one node for every anyon present
in the syndrome, where the edge joining two nodes is assigned a weight corresponding
to the Manhattan distance between the corresponding pair of anyons on the lattice. The
resultant graph for the example syndrome is shown in Figure 1.7(b). Here we have omitted
the higher weight edges for clarity. Finding the lowest weight error configuration is then
equivalent to the task of finding the minimum weight perfect matching of this graph. This
can be solved in polynomial time using Edmonds’ blossom algorithm [23].
1.3.4 Decoding the planar code
Applying MWPM to decode the planar code requires some alteration to deal with the
non-periodic boundary conditions. In the toric code one is guaranteed to observe an even
number of anyons in the syndrome, but in the planar code errors occurring at the edges
of the lattice may produce only a single anyon. So the graph formulation of the problem
must include the possibility for anyons to ‘pair’ to the code boundary, as well as to other
anyons in the bulk of the lattice.
The procedure for mapping the syndrome of a planar code to a graph representation
is shown in Figure 1.8(a), where we follow the method described by Wang et al. in [13].
For each anyon in the syndrome we now add two nodes to the graph. One representing
the anyon in the syndrome, and the other a ‘virtual node’ located at the boundary of the
code. An edge is added between every anyon and its virtual pair at the boundary. Selecting
this edge in the matching represents the situation that an error chain terminates at the
boundary of the lattice. As in the case of the toric code, we also add an edge between every
pair of real anyons to create a suitably weighted completely connected graph. Finally, we
must add an edge between every pair of virtual nodes, with weight 0, which means these
virtual anyons are e ectively removed from the matching if they are not required. The
MWPM algorithm can be performed on this graph to generate a pairing of anyons, as
shown in Figure 1.8(b).
1.3.5 Decoding with faulty measurements
We have so far only considered the case where measurements are perfect, but in any real
experiment this will not be the case. We must adapt the decoder to deal not only with
physical errors but also with measurement errors. In the surface code it is no longer su -
cient to measure only a single cycle of stabilizers, as any finite probably of a measurement
error eradicates the existence of a threshold. Instead we must gain information about
measurement errors by making multiple rounds of stabilizer measurement.
The measured syndrome is now a 3-dimensional array of ‘+1’ and ‘-1’ outcomes, where
the third dimension represents time. We can now treat each location where one stabilizer
measurement di ers from its value in the previous round as an anyon. Physical errors cause
creation of a pair of anyons separated in space, as shown in Figure 1.9(b). Measurement
errors, on the other hand, create a pair on anyons separated in the time dimension of the
array, as shown in Figure 1.9(a).
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Figure 1.8: Formulating the problem of decoding the planar code as minimum weight
matching perfect graph problem. (a) For each anyon in the syndrome a node is created in
the graph (red circles) and also a ‘virtual node’ at the boundary (grey circles). An edge
is added between every pair of real nodes with a weight corresponding to the Manhattan
distance between them (solid lines). Additionally an edge is added between every real
node and its corresponding virtual node (dotted lines) with a weight that corresponds
to the shortest distance to the boundary of the lattice. (b) The result after finding the
minimum weight matching solution.
We can then treat these 3D anyons exactly as we did in the perfect measurement (2D)
case. Anyons are found at the ends of error chains, which may now be formed out of
both physical errors, and measurement errors, see Figure 1.9. Furthermore, a correction
operator can again be found by identifying a suitable pairing of anyons.
1.3.6 MWPM performance
To compare the performance of our decoder to results in the literature [15, 22, 24] we
simulate the toric and planar code under i.i.d. noise, and use our decoder to identify
an error threshold. Further details of our implementation of the MWPM decoder and
simulation methods are given in Appendix C.2, and the code is available online [25]. We
also compare these results under these more artificial noise models to the performance of
the code under circuit-level noise.
Perfect measurement
We first simulate the error correction procedure under perfect measurement. A round of
errors, in which qubits su er errors at random with probability, p, is followed by a single
cycle of stabilizer measurement. The resulting syndrome is decoded using a MWPM
decoder. The results of a large number of numerical simulations are shown in Figure 1.11
where the success of the decoder is tested over a range of p values, and lattice sizes, L.
We can identify the threshold by finding the crossing point of the curves, from which we
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Figure 1.9: Results of syndrome measurement of a section surface code are shown for five
rounds of stabilizer measurement. White squares indicate a ‘+1’ stabilizer outcome, green
squares highlight ‘+1’ outcomes relevant to the example errors, and red squares indicate
‘-1’ outcomes. Large red circles show the positions of anyons, which are are identified as
locations where the value of a particular stabilizer changes from one round to the next.
(a) Syndrome produced by a single measurement error in the toric code with multiple
rounds of measurement. One stabilizer measurement su ers an error, which means its
value di ers from the rounds before and after it. The anyons now appear one on either
side of the error in the time dimension of the array. (b) Syndrome produced by a single
physical error in the toric code with multiple rounds of measurement. A qubit su ers a
Pauli error in the third round of measurement which produces two ‘-1’ stabilizer outcomes
on the lattice. The error remains in subsequent rounds of measurement and so these two
stabilizer values remain unchanged. Anyons are located on either side of the error in the
spatial dimensions of the array.
Figure 1.10: Example syndrome after multiple rounds of stabilizer measurement in the
toric code. Error chains (red lines) are made up of both physical errors, which cause
space-like translation of anyons (red spheres), and measurement errors which cause time-
like separation of anyons.
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Figure 1.11: Performance of MWPM decoder under random (i.i.d.) X errors with prob-
ability p. Threshold plots for (a) the toric code, which yields a threshold value of
pth = 0.1034± 0.0002 and (b) the planar code, with a threshold of pth = 0.1029± 0.0002.
find,
Toric code : pth = 0.1034± 0.0002 (1.6)
Planar code : pth = 0.1029± 0.0002. (1.7)
These values are consistent with previous calculations [26, 27]. We also observe that there
is no di erence in the threshold of the two codes. This is unsurprising since in the limit
of large lattice sizes the e ect of the di erent boundaries becomes less significant.
Noisy measurement
For the case of noisy measurement we simulate L rounds of stabilizer measurement in
which each qubit acquires a physical error with probability p and each measurement value
is flipped with the same probability, p. Decoding the resulting L◊L◊L syndrome array
with a MWPM decoder we find the following thresholds for the case of the toric and planar
codes:
Toric code : pth = 0.02889± 0.0002 (1.8)
Planar code : pth = 0.02882± 0.0002. (1.9)
These threshold values are consistent with previous results [22] The results are shown in
Figure 1.12.
1.3.7 Circuit level noise
Finally we consider the case when all physical operations needed to implement the circuits
for stabilization are noisy. If gates and measurements su er errors at the same rate p,
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Figure 1.12: Performance of MWPM decoder su ering from phenomenological noise, where
X errors occur at random (i.i.d.) with probability p, and measurements are faulty with a
probability q = p. Thresholds shown for (a) the toric code, which yields a threshold value of
pth = 0.02889±0.0002 and (b) the planar code, with a threshold of pth = 0.02882±0.0002.
according to the noise model in Section 2.1.1, then using a MWPM decoder to analyse
the resulting errors reveals a threshold of p ≥ 1% [12, 13, 24, 27].
Decoder optimisation
The process described above is the most basic implementation of the perfect matching
decoder, but there are many possibilities for optimising the decoder which can improve
the achievable threshold.
If the rate of measurement errors and physical errors di er then the time-like and
space-like edges in the decoder graph can be weighted di erently to account for this. The
ratio of these weights can be tuned to optimise the threshold. We discuss this optimisation
for our implementation in more detail in Appendix C.2. The decoder can also be improved
by taking into account correlations between X and Z type errors.
It should be emphasised, however, that these limitations of the basic decoder do not
undermine the accuracy of threshold simulations, since the operator of a quantum com-
puter is free to use any classical decoder they choose to interpret the measured syndrome
information. The thresholds that we identify using this sub-optimal decoder should be
considered a lower bound on the achievable thresholds. A better decoder would boost the
performance.
1.4 Computation in the surface code
We will use the decoding approach described here throughout this thesis to calculate the
error tolerance under realistic noise models. The thresholds this generates represent the
error tolerance for a logical qubit memory. However, as the operations required for com-
putation are very similar to those required for simply preserving the encoded information,
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it is generally accepted that the threshold for full computation will be similar to that for
successful information storage. The approach of defect braiding [24] and the alternative
idea of performing lattice surgery [28] are both based on the principle of altering the
pattern of stabilizer measurements to implement logical operations. Together with magic
state distillation [29], all the operations required for universal quantum computation can
be performed in this way.
Computation made up of many logical operations will require a great number of rounds
of stabilizer measurement and decoding to ensure that the quantum information remains
protected throughout the entire duration of the computation. However, it is worth noting,
that the correction operator that is determined in each round of decoding need not be
physically applied to the qubits, but can rather be kept as classical information describing
the current error state of each qubit. The correction operators we identify then simply
update this Pauli frame. The decoding task can then be taken ‘o ine’ and the final Pauli
frame used to correct the measured state at the end of the computation. This feature of
the stabilizer codes dramatically reduces the requirements for physical implementation.
1.5 Conclusion
Quantum error correction is a fundamental element of the design of any realistic quantum
computer. It provides the essential solution to the problem of noise in quantum systems
that would, if left unchecked, destroy any attempt at quantum computation. However,
the solution also results in a new challenge, that a large number of physical qubits are
needed to encode a single, high quality, logical qubit. Thus a physical implementation will
need to be highly scalable to coherently control the required number of qubits. In the next
chapter we will introduce the idea of a network as a route to achieving this scalability.
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Chapter 2
Quantum Networks
This chapter introduces the concept of a quantum network, and gathers the tools necessary to
carry out operations in this framework. Section 2.1 describes the quantum cell that we will take
as the basis of our architecture in the following chapters, and in Sections 2.2 and 2.3 we review
entanglement generation and purification.
i)
CZ
ii)
iii)
#($)
|$〉⟨$| |(+〉
(b)'Network'system(a)'Monolithic'system
Figure 2.1: The set of basic operations permitted in (a) a monolithic system: i) two qubit
gates ii) single qubit rotations, iii) single qubit measurement. This set of operations admits
universal quantum computation. (b) A network system, composed of a number of cells,
each of which is essentially a small monolithic system. Between cells the only possible
operation is the generation of entangled pairs.
There has been enormous experimental progress in recent years in the level of quantum
control over small quantum systems, with the two most mature systems being ion traps and
superconducting qubits. In ion trap devices single qubit fidelities have reached 99.9999%,
with combined preparation and measurement of 99.93% [5], while two-qubit operations
have been reported with fidelities up to 99.9% [30]. Meanwhile a superconducting qubit
device (SQD) containing five qubits has been demonstrated with all qubit manipulations
above 99.3% [31, 32]. At the same time there has been rapid progress in the study of
nitrogen vacancy centres in diamond – single electron spin manipulation is possible with
99% fidelity [33], and it is possible to manipulate nuclei that are relatively far from the
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centre, so that each NV centre may be thought of as a group of several qubits interacting
with an optically active core [34, 35].
In all of these systems the error rates are either at (superconducting qubits, NV centres)
or well below (ions) the thresholds for fault tolerance quantum computation. But so far all
of these prototype systems are small; for the fidelities mentioned, none of them contain as
many as 10 qubits. Implementing any fault tolerance protocol large enough to be useful for
quantum computation, however, will require many thousands or even millions of qubits.
Building such a system is an enormous challenge.
One approach to scaling up is to simply build bigger versions of these existing tech-
nologies. One could imagine, for example, a large ion trap containing many thousands of
qubits. In such a system two-qubit gates can be carried out by direct interaction of a given
pair of qubits, using the same gate mechanisms already demonstrated. We refer to this
as a monolithic system, which is represented in Figure 2.1(a). This monolithic approach,
however, faces a number of di culties. In ion traps, controlling the noise, and performing
high fidelity interactions between ions becomes far more di cult in larger systems. In NV
centres, there is a natural restriction on the number of qubits that can be contained at a
single site.
However, in the case of each technology, it is also possible to bridge between small sys-
tems using photonic channels, although these connections will have lower fidelities than
local operations and may be probabilistic such that an interaction may require many at-
tempts. In ion traps there are well established methods for entangling ions in separate
traps [36]. In SQDs qubits can be interfaced using microwave photons in cavities [37].
This su ces for short range bridging and moreover remote entanglement of two super-
conducting qubits separated by more than a meter of coaxial cable has recently been
demonstrated [38]. In the case of NV centre research, successful optical linking of qubits
can occur either within the same sample [33] or over metres of separation [39].
With the challenges of scalability in mind the network paradigm presents another pos-
sibility for the architecture: a large system is built up out of many small units, connected
together by entangling channels. This idea is represented in the right panel of Figure 2.1.
Each small cell of the network is capable of performing all the operations of a monolithic
system, while between cells the only allowed operation is entanglement generation. Such a
design is inherently scalable, as once the technological ability has been developed to repro-
ducibly fabricate cells, and connect them together, the system can be scaled to virtually
any size without any significant increase in complexity.
The purpose of this chapter is to show that the restricted set of operations available in
the network are su cient to perform universal fault-tolerant quantum computation, even
when the network connections are very noisy, and non-deterministic. In Section 2.1 we will
introduce the quantum cell that constitutes the basic repeating units of the network. In
Section 2.2 we introduce methods by which Bell pairs can be prepared remotely between
optically active physical systems. We then discuss methods of entanglement purification
in Section 2.3, as any technology based on shared entanglement will be practical only if
this entanglement can be e ciently prepared with high fidelity.
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Figure 2.2: Possible physical implementations of the quantum cell in (a) NV centres where
several nuclear spins in the vicinity of a nitrogen vacancy in diamond can act as several
qubits in a cell. (b) Surface based ion traps, such as those in Refs. [5, 30].
2.1 The universal quantum cell
The fundamental modular unit making up the quantum network is the quantum cell. In
line with current experimental results [5, 30, 34, 39] we consider that these cells contain
between 3 and 5 physical qubits. In Chapter 5 we will also consider what advantage can be
gained by increasing the size of a cell to up to ≥ 50 qubits. Within cells we have access to
fast, high fidelity, universal operations. Between cells, however, the only allowed operation
is the generation of entangled Bell pairs. This process of entanglement generation may
be non-deterministic and, even when successful, noisy. This description can apply to any
matter-based qubit which is capable of demonstrating remote entanglement, with the most
likely candidates based on current experimental results being ion trap systems and NV
centres, as illustrated in Figure 2.2.
To perform universal quantum operations a system must be able to perform single qubit
rotations, single qubit measurements, and two qubit gates. Clearly this is possible within
the cells themselves, but to argue that the entire system is universal we must also show that
two qubit gates can be performed between cells. Since the cells cannot directly interact,
remote gates must be mediated by the only non-local resource: entanglement. We will
show in the next section how this can be achieved given perfect entanglement. But with
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Figure 2.3: The universal quantum cell. (a) A small, well-controlled quantum system
interfaced to a noisy entanglement-sharing channel constitutes a universal cell if it can
purify the entanglement to a high fidelity. (b) Such cells enable secure communication;
and may be either direct (i), or via repeater hubs (ii) or switches (iii). (c) A dense array
of cells bridged by short links constitutes a freely-scalable computer, as we analyse in this
thesis.
noisy links the fidelity will be too low to directly enable the high fidelity gates needed for
fault tolerant quantum computing. We must rely upon entanglement purification, which
allows us to improve the fidelity of a quantum channel by combining several successive
uses of the link. So at the cost of lowering the e ective bandwidth we have a powerful
paradigm in which small cells link to one another through a kind of purifying filter, which
allows them to share high quality entanglement.
A network of cells with these capabilities is then a universal device that supports
quantum technologies on any scale, see Figure 2.3. The bridges between cells could be
many kilometres long; the network then enables secure communication. Connecting many
cells in a chain they may act as quantum repeaters, distributing quantum information over
large distances. Or, as will be the focus of this work, the network can enable quantum
computation. In this case we imagine an array of cells connected by optical links on a
shorter scale, where links are of the order of centimetres, or less.
2.1.1 Basic operations and error model
Here we describe the set of low-level basic operations that we allow the network to perform.
All higher level operations and protocols that we consider can be constructed from this
basic set.
Single qubit gates Any single qubit gate can be applied to any qubit within each
cell. For a gate error rate ps, the noisy operation is treated as a perfect gate followed by
depolarising noise, such that with probability ps one of the three Pauli operations, X,Y ,
or Z is applied to the qubit. This is described by the noise map,
N1Qgate(ﬂ) = (1≠ ps)ﬂ+ ps3
ÿ
i=1,2,3
‡iﬂ‡
†
i .
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Two qubit gates Within a cell controlled-Z (CZ) and controlled-X (CNOT) gates can
be performed between any pair of qubits. For a gate error rate pg the noise is modelled
as a perfect gate operation, which with probability pg is followed at random with one of
the 15 non-trivial two-qubit Pauli errors ‡i ¢ ‡j where i = 0, 1, 2, 3 and ‡0 is the identity.
If ﬂ represents the ideal state after gate operation this noise map can be written
N2Qgate (ﬂ) = (1≠ pg) ﬂ
+pg15
ÿ
(i,j) ”=(0,0)
(‡i ¢ ‡j) ﬂ (‡i ¢ ‡j)† . (2.1)
Measurement Any single qubit can be measured in the X and Z basis. The same
operation corresponds to state preparation and we treat the errors according to the same
model. Given a measurement error rate pm then a particular outcome of the measurement,
q œ {0, 1} corresponds to the intended projection  q applied to the state with probability
(1≠pm) and the opposite projection  q¯ applied with probability pm. This noisy projector
can be written as Â q (pm) = (1≠ pm) |qÍÈq|+ pm|q¯ÍÈq¯|. (2.2)
Entanglement generation Links between di erent cells su er error at a rate pn, which
we call the network error rate. Between any pair of qubits in di erent cells entangled Bell
pairs, ﬂW can be generated with an error rate pn, which we model as a Werner state of
the form,
ﬂW(pn) = (1≠ pn) |ÂÍÈÂ|+ pn3
ÿ
i=1,2,3
|„iÍÈ„i|. (2.3)
where |ÂÍ represents the Bell state we intend to prepare, and the |„iÍ are the other three
Bell states. We will refer to these entangled states as input Bell pairs. This state has a
fidelity1 F = 1≠pn. We can assume without loss of generality that we can generate a state
of this form, since any state with the same fidelity, F , can be transformed into Werner
form by applying depolarising noise to the two qubits, in a process known as twirling,
which has the e ect of flattening any structure in the noise. We discuss twirling in more
detail in B.5
Memory Errors Memory errors describe the decoherence that qubits su er when they
are not actively being operated upon, due to interaction with the environment. We model
memory errors as depolarising noise, occurring with probability pmem, in each time-step
in which the qubit is inactive.
‘ (ﬂ) = (1≠ pmem)ﬂ+ pmem3
ÿ
i=1,2,3
‡iﬂ‡
†
i .
where ‡0 = I and ‡i=1,2,3 are the three Pauli matrices. Our choice of what constitutes a
time-step depends on the details of the system under consideration, but could, for example,
1There are two common definitions of fidelity which di er by a square-root, we choose the definition
that corresponds to the probability of preparing the intended state, as described in Appendix B.1.1.
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be the time taken to perform a 2-qubit gate. In most of our calculations we do not include
memory errors explicitly, as they are expected to be significantly lower in magnitude than
the errors introduced by actively performing gates.
Validity of the noise model We briefly remark on the validity of this error model for
describing realistic physical noise. All of these error models treat the incident noise as
discrete probabilistic events occurring to qubits in each cell. In many physical systems a
given qubit in fact acquires some time-dependent rotation, Rx(◊(t)), where the value of ◊
need not take only discrete values, ◊ œ {0,ﬁ} that correspond to a Pauli flip, X (or no flip),
but rather ◊ can take any value, and this rotation can furthermore accumulate continuously
in time. In fact both these error models are equivalent, as long as the distribution of ◊
averages to zero at a given point in time. We show this in Appendix B.2. For all gate
errors we have chosen an error model that applies all Pauli errors with equal probability.
Without a particular physical system in mind, we have no reason to favour one error type
over another. This is one of the main ways in which we expect real physical noise to di er
from our model, where we would expect some error types to be more likely than others. In
general though having this extra knowledge about the structure of the noise can be used to
our advantage in designing more specialised purification and decoding methods. We have
not considered the occurrence of correlated errors beyond those arising from two-qubit
gates or entanglement generation. One advantage of the network based system is that we
have very strong reason to discount the possibility of correlated errors across di erent cells,
except for those we have already accounted for that are induced through the generation
of entanglement. Unlike the monolithic case, where certain noise processes may induce
errors on clusters of qubits, in the network di erent data qubits reside in di erent physical
systems, and so can be very well modelled as being independent.
Finally we remark on the impact of qubit leakage errors, in which the state of the
system leaves the qubit subspace. We do not explicitly study the e ect of this error here,
but the e ect of leakage has been studied in the surface code by Fowler who has shown
that a threshold still exists, and furthermore that with some simple adjustments to the
error detection cycle, the performance is not significantly degraded [40]. One approach to
dealing with the problem of qubit loss or leakage is to switch to an implementation of the
surface code mimicking the measurement based approach of the Raussendorf lattice [24]. In
this case the qubits making up the code do not reside at a fixed location, but instead swap
between physical qubits. This allows the physical qubits to be repeatedly re-initialized
into the qubit subspace, so any errors due to leakage cannot propagate beyond a single
round of stabilizer measurement.
2.1.2 Two qubit gates between remote qubits
We now show how a Bell pair shared between two remote qubits can be used to perform
a two-qubit gate using only local operations and classical communications (LOCC), via
gate teleportation [41].
Let us imagine that there are two remote locations, which we call A and B. At site
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Figure 2.4: Circuit to implement a CZ gate between two remote qubits, by consuming a
shared Bell pair. Alice and Bob measure their first qubit in theX and Y bases respectively,
and S indicates the phase gate (Eq. 2.7).
A Alice is in possession of two qubits, A1 and A2, and Bob at B also has two qubits, B1
and B2. A Bell pair is shared between qubits A1 and B1, while the other two qubits are
in some arbitrary state, ﬂAB. The total state can then be written
1Ô
2
(|00Í+ |11Í)¢ |ÂABÍ. (2.4)
Alice and Bob can use their shared entanglement to perform a CZ on the qubits A2 and B2
by applying the circuit shown in Figure 2.4. This protocol requires only local operations,
that is, Alice and Bob need only perform operations on their own pair of qubits.
When Alice and Bob apply CZ gates to the initial state in Eq. 2.4 the total state is
transformed to:
1Ô
2
(|00Í ¢ IAB + |11Í ¢ ZAZB) |ÂABÍ. (2.5)
Where we have used the fact that the CZ gate can be written CZ = |0ÍÈ0|¢ I+ |1ÍÈ1|¢Z,
such that the identity acts on the second qubit if the state of the first is |0Í and as a Pauli
Z acts if the state of the first is |1Í. Alice and Bob then proceed to measure their first
qubit in the X and Y bases respectively. Rewriting the state of A1 and B1 in these bases,
1
2
Ô
2
[(|+Í+ |≠Í) (|+ iÍ+ |≠ iÍ) IAB + (|+Í ≠ |≠Í) (≠i|+ iÍ+ i|≠ iÍ)ZAZB] |ÂABÍ
= 1
2
Ô
2
[(|+Í|+ iÍ+ |≠Í|≠ iÍ) (I≠ iZAZB) + (|+Í|≠ iÍ+ |≠Í|+ iÍ) (I+ iZAZB)] |ÂABÍ.
(2.6)
The states |±iÍ are the eigenstates of the Pauli-Y operator. From this we can see there are
two relevant cases. Alice and Bob may record the same outcome for their measurements,
mA1 = mB1 , this corresponds to the first term of Eq. 2.6. In this case the operator
M0 = 12 (I≠ iZAZB) acts on |ÂABÍ, where
M0 =
1
2
Ô
2
Qccccca
1 + i 0 0 0
0 1≠ i 0 0
0 0 1≠ i 0
0 0 0 1 + i
Rdddddb =
(1 + i)
2
Ô
2
Qccccca
1 0 0 0
0 ≠i 0 0
0 0 ≠i 0
0 0 0 1
Rdddddb .
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The operator M0 is equivalent to a CZ up to local operations. Applying the phase gate,
S =
A
1 0
0 i
B
, (2.7)
to each remaining qubit results in the state, we recover the form,
(SA ¢ SB)M0 = (1 + i)2Ô2
Qccccca
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ≠1
Rdddddb ,
which is exactly a CZ operation up to a global phase.
The other measurement possibility is that Alice and Bob record di erent outcomes,
in which case the operator M1 = 12 (I+ iZAZB) acts on the remaining qubits. This
corresponds to the second term of Eq. 2.6. In this case Alice and Bob simply need to
apply an additional Pauli-Z rotation to each qubit before the final phase gate.
This nonlocal CZ gate in addition to local operations forms a nonlocal universal gate
set. Any other non-local two qubit gate can be constructed from this protocol combined
with the necessary local operations, although more e cient, similar protocols can be con-
structed to perform a CNOT gate, or other two-qubit operations directly.
2.2 Remote entanglement generation
We will now address the question of how entanglement can be generated between remote
locations, without requiring the remote qubits to interact directly with one another. We
will see that this is possible by making a joint measurement on photons emitted from each
qubit [42]. This approach can, in theory, can be applied to any optically active system
with an appropriate energy level structure, though in practice this has been demonstrated
so far only in trapped ions [43] and in NV centres [39]. We note that the approach we
describe here is not the only possible method for remote entanglement generation, there
exist a number of variants [44], some of which we will discuss later.
The protocol involves two optically active matter qubits, with the property that under
some optical excitation the |0Í state remains dark, while the |1Í state is excited to some
short lived, higher energy state, |eÍ. Such an energy configuration is shown in Figure 2.5.
Each qubit is initialised to a state Ôp0|0Í+Ôp1|1Í and then optically excited causing the
|1Í component to emit a photon as it immediately decays from |eÍ.
If we take p0 = p1 = 12 , then the total state after this excitation includes photons
entangled with the matter qubits, resulting in the following state,
| Í = 12 (|0Í|0ÍA + |1Í|1ÍA)¢ (|0Í|0ÍB + |1Í|1ÍB) , (2.8)
where |1ÍA,B indicates the presence of a photon in the corresponding input arm to the
beamsplitter respectively (c.f. 2.5), and |0ÍA,B indicates that there is no photon emitted.
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Figure 2.5: Optical setup for remote entanglement generation
On passing through the beam splitter, these photon channels are transformed as follows:
|00ÍAB æ |00ÍCD
|01ÍAB æ 1Ô2 (|01ÍCD + i|10ÍCD)
|10ÍAB æ 1Ô2 (|10ÍCD + i|01ÍCD)
|11ÍAB æ |11ÍCD.
Where C and D refer to the two output ports of the beamsplitter. Substituting these
expressions into Eq. 2.8, the total state of the system can be written,
|00Í|00ÍCD + 1Ô2 |10Í (|01ÍCD + i|10ÍCD) + 1Ô2 |01Í (|10ÍCD + i|01ÍCD) + |11Í|11ÍCD
Detecting no photons, or two photons, thus leaves the matter qubits in the corresponding,
unentangled states, |00Í or |11Í. However, when a single photon is detected at one of
the output ports, say D, then the resulting state of the matter qubits is the maximally
entangled state,
1Ô
2 (|01Í+ i|10Í) .
Intuitively, we can understand this mechanism, as the beam splitter erasing the path
information of the emitted photons, so in the case that a single photon is detected it can
not be known from which physical qubit its originated. More generally, we should take
the phase between the two locations to have some, possibly unknown, value ◊, which can
arise, for example, due to a di erence in path length in the optical apparatus between the
two arms to the beamsplitter. The process then yields a state
| Í = 1Ô2
1
|01Í+ ei◊|10Í
2
. (2.9)
The weakness of this protocol is that its success relies on being able to guarantee that any
emitted photon will be detected. If some photons are lost, then a single photon detection
could actually mean two things. Either, a single photon was emitted and then detected,
just as we wanted, or two photons were emitted but one was lost before detection. Thus
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a single detector click will in fact indicate a state
ﬂraw = (1≠ r)| ÍÈ |+ r|11ÍÈ11|. (2.10)
So the process has in fact generated a mixed state between our two matter qubits. With
probability (1≠ r) the entangled state is created, and with probability r the unentangled
|11Í state is produced. The probability r depends on the initial state, and the rate of
successful photon detection, pd, and is given by
r = (1≠ pd)p11≠ pdp1 . (2.11)
2.2.1 Protocols to handle photon loss
Due to the challenges of photon collection and detection pd in any real experiment is gen-
erally very small, oftenπ 1%. In this limit r ¥ p1, so starting from an equal superposition
state on the matter qubits, the output state is close to an equal mixture of the intended
entangled state and the unwanted |11Í state. The remaining challenge of remote entan-
glement generation is to generate a pure entangled state, even in the presence of photon
loss. We describe here two di erent approaches, weak excitation and the Barrett-Kok pro-
tocol. Remote entanglement has been demonstrated in a number of systems using these
approaches [39, 43, 45–47]. In Chapter 4 we will introduce a new protocol for entanglement
generation, that makes use of the resources of a network, to address the issue of removing
the |11Í component from ﬂraw.
Weak excitation One solution to this problem is weak excitation [48], where a very
small value of p1 π 1 is chosen, in which case r ≥ p1. The |11Í component is suppressed
in the output state. The probability of success for a single attempt is then p1pd, and the
success rate is
RWE = p1pd.
As well as being very slow, this approach has a major downfall, in that it is sensitive to
phase di erences between the two optical paths from matter qubits to the beam splitter,
which leads to an unknown phase ◊ in Eq. 2.9.
The Barrett-Kok protocol An alternative approach, first proposed by Barrett and
Kok [49], is to require two photons to herald a successful entanglement event. The Barrett-
Kok scheme employs a second round of photon excitation and detection to eliminate the
unwanted |11Í component. This two photon heralding is insensitive to the phase di erence
between the matter qubits, a useful experimental property which would likely lead to a
higher fidelity entangled state. p1 can be set to 12 increasing the success probability for
a single round, but the requirement to see two photons in successive rounds means the
success rate sees a quadratic dependence on pd,
RBK =
1
2p
2
d.
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A variant of this protocol is the anti-bunching scheme used by Monroe et al. in [36]
which makes use of the polarisation of the photons to achieve a pure entangled state. The
success rate follows the same quadratic form,
RM ≥ 14p
2
d
.
2.2.2 The importance of entanglement heralding
Successful entanglement generation in all of these protocols is probabilistic, and may only
occur with very low probability, but importantly, these failures are heralded. That is,
it is known whether the protocol has succeeded or failed. This means the probabilistic
processes need not interfere with our need to deterministically perform operations for
reliable quantum computation. As long as we can use separate qubits for entanglement
generation, we can simply wait until success, and only then use this entanglement to
perform logical operations.
2.3 Entanglement purification
We have seen how entanglement can be generated between distant nodes of a distributed
quantum computer, but the fidelity of the Bell pairs that can be achieved with these
techniques is not likely to be high enough to use immediately for quantum computation.
Imperfect initialisation, noisy operations, and error during measurement will all reduce
the fidelity of the resulting entangled state. So we now ask the question: given low quality
entanglement, how can we transform it into the high quality entanglement that is needed
for computation?
By definition, the entanglement shared between a pair of qubits cannot be determinis-
tically increased by LOCC. But protocols which operate on a number of noisy entangled
pairs can be used to probabilistically create a smaller number of higher fidelity pairs, in a
process descriptively entitled entanglement distillation or entanglement purification, terms
which we will use interchangeably 2. Just as in the chemical equivalent, where some de-
sirable substance which is sparsely distributed in a solution can be concentrated into a
smaller quantity of the solvent, so too, the small amounts of entanglement distributed over
many noisy pairs can be concentrated onto a smaller number of qubits, resulting in higher
‘purity’ entanglement.
In an infinite dimensional Hilbert space an optimal transformation could transform n
copies of a state ﬂ into m copies of a maximally entangled pair: ﬂ¢n Uæ |„+Í¢m, where
m = nS (ﬂ), S being the entropy of entanglement [50]. This result sets a fundamental
upper bound on the performance of any purification procedure. But the limit we face
2We note that in some cases these terms are distinguished, with ‘entanglement distillation’ being used
to refer to methods for increasing the entanglement in pure states, while ‘entanglement purification’ for
increasing entanglement in mixed states. Here we only consider the latter question, and will use both
terms to refer to it throughout this thesis.
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in purification in our network system is a more practical one: we possess only a finite
Hilbert space within each cell, in fact a very small one of only a few qubits. Purification
in this regime cannot be achieved by unitary transformation, rather we must employ
a probabilistic approach to distilling entanglement [51]. The optimal strategy will be
dependent on many factors such as the fidelity of our initial entanglement, the error rates
of local operations, and the number of ‘spare’ qubits we have available at each location.
Here we discuss the methods presented in the literature which tackle the problem of
distilling Bell pairs from mixed states, and assess their performance under the error models
relevant for our network architecture.
2.3.1 Principles of entanglement purification
Let us suppose we wish to create a |„+Í = 1Ô2 (|00Í+ |11Í) state, but given an imperfect
system what is actually produced is a Werner state with fidelity, F ,
ﬂW = F |„+ÍÈ„+|+ 1≠ F3
1
|„≠ÍÈ„≠|+ |Â+ÍÈÂ+|+ |Â+ÍÈÂ≠|
2
.
The principle behind all the purification methods we discuss here is to remove the unwanted
components of the state by performing measurements that project the the noisy state into
the desired state. This is a probabilistic approach; when a measurement ‘succeeds’ we
project the state closer to the desired one, whereas if a measurement ‘fails’ we reject the
outcome and begin again.
To distill a |„+Í state from ﬂ(F ) we recall that the stabilizer generators of the four Bell
states are {XX,ZZ}, {XX,≠ZZ}, {≠XX,ZZ} and {≠XX,≠ZZ}. So by measuring the
XX and ZZ operators on the state ﬂ(F ), with probability F we will obtain the outcome
{1, 1} and the state will have collapsed to a pure |„+ÍÈ„+| state.
We now consider a simple protocol to implement entanglement distillation via such
projective measurements. This must all be achieved with the restricted set of available
operations: local operations within cells, and generation of (noisy) entanglement of the
form of Eq. 2.3.1 between cells.
Parity projection with a shared ancilla Let us first imagine that, in addition to
their entangled pair, Alice and Bob both have access to a shared ancilla qubit. In this
case they can carry out a parity check by preparing the ancilla in the |+Í state, and then
each carrying out CZ gates between the ancilla and their qubit, before measuring the
ancilla in the X-basis, as shown in the circuit in Figure 2.6(a). Measuring the ancilla in
the X basis determines the parity of the state in the Z basis. This action of this circuit
can be understood by considering the action of the gates on the initial state, |+Í ¢ |ÂABÍ,
1Ô
2 (|0Í ¢ I+ |1Í ¢ ZAZB) |ÂABÍ (2.12)
= 12 (|+Í ¢ (I+ ZAZB) + |≠Í ¢ (I≠ ZAZB)) |ÂABÍ. (2.13)
A parity check in the X basis can be achieved by replacing the CZ gates with CNOT gates,
as in Figure 2.6(b). So in practice, to produce a perfect |„+Í state from their initially noisy
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Figure 2.6: Circuits to perform purification using a shared ancilla qubit. (a) Parity pro-
jection on two qubits in the Z basis, and (b) in the X basis.
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Figure 2.7: Circuit to perform a measurement of a) the ZAZB operator and (b) the XAXB
operator using a shared Bell pair.
pair, all Alice and Bob need to do is perform these two parity projections. Given a ‘+1’
(even parity) result in both cases, which will occur with probability F , the measurements
will have collapsed the mixture to a pure |„+Í state.
Parity Projection with a shared entangled pair In the network setup, however,
Alice and Bob don’t have any shared access to a physical qubit. They must make do with
only shared entangled pairs, and LOCC. Fortunately the shared ancilla approach can be
very naturally extended to instead use a shared ancillary Bell pair, |„+Í = 1Ô2 (|00Í+ |11Í),
to perform the parity projection.
They carry out a similar protocol but now perform CZ gates on their two qubits and
then both make a measurement which they must then compare to realise the parity check,
as shown in Figure 2.7. The CZ gates controlled on the entangled pair act very similarly
to the single-ancilla approach, except now there are now two control qubits distributed
between the two locations,
1Ô
2
CZACZB (|00Í+ |11Í)¢ |ÂABÍ
= 1Ô
2
(|00Í ¢ IAB + |11Í ¢ ZAZB) |ÂABÍ.
Expressed in the X basis the state is,
1
2
Ô
2
[(|++Í+ |≠≠Í)¢ (IAB + ZAZB) + (|+≠Í+ |≠+Í)¢ (IAB ≠ ZAZB)] |ÂABÍ.
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Figure 2.8: Circuit diagram for one round of single selection.
So just as before, an even parity outcome between Alice and Bob’s measurements cor-
responds to an even parity projection, 12 (IAB + ZAZB), on the state ﬂAB, and an odd
measurement outcome to an odd parity projection, 12 (IAB + ZAZB). Using two Bell pairs,
Alice and Bob can now carry out the two rounds of parity projection using only LOCC,
and can transform their noisy entangled pair into a perfect one, again with probability F .
Single Selection
The reader may have noticed that using up two perfect |„+Í states to probabilistically
purify a single noisy copy of the same state would hardly constitute an e cient use of
resources. In any real network we will not be lucky enough to have access such a source of
perfect entanglement. But the same procedure will enhance the entanglement when these
perfect entangled pairs are replaced with noisy pairs. We use the term single selection to
refer to the process of using a single noisy Bell pair in a round of entanglement purification,
as shown in Figure 2.8. The original form of this protocol [51] applied depolarising noise
in between successive rounds in order to return the distilled state to Werner form. Later
an improved method was introduced [52] which replaced the application of depolarising
noise by a change of basis between successive rounds.
With only noisy input states it will no longer be possible to achieve perfect entan-
glement in the output. Rather, after repeated iterations of the protocol the fidelity will
converge to some maximum attainable value. Figure 2.9(a) shows the result of multiple
rounds of the single selection procedure. In each round we keep the output of the previous
round, perform a Hadamard transformation on it to change the basis, and then generate
a new noisy Bell pair with fidelity F = 1≠ pn.
2.3.2 Purification with a restricted number of qubits
The question then is how to best combine multiple rounds to achieve the highest possible
fidelity state, in the fewest possible rounds? With a large number of qubits available to us
at each location we might try a pyramid type scheme. Successive rounds would take two
copies of the output of the previous round and then repeat the process after a change of
basis. However the resources required for this scale exponentially in the number of rounds
performed, and so to operate with cells of a small number of qubits we need a di erent
approach. We will discuss several approaches to distillation with a restricted number of
qubits, and compare their performance.
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Figure 2.9: Output entanglement fidelity after multiple rounds of (a) single selection, (b)
pumped single selection on three pairs of qubits, (c) double selection. Each purification
protocol was simulated over 8 rounds for input fidelities, Finput = 0.6, 0.7, 0.8, 0.9, 0.95.
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Figure 2.10: Entanglement pumping. In each round the output state of the previous round
and an input pair are used to perform single selection
Entanglement Pumping
With two qubits, after succeeding at a first round of single selection we are left with a
partially distilled pair, and only a single ‘free’ qubit at each location. This leaves us only
one choice of how to perform further rounds of purification. Successive rounds take as the
input the output state of the previous round and a newly generated input Bell pair, as
shown in Figure 2.10. A change of basis via local Hadamards is also made between every
round. This approach is known as entanglement pumping.
Nested entanglement pumping
Briegel and Dur suggested a more sophisticated approach to entanglement purification in
a restricted space [53], with the idea of nested entanglement pumping, which applies for
any number of qubits > 2. We consider the example of two cells each containing 4 qubits,
which we label A1≠4 and B1≠4. A schematic of the protocol is shown in Figure 2.11, which
proceeds as follows:
1. Generate a noisy entangled pair between each pair Ai and Bi
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Figure 2.11: Nested entanglement pumping with 4 qubits per cell
2. Use the A1B1 pair to purify A2B2 with one round of single selection. Repeat by
generating a fresh pair A1B1 and repeating the purification until the A2B2 pair has
reached the highest attainable purity.
3. Use the A2B2 pair to purify the pair A3B3 with one round of single selection. Repeat
steps 2 and 3 until A3B3 reaches the highest attainable purity.
4. Use A3B3 to purify A4B4 with single selection. Repeat steps 2-4 until the purity of
A4B4 converges.
This procedure can be generalised to any number of qubits per node by simply adding
further nesting levels. More qubits, and therefore more nesting levels, will increase the
fidelity of the final state. This method can achieve higher fidelity levels than single selection
alone, and additionally o ers increased protection against failure as higher nesting levels
are never directly exposed to the high failure risk associated with low fidelity input pairs.
Double Selection
An alternative approach to distillation that makes use of more than two qubits was pro-
posed by Fujii et al. [54]. Unlike the protocols we have considered so far, double selection
takes three entangled pairs as input, rather than two. The protocol is shown in Fig-
ure 2.12. If Alice and Bob share a noisy Bell pair, ﬂ0 = ﬂW (pn), to be purified, the double
selection protocol proceeds as follows. First Alice and Bob create two new input pairs,
A1B1, and A2B2. They then perform a CZ gate locally between qubits 1 and 2, followed
by another CZ gate between qubits 2 and 3. Finally they measure qubits 1 and 2 in the
X basis obtaining outcomes ma1,ma2,mb1,mb2. The circuit for the protocol is shown in
Figure 2.12. The protocol succeeds if ma1 = mb1 and ma2 = mb2. This procedure can then
be repeated by performing a change of basis, and then repeating the above steps with two
new input pairs.
Double selection can attain a significantly higher fidelity than single selection (see
Figure 2.9(c)). It also has a yield which is comparable to or higher than that of single
selection, because although it uses two ancillary pairs per round in comparison to only
one in single selection the fidelity increase occurs significantly faster.
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Figure 2.12: Circuit diagram for one round of double selection.
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Figure 2.13: Maximum entanglement fidelity that can be achieved with multiple rounds of
purification for the three purification protocols described here, single selection (orange),
pumped single selection (green), with 3 qubits (2 nesting levels), and double selection
(red). The state fidelity with no purification is shown for reference (blue).
The reader might notice that this looks a lot like two rounds of single selection, in
fact if the pairs of CZ gates were swapped this is exactly what the circuit would represent.
Given that CZ gates commute with one another, one might well question whether it is in
fact the same. We must remember however that while it is the case that perfect CZ gates
commute, it is not necessarily true that noisy ones do. In fact, this is exactly the source
of the power of the double selection procedure. By swapping the order of the CZ gates
from two rounds of single selection, it becomes possible to detect some of the local errors
that may have occurred in applying the first gate set.
Comparison of protocols
We simulate the three purification protocols we have described in the case that three qubits
are available at each location. We calculate the maximum attainable output fidelity, after
many repeated rounds of purification for each of the approaches. Figure 2.13 shows a
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comparison of their performance. We see that the double selection protocol significantly
outperforms pumped single selection on three qubits.
2.4 Conclusion
We have now gathered all the basic tools that are necessary to carry out universal quantum
computation in a network. We showed that small cells containing at least two qubits can
act as a universal component for quantum operations as long as it is possible to generate
entanglement between the cells. We discussed methods for generating this entanglement
experimentally, and the challenges faced by loss and noise in the process. Finally we looked
at ways of dealing with these imperfections in the entangling process by using techniques
of entanglement purification to probabilistically distill high quality entangled pairs from
noisy ones. Together these tools give us the ability to perform high fidelity operations
across our network even if the entangling connections we have are very noisy. This, in
principle, gives us everything we need to carry out quantum computation in a network. In
the next section we will look in more detail about how these components must be brought
together to achieve this.
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Chapter 3
Quantum computing in a noisy
network
In this chapter we will describe a novel approach to implementing fault tolerance in a network
architecture, which is based on the work of [55]. Further information can be found in Appendix D
and details of the simulations are given in Appendices B and C.
In the previous chapter we introduced the idea of a network of quantum cells, and
showed that such a system can in principle be used for quantum computation. In this
chapter we will introduce a specific protocol for implementing fault tolerant quantum
computation in a network, by combining the network architecture with the surface code
approach to error correction [11] introduced in Section 1.2. The surface code approach
involves repeatedly measuring the stabilizers of the code, which correspond to simple
parity measurements on groups of qubits in either the Z or the X basis. The process of
stabilizer measurement is the fundamental building block of quantum computing in the
surface code. By measuring stabilizers, we can detect and correct errors as they arise.
Moreover, with a suitable of choice stabilizer measurements, and the addition of encoded
magic states [29], we can even manipulate the encoded qubits to perform logical operations.
All of the higher level functions of quantum computing can then be built up from these
repeated parity measurements, and so the challenge of optimising the performance of the
code comes down to the question of how well we can measure stabilizers in the network.
This is the main challenge we will address in this chapter.
For a monolithic implementation of a surface code thresholds have been found to be
0.75% ≠ 1.4% depending on the model [13, 56]. For the network case however, previous
studies have indicated that a cell’s internal error rates must be very low; of the 0.1%
order [44, 53, 57–59] to allow su cient purification. Given that a real machine should
operate well below threshold, such a demand may well be prohibitive. In this chapter we
will describe an approach to network fault tolerance based on a new approach to stabilizer
measurement which achievesx a threshold for the intra-cell operations which is far higher,
and comparable to current estimates for tolerable noise in monolithic architectures.
The remainder of this chapter is structured as follows. In Section 3.1 we discuss the
basic operations of the network. In Sections 3.2 and 3.3 we introduce a novel approach to
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stabilizer measurement in the network, and develop protocols to implement measurement
in this way. In Section 3.4 we describe the full fault tolerance approach and present the
results of threshold simulations.
3.1 Basic operations
In Section 2.1.1 we introduced the quantum cell and its operations. Here we add further
specifications to the architecture that we will consider in this chapter.
The quantum cell. We consider specifically a network where cells comprise four qubits,
and aim to find a threshold in the rates of error of basic operations within each cell. One
qubit in each cell we designate as the data qubit, which will be part of the surface code
state. The other three ancillary qubits will be used to generate and purify entanglement,
and perform operations on the code. We require only three intra-cell operations: two-qubit
CNOT gates and CZ gates, and single qubit measurement in the X-basis. The two qubit
gates errors, which occur with probability pg, and measurement errors which occur with
probability pm, are treated according to the error models described in Section 2.1.1.
Network operations. The network channel between two cells can create shared, noisy
Bell pairs in Werner form (Eq. 2.3). Throughout this chapter we fix the network error
probability to be pn = 10%. This noisy entanglement generation is the sole operation that
occurs over the network, and we refer to the resulting entangled states as input Bell pairs.
We remark that throughout this chapter we assume that all forms of error are equally
likely; in reality, in a given physical system some errors may be more prevalent. For
example phase errors on the network channel might be more common than flip errors,
and similarly the local gates within cells may su er specific kinds of noise. Any such bias
in error occurrences is likely to be ‘good news’ in that it can potentially be exploited by
adapting our protocols, and in this way the error thresholds might be further increased.
In fact we will demonstrate explicitly one particular example of an asymmetry leading to
an advantage in purification in Chapter 4.
External decoherence Our calculations in this chapter do not take into account general
decoherence caused by the external environment. We assume that the rate of thesememory
errors will be much smaller than the noise we introduce from our active operations on
the system to implement fault tolerance. In this case any presence of small amounts of
memory error will simply cause a slight reduction in the threshold we find in the other
error rates. In Section 5.2.2 we carry out simulations to verify that this approximation
is valid. Fortunately many of the systems most relevant to the noisy network approach
have excellent low-noise “memory qubits” available. For example in NV centres at room
temperature, nuclear spins can retain coherence for the order of a second; and for impurities
in silicon the record is several minutes [60, 61]. We would naturally use such spins for our
data qubits.
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Figure 3.1: Monolithic vs. Network quantum computing. A piece of surface code is
represented in the monolithic picture on the left, and in a network architecture on the right.
Here for clarity we depict a 2D planar code; our network simulations will actually employ
the toric code i.e. periodic boundaries. For the monolithic system, stabilizer measurements
are performed by using a dedicated set of ancilla qubits (pink) interlaced with the data
qubits (blue). In contrast, an e cient route to making stabilizer measurements in the
network model is to first purify a shared GHZ state between the cells involved, and then
use this resource to evaluate the stabilizer: The parity of the four qubits measured out
from the GHZ tells us the stabilizer outcome.
Physical timescales Each of these basic operations have timescales that vary consid-
erably between di erent physical implementations. Throughout this chapter we will treat
each of the basic operations, measurement, intra-cell gates, and entanglement generation
as taking the same time to perform. Later we will use this metric to assess the time cost
of each of our protocols. But we emphasise that this approach does not constitute a com-
prehensive analysis of the time cost, rather it should be viewed as giving us a rough idea
of the relative time costs of di erent approaches. This will su ce for the content of this
chapter where we focus on the error protection capabilities of the network. In Chapters
4 and 5 we will address the important question of timing in greater detail.
3.2 Stabilizer measurement in a network
They key question we need to address in order to implement fault-tolerance is how to
measure stabilizers in a network architecture? All the stabilizers of the toric code take the
form of four qubit parity measurements, either XXXX or ZZZZ, and as we described
in Section 1.2.3 the simplest way to measure these operators in a monolithic architecture
is to introduce an ancillary qubit which interacts with the qubits, according to the circuit
in Figure 3.1, before being measured to implement the parity projection. But how should
one find the parity of four data qubits if they are instead incorporated into four di erent
cells? Here we describe first a naive approach, which replicates the ancilla based approach
in the network, and then an approach that is better suited to the network architecture.
3.2.1 Network stabilizer measurement with an ancilla
Since we have seen (Section 2.1.2) that two-qubit gates can be performed across the net-
work using a distilled Bell pair, we can modify the ancilla-based approach to stabilizer
measurement for the network architecture. The four data qubits, and the measurement
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qubit are now all separated into di erent cells, and the CZ gates making up the measure-
ment circuit must now be performed between cells. The network should then be configured
just as the left panel of Figure 3.1 where each single qubit is now replaced by a cell, and
entangling connections are required between neighbouring cells.
3.2.2 Network stabilizer measurement with a GHZ state
In the network each of the cells contains several qubits, and rather than needing to in-
troduce more ancillary cells, we can in fact make use of these ‘built in’ ancilla qubits to
measure the stabilizers more directly, and with fewer resources.
In Section 2.3.1 we described a method for carrying out a parity projection on two
remote qubits, where we used a |„+Í state, 1Ô2 (|00Í+ |11Í), to carry out the check. In
the four qubit case we can generalise this |„+Í state to a four qubit Greenberger Horne
Zeilinger (GHZ) state, |GHZÍ = 1Ô2
1
|0Í¢N + |1Í¢N
2
, where one qubit belongs to each
node. Such a resource can be used to carry out a four qubit parity check in exactly the
same way as in the two qubit case by performing a series of CZ gates between data qubits
and those in the GHZ and then measuring out these qubits in the X basis. This is shown
in Figure 3.1 (right panel).
Consider a system composed of N ancillary qubits, and an N qubit state, |ÂÍ, such
that the total state can be written:
1Ô
2
1
|0Í¢N + |1Í¢N
2
¢ |ÂÍ.
Performing a CZ gate between each of the N ancillary qubits and the state |ÂÍ results in
the state,
1Ô
2
A
|0Í¢N + |1Í¢N
Np
i=1
Zi
B
¢ |ÂÍ.
Transforming to the X basis the state becomes:
3 1Ô
2
4N+1 SUQa ÿ
H(x)even
|xÍ+ ÿ
H(x)odd
|xÍ
Rb¢ I+
Qa ÿ
H(x)even
|xÍ ≠ ÿ
H(x)odd
|xÍ
Rb Np
i=1
Zi
TV |ÂÍ
(3.1)
=
3 1Ô
2
4N+1 SU ÿ
H(x) even
|xÍ
A
I+
Np
i=1
Zi
B
+
ÿ
H(x) odd
|xÍ
A
I≠
Np
i=1
Zi
BTV (3.2)
ketÂ. (3.3)
Where the sum is over all 0 Æ x Æ 2N ≠ 1 and H (x) is the Hamming weight of the binary
string x. The measurement of all the ancilla qubits in the X basis results therefore one of
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Figure 3.2: Stabilizer fidelity compared between the three approaches to stabilizer mea-
surement. Monolithic system (blue line), ancilla based approach in a network (orange
line), GHZ based approach in a network (green line).
the two following operations on the state ﬂ,
 even = I+
Np
i=1
Zi
 odd = I≠
Np
i=1
Zi.
These operations are exactly even and odd parity projections in the Z basis, on N qubits.
In the network then a four stabilizer measurement can be made by generating a 4-qubit
GHZ state distributed amongst the four cells to be measured, without the need for any
ancilla cell. With this approach then we halve the number of cells a network will need to
encode a surface code of a given distance.
3.2.3 Comparison of protocols
Unless local operations are perfect we will always expect the stabilizer measurement pro-
cedure to be lower fidelity in the network case than in the monolithic case. We can
understand this qualitatively by ‘counting up’ the number of local operations required
over the entire protocol which will give us a rough idea of the error incurred over the
entire stabilizer measurement.
For the monolithic case we simply require 4 two-qubit gates and a single measurement
to implement the circuit in Figure 3.1(left panel). So we expect the entire stabilizer to
acquire approximately 5 times the local error.
For the network protocols, we can consider the limiting case that we can create perfect
entanglement. This will naturally place an upper bound on the fidelity of operations we
can achieve. For the ancilla-cell approach each non-local CZ gate requires 2 two-qubit
gates and 2 single-qubit measurements. So this non-local gate acquires 4 times the error
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of a local two-qubit gate. Overall the process of stabilizer measurement acquires 17 units
of local error, including the final ancilla measurement.
Considering the GHZ based approach, we now require 2 two-qubit gates and 2 mea-
surements to generate a GHZ state, followed by 4 two-qubit gates, and 4 measurements to
evaluate the stabilizer. In total then this approach should accumulate approximately 12
units of local error over the stabilizer measurement. Which is an improvement on using
an ancilla based approach in a network.
We make this rough argument quantitative by carrying out a full simulation of each
of these three protocols for implementing a stabilizer measurement under noisy local op-
erations, with pg = pm = p, and determining the overall fidelity1 of the process, F . We
can write the imperfect even parity projection as:
Â even(ﬂ, p) = F (p) evenﬂ †even + (1≠ F (p)) oddﬂ †odd,
where ﬂ is the initial state before measurement,  even is the intended even parity projector
and  odd is the odd parity projector. F (p) represents the probability that the stabilizer
is perfectly measured, and is a function of the local error rate p. The results of our
simulations are shown in Figure 3.2. For small p we see that each approach to stabilizer
measurement F (p) decays linearly with p. Fitting a straight line to the data we find,
monolithic F (p) = 1≠ 4.79p (3.4)
network ancilla F (p) = 1≠ 15.20p (3.5)
network GHZ F (p) = 1≠ 11.05p. (3.6)
Thus we have confirmed that our qualitative reasoning about the error incurred in the
ancilla approach compared to the GHZ approach was correct, at least in the limiting case
of a noise-free network.
So we have seen that we can make use of the ancilla qubits in each cell to build up a four-
qubit GHZ state with one qubit in each cell, which can then be used to directly measure
the parity of the data qubits. This reduces the number of cells required to implement a
given code, and we have shown that the operation has a higher fidelity than an ancilla
based approach. This observation alone is good motivation to suspect that a GHZ based
approach to stabilizer measurement will improve the error threshold of the network, though
determining this explicitly will require a much more involved computation. But before
moving on to an exact threshold calculation, in the next section we will first address
the question of how to e ciently distill a high quality GHZ state across the network.
The higher the fidelity of our GHZ resource state, the higher the quality of the resulting
projective measurement and ultimately this will lead to a greater error tolerance for the
code.
1According to the definition in Appendix B.1.2.
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Figure 3.3: Basic protocol for GHZ creation across four nodes of the network
3.3 Distilling a GHZ state across the network
The simplest approach to generating a GHZ state distributed across the network is rep-
resented in Figure 3.3, and requires two qubits at each node. If we wish to create a GHZ
state between nodes, A,B,C and D, we first generate two Bell pairs between nodes AB
and CD. We can expressed this state as the following,
| Í1 = 12 (|00Í+ |11Í)¢ (|00Í+ |11Í)
= 12 (|0000Í+ |0011Í+ |1100Í+ |1111Í)
= 1Ô
2
(|GHZÍ+XAXB|GHZÍ) ,
where in the last line we have expressed the state in terms of the target GHZ state. We can
remove the second term of this state by generating a third Bell pair between nodes B and
C, and using it to perform a parity projection in the X-basis, as described in Section 2.3.1.
An ‘even’ outcome results in a GHZ state |GHZÍ = 1Ô2 (|0000Í+ |1111Í).
When we include noise in the entangling links and the local operations however, the
result of this procedure will be an imperfect GHZ state. For example, taking pn = 0.9
and pg = pm = 0.01 we achieve a fidelity of only FGHZ = 0.71, which is far too noisy to
achieve fault tolerance. To produce a high fidelity GHZ state we must supplement the
basic procedure with additional rounds of purification.
3.3.1 Hybrid purification protocols
In Section 2.3 we introduced the techniques of single selection and double selection for en-
tanglement purification. Figure 3.4 shows the circuits for implementing the two protocols,
along with a shorthand notation, which we will use to simplify the later circuits.
Rather than simply applying these procedures in their most simple form, we can im-
prove the fidelity of entanglement further by considering a hybrid version of the double
selection procedure where the two entangled pairs required are first purified using single
selection. An example of such a ‘boosted’ protocol is shown in Figure 3.5. In fact, we can
see now there are a great number of possibilities for upgrading the basic GHZ creation
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Figure 3.4: Purification circuits for a) single selection and b) double selection. In a) and
b) we introduce a shorthand notation for the purification circuit, where ‡ = X represents
a parity projection in the X basis and ‡ = Z indicates a parity projection in the Z basis.
protocol by applying some number of rounds of purification, that may itself be boosted
by some lower level purification. Many of these variants may have the same ‘cost’ in
terms of number of input entangled pairs they use, or the expected time to implement the
purification.
To investigate the space of possible purification protocols we consider the general
hybrid purification protocol as shown in Figure 3.6. We then simulate the GHZ distillation
over a range of the values NS,0, NS,1 and ND,1, according to the Figure, and determine the
final fidelity of the output state. For these simulations we fix the error rates at pn = 0.1
and pg = pm = 0.01. Figure 3.7 shows the time required for a given protocol in terms of
the number of basic operations, and its output fidelity. Each point represents a di erent
purification protocol.
These results make clear that there is a tradeo  to be made between the time taken for
distillation, and the state fidelity that can be achieved. The more time (and entanglement
resources) we are willing to invest into the distillation the higher the fidelity of the end
state. However this comes at the cost of potentially making the overall rate of computation
unrealistically slow, or accumulating too much memory error onto the data qubits during
the distillation.
We note that the relative performance of each protocol may change as the error rates
vary, so we treat this only as a rough indication of which protocols will be better. Further-
more, the fidelity of the GHZ state alone is not enough for us to find a threshold, the exact
structure of the remaining noise also matters. To make the final selection of protocol we
carried out full threshold simulations on a number of trial variants, before choosing the
ones presented here.
Based on these findings we select two protocols that operate in di erent regimes of
this time-fidelity tradeo . EXPEDIENT which is relatively fast, and lower fidelity, and
STRINGENT, which takes a longer time, and produces a higher fidelity output state. The
purification protocols involved for each of these are shown in Figure 3.8
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Figure 3.5: Boosted double selection protocol. In this example two of the three input Bell
pairs for the double selection protocol are first purified by a round of single selection. Left:
circuit using the shorthand notation introduced in Figure 3.4. Right: full circuit.
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Figure 3.6: A general hybrid scheme based on the double selection protocol for purification.
The variables NS,0, NS,1 and ND,1 are used to parametrise the purification protocol. NS,0
rounds of single selection are first performed on the lowest level input Bell pair. Then
ND,1 rounds of double selection are performed where NS,1 rounds of single selection first
purify the middle Bell pair.
71
0 20 40 60 80 100 120
0.70
0.75
0.80
0.85
0.90
0.95
1.00
GHZ state minimum preparation time
Fi
de
lit
y





 
 
         
0 20 40 60 80 100 120
0.75
0.80
0.85
0.90
0.95
1.00
Figure 3.7: Protocols for GHZ purification. Each point on the plot represents a particular
distillation protocol. Time required for each protocol is given in units of the time taken to
perform each basic operation. The red points highlight the protocols achieving the highest
fidelity output state for a given distillation time.
Timescales
Our stabilizer measurement protocols are considerably longer than the equivalent proce-
dures for a monolithic architecture, and indeed our approach is post-selective and therefore
of uncertain duration. To estimate the timescales involved, we assign one “time step” to
any elementary operation in our protocol, whether a gate, a Bell pair creation or a mea-
surement, and we assume that the operations within a cell must be strictly sequential.
Furthermore, because we are evaluating an entire ‘sheet’ of stabilizers in parallel across
a large array of many cells we need to be concerned not merely with the average time
that a stabilizer protocol might take, but rather with the time required for a given target
proportion of all stabilizers to succeed (see Chapter 5.1.4 for a detailed discussion of this).
We present an explicit calculation of the duration of each protocol in Appendix D. We
find that the EXPEDIENT protocol has a minimum duration of 33, and succeeds with a
probability 0.22. 50% of attempts are completed after 57 time steps, and 99% after 195
time steps.
In comparison, the STRINGENT protocol takes about five times longer to achieve
the same 99% of complete stabilizers. The minimum duration is 63 time steps, which
occurs with a probability 0.04. 50% of operations are completed after 211 time steps, and
99% after 1067 time steps. These higher costs in STRINGENT are the price paid for the
increased error threshold. Whether EXPEDIENT or STRINGENT is the better protocol to
adopt therefore depends on the relative severity of ‘active’ errors associated with stabilizer
measurement versus ‘passive’ memory errors.
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Figure 3.8: Purification protocols for the EXPEDIENT and STRINGENT methods. Upper
panel shows the three stages of the protocol for both methods, the key in the lower
panel defines the shorthand notation used in the upper panel. Phase 1 creates two Bell
pairs shared between cells AB and CD. Phase 2 completes the GHZ creation with parity
projections between cells AC and BD. Phase 3 shows the circuit for stabilizer measurement
using the distilled GHZ state.
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3.4 Full Fault Tolerance Protocol
We have identified a method of creating a GHZ state across the network. Equipped
with this resource we can now approach the task of building this up into a full imple-
mentation of fault tolerance across the network. For this we must integrate our method
for stabilizer measurement into the full error correction procedure in a surface code as
described in Section 1.2, and carry out simulations to determine how well the network
can tolerate error. To account for the constraints of the network, and for the particular
types of error that we will incur with this approach we must make some changes to the
more generic threshold calculations described in Chapter 1. Here we outline our adapted
approach to performing the threshold calculations. Much greater detail is given on our
simulation methods in Appendices B and C.
3.4.1 Simulating noisy stabilizer measurement
In order to determine the performance of the code in the network setting it is important
to be able to accurately represent the errors that occur during the stabilizer measurement
process. In order to fully capture the structure of the imperfections we rely on a super-
operator representation of the noisy process of stabilizer measurement. We describe this
representation and how it can be obtained in Appendix B. The superoperator provides a
complete description of the noisy operation, and can be considered to be a set of possible
error events and the probability with which they occur. An example is shown in Table 3.1.
For a given set of the error parameters, pn, pg and pm, we perform a full simulation of the
noisy circuit used, and from these simulations derive a superoperator, using the method
described in Appendix B.4.
Given this measurement superoperator we can simulate evolution of the lattice under
repeated stabilization. For each round of stabilizer measurement our model introduces
errors to the qubits randomly, but with exactly the probabilities specified by the super-
operator. Measurement error is accounted for by the terms in the table which return the
wrong result after the projection, in this case the correct result is inverted in the simu-
lation. Physical errors, and the correlations between them are accounted for by the four
qubit error terms in the table which follow each projection. More detail is given on this
simulation procedure in Section C.1.
3.4.2 Probabilistic stabilizer measurement
As we have mentioned in Section 3.3.1, the GHZ distillation process, and therefore also the
stabilizer evaluation, is probabilistic. This means in any fixed time we can never guarantee
that all stabilizers will have been evaluated. To avoid this issue, we instead impose a cuto 
time, after which any unevaluated stabilizers are abandoned and the computer proceeds to
the next round of measurement. We set this time limit such that every stabilizer has a 99%
chance of being evaluated in any given round. We discuss the handling of probabilistic
stabilizer measurement in much greater detail in Section 5.1.4.
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Measurement error Physical error Probability
- I 0.9117
LIE I 0.0617
- IIIZ 0.00681
LIE IIIZ 0.00674
- IIIX 0.00314
- IIIY 0.00314
LIE IIIX 0.00314
LIE IIIY 0.00314
- IIXX 0.000182
LIE IIZZ 0.000127
... ... ...
Table 3.1: Listing of weighting coe cients for one example superoperator, describing
a noisy parity projection on four qubits. Only the 10 most probable events are shown
here. The top row represents the event that the attempted parity projection is perfectly
performed. A LIE in the measurement error column indicates the event that the parity
projection returns the wrong result, the outcome is inverted. The operator in the physical
error column shows the set of Pauli operations which are subsequently applied to the four
measured qubits. Twirling is applied to the state after the parity projection, as described
in Appendix B.5, such that there is no asymmetry between the probability of errors over
the four qubits. The probability value in each row corresponds to the total probability of
the physical error shown and all its permutations over the four qubits.
3.4.3 Scheduling stabilizer measurement
Each qubit in the body of the lattice is part of four di erent stabilizer groups. Therefore in
a physical implementation the measurement of a full cycle of stabilizers is divided into four
distinct rounds: two of plaquette measurement, and two of star measurement as shown in
Figure 3.9. For the purpose of simulation it is desirable to break down the evolution of the
lattice into complete rounds of perfect plaquette or star measurement separated by rounds
of errors. This can be achieved by making use of the fact that stabilizer superoperators
can be decomposed in di erent but equivalent ways, namely that the possible error events
can be written with the Pauli errors either preceding or following a parity projection. We
discuss this in more detail in Appendix C.1.4.
3.4.4 Simulation and Decoding
In order to assess the performance of our fault tolerance protocols, we wish to identify
the threshold error rate of the local error parameters. We recall that if an increase of
the network size allows us to protect a unit of quantum information more successfully,
then we are below threshold. Conversely if increasing the network size makes things
worse, then in e ect the stabilizers are introducing more noise than they remove and we
are above threshold. To identify this behaviour we simulate the evolution of the lattice
under repeated rounds of noisy stabilizer measurement specific to the EXPEDIENT and
STRINGENT protocols, followed by an attempt at decoding the resulting syndrome [23, 62].
A given numerical experiment is a simulation of 100 complete stabilizer measurement
75
tim
e
sub
set
 2
pos
t er
ror
s
sub
set
 1
qubit
Z-stabilizer
subset 1
Z-stabilizer
subset 2
X-stabilizer
subset 1
X-stabilizer
subset 2
(no errors between subsets)
pri
or e
rro
rs
Figure 3.9: Scheduling stabilizer operations. The right side graphic shows the standard
arrangement of one complete stabilizer cycle, involving Z and X projectors (square symbols
indicate that the four surrounding data qubits are to be stabilized). Because a given cell
can only be involved in generating one GHZ resource at a given time, each of these two
stabilizer types must be broken into two subsets; see main figure. Fortunately in our
stabilizer superoperator S(ﬂ) we can commute projectors and errors so as to expel errors
from the intervening time between subsets, so allowing them to merge.
cycles on an initially perfect array of a given size, L, after which we attempt to decode a
Z measurement of the stored qubit. The result is either a success or a failure; for each data
point we perform at least 10,000 trials to determine the failure probability. Network error
rates are fixed to 10% in all cases. The intra-cell gate and measurement error rates are
set equal, pm = pg, and tested over a range of values for lattice sizes of L = 8, 12, 16, 20.
3.4.5 Results
The results are shown in Fig. 3.10; in summary, setting the network error rate to 10% one
finds threshold local error rates of about 0.6% for EXPEDIENT, and 0.775% for STRIN-
GENT respectively.
In order to make a clear comparison with the threshold that can be achieved with the
monolithic architecture, the same superoperator decomposition and numerical simulation
was applied also to this case. Note that this approach requires initialisation of the single
shared auxiliary qubit; we used the value of pm as the fidelity of this initialisation. In this
case we see that the threshold is between 0.9% and 0.95% and is therefore comparable to,
but still higher than that obtained by STRINGENT.
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Figure 3.10: Performance of the EXPEDIENT and STRINGENT network protocols, given
a toric code with n rows ◊ n columns (2n2 qubits) of data qubits. In each case the
the threshold is identified (red square) as the highest percent error rate (x-axis) where
the di erent lattice sizes are ordered as expected below threshold. That is, the larger
the lattice size, the longer the time to failure. Insets: typical final states of the toroidal
array after error correction. Yellow squares are flipped qubits, green squares indicate the
pattern of Z-stabilizers. Closed loops are successful error corrections; while both arrays
are therefore successfully corrected, it is visually apparent that the above-threshold case
is liable to long paths.
3.5 Conclusion
We have described an approach to ‘noisy network’ quantum computing, and shown that
relatively high rates of error within each cell can be tolerated, while the links between the
cells can be very error prone (10%). This work therefore largely closes the gap between
error tolerance in networks versus monolithic architectures.
The thresholds of the EXPEDIENT and STRINGENT protocols are considerably higher
than those found for networks in prior work; for example in the work of Li et al. [58] which
found a threshold local error rate in the region of 0.1% for a network with three qubits
per node. The improved rates we see here result from generating and purifying a GHZ
resource state over the network, followed by a one-step stabilizer measurement, a protocol
which requires four qubits in each node of the network. Thus adding one additional qubit
to each cell has dramatically improved the tolerance to local errors. One might then
wonder if adding further qubits could result in further significant increases in threshold.
However, we can view the error threshold of the monolithic case, of ≥ 1%, as an upper
bound on what can be achieved in a network. Since we already see a threshold of 0.775%
in the network, adding extra qubits to each cell, or including more intensive purification
in the measurement process cannot boost the threshold by any significant amount. Thus
it seems that four qubits per cell represents a sweet spot in the trade o  between resources
and error tolerance.
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Figure 3.11: Performance of the monolithic architecture, to be compared with the graphs
in Fig. 3.10 for the network architecture.
Remembering that the monolithic structure has only high quality links, while in the
network case we have essentially replaced a large number of these links with very noisy
ones, it may at first seem fairly surprising that it is possible to achieve thresholds that
are so close in the two cases. The cost of the network is largely hidden when talking only
about error tolerance. The price we pay is rather in the time we must invest in purification.
In order to fully assess the practicality of a network we must also consider these costs in
time. This will be the goal of the next two chapters.
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Chapter 4
Extreme Photon Loss
Entanglement Generation
In this chapter we will introduce the EPL protocol for entanglement generation in a network
architecture, which forms a part of the work presented in [63]. Further information can be found
in Appendix E.
The protocols described in the previous chapter achieved a high resilience to network
noise by employing repeated entanglement generation, and purification methods. These
are probabilistic, and time-consuming operations, and to be confident of the feasibility
of such a scheme it is important to fully consider not only the error thresholds, but also
the time resources required. In the next chapter we will consider a full calculation of the
operational speed of a toric code quantum memory in a network architecture, and how
this speed can be optimised by combining e cient purification protocols, and optimal
choice of cell architecture. Without requiring any detailed analysis, however, it is clear
that a significant contributor to the running speed of the device is the process of remote
entanglement generation. In any of the physical systems we consider (see Section 2.1)
this is the slowest basic operation by a long margin when compared to the fast two qubit
gates, and single qubit rotations that can be performed within a cell. To maximise our
potential running speed we must optimise the mechanism by which the initial entanglement
is achieved between cells.
In this chapter we reconsider the process for remote entanglement generation, and
introduce the extreme photon loss protocol (EPL) which significantly reduces the time for
entanglement generation in the regime of high photon loss. We begin by reviewing the
methods of optical entanglement generation and their challenges in Section 4.1, before
introducing the EPL protocol in Section 4.2. We then consider the performance of this
protocol under realistic scenarios of noise, and other sources of imperfection in Section 4.3
4.1 Optical entanglement generation
In Section 2.2 we described several typical schemes for optical entanglement generation:
the Barrett-Kok method [49], and the weak entangling approach [48]. The major challenge
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these protocols must address is photon loss. In all cases successful entanglement generation
is heralded by the detection of photons emitted from the remote cells. But in a realistic
system many of the photons emitted will fail to ‘make it’ through the system and yield a
detector click, whether due to loss or detector failure. When this is the case one cannot
distinguish between a single photon emission, and a two photon emission followed by the
loss of one of these photons. This uncertainty leaves the remote physical qubits in a mixed
state. To get around this issue the Barrett-Kok protocol described in Section 2.2 relies
on heralding by two photons. This means that the rate of successful entanglement has a
quadratic dependence on the probability that a photon avoids loss. With pd is the photon
detection probability, the Barrett-Kok protocol has a success rate of
RBK =
1
2p
2
d.
The quadratic dependence is punishing when losses are severe and only rare photons are
captured and detected. The use of cavities to enhance matter light coupling may eventually
allow more sophisticated entanglement channels (as recently demonstrated [64, 65]) but
here we assume that cavities are not employed, and therefore we must minimise the impact
of loss.
However, here we show that we can distinguish an additional feature of the network
architecture that will allow us to outperform these previous results. Namely that in
previous protocols it was assumed that each remote location comprised only a single qubit.
With a pair of cells however, we have additional ancillary qubits at each location. We will
now show that we can make use of these extra qubits to achieve entanglement generation
with a success rate that is linear in the photon loss rate. We adapt a scheme of Campbell
and Benjamin [1] called the ‘Extreme Photon Loss’ protocol (EPL), which requires one
additional qubit at each site and results in success rate
REPL ≥ 18pd.
4.2 The Extreme Photon Loss (EPL) protocol for entangle-
ment generation
In [1] Campbell and Benjamin proposed a scheme to exploit the low grade entanglement
heralded by the detection of a single photon (as in equation (2.10)) to probabilistically
perform a high quality gate. Here we integrate these ideas with our approach to error
correction in a network to enhance the rate of entanglement where the network connections
are very lossy.
We first describe the basic implementation of the EPL protocol and show how it can
tolerate photon loss, and systematic phase errors. Initially we will neglect all other sources
of imperfections, such as dark counts and errors in local operations.
The first stage of the protocol follows the same procedure as the approach of Barrett
and Kok. The two remote qubits are initialised to the state Ôp0|0Í +Ôp1|1Í, where the
|1Í state is optically active. Both qubits are excited and the emitted light from the two
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cells is routed through a beam splitter, followed by detection at each output port. As
described in Section 2.2, in the case of perfect photon detection a single photon detection
heralds the formation of the entangled state,
| Í = (|01Í+ ei„|10Í)/Ô2,
between the remote qubits, where „ is some phase introduced due to the optical apparatus.
In the case that photons may be lost, however, another possibility, having observed a
single detector click is that in fact two photons were emitted, but one was lost before
being observed. In this case the physical qubits are left in the unentangled |11Í state.
This uncertainty about the emitted photons given a single photon detection leaves the
remote qubits in the mixed state that we refer to as the ‘raw’ state,
ﬂraw = (1≠ r)| ÍÈ |+ r|11ÍÈ11|.
The ratio r depends on the severity of photon loss, and in the case that p0 = p1 = 12 it is
given by
r = 1≠ pd2≠ pd .
In the limit of loss tending to unity, r æ 12 . This can be intuitively understood by noticing
that the state |11Í generates two photons meaning it has twice the probability of registering
a single photon detection than | Í which generates only one photon. On the other hand
the state | Í has twice the probability of |11Í in the original product state. These factors
compensate and the two states have equal weight in the mixture.
As discussed in Section 2.2, the Barrett-Kok protocol, which involves only a single
physical qubit at each location must invoke another round of measurement and excitation
to remove this unentangled component from the mixture. Given a second qubit at each site,
however, we can take a di erent approach: we store ﬂraw and attempt to create another
such pair, on a second pair of qubits. Note that there will typically be many heralded
failures, i.e. instances where no detector ‘click’ is reported, before another success is seen.
Provided that the apparatus does not su er phase ‘drift’ between the two successful events,
then the second entangled pair will have exactly the same form, ﬂraw.
Having obtained two noisy entangled pairs, each of the form ﬂraw, we now apply CNOT
gates locally within each cell according to the circuit in Fig. 4.1. These CNOTs map each
of the pure states within our ﬂraw¢ ﬂraw mixture as follows, where we take the left-side to
be the controlling qubits, and the right-side as the target qubits:1
|01Í+ ei„|10Í
2 1
|01Í+ ei„|10Í
2
æ |01Í
1
|00Í+ ei„|11Í
2
+ei„|10Í
1
|11Í+ ei„|00Í
2
(4.1)
|11Í
1
|01Í+ ei„|10Í
2
æ |11Í
1
|10Í+ ei„|01Í
2
(4.2)1
|01Í+ ei„|10Í
2
|11Í æ |01Í|10Í+ ei„|10Í|01Í (4.3)
|11Í|11Í æ |11Í|00Í. (4.4)
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Figure 4.1: Circuit diagram for extreme photon loss entanglement generation. The pairs
of grey-shaded stars represent the generation of the highly mixed ﬂraw obtained when a
single ‘click’ is seen. An entangled pair is heralded by a 1,1 outcome when the first qubit
at each site is measured in the computational basis.
The protocol then calls for the one of the qubit pairs, the right-side pair in the present
notation, to be measured in the Z-basis. Any result other than “11” is rejected. We see
that only the first of the four terms listed above can pass this filter. Collecting the terms
from Eqn. (4.1) we then find the state of the remaining qubit pair is
|ÂEPLÍ = 1Ô2e
i„!|01Í+ |10Í".
Thus we have eliminated both the |11Í component due to photon loss and the unwanted
phase „ which now appears only as a global phase on the two qubit state. This outcome
occurs with probability 12(1≠ r)2 = 12(2≠ pd)2, i.e. 18 when pd æ 0.
4.2.1 Performance
Recall that the Barrett-Kok protocol relies of two rounds of excitation and successful single
photon detection leading to an overall success probability that is quadratic in the detection
probability,
RBK = (1≠ r)p2d.
The reader will notice that the EPL protocol also requires the successful detection of two
single photons, although there is a crucial di erence between the two scenarios. With a
single qubit we require the two photon detections to be successive. With an additional
qubit pair, we instead create two copies of the initial state, and therefore remove the
requirement for the two successful photon detections to be adjacent. Our second attempt
may fail many times before finally succeeding, but we need not throw away our first
success. This means the two photon detection events we are waiting for are independent
of one another, and the overall success rate therefore scales linearly in pd. This greatly
increases the speed of entanglement generation in the high photon loss regime. Assuming
only one entangling channel, the success rate is given as
REPL =
1
2(1≠ r)
2pd.
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Figure 4.2: (a) The success rate of a single photon detection event, ps, multiplied by a
factor of 50 for visibility (orange line), and the success rate of the EPL distillation protocol,
pEPL, (blue line) are shown for pd = 0.5%. The total success rate, which is the product of
the two is shown (green dashed line) amplified by a factor of 500 for visibility. (b) Speedup
of EPL protocol relative to Barrett-Kok protocol.
Thus the speedup over the Barrett-Kok approach in the limit of low pd is
REPL
RBK
= 14pd
.
If the pairs can be produced simultaneously (as in a suitable ion trap, see Section 5.3) we
see a further speedup to 13pd .
At high rates of photon loss this is a significant speedup, for example, with pd = 0.1%
the EPL approach would give a 250 times speedup in entanglement production over the
Barrett-Kok protocol, see Figure 4.2(b). Bernien et al. demonstrated the first remote
entanglement between NV centres [39]. They report a detection probability of pd =
4◊ 10≠4 and and attempt rate R = 20kHz which results in a entanglement rate of about
one every ten minutes using the Barret-Kok method. Using the EPL protocol we would
expect entanglement once a second, a speedup factor of 600 without enhancements to
the e ciency of the apparatus. In [44] Monroe et al. propose a detection probability of
pd = 0.002 and a repetition rate of R ≥ 2MHz as achievable in ion traps. With the EPL
protocol we would expect an entanglement rate of 500Hz, a speedup factor of 125 over the
4Hz that can be achieved with double heralding. It would seem that by combining this
enhanced protocol with modest further enhancement to the apparatus, kHz rates should
be possible.
4.2.2 Asymmetric initialization
In general we need not start from an equal superposition, but can rather initialise the two
matter qubits in the state,
|ÂinitÍ = Ôp0|0Í+Ôp1|1Í.
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This a ects the success rate in two ways. The probability of observing a single photon is
now given by
ps = 2p0p1pd + 2p21(1≠ pd)pd,
and the probability of the EPL protocol succeeding becomes
pEPL =
1
2(1≠ r)
2 = 12
3
p0
1≠ pd(1≠ p0)
42
.
So the success probability increases when p0 is larger, since a larger fraction of the mixed
state is in the entangled state. These two probabilities are shown in Figure 4.2(a). The
overall success probability, pT = pspEPL, is also shown in the Figure. The maximum
success probability1 is achieved at pú0 ¥ 23 .
The choice of the initial state also a ects the fidelity of the entanglement generated,
and in the next section we will see that there is a trade-o  to be made between this fidelity
and the achievable success rate.
4.3 Performance under noisy operations
In the previous section we considered only the e ect of photon loss on the generated
entanglement. In practice there are, of course, many additional sources of error in the
system. Noise in both the network and in the local gates and measurements will reduce
the fidelity of the output state. Here we will consider the e ects of these other errors, and
confirm that for all levels of noise relevant to the devices we are considering the result of
this process is to generate a state ﬂEPL which is far higher fidelity than the two parent
states, ﬂraw.
We first consider the four major contributors to noise in the final state - errors in
two-qubit gates, noisy measurements, imperfect entanglement generation, and phase drift.
We will shortly describe each of these sources in detail. To assess the relative impact of
each source of noise we first select an initial set of error parameters, as shown in Table 4.1,
which are chosen to be realistic physical values. For each of our error parameters, we then
calculate the fidelity of the generated entangled pair over a range of values, with every
other noise source fixed. To generate the output state under noise, we simulate the full
noisy circuit for the distillation, using the methods described in Appendix B. The results
of these calculations are shown in Figure 4.3.
In the case of each error the output fidelity is indicated by the solid blue line, while
the input fidelity is shown by the dashed blue line for reference. In each case there is
a significant region of the plot for which the output fidelity exceeds the input fidelity.
Importantly in each plot we see that our chosen default parameter set lies well within this
region of entanglement enhancement. From these results we can see that the two qubit
gate error, and the network noise, which we expect to be large in practice, will be the two
biggest contributors to imperfections in the final state.
1This value 23 holds for small pd, but the optimal value for p0 is a function of pd and decreases as the
detection probability increases, pú0 = 23 ≠ 227pd ≠O(p2d).
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Figure 4.3: Fidelity of the EPL entangled state dependence on basic operations of the
protocol. Solid blue lines show the fidelity of the EPL-generated entangled pair. Green,
red, and orange solid lines show the prevalence of the |Â≠Í, |„+Í, and |„≠Í Bell states
respectively. Dotted lines show the prevalence of each Bell state component in the initially
generated raw state. In each plot one error parameter varies while the other remain fixed
at the default values pn = 0.1, pm,bright = 0.01, pp = 0.01, pg = 0.05 and pd = 0.0005. The
default point in indicated in each plot (blue square). (a) The two qubit gate error rate
a ecting the CNOT gates in the EPL circuit. (b) The measurement error rate. We show
here the result for measurement error rate of the dark state only, since this is the main
contributor to the total measurement error. (c) Phase drift, pp, which is the probability of
the qubits acquiring a phase error between the generation of the two raw entangled pairs.
(d) The fidelity of the entangled component of ﬂraw, pN .
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Noise parameter Default value
Detection probability pd 0.0005
Two qubit gate error pg 0.05
Bright state measurement error pm,bright 0.01
Phase Drift pp 0.01
Network error pn 0.1
Table 4.1: Default error parameter values for Figure 4.3
Noisy intra-cellular operations
The local operations within each cell required to perform the distillation protocol shown
in Fig. 4.1 will be imperfect in any real implementation. We use the noise models in
Section 2.1.1 to describe the two-qubit gate error, pg and the measurement error. We
distinguish between the measurement error of the ‘dark’ state, pm,dark, and the ‘bright’
state of the matter qubits, pm,bright. A convenient feature of the EPL protocol is that
the desired measurement outcome, |11Í, can be made to correspond to ‘bright’ states,
which have a higher measurement fidelity than their ‘dark’ counterpart in several optical
systems.
Imperfect entangled states
In our earlier description of the EPL protocol we assumed that in the absence of photon
loss, the detection of a single photon would perfectly herald the entangled state |Â+Í ©
(|01Í+ |10Í)/Ô2. To account for imperfections in the network we model the output state
as a Werner state of the form
ﬂW (pN ) = (1≠ pN ) |Â+ÍÈÂ+|+ pN3
ÿ
i=1,2,3
|„iÍÈ„i|, (4.5)
where the „i are the other three Bell states, and pN is the network error. We re-emphasise
that this noise model is actually quite general, since any state can be ‘twirled’ into this
form using local operations. A single photon detection then leads to the following form of
raw entanglement,
ﬂraw = (1≠ r) ﬂW (pN ) + r|11ÍÈ11|. (4.6)
We note that although the form of ﬂW is exactly the model we have used for noisy entan-
glement generation in Chapters 2-3, here it should be thought of as making up ‘half’ of
the generated entanglement, since two copies of ﬂraw are used in the EPL protocol. We
therefore characterise the network noise by a di erent variable, pN , to distinguish this
from the earlier examples, where pN can be thought of as roughly half the level of the
total network noise, pn = 2pN .
Phase drift
In Section 4.2 we assumed that the two raw entangled pairs generated were identical, and
of the form 1Ô2(|01Í+ ei„|10Í). We saw then that the EPL protocol is interferometrically
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stable against this unknown phase, „. Given that a substantial time may pass between
created of the two raw entangled pairs, we must also account for some unknown phase
drift that occurs in the network such that this „ value has changed by a small o set ” by
the generation of the second pair. In this case the ‘success’ term from Eq. 4.2 becomes
|ÂphaseÍ = 1Ô2
1
ei(„1+”)|01Í+ ei„1 |10Í
2
= 1Ô
2
ei„
1
|01Í+ ei”|10Í
2
.
If ” is random, and zero on average then the e ect of this phase shift can be described as
a probabilistically applied Pauli-Z operation applied to one of the qubits in between the
two rounds of entanglement generation. As we show in Appendix B.2, we can then write
the second generated state as,
ﬂ2raw = (1≠ pp) ﬂ1raw + ppZ1ﬂ1rawZ1, (4.7)
where ﬂ1,2raw are the first and second copies of the raw state.
4.3.1 Using asymmetric initialisation
In Section 4.2.2 we saw that when the matter qubits are initialised to a state Ôp0|0Í +Ô
p1|1Í then we maximise the rate of entanglement generation by setting p0 ¥ 23 . However
by moving away from this equal superposition, and at the cost of reducing the success
rate, we can increase the fidelity of the output entanglement. The output fidelity is shown
over a range of p0 in Figure 4.4. By reducing p1, r is reduced, and since with noise in
the operations we only partially remove the |11Í component from ﬂraw, this translates into
a higher fidelity output. We will consider this tradeo  between time, and entanglement
quality in designing the fault tolerance protocols in Chapter 5.
4.3.2 Other sources of imperfection
In addition to the sources of error already addressed, which will be explicitly included
in our simulations, we also consider the robustness of the EPL protocol to several other
sources of imperfection.
Dark Counts
Our protocol proves to be quite robust versus the issue of dark counts; a full analysis is
presented in Appendix E.1. We show that the key parameter is d = pdc/pd where pdc is
the probability that a given detector registers a dark count in the detection window of a
single entanglement attempt. Provided that d . 10≠2 then to a good approximation dark
counts simply increase the network infidelity; for example if we set r = 1/2 then finite
dark counts result in pN æ pN + 3d.
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Figure 4.4: Fidelity of entanglement generated through the EPL protocol under asym-
metric initialisation of the matter qubits to a state Ôp0|0Í+Ôp1|1Í, where pd = 0.0005 .
Calculations performed under noisy local operations, where pg = 0.05, pm = 0.01. While
network noise pN = 5% and pp = 1%. Increasing p0 leads to a higher fidelity output state.
Restricted Failure Attempts
We assumed in Section 4.2 that we could wait indefinitely for the second photon click
indicating the creation of our second ‘raw’ pair. However, in reality, decoherence will
gradually corrupt the first stored copy, which will mean we will be forced to abandon it
after some finite maximum waiting time. We carry out a full calculation of this scenario
in Appendix E.2. If a maximum of Q attempts can be made to generate the second copy
of ﬂraw, then the speedup relative to the Barrett-Kok protocol becomes
REPL
RBK
¥ 14
3
pd +
1
Q
4≠1
.
The restriction of Q becomes relevant when Q . 1/pd. In the limit that pd æ 0 the
speedup becomes Q4 , thus the advantage reaches a finite maximum. As long as Q is
su ciently large we can still expect a significant speedup.
4.4 Conclusion
The high levels of photon loss in most experimental systems result in very slow remote
entanglement generation when only a single qubit is available at each location. We have
shown that with realistic physical parameters this rate can become many hundreds of times
faster by using just one additional qubit at each site and employing the EPL protocol.
Importantly, we have also shown that this protocol is robust to all the sources of noise we
might expect to su er from in a real network system. In the next chapter we will integrate
this EPL entanglement into the quantum error correction techniques of Chapter 3 in order
to calculate the potential operational speed of such a device.
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Chapter 5
Quantum computing in a lossy
network
In this chapter we extend the fault tolerance protocols of Chapter 3 to operate quickly and
robustly even in the presence of severe photon loss. The ideas explored here are based on the work
in [63]. Further information can be found in Appendix F and details of the simulations are given
in Appendices B and C
In Chapter 3 we constructed a protocol for fault tolerance in a network that demon-
strated robustness to noise in the links between cells. Using suitable purification protocols
we found a threshold of up to 0.8% in the local error rates, with a network error rate of
10%. However there is an additional resource that will ultimately be vital to the viability
of any scheme for quantum computation, that we have so far only loosely considered: time.
All the protocols we employ require repeated entanglement generation and probabilistic
distillation to produce high fidelity entangled pairs, so we must invest time in order to
combat the noise of the network. But one cannot wait indefinitely for a quantum com-
putation to finish, and in order to claim that this approach presents a realistic route to
scalable quantum computing we need to establish that it can operate at a fast enough rate
to be of practical use.
Our approach here is an evolution of the scheme presented in Chapter 3. We adapt the
fault-tolerance protocol to be as time-e cient as possible by employing the EPL method
for entanglement generation introduced in Chapter 4. Doing this we develop protocols
that are also robust against severe loss whilst maintaining their resilience to noise. Our
approach requires a total of at least five qubits per cell: four qubits for purification of noise
on the cell-cell coupling links, and one data qubit that is involved in the actual quantum
computation. Ion traps, SQDs and NV centre systems can all scale to five qubits. However
with ion traps and SQDs we may eventually have the luxury of tens of qubits per cell. In
that case we can make good use of the additional structure. In Section 5.3 we discuss how
the architecture of the cell can be designed to enhance the processing speed of the device
by supporting parallelisation.
In our calculations in this section we target specifically the ion trap architecture, which
currently o ers the highest fidelity qubit operations. Focussing on one architecture allows
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us to be more specific in the error models employed, which we can use to our advantage
in developing more refined protocols for stabilizer measurement. We go on to analyse
the ‘clock speed’ of the resulting computer in Section 5.4. We find that with a modestly
complex cell design, and using physical parameters that are achievable today, can result
in kilohertz rate stabilizer measurement.
5.1 Fault tolerance protocol
In this section we describe the di erent aspects of our adapted fault-tolerance protocol.
The approach here is based on the same principles as the scheme we introduced in Chap-
ter 3. Stabilizer measurement is performed by first purifying a GHZ state distributed
across four nodes of the network, which can then be used to directly measure the parity
of the four data-qubits of the code. Optimising the error tolerance, and in this case also
the speed, of the code boils down to the task of optimising the GHZ purification protocol.
5.1.1 Error model for trapped ions
We choose a model for errors based on recent ion trap experimental values. The cells’
internal error rates are taken to be the best currently demonstrated in an ion trap system:
a two qubit gate error rate of 0.1% and a measurement error rate of 0.05% [5, 30]. We look
to optimise the network error rate pn, which has not yet been the object of such intense
experimental optimisation as the intra-cell parameters. Thus our threshold calculations
will give a benchmark rate for network error where quantum error correction would become
feasible.
5.1.2 Entanglement generation
We use the EPL protocol introduced in Chapter 4 to generate entanglement across the
network. This involves first generating two copies of the intermediate, ‘raw’ entangled
state,
ﬂraw = (1≠ r)ﬂentangled(pN ) + r|11ÍÈ11|,
where ﬂW (pN ) is a noisy Bell pair in Werner form (Eq. 2.3) su ering from a network error
pN . Carrying out the EPL purification protocol, as described in Section 4.2, between the
two pairs probabilistically generates an entangled state, ﬂEPL. All the operations within
a cell are treated as noisy according to the error models given in Section 2.1.1. We note
that this network noise pN should be thought of as being roughly half of the network noise
parameter, pn, used to describe the final entangled state, since two rounds of this noisy
process are required to generate it. For continuity we will use only the parameter pn in
the following, and we define pN = pn/2.
We choose to include an asymmetry in the initial state of the matter qubits
Ò
3
4 |0Í+Ò
1
4 |1Í to increase the output fidelity of the EPL protocol as discussed in Section 4.3.1.
This gives a value of r ¥ 14 . With a photon detection probability of pd we then expect to
successfully generate entangled pairs at a rate of Re =
Ô
3
16 pd.
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The EPL protocol is interferometrically stable against any fixed phase shift, for ex-
ample any di erence in the path length from the two remote qubits to the beam splitter.
However, any change in phase that occurs between the generation of the two copies of ﬂraw
will act as an error on the output state. To account for this we take the phase shift in the
EPL entanglement generation, pp, to be 1%. Details of the error model can be found in
Section 4.3.
5.1.3 GHZ distillation
We take the EPL-derived Bell pairs, ﬂEPL, as the basic resource for our GHZ creation1,
and adapt our purification methods for e ciency under this new input. The purification
methods used in Chapter 3 were based entirely on 2-qubit parity projections, using a Bell
pair. Here we find an advantage by using two 4-qubit GHZ states in a round of purification,
as shown in Figure 5.1(a).
We introduce three new variants of this purification protocol with varying time-versus-
fidelity tradeo s. These are depicted in Figure 5.1(b)-(d). The BASIC protocol is fast but
tolerates only a limited network error rate. The REFINED protocol carries out several
rounds of entanglement distillation making it much more robust against noise, but also
quite time consuming. The MEDIUM option sits between these two extremes.
5.1.4 Stabilizer measurement
Having distilled a GHZ state across four nodes of the network, a stabilizer measurement
is then performed by performing the parity projection circuit shown in Figure 3.1. As
discussed previously in Section 3.4.3, to measure a complete set of stabilizers we must
divide up the measurements into non-overlapping rounds, a feature which will feed into
our simulations. This means that each complete stabilizer measurement cycle comprises
two half-rounds of plaquette measurement, and two half-rounds of star measurement. We
thus require a total of four rounds of GHZ state distillation for each cycle of stabilization.
Given that we are now aiming to perform error correction as fast as possible, the
probabilistic nature of stabilizer measurement presents us with a challenge. While we can
roughly evaluate ‘how long’ GHZ distillation takes by counting the entangled pairs con-
sumed, or calculating the expected time to successfully pass all the rounds of purification,
this does not tell the whole story. To fully account for all the possibilities we must consider
the distribution of time until success for each of the distillation protocols. We show an
example of the timing distribution for GHZ state distillation under the three purification
protocols in Figure 5.2.
Over the whole qubit lattice, it is very likely that one of our attempts at distillation
will be ‘unlucky’ and repeatedly fail the purification process. Even more problematic is
the fact that the time for all the necessary GHZ states in a round to be distilled increases
as the lattice size grows. This is a potential di culty in performing a complete round of
stabilizers over the entire computer – should we wait until the very last stabilizer has been
1Optionally we could use the EPL protocol [1] to perform some, or all of, the parity projections involved
in creating the GHZ, however this possibility is not explored here
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Figure 5.1: Distilling a GHZ state with EPL generated entanglement. (a) Main circuit
for GHZ distillation. Two GHZ states are produced and one is used to make a 4-qubit
parity projection onto the other. The double-line stars represent the input entanglement
generation into this process. Varying levels of purification are applied to this initial en-
tanglement according to the protocol. (b)-(d) The three di erent protocols, the BASIC,
MEDIUM and REFINED variants are shown. The symbols with white stars represent the
Bell state obtained by following the EPL protocol for entanglement generation, ﬂEPL.
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Figure 5.2: Histogram of stabilizer evaluation times for the BASIC, MEDIUM and REFINED
distillation protocols given a network noise, pn of roughly half the threshold value.
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successfully performed, before moving to the next set? This would be very bad news for
speed, and for a large enough lattice size would be even more destructive as the longer we
wait the more decoherence accumulates on the ‘waiting’ qubits.
Fortunately this is not necessary; instead we can simply wait a fixed time and then
abandon any stabilizers which have not yet been measured. We select a time such that
each stabilizer has a 99% chance of being measured before we proceed to the next round of
stabilization. For the 1% of stabilizers that are not completed in this time we abandon the
measurement, and instead simply copy the result of the stabilizer from the previous round.
We find that this has a negligible result on the thresholds (see Appendix F.2). Limiting
the number of stabilizers that must be completed to a fixed fraction of the whole also
keeps the mean evaluation time constant in the lattice size. We note that our GHZ-based
approach to stabilizer measurement is particularly ‘friendly’ to this process of abandoning
the ‘slowest’ 1% of measurements in each round, because when we abandon an attempt to
create a GHZ the data qubits in those cells have not been involved in any gate operations.
Operations on data qubits only take place after successful completion of the high fidelity
GHZ state.
5.1.5 Planar versus toric network topologies
In Chapter 3 our calculations were based on employing the toric code for error correc-
tion. While in the network paradigm this poses no in-principle di culty, in experimental
realisation it may be preferable to avoid long range links between cells, thus maintaining
a 2D layout - in this case one would adopt the planar version of the surface code (c.f.
Sec. 1.2.2). We extend our protocols to operate for both the toric and planar variants of
the surface code. This involves developing 3-qubit GHZ distillation protocols to measure
the 3-body stabilizers at the edge of the planar lattice, and adapting the decoder to handle
the di erent boundary conditions of the code as described in Section 1.3.
5.2 Network Error Tolerance
Having established our procedure for generating shared GHZ states across the network
links, we proceed to determine the performance of the resulting quantum computer by
simulating and tracking errors. We fix the local error rates to be comparable to the best
currently seen in experiment, as shown in Table 5.2. We then perform numerical simula-
tions to determine the logical failure rate for each of our protocols over a range of values
of the network error rate, pn. The simulations involve first deriving the superoperator
representations of the noisy stabilizer measurement circuits (see Appendix B), and then
tracking the evolution of the lattice under these noisy measurements to determine the error
threshold (see Appendix C). For a lattice dimension of L, we simulate 3L rounds of noisy
stabilization, before extracting a syndrome from the lattice and attempting decoding. For
a given set of error parameters we repeat such a simulation at least 30000 times. Decoding
is performed using a MWPM decoder as described in Section 1.3 and Appendix C.2. We
note that we have made only a limited attempt at optimising the decoder, and there are
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Figure 5.3: Results of threshold calculations for the three protocols considered, (a) BASIC
(b) MEDIUM and (c) REFINED. The logical error rate in the toric code is calculated for
varying values of the network error rate, pn. The cells’ internal error rates are taken to
be the best currently demonstrated in an ion trap system: a two qubit gate error rate
of 0.1% and a measurement error rate of 0.05% [5, 30]. We select r ¥ 14 and we take
the phase shift in the EPL entanglement generation to be pp = 1%. Details of the error
model can be found in Section 2.1.1. The three curves on each plot denote the results for
increasing lattice sizes, where L = 8, 12, and 16 (therefore containing 2L2 data qubits).
The threshold is defined as the intersection of these curves from which we find BASIC has
a threshold of pn = 7.7%, MEDIUM a threshold of pn = 13.3% and REFINED a threshold
of pn = 19.4%. In Figure 5.4 we further explore the dependence of the network error
threshold on the errors rates for intra-cell two-qubit gates and measurements.
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many further possibilities for further increasing the threshold by exploiting our knowledge
about the nature of the correlations, that we do not pursue here. As such we expect that
the thresholds we find could be further increased by more intensive optimisation of the
decoder.
The results of these calculations for the toric code are shown in Figure 5.3, from which
we find the following thresholds:
BASIC pth = 7.7%
MEDIUM pth = 13.3%
REFINED pth = 19.4%.
Simulations of the planar code reveal an almost identical result (see Appendix F.1). We
find that while the toric code exhibits a slightly sharper threshold because it has no
‘edge e ect’ for small system sizes, in fact the value of a threshold obtained from the two
approaches (given all other factors are held the same) varies only slightly.
The question of how these protocols behave when well-below-threshold (i.e. the regime
where a device would realistically operate) requires a di erent approach to the Montecarlo
simulations performed here, as considered in several recent works [66, 67]. While this is
beyond the scope of the present work, we have noted that using the MEDIUM protocol at
half the threshold network error (7%) with a lattice size of L = 16 yields a logical error
rate per L stabilizer cycles of fewer than one in a million.
5.2.1 Probing the Threshold
In the threshold plots in Figure 5.3 we fixed the measurement and gate error rates to
pm = 0.05% and pg = 0.1% [5, 30] and then vary only the network noise to identify a
threshold. The threshold is, of course, a function of all the input error rates. To gain some
insight into the importance of the di erent local error rates we now probe the behaviour
of the threshold when these local parameters are varied. The threshold is evaluated for
several values of pg using the MEDIUM protocol and the method described in Appendix C.
The results are shown in Figure 5.4. The threshold exhibits a roughly linear dependence
on both pg and pm, but a stronger dependence on the gate errors is seen. We remark
that all threshold calculations here were made using the same protocol, which we designed
to optimise the threshold for the specific error parameters given in Table 5.2. For any
significantly di erent combination of error values, a new protocol designed for this regime
would be likely to outperform the results we find here.
5.2.2 E ect of memory errors
In our calculations so far we have not accounted for memory errors, assuming that the rate
of decoherence acquired by inactive qubits from the environment would be significantly
lower than the rate of errors introduced by our active processes for stabilizer measurement,
and that these small errors would not have a large impact on the threshold. To verify
this is the case, and gain some idea of what level of this additional decoherence can be
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Figure 5.4: Threshold dependence on local error rates for the MEDIUM protocol. The
threshold for fault tolerance is dependent on all the physical error rates in the system. In
Fig. 5.3 we showed the threshold in the network error rate, pn, when the local measurement
and gate error rates pm and pg were fixed to 0.05% and 0.1% respectively. Here we
demonstrate the robustness of the protocol to changes in these intra-cell error rates. In
(a) we show the threshold’s dependence on pg, while (b) reveals the dependence on pm.
Each plotted point represents an entire threshold calculation as shown in the inset of (a).
The red data points correspond to the values shown in Figure 5.3. We stress that as the
errors deviate further from this point it is likely that our protocol becomes suboptimal,
thus the threshold line should be regarded as a lower bound on the possible threshold.
tolerated, we performed the same simulations using the MEDIUM protocol, including an
additional memory error on the data qubits at a rate of 0.1% per round of stabilization.
Doing this we find that the threshold in the network error rate is reduced from 13.3% to
13.0%, and so we conclude that our results remain valid as long as the decoherence rate
remains below this level. Threshold plots are shown in Appendix F.3.
5.3 Cell design to support parallelisation
Before calculating the overall running speed of a device we first consider how the opera-
tional speed can be boosted through the design of the cell architecture. A more complex
architecture with more qubits o ers greater possibilities for parallelisation.
An obvious advantage is to have multiple entanglement channels connected to each
cell. If M simultaneous attempts at entanglement are made then the e ective rate of
production will be increased by the same factor. Multiple entangling channels could also
be used to increase the number of neighbouring cells a single cell could communicate with
at once, which would remove the requirement of splitting stabilization into non-overlapping
rounds.
We will also consider the advantage that can be gained by having additional qubits
in each cell that allow the ability to store entanglement until it is needed. We refer to
this ability as bu ering. In such an architecture entanglement can be treated as being
deterministically generated at the mean rate (or slightly less, to maintain bu ers). On the
other hand, in a cell does not have this ability of entanglement bu ering, Bell pairs must
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Figure 5.5: Example architectures relevant to the cellular network paradigm. A simple
linear ion trap (a) need only have 5 ions, with one site that is capable of entanglement
generation. (b) A cell with two entangling site enables all the entangled pairs for a
single GHZ state to be generated in parallel. A more complex architecture (c) o ers
the advantage of temporarily storing, or ‘bu ering’ entangled pairs, and completed GHZ
states. In this illustration the eight independent entanglement sites further enhance the
GHZ generation rate and thus increase the ‘clock speed’ of the computer; this also obviates
the need for optical switching, as illustrated in Fig. 5.6. The small square symbols indicate
the generation of Bell pairs between cells, and the subsequent synthesis of GHZ states out
of those Bell pairs. A filled circle indicates an ion in this cell, open circles are ions in
neighbouring traps; this may be more apparent from multi-cell schematic in Fig. 5.7.
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be generated ‘on the fly’, as required, then this must be treated as a stochastic process.
Furthermore, as we discussed in Section 5.1.4, the process of stabilizer measurement is
also probabilistic. To deal with this issue we introduced a time cuto , after which any
unevaluated stabilizers would be abandoned. In this model, however, many cells will spend
the majority of each round inactive. The ability to store entanglement and bu er GHZ
states removes this ine ciency and reduces the time to complete each round to the mean
GHZ distillation time.
We analyse the characteristics of the architecture that will allow us to achieve these
di ering levels of parallelisation by considering several example ion trap cell designs of
varying complexity, as illustrated in Figure 5.5. Table 5.1 summarises the time cost to
perform a high fidelity stabilizer measurement on four data qubits in the case of the most
minimal cell design, and the more complex design shown in Figure 5.5(c). It is quantified
in terms of T0, the average time to produce a single basic EPL Bell pair, i.e. the state
ﬂEPL.
Linear trap
The linear trap cell shown in Figure 5.5(a) represents the minimal system for implementing
our protocols. The cell comprises 5 qubits, and has one optically active site at which
entanglement with other cells can be generated. It is either necessary to have the ability
to move ions both ways along the trap, past each other, or to be able to carry out swap
operations between ions. This allows qubits that have been measured during a distillation
round to be returned to the optically active area to generate new entanglement. The
single entangling site must interact with four other cells over the course of an entire cycle
of stabilization, which could be achieved for example by the optical switching network
illustrated in Figure 5.6. With no additional qubits available for bu ering, entangled
pairs must be generated sequentially, and as we described in Section 5.1.4 we must wait
until the majority of the stabilizers have been evaluated before moving on to the next
round.
Threshold Time to make GHZ (units of T0)
Protocol error rate
(pn + pp)
minimal ar-
chitecture
bu ered archi-
tecture
BASIC 7.7% + 1% 22 5.2
MEDIUM 13.3% + 1% 47 12.2
REFINED 19.4% + 1% 102 31.6
Table 5.1: The threshold of tolerable network error rates for each of the three distillation
protocols considered, and the time cost for making a complete high fidelity 4-qubit GHZ
assuming we operate well under threshold (3%, 5% and 7% for the three protocols re-
spectively). Such a GHZ state enables a stabilizer measurement. The distinction between
minimal and bu ered architectures is illustrated in Fig. 5.5.
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Figure 5.6: Four cells of the design shown in Fig. 5.5(a) with the connections achieved by
optical switching. Note that the ion trap elements in this figure could equivalently be any
other few-qubit, optically active system such as an NV centre in diamond. The system
shown here is equivalent to that shown in 5.7 which has more complex cells and dedicated
(non-switched) cell-cell links; those features increase the speed but the error thresholds
etc are the same.
Dual channel trap
A small increase in complexity is illustrated in Figure 5.5(b), where we have added an
additional site for optical entanglement. The cell may now communicate simultaneously
with two of its neighbours, allowing all four Bell pairs needed to make the initial GHZ
state to be produced at the same time.
Bu ered architecture
Finally we consider a more complex architecture as shown in Figure 5.5(c). This cell has
multiple optically active sites allowing it to simultaneously generate entanglement with all
of its neighbours. As indicated in the figure this means that an entire round of stabilization
can be carried out simultaneously, without the need for dividing the measurements into
sub-rounds. Furthermore the bu ered architecture has additional internal storage allowing
us to ‘queue’ entangled qubits and smooth out the timing irregularities that arise from
the probabilistic entanglement generation and purification procedures.
5.4 Network operational speed
We now proceed to estimate the running speed that a device working with the protocols
we have discussed could achieve. One cycle of a surface code quantum computer corre-
sponds to a set of parity measurements over all its data qubits (either in the X-basis or
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Figure 5.7: Four cells of the design shown in Fig. 5.5(c) with the connections relevant to
building their mutual GHZ states highlighted. The inset shows the abstract concept of of
the networked computer based on the universal cell (c.f. Fig 2.3; this ion trap design and
the design in Fig. 5.6 are specific realisations.)
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Figure 5.8: Factors contributing to the overall running speed of a quantum computer built
on the protocols described here.
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Noise parameter Default value
Two qubit gate error pg 0.1%
Measurement error pm 0.05%
Phase Drift pp 1%
Network noise pn 5%
Entanglement attempt rate R 2 MHz
Photon detection probability pd 2%
Table 5.2: Physical parameters to estimate device speed
the Z-basis, alternatingly). We take the time taken to evaluate one such cycle of stabi-
lizers measurements as a single time step of the computer, from which we can define an
operational speed.
There are three major factors contributing to the overall running speed, which are
summarised in Figure 5.8. Firstly the rate of raw entanglement generation, which we
addressed in detail in Chapter 4. Secondly the time for GHZ distillation, which depends
on the choice of protocol, the architecture, which determines whether or not bu ering is
possible, and also the physical error rates of the system. Finally we must account for the
time required for stabilizer measurement, which we have discussed in Section 5.1.4.
From each of these components we can now estimate an achievable rate for the ‘clock
cycle’ of our computer. We will neglect the time for local gates and measurements, thus
our estimate will be accurate only if such gates are performed on the scale of microseconds.
This appears achievable but we note that in established experiments the highest fidelities
are seen for longer gate times (see e.g. [30]).
Suppose that the cells in our machine correspond to the design in Fig. 5.5(c), or a
superconducting qubit device of equivalent complexity. Assume that each cell-cell link
is an entanglement channel which is realistic with today’s technology: the entanglement
attempt rate is 2 MHz and the end-to-end photon detection probability is only 2%. We
select p1 = 14 and find that the average time cost for an entanglement channel to create
one Bell resource (ﬂEPL) is T0 = 0.27 ms. Now further assume that we have opted for
the MEDIUM purification protocol because we have network noise at level of 5% (well
within MEDIUM’s threshold of 13.3%). According to Table 5.1 a single-channel cell will
require time 12.1T0 to create one high fidelity GHZ state. Our cells have 8 channels which
together generate such GHZs at a rate of 2.5 kHz, however two GHZ states per cell are
consumed in making a complete set of stabilizer measurements (either X-basis or Z-basis)
as explained in Section 3.4.3. Therefore our overall clock rate is 1.2 kHz.
Higher rates could be achieved, for example by introducing more entanglement chan-
nels. This would be consistent with ideas in the MUSIQC project [44]. Alternatively if
we look to the medium term future and assume that the use of integrated cavities [65] (or
other advances) can reduce the photon loss rate to ≥ 50%, and that the network noise
can be taken well below the 7.5% threshold of our BASIC protocol, then the same device
design in Fig. 5.5(c) should begin to approach megahertz rates for stabilizer measurement.
At this point the local gate speeds may be the limiting factor.
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5.5 Conclusion
We have considered three di erent purification protocols designed to combat both noise
and loss in a network, and have derived the corresponding thresholds for fault tolerant
quantum computing, finding that the threshold network fidelity can be as low as 80%.
This ability to tolerate network noise comes at the cost of investing time into the neces-
sary purification procedures. We have studied these time costs and seen that they can
be reduced by e cient purification protocols, and a choice of cell architecture designed to
support parallelisation in entanglement generation and stabilizer measurement. We calcu-
late the time to evaluate a set of stabilizer measurements across the network, e ectively,
the ‘clock speed’ of the quantum computer. Given cells that are su ciently complex to
incorporate parallel operations and bu ering we find that even the highly lossy links that
are realistic today should support kilohertz-rate, freely-scalable quantum computing.
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Conclusion to Part I
We have considered an architecture for quantum technologies which is motivated by the
recent achievements in ion traps, superconducting devices and NV centres. A quantum
network, composed of small high-fidelity cells connected by lower fidelity links, is a funda-
mentally scalable approach. We have seen that it is possible to exploit the high quality of
local intra-cellular operations to compensate if the connections in the network are noisy.
Such a system has many possible applications but we have focussed on using a large
networked array of cells to perform fault-tolerant quantum computing.
By using e cient purification protocols to mediate stabilizer measurement we have
shown that this type of architecture can be used to implement surface code based error
correction with a threshold error rate of up to 0.8% in all local operations. With higher
fidelity local operations up to 19.4% error in the network connections can be tolerated.
This robustness to noise comes at the cost of reducing the running speed of the device.
However, by using the EPL protocol for entanglement generation, and given cells that are
su ciently complex to incorporate parallel operations and bu ering (temporary storage)
we find that even the highly lossy links that are realistic today should support kilohertz
rate quantum computing.
There remain many further avenues for improving on the threshold figures presented
here. The most obvious route for improvement is the design of better decoders, which are
better adapted to the network setting. The protocols we employ for stabilizer measurement
provide a wealth of additional classical information that a decoder could potentially exploit
to boost the error thresholds of the code. Another useful tool would be the development of
an asynchronous decoder which would not require all stabilizers to be measured in discrete
rounds, but could rather cope with measurement of stabilizers on a continuous scale. This
would alleviate the problems of probabilistic stabilizer measurement, and the time-penalty
it incurs.
Furthermore, there are numerous interesting questions remaining in how to extend the
ideas of a network quantum technology beyond a surface-code computer. The network
o ers great flexibility over a monolithic device, and the nearest neighbour structure of
the surface code is not a necessary feature. This leads us to ask the question: what
advantage could be gained by relaxing this constraint? Could a small number of long
range connections boost the fault-tolerance properties of the code, or allow more e cient
implementations of quantum algorithms? Going further still, there exist error correcting
codes that require a 3D lattice of qubits, one of which we will discuss in Part II of this
thesis. These codes can o er great computational advantages over the surface code, but
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would not be feasible to implement in a monolithic architecture. A network o ers a
potential route to realistic implementation for such codes, and studying their performance
would provide a very interesting point for comparison.
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Part II
Quantum Codes
105

Quantum error correction, as we have seen in Part I, forms a key component of any design
for practical quantum computation. Without it qubits unavoidably accumulate noise,
and quantum information is lost to decoherence before it can be processed. For a code
to be of practical use we seek a high tolerance to errors, a simple structure that makes
it realistic to implement, low overheads, and the ability to perform fault-tolerant logical
gates. Generally this these di erent advantages cannot all be optimised in a single code,
and must be traded-o  against one another.
The surface code has come to dominate proposals for implementations of quantum
computing because of its simple structure, low-weight stabilizers, and high error tolerance.
Indeed, under realistic noise models, no other practically realisable quantum code o ers a
threshold that can compete with those of the surface code. Under other metrics, however,
the surface code has some drawbacks. Universal quantum computation is not possible
without the addition of magic states, which incurs a significant overhead.
It seems highly likely that the first generation of quantum devices will be built upon
the surface code. But in a more advanced technology we may reach a stage where large
numbers of qubits are available, and physical error rates are significantly lower. In this
case it may well be to our advantage to turn to other codes which o er more easily
implementable logic gates, or lower overheads, either in terms of physical qubits, or in
time.
In the following chapters we explore error correcting codes at both ends of this spectrum
of technological development. In chapter 6 we determine the minimum requirements for
implementing a variety of types of code, with initial experimental realisations in mind. In
chapter 7 we consider fault-tolerance in the gauge color code. This code is significantly
more complex than the surface code, and requires large numbers of qubits. But at the price
of this additional complexity the gauge color code admits universal transversal operations
and single-shot error correction, both of which are highly desirable properties.
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Chapter 6
Small quantum error correcting
codes
In this chapter we investigate the behaviour of very small error correcting codes, and identify
the minimum requirements to demonstrate their correcting power. Further information relevant
to this chapter can be found in Appendix G.
There has recently been great progress in the level of quantum control in a number of
physical qubit implementations. Trapped ions can be manipulated with error rates below
0.1% [5, 30] for all operations. Superconducting qubits have demonstrated operations
below 0.7% [31, 32], and NV centre qubits can be controlled with errors around the 1%
level [33]. These error rates place these systems either at, or even in some cases well below
the thresholds needed for fault-tolerant computation using the surface code [13]. Many
experimental systems are thus poised to realise the first demonstrations of quantum error
correction.
Furthermore, several recent experiments have demonstrated proof-of-principle error
correction results in trapped ions [68], superconducting qubits [69–72], NV centres [73],
and solid-state spin systems [74]. However, so far no physical realisation has, to our
knowledge, demonstrated full error suppression, where the rate of error on the encoded
logical qubit is smaller than the error on a single, unprotected qubit under naturally
occurring quantum noise. As technologies rapidly progress, this initial goal will likely
soon become a possibility. Here we aim to identify and compare the minimum resource
and error requirements to demonstrate error suppression for several families of topological
codes: surface codes, color codes, and gauge color codes.
Topological codes are the leading candidates for error correction, they o er high thresh-
olds, and require only low-weight, local operations. Of the topological codes, the surface
codes [11] have come to dominate proposals for implementations of scalable quantum
computing as they o er by far the highest thresholds under realistic noise models [12, 13].
Moreover, they require the smallest weight (4-body) measurements, which will be experi-
mentally easier to perform, and less likely to induce errors than higher weight operators.
However, when computation, rather than only quantum memory is considered, the color
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Figure 6.1: Small surface codes of between 5 and 13 qubits, we label the surface code
with n qubits as Sn. We show the codes in two representations (b) The most common
lattice representation of the 13 qubit planar code, X (star) stabilizers are defined at each
vertex in the lattice and Z (plaquette) operators on each face. The qubits are numbered
to show in which order they are added as we increase the size of the code. In (a) and
(c)-(f) codes of between 5 and 9 qubits are shown on a rotated lattice, X stabilizers are
defined on every colored face, and Z stabilizers on every white face. The equivalence of
the two representations is shown for the 5-qubit case (top).
codes and gauge color codes o er simpler implementations of logical gates, reducing the
qubit overhead to perform a desired algorithm. Thus there is a tradeo  between these
properties - ease of implementation, error tolerance, and qubit e ciency.
We consider the smallest possible demonstrations of error correction for each of these
codes. Importantly, since topological codes are based on local, low-weight operations,
these small scale demonstrations include all the operations needed to build a large scale
code. The performance of small surface codes has also been discussed in [75]. Here we
also consider the performance of small color codes, and a small gauge color code.
We remark that these are not the smallest demonstrations of error correction in any
code. The smallest code capable of demonstrating full error correction is the 5-qubit
code [10]. There have been recent proposals for the implementation of this code in trapped
ions [76]. We do not consider this code in detail here, as it does not o er the potential for
scalability of the topological codes.
The performance of error correcting codes is usually understood in terms of the thresh-
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old of the code, the physical error rate below which the logical failure rate of the code
can be arbitrarily suppressed by increasing the code size. These thresholds are relevant
quantities when one considers large code dimensions, but here we consider codes of a fixed
size. To quantify the performance of the codes we will instead determine their correcting
power, which we define to be the ratio of the logical failure rate, pL to the physical failure
rate, p, C = p/pL. We say a code has error correcting power if the logical error rate is
smaller than the physical error rate, C > 1.
The remainder of this chapter is structured as follows: in Section 6.1 we introduce and
define the codes we will consider and discuss their relative merits in terms of fault tolerant
operations and scalability. In Section 6.2 we introduce several simple error models, and
our approach to decoding. In Sections 6.4 and 6.5 we present the results of our simulations
determining the correcting power of each code under various error scenarios and determine
the conditions under which error correction can be demonstrated.
6.1 Error correcting codes
The practical considerations of a high error threshold, and simplicity of implementation
favour the surface code for experimental fault-tolerance, and these are indeed important
characteristics of any code. But with a view to going beyond a fault tolerant quantum
memory, towards implementing fault tolerant quantum computation, there are other prop-
erties of the code that also become important. Namely: how easy will it be to perform
protected logical operations? For ease of implementation transversal gates are highly de-
sirable, as they don’t require any significant additional overhead, and don’t propagate
errors. A gate is transversal if the logical gate can be performed by applying only single
qubit rotations to each physical qubit in the code, or for a logical two-qubit gate between
two encoded states, applying two-qubit gates to pairs of physical qubits between the two
codes [77]. Logical operations that cannot be performed transversally require the introduc-
tion of additional resources, such as magic states [29], which incurs a significant additional
cost in both the number of physical qubits, and the time taken for computation. Di erent
codes support di erent sets of transversal operations which will dramatically change the
overheads required to implement logical gates.
We consider several classes of codes, which can be understood via their stabilizer
generators, Si, which we will refer to as the stabilizers of the code. The stabilizer formalism
was discussed in detail in Section 1.1.2. The codespace is the simultaneous eigenspace of
the stabilizers such that Si|ÂcÍ = |ÂcÍ, where |ÂcÍ is a state in the codespace.
Let us briefly review the procedure for error correction, which we introduced in Sec-
tion 1.1.3. An initially perfect code first acquires some Pauli error. It is su cient to
consider on Pauli-X errors, which we refer to as bit-flip errors and Pauli-Z errors, which
we refer to as phase errors. The stabilizers are then measured in order to gather infor-
mation on the location of errors. Pauli errors occurring on the qubits will anticommute
with some of the stabilizers, causing their measurement outcomes to be flipped to their
‘-1’ eigenvalue. Measuring all the stabilizers returns a syndrome of classical information.
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Figure 6.2: (a) 7 qubit color code (C7). The code places qubits at the centre, edges and
vertices of a triangle. Stabilizers are defined on the faces of the lattice. For each face there
is an X-type and a Z-type stabilizer. Unlike in the surface codes these stabilizers fully
overlap, and representing the code with the coloring scheme of Figure 6.1 we can view this
as two overlaid triangles (inset). (b) An 11 qubit color code (C11), which comprises two
6-body stabilizers and eight 4-body stabilizers.
The locations of ‘-1’ outcomes in the syndrome can be used to identify and correct for the
presence of errors.
In all the codes we consider the stabilizers are essentially parity checks on groups of
qubits, in either the X or Z basis. In practice the most straightforward approach to sta-
bilizer measurement requires an ancilla, or measurement qubit which will interact directly
with each qubit in the stabilizer before being measured out to reveal the result of the
parity check (see Fig 1.4). We do not include these measurement qubits in our description
of the code. In reality at least one additional measurement qubit would be required in
addition to the numbers we state later to implement error correction, which could be used
to measure each of the stabilizers sequentially. Alternatively many measurement qubits
could be dispersed throughout the lattice, one for each stabilizer.
6.1.1 The surface codes
We consider the planar variant of Kitaev’s surface code [11], this is a 2D stabilizer code
defined on a square lattice. The surface code has the highest known error threshold of any
topological code, with ≥10.3% under random noise (in each error channel) [22], which falls
to around 1% when considering a noisy circuit-level implementation [13]. These thresholds
are summarised in Table 6.1. Surface codes are also appealing because of the low-weight
measurements required, with only 3 or 4 qubits in each stabilizer, this contributes to the
high thresholds and also makes physical implementation easier.
In the surface code, the logical Pauli operations and the logical CNOT gate can be
performed transversally, while a Hadamard can be performed transversally only up to a
physical rotation of the code. In order to implement a full universal gate set the surface
code must be supplemented with magic states [29], which, in combination with the code’s
transversal gates admits a logical ﬁ8 gate.
We have described the surface code in detail in Section 1.2. In the most common rep-
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resentation the qubits are placed on the edges of a square lattice as shown in Figure 6.1(b).
Here for clarity we consider a rotated representation of the code where qubits reside on
the vertices of a square lattice, and stabilizers are defined on each face. In this represen-
tation the Z-type operators (plaquettes) and X-type operators reside on alternating faces
as shown in Figure 6.1. We consider surface codes of 5-9 and 13 qubits, which we will
refer to as as S5-S13; these are shown in Figure 6.1(a)-(f).
In the usual square lattice configuration S5 and S13 are the two smallest variants of the
planar code. S5 can correct only Y errors, while S13 is the smallest capable of identifying
all single qubit errors. One can, however, also consider a rotated variant of the code
[28, 75, 78]. Removing the 4 corner qubits from S13 results in a 9 qubit code, S9, (see
Figure 6.1(f)) which is also capable of correcting any single qubit error. It is worth noting
that this 9 qubit variant cannot uniquely identify all single qubit errors, as there are pairs
of errors at the boundary of the code which produce identical syndromes. However, these
pairs form the weight-2 stabilizers at code edges, meaning an incorrect ‘guess’ at the error
configuration will simply result in a stabilizer acting on the code, leaving the code space
undisturbed.
We remark that although S9 is the smallest code that can correct all single qubit errors,
the eight qubit code (S8) is the smallest capable of demonstrating error suppression. This
code can correct all single qubit Pauli-Z errors, and all but one Pauli-X error. Thus in
the limit pæ 0 we find a logical error rate of pL = px, while the single qubit error rate is
p ≥ px + pz.
Finally, we note that S6-8 are not symmetric in their X and Z stabilizers, and conse-
quently their correcting power in these two channels will di er. In many physical systems
it is indeed the case that the rate of X-type (bit-flip) errors is di erent to the rate of
Z-type (phase) errors. This asymmetry of the codes can then act to our advantage. With
a large enough discrepancy we will find that even the 7 qubit code can demonstrate error
correction. More generally, the surface codes have no requirement on symmetry between
the plaquette and star operators, leaving us the ability to shape a code to give greater
protection against one channel should it be required.
6.1.2 Color codes
The second family of topological codes that we consider are the color codes [81]. Like the
surface codes, these are 2D stabilizer codes. From a computational perspective the color
codes o er an advantage over the surface codes in that the logical Hadamard gate, H, and
the logical phase gate, S, can be performed transversally [81], thus lowering the overheads
for computation.
The main disadvantage of the color codes, in comparison to the surface codes, is their
lower error thresholds. While their performance under random noise is high (see Table 6.1),
currently the best threshold achieved under full circuit noise is 0.143% [26], an order of
magnitude lower than that of the surface code. Despite this, there is some evidence that
in the far-below-threshold limit the color codes may still be more e cient that surface
codes in the number of qubits required to achieve a given logical error rate [82]. Another
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Thresholds
Code Physical errors (i.i.d) Measurement and phys-
ical errors
Circuit level noise
Surface Code 10.31% [22] 2.9% [22] 1.1% [13]
Color Code 10.6% [79] 3.1% [79] 0.082% [79]
Gauge Color
Code
0.46% [80] 0.31% [80] -
Code Dim. Min. qubits
for error
correction
Transversal gates Requires
magic
states?
Measurement
error
correction
Surface Code 2D 9 a X, Z, CNOT
(+ H b )
Yes ≥ L rounds of
stabilizer
measurement c
Color Code 2D 7 X, Z, CNOT, H, S
(full Cli ord group)
Yes ≥ L rounds
of stabilizer
measurement
Gauge Color
Code
3D 15 X, Z, CNOT, H, S, ﬁ/8
(Universal operations)
No Single-shot
error correc-
tion
Table 6.1: A comparison of the three families of codes we study in this manuscript. The
upper table shows the thresholds of each code under three noise models. Physical errors,
in which random i.i.d noise is the only noise su ered by the qubits. Measurement and
physical errors, also known as phenomenological noise, where qubits su er physical i.i.d
noise with some probability, p, and additionally measurements are faulty with the same
probability. The final column indicates the threshold under a full circuit noise model,
where all basic operations are considered to be noisy. The lower table summarises the
main characteristics of each code type.
a. 9 qubits is the smallest number needed to allow correction of all single qubit errors, however, an 8 qubit
version of the code is su cient to demonstrate error correction, see Section 6.1.1
b. The Hadamard gate is transversal in the surface code up to a physical rotation of the code
c. Where L is the physical dimension of the code
possible drawback of the color codes is the higher-body measurements they require, with
either 6- or 8-body stabilizers needed for larger versions of the codes. This feature may
make an experimental implementation more challenging, and result in lower measurement
fidelities.
The color codes are defined on a trivalent lattice, where qubits lie on the vertices, as
shown for two small examples in Figure 6.2. For each face of the lattice, f , there are two
associated stabilizer generators: Xf which is the product of Pauli-X operators acting of
every qubit on the boundary of the face, and Zf , which is the product of Pauli-Z operators
on the same set of qubits. It is worth noting that this construction means that the color
codes are inherently symmetric between the X and Z bases, and so the color codes will
always be most e cient when px = pz. Unlike the surface codes, there is no mechanism
by which the code can be adapted to imbalances in these error rates.
We consider two small color codes, which are shown in Figure 6.2. The 7 qubit color
code (C7) is the smallest possible color code, and is capable of correcting all single qubit
errors.
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Figure 6.3: The 15 qubit gauge color code. (a) Qubits are represented by white circles that
reside in the body, and on the faces, edges, and vertices of a tetrahedron (b) One stabilizer
volume is highlighted in yellow. The 8 stabilizers are defined as X¢8 and Z¢8 operators
on each volume inside the tetrahedron (c) One X¢4 gauge operator is represented on a
blue face of a stabilizer cell. The 36 gauge operators are defined as X¢4 and Z¢4 for each
face in the lattice.
6.1.3 Gauge color codes
Finally we consider the 3D gauge color codes, recently proposed by Bombin [83], which
are topological subsystem codes. This type of code is of particular interest as it o ers both
error correcting and computational properties beyond that of the surface codes1. Firstly,
it has been shown [84, 85] that single-shot fault tolerance is possible with the gauge color
code. That is, some level of measurement error can be tolerated with only a single round of
stabilizer measurement. For the surface codes, and color codes, tolerance to measurement
error can only be achieved by making many rounds of stabilizer measurement, requiring a
far greater time and level of operational complexity. The second advantage of the gauge
color codes is that they admit a universal transversal gate set without needing to resort
to magic state distillation [86].
We consider the smallest gauge color code, which is shown in Figure 6.3. This code
comprises 15 qubits, which are positioned on a tetrahedron, one at the centre of the
volume, and one on each face, edge and vertex. This encodes a single logical qubit. For
each internal volume of the tetrahedra, v, (as shown in Figure 6.3), there are two associated
stabilizer generators: Xv which is the product of Pauli-X operators acting on every qubit
on the boundary of the volume, and Zv, which is the product of Pauli-Z operators on the
same set of qubits.
The reader will note that there 8 stabilizer generators, for a code made up of 15 qubits
and encoding a single logical qubit. The remaining 6 degrees of freedom make up the
gauge. For each face, f , in the lattice there is a gauge operator, GXf , that is the tensor
1In the next chapter we will study the gauge color code and its fault-tolerance properties in detail. A
more in depth discussion of its properties can be found in Section 7.
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product of Pauli-X operators acting on each qubit on the vertices of the face, and another
gauge operator, GZf , that is the tensor product of Pauli-Z operator acting on the same set
of qubits. In total there are 36 gauge operators.
Importantly, from a practical perspective, is that physically we are not required to
measure the stabilizers themselves, but instead need only measure the smaller-bodied
gauge operators, from which the stabilizer information can be reconstructed. Each sta-
bilizer can be decomposed into three distinct pairs of gauge operators. This can be seen
by observing that the surface of each stabilizer is three-colorable, as shown in Figure 6.3.
The two blue faces, for example, cover all the qubits in the volume, and so the product
of the two corresponding gauge operators is equal to the stabilizer of that volume. The
same is equivalently true for the red and green pairs of faces. When the gauge operators
are measured without error the values of the three pairs should agree. If they do not, we
can use this redundancy to identify measurement errors. This feature of the gauge color
code is described in more detail in Chapter 7.
Finally, we note that this code is also the smallest possible construction of the recently
proposed doubled color code [87], or stacked color code [88]. These codes remarkably achieve
a full transversal gate set whilst maintaining a 2-dimensional code structure. However their
fault tolerance properties in larger lattice sizes have not yet been fully understood.
6.2 Error Model
We distinguish between two types of error that can occur during a computation: physical
errors and measurement errors. We consider two models for physical errors: depolarising
noise, and independent noise, in which X and Z type errors are uncorrelated. In both
error models we normalise the parameters to be described by p, the probability with which
a single qubit acquires any error. In both cases we treat each qubit as independent. Both
of these physical error models will be considered under perfect measurement, and the more
realistic case of noisy measurements.
6.2.1 Physical errors
Depolarising noise Each qubit has a probability p of acquiring some error which is
equally likely to be one of the three Pauli errors, such that
px = py = pz = p/3.
Independent X and Z errors Each qubit has a probability px of acquiring a Pauli-X
error and pz of a Pauli-Z error. The overall probability that a qubit acquires an error is
p = 1≠ (1≠ px)(1≠ pz).
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To consider the performance of the various codes under di erent ratios of errors in the
two channels we describe the relationship between the two as,
px = –pz.
We will study first the special case of – = 1, where there is no imbalance between the
channels, and then consider the more general case of unequally distributed X and Z errors.
6.2.2 Measurement errors
We define the measurement error rate, q, to be the probability that a single stabilizer
measurement misreports, and returns the opposite result when it is evaluated.
6.2.3 Error correcting power
We will characterise the codes by calculating their error correcting power, C, which we
define as the ratio of the error rate on a single qubit to the logical error rate after correction.
In the case of perfect measurement,
C = p/pL.
A value of C > 1 indicates a suppression of the error under encoding.
In the case of measurement error then we must consider the error rate of a single
unencoded qubit to be the probability that neither a physical error, nor a measurement
error occurs during storage and readout. Since the logical error rate of the encoded qubit
already accounts for measurement error, in this case the correcting power is given by,
C = (1≠ (1≠ p)(1≠ q))/pL.
6.3 Decoding
The procedure for error correction involves measurement of the stabilizers of the code.
These parity checks should all return a ‘+1’ outcome if the qubits are error free. If an
error has occurred, however, this anticommutes with some of the stabilizers and flips their
measurement outcome to ‘-1’. The results of all the stabilizer measurements is named the
syndrome. The task of deducing, from the syndrome, the best possible way to try and fix
the code is the task of the decoder.
For high-distance codes approximate methods are used to reduce the computational
requirements of decoding [16, 20, 80, 89–91]. For surface codes in particular these have been
heavily optimised and can achieve close to optimal thresholds [17, 92]. Here, however, since
we consider only small system sizes, it is possible to use an exact decoder to identify an
optimal decoding under both physical errors, and measurement errors. In the following we
use a precomputed decoder to compile a lookup-table of syndromes and their corresponding
error configurations, which can then be used to deduce the optimal performance of the
codes. We describe the decoder in detail in Appendix G.1.
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Figure 6.4: Logical error rates (upper plots) and error correcting power (lower plots) under
depolarising noise and perfect measurement for (a) surface codes and (b) color codes. The
single qubit error rate is shown for comparison (black dashed line). In the lower plots,
the region of the curves lying above the dashed line indicate the code has error correcting
power, as the logical error rate is suppressed relative to the physical error rate. Amongst
the surface codes S7 and S8 are the smallest to o er error correcting power > 1. These
two codes reach a finite maximum C as p æ 0 as they are not capable of correcting all
possible single qubit errors. S9 and S13 show divergent error correcting power as pæ 0.
6.4 Perfect measurement
We first study the codes under perfect measurement, using the exact decoder to calculate
their correcting power, C, as a function of the physical error rate, p.
Depolarising noise. The performance of the codes under depolarising noise is shown
in Figure 6.4. Amongst the surface codes, S7 is the smallest to demonstrate error cor-
rection, with C > 1 for a physical error rate below ≥ 5%. S8 shows error correction for
p < 10%. S7 and S8 cannot correct for all single qubit errors, and consequently their error
correcting power reaches a finite maximum value as pæ 0. In S7, on 5 of the 7 qubits all
single qubit errors can be corrected, whereas only the remaining two, only Z and Y errors
can be corrected. Thus in the limit that pæ 0, this results in an overall logical error rate
of pL = 2px = 23p, and so calCS7 æ 1.5. In S8, any single qubit error can be detected
and corrected on seven of the qubits whilst one qubit can only correct Z and Y errors.
Thus as p æ 0 we find pL æ px = p3 . This is seen in Figure 6.4 where CS8 æ 3. S9 and
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Figure 6.5: Logical error rates (upper plots) and error correcting power (lower plots) under
symmetric independent noise (px = pz) and perfect measurement for (a) surface codes and
(b) color codes, as a function of the physical error rate, p. The single qubit success rate
is shown for reference (black dashed line). For the surface codes the smallest code to
demonstrate error suppression is the 8-qubit code. Both color codes and the gauge color
code demonstrate error suppression.
S13, on the other hand, are able to correct all single qubit errors and so their correcting
power diverges as pæ 0. S9 outperforms S13 as it o ers the same code distance, but has
fewer physical qubits. Both color codes, and the gauge color code show a region of error
suppression. C7 is correctable for p < 8% and C11 for p < 11%. The gauge color code
has a smaller region of correctability with C > 1 for p < 1.5%.
Independent noise. We first consider the symmetric case where px = pz, the per-
formance of the codes under this noise model are shown in Figure 6.5. For the surface
codes the performance is largely the same as under depolarising noise, with the exception
of the 7-qubit code which no longer has any correcting power. The color codes, on the
other hand, have greater correcting power under than under depolarising noise. C7 and
C9 are correctable for p < 12.5% and p < 15% respectively, while the gauge color code is
correctable below p ≥ 2%.
We next consider the more general case where px ”= pz. Codes that are symmetric
between the X and Z bases will always perform worse in this scenario, as their rate of
error suppression will be limited by the larger of the two error rates. Codes that have an
asymmetry between the two bases, on the other hand, may show improved performance
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Fig 6. XZ independent, px!=pz
pz=0
Figure 6.6: Error correcting power of surface codes containing 7-9 qubits under independent
noise, where in general px ”= pz. The shaded region indicates the range of values the
logical success rate can take for all possible (px, pz). p is the single qubit error rate,
p = 1≠ (1≠ px)(1≠ pz). Curves are labelled in (b). The boundaries of the region, where
px = 0 and pz = 0 are shown as solid blue lines. The px = pz case is shown as a dotted
blue line. The single qubit error rate, p, is shown for reference (dashed black line). The
darker shaded region indicates a reduced logical error rate relative to the case of px = pz,
whereas the lighter shaded region indicates an increased logical error rate.
when a larger proportion of the errors are in the preferred channel. S8, for example, is
capable of correcting all single qubit Z errors, but only 7 out of 8 possible single qubit
X errors. Thus its performance improves when pz > px. The results for the logical error
rates of several of the surface codes are summarized in Figure 6.6. The case px = pz is
indicated by the solid line, and the limiting cases of px = 0 and pz = 0 are shown by the
dotted lines. For the case of the symmetric code S9 (Figure 6.6(c) we see that as the ratio
of errors in the two channels changes the logical error rate increases. The codes S7, S8
and S9b which have a structural asymmetry, however, show a reduced logical error rates
when pz > px. The darker shaded region indicates the area in which the logical error rate
is reduced relative to the px = pz case. This e ect is o set by a reduced performance when
the imbalance is inverted, since the error correcting power has been concentrated in one
channel. More detail on the performance under varying levels of asymmetry is given in
Appendix G.2.
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Fig ?? Individual noisy measurement plots.
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Figure 6.7: Correcting power of (a) the S9 surface code and (b) the 15 qubit gauge color
code under noisy measurement. The horizontal axis indicates the physical error rate, p,
and the measurement error rate, q, is shown on the vertical axis. The contours represent
lines of constant error correcting power, C. The shaded region in each plot indicates where
C > 1, and thus the code is capable of demonstrating error suppression.
6.5 Noisy measurement
The presence of noise in the measurements impacts heavily on the codes’ performance. To
achieve fault tolerance with the surface and planar codes in this scenario it is necessary
to perform multiple rounds of stabilizer measurement, but given low enough errors a
single round of stabilizer evaluation can still su ce to demonstrate error correction. Here
we calculate the error correcting power of each code under a single round of stabilizer
measurement to determine under what conditions this is true.
We identify a region of correctability in the space of measurement error rates, q, and
physical error rates, p, where C > 1. Figure 6.7(a) shows this region for the 9-qubit
surface code under depolarising noise. As the figure shows, it is possible to demonstrate
error suppression with measurement error rates up to ≥ 0.5%, but to see any C > 2
measurements must su er errors at a rate q < 0.1%. The other surface codes, and 2D
color codes show a similar pattern (see Figure 6.8) with very low measurement error rates
needed to demonstrate any significant error suppression. The gauge color code on the
other hand, exhibits very di erent behaviour since it can detect and suppress both q and
p type errors. Figure 6.7(b) shows its correcting power under depolarising noise, where
it can be seen that under a single round of measurement the gauge color code achieves a
significantly higher error suppression than the surface code for a given value of q.
When the physical noise is asymmetric between the X and Z channels the regions of
correctability change. Three cases are shown in Figure 6.8(b)-(d) for the cases of px = pz,
px = 2pz and px = 5pz. The symmetric color codes’ correctable regions simply shrink as
the errors become more unevenly distributed. For asymmetric surface codes, on the other
hand, the region of C > 1 may grow with the asymmetry in the errors. The 7 qubit surface
code, for example, which has no error correcting power under any (p, q) configuration when
px = pz, can suppress errors of up to almost 15% when px = 5pz. More details on this
are given in Appendix G.2 where we plot the growth of the region of correctability under
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Figure 6.8: Regions of correctability in the space of measurement error, q, and physical
error, p are shown for surface codes of 7-13 qubits (solid lines), color codes of 7 and 9
qubits (dashed lines) and the 15 qubit gauge color code (dotted line). (a) Symmetric
independent noise, px = pz.
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varying levels of asymmetry. Given that this type of asymmetry in noise is common in
physical systems, this large di erence in the error correcting capabilities under such noise
models should motivate a choice of code type based on more detailed knowledge about
the physical noise of a given system.
6.6 Conclusion
The surface code, color codes, and gauge color code each represent a promising approach
to scalable fault tolerance, and we have studied the minimum requirements to implement
the most basic instances of each family of codes. The surface code requires a minimum
of 9 qubits in order to protect against every single qubit error, but under certain noise
patterns 7 and 8-qubit surface codes can su ce to demonstrate error suppression. The
color code can be demonstrated with 7 qubits, and the gauge color code with 15 qubits.
The error model we have considered here is very simplistic, assuming that the only
source of noise is decoherence from the environment, so-called memory errors. In a phys-
ical implementation all operations performed on the qubits will also be faulty. To fully
understand the error correcting capabilities of a code in a particular system, one would
need to carry out a simulation with the noise model relevant to that system. However, the
simple error model we have used here can still give an insight into correcting capabilities,
as long as the rates of operational errors are low enough. The additional circuit level noise
can be roughly accounted for by increasing the physical error su ered by the qubit. A
qubit acquires an error each time a gate is performed on it. If we consider the example
of the 9-qubit circuit code this is between 2-4 times depending on the qubit. In ion trap
systems gate errors of ≥ 0.1% [30] have been demonstrated, and so the additional physical
error incurred during stabilizer measurement is ≥ 0.3%. In this case we can identify a
modified correcting power,
CÕ = 1≠ (1≠ p)(1≠ q)
pL(pÕ, q)
,
where pÕ = p+ 0.3%. Now to argue that the code can demonstrate true error suppression
we must show that the modified correcting power is greater than one, CÕ > 1. With
a measurement error of ≥ 0.1% [5] a memory error of p=5% can still be e ectively
suppressed.
Furthermore, we have demonstrated that the structure of the noise can have a signif-
icant impact on the error-correcting capabilities of a code, and choosing an appropriate
code structure can increase the correcting power for a given set of physical parameters.
Beyond the very simple asymmetries we addressed here, further structure in a noise model
is also likely to be reflected in the correcting power. By incorporating the knowledge of
the error model into the decoder the correcting capabilities of a code can potentially be
boosted even further.
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Chapter 7
Fault tolerance with the gauge
color code
In this chapter we study the gauge color code and demonstrate its properties of fault-tolerance
and single-shot error correction. These results are based on the work in [80]. Further material
relevant to this chapter can be found in Appendix H.
The color codes [81, 83, 93–95] are a family of topological quantum error correcting
codes. They are useful from a computational perspective, as they o er greater utility for
implementing fault-tolerant logical operations than the surface code. A recent addition to
the color code family, due to Bombin is the gauge color code [83, 86], which is of particular
interest as it o ers two advantageous properties: a universal transversal gate set, and
single-shot fault tolerance [84]. In this chapter we study the properties of the gauge color
code, in particular its fault-tolerance properties.
To use any quantum code for computation it necessary to be able to perform logical
gates fault-tolerantly. Transversal gates, where a logical operation can be implemented
with only single-qubit rotations on the physical qubits of the code are a desirable approach
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to achieving this, as they have low overhead, and prevent the propagation of errors. Un-
fortunately, however, the Eastin-Knill theorem [96] tells us that no code can possess a
universal transversal gate set. A common approach to make up for the missing logical op-
erations is magic state distillation, which unfortunately is highly resource-intensive [97–99].
The gauge color code is able to sidestep the constraint of the Eastin-Knill theorem by us-
ing gauge fixing to fault tolerantly switch between di erent versions of the code [100, 101],
thus allowing a transversal universal gate set, without requiring any additional resources.
The task of correcting of physical errors on qubits is particularly challenging in the real-
istic setting where measurements also su er from noise, and can return false readings [15].
We saw in Chapter 1.3 that in the case of the toric code, to deal with the presence of
noisy measurements it is necessary to perform multiple rounds of syndrome measurement
in order to accumulate enough information to reliably deal with errors. The same is true
of all other known quantum codes, in general for a code of distance d, ≥ d rounds of
measurement are needed in the presence of measurement errors. Surprisingly though, the
structure of the gauge color code enables the acquisition of fault-tolerant syndrome data
using only one round of local measurements [84], a property known as single-shot error
correction.
This unique combination of properties could potentially allow the gauge color code to
significantly reduce the overheads required for quantum computation. The universal gate
set reduces physical overheads, while single shot error correction reduces time require-
ments. However these desirable properties only become of practical interest in the case
that a reasonable tolerance to errors can be demonstrated.
Here, we obtain the first threshold value for the gauge color code where both physical
errors and measurement faults occur at rate p. We develop a single-shot decoder to
identify the sustainable operating conditions of the code, i.e. the noise rate below which
information can be maintained arbitrarily well, even after many cycles of error correction.
We estimate a sustainable error rate of psus ≥ 0.31% using an e cient clustering decoding
scheme [20, 102, 103] that runs in time O(L6 logL), [103], where the distance of the code
is of order L, [83]. Remarkably, the threshold we obtain falls within an order or magnitude
of the optimal threshold for the toric code under the same error model, ≥ 2.9%, [22].
The remainder of this chapter is structured as follows: in Section 7.1 we discuss the
transversality properties of the gauge color code in more detail. In Section 7.2 we introduce
the gauge color code, and then describe its fault-tolerance properties in Section 7.3. In
Section 7.4 we describe the approached to decoding, and elaborate on the specifics of the
gauge color code lattice which we consider in Section 7.5. Finally we present the results
of our simulations in Section 7.6.
7.1 Transversality in the gauge color code
Ideally a quantum code should provide not only a high tolerance to errors, but also allow
logical operations on encoded qubits to be performed easily and fault-tolerantly. The
simplest type of fault-tolerant logical gate is a transversal gate, where the logical operation
can be performed by only single qubit rotations to the physical qubits in the code. The
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logical operators of the surface code, which we introduced in Section 1.2, are an example
of a transversal gate. A logical Pauli-X operation, for instance, can be implemented by
apply single-qubit X rotations to a string of physical qubits crossing the lattice. For a
logical two-qubit gate to be transversal, it must be possible to implement it in such a way
that the only physical gates are between disjoint pairs of qubits, one in each code.
Transversality is desirable for several reasons. Most importantly is its inherent fault-
tolerance. Since each qubit is addressed only once errors cannot propagate, and the
resulting noise introduced into the code by any faulty operations when implementing the
logical gate is therefore not correlated between di erent qubits of the code. This error can
then be reliably dealt with by carrying out error correction. Furthermore transversality
o ers the lowest possible overhead for a logical operation, as the time taken is simply the
time taken to perform a single-qubit rotation.
Unfortunately there are several restrictions on the number of gates that can be imple-
mented transversally in topological codes. In stabilizer codes one constraint arises from
the dimension of the code. For a topological stabilizer code in D-dimensions the gates
that can be implemented transversally belong to the Dth level of the Cli ord hierarchy,
PD [41]. P1 is the Pauli group as defined in Section 1.1.1, and
PD © {U |UPDU † ™ PD≠1}. (7.1)
Thus two-dimensional stabilizer codes can only ever implement transversal gates in P2,
which is the Cli ord group. P3 contains the To oli gate, and the ﬁ8 gate, and is thus the
first group which contains universal logical operations. Therefore three-dimensions is the
lowest number for which stabilizer codes can potentially achieve transversal universality.
This constraint, however, does not tell us anything about which gates are actually imple-
mentable. In the two-dimensional surface code, for instance, only X, Z and CNOT gates
are transversal; not the complete Cli ord group. In the two-dimensional color code, on
the other hand, the Hadamard gate and S-gates are also transversal, and so the constraint
is saturated.
An even more restrictive constraint is the no-go theorem of Eastin and Knill [96], which
tells us that no single code can have a universal transversal gate set, in any dimension. So
to achieve universal fault-tolerance in any code other methods must be found to make up
for the missing logical operations. A common approach to this is the introduction of magic
states [29], which act as ancillary logical qubits which combined with a restricted set of
transversal operations can achieve universality. This has the disadvantage of being highly
resource-intensive [98, 99], to the extent that the majority of the qubits in a computer
based on this approach must be used for magic state distillation [97].
This brings us to the first remarkable property of the gauge color code: that it is
possible to achieve universal transversal gate set on a single physical lattice, with no need
for any ancillary resources. No single stabilizer code can admit universal transversality,
but in the gauge color code it is possible to define multiple stabilizer codes on the same
physical lattice, the combined transversal gate sets of which than one code can be universal.
Combining this fact with the technique of gauge fixing [100], which makes it possible to
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fault-tolerantly switch between these di erent variants of the code, it is possible to achieve
universal transversality. Thus the gauge color code avoids the need for expensive magic
state distillation.
We also remark that another class of codes, the doubled color codes or stacked color
codes [87, 88] have also been shown to admit a universal transversal gate set, whilst
furthermore being embeddable in two dimensions. However their fault tolerance properties
are not yet well understood.
7.2 The Gauge Color Code
Subsystem code definition. The gauge color code is a topological subsystem code [104]
defined by its gauge group, G. Unlike the stabilizer group, the gauge operators need not
form an abelian group. The stabilizer group can be obtained from the gauge group,
S = Z(G) ﬂ G,
where Z(G) is the centre of the gauge group, the set of all operators that commute with
every element of G. As we described in Section 1.1.2, the elements of the stabilizer group,
S œ S, define the codespace, such that
S|ÂcÍ = |ÂcÍ
for valid logical states of the code |ÂcÍ.
The logical operators are the elements of Z(G) that are not contained in the gauge
group,
L = Z(G)\G.
Gauge color code lattice. The code is defined on a three-dimensional four-valent
lattice with qubits on its vertices [93, 105]. The lattice must also be four-colorable, i.e.
each cell of the lattice can be given a color, red, green, yellow, or blue, denoted by elements
of the set C = {r,g,y,b}, such that no two adjacent cells are of the same color. The lattice
we consider in this chapter is shown in Fig. 7.1(a), where the cells are the solid colored
volumes in the lattice.
The cells of the lattice define stabilizer generators for S, as shown in Figure 7.1(b). For
each cell, c, there are two stabilizer generators: SZc , which is the tensor product of Pauli-Z
operators acting on each qubit on the vertices of the cell, and SXc , the tensor product of
Pauli-X operators on the same set of qubits,
SZc =
p
iœV(c)
Zi (7.2)
SXc =
p
iœV(c)
Xi, (7.3)
where V(c) are the qubits on the boundary vertices of cell c. We will refer to this set
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Figure 7.1: (a) The four-valent lattice we study. Qubits reside on the vertices. The
three-dimensional cells of the lattice are four colorable. (b) The stabilizers of the code are
defined on each volume of the lattice. For each cell, c, there are two stabilizer operators,
SXc and SZc , which are the tensor product of Pauli-X (Z) operators acting on each qubit
on the vertices of the volume. (c) Gauge operators are defined on every face of the lattice.
For each face there are two gauge operators, GXf and GZf .
of stabilizer generators from now on as the stabilizers of the code.
The faces of the lattice define the gauge operators, as shown in Figure 7.1(b). As we
will see in Section 7.3, the stabilizers need not be measured directly, but rather we can
infer their values from measurement of the gauge operators. This feature is of practical im-
portance as the gauge opeators have weight four, six and eight1, making them significantly
easier to measure than the 8- or 32- body stabilizer operators.
For each face, f , there are two gauge operators,
GXf =
p
iœV(f)
Xi (7.4)
GZf =
p
iœV(f)
Zi, (7.5)
where V(f) are the vertices on the boundary of face f .
Given suitable boundary conditions [83, 105]2, the code encodes one qubit, with logical
operators,
X =
Ÿ
iœQ
Xi (7.6)
Z =
Ÿ
iœQ
Zi, (7.7)
where Q is the set of physical qubits of the code.
1 As can be seen in Figure 7.1 all the gauge operators in the bulk of the code have weight four or six, at
the edges of the code however the gauge operators are altered to define valid boundaries. There are small
number of these edge gauge operators that have weight eight
2The question of the boundary conditions for this lattice will be discussed in detail in Section 7.5
129
7.3 Fault-Tolerant Error Correction
Tolerance to physical errors In a stabilizer code, physical errors are signified by the
presence of ≠1 stabilizer eigenvalues, which we call stabilizer defects. The list of the
positions of all the defects in the lattice after all the stabilizers have been measured is
known as the stabilizer syndrome, which can be then used to identify errors. Since the
code is symmetric between the Pauli X- and Z bases, it su ces here to consider only
Pauli-X, or bit-flip, errors.
A single qubit Pauli error occurring on the lattice anti-commutes with four of the
stabilizers, as shown in Figure 7.2(a). Since the lattice is four-colorable, this means that
the four stabilizers that touch at a single vertex must be uniquely colored, and so a single
qubit error creates one stabilizer defect of each of the four colors. An error chain can also
generate two defects of the same color, as shown in Figure 7.2(b). The task of decoding
the stabilizer syndrome can be thought of as grouping the defects such that their net color
is neutral, according to these two rules.
In the gauge color code we do not measure stabilizer operators directly, but instead
infer their values by measuring the gauge operators, which are defined on each face of the
stabilizers. The surface of each of stabilizers is three-colorable, as shown in Figure 7.3.
We label each face with a color-pair, uv, opposite to the colors of the two adjacent cells,
i.e. the face shared by a red cell and a green cell is colored by. The figure shows a red
cell, which has faces of the color-pairs by, yg and gb. If we consider first the set of all gb
faces of a cell, c, we can see that these faces cover all the qubits in the stabilizer cell. The
stabilizer, SZc can thus be written as the tensor product of all the gb gauge operators, GZf
on its surface,
SZc =
p
fœ({gb})c
GZf .
Consequently the stabilizer measurement outcome can be determined from the gauge
measurements as
m(SZc ) =
Ÿ
fœ({gb})c
m(GZf ),
where m(A) œ {≠1,+1} is the outcome of measuring operator A. The same relationship
holds for each set of colored faces.
We note that the gauge operators do not all commute with each other since in some
cases a Z face and an X face may meet at only one vertex. Importantly, though, the
gauge operators all commute with the stabilizer group, and so measuring them does not
a ect the encoded information.
Tolerance to measurement errors In addition to using gauge measurement outcomes
to infer stabilizer eigenvalues, we can also exploit the local constraints in G of the gauge
color code to detect and account for measurement errors. The outcomes of the gauge
operators are not independent, and by identifying inconsistencies in the measurement
outcomes errors can be identified and corrected. Remarkably, measurement errors can be
detected reliably by measuring each face operator only once, so called single-shot error
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(a) (b)
Figure 7.2: Error syndromes in the gauge color code. White volumes represent stabilizers
which return a ‘+1’ outcome on measurement, colored volumes indicate defects, where a
stabilizer returned a ‘-1’ outcome. (a) (upper) A single qubit error generates four defects
in the lattice, one of each color. (lower) Defect representation of an error chain causing
four colored defects. (b) (upper) Error chains on the lattice can also cause two defects of
the same color. (lower) Defect representation of an error chain causing two blue defects.
yg
by
gb
Figure 7.3: The faces of each stabilizer are three-colorable. An example of a red stabilizer
cell of each type, the faces of which are divided into subsets of the three color-pairs by,
yg, and gb
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(a) (b)
Figure 7.4: Gauge syndromes in the gauge color code where measurements are reliable.
Stabilizer defects are indicated by colored cells. Gauge measurements returning a ‘-1’ are
shown as faces striped with the two colors of the cells they are contained in. (a) An example
of a valid gauge syndrome around a stabilizer defect (red colored cell). This cell has one
gauge operator of each color returning a ‘-1’ outcome. All other cells have an even parity
gauge measurement outcomes over their colored subsets indicating that these cells contain
no stabilizer defect. (b) A valid gauge syndrome where there are no stabilizer defects. A
consistent set of outcomes occurs when gauge operators of a particular color-pair with ‘-1’
outcomes form a closed loop. The lower images show a graphical representation of these
syndromes as two-colored strings of gauge operators returning ‘-1’ values, and stabilizer
defects (colored circles). The gauge-strings are colored by the two colors not contained in
the cells they pass through.
correction [84].
We have already identified the first constraint, which arises from the three-colorability
of the stabilizer surfaces, that any of the di erently colored subsets of faces of cell c recover
the stabilizer operator SZc . By measuring all the faces of the lattice, we redundantly
recover each stabilizer eigenvalue three times where the three outcomes of a given cell
are constrained to agree. Naively these three values could be used to perform a majority
vote on the value of the stabilizer eigenvalue. This approach alone however, cannot result
in fault-tolerance with a single round of stabilizer measurement; the measurement error
is merely suppressed. When the system size is large, it becomes very likely that some
stabilizer outcomes will be faulty, and this eradicates the existence of a threshold.
Instead we must exploit larger scale, topological properties of the gauge measurement
outcomes. The constraint here arises from the face that the gauge operators are each
part of two stabilizer operators. The face measurement outcome must be consistent with
both of these stabilizers. In Fig. 7.4 we show two examples of a gauge measurement
configuration where measurement is perfect. In 7.4(a) a stabilizer defect is present and
one gauge operator of each color-pair returns a ‘-1’ outcome. The surrounding stabilizers
must return ‘+1’ and so in these cells a second gauge measurement must return ‘-1’ to
produce a consistent gauge syndrome. The same applies in the next neighbouring cells,
and so on, and so three chains of ‘-1’ gauge measurements, each of a particular color-pair,
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(a)$Gauge$syndrome$with$perfect$measurement (b)$Gauge$syndrome$with$measurement$errors
Figure 7.5: Gauge syndromes under (a) perfect measurement, (b) noisy measurement.
Colored strings represent chains of ’-1’ gauge measurement outcomes, where the colors rep-
resent the two colors that are not present in the stabilizers that the chain passes through.
spread outwards from the stabilizer defect. Fig. 7.4(b) shows a case where there are no
stabilizer defects present. To be consistent in this case gauge operators of a given color-
pair with ‘-1’ outcomes must form a closed loop in the lattice. We can represent these
chains as two-colored strings, as shown in the lower panel of Figure 7.4. These two cases
encompass all the constraints on the gauge measurements 3.
Measurement of all the gauge operators gives the gauge syndrome. Under perfect mea-
surement the constraints we have just mentioned will be satisfied, we refer to a syndrome
that satisfies these constraints as a valid stabilizer syndrome. An example of such a syn-
drome is shown in Figure 7.5(a). In the presence of noisy measurement the gauge strings
can be broken, forming gauge defects, as shown in Figure 7.5(b). The task of correcting
measurement errors can then be thought of as matching up these gauge defects to recover
a valid stabilizer syndrome.
7.4 Decoding
Fault-tolerant decoding with the gauge color code proceeds in two stages. The first,
syndrome estimation, uses face outcomes that may be unreliable to estimate the locations
of stabilizer defects. The second stage, stabilizer decoding, takes the estimated stabilizer
defect locations and predicts a correction operator to reverse physical errors.
7.4.1 Syndrome estimation
Behaviour of defects We concentrate now on syndrome estimation. Syndrome esti-
mation uses the gauge syndrome, a list of gauge defects, to estimate a stabilizer syndrome.
Gauge defects arise when the product of a particular set of gauge operators around a cell
have odd parity. Each lattice cell can contain as many as three gauge defects.
Gauge defects are distinguished by a color-pair uv, with
u, v œ {r,g,b,y},
3In the bulk of the lattice. At the boundaries there will emerge further patterns of defect behaviour
(see Fig. 7.6)
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(a) (b) (c)
Figure 7.6: (a) A pair of yb gauge defects, shown by the vertices, can be caused by a
string of incorrect yb face outcomes on the dual lattice. (b) Three gauge defects, colored
gy, gb and yb, can be caused by an error string that branches at a red cell. The branching
point indicates a stabilizer defect at a red cell. (c) Strings of incorrect face outcomes of
colors rg and gb terminate at a yellow boundary.
such that u ”= v and uv = vu. The color-pair of a gauge defect relates to the coloring
of the lattice faces. A cell c contains a uv gauge defect if the product of all the uv face
outcomes bounding c is ≠1. Following this definition, a stabilizer defect is equivalent to
three distinct gauge defects in a common cell.
To illustrate this, consider first a stabilizer cell, c, with no stabilizer defect. That is,
the outcome of the stabilizer measurement on that cell should be ‘+1’. Given noiseless
measurements c should contain no gauge defects. If a single gauge operator measurement
misreports, a gauge defect is identified at c. Conversely, we can consider the case that cell
c contains a stabilizer defect. Under perfect measurement all three colored sets of gauge
operators on c should have odd parity, and so the cell c contains three gauge defects. Now
if a single gauge measurement is faulty, one of these defects will not be identified, leaving
two gauge defects in c. From these examples we see that cells containing either one or two
gauge defects indicate incorrect face outcomes.
Let us briefly consider which combinations of gauge defects are neutral, that is if the
defects were to be brought together a valid stabilizer syndrome would be recovered. There
are three classes of gauge defect configurations which are neutral, these are represented in
Figure 7.6. The first possibility is that pairs of gauge defects of the same color pair, uv,
are caused by strings of incorrect uv gauge outcomes, as shown in Figure 7.6(a). Secondly,
triplets of gauge defects can emerge from a stabilizer defect as shown in Figure 7.6(b).
Finally, if a gauge defect arises due to an incorrect measurement on the boundary of the
lattice, a single uv gauge defect may emerge from the face of the lattice with color w,
where w ”= u,v. This is illustrated in Fig. 7.6(c). By grouping the gauge defects into
neutral clusters a valid stabilizer syndrome is recovered.
Decoder implementation Having identified the gauge defects from the gauge syn-
drome, we now require an algorithm to predict a likely measurement error configuration,
and thus estimate the stabilizer syndrome. We adapt the clustering decoder [20, 74, 90,
102, 103] for this purpose, which works by grouping nearby defects into clusters, and elim-
inating neutral clusters. Given the measured syndrome the algorithm begins by defining
a box around each gauge defect, as depicted in Figure 7.7(a). The decoder proceeds by
increasing the size of the box, and any overlapping boxes are then combined to form a
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(a) (b)
Figure 7.7: The clustering algorithm. The outline tetrahedra represents the gauge color
code lattice, and gauge defects identified following a round of gauge measurements is
shown on the lattice. (a) The initial state of the clustering decoder, which places a box
around each gauge defect. When the combination of defects contained within a box is not
neutral, the box is shaded red. Decoding proceeds by increasing the box size and merging
overlapping clusters. When an updated box contains a neutral combination of defects, the
cluster is eliminated, indicated by a green shaded box in the Figure. (b) shows the state
of the decoder after several rounds of this process.
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new cluster. When the defects contained within a cluster form a neutral configuration,
according to the rules shown in Figure 7.6, then the cluster is eliminated from the de-
coding procedure. This process of expanding the boxes is repeated until all clusters have
been neutralised. A partially completed decoding procedure is shown in Figure 7.7(b).
Once clustering is completed, the decoder identifies a correction within each box, which
corresponding to a valid stabilizer syndrome that could have been obtained under perfect
measurement.
The error-correction procedure is sensitive to the positions of stabilizer defects within
a neutral cluster, as discrepancies in their positions later a ect the performance of the
stabilizer decoding algorithm. As such we must place stabilizer defects carefully. For
cases where a neutral cluster of gauge defects returns stabilizer defects, we assign their
positions such that they lie at the mean position of all the gauge defects within the
correctable cluster, at the nearest cell of the appropriate color. Once syndrome estimation
is complete, the predicted stabilizer syndrome is passed to the stabilizer decoder, and a
correction operator is evaluated.
We remark that gauge defects can be incorrectly analysed during syndrome estimation,
in which case, measurement errors sometimes masquerade as stabilizer defects. We will
then attempt to decode the incorrect stabilizer syndrome and mistakenly introduce errors
to the code. In general, any error-correction scheme that takes noisy measurement data
will introduce residual physical errors to a code. These errors can be corrected in the
future, provided the remaining noise is of a form that a decoder can correct. In general
however, one must worry that large correlated errors can be introduced that adversarially
corrupt encoded information [106–111]. Such errors may occur in the gauge color code
if, for instance, we mistakenly predict two stabilizer defects of the same color that are
separated by a large distance. We give an example of a mechanism that might cause a
correlated error during syndrome estimation with the gauge color code in Appendix H.2.
A special property of the gauge color code is that measurement errors, followed by syn-
drome estimation, will only introduce false defects in locally correctable configurations.
Therefore, residual errors should remain local to the measurement error. Moreover, the
code is such that the probability of obtaining configurations of face outcomes that cor-
respond to false stabilizer defects decays exponentially with the separation of their cells.
This is because the number of measurement errors that must occur to produce a pair
of false stabilizer defects is extensive with their cell separation. To this end, the errors
introduced from incorrect measurements are local to the measurement error and typically
small. This property, coined ‘confinement’ in Ref. [84], is essential for fault-tolerant error
correction. Most known codes achieve confinement by performing syndrome measurements
many times.
7.4.2 Stabilizer decoding
Having carried out syndrome estimation we are left with a stabilizer syndrome, and now
proceed with the second stage of decoding in which a correction operator is determined
to fix the physical errors that the qubits have su ered [93, 105]. This task can be dealt
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Figure 7.8: A repeating cell of the lattice that consists of eight of the fundamental unit
cubes. Stabilizers of weight eight and thirty-two are represented by diamonds and circles
on the vertices of the repeating cell respectively, as shown in the key at the right of the
Figure. Opposite faces of the repeating cell are the same form.
with using standard decoding methods [16, 19, 103]. We again use a clustering decoder
to address this task. We recall Figure 7.2, which indicated the ways in which stabilizer
defects could form, which define what the stabilizer decoder treats as a neutral cluster. A
box is initially assigned to each stabilizer defects, and the decoder proceeds by increasing
the size of the boxes, where the size increases linearly in each iteration. When a box
contains a neutral defect configuration it is eliminated from increasing further. After all
clusters have been neutralised, a correction operator is determined inside each box which
returns the code to the codespace.
7.5 The Gauge Color Code Lattice
In Sections 7.2- 7.4 we described the code approach to fault-tolerance Here we elaborate
on the construction of the lattice of the gauge color code that we will later simulate. In
Section 7.2 we introduced the primary lattice, to understand the construction of the lattice
and its boundaries it will now be much more convenient to work in with the dual lattice.
Dual lattice representation In the primary representation qubits reside on the vertices
of a lattice, and stabilizers are defined on the cells of that volume. It will now be more
convenient to consider the dual lattice, which places stabilizers at vertices of a lattice. This
results in a cubic lattice structure as shown in Figure 7.8. In the dual representation we
require that the vertices of the lattice are four colorable, i.e. we can consistently color
every vertex with one of four colors, red, green, yellow or blue, such that no two vertices
of the lattice that share an edge can have the same color.
Each qubit in the dual representation is defined within a volume. The lattice in
Figure 7.8 is subdivided into smaller tetrahedral units each of which represents a single
qubit. The stabilizers at the vertices of a tetrahedron act on the qubit contained within
it. Since the primary lattice is four-valent, every volume in the dual representation must
be tetrahedral. Each unit cell cube of the lattice can be broken down into 5 tetrahedra,
as shown in Figure 7.9(a), where we color the faces of the tetrahedra with the color that
is not the color of any of its three vertices. The lattice alternates between odd and even
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(a) (c)
Figure 7.9: (a) An odd and an even unit cell that each consist of five tetrahedra. Each
tetrahedra contains a qubit, while each vertex defines a stabilizer. We color each face of
every tetrahedron with the color that is not the color of any of its three vertices. (b) An
exploded unit cell that reveals the internal structure of a unit cube. (c) A cube of linear
size L = 5 formed by stacking odd and even unit cubes. The odd and even unit cubes,
shown in gray and white, are stacked such that no two even unit cubes meet at a face and
no two odd unit cubes meet at a face.
variants of the unit cell 4, as shown in Figure 7.9(b).
In this dual representation the gauge operators are defined on the edges of the lattice.
An edge gauge operator includes all the qubits which include that edge in the boundary
of their tetrahedra.
Lattice boundaries We have so far considered only the bulk of the lattice, but in order
to have a valid code the boundaries of the code need to be correctly defined. The gauge
color code requires four distinct boundaries where boundaries di er by the subset of colors
of the vertices that lie on their surface. Specifically, a boundary of a given color contains
no vertices of that color, i.e. a green boundary contains only red, blue and yellow vertices
(stabilizers). In the dual representation this is equivalent to the faces of a boundary being
colored with a single color - the color of the boundary face. We therefore look for a
tetrahedral structure with four boundaries of four di erent colors.
We begin with a cubic block of fundamental cubes, as shown in Fig. 7.9(c). The block
must have an odd linear dimension of unit cubes. We obtain a four-sided tetrahedral
structure by removing four corners of the cubic block of unit cubes, as shown in Fig. 7.10.
This large tetrahedra does not yet fulfil the necessary coloring conditions of valid
boundary faces. However, by replacing some of the tetrahedra we have removed from the
lattice, we can recover suitable boundaries. In particular, we observe hexagonal ‘patches’
of faces which are inconsistently colored compared with the rest of the boundary. We
outline some of these hexagonal patches in white in Figure 7.11. At the centre of each of
4As well as alternating between di erent colored variants to create a consistent lattice.
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Figure 7.10: We remove tetrahedra from the cubic lattice shown in Fig. 7.9(c) to obtain
the four-sided tetrahedral structure we require of the gauge color code lattice. The figure
shows some of the tetrahedra that have been removed from the cubic lattice to the right
of the Figure. The remaining tetrahedra do not define a gauge color code dual lattice
without replacing some of the removed tetrahedra, as we explain in the main text.
these hexagons lies a single vertex of a color that is not suitable for the given boundary.
We modify this tetrahedral lattice by adding additional tetrahedra to the surfaces to ‘cover
up’ the incorrectly colored regions.
The mechanism for achieving this is shown in Figure 7.11(a), where ‘bulbs’ of sixteen
additional tetrahedra are reintroduced to the lattice to recover the necessary coloring. The
resulting lattice is shown in Figure 7.11(b). For the convenience of the reader we also show
the lattice separated into layers in Fig. 7.12.
Boundary operations We have now identified a suitable lattice structure, but we need
to make some additional adjustments at the boundaries by adding some additional qubits
and operators to define the surface correctly. Each colored face of the tetrahedron can be
thought of as a 2D color code on the surface of the 3D lattice. To achieve this, qubits are
added to each external face of the lattice, and new gauge operators are defined at each
vertex on the surface [83]. This fully defines the faces of the tetrahedron, the remaining
task is to stitch the di erently colored faces together where they merge at the edges of the
lattice, which we call the grand edges. The additional qubits needed to achieve this are
represented in Figure 7.13, which shows a flattened version of each face of the lattice. A
qubit is added to each grand edge, and a further qubit at each grand vertex.
7.6 The Simulation
We simulate fault-tolerant error correction with encoded states |ÂjÍ of linear size L where
j indicates the number of error-correction cycles that have been performed, and where
|Â0Í is a codeword. We seek to find a correction operator C such that CE œ G where E
is the noise incident to |Â0Í after N error-correction cycles.
The state of the code begins in the error free space in the codespace, |Â0Í. We simulate
fault-tolerant error correction under a phenomenological error model with physical errors
occurring at rate p, and measurement errors occurring with probability q = p. An error
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(a) (b)
(a) (b)
Figure 7.11: We modify the lattice of Fig. 7.10 to uniformly color the faces by replacing
some of the tetrahedra that were removed from the cubic lattice. (a) We show white
hexagons showing patches of six incorrectly colored faces. We add additional tetrahedra
to these incorrectly colored patches such that all four boundaries are uniformly colored.
The Figure shows some hexagons where the additional tetrahedra are already added. (b)
The complete lattice, with correctly colored faces.
Figure 7.12: The L = 5 lattice where the layers of tetrahedra are separated. Interior
tetrahedra are colored white and gray.
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Figure 7.13: The gauge color code surface. Additional qubits are needed to fully define
the boundaries of the lattice. In addition to those in the bulk, qubits are added to each
external face, grand edge, and grand vertex. Additional gauge operators are defined on
all the external stabilizer vertices.
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correction cycle consists of the following stages:
1. Qubits su er bit-flips with probability p. This noise can be written as an error
operator E1(p).
2. The gauge operators are measured with measurement error rate p, returning the
gauge syndrome.
3. The stabilizer syndrome, s, is estimated with the syndrome estimation algorithm.
4. The stabilizer decoding algorithm is used to predict a suitable correction operator
C1 from s.
5. Applying the correction operator to the state to obtain
|Â1Í = C1E1(p)|Â0Í. (7.8)
To maintain the encoded information over long durations, we repeatedly apply error-
correction cycles to keep the physical noise su ciently benign. After n rounds of error
correction the state is |ÂnÍ. It is important to note is that |ÂnÍ is not necessarily in the
codespace. For q > 0, stabilizer syndromes will in general be incorrectly estimated, and
thus the correction operator Cn introduces some new errors to the code. For the code to
show error correction in the long-time limit it is necessary that the errors introduced in
each cycle are not so severe as to prohibit further rounds of error correction.
After N error correction cycles the code will have accumulated some total error E,
such that
|ÂN Í = E|Â0Í.
At this point we perform the Z logical measurement by measuring each individual qubit
in the Pauli-Z basis. From this destructive measurement the eigenvalues of all the SZc can
be deduced. From these stabilizer values we can then recover the logical state of the qubit,
and determine if the correction procedure has been successful. An equivalent discussion
holds for logical measurements in the X basis.
During readout, measurement errors and physical errors have an equivalent e ect; both
appear as bit flips. To simulate errors that occur during the readout process, we apply
the noise operator E(p) to the encoded state before decoding. We calculate logical failure
rates,
Pfail = prob(CE(p)E œ G), (7.9)
We evaluate Pfail values through Monte Carlo simulations of the error correction proce-
dure, to determine a threshold error rate. The threshold calculation is described in detail
in Appendix H.3.
To analyse the performance of the proposed decoding scheme, we look to find the sus-
tainable error rate of the code, psus, below which quantum information can be maintained
for an arbitrary number of correction cycles. The discovery of such a point suggests that
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Figure 7.14: Threshold physical error rates, pth, as a function of the number of error-
correction cycles, N . Each point is the result of a threshold calculation, with example
threshold plots shown for the N = 0 and N = 8 cases. Thresholds are calculated with
system sizes L = 23, 29, 35 using 104 Monte Carlo samples. Error bars are drawn from the
uncertainty in the threshold fitting parameters as discussed in Appendix H.3. The solid
blue line shows the fitting given in Eqn. (7.10). The dashed red line marks psus ≥ 0.31%,
the sustainable noise rate of the code, the limiting value of pth from as N æŒ.
the error-correlations caused by our correction protocol do not extend beyond a constant,
finite, and decodable length, thus showing that we can preserve information indefinitely
with arbitrarily high fidelity in the p < psus regime.
We define psus as the threshold error rate, pth, at the N æŒ limit, where the threshold
is the error rate below which we can decrease Pfail arbitrarily by increasing L [112]. We
plot pth as a function of N in Fig. 7.14, where details on threshold calculations are given
in Appendix H.3.
The data shows that pth converges to psus ≥ 0.31% with increasing N up to N = 8.
We obtain this value with a fitting that converges to psus, namely
pth(N) = psus [1≠ (1≠ pth(0)/psus) exp(≠“N)] . (7.10)
We find pth(0) ≥ 0.46% and “ ≥ 1.47. The convergent trend provides evidence that we
achieve steady-state confinement in the high-N limit, as is required of a practical error-
correction scheme.
7.7 Conclusion
To summarise, by using an e cient clustering decoding algorithm we have numerically
demonstrated threshold behaviour in the gauge color code under both physical errors and
noisy measurement. By looking at the behaviour over a number of error correction cycles
we estimate a sustainable error rate of psus ≥ 0.31%. Remarkably, given the simplicity of
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the decoder, this threshold lies within an order or magnitude of the optimal threshold for
the toric code under the same error model, ≥ 2.9%, [22]. Decoders for the surface code
have been the object of much optimisation, and a great number of more sophisticated
strategies have been studied [13, 16–20, 90, 91, 113, 114]. Thus it is reasonable to hope
that the threshold we have identified could be improved with better decoding methods.
Furthermore, the gauge color code achieves this threshold with only a single round of
measurement, in contrast to the ≥ L rounds that must be performed for an L≠dimensional
toric code lattice. Since error correction is required between every logical operation on
encoded qubits, this e ectively translates into an increase of a factor L in the rate at which
logical operations can be performed.
To fully establish the experimental viability of the gauge color code it is necessary
to understand its behaviour under realistic noise models [97] that respect the underlying
code hardware. It is also worth investigating the error-tolerance of other lattices than the
one considered here [83]. It is likely that the threshold will su er relative to the surface
code when analysed with a circuit-based noise model [79], as the gauge-measurements
require higher weight operators than the four-body measurements of the surface code.
This downside will need to be weighed o  against the advantages of single shot fault-
tolerance, and universal transversal operations. In the regime of low enough error rates,
this may still result in an overall reduced overhead for computation.
Another source of practical concern is the challenge of constructing the three-dimensional
gauge color code lattice. In a monolithic system this may place unfeasible demands on
the technology. But these challenges can be mitigated by using a network based archi-
tecture [44, 55, 59, 63] as discussed in Part I. In the network, qubit connectivity is more
flexible, and a physical 3D structure could potentially be replaced with longer range con-
nections.
To conclude, the gauge color code is a promising code due to its fault-tolerance and
computational properties. Though ultimately further analysis is needed to draw more con-
crete conclusions about its experimental viability. We have shown the first demonstration
of threshold behaviour under single-shot error correction, and there are many interesting
questions still to be addressed to fully understand the potential of such systems.
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Conclusion to Part II
Quantum error correction is an essential tool for fault-tolerant quantum computing. In
Part II we considered some of the possibilities for practically implementing error-correction
beyond the surface code.
First we have studied the smallest examples of some of the most promising topological
codes, with near-future error-correction experiments in mind. Encouragingly, the require-
ments to implement this first proof-of-principle demonstrations experimentally, both in
terms of error rates, and number of qubits, are not far from current capabilities.
In the longer term the task of finding a good choice of error correcting code to imple-
ment fault-tolerant quantum computing is one with many questions left to be answered.
Part of the challenge is that, as we saw in Chapter 6, di erent approaches have di erent
desirable properties, no code is better in every category than all others, and so a trade-o 
must be made between these things.
We studied the properties of the gauge color code, which does not have the simplicity of
the surface code, but does o er some very appealing other properties. Arguably the most
interesting of these is its single-shot fault tolerance, which we demonstrated numerically
in Chapter 7. Currently no other code is known to have this property. The next step
must be to analyse the gauge color code’s performance against more realistic noise models
- where the physical implementation of measurement circuits is included in the analysis.
If the error threshold still remains competitive with that of the surface code under such
an analysis then it would become a very promising candidate code for practical quantum
computation.
Ultimately the answer to which approach to quantum error correction is best depends
on a great number of factors, not only about the codes themselves, but also the details
of the physical system being used, and the computations to be implemented. In order to
compare codes with one another with no knowledge of the physical system being used,
or the computations that are to be implemented, it is necessary to abstract away many
details of the error-correction process. But as the implementation of these ideas comes
closer to becoming a reality it is important to consider more of these details. How can the
necessary parity projections be e ciently performed in di erent physical systems? How
do system-specific noise models a ect the codes’ performance? The important question
of overhead is dependent on physical error rates. With realistic physical parameters, how
then do the overheads of various codes compare?
We began to answer some of these questions for the surface code case in Part I, and it
is certainly an interesting question for further research to see a similar analysis applied to
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other potential codes. Though since fully investigating a single set of physical parameters
is both labour intensive and computationally expensive these questions cannot be fully
answered until the physical systems under consideration become su ciently mature.
Beyond optimising the codes already known of, the pursuit of new error correcting
codes is also of significant interest. A recent development is the discovery of doubled
color codes, which remarkably o er a universal transversal gate set in a code that can be
embedded into two dimensions. In their current form these codes are not a very practical
proposal, as the number of qubits grows cubically with the code distance and their fault-
tolerance properties are not well understood. But given the enormous advantage that
could be gained by identifying universal transversality, or single-shot error correction in a
system that is simpler than the gauge color code, it is well worth pursuing this goal.
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Conclusions and Outlook
Quantum devices, and in particular quantum computing, have the potential to be revolu-
tionary technologies, but building such machines is a very di cult task. It is only in recent
years that physical error rates in various systems have crossed into the ‘below threshold’
region where in theory error correction, and consequently quantum computing, becomes a
very real possibility. Thus the study of quantum architectures is currently a timely one,
as we face the challenge of promoting small well controlled systems to large-scale quantum
devices.
The architecture of a quantum device should be able to exploit the physical features of
a particular experimental system. It also constitutes a vital link between the basic units
and higher level operations that can implement error correction, and ultimately quantum
computing algorithms. Importantly, the architecture also allows a level of abstraction
between layers of the technology that is essential for building a scalable, multipurpose,
device. The abstraction is important, but as important is the feedback at the interface
between the layers. The physics of the system should motivate the approach to fault tol-
erance, and its implementation. Conversely, the fault-tolerance approach and architecture
will motivate how the physical system should be further developed.
In Part I of this thesis we studied one type of architecture based on a network, consid-
ering these important characteristics. In our network approach, basic units are connected
through entangling links, and purification is then used to promote Bell pairs to entangle-
ment that can be used to perform parity checks on groups of qubits. These parity checks
are then used to operate error correction over a large array of cells, and in this corrected
code fault-tolerant logical operations can be carried out. Thus the basic operations are
interfaced, through several hierarchical layers, to fault-tolerant computation.
At the level of analysis that we have presented here the physical requirements to oper-
ate in such a system seem to be challenging, but not totally unfeasible to achieve at least
first demonstrations of a large-scale quantum architecture. For truly practical quantum
information processing, however, the results we find are probably too restrictive, partic-
ularly in terms of the running speed of device based on entanglement generation. But it
is reasonable to hope that the level of control over physical systems will continue to im-
prove. Furthermore, as experiments become more mature there will become greater scope
for fine-tuning the design of the architecture, and exploiting a more detailed knowledge of
the physical system.
In Part II we consider one layer further up the hierarchy of a quantum computer,
beyond the hardware of the architecture, to the scheme for error correction. Here too,
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there is great scope for development of novel decoding schemes, and new codes that can
o er improved performance, either in terms of error tolerance, or computational properties.
We studied the gauge color code, which provides an excellent example of this, and remains
a promising candidate. Mapping the implications of the code back to the physical system
it acts upon should remind us how worthwhile a pursuit it is to improve properties such
as error tolerance, as these can have an exponential impact on the overheads needed for
computation.
Thus we conclude that the current state of the art experiments, combined with carefully
chosen schemes for architecture and error correction, are very close to being able to imple-
ment the first demonstrations of practical quantum information processing. Meanwhile,
there remain a great number of avenues open to further improve upon current propos-
als. Moreover, as experiments progress, even more possibilities will open for theoretical
development of the ideas we have studied here.
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Appendix A
Table of notation
Error correcting codes
Stabilizer notation
I or ‡0 Identity
X,Y, Z or ‡1,2,3 Pauli operators
Pn A Pauli operator on n qubits
Pn The Pauli group on n qubits
PD The Dth level of the Cli ord hierarchy
S A stabilizer operator
S A stabilizer group
Error correction
E An error operator
C A correction operator
|ÂcÍ A code state
X¯, Z¯ Logical operators
pL Logical error rate
C Correcting power
The surface code
S⇤v Plaqeutte operator at face f
SFv Star operator at vertex v
L Lattice dimension
pth Threshold error rate
The gauge color code
GX,Zf Gauge operator at face f
SX,Zc Stabilizer at cell c
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Physical parameters
Phemonenological noise
p Physical error rate for i.i.d. noise
q Measurement error rate
px, py, pz Rate of Pauli X,Y and Z errors
Circuit level noise
ps single qubit gate error
pm Single qubit measurement error
pg Two-qubit gate error
pn Network error
EPL protocol parameters
p0,p1 Inital state in entanglement generation
pd probability of a successful photon detection
pN half-network error (EPL)
pp Phase drift during entanglement generation
R Entanglement attempt rate
ps probability of a single photon click event
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Appendix B
Numerical Methods 1: Simulation
of Noisy Circuits
Here we describe the approach to simulating the noisy circuits used to implement the various
protocols we discuss in Chapters 3, 4, and 5. The code to implement the methods we describe here
is available online [115].
B.1 Fidelity of operations
In aiming to implement quantum protocols in a system it is important to be able to
quantify how well we are able to prepare states, and implement operations in the presence
of noise and imperfections. We now introduce two measures that will be used throughout
this thesis, the state fidelity, F (ﬂ) and a process fidelity, F , which will give us a quantitative
measure of how close the noisy operations are to the ideal ones.
B.1.1 State fidelity
We use the state fidelity, F to describe how close a noisy state ﬂ is to the ideal state ﬂideal,
where F is given by,
F (ﬂ, ﬂideal) =
3
Tr
5ÒÔ
ﬂidealﬂ
Ô
ﬂideal
642
.
When the target state is a pure state, as is the case throughout this thesis, Ôﬂideal =
ﬂideal = |„idealÍÈ„ideal|, and the expression for fidelity can be rewritten as
F („ideal, ﬂ) =
3
Tr
5Ò
|„idealÍÈ„ideal|ﬂ|„idealÍÈ„ideal|
642
= È„ideal|ﬂ|„idealÍ
3
Tr
5Ò
|ﬂidealÍÈﬂideal|
642
= È„ideal|ﬂ|„idealÍ. (B.1)
For the specific case of noisy entanglement generation which we model as a state in
Werner form, such that ﬂ = q3i=0 Fi|„iÍÈ„i|, where „0 = „+ and „1,2,3 are Â+,Â≠ and
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„≠ respectively. In this form the state fidelity F
!
„+, ﬂ
"
= F0 and simply represents the
probability that the state is in |„+Í.
B.1.2 Operation fidelity
We now consider how to quantify the quality of a noisy process, S, which acts on n qubits.
Let us take the target operation to be a unitary, U . If one specifies a particular input
state, then the fidelity of the output state can be calculated as in Section B.1.1, after the
ideal, and noisy operations. However, the input state of the qubits can be in any arbitrary
state, so rather we wish to understand the fidelity of a gate as an operation and without
reference to a particular state.
The first point to note is that the noisy implementation of the unitary operation U is
not necessarily itself unitary. If, for example, the process is a ected by probabilistic noise
then the map that describes the operation, S, cannot be expressed as a single unitary
operator. Furthermore, the process S, may make use of an ancillary space in addition
the qubits being acted upon, which is measured out and discarded over the course of the
operation. In general such an operation cannot be written as a single unitary operation
on the subspace of just the remaining qubits. Instead the operation can be described as a
superoperator, S, which acts on the state ﬂ, of the form
S (ﬂ) =ÿ
i=0
piKiﬂK
†
i . (B.2)
This probabilistic decomposition describes the operation as a series of unitary Kraus oper-
ators, Ki, applied to the initial state with probabilities pi. We can use this superoperator
to fully describe the operation of any noisy protocol.
In this decomposition, the dominant Kraus operator, K0 = U , and the correspond-
ing probability, p0, represents the probability of the intended operation being perfectly
implemented. This probability can be used to describe a ‘fidelity’ of the operation,
F (S) = p0.
B.2 Continuous error models
Throughout this thesis we model errors as probabilistic but discrete events in which a
Pauli operator is applied to a qubit. In fact this error model is much more general than
it appears at first sight, we will show here than any continuous distribution of rotations
on the Bloch sphere can be rewritten as probabilistically applied Pauli operators, as long
as there is no systematic error.
Let us say that noise occurring on a single qubit is such that a rotation R(◊) =
cos ◊2I + i sin ◊2X occurs according to the probability distribution p(◊). If a qubit starts
in state ﬂ, after this noise map, N , has been applied the state of the qubit is now in the
mixed state,
N(ﬂ) =
⁄
p(◊)R(◊)ﬂR†(◊)d◊,
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where the integral is over all possible values of ◊. Expanding the expression for the noise
operator R(◊), and writing C = cos ◊2 and S = sin ◊2 ,
N(ﬂ) =
⁄
p(◊)(CI+ iSX)ﬂ(CI≠ iSX)d◊ (B.3)
N(ﬂ) =
⁄
p(◊)
1
C2ﬂ+ iSC(XﬂI≠ IﬂX) + S2XﬂX
2
d◊ (B.4)
N(ﬂ) =
5⁄
p(◊)C2d◊
6
ﬂ+
5⁄
p(◊)S2d◊
6
XﬂX +
5⁄
p(◊)iSCd◊
6
[Xﬂ≠ ﬂX] . (B.5)
If the probability distribution, p(◊) is symmetric about ◊ = 0, such that there is no
systematic error, then the odd terms of the integral vanish, and so we are left with the
expression,
N(ﬂ) = p0ﬂ+ p1XﬂX,
where p0 =
s
p(◊)C2d◊ and p1 =
s
p(◊)S2d◊. So the continuous error distribution can
be written as a probabilistically Pauli operator. The same argument generalises to any
rotation about the Bloch sphere.
B.3 Simulation of noisy circuits
We wrote a general purpose Mathematica toolbox to simulate noisy circuits 1. This sim-
ulates preparation of qubits, application of single and two-qubit gates, and measurement,
where all operations are treated as noisy according to the error models given in Sec-
tion 2.1.1. The state of the system is treated in the density matrix representation to allow
the necessary description of the mixed states that emerge from the probabilistic noise
models. For an n-qubit system this requires (2n)2 elements of the density matrix to be
stored in memory. To simulate fully the stabilizer measurement protocols in Chapter 5
we need to represent 20 qubits. This would require 1012 density matrix elements to be
stored, which would not have been possible with the available resources. Fortunately we
are first able to break down the stages of the protocol into components using fewer num-
bers of qubits that can be represented using the superoperator representations described
in Section B.4. In addition, significant improvement to the performance can be gained
by using sparse matrix representations, as many elements of the density matrix are zero.
With these techniques it is possible to simulate all the protocols under considered here
with no approximations.
B.4 Superoperator representations
In Section B.1.2 we introduced the superoperator notation as a full description of a noisy
operation. This representation will be very important throughout this work for under-
standing the structure of noise in operations, and also for being able to e ciently simulate
noisy processes. We will now describe how to extract a superoperator description of an
1The code is fully documented and available online at https://github.com/naominickerson/quantum
circuit simulations
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operation from a noisy circuit representation, and then how this superoperator can be
applied to the problem of simulation.
B.4.1 Calculating a superoperator: the Choi-Jamiolkowski isomorphism
Let us consider some, possibly noisy, protocol S, which represents a map on some Hilbert
space H. This Hilbert space is is made up of qubits HQ on which we which aim to
enact a gate, and an ancillary subspace, HA, which is measured out over the course of
the computation, H = HQ ¢ HA, such that S takes a state in the larger space to one
in the reduced space S (ﬂQ ¢ ﬂA) = ﬂÕQ. An example of this is the process of stabilizer
measurement in the network. Here HQ are the four qubits to be measured, and HA are a
further four qubits prepared into a GHZ state. The process S describes the set of gates
and measurements performed to implement the stabilzier measurement as described in
Section 3.2.2
The action in the reduced subspace alone can be described as a completely positive
map S (ﬂQ) = ﬂÕQ. Our aim is to identify a set of Kraus operators and their corresponding
probabilities to describe this map, as in Eq. B.2. This can be done my making use of the
correspondence between quantum channels and quantum states, described by the Choi-
Jamiolkowskii isomorphism [116].
The procedure for determining the decomposition works as follows. Rather than per-
forming the protocol on a specific state, ﬂQ, each qubit in HQ is instead taken to be one
half of a maximally entangled Bell pair, |„+Í = 1Ô2 (|00Í+ |11Í), to create a state,
| Í = 1Ô
d
2d≠1ÿ
x=0
|x, xÍ.
We refer to this state as the operational state. Intuitively the idea behind this is to add a
reference qubit ‘tag’ to each of the qubits in Q. This doubles the number of qubits in Q
by adding an equal number of reference qubits QR. The map S will act on the qubits in
Q whilst leaving the reference qubits unchanged and when the protocol is complete they
can be used to determine how each component has been transformed during the process.
Applying the map to the state | Í we obtain,
„S = (S ¢ I) | ÍÈ | =
ÿ
i
pi (Ki ¢ I))| ÍÈ | (Ki ¢ I)† . (B.6)
Noting that each Kraus operator can be decomposed in the computational basis as
K(i) =
ÿ
a,b
Kab|aÍÈb|, (B.7)
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we can then consider how a single Kraus operator acts on the operational state:
K(i)| Í = 1Ô
d
ÿ
a,b
K(i)ab |aÍÈb|
ÿ
x
|x, xÍ
= 1Ô
d
ÿ
a,b
ÿ
x
K(i)ab |aÍ”bx|xÍ
= 1Ô
d
ÿ
a,b
K(i)ab |aÍ|bÍ. (B.8)
It is now straightforward to see the correspondence between the Kraus operator Ki and its
operation on | Í . The coe cients of the computational basis states present in the output
correspond exactly to the elements of the matrix Kab. This means that by diagonalising
the output state we identify eigenvectors 1Ô
d
q
a,bK
(i)
ab |aÍ|bÍ which by simple rearrangement
can be used to form the Kraus operators Kab|aÍÈb|. The corresponding eigenvalues present
the relevant probabilities, pi, in the Kraus decomposition.
In practice then we can carry out a full circuit simulation of a given procedure including
all sources of noise but acting on the state | Í, and then simply diagonalize the output
density matrix, „S . The resulting eigenvectors correspond to the Kraus operators, and
the eigenvalues to their respective probabilities.
B.4.2 Choice of decomposition
The Kraus decomposition we obtain is not necessarily unique. If there are degenerate
eigenvalues, pi = pj , the any linear combination of these components will also give a valid
superoperator. Often, though, there will exist a particular set of operators,
ÓÊKiÔ, which
make physical sense to represent the noise that has occurred. For example, given noise
models built on probabilistically applied Pauli errors, we expect that the resulting opera-
tors can be decomposed into products of the intended operation K0 and a combination of
Pauli errors acting one or more of the qubits, Ki = K0 (‡j ¢ ‡k ¢ ....¢ ‡n).
Noisy parity projections: reducing noise to known formats We will now address
the specific case of the four-qubit parity projection in the Z basis, where our simulations
indeed reveal a preferred decomposition that corresponds to a physically meaningful set
of Kraus operators. In the following we will write M to stand for the “odd” or “even”
reported outcome of the stabilizer protocol (i.e. the parity of the four measured qubits).
If density matrix ﬂ represents the state of all data qubits prior to the evaluation
of our stabilizer, then measurement outcome M and the corresponding state SM (ﬂ) =
 M (ﬂ)/Tr[ M (ﬂ)] will occur with probability Tr[ M (ﬂ)], for some projective operator
 M (·). If our protocol could act perfectly, then for example the even projector would be
 evenideal(ﬂ) =
q |iÍÈi|ﬂ|jÍÈj|, where the sum is over all states |iÍ, |jÍ with definite even parity
in the Z-basis: |0000Í, |0011Í, etc. Analogously the ideal odd projector sums over states
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of definite odd parity. In reality our imperfect operations result in projectors of the form
 Mreal(ﬂ) =
ÿ
e
aMe Ee Mideal(ﬂ)E†e + bM¯e Ee M¯ideal(ﬂ)E†e
with Ee = (ABCD)e and {A,B,C,D} œ {I, X, Y, Z}. (B.9)
Here the four operators making up E are understood to act on data qubits 1 to 4 re-
spectively, and index e runs over all their combinations. The symbol M¯ represents the
compliment ofM , i.e. “odd” forM =“even” and vice versa. We see that this real projector
is made up of a mix of the correct and incorrect projectors together with possible Pauli
errors; the various weights a and b capture their relative significance.
The largest contributor to  Mreal(ﬂ) is found to be the reported parity projection, i.e.
for M =“even”, the largest of all weights {a, b} is that associated with E = (IIII) and
 evenideal(ﬂ). The next largest term will be the pure “wrong” projection, i.e. the combination
of E = (IIII) and  oddideal(ﬂ). This form of error is relatively easy for the toric code to
handle, and we have deliberately favoured it over other error types by minimising the X
and Y errors, rather than Z, in our stabilizer protocol. The remaining terms correspond to
Pauli errors in combination with either the correct or the incorrect projectors; for example
E = (XZII) is an erroneous flip on data qubit 1 simultaneous with a phase error on qubit
2.
Automatically identifying Pauli-error Kraus operators An eigenvalue decompo-
sition of the density matrix  S will directly generate a Kraus decomposition. But when
there are multiple degenerate representations this is not likely to immediately return the
desired form. We initially identified the structure described above by manual inspection
of the form of the superoperators. But we will need to automate this process in order
generate a large number of superoperators for di erent noise conditions.
If we suspect that the Kraus operators will fall into the form described above, we can
instead extract the relevant probabilities of these operators directly from  S , using the
following approach. We construct the Kraus operator, Ki = (ABCD) Mideal, and then
compute the resulting output states,  i, when this alone acts on  ,
 i = (Ki ¢ I)  (Ki ¢ I)† .
Calculating the overlap of this state with  S will give the corresponding probability,
pi = F ( S , i),
We note that this approach is only valid if our assumptions about the form of the Kraus
operators is correct. In practice we follow this procedure with checks that qi pi = 1 and
that all F ( i, j) = ”ij .
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B.4.3 Using the superoperator in simulation
The superoperator representation forms an integral part of our numerical simulations,
both at the circuit level, and of the full fault-tolerance procedure.
Firstly, identifying the superoperator description of subroutines of a given protocol
can reduce the computational overhead required for full simulation of larger circuits, as
we described in Section B.3. When the protocols require many ancilla qubits simulation
rapidly becomes expensive. But alternatively, we can carry out a full circuit simulation
only once to identify elements of the superoperator, after which the superoperator can be
applied directly to the state. Using this approach we are able to explicitly simulate noisy
protocols that involve 20 qubits, which without this simplification would be beyond our
computational resources.
To identify a fault-tolerance threshold we will simulate the toric code under noisy sta-
bilizer measurement. The superoperator representation of these parity checks will provide
with a description of the probabilities of every di erent type of error than can occur,
which will feed into our threshold calculations. This will be described in greater detail in
Appendix C
B.5 Twirling
The protocols described in the main text lead to slight irregularities between the weights
associated with given errors occurring of di erent specific data qubits. The superoperator
generated to describe the stabilizer the weights of, for example, ZZII and IZZI may have
slightly di erent associated probabilities. This occurs when there is an asymmetry in
the distillation protocol, for example in the order in which various cells are addressed.
These irregularities have no significance for our threshold calculations, but they do add
unnecessary additional complexity to the noise model, and we would be required to keep
track also of all possible configurations of errors. Therefore in our analysis we append
onto the protocols of Fig. 2 an additional twirling operation which randomly applies swap
operations between cells so as to ‘smooth’ the weightings. (Physically this is equivalent to
the rather perverse act of programming one’s system with a range of possible protocols,
identical except for permutation of the cell labels A toD, and then applying one at random
without retaining a record of the choice.)
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Appendix C
Numerical Methods 2: Threshold
Calculations
Here we give an overview of the methods used in calculating threshold values for our system under
noisy operations in Chapters 3 and 5. The code used to implement the methods we describe here
is openly available online [25].
C.1 Surface code simulation
In this section we describe in detail the procedure for simulating the evolution of the sur-
face code under noisy stabilizer evaluation described in the superoperator representation
described in Appendix B.4.
C.1.1 Surface code representation
To simulate the evolution of the toric code lattice, and subsequent correction, we need to
store the following information,
1. Qubits. The X and Z components of each qubit of the lattice, QXi œ {1,≠1} and
QZi œ {1,≠1}. These values indicate whether or not the qubit has su ered a Pauli-X
or Z error respectively.
2. Stabilizers. The measured value of each stabilizer, Pj œ {1,≠1}, for each plaquette
site, j, and Sk œ 1,≠1 for each star site k. A ‘+1’ value indicates that the last
measurement of this stabilizer returned an EVEN outcome, while a ‘-1’ value indicates
an ODD outcome.
In this representation the operations that we will perform will behave as follows:
1. Pauli errors When a qubit, i, su ers a Pauli error, the e ect is the flip the state
of the relevant channel. For example,
Xi : QXi æ (≠1)QXi .
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2. Stabilizer measurement Perfect measurement of a stabilizer, j, involves taking
the product of the relevant channel of the state of all the qubits included in that
stabilizer. For example,
Pj =
Ÿ
iœQ(Pj)
QXi (C.1)
Sk =
Ÿ
iœQ(Sk)
QZi , (C.2)
where Q(Pj) represents the indices of the qubits making up stabilizer Pj .
C.1.2 Simulation of random errors on the lattice
We first consider simulating the evolution of a surface code lattice under random errors,
where, for a given cycle of stabilizer measurement, Pauli-X and Z errors occur randomly
with probabilities px and pz, and measurement errors occur randomly with probability q.
To simulate the evolution under the model we perform the following procedure:
1. Initialization. Generate a lattice according to the format described in Section C.1.1,
and initialize all qubits to be error free. That is, QXi = QZi = 1 ’i.
2. Apply physical errors. For each qubit, i, flip the X state of the qubit with
probability px and the Z state with probability pz.
3. Measure stabilizers perfectly. Measure all stabilizers perfectly according to
Section C.1.1 and record their values.
4. Apply measurement errors. For each stabilizer outcome flip the result with
probability q.
5. Repeated stabilization. Repeat steps 2.-4. for as many stabilization cycles as
required.
6. Final measurement. Perform one perfect cycle of stabilizer measurement.
The output of this procedure is a 3-dimensional array of stabilizer outcomes where each
plaquette and star has a value recorded for each round of measurement. These outcomes
are then fed into a decoder (see Section C.2) to identify a correction operator.
C.1.3 Simulation of lattice using a superoperator
We now consider the case that the way in which errors occur cannot be treated as random
i.i.d noise, but rather there are known correlations between physical and measurement
errors. In Section B.4 we introduced the superoperator representation to describe noisy
operations. The superoperator representation essentially provides us with a list of possible
events with an associated probability. Each event includes whether or not a measurement
error occurs, and a physical error. Here we explain how this translated into a method to
accurately simulate the errors occurring in noisy stabilizer measurement.
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The following will describe the procedure for implementing a complete round of pla-
quette measurements. In the network this will be broken into two half-rounds as described
in Section 3.4.3 such that no cell is required to support more than one GHZ state at
once. In the first half-round we use a superoperator description where physical errors
occur before the projection, which we will label S1. In the second half-round we choose
the superoperator where errors occur after the projection, S2. In this way no physical
errors happen between the rounds of measurement. Note that these two representations
are mathematically equivalent, as we will show in Section C.1.4, but choosing this form
will simplify our simulations.
Now to simulate the evolution of the surface code lattice under noisy stabilization,
given pre-computed superoperators S1 and S2, we carry out the following procedure:
1. Initialization. Initialize a perfect lattice, as in Section C.1.2.
2. First half-round. For each stabilizer in the first half-round, Pj , randomly select
an event according to the probabilities described by the superoperator S1 .This
includes a physical error Ej = (ABCD)j and a measurement error Mj . Apply a
random permutation of the Pauli errors Ej to the qubits i œ Q(Pj).
3. Measure stabilizers perfectly. Measure all stabilizers perfectly according to
Section C.1.1 and record their values.
4. Second half-round. For each stabilizer in the second half-round, Pj , randomly
select an event, Ej , from S2. Apply the relevant physical errors to the qubits i œ
Q(Pj). Record whether or not the event included a measurement error, Mj .
5. Apply measurement errors. For each stabilizer outcome flip the result if Mj
recorded a measurement error.
6. Repeated stabilization. Repeat steps 2.-5. for as many rounds of stabilization as
required.
7. Final measurement. Perform one perfect cycle of stabilizer measurement.
The output of this procedure is a 3-dimensional array, where a 2-dimensional array
of stabilizer values is recorded for each stabilization cycle. This syndrome can then be
decoded to identify a correction operator for the errors incurred by the code.
C.1.4 Superoperator representation of stabilizer measurement
From our descriptions so far we see that, for each round of stabilizer measurement, we
require a superoperator to describe measurement of star operators, and plaquette op-
erators. Furthermore, for each of these rounds we require two di erent versions of the
superoperator, where physical errors precede, or come after the projective measurement,
S1 and S2. Naively each superoperator contains terms describing every possible 4 qubit
Pauli-error configuration, combined with measurement outcome, totalling 512 terms for
each superoperator. We now describe several convenient simplifications we can make to
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this model that will help streamline our simulations. Fortunately, for a given set of input
error rates, pg, pm, pn we need only compute the superoperator once with a full circuit
simulation. Symmetries between star and plaquette operators, and the S1 and S2 repre-
sentations mean that by permuting the elements in the correct way we can construct all
four superoperators from our one initial calculation.
Equivalence of star and plaquette superoperators Since all our noise models have
equally likely errors in the X and Z channels there is an inbuilt symmetry between the
two types of superoperator. This means we can recover the superoperator for the star
stabilizer measurement by applying a Hadamard transformation to all the elements of the
corresponding plaquette operator. An example of this is shown in Table C.1.
Equivalence of first- and second- round superoperators Consider how the terms
of the superoperator will change if we wish to rewrite the physical errors as occurring
before the projection, as opposed to after it. A given term, Ki = (ABCD) even, can be
rewritten with the order of the projection and physical errors reversed. For example, for
the physical error E = (IIIX),
(IIIX) even = 12(IIIX)(I+ ZZZZ)
= 12(I(IIIX)≠ ZZZZ(IIIX)
= 12(I≠ ZZZZ)(IIIX)
=  odd(IIIX).
So E even =  oddE, and thus the probabilities of these terms must be equal. By checking
the commutation relations of all of these terms we can then construct S2 from S1 by simply
rearranging the probabilities in the necessary way.
Simplification of superoperator
We make one further simplification to the form of the superoperators in our computation.
When simulating the operation of the superoperator we explicitly include terms with up
to two physical Pauli errors. For the cases we consider, we find the probabilities of more
than two qubit errors are vanishingly small. To account for these additional terms, we
take the residual probability after accounting for all the two qubit errors, and with this
probability apply at random one of the remaining 3- or 4-body Pauli errors across the four
qubits.
C.1.5 Example superoperators
In Section B.4 we described how the superoperator description can be viewed as a mix
of the ‘correct’ and ‘incorrect’ ideal projectors together with Pauli errors. In Eq. B.9 the
various weights a and b capture the relative significance of di erent error events. Here
we give some explicit examples of those weightings relevant to the protocols we discuss in
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Chapter 3. The full list has 512 terms but they rapidly fall in magnitude so that the latter
half are extremely small; here we list the terms corresponding to all single- and two-qubit
errors.
In the table the weights A are associated with the ‘correct’ projector  Mideal and the
B weights are associated with the ‘incorrect’ projector  M¯ideal. The subscripts refer to the
Pauli errors in the corresponding term, so that the subscript I indicates no errors, while
subscript X means “a X on one of the four data qubits”, and Y Z means “a Y on one of
the qubits and a Z on another”. These capital letters A and B are therefore sum of one
or more of the weights a, b in Eqn. B.9; for example AX = aIIIX + aIIXI + aIXII + aXIII.
As noted in section B.5, the twirling technique means that the individual a or b terms in
such a sum in fact all have the same value.
Case 1 is the EXPEDIENT protocol operating with pn = 0.1 and pm = pg = 0.006.
Note that many of the corresponding A and B terms are identical due to symmetries
in the algorithm (including the twirling). We see that there is a 91% chance of a pure
‘correct’ projection, a 6.2% chance of a pure ‘wrong’ projection, a 0.68% chance of a correct
projection followed by a single Z error, and so on. Case 2 is STRINGENT operating with
pn = 0.1 and pm = pg = 0.0075. Finally for the comparison Case 3 is the monolithic
circuit where there is no network noise to consider, and we set pm = pg = 0.09.
Label for Z proj Label for X proj Case 1 Case 2 Case 3
AI AI 0.9117 0.928 0.951
AZ AX 0.00681 0.00675 0.00470
AX AZ 0.00314 0.00391 0.00352
AY AY 0.00314 0.00391 0.00352
AZZ AXX 0.000182 0.000187 0.00119
AXX AZZ 0.00000758 0.00001182 0.0000128
AY Y AY Y 0.00000758 0.00001182 0.0000128
AXZ AXZ 0.0000336 0.0000414 0.00121
AY Z AXY 0.0000336 0.0000414 0.00121
AXY AY Z 0.0000152 0.0000236 0.0000256
BI AI 0.0617 0.0424 0.0178
BZ BX 0.00674 0.00665 0.00470
BX BZ 0.00314 0.00391 0.00352
BY BY 0.00314 0.00391 0.00352
BZZ BXX 0.000127 0.0000849 0.00119
BXX BZZ 0.00000758 0.00001182 0.0000128
BY Y BY Y 0.00000758 0.00001182 0.0000128
BXZ BXZ 0.0000336 0.0000414 0.00121
BY Z BXY 0.0000336 0.0000414 0.00121
BXY BY Z 0.0000152 0.0000236 0.0000256
Table C.1: Listing of weighting coe cients for three specific superoperators.
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C.2 Decoding and Threshold calculations
In Section 1.3 we described the decoding problem in the toric code, and how it can be
mapped into a minimum weight perfect matching (MWPM) problem. Here we give further
details on our implementation of the MWPM decoder, and the calculation of thresholds
C.2.1 Decoder implementation
Given a syndrome generated by simulating the lattice as described in Section C.1.2, the
next step involves generating a weighted graph that encodes the decoding problem. In
the case of perfect measurements each ‘-1’ outcome in the syndrome becomes a node
of a completely connected graph, where the weight of each edge is given by the distance
between the corresponding two nodes on the lattice. If measurement is noisy then multiple
rounds of stabilization are performed, producing a three dimensional syndrome cube where
the third dimension represents time. Each point where one stabilizer measurement di ers
from its value in the previous round gives rise to a node in the graph. Matching in the
spatial dimensions of the cube corrects for physical errors on the lattice, while time-like
matchings correct for lying stabilizers. The rate of lie-type errors and physical errors will
not generally be the same, to account for this, time-like and space-like paths are weighted
di erently. The ratio of these weights is chosen to optimise performance.
In the second stage of decoding, Kolgomorov’s Blossom V implementation of Edmond’s
minimum weight matching algorithm [23, 62] to generate a ‘perfect’ matching between
stabilizer violations. This matching is then mapped into a correction operator of chains
of Pauli errors to connect the paired anyons, which is then applied to the lattice to return
the code to the codespace.
We note that there are many interesting possibilities for expanding upon this fairly
basic implementation of the perfect matching decoder. A lot of information is known
about the structure of the noise that can occur and this could potentially be utilised by
the decoder to boost the thresholds. As an example, in the case where we are using a
simple, serial cell architecture then we need to impose a cut-o  time after which an attempt
to measure a stabilizer is abandoned, as we described in Section 5.1.4. Our decoder makes
no use of the information that a given stabilizer has not been evaluated, and instead simply
replaces the missing information with a copy of the previous result. A better approach
would be to include this information into the formulation of the graph.
C.2.2 Calculating the threshold
Generating the threshold involves numerical simulation of the evolution of the lattice
under repeated stabilizer cycles, and the decoding procedure, as described in the previous
sections. This is an intensive numerical process benefiting from the use of a cluster-scale
computer facility. At the end of this simulation we inspect the state to determine whether
the logical qubit was corrupted, a simple ‘yes’/‘no’ outcome. We repeat this numerical
experiment many thousands of times (typically 3◊ 104) to determine the probability that
logically encoded qubits will survive these stabilizer cycles without error; this produces
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one data point for e.g. Figure 5.3. This process is now repeated with a di erent network
size – if the larger network has a lower logical qubit error rate, we deem that the surface
code is operating successfully and therefore our chosen network error rate was within the
threshold for fault tolerance. The analysis is then repeated for a di erent levels of network
noise in order to determine the threshold precisely. To find the threshold we must find
the point at which the curves from the di erent lattice sizes intersect. To estimate the
threshold error rate we use the method described in Ref. [27] to model the behaviour of
the logical error rate close to the crossing. This tells us that for a large enough lattice
size, L, the decoding failure probability is given by,
Pfail = (p≠ pth)L
1
v0 . (C.3)
The threshold data is fitted to a quadratic function, to account for small system-size
e ects, and the threshold crossing value drawn from the resultant fit parameters,
Pfail = a+ b (p≠ pth)L1/‹0 + c (p≠ pth)2 L2/‹0 . (C.4)
C.3 Code implementation
The simulations described here were implemented in python1, and used the Blossom V
implementation of Edmonds’ MWPM algorithm for perfect matching [23, 62]. It it com-
putationally intensive to gather the necessary statistics to identify a threshold, with every
threshold plot requiring at least a million simulations of the lattice. This is particularly
true in the case of noisy measurements, when the decoding problem is 3-dimensional. To
carry out the calculations described in the main text, we made used of the Imperial College
High Performance Computing Service2.
1The code is fully documented and available online at https://github.com/naominickerson/fault toler-
ance simulations.
2URL: http://www.imperial.ac.uk/admin-services/ict/self-service/research-support/hpc/
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Appendix D
Noisy Network Fault Tolerance
This appendix covers supplementary material relevant to Chapter 3, and is taken directly from
[63].
D.1 Sweeping the network error rate
In the main text we set the network error rate to 10% and consider a range of local
(intra-cell) error rates in order to determine the threshold. We find thresholds in the
range 0.6% to 0.82% depending on the details of the protocol. We have also performed
a complementary series of simulations where we fix the local error rate and sweep the
network error rate. Supplementary Figure 2 shows the corresponding data for the case of
the EXPEDIENT protocol. Fixing the local error rates pm = pg = 0.6, our sweep of the
network error rate reveals a threshold in the 10.0% to 10.1% range, consistent with the
calculations in the main paper.
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Figure D.1: Varying network error rate with fixed local error rates.
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D.2 Timescales
Here we present a breakdown of the calculation of the timescales involves in distilling the
GHZ states used for the fault tolerant protocols introduced in Chapter 3. We assign one
“time step” to any elementary operation in our protocol, whether a gate, a Bell state
creation or a measurement. We assume that the operations within a cell must be strictly
sequential. Because we are evaluating an entire ‘sheet’ of stabilizers in parallel across a
large array of many cells we need to be concerned not merely with the average time that
a stabilizer protocol might take, but rather with the the time required for a given target
proportion of all stabilizers to succeed.
Level, L Time steps, tL psuccess,L FRL
1 Round one Bell pair production 7 0.7346 1
2 Round two Bell pair production 6 0.7506 1
3 Round one single selection 4 0.8619 3
4 Round two single selection 3 0.8550 3
5 Make GHZ 2 0.8651 1
6 Round one single selection 4 0.8619 6
7 Round two single selection 3 0.8550 7
8 Check GHZ 2 0.8654 1
9 Measure stabilizer 2 - -
Table D.1: Listing of probabilities used in modeling the number of steps required for
EXPEDIENT. FRL stands for Failure Reset Level.
In Table D.1 and Table D.2 we give data for both EXPEDIENT and STRINGENT. In
the following analysis we will focus on the former since it is a faster, and therefore more
practical approach. The process of building a GHZ state can be separated into distinct
sections, each of which is terminated by a measurement, which, if it results in the ‘wrong’
outcome, will reset the process to an earlier stage. Each of these measurement outcomes
has an associated probability of success, psuccess,L, where the index L denotes the level.
For the EXPEDIENT protocol operating at error rates of pg = pm = 0.6% and pn = 10%,
these levels and their probabilities are given in Table D.1. It should be noted that levels
1 and 2 utilise two cells (and 3,4 and 6,7) are run twice in parallel accross four cells, and
consequently the longer of the two times will determine when the process may proceed to
the next level.
The GHZ production process is probabilistic, with a minimum duration ofqL tL = 33,
which occurs with a probability rL psuccess,L = 0.2242. Using the parameters in Table D.1
the general process was simulated; 100,000 samples were generated and used to estimate
the parameters of the resulting distribution. This found the expected completion time for
a given stabilizer measurement to be to be 68.2 time steps, while 50% of operations were
completed after 57 time steps, 95% after 138 time steps, 99% after 195 time steps and
99.9% after 278 time steps.
In comparison, the STRINGENT protocol takes about five times longer to achieve the
same 99% of complete stabilizers. The minimum duration is 63 time steps, which occurs
with a probability 0.0422. Simulation of the distribution found the mean duration of the
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Level, L Time steps, tL psuccess,L FRL
1 Bell pair production 7 0.7277 1
2 Bell pair check 1 6 0.7429 1
3 Round one single selection 4 0.8586 3
4 Round two single selection 3 0.8509 3
5 Bell pair check 2 5 0.8019 1
6 Round one single selection 4 0.8586 6
7 Round two single selection 3 0.8509 6
8 Bell pair check 3 5 0.8043 1
9 Round one single selection 4 0.8586 9
10 Round two single selection 3 0.8509 9
11 Make GHZ 5 0.6588 1
12 Round one single selection 4 0.8586 12
13 Round two single selection 3 0.8509 12
14 Check GHZ 5 0.6454 1
15 Measure stabilizer 2 - -
Table D.2: As Table D.1, but now for STRINGENT protocol levels at pg = pm = 0.75%,
pn = 10%
stabilizer to be 278 time steps, while 50% of operations were completed after 211 time
steps, 95% after 718 time steps, 99% after 1067 time steps and 99.9% after 1537 time
steps.
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Appendix E
EPL entanglement generation
This appendix covers supplementary material relevant to Chapter 4. Section E.1 covers the e ect
on the EPL protocol in the presence of dark counts, and is taken directly from [63]. Section E.2
covers modifications needed when entanglement may only be stored for a finite duration.
E.1 Dark Counts
We begin by considering the simple case of r = 1/2, where it is straightforward to show
that the e ect of dark counts is to produce an adjusted level of network noise pN . From
the main paper, we have the following expressions for the case where the dark counts are
neglected:
ﬂW(pN ) = (1≠ pN ) |ÂÍÈÂ|+ pN3 (|„ÍÈ„|+ |00ÍÈ00|+ |11ÍÈ11|) , (E.1)
and
ﬂraw = (1≠ r)ﬂW(pN ) + r|11ÍÈ11|. (E.2)
Let us take the simple case that r = 12 , and introduce d = pdc/(1 ≠ ploss), where ploss =
1≠ pd, and pdc is the probability that the system will experience a dark count in a given
one of the two detectors during a given attempt at entanglement. We will see that we can
write a new expression ﬂÕraw which has the same form above, but where pÕn and rÕ replace the
unprimed parameters and have absorbed the dark count parameter d. Roughly speaking,
pÕn ¥ pn + 3d.
Consider the limit of high photon loss, where almost all dark count events occur on
occasions when all emitted photons have been lost. When we see a dark count on such a
occasion, we wrongly conclude that we have heralded the creation of ﬂraw. In fact, the state
of the two optically active qubits is simply the completely mixed state, because they were
prepared in an equal superposition and then (e ectively) measured by the environment.
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Thus we can write,
ﬂÕraw = (ﬂraw + 2d
I
4)/(1 + 2d) (E.3)
= (12ﬂW(pN ) +
1
2 |11ÍÈ11|+
dI
2 )/(1 + 2d)
= (1 + 2d)≠1
531≠ pN
2 +
d
2
4
|ÂÍÈÂ|+
3
pN
6 +
d
2
4
(|„ÍÈ„|+ |00ÍÈ00|) +
3
pN
6 +
d
2 +
1
2
4
|11ÍÈ11|
6
= (1≠ rÕ)ﬂW(pÕN ) + rÕ|11ÍÈ11|
where the last line introduces
rÕ = 12 + 4d and p
Õ
N =
pN + 3d
1 + 4d . (E.4)
We now present a more general analysis of dark counts for arbitrary r, again demon-
strating that they serve to additively increase the e ective network error pN . To accom-
plish this, we first note that ﬂraw (defined, as in the main paper, as the state heralded
by a single click, with dark counts assumed impossible) is always diagonal in the basis
{|ÂÍ, |„Í, |00Í, |11Í}, where |„Í is the antisymmetric state, see Eqn. E.2. If a non-zero
dark-count probability pdc is taken into account, then the state of the system (given it
has been post selected due to a single detector clicking as required) will be altered due to
three additional ways in which that single click can be produced. The first is that the
state |00Í may survive post-selection due to a single dark count occuring, and this occurs
with an absolute probability p00 = 2pdc(1 ≠ pdc)(1 ≠ p1)2. The second way in which a
dark count can lead to an e ect on the post-selected state is that both a single photon loss
and a single dark count can occur, resulting in the state 12 (|ÂÍÈÂ|+ |„ÍÈ„|) with absolute
probability pÂ+„ = 4pdc(1≠ pdc)plossp1(1≠ p1). Finally, a combination of both the loss of
two photons and a single dark count can lead to the erroneous inclusion of the |11Í state
after post-selection, which occurs with absolute probability p11 = 2pdc(1≠ pdc)p2lossp21. As
we wish to examine the regime where pdc is comparable to or less than the probability of
photon loss not occuring, it will be convenient to introduce the constant d = pdc1≠ploss . In
the regime of high loss, where ploss æ 1, the probabilities become
p00 = 2d(1≠ ploss)(1≠ pdc)(1≠ r)2 (E.5)
pÂ+„ = 4d(1≠ ploss)(1≠ pdc)r(1≠ r) (E.6)
p11 = 2d(1≠ ploss)(1≠ pdc)r2. (E.7)
Note that in the absence of dark counts the state after postselection will be ﬂraw, which
occurs with probability praw = 2(1≠ pdc)2(1≠ ploss)p1 (1≠ p1 + plossp1), which in the high
loss regime becomes praw = 2(1≠pdc)2(1≠ploss)r. Thus the state state of the system after
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dark counts are included will be given by
ﬂdc =
prawﬂraw + p00|00ÍÈ00|+ p11|11ÍÈ11|+ pÂ+„2 |ÂÍÈÂ|+ pÂ+„2 |„ÍÈ„|
praw + p00 + p11 + pÂ+„
= (1≠ pdc)rﬂraw + d(1≠ r)
2|00ÍÈ00|+ dr2|11ÍÈ11|+ dr(1≠ r)|ÂÍÈÂ|+ dr(1≠ r)|„ÍÈ„|
d+ (1≠ pdc)r
As the dark count rate in many of the current generation of experiments is already very
low, we can consider this expression in the case of small pdc, in which case
ﬂdc ¥ rﬂraw + d(1≠ r)
2|00ÍÈ00|+ dr2|11ÍÈ11|+ dr(1≠ r)|ÂÍÈÂ|+ dr(1≠ r)|„ÍÈ„|
d+ r
= (1≠ r)(d(1≠ r) + r
pN
3 )
d+ r |00ÍÈ00|+
r((d+ 1)r + (1≠ r)pN3 )
d+ r |11ÍÈ11|
+r(1≠ r)(d+ 1≠ pN )
d+ r |ÂÍÈÂ|+
r(1≠ r)(d+ pN3 )
d+ r |„ÍÈ„|
When phase drift between the creation of this step and the application of the EPL pair
distillation step is taken into account, the state of the system will be given by ﬂÕdc =
(1≠ pp)ﬂdc + ppZﬂdcZ. Hence we have
ﬂÕdc ¥
(1≠ r)(d(1≠ r) + r pN3 )
d+ r |00ÍÈ00|+
r((d+ 1)r + (1≠ r)pN3 )
d+ r |11ÍÈ11|
+
r(1≠ r)
1
d+ 1≠ pN ≠ pp(1≠ 43pN )
2
d+ r |ÂÍÈÂ|
+
r(1≠ r)
1
d+ pN3 + pp(1≠ 43pN )
2
d+ r |„ÍÈ„|.
Note that the application of the EPL protocol conditioned on a (1,1) outcome is not
su cient to ensure that the output state is in subspace spanned by |ÂÍ and |„Í, since this
outcome also occurs when one pair is in the state |00Í and the other state is |11Í. Note
however that the (1,1) outcome cannot occur when both pairs are in state |00Í or both
pairs are in state |11Í. Thus, the pair produced by an application of the EPL protocol to
two noisy pairs is
ﬂEPL ¥ f(r, d, pN ) (|00ÍÈ00|+ |11ÍÈ11|) + g(r, d, pN , pp)|ÂÍÈÂ|+ h(r, d, pN , pp)|„ÍÈ„|.
where
f(r, d, pN ) =
p≠1EPL(1≠ r)(d(1≠ r) + r pN3 )r((d+ 1)r + (1≠ r)pN3 )
(d+ r)2 (|00ÍÈ00|+ |11ÍÈ11|)
g(r, d, pN , pp) =
p≠1EPLr
2(1≠ r)2
31
d+ 1≠ pN ≠ pp(1≠ 43pN )
22
+
1
d+ pN3 + pp(1≠ 43pN )
224
2(d+ r)2 |ÂÍÈÂ|
h(r, d, pN , pp) =
p≠1EPLr
2(1≠ r)2
1
d+ 1≠ pN ≠ pp(1≠ 43pN )
2 1
d+ pN3 + pp(1≠ 43pN )
2
(d+ r)2 |„ÍÈ„|
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Figure E.1: Total error probability. Here we have taken r = 14 and pp = 0.01. The five
lines represent the total error probability corresponding from bottom to top to preparation
error probabilities pN = {0, 0.025, 0.05, 0.075, 0.1}. The error probability is close to the
error rate without dark counts while d is below approximately 0.01, but increases rapidly
there after, passing through the distillation threshold even for the case pN = 0.
and
pEPL =
r(1≠ r)
2(d+ r)2
A
4(d(1≠ r) + rpN3 )((d+ 1)r + (1≠ r)
pN
3 ) + r(1≠ r)
3
2d+ 1≠ 2pN3
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is the probability of obtaining the (1,1) result during the EPL protocol. The total error
probability is then ‘ = 1 ≠ ÈÂ|ﬂEPL|ÂÍ = 1 ≠ g(r, d, pN , pp). As can be seen from Figure
E.1, dark counts begin to contribute significantly once d exceeds about 0.01.
It is natural to ask whether the errors present in this state due to dark counts are
fundamentally di erent from those due to preparation and drift errors. However, by
comparing ﬂEPL to the case of no dark counts, it is possible to find modified preparation
and drift error weights (pÕN and pÕp) such that the two states match. As f is independent
of pp, the value of pÕN can be obtained by solving f(r, d, pN ) = f(r, 0, pN ). The value for
pÕp can the be obtained by solving g(r, d, pN , pp) = g(r, d, pÕN , pÕp). Although pÕN and pÕp
are not gauranteed to correspond to valid probabilities, for many experimentally relevant
parameter ranges they do indeed take on values between zero and one, and hence the
e ect of dark counts within these parameter ranges are indistinguishable from drift and
preparation errors. As can be seen from Figure E.2, as long as the value of d is kept far
below 1 (in this case around 0.01), the e ective modification of the drift and preparation
error rates due to dark counts is relatively small. However, as expected when d approaches
unity the e ective error rate rapidly increases.
176
10−3 10−2 10−1 100
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
d
Er
ro
r w
ei
gh
ts
Figure E.2: Influence of dark counts on e ective preparation and drift error probabilities
for r = 14 and pp = 0.01.The five upper lines (green) represent the e ective preparation
error weight (pÕN ) corresponding from bottom to top to preparation error probabilities
pN = {0, 0.025, 0.05, 0.075, 0.1}. The lower lines (blue), indistinguishable at this scale,
correspond to the e ective drift error weight (pp) for the same values of pN . In the regions
d Æ 0.007 and d Ø 0.469 both pÕN and pp correspond to valid probabilities, and hence in
these regimes dark counts are indistinguishable from other noise sources.
E.2 Restricted failure attempts
In the main text we assumed that once the first raw entangled pair had been successfully
generated we could wait any length of time for the second successful pair generation. We
now consider the case that entanglement can only stored for a finite period of time, after
which its quality has become so degraded that we must discard it and restart the process.
We take · be the time taken for a single entanglement generation attempt and specify
all other times in multiples of this number. The expected time to generate a single raw
entangled pair is t1· where
t1 =
Œÿ
n=0
(1≠ ps)nps(n+ 1)
t1 =
1
ps
, (E.8)
and where ps is the probability of success of a single attempt, and n is the number of
failed attempts before success. The value of ps is determined by the photon detection
probability, pd, and the initial state of the of the matter qubits,
Ô
p0|0Í + Ôp1|1Í, such
that,
ps = 2pdp0p1 + 2pd(1≠ pd)p21.
The expected time to generate a second raw state can be calculated as
t2 =
Œÿ
n=0
Q≠1ÿ
m=0
(1≠ ps)Qn+mps(n(t1 +Q) + t1 + (m+ 1)),
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where the first entangled pair is created and stored n times when the second entangled
pair fails to be made in the next Q rounds. This Q represents the maximum number
of rounds that can be performed before the initial entangled pair has su ered too much
decoherence and must be abandoned. In the (n+1)th round the second entangled pair is
successfully created after m+ 1 rounds, where m < Q. Evaluating the sum we find,
t2 =
2≠ (1≠ ps)Q
ps(1≠ (1≠ ps)Q) .
Finally, we can compute the expected time to complete the protocol,
tEPL =
Œÿ
np=0
(1≠ pEPL)nppEPL ((np + 1)t2)) = t2pEPL ,
where the probability of successfully carrying out the EPL circuit is pEPL = 12(1 ≠ r)2,
and np is the number of attempts before success. Thus the overall expectation time to
successfully produce an EPL-purified entangled pair is given by,
tEPL =
1
pEPL
2≠ (1≠ ps)Q
ps(1≠ (1≠ ps)Q) .
Taking p0 = p1 = 12 , and pd æ 0 we then find,
tEPL ¥ 8 2≠ (1≠ pd)
Q
pd(1≠ (1≠ pd)Q .
Since pd is small we can approximate this as,
tEPL ¥ 8 2≠ (1≠Qpd)pd(1≠ (1≠Qpd))
= 81 +Qpd
Qp2d
= 8
pd
+ 8
Qp2d
. (E.9)
So in the limiting case that QæŒ, as we considered in the main text, the second term in
Eq. E.9 vanishes, and the time to carry out the EPL protocol given by 8pd . A finite value
of Q adds an additional term of order p≠2d , which becomes relevant when Q . 1/p2d. The
e ect on tEPL is shown in Figure E.3(a).
We can also consider the speedup relative to the Barrett-Kok protocol,
REPL
RBK
= tBK
tEPL
= 14
3
pd +
1
Q
4≠1
In the limit that Q æ Œ, we recover the form from the main text, REPLRBK = 14pd . The
presence of Q becomes relevant when Q . 1/pd. In the limit that pd æ 0 the speedup
becomes Q4 . So the advantage reaches a finite maximum. This is shown in Figure E.3(b).
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Figure E.3: EPL entanglement generation where entanglement survives for only a finite
time. Q is the number of entanglement generation attempts that can be made after the
first pair creation before it must be discarded and the process restarted. (a) Time to
complete the EPL protocol as a function of the detection probability, pd, for di erent
values of Q. (b) The speedup over the Barrett-Kok protocol for several values of Q.
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Appendix F
Fault tolerance in a lossy network
F.1 BASIC and REFINED local error thresholds
In Section F.1 we gave the results of threshold calculations of the BASIC and REFINED
protocols introduced in Section 5.1 where the intra-cell parameters were fixed, and we
varied the network noise. Here we show the results of a complementary set of simulations
where the network noise is fixed at pn = 10% and we identified a threshold in the local
parameters, where local gate errors (pg) and measurement errors (pm) are set equal. We
carried out threshold simulations under these conditions, where for each combination of
error parameters representing a single data point in the plots we carry out at least 20000
numerical trials. The resulting threshold plots are shown in Figure F.1. We repeated these
threshold simulations for both the toric code and the planar code, finding the threshold
error rates to be almost identical between the two cases.
F.2 Thresholds with 1% of stabilizers missing
In Section 5.1.4 we argue that 1% of the stabilizers can fail to be evaluated without
causing any significant disruption to the thresholds. In Figure F.2 we show the results
of numerical simulations where this is the case. For each round of stabilizers we include
a 1% probability that each stabilizer is abandoned before measurement is complete. In
this case we update the syndrome by simply repeating the stabilizer outcome from the
previous cycle of stabilization. It is clear from Figure F.2 that the thresholds are very
little changed by including this stabilizer failure possibility, in each case the threshold in
the network error is reduced by less than 0.2%.
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Figure F.1: Thresholds plots showing the performance of the BASIC and REFINED pro-
tocols of Chapter 5 where the network noise is fixed at pn = 10%. Results for both the
toric and planar variant of the surface code are shown for comparison.
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Figure F.2: Thresholds for the a) BASIC, (b) MEDIUM, and (c) REFINED protocol of
Chapter 5 are recalculated in the case that 1% of the stabilizers fail to be evaluated (solid
lines). The results without this failure possibility are indicated by the dashed lines.
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Figure F.3: Threshold calculations including memory errors. The threshold for the
MEDIUM protocol of Chapter 5 are recalculated in the case that data qubits su er a
memory error of 0.1% during each round of stabilizer measurement (solid lines). The
original results without this additional error are shown by the dashed lines.
F.3 Memory Errors
In Section 5.2.2 we argue that the data qubits can su er a memory error of 0.1% during a
round stabilizer measurement whilst not causing any significant reduction in the threshold.
In Figure F.3 we show the results of numerical simulations where the MEDIUM protocol
is tested with gate error rates and measurement error rates set as in Chapter 5, with
an additional random depolarising error applied between rounds of stabilization with a
probability pmem = 0.1%.
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Appendix G
Small Codes
G.1 A Precomputed Decoder
Here we elaborate on the decoding approach used in the main text to determine the
optimal error correcting ability of quantum error correcting codes.
We recall that the procedure for error correction involves measurement of the stabilizers
of the code, which identifies a syndrome, s œ S. The syndrome is some configuration of
‘+1’ and ‘-1’ outcomes, which depend on the error, E, that has occurred on the code
qubits. We wish to identify a correction operator, C, which is some configuration of Pauli
operations that when applied to code will return the state of the code to the code space,
without resulting in a logical error, such that
CE|ÂcÍ = S|ÂcÍ,
where S is in the stabilizer group, S œ S, and |ÂÍ is the originally encoded state.
The task of the decoder given a syndrome, s, is to identify a correction operator that
minimises the chance of acquiring a logical error on the code. Here we describe a method
of explicitly calculating the optimal performance of such a decoder for small system sizes.
G.1.1 Perfect Measurement
It is useful to start with an arbitrary correction, Cú(s), for the given syndrome, s. Overall
the operation T = CúE has been applied to the code state. This operation is guaranteed to
return the code to the code space, but we do not yet know the logical state of the encoded
qubit. We can then split the possible physical qubit error configurations, E œ Es, that
could correspond to the observed syndrome, into subsets Es,l based on the corresponding
logical operation, l œ L, that is performed by T .
If measurements are error free then we need only consider the rate of physical errors to
identify the most probable logical state. Given a syndrome s, the probability of introducing
the logical operation l on the encoded qubits is,
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p(l|s) = ÿ
EœEs,l
p(E)
p(s) . (G.1)
For each s œ S we identify the most likely logical error ls, such that p(ls|s) is maximised.
The overall successful decoding probability is then given by summing over every possible
syndrome,
Pd =
ÿ
sœS
max
lœL
p(l|s)p(s) (G.2)
=
ÿ
sœS
max
lœL
Y][ ÿ
EœEs,l
p(E)
p(s)
Z^
\ p(s) (G.3)
=
ÿ
sœS
max
lœL
Y][ ÿ
EœEs,l
p(E)
Z^
\ . (G.4)
This result is conceptually simple, but computing Pd is challenging due to the rapid
growth in the size of the sets Es,l and S. With perfect measurements we can make use of
the fact that only a restricted set of syndromes are possible to reduce the sum over s, but
all error configurations must still be considered. Fortunately, as we now show, it is not
necessary to compute the the sum over the complete set of error configurations in order
to compute Pd. Obverse that the probability of error configuration E œ E is
p(E) = (1≠ p)NQ≠n(E)pn(E), (G.5)
where NQ is the number of qubits in the code, and n(E) counts the number of single-qubit
errors in E. Summing over the errors consistent with a given logical error and syndrome
we find
ÿ
EœEs,l
p(E) =
ÿ
EœEs,l
(1≠ p)NQ≠n(E)pn(E) (G.6)
= (1≠ p)NQ
NQÿ
i=0
d(i)s,l
3
p
1≠ p
4i
(G.7)
=: (1≠ p)NQ‰s,l
3
p
1≠ p
4
, (G.8)
where d(i)s,l = | {E œ Es,l : n(E) = i} | and we have used the final line to define the charac-
teristic function ‰s,l of the class Es,l. By computing and storing the coe cients ds,l we are
able to calculate the success probabilities for a range of values of p.
G.1.2 Imperfect measurements
Let us now consider the case when in addition to physical errors, stabilizer measurements
misreport with probability q. When considering noisy measurements we can no longer
restrict the set of syndrome outcomes that we sum over, and must instead consider all 2NS
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possibilities for the ‘true syndrome’, s, where NS is the number of stabilizers. We denote
the observed syndrome as sÕ. The probability of successful decoding is now given by,
Pd =
ÿ
sÕœS
PsÕp(sÕ) =
ÿ
sÕœS
max
lœL
p(l|sÕ)p(sÕ), (G.9)
where the sum now runs over all possible syndromes. The probability of a given logical
error having occurred must now take into account all possible ‘true syndromes’,
p(l|sÕ) =ÿ
sœS
p(s|sÕ)p(l|s). (G.10)
Substituting this into G.9, we find,
Pd =
ÿ
sÕœS
max
lœL
ÿ
sœS
p(s|sÕ)p(sÕ)p(l|s) (G.11)
=
ÿ
sÕœS
max
lœL
ÿ
sœS
p(sÕ|s)p(s)p(l|s) (G.12)
=
ÿ
sÕœS
max
lœL
ÿ
sœS
p(sÕ|s)p(s) ÿ
EœEl,s
p(E)
p(s) (G.13)
=
ÿ
sÕœS
max
lœL
ÿ
sœS
p(sÕ|s) ÿ
EœEl,s
p(E). (G.14)
Identifying the best choice of matching in this case requires consideration of both the
probability of error configurations, p(E), which depends on the physical error rate, p, and
the probability of the observed syndrome, which depends on the measurement error rate,
q. The above sum can then be rewritten as in the case of perfect measurement,
Pd =
ÿ
sÕœS
max
lœL
ÿ
sœS
(1≠ q)NS≠|s≠sÕ|q|s≠sÕ|(1≠ p)NQ‰s,l
3
p
1≠ p
4
(G.15)
= (1≠ p)NQ(1≠ q)NS ÿ
sÕœS
max
lœL
ÿ
sœS
3
q
1≠ q
4|s≠sÕ|
‰s,l
3
p
1≠ p
4
. (G.16)
Thus the polynomial functions we computed for the case of perfect measurement can be
used also for the case of noisy measurement. Here, however, we cannot restrict the sum
to a subset of the functions, but must sum over all with the correct weighting given by
Eq. G.16.
G.1.3 Decoder implementation
We implement the decoding strategy outlined in a general form such that the method can
be directly applied to any stabilizer code that is defined to our implementation simply by
its stabilizer generators and logical operators. For a specified code we compute the ‰s,l
which can subsequently be used to analyse the logical failure rate of the code under the
various noise models we consider in the main text.
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Appendix fig: Approximating polynomials
Figure G.1: Decoder success rate for the 9 qubit surface code under di erent levels of
truncation approximation. The success rate was calculated for nmax of 1,2,3,4,5 and 18,
which is the maximum error rate (each of the 9 qubits can acquire both an X and Z error.
For the range of p < 0.2 the truncated polynomials tend very quickly to the exact value,
with the nmax = 5 case only di ering by 0.04% from the exact result at p = 15%.
G.1.4 Approximating the polynomials
The tables of polynomials that we compute to determine success rate of the decoder provide
an exact solution of the code’s performance. In the small p limit however, many of the
higher order terms have a negligible contribution to the overall probability of success.
In order to reduce the computational resources required to analyse the decoder in larger
codes, and with noisy measurements, we truncate the polynomials at some nmax, such
that we only consider error configurations containing up to this number. Our estimate of
the success of the decoder is then calculated using the modified polynomial functions,
‰˜s,l
3
p
1≠ p
4
=
nmaxÿ
i=0
d(i)s,l
3
p
1≠ p
4i
.
We note that this approximation always gives a lower bound on the performance of
the decoder, it can never exceed the true value. To avoid assuming some structure in the
excluded states, we conservatively treat all the excluded configurations as failures. As an
example we show the result of truncation for the 9-qubit surface code in Figure G.1. At
a physical error rate of 15% and choosing nmax = 5 di ers from the exact result by only
0.04%.
G.2 Noisy measurement
In the main text we saw that an asymmetry in the rate of X- and Z-type errors could
change the performance of codes in which the stabilizers were not symmetric between the
two channels. Figure G.2 shows how the region of correctability (where C > 1) changes
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Figure G.2: Regions of correctability in asymmetric surface codes under di erent noise
models. All plots are calculated under an independent noise model where px = apz, the
contours indicate the border of the correctible region for a particular value of a. (a) 7
qubit surface code (b) 8 qubit surface code, (c) symmetric 9 qubit surface code and (d)
an asymmetric 9 qubit surface code.
with the asymmetry between the two channels. This is quantified by parameter a, where
px = apz. The same results hold if pz = apx, in which case we would simply invert the
X- and Z- type stabilizers of the codes. a = 1 represents the symmetric case, and the
boundary of the correctable region is denoted by a dashed line in the Figure. a = Œ
represents the case where px = 0. This limiting case is denoted by the solid bold line in
the figure. S9 (Fig. G.2(c)) is symmetric and so the performance decreases as a increases.
S8 shows a moderate increase in the q direction with increased a. The most dramatic
increase in the correctable region is seen for codes S7 and S9b (Fig. G.2(a) and (d)), both
have no correcting power for a = 1, but increasing to a = 5 both can correct over 10%
physical error .
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Appendix H
Gauge color code
This appendix covers supplementary material relevant to Chapter 7, and is taken directly from [80].
Section H.1 gives more detail on the lattice described in the main text, Section H.2 discusses the
formation of correlated errors during the decoding process, and Section H.3 gives details on the
threshold calculations presented in the main text.
H.1 Lattice Characteristics
Here we analyse the lattice by counting the total number of qubits as a function of L. We
also count the number of stabilizers, and the number of gauge operators. We also discuss
the qubit support of the stabilizers, and the gauge operators. The quantities evaluated in
this Section serve as good sanity checks for readers that are reproducing the gauge color
code lattice.
H.1.1 The Number of Qubits
The gauge color code is a complicated system where qubits are placed on tetrahedra, and
on subsets of faces, edges and vertices of the dual lattice we described in the previous
Section. A qubit is placed on each of the exterior vertices where three di erently colored
boundaries meet. We therefore have vertex qubits
Qv(L) = 4.
A qubit is also placed on exterior edges of the lattice where two di erently colored
boundaries meet. We have
Qe(L) = 6L,
qubits on exterior edges of the lattice.
The lattice has qubits placed on the exterior faces of the dual lattice. We find that
there are
Qf (L) = 9L2 ≠ 5,
face qubits.
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Finally, the lattice has a qubit on each of its tetrahedra. We find
Qt(L) = (5L3 + 24L2 ≠ 2L≠ 24)/3,
tetrahedron qubits.
A gauge color code following our construction therefore has Q(L) = Qv(L) +Qe(L) +
Qf (L) +Qt(L) qubits, which is explicitly
Q(L) = (5L3 + 51L2 + 16L≠ 27)/3,
qubits.
H.1.2 Stabilizers in the Dual Lattice
Each vertex of the lattice supports two stabilizers. We find the number of vertices
v(L) = (L3 + 12L2 + 5L≠ 6)/3.
Each stabilizer represented by a given vertex acts on every vertex, edge, face or tetrahedron
qubit that contains the respective stabilizer vertex. To make this statement more rigorous,
we can specify each object on the lattice that supports a qubit by a list of vertices, v, that
are contained by the respective object. A vertex qubit is specified by a single vertex,
v = {v}, an edge qubit is specified by a pair of vertices, e = {v1, v2}, each triangular face
that supports a qubit is specified by three vertices f = {v1, v2, v3}, and a tetrahedron is
specified by its four vertices t = {v1, v2, v3, v4}.
Given that the di erent objects of the lattice that support qubits, known as simplices,
can be uniformly denoted by a lists of vertices of varying length, we are free to group
all vertex qubits, edge qubits, face qubits and tetrahedron qubits into the set of qubits,
Q, using this simplicial description. Written as simplices, vertex, edge, face and tetrahe-
dron qubits only di er by the length of their list of vertices. Using this notation we can
conveniently write down stabilizer operators
SXv =
Ÿ
Q–v
XQ, S
Z
v =
Ÿ
Q–v
ZQ, (H.1)
where we take the product of all qubits Q œ Q that contain vertex v. We point out
that we have used notation here that is inconsistent with the main text, as here we index
stabilizers by vertices, v, whereas in the main text we chose the index c to represent cells
that support stabilizers. This reflects the change from the primal to dual lattice notation.
H.1.3 Gauge Operators in the Dual Lattice
We finally find the number of gauge operators we use in the simulation in the main
text, and explicitly describe the supports of the gauge operators on dual lattice. Gauge
operators are represented on edges, and on exterior vertices of the dual lattice. Instead
of counting the number of gauge operators exactly, we count distinct supports of gauge
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operators. The number of supports are exactly the number of faces on the primal lattice.
For each support, s, we have two gauge operators, GXs and GZs . On the dual lattice, gauge
supports are uniquely represented by either an edge, e, or a pair (v, C) that contains a
vertex, v, and a color C œ C from the set of colors defined in the main text.
To count the gauge supports, we first find the number of edges contained on the lattice,
e(L). We find this number using the Euler characteristic
‰3D = v(L)≠ e(L) + f(L)≠ t(L), (H.2)
where ‰3D = 1 for a ‘ball-shaped’ triangulation, such as that which describes the gauge
color code, and where v(L), f(L) and t(L) are the number of vertices, faces and tetrahedra
of the lattice, respectively. We already have the number of tetrahedra t(L) = Qt(L), and
v(L) is already counted to find the number of stabilizers. We easily find the number
of faces of the lattice f(L) using the fact that each interior face lies on the surface of
two tetrahedra, and each tetrahedra has four faces. Following this, up to the exterior
faces, we can regard each tetrahedra as contributing half to the face count per face of
each tetrahedra. We therefore obtain a contribution of ≥ 2Qt(L) faces for the tetrahedra
of the lattice. To account for exterior faces, we must add an additional half-unit per
exterior face of the lattice to count the total number of faces, giving the number of faces
f(L) = 2Qt(L) +Qf (L)/2. Explicitly, we have
f(L) = (20L3 + 123L2 ≠ 8L≠ 111)/6.
Using f(L) and Eqn. (H.2) we find the number of edges
e(L) = (4L3 + 33L2 + 2L≠ 27)/2.
Each edge of the lattice represents one gauge support that acts on all edge, face, and
tetrahedron qubits that contain the respective edge. We use once again the simplicial
notation to denote gauge supports represented by edges, e, such that
GXe =
Ÿ
Q–{v1,v2}
XQ, G
Z
e =
Ÿ
Q–{v1,v2}
ZQ, (H.3)
where we take the product over all qubits Q œ Q that contain both vertices of edge
e = {v1, v2}. We point out that no vertex qubit on the lattice can contain the two vertices
of an edge, and therefore vertex qubits are not found in gauge operator supports associated
to edges.
Gauge supports are also represented by vertices v on the exterior of the lattice. Each
exterior vertex represents either one, two or three gauge supports. For exterior vertices
that represent multiple gauge operator supports, we specify the supports uniquely with a
vertex, v, and a color C œ C.
Specifically, a gauge support of a given exterior vertex v contains a subset of the vertex,
edge or face qubits that contain v. The subset of lattice objects Q – v are taken to be all
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Figure H.1: Qubits on the exterior of the gauge color code lattice. Qubits lie on all the
faces, on the edges where two di erently colored boundaries meet, fattened and colored
in gray in the figure, and on the vertex where three di erently colored boundaries meet,
marked by a large yellow vertex in the Figure. Qubits are numbered in accordance with
the main text. Qubits 7, 8, 13 and 15 lie on lattice edges and qubit 14 lies on the vertex
where the red blue and green vertices meet. All other labeled qubits lie on the external
faces of the lattice.
of those that do not contain any vertices of one particular color.
To make this statement rigorous using the simplex notation, we define the function
C : v æ C that returns the color of the vertex as defined by the choice of the four-coloring
of the lattice.
Rigorously, external vertex gauge operators are written
GX(v,C) =
Ÿ
Q–v\C
XQ, G
Z
(v,C) =
Ÿ
Q–v\C
ZQ, (H.4)
where we use a shorthand notation ‘Q – v\C’ to denote qubits Q that contain vertex v,
but do not contain any vertices of color C œ C, i.e. where C(vÕ) ”= C for all vÕ œ Q. We
point out that all tetrahedra contain one vertex of each color, and as such, no tetrahedra
appear in the gauge supports represented by exterior vertices.
In some cases there are exterior vertices with multiple nonempty subsets Q – v\C
for di erent choices of C. In what follows we explicitly consider exterior vertices that
contain one, two, and three gauge operator supports. We will see that exterior vertices in
the middle of a boundary will contain only one gauge operator support, exterior vertices
found where two di erent colored boundaries meet contain two distinct gauge operator
supports, and vertices that lie where three di erent boundaries meet contain three di erent
gauge operator supports.
Exterior vertices in the middle of a boundary, far away from any edge or vertex qubits,
denote one gauge operator support. We explicitly consider the example of the gauge
support associated to the blue vertex shown on the red boundary in Fig. H.1. The gauge
operator support associated to this vertex act on the qubits labeled 1, 2, 3 and 4. All
qubits that contain the exterior vertex of interest contain a yellow, a green, and a blue
vertex, but no red vertex.
Vertices that lie at a point where two di erently colored boundaries meet represent
194
two distinct gauge operator supports. We consider the the green vertex in Fig. H.1 that
lies where the blue boundary and the red boundary meet. One of the supports acts on
the qubits labeled 3, 4, 5, 6, 7 and 8. Common to all of these qubits is that none of their
faces or edges contain a red vertex. The other support acts on qubits 7, 8, 9, 10, 11 and
12. Di erent from the first discussed support associated to the green vertex, none of the
faces or edges involved in this support contain a blue vertex.
We finally consider the support of the gauge operators associated to the vertices that
lie where three boundaries meet, such as at the large yellow vertex shown in Fig. H.1 that
contains the qubit indexed 14. This vertex denotes three supports, two of which are shown
in the diagram. One support acts on qubits 6, 7, 14 and 15, the qubits that contain the
yellow vertex of interest, but do not contain a red vertex. The other support acts on the
qubits numbered 7, 12, 13 and 14, the lattice objects that contain the large yellow vertex,
but do not contain any blue vertices. The third support acts on a green face qubit that
cannot be seen in the diagram.
We can now count the number of gauge supports we must measure to realize fault-
tolerant error correction using the gauge color code. We count the number of exterior
vertices vE(L) with the expression
vE(L) = (9L2 ≠ 1)/2.
Then, using that the 6(L ≠ 1) vertices that lie where two boundaries meet represent
two gauge operator supports, and four vertices that lie where three boundaries meet
represent three gauge operator supports, we find the number of gauge operator supports
G(L) = e(L) + vE(L) + 6(L≠ 1) + 8, giving the number of gauge operator supports
G(L) = 2L3 + 21L2 + 7L≠ 12.
Twice this quantity gives the number of gauge operators we would use to perform fault-
tolerant error correction with the gauge color code, if we wish to identify both Pauli-X
and Pauli-Z type errors.
H.2 The Development of Correlated Errors
In the main text we identify the threshold error rate as a function of the number of rounds
of error correction that are performed, N , to show that the threshold error rate is robust
in the limit N æ Œ. It is important to look at the single-shot error-correction scheme
after repeated applications because, when one considers noisy measurements, the error-
correction protocol will leave some residual noise on the code. In general, this residual
noise is not easily characterized. In fact, the noise introduced to the system is a complex
function of the physical error rate, the measurement error rate, and the choice of error
correction protocol. Given that the nature of the residual noise is not well understood,
it is not clear that the error-correction protocol will be able to successfully deal with the
residual noise after many cycles of error correction.
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In Fig. H.2 we give an example of a mechanism that leads to the development of a
correlated error. We show a physical error in Fig. H.2(a). The error is represented by a
string. Given perfect measurements, we expect to observe two stabilizer defects at either
end of the error string, the left and right stabilizer defect.
For this example, some measurement errors occur in the vicinity of the right stabilizer
defect when we attempted to learn the positions of stabilizer defects. The measurement
errors, where face operators return incorrect measurement outcomes, are represented by
multi-colored strings in Fig. H.2(b). Gauge defects lie at the points where the strings of
measurement errors terminate. Given these measurement errors occur, we cannot be sure
of the true location of the right stabilizer defect. Instead, we can make use of the positions
of the three gauge defects, and knowledge of the noise model, to attempt to determine the
location of the stabilizer defect.
Our ability to predict the positions of stabilizer defects depends on our choice of
syndrome estimation algorithm. In Fig. H.2(c) we show where the syndrome estimation
algorithm mistakenly predicts measurement errors. The measurement errors that have
been predicted are represented by strings that terminate at the gauge defects, and branch
at the estimated stabilizer defect. The incorrect estimation made by the algorithm leads
us to believe that the stabilizer defect is not in its true location, but is displaced to some
estimated location.
Next, we apply a correction operator to attempt to repair the initial physical error
drawn in Fig. H.2(a). However, using the estimated position of the right stabilizer defect,
we apply a correction operator that connects the left stabilizer defect to the estimated
right stabilizer defect, as shown by a blue string in Fig. H.2(c), thus introducing additional
errors to the code. The initial error, and the applied correction operator is shown in gray
in Fig. H.2(d).
Due to the topological nature of the string errors in the gauge color code, the net e ect
of the initial error and the correction operator equates to the discrepancy between the true
position of the right stabilizer defect, and the position of the estimated stabilizer defect.
The e ective error is shown by the blue error string in Fig. H.2(d). This is easily checked
as we can continuously deform the gray string of the Figure onto the blue string. In other
words, in the gauge color code the gray error string is equivalent to the blue error string
up to multiplication by gauge operators.
In general it is not clear how able a syndrome estimation algorithm is for correctly
predicting the positions of stabilizer defects. A bad syndrome estimation algorithm might
displace stabilizer defects over long distances compared to their true positions, in which
case large correlated errors that we cannot correct may develop. Moreover, it is not clear
that the character of the residual noise remains constant over many error-correction cycles.
Indeed, one should be concerned that an error correction protocol might cause correlations
to develop over repeated use while information is stored. It is therefore important to study
a single-shot error-correction protocol over many cycles of error correction to interrogate
its performance, and to check that the noise incident to a code achieves a steady-state in
the long-time limit. In doing so, we are able to establish that a code has a finite threshold
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Figure H.2: Errors introduced during fault-tolerant error correction. (a) An error string
that, given perfect measurement outcomes, generates two blue stabilizer defects. (b) Mea-
surement errors occur when measuring face operators. The measurement errors are marked
as strings on the dual lattice. Gauge defects are identified where strings of measurement
errors terminate. The original physical error is marked in gray. (c) During syndrome
estimation, we incorrectly estimate the position of the measurement errors, and thus in-
correctly identify the true position of the stabilizer defect. The correction operator we
apply is represented by a blue string. (d) The correction operator we apply to correct
the estimated stabilizer defect introduces a new error to the system. The net e ect of
the initial physical error and the correction operator is e ectively the discrepancy in the
estimate of the stabilizer defect position, as is marked by the blue error string.
after an arbitrarily long time.
H.3 Threshold Calculations
In Fig. 4 of the main text we evaluate threshold error rates for the gauge color code as
a function of the number of error correction cycles, N . The threshold error rate, pth, is
the physical error rate below which the logical failure rate of the code can be arbitrarily
suppressed by increasing the code distance. We identify these thresholds by plotting logical
failure rates as a function of physical error rate p for several system sizes, and identifying
the value of p such that Pfail is invariant under changes in system size.
We evaluate the logical failure rate for the N = 0 case with system sizes L = 31, 39
and 47. Simulating these larger system sizes is possible as in this simplified case we read
out information immediately after encoding it, such that E = 1 in Eqn. (2) of the main
text. The threshold error rate at N = 0 is therefore e ectively the threshold error rate of
the decoding algorithm under perfect measurement. For the cases of N > 0 we evaluate
the logical failure rate of smaller codes of size L = 23, 29 and 35. An example threshold
plot is shown in Fig. H.3 for the N = 8 case. Each data point is evaluated by performing
104 Montecarlo simulations of the evolution of the lattice under noise, measurement, and
attempted decoding. We then identify the crossing point using the fitting
Pfail = A0 +A1x+A2x2, (H.5)
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Figure H.3: Threshold plot for the gauge color code with N = 8 error correction cycles.
The logical failure rate, Pfail, is shown as a function of physical error rate p, where each
data point is evaluated using 104 Monte Carlo samples. System sizes L = 23, 29 and
35 are shown in blue, yellow and green respectively. Error bars for each system show a
95% confidence interval calculated according to sampling from a Bernoulli distribution. A
crossing is identified at physical error rate pth = 0.31%. Close to the threshold error rate
we identify a logical failure rate of ≥ 0.25, indicating ≥ 2.5 · 103 logical failures for each
data point.
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where x = (p≠ pth)L1/µ and Aj , pth and µ are constants to be determined.
At the threshold error rate the code produces logical failures at a rate between 0.075
and 0.27 depending on N . We naturally expect such behaviour given that the number of
logical failures will increase with repeated use of a decoder. We therefore obtain between
≥ 750 and ≥ 2700 logical failures per data point close to the threshold error rate.
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