Introduction
Foreign direct investment (FDI) is considered an important motivator of economic growth. There are various studies that address the issue of the relevance of FDI to economic growth, comprising numerous other macroeconomic variables. As such, this study aims to fill the literature gap in understanding the psychological factor of macroeconomic dynamics as becoming increasingly important in determining the key components of economic growth. The approaches to identifying key trends are increasingly interdisciplinary, while intuitive claims and policy discussions should be accompanied by adequate quantitative analysis and empirical proof. This was especially obvious during the time of the 2008 crisis, as noted by Krugman (2009) , who claims that investor confidence and their perceptions or prejudice currently are the key economic elements. In these times, perhaps, the issues of perception and investor's confidence are becoming increasingly important in maintaining stable economic growth. Perhaps a key element to the issue of public awareness is the media coverage, as indicated in several studies that point out the so-called "CNN effect".
The "CNN effect" 1 is perhaps far more important in the sphere of political science, sociology and journalism, but as this study will attempt to assess, it may have a profound effect on the economic situation (Gilboa 2005; Robinson 2005; Livingston and Eachus 1995) . Instead, media coverage and public awareness of episodes of political violence is far more significant in larger countries where there is global public interest in the events unfolding. Thakur (2006) (p. 55 ) emphasizes that the United Nations officials attempted to negotiate with media representatives to further their coverage of episodes of political violence to make the American public opinion more inclined to foreign intervention. The importance of media coverage is not contained to the sphere of high politics and conflict management; it also may have significant impact on key economic indicators such as FDI. Thus, it is possible to approach the issue from two completely different initial hypotheses. One possible hypothesis is that there is a more profound effect of episodes of political violence in larger countries on economic growth and FDI. On the contrary, very small countries are not in the media spotlight. An alternative hypothesis may be that investors are not so much concerned with political stability in large countries and that political stability is far more relevant in small economies, where investors require political stability as an initial condition to consider such areas as the targets for investment. In this paper, we aim to consider both hypotheses, empirically and theoretically, and provide conclusions on which hypothesis is substantiated with more empiric evidence. Thus, the paper aims to understand the impact of political stability on FDI, while also engaging in a discussion on the impact of FDI on economic growth itself. By considering both of these aspects and by implementing several relevant quantitative approaches, we aim to understand the relevance of these factors for economic growth and find relevant policy implications. As will be emphasized in the literature review, we find that many studies are robust in considering panels of countries and cross-section data that do not take into account the economic development of the country, nor its political climate. In order to do so, the introduction will be followed by a short review of the existing literature. It will be followed by a discussion on the methodological approach of the paper. Furthermore, the paper will provide a theoretical discussion and summary of the results obtained from the empiric approach. Finally, the paper will provide relevant policy recommendations based upon the results.
Literature Review
Many researchers in finance and economics try to find the factors that affect FDI. An important element that needs to be mentioned is that, aside from the direct impact of FDI, there can also be a multiplier effect on economic growth. As emphasized by Ray (2012) , FDI causes increased employment and productivity, enhanced technological improvements and boosts in exports. It is therefore important to notice that the empirical assessment of FDI can only take note of the direct (net) impact on economic growth, while it isn't fully able to capture the "spillover" or multiplier impact on the economy. Regardless, there have been numerous empiric research papers that analyze the impact of investments on economic growth.
For example, Lucas (1990) argues that only political risk is an important factor in limiting capital flows. Investments in many developing countries are exposed to large political risks, so FDI inflows are large for politically unstable countries. For the same reason, FDI outflows are large for politically stable countries to invest in countries with large political risks (Haksoon 2010, p. 59) . From all sources that we have explored, Almfraji and Almsafir (2014) did the most comprehensive and systematized literature review on FDI effect on the economic growth from 1994 to 2012 that we came across. This review paper has concluded that the majority of papers suggest that there is a positive relationship between FDI and 1 Simply stated, the CNN effect states that there is a strong connection between the news that is covered and policy-making (Gilboa 2005) . This can be extended to the sphere of global economics, despite the primary field of the CNN effect being journalism and political science, where the impact of TV coverage on policy-making is discussed. The way we attempt to do so is through understanding whether negative coverage of political events decreases investor confidence into these countries and thus, investments.
Economies 2017, 5, 22 3 of 21 economic growth, although they emphasize that there are instances where papers concluded that there was no, or even a negative, impact (Almfraji and Almsafir 2014) . Our own literature review has found similar discrepancies in the existing literature. Kholdy (1995) has examined ten East Asian countries and by implementing Granger causality tests determined that there is no causality between FDI and productivity, though this may be due to the nature of Granger causality tests, as later discussed in the methodology section. Balasubramanyam et al. (1996) concluded that FDI inflows are far more significant for countries that focus on export, rather than those who have a negative trade balance. In her study of foreign direct investments (FDI) in three regions of the South (South-East Asia, Sub-Saharan Africa, and Central America), McMillan (1999) studied the various patterns of FDI in the following countries: Thailand and the Philippines; Cote D'Ivoire and Ghana; Costa Rica and Guatemala). The author used Multivariate Granger Causality Tests on each country. The principal result of the comparisons is that the domestic context of FDI generates identifiable patterns of development outcomes. However, FDI is not the primary causal agent in development outcomes. The results support the contention that FDI was drawn in by a strong bargaining context, but that it is not itself a particularly strong determinant of domestic economic and political outcomes. Elkomy et al. (2016) have conducted their own empiric analysis upon 61 transition and developing countries for the period 1989 to 2013. The paper finds that there is no critical threshold of human capital requirement in order for the spillover effect of FDI to be achieved and further finds that domestic investments is a much more significant driving force in democratic countries (Elkomy et al. 2016) .
The Comparative Studies Explored
The study of Bačić et al. (2004) focuses on the impact of FDI on economic growth in eleven transitional countries. Their conclusion is that there is a statistically significant positive impact of FDI inflows in small countries, such as Slovenia, Slovakia and Lithuania, yet the impact was far more pronounced in more developed countries (Bačić et al. 2004) . Similarly, Asteriou et al. (2005) focus on the impact of FDI on economic growth of ten European transition countries. Their main conclusion is the existence of a positive correlation between FDI and economic growth, yet they also detect a negative correlation between portfolio investments and economic growth (Asteriou et al. 2005) . Brada et al. (2005) studied the effects of transition and political instability on foreign direct investment in ECE and found the fact that they were countries in transition enabled those increased FDI inflows in comparison with West European countries. This somewhat contrasts the findings of Elkomy et al. (2016) , who find that there is no impact of FDI on economic growth in transitional countries. Haksoon (2010) in his study of the influence of political stability on FDI suggests two hypotheses, with the first being that FDI inflows generally flow towards countries that suffer from instances of political instability, while FDI inflows tend to flow from politically stable countries. Haksoon (2010) second hypothesis is that, after adjusting for macroeconomic factors, the inwards performance of FDI is high for countries that suffer from instances of political instability. He managed to confirm both hypotheses with an emphasis that this conforms to the findings of Lucas (1990) . These findings suggest that there is an increased level of FDI towards countries that have a higher level of political corruption and suffer from instances of political instability (Haksoon 2010) . A pooled ordinary least squares (OLS) with robust standard errors for the panel data using robust (cluster) covariance matrix as in Wooldridge (2002) , was performed first with several other quantitative method analysis to confirm the hypotheses. Khan and Mashque (2013) determine a negative and significant relationship between political risk and FDI, accounting for 94 countries over a span of 24 years from 1986-2009. They conclude that most of the political risk indicators have a negative relationship with FDI for the world as a whole and the high-income countries but the relationship was the strongest for the upper middle-income countries. Iamsiraroj and Doucouliagos (2015) study the success of economic growth in attracting FDI. Meta-regression analysis is applied to 946 estimates from 140 empirical studies. The authors show that there is a robust positive correlation between growth and FDI. Significantly, larger correlations are established for single country case studies than with cross-country analysis. Čičak and Sorić (2015) study the impact of FDI inflows on economic growth in Croatia and other selected transition economies by implementing a VAR approach. The key conclusion of the paper is that there is evidence of Granger causality going from FDI towards economic growth (Čičak and Sorić 2015) . Another significant aspect is thatČičak and Sorić (2015) determine that, based on their results for Latvia and Slovenia, investor confidence is increased in case of a more stable macroeconomic environment. Mehrara et al. (2010) employed a panel data approach to a sample of 57 developing countries in which they determined that there is a short-run causality from FDI net inflows and exports to GDP. Several studies mention the relevance of political factors to FDI, such as Büthe and Milner (2008) who start with a standard economic model as follows:
where FDI is the natural logarithm of the values of foreign direct investment, market size is the natural logarithm of the values of population, Econ. Development is the log of per capita GDP; GDP growth proxies economic growth; δ 1 is a country fixed dummy variable, and α is the constant and ε is the error term.
To this simple model, they added several political variables, notably bilateral investment treaties, GATT/WTO membership, domestic political constraints and political instability (Büthe and Milner 2008, p. 750) . They conclude that adding each variable improves the explanatory value of the model and it is interesting to note that they find a slightly, but statistically significant negative effect of political instability on FDI (Büthe and Milner 2008) . Bisson (2011) (Bisson) employed an OLS regression to determine that the relevance of several variables used as proxies for political instability were statistically significant to a cross-section group of 45 selected developing countries. Jadhav (2012) conducted a panel regression approach to the BRICS countries from 2000-2009, using the following empiric strategy:
where FDI is foreign direct investment, MS measures market size, NRA is the Natural resource availability, θ measures Corruption, Rule of Law, Voice and Accountability, µ accounts for the Inflation rate and the Trade to-GDP ratio, ϕ accounts for Political Stability and No Violence, Government Effectiveness, Regulatory Quality, with the constant α, while the error term is represented by ε.
By using such an empiric strategy, Jadhav (2012) (pp. 11-12) failed to obtain statistically significant results, even at the 10% level of significance, for the variables that concern political stability and rule of law, while voice and accountability was statistically significantly negatively associated with FDI. Busse and Hefeker (2005) implemented a panel GMM approach to a series of variables that measure political stability and the quality of government and concluded that government stability, the absence of internal conflict and ethnic tensions, basic democratic rights and ensuring law and order have a statistically significant effect on FDI. As emphasized by her detailed literature review, Pandya (2016) finds that many countries have become more open to FDI through an increase in the volume of trade and trade agreements, deregulation, as well as investment incentives.
Selected Studies of Single Economies Explored
Onwuka and Zoral (2009) studied the long-term relationship between FDI and import growth in Turkey. The authors include both the traditional import demand function with the inclusion of FDI, as well as an ARDL and FMOLS approach to confirm their hypothesis and avoid the possibility of Economies 2017, 5, 22 5 of 21 robust errors. Akande and Oluyomi (2010) explored the relevance and application of the theoretical prescriptions of the Two-Gap model to the Nigerian economic growth situation from 1970 to 2007. A co-integration test confirmed that a long-running relationship exists among the variables, giving an indication that they have the tendency to reach equilibrium in the long run.
Al-Eitan (2013) studied the influence of FDI on economic growth in Jordan, from 1996 to 2010, using several quantitative methods such as VAR models and Granger causality. Based on the analysis, the results showed that Jordan economic risk, the price of stock market sectors and two of the macroeconomic variables (inflation and GDP) significantly caused inward FDI in Jordan. Aga (2014) studies the impact of FDI on economic growth on the example of Turkey for the 1980-2012 periods. The paper utilizes the Johansen co-integration test whereby it finds no co-integration and long run relationship between variables.
Summary of Literature Review and Implications
As was previously pointed out in Almfraji and Almsafir (2014) , there are a number of significant discrepancies in the existing literature. Most significantly, there is no clear consensus on whether there is a positive impact of FDI on economic growth. Furthermore, there is a lack of consensus on whether or not the relationship is significant in only the short-term or whether there is a long-term relationship between the two variables. For the purpose of this paper, the results of two papers have perhaps the most significant implications. Primarily, this is the finding of Haksoon (2010) that complies with the theory of Lucas (1990) that there is an increased level of FDI inflows into countries that are impacted by political corruption and instability. On the other hand, Jadhav (2012) finds no evidence of any impact of political stability and rule of law on FDI. All of these findings will be considered (Büthe and Milner 2008; Jadhav 2012; andČičak and Sorić 2015) and discussed upon evaluating our empiric results. Prior to conducting our empiric analysis, we discuss in detail our methodological approach.
Methodology
The data employed for the empiric analysis was extracted from the World Bank (2016) database, the values of GDP in current dollars and the net inflow of FDI in current dollars and for the export of goods and services in current dollars for the period of 1996-2014. The data was then corrected for inflation using the GDP deflator, also acquired from the World Bank (2016) database. 2 The data was also extracted for population of each country, as well as the arable land available, measured in thousands of hectares. The variable that concerns political stability was obtained from the dataset constructed by Kaufmann et al. (2010) . Their index ranges from −2.5 to +2.5 for the considered variables-political stability and the absence of violence/terrorism. Higher values of this index indicate a higher level of political stability, while lower levels indicate a diminished level of political stability and more frequent occurrences of violence, as well as terrorist attacks. We consider three different panels, a panel of small economies, a panel of developed western economies and a panel of economies that are known for issues regarding political violence or are frequently targeted by terrorists. Exact specifications of the panels are available in the Appendix A, while the panels are further referred to as panel A for the panel of small economies, panel B for the panel of developed economies and panel C for the panel of countries that have issues regarding political violence and terrorist attacks, respectively. A significant benefit of such a panel specification was that, in the observed period, the FDI inflow values for the majority of the considered countries were positive. This allows the paper to focus on substantial issues regarding the effect of political stability on FDI inflows without resorting to methods sometimes considered controversial. 3 The countries were divided into three separate panels, as specified in 2 Using the formula GDP t × GDP deflator base year /GDP deflator t where the base year was the value of the GDP deflator for the last year where the data was available-in most cases, 2014 and t are the years for which the GDP data was available. 3 There are two possible solutions when considering negative FDI inflows. Not using logged versions of the variables probably results in heteroscedasticity issues, amongst others. Thus, two solutions are possible: considering the negative Economies 2017, 5, 22 6 of 21 Table A1 in the Appendix A. The states that were put into the three different panels (small economies, large developed economies, and economies that were threatened by terrorist attacks or instances of political instability) were chosen arbitrarily, albeit with certain prerequisites. Of the 11 small economies that were studied, eight were small island economies (six from the Caribbean), and three were small African economies.
Developed economies that were studied represent some of the most developed economies, and at the same time all of them are among the 15 largest economies of the world, being members of the Triad (North America-the EU-Asia-Pacific Rim region), as the core of the world economy, although its relative "weight" in the world economy is slowly declining. In 2014, Australia was the 12th economy of the world, Canada 11th, France 6th, United Kingdom 5th, and the United States 1st. The economies of the countries that have issues regarding political violence and terrorist attacks were studied through four examples that were placed in panel C: Mexico (due to the anti-drug warfare mostly), Israel, the Russian Federation, and Turkey. The panels are therefore clearly separated by size-panel A consists of small economies in comparison to B and C.
The panels also are differentiated based on political stability that is essential to FDI inflows, although the literature review does not provide conclusive evidence on how political stability will impact our final results. All of the countries that are included in panel C have consistently negative values for political stability based on the index created by Kaufmann et al. (2010) and this is the primary determinant of this panel. As many papers have previously stated, it is slightly difficult to determine the smallness of the economy, but all of the countries that are used in panel A have either comparatively small populations in regards to panels B and C, as well as economic growth that seems insignificant when compared to the values in panels B and C. A full list of these countries is presented in the Appendix A.
Before considering further quantitative methods of analysis, several unit root tests will be used to test for the presence of unit root. This will be conducted by using the tests originally proposed by Levin et al. (2002) , as well as Im et al. (2003) , and augmented versions of the test proposed by Phillips and Perron (1988) and Dickey and Fuller (1979) . All of these tests are conducted against the null hypothesis of a unit root present and are conducted by an autoregressive procedure based upon a suitable number of lags. The number of lags is determined by the information criterion proposed by Schwarz (1978) . Selected summary statistics for all of the variables, in level and without any statistical transformation, are available in the Appendix A, as Table A2 . In our empiric approach, the variables that measure economic growth, exports, as well as FDI will always be considered in the form of their natural logarithm after we have corrected the values for inflation. After conducting the unit root tests the following three-step empiric strategy is considered.
Panel Model
Following the results of the conducted panel root test, we will estimate a test for causality between FDI, political stability and absence of violence/terrorism and GDP for each of the panels, by using the test initially proposed by Granger (1969) . The Granger causality test is conducted by running a bivariate regression, which displays whether adding lagged versions of a variable helps explain the behavior of the independent variable. Therefore, the test will be conducted in the following form:
(3.1)
2)
values as NA-s or adding an arbitrary constant. As we find, the first approach unacceptable and accept that the second is not considered adequate universally, the suggested panel specification seems like the best approach to focus on the substantial issues of this paper.
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In accordance with Granger (1969) initial methodology, the null hypothesis is therefore that there is no Granger causality between the variables. Rejection of the null hypothesis at the observed significance levels implies a statistically significant causal relationship.
Vector Auto Regression
Following the Granger causality test, we will conduct a Vector auto regression (VAR) model. The model is in detail specified in Equation (4):
where FDI is the log of foreign direct investment, Y is the log of real GDP, POL is the variable that accounts for political stability and absence of violence/terrorism, C is the exogenous control variable; α 1..4 , β 1..4 , γ 1..4 are the coefficients, α 0 , β 0 , γ 0 are the constants, while ε 1..3 represents the vector of innovation.
This model will provide us with a more detailed understanding of the variables that are relevant to the increase of FDI. Primarily the interest of this paper is the impact of GDP and political stability and absence of violence/terrorism. We consider the variables Foreign Direct Investment (FDI), Gross Domestic Product (GDP) and political stability (POL) endogenous to the model. The remaining variable serves as a control variable that increases the explanatory value of the model. These potential control variables are the logged values of exports of goods and services (Exp), logged values of total population in thousands (Pop) and logged values of arable land in hectares (Land). The abbreviations in the parenthesis will be used in conducting all further aspects of our empiric methodology. One of these three variables will be selected based upon stepwise regression, through the value of the test statistic, in order to maximize the explanatory value of the model. We consider that all of these variables may have a statistically significant impact on FDI inflow, yet they are only control variables and will therefore not be discussed in detail, as they are not the primary focus of this study. This VAR is conducted by using OLS on the pooled data. The VAR framework is used primarily to understand the impulse response of each of the selected panels and further study will be conducted on each of the individual countries to test the relevance of any hypothesis gathered from both the Granger causality test and the VAR model. The lag length for each of the VAR models will be determined using the information criterion proposed by Akaike (1974) . The specification tests will consider whether there is serial correlation between the residuals based upon the LM test, which was constructed based upon the research by Breusch (1978) and Godfrey (1978) . They shall also determine whether the VAR models conform to the stability condition.
ARDL Models
In order to check the validity of our previous results and as an additional sensitivity check, we will conduct autoregressive distributed lag (ARDL) analysis, proposed initially by Pesaran and Shin (1999) , on each of the countries. The ARDL method has several significant advantages, notably the fact that we can use different lag lengths of the dependent and independent variables. Perhaps the greatest advantage of the ARDL approach is that it can be used on both I(0) and I(1) variables, while, for instance, traditional co-integration processes require both variables to be I(1) and the majority of standard regression processes require stationarity. If any variable is determined to be I(2) or higher, the ARDL method cannot and will not be employed. The presence of a unit root is tested by conducting tests proposed by Dickey and Fuller (1979) and by Kwiatkowski et al. (1992) . These tests will allow us to determine whether the ARDL analysis may be used for all of the models.
After estimating the correct number of lags based upon the Akaike information criterion, we first implement tests to confirm heteroscedasticity initially proposed by Breusch and Pagan (1979) , the absence of serial correlation based upon the LM test and the tests of stability of the parameters based upon the work of Page (1954) and Barnard (1959) will be conducted, although they will not be presented in the paper. Once the models are properly estimated, we implement the Bounds test devised by Pesaran et al. (2001) in order to estimate whether there is a long-term relationship between the variables. We estimate two models: in the first model GDP is the dependent variable, FDI the independent variable, while in the second FDI is the dependent variable, and political stability is the independent variable. If the results of the Bounds test suggest we can reject the null hypothesis, we estimate the long-term coefficients.
Methodological and Data Constraints
A significant constraint of using the Granger causality method or rather any method in a panel setting is not taking into account possible robust errors. This is the reason why we chose to employ an ARDL model for each of the countries within the panel. The panel selection is subject to research bias and while the panels were not completely arbitrarily constructed, the method of selection may cause specification errors. Panel C is especially heterogeneous regarding numerous economic and political traits of the countries considered in the panel. Aside from the previously identified issues, the Granger causality test suffers from other issues that warranted the use of multiple empiric tests. Maziarz (2015) emphasizes that both log transformations and modifications of variables to ensure their stationarity may cause potential errors with Granger's causality test. He further points out that this test is completely dependent upon Granger's definition of causality, which is why the largest number of studies correctly reference this causality as "Granger-cause" (Maziarz 2015) . Another problem that is emphasized is that there may be a third variable that might Granger-cause both variables, but such a case may lead to a false causality result (Maziarz 2015) .
A significant data constrain was that data for the political stability and absence of violence/terrorism error was only available for the period 1996-2014, excluding 1997, 1999 and 2001. 5 On the other hand, we believe that that the variable we use to proxy for political stability constructed by Kaufmann et al. (2010) is perhaps the most objective assessment of political stability. Thus, we accept the limited period in order to obtain the desired results.
Discussion and Results
In adherence with the previously described methodology, we first employ a series of panel unit root tests to determine whether there is a unit root present. Based upon our analysis of the previewed data, we conclude that the test with constant and without trend is adequate. The only variable where 5 The data for the years 1997, 1999 and 2001 was generated by averaging the values of the values for t − 1 and t + 1, meaning that for the year 1997 the average value of the index for 1996 and 1998 was calculated.
Economies 2017, 5, 22 9 of 21 a linear trend was included was for the variable political stability in panel C. In order to obtain the statistically most adequate results, only variables where all four conducted tests reject the null hypothesis of unit root presence at the 5% significance level are deemed stationary. As previously mentioned, the number of lags was identified based upon the criterion proposed by Schwarz (1978) . When the variable was not stationary in level, the value of the test statistic for the difference in which the variable was stationary is presented in Table 1 . For the variable political stability, we reject the presence of a unit root in all three panels. 6 Regarding the other variables, GDP for panels A and B, FDI for panel B and export for panel B failed to reject the null hypothesis of a unit root present in level-but, in the first difference, they reject the null hypothesis at the 1% significance level. We find that arable land rejects the null of unit root in the first difference, while population in both panel A and panel B rejects the unit root null hypothesis in the second difference, while, in panel C, it is stationary in level. The remaining variables were already stationary at a level with only the log transformations being applied. Furthermore, unless explicitly specified otherwise, the variables are always considered in the transformed form in which they rejected the null hypothesis of unit root presence. The results of the Granger causality test are presented in Table 2 . 6 This is also the only variable to which no log transformation, or any other statistical transformation, had been applied. Note: values in the parenthesis represent the p value. *, ** and *** indicate statistical significance at the respected 0.1, 0.05, and 0.01 levels of significance.
Granger panel causality tests, especially when preformed with as stacked tests, may be prone to robust errors as was previously mentioned in the methodological and data constrains. Therefore, any conclusions based upon these results should be taken with caution. So far, it is possible to determine that there is empiric evidence that political stability is more relevant in smaller economies where we determine that there is a unidirectional causal relationship going from political stability to FDI. The results for panel A also have the largest value of the test statistic in regards to higher values of GDP Granger causing an increase of FDI. This is a relatively intuitive conclusion as higher GDP values are often associated with economic growth that is accompanied by a pro-investment climate and favorable other macroeconomic indicators may increase investor confidence and thus increase FDI. In the remaining panels, we fail to determine any causal relationship between political stability with either GDP or FDI at the 5% statistical significance level. As the result is only significant at the 10% significance level for panel B, we will discuss this issue further in the continuation of the paper after conducting further tests. For panel B, we also find unidirectional Granger causality going from GDP to FDI, while, in this initial phase of testing, it is difficult to make a conclusive argument regarding panel C.
We include higher numbers of lags 7 and with that specification, we detect bidirectional causality between FDI and GDP at three lags, but we find that the relationship is unidirectional going from GDP to FDI when using a higher number of lags. Similar to the situation regarding panel B, we will refrain from making any conclusions before conducting further tests. While the information criterion proposed by Schwarz indicates that one lag is optimal, the criterion proposed by Akaike (1974) suggests that two lags are optimal. These results suggest that the results obtained with two lags are the most accurate, as they repeat at higher instances of lags, but at this point, it is not possible to confirm that the causal relationship is unidirectional going from GDP to FDI. The extreme heterogeneity of the countries in the panel also prevents us from confirming such a conclusion at this time.
VAR Model Approach
The second quantitative research method employed is a VAR approach, as specified in the methodological discussion. The VAR approach will primarily be used to identify the Cholesky impulse response in order to better understand the relationship between FDI and GDP; as well as political stability and FDI. While the conclusions from the Granger causality test are noted, they did not have any impact on the specification of the VAR model. As the coefficient results are not being considered, 7 Test results for the panel C Granger causality test with three lags, as well as a short discussion about the results, are available in the Appendix A. Table 3 provides brief summary statistics of the descriptive value and relevant statistics of the model, while specification tests are provided in the Appendix A. Briefly, it is possible to confirm that the models are adequately specified as no root lies outside the unit circle. It is also possible to confirm that the residuals are not serially correlated, with the values of the LM test for each model in the Appendix A. Aside from the endogenous variables, using stepwise regression, it was concluded that export of goods and services would mostly enhance the explanatory value for each of the models, while population and arable land were deemed to have a statistically insignificant effect. Exports are considered exogenous for each model. For panel A, based upon the Akaike info criterion, three lags should be used and as with that lag length there is no evidence of models miss-specification, three lags were used. For panel B, four lags were suggested but at four lags, the model does not satisfy the stability condition. At three lags, the stability condition is satisfied and the LM test rejects the presence of autocorrelation. For panel C, two lags were suggested. However, at such a specification, the model did not satisfy the stability condition. When the model was specified using one lag, it satisfied the stability condition and did not exhibit signs of autocorrelation.
The results from the Cholesky impulse function in Figure 1 regarding these two variables largely confirm the results obtained from the Granger causality tests. As we can see in panel A, the response is initially highly positive, with a slightly declining trend in the long term. It should be noted that, for panel B and panel C, 10 periods were used, while for panel A, 15 periods were used. The reason for this arbitrary change is the fact that the authors wished to consider the response after 10 periods in panel A to see whether the trend will continue to decline. Therefore, it is possible to conclude that there are significant differences between the Cholesky impulse response function to the introduction of one standard deviation of political stability to FDI between panel A, and panels B and C. The response for panel B seems spurious, which is logical when taking into account that these are highly developed economies that are not likely to be affected by occasional terrorist attacks or isolated episodes of political violence. Taking into account the findings by the Granger causality test, it is possible to confirm that a statistically significant consistent link between FDI and political stability for panel B does not exist. The response for panel C has the smallest initial response and it starts to decline strongly after three periods until and seems to have a marginal impact at around 6 periods. The results seem to indicate that political stability is relevant to FDI both short-term and long-term in panel A, only relevant in the short-term for panel C, while it seems to have no statistically significant value for panel B. It is once again possible to observe significant differences between the three panels in Figure 2 , as in panel A the impact becomes negative after two periods and no longer becomes positive after that.
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The results from the Cholesky impulse function in Figure 1 regarding these two variables largely confirm the results obtained from the Granger causality tests. As we can see in panel A, the response is initially highly positive, with a slightly declining trend in the long term. It should be Figure 1 . Impulse response of FDI to one standard deviation of political stability and the absence of violence/terrorism). Note: dotted red lines represent the +2 and −2 standard errors. From left to right, the charts represent the impulse response for panels A, B and C. Economies 2017, 5, 22 12 of 22 noted that, for panel B and panel C, 10 periods were used, while for panel A, 15 periods were used. The reason for this arbitrary change is the fact that the authors wished to consider the response after 10 periods in panel A to see whether the trend will continue to decline. Therefore, it is possible to conclude that there are significant differences between the Cholesky impulse response function to the introduction of one standard deviation of political stability to FDI between panel A, and panels B and C. The response for panel B seems spurious, which is logical when taking into account that these are highly developed economies that are not likely to be affected by occasional terrorist attacks or isolated episodes of political violence. Taking into account the findings by the Granger causality test, it is possible to confirm that a statistically significant consistent link between FDI and political stability for panel B does not exist. The response for panel C has the smallest initial response and it starts to decline strongly after three periods until and seems to have a marginal impact at around 6 periods. The results seem to indicate that political stability is relevant to FDI both short-term and long-term in panel A, only relevant in the short-term for panel C, while it seems to have no statistically significant value for panel B. It is once again possible to observe significant differences between the three panels in Figure 2 , as in panel A the impact becomes negative after two periods and no longer becomes positive after that. Similarly, with panel C, an initial positive response may be described as very close or equal to zero after three periods. Taking into account the Cholesky impulse response function and the Granger causality test, it seems we can strongly reject the presence of a bivariate relationship between FDI and GDP for panel C. There seems to be a strong initial response in panel B with a decreasing trend, which becomes negative after four responses, yet in a short span between six and eight responses, is once again positive. Conclusively, we fail to see the evidence of a long-term relationship in any of the three Cholesky impulse response functions and detect a significant short-term relationship only in panel B. The only regard in which the three panels displayed similar results is the response of FDI to one standard deviation of GDP. As expected for panel A, a slight increase becomes very close or equal to zero after four periods. There seems to be no significant impact at all for panel C, as can be seen in Figure 3 . Similarly, with panel C, an initial positive response may be described as very close or equal to zero after three periods. Taking into account the Cholesky impulse response function and the Granger causality test, it seems we can strongly reject the presence of a bivariate relationship between FDI and GDP for panel C. There seems to be a strong initial response in panel B with a decreasing trend, which becomes negative after four responses, yet in a short span between six and eight responses, is once again positive. Conclusively, we fail to see the evidence of a long-term relationship in any of the three Cholesky impulse response functions and detect a significant short-term relationship only in panel B. The only regard in which the three panels displayed similar results is the response of FDI to one standard deviation of GDP. As expected for panel A, a slight increase becomes very close or equal to zero after four periods. There seems to be no significant impact at all for panel C, as can be seen in Figure 3 .
Economies 2017, 5, 22 12 of 22 noted that, for panel B and panel C, 10 periods were used, while for panel A, 15 periods were used. The reason for this arbitrary change is the fact that the authors wished to consider the response after 10 periods in panel A to see whether the trend will continue to decline. Therefore, it is possible to conclude that there are significant differences between the Cholesky impulse response function to the introduction of one standard deviation of political stability to FDI between panel A, and panels B and C. The response for panel B seems spurious, which is logical when taking into account that these are highly developed economies that are not likely to be affected by occasional terrorist attacks or isolated episodes of political violence. Taking into account the findings by the Granger causality test, it is possible to confirm that a statistically significant consistent link between FDI and political stability for panel B does not exist. The response for panel C has the smallest initial response and it starts to decline strongly after three periods until and seems to have a marginal impact at around 6 periods. The results seem to indicate that political stability is relevant to FDI both short-term and long-term in panel A, only relevant in the short-term for panel C, while it seems to have no statistically significant value for panel B. It is once again possible to observe significant differences between the three panels in Figure 2 , as in panel A the impact becomes negative after two periods and no longer becomes positive after that. Similarly, with panel C, an initial positive response may be described as very close or equal to zero after three periods. Taking into account the Cholesky impulse response function and the Granger causality test, it seems we can strongly reject the presence of a bivariate relationship between FDI and GDP for panel C. There seems to be a strong initial response in panel B with a decreasing trend, which becomes negative after four responses, yet in a short span between six and eight responses, is once again positive. Conclusively, we fail to see the evidence of a long-term relationship in any of the three Cholesky impulse response functions and detect a significant short-term relationship only in panel B. The only regard in which the three panels displayed similar results is the response of FDI to one standard deviation of GDP. As expected for panel A, a slight increase becomes very close or equal to zero after four periods. There seems to be no significant impact at all for panel C, as can be seen in Figure 3 . This is perhaps because these economies are constantly experiencing economic growth and hence an increase in their GDP does not really have a significant impact on further increasing investor confidence. The results for panel B also suggest that there seems to be no significant impact of an increase of one standard deviation of GDP on FDI, which after moderate fluctuations seems to have close to or equal zero effects after five periods. The results of the impulse response functions have significant similarities with the impulse response functions determined byČičak and Sorić (2015) . The overall results are conclusive with the studies performed by Büthe and Milner (2008) and results by those such as Aga (2014) , which confirm that not all countries have a statistically significant long-term relationship between FDI and GDP.
ARDL Analysis
Based upon the results of the stationarity tests, it is possible to conclude that the ARDL analysis may be used on all countries except for St. Kitts and Nevis, and Antigua and Barbuda. There are also limitations when using it for the USA and Mexico. For the USA, we determine that GDP is I(2) and for Mexico we determine that political stability is I(2), meaning that we are unable to use the ARDL analysis on these countries. Full results of the unit root tests are available in Appendix A. We constructed the models with the number of lags suggested by the Akaike criterion. If the model displayed any kind of specification issue, such as serial correlation, heteroscedasticity or parameter instability, we re-estimated the model with the number of lags that would be second best in minimizing the value of the Akaike criterion. This procedure would be repeated until establishing a model free of any specification errors, although, in most models, the lag length automatically suggested by the Akaike criterion was deemed suitable.
None of the models exhibit serial correlation issues, fail to reject the null of heteroscedasticity, and have parameter stability based upon the CUSUM test. The tests for heteroscedasticity and serial correlation are presented in Appendix A. By conducting a Bounds test, we find that for the majority of countries from panel A, we may reject the null hypothesis of no long-running relationship for both models. For all of the countries of panel B, we failed to reject the null hypothesis of no long-run relationship at the 5% significance level both between FDI and GDP and between political stability and FDI. For panel C, we fail to reject the null of no long-run relationship between political stability and FDI, but we strongly reject the null hypothesis regarding no long-run relationship between FDI and GDP. For all of the countries of panel C, except for Mexico, we reject it even at the 1% significance level, while, for Mexico, we reject it at the 2.5% significance level. Detailed results are presented in Table 4 .
These findings mostly confirm the previous hypotheses presented based upon the Granger causality test and the VAR model. Most notably, we find strong empiric evidence that there is a long-running relationship between political stability and FDI in smaller economies, while, for larger and more developed economies, we find no evidence of such a relationship. The only difference between these findings and our previous findings is determining long-running relationships between FDI and GDP for panel C countries, which we failed to determine based upon the Cholesky impulse response function. We provide long run coefficients for both ARDL models when they rejected the null hypothesis of no long-running relationship.
As it is possible to view in Table 5 , in the majority of occurrences the coefficients are not statistically significant, but that does not undermine the overall hypothesis of statistically significant long-term relationship, as the overall explanatory value of the model is very high and the specification tests indicate that the models are adequate. We find that for countries from panel C, the only long-term positive coefficients were for the models where GDP was the dependent variable and FDI the independent variable. In panel A, we note two instances of statistically significant positive coefficients for political stability in a panel when FDI was the dependent variable and political stability the independent variable. This conclusion overall conforms to our previous conclusion from the Granger causality test and the VAR analysis. These findings are especially interesting in light of Haksoon (2010) hypothesis that FDI inflows are high in politically unstable countries. These results seem to confirm his hypothesis, as well as suggest that FDI has a long-term positive relationship with economic growth in politically less stable countries rather than in more politically stable economies. Similarly, as Jadhav (2012) who failed to find empiric evidence that political stability is relevant to FDI inflows for the BRICS countries, we fail to find empiric evidence of their long-term relevance to FDI inflows in all economies with the noted exception of panel A. This suggests that political stability is a precondition for investment into smaller and less developed countries, while investors are not concerned with instances of political violence or terrorism in larger and more developed economies. This confirms the alternative hypothesis we presented in the introduction and thus suggests that there is no evidence of a CNN effect in the panels of countries that we have observed. 
Conclusions
We conducted a three-step empiric approach to primarily determining the relevance of FDI to GDP and of political stability to FDI. Based upon the conducted quantitative analysis methods, it is possible to conclude that there is a significant difference in the significance of political stability in countries based upon their respected economic size and levels of development. In our analysis, we determine that political stability is only relevant to FDI in the panel of smallest economies, while we find no such causality in larger economies. We further determine, based upon the VAR analysis, that the relationship between political stability and FDI is relevant both in the short term and in the long term for the small economies in panel A, while we find limited evidence of relevance of political stability towards increasing FDI in the short term for panels B and C. We did not find any empirical evidence of significant difference between developed larger economies that have a higher level of political stability in comparison to those that have occasional or even frequent episodes of political violence and/or terrorism regarding to the relevance of their political stability on FDI inflows.
This means that political stability is not a crucial factor in determining FDI inflows in highly developed or large, emerging economies studied. The empirical evidence seems to suggest that political violence and terrorist attacks do not have a statistically significant impact on investors and that although political stability is perceived as an initial condition necessary for starting investments in smaller economies, while there seems to be very few differences in that regard between the larger and more developed economies. This can further be applied to other developed countries and carries relevant policy recommendations. As can be seen, this paper fails to fully capture the relevance of all political aspects on economic growth, as it only considers political stability and the absence of violence. Clearly, the positive impact of FDI specifically for Mexico and the Russian Federation suggests that investors are prepared to take risks and prioritize ease of investment ahead of the actual political stability of the country. This largely conforms to the findings of Lucas (1990) . This suggests that, due to the relevant "spillover" impact that FDI brings, that administrative barriers, redundant regulation and other barriers need to be removed in order to facilitate a more responsive climate for facilitating foreign investments. We largely find that Pandya (2016) conclusion of many barriers to investment being removed is correct, but we advocate the necessity of innovation and further investments into new technologies and investments are required in order to account for the increased costs of labor and production in more developed economies. Table A2 , these statistics are of the variables in level and without any statistical transformations that were applied in order to ensure stationarity. As was previously mentioned, when testing Granger causality for FDI and GDP in panel C, we failed to obtain statistically significant consistent results. At one lag, we find a unidirectional causality going from FDI to GDP, at two lags, we find unidirectional causality going from GDP to FDI and the test results with three and more lags are displayed in Table A3 . We confirm that no root lies outside the unit circle, as can be seen in Figure A1 , meaning that the VAR models conform to the stability condition. We confirm that no root lies outside the unit circle, as can be seen in Figure A1 , meaning that the VAR models conform to the stability condition. Figure A1 . VAR model stability condition confirmation. Note: From left to right, the charts display the inverse roots of AR characteristic polynomial for panels A, B and C.
We confirm that there is no autocorrelation present based upon the results of the LM test. The test results, summarized in Table A4 , display that we fail to reject the null hypothesis of no autocorrelation. Table A4 . LM test for autocorrelation. We confirm that there is no autocorrelation present based upon the results of the LM test. The test results, summarized in Table A4 , display that we fail to reject the null hypothesis of no autocorrelation. As can be seen in Table A5 , we conclude that for the majority of variables using the ARDL analysis is suitable. The ADF test uses the null hypothesis of no unit root, while the KPSS test null hypothesis is stationary. Therefore, rejection of the null hypothesis at any of the critical values based upon the KPSS test indicates the presence of a unit root. Using several unit root tests provides more certainty in interpreting the results, although the tests often have contradicting results. The KPSS test often gives a false confirmation of the stationary presence without viewing the first difference of the variable, which is why, in final interpretations, we often gave more value to the results of the ADF test. Based upon the results in Tables A6 and A7, it is clear that all models do not exhibit any signs of serial correlation or heteroscedasticity. 
Lags Panel

