Abstract-An emerging new generation network is requested to accommodate a enormous numbers of nodes with high diversity and a wide variety of traffic and applications. To achieve higher scalability, adaptability, and robustness than ever before, in this paper we present new network architecture composed of self-organizing entities. The architecture consists of the physical network layer, service overlay network layer, and common network layer mediating them. All network entities, i.e. nodes and networks, behave in a self-organizing manner, where the global behavior emerges through their operation on local information and direct and/or indirect mutual interaction. We also allow inter-layer interaction through the common network layer for a network system to be self-organized as a whole and effectively and efficiently react to unexpected failure.
I. INTRODUCTION
To satisfy a wide range of requirements and desire of people and to support our daily life in many aspects, a variety of fixed devices such as PCs, servers, home electric appliances, and information kiosk terminals, mobile devices such as that equipped with people and vehicles, and small and scattered devices such as RFID tags and sensors, are and will be distributed in the environment. They are and will be connected with each other and organize networks to cooperate with each other in sharing and exchanging obtained or generated information and controlling each other.
Those devices generate a great variety of traffic including voice, video, computer, sensing, identification, control, and management data in accordance with a type of device, application, service, and context. Traffic characteristics also have the diversity, e.g. constant/intermittent, low/high rate, and small/large amount. Furthermore, the number, type, location, and usage of devices, condition of communication environment, and traffic characteristics dynamically and considerably change every moment. In such environment, a network would often face unexpected or unpredictable user behavior, usage of network, and traffic pattern, which are beyond the scope of the assumption in designing and building the network. As a result, the performance considerably deteriorates or at worst the network completely collapses. Therefore, the conventional network design methodology, where structures, functionalities, algorithms, and control parameters are optimized to accomplish the best performance assuming certain operating environment, and fault detection, avoidance, and recovery mechanisms are prepared and preprogrammed for expected failure, is no longer feasible [1] .
Taking into account requirements for a new generation network stated above, in this paper we present new network architecture which is more scalable to the number of nodes and scale of network, more adaptive to a wide variety of traffic patterns and their dynamic change, and more robust to expected and unexpected failure independently of size and duration, than ever before. Our basic idea is to organize and control the whole network system in a self-organizing manner. A network has a layered architecture; the physical network layer, the service overlay network layer, and the common layer mediating inter and intra layer interaction. Behavior of all entities constituting a network system, i.e. node, network, and layer, is self-organized. A node performs MAC, scheduling, routing, congestion control, and other control by using nonlinear functional modules called selforganization engines, which operate based on local information obtained through observation of environment and information exchange with neighboring nodes. Nodes further organize and control a network through localized behavior and mutual interaction among them. Networks within a layer also behave in a self-organizing way and interact with each other directly by exchanging messages and/or indirectly by changing operating environment shared among them. In addition to the intra-layer interaction, service overlay networks and physical networks interact with each other through mediation of the common network layer.
In the following sections, we introduce the self-organizing network architecture first starting with basic concept and followed by node architecture and components. We also show examples of combination of multiple self-organization engines and hierarchical control of network by a single self-organization engine. Then, we conclude the paper by mentioning related work and future issues.
II. SELF-ORGANIZING NETWORK ARCHITECTURE

A. Basic Concept
As the number of nodes and the size of network increase, a centralized or semi-distributed mechanism, where nodes in a network are required to have the same view of network as in a and keep up-to-date and consistent information on the whole network system. Therefore, we need fully distributed and autonomous control mechanisms which enable a node to operate without the need for global information, but on local information obtained through observation of its surroundings and information exchange with neighbors. With such autonomous mechanisms, it also is possible to avoid letting a single and local failure, e.g. link disconnection, involve the whole system by propagating the failure information to update the topology information that all nodes maintain. In addition, a conventional adaptation mechanism where the whole system is periodically re-optimized based on the up-to-date status information puts too much burden on a large-scale network to adapt to frequent changes in the operating environment. Therefore, we need self-adaptive and self-configuration control mechanisms. Each node should autonomously adapt control parameters, behavior, and even algorithm and mechanism in accordance with the state of surrounding environment.
Furthermore, a conventional network system acquires the robustness by implementing a variety of detection, avoidance, and recovery mechanisms for failure, error, abuse, extreme operating condition, and critical event. Such design methodology makes a network system complicated, monolithic, and even fragile. Therefore, we need simple and module-based control mechanisms where a node, network, and network system are constituted by autonomous, simple, and interacting functional control modules. When a part of modules halts for unexpected failure, remaining modules provide the minimum level of network service and provoke adaptive behavior of other modules and entities. Consequently, the whole network system adapts to the new environment.
In summary, so that a network system can keep providing network services to users and applications independently of the size of system and condition of operating environment, the degree of their diversity and dynamic change, and the scale and duration of failure, it is effective to establish a self-organizing network system where a node consists of autonomous and simple control mechanisms, mutual and local interaction among nodes organizes a network, and inter and intra layer interaction among networks organizes the whole network system. The self-organizing network architecture we propose has three layers. They are the physical network layer consisting of wireless and wired access networks and optical core networks, the service overlay network layer consisting of service or application-oriented overlay networks, and the common network layer mediating the two layers. These layers are self-organized through inter and intra-layer mutual interaction among entities. The architecture is illustrated in Fig.1 .
B. Node Architecture
In the self-organizing network architecture, each of physical and overlay nodes consists of communication and sensing module, knowledge database module, and selforganization engines, and network control functionalities (see Fig.2 ). The communication and sensing module obtains local information through message exchange with neighboring nodes and observation of environmental condition by probing or sensing for example. The module also collects status information of node itself. Obtained information is deposited into the knowledge database to be used by selforganization engines.
A self-organization engine is a basic component for selforganizing behavior of node. It operates on local information in the knowledge database and reacts to its dynamic change. By using self-organization engines, a node realizes and performs MAC, scheduling, routing, congestion control, and other network control functionalities.
C. Self-Organization Engines
A self-organization engine is a nonlinear functional module. It operates on a nonlinear mathematical model in the form of differential equation. Examples of nonlinear models include a pulse-coupled oscillator model [2] , a reactiondiffusion model [3] , a response threshold model [4] , and an attractor selection model [5] . All of these models are derived from self-organizing behavior of biological systems which are inherently fully-distributed, autonomous, and selforganizing. As a typical example, it is well known that a group of social insects such as ants, termites, and honey bees often exhibits sophisticated and organized behavior, e.g. ant trail, cemetery formation, brood sorting, and division of labor, which is beyond mere collection of simple behavior of individuals. Such collective intelligence, called swarm intelligence, emerges from mutual and local interaction among simple agents [6] .
In this subsection, we first introduce the above mentioned four nonlinear functions and how they are applied to specific network controls. Then we give two examples of extended model, i.e. a combination of two nonlinear modules and a layered nonlinear module.
A pulse-coupled oscillator model explains synchronized behavior observed in a group of flashing fireflies [2] . A firefly periodically flashes based on its biological timer and at its intrinsic frequency when it is alone. When fireflies form a group, a flash of firefly stimulates non-flashing fireflies. A stimulated firefly advances its timer by a small amount. By repeatedly stimulating each other through flashes, they eventually get synchronized and all fireflies begin to flash at the same time and same frequency. In a pulse-coupled oscillator model, an oscillator maintains a timer. It fires when the phase of timer φ reaches one and then the phase goes back to zero. The dynamics of phase φ is formulated as,
In (1), T i stands for the intrinsic interval of oscillator i's timer and N i is a set of oscillators coupled with oscillator i. Δ(φ i ) is a monotonically increasing nonlinear function which determines the amount of stimulus. The global synchronization, where all oscillators flash simultaneously at the same frequency, can be accomplished without all-toall coupling. Depending on parameters and functions, socalled phase-lock condition, where oscillators flash alternately keeping the constant phase difference, can also be accomplished and a traveling wave appears. A direct application of the pulse-coupled oscillator model is synchronization or scheduling. By regarding a wireless sensor node as a firefly and radio signal transmission as flash of a firefly, we can self-organize synchronization in a wireless sensor network. In Fig.3 , phase transition in a network of 100 nodes randomly distributed in the region At the different rate depending on intrinsic frequency, phases shift toward one. As one of nodes broadcasts a message, other nodes are stimulated and some of them are brought to broadcast a message. As a result of chain of stimulation, nodes are eventually merged into several groups in which nodes broadcast a message simultaneously. Finally, the global synchronization emerges as a consequence of mutual interactions among nodes. A pulse-coupled oscillator model has been applied to a variety of network control such as clock and timer synchronization [7] and scheduling [8] , [9] . Next a reaction-diffusion model describes emergence of periodic patterns such as spots, stripes, and maze on the surface of animal coat through chemical interaction among cells [3] . In a reaction-diffusion model, two hypothetical morphogens, i.e. activator and inhibitor, are considered. The dynamics of morphogen concentrations is formulated as,
where u and v are concentrations of activator and inhibitor, respectively. The first term of right-hand side of the equations is called a reaction term and expresses chemical reactions, i.e. activation and inhibition among morphogens.
The second term called a diffusion term is for interaction among neighboring cells. To generate a pattern, the condition D u < D v , i.e. the speed of diffusion of inhibitor is faster than that of activator, must be satisfied. Autonomously generated patterns can be used in several network controls where a pattern appears, such as routing, clustering, and placement. For example, a spot pattern generated by the reaction-diffusion model in Fig. 4 resembles to the clustered structure of a wireless sensor network in Fig. 5 . In [10] , a node evaluates the reaction-diffusion equations by using the morphogen concentrations of itself and neighboring nodes. Eventually a spot pattern appears where each spot is centered at a node with the highest activator concentration in the proximity, which becomes a cluster head. Neighboring nodes, i.e. cluster members, send their sensor data following the gradient of activator concentration to a cluster head. By taking account of the residual energy in the morphogen concentrations, energy-efficient clusters can be formed in a self-organizing manner. Another example of applications of a reaction-diffusion model is scheduling of spatial TDMA MAC protocol [11] .
A response threshold model explains division of labor in a colony of social insects [4] . The ratio of individuals engaged in a certain task is autonomously controlled in accordance with the demand. The demand s of a task changes as,
where δ corresponds to the per-time increase in demand, N is the total number of individuals, and N act means the number of individuals engaged in the task. When N act is not sufficiently large, the demand increases. The probabilities that individual i starts or stops performing the task are given as,
(4) x i indicates the state of individual i, where x i = 1 corresponds to performing the task. θ i is a response threshold of individual i against the task, which implies the willingness or hesitation in doing the task. p is a constant. Adaptive division of labor or specialization emerges from the following learning function.
This adaptation leads to division of labor in two groups, specialists actively participating in task having a small threshold and idle ones having a large threshold. When some of specialists accidentally die, the demand begins to increase. Then, individuals belonging to the latter group eventually start to perform the task. Finally the appropriate ratio Nact N recovers. Examples of application of a response threshold model include task allocation for mobile sensor network coverage [12] and sensor and actuator networks [13] .
Finally, an attractor selection model duplicates non-rule adaptation of E. coli cells to dynamically changing nutrient condition in the environment [5] . A mutant E. coli cell has a metabolic network consisting of two mutually inhibitory operons, each of which synthesizes different nutrient. When a cell is in a neutral condition where both nutrients exist, the concentrations of mRNAs dominating protein production are at a similar level. Once one of nutrient becomes insufficient, the level of gene expression of operon for the missing nutrient eventually increases so that a cell can live in the new environment. However, there is no signal transduction, i.e. embedded rule-based mechanism, from the environment to the metabolic pathway to switch between two operons. The dynamics of concentration of mRNAs is formulated in a general form as,
where x corresponds to the concentrations of mRNA. f ( x) is a function for chemical reaction on the metabolic network. α represents the cellular activity such as growth rate and expresses the goodness of current behavior, i.e. gene expression. Finally, η expresses internal and external noise affecting the cell behavior. Since a new generation network would often face environmental changes and even unexpected condition, adaptation is one of fundamental mechanisms that self-organizing network controls should have. In applying to network control, x represents control parameters or control policy. When the current control is appropriate for the environment, activity α reflecting the goodness of the control becomes high and the deterministic control f ( x) dominates the system behavior. Once the environmental condition changes and the control becomes inappropriate, activity α decreases and relative influence of the noise term η becomes dominant. The system looks for new appropriate control, i.e. a good attractor, by being driven by random and stochastic control. Eventually the system finds and reaches a new good attractor. An attractor selection model has been applied to multipath routing in overlay networks [14] and adaptive routing in mobile ad-hoc networks [15] .
As one may notice, those models take the form of nonlinear temporal differential equations. It means that a system operating on self-organization engines always adapts to temporal changes in the environment. In addition, no global information is required and each entity can determine its behavior by itself and in relation to neighbors. Now, we show an example of combination of multiple self-organization engines. Assume an application of periodic data gathering in a wireless sensor network consisting of a variety of sensor nodes, e.g. thermometer and CO gas sensor, in a plant. Under a usual condition, all sensors obtain and send their sensor data to a sink at the regular and same intervals. However, once an unusual event occurs, some sensors begin to report sensor data more frequently. The number of sensors for frequent sensing should be adapted in accordance with the degree of emergency. For example, temperature changes slowly in the order of hours and, once it becomes high, it stays high for a long period. Therefore, sensors are required to monitor temperature frequently when changes are detected, while they can decrease the sensing frequency under stable conditions. On the other hand, since gas existence itself is harmful, CO gas sensors should perform frequent sensing if CO gas exists. In [16] , taking remote surveillance of a shaft furnace in a steel plant as an application, we used a pulse-coupled oscillator model to accomplish energy-efficient sleep scheduling adaptive to sensing frequency which is dynamically controlled by a response threshold model, see Fig. 6 .
In [17] , we adopt a hierachical attractor selection model of interacting a gene regulartory network and a metabolic network to virtual network topology control (see Fig. 7 ). Genes form a gene ragulartory network of activation-inhibition relationships. A metabolic network expresses a series of production of substrates from other substrates. Chemical reaction is catalyzed by proteins, whose expression levels are controlled by genes. The dynamics of expression level of proteins is described in the form of (6) , where the activity corresponds to the cell growth rate. The cell growth rate is determined as an increasing function of concentrations of substrates. A gene regulartory network adaptively and dynamically controls expression levels to achieve the high growth rate in accordance with nutrient condition. By regarding a WDM network as a gene network, an IP network as a metabolic network, and IP-level performance, i.e. inverse of the maximum link utilization, as growth rate or activity, a WDM network adaptively and dynamically configures virtual network topology (VNT) by setting lightpaths between IP routers. Figure 8 shows a result of preliminary experiments, where the x-axis corresponds to the degree of change and the y-axis shows the probability that a WDM network successfully accommodates IP traffic and suppresses the maximum link utilization. As shown, our VNT control outperforms a conventional method, called ADAPTIVE, where lightpath establishment is done heuristically [18] .
D. Intra-layer Interaction
Nodes operating on self-organization engines directly interact with neighboring nodes by exchanging messages for stimulation in a pulse-coupled oscillator model and morphogen diffusion in a reaction-diffusion model, for example. Furthermore, they indirectly interact with each other through environmental change. The autonomous behavior of node would change the environment, by consuming the bandwidth for example. In reaction to such environmental changes, other nodes would change their behavior. Such indirect interaction induced by environmental change is called Stigmergy [6] and it is one of important principles of self-organization. Through direct and/or indirect mutual interaction among nodes, a network is self-organized.
Physical networks and service overlay networks also interact with each other in the physical network layer and the service overlay network layer, respectively. Direct interaction among networks is accomplished by direct message exchanges or mediation of the common network layer. Examples of cooperative networking can be found in some literatures [19] , [20] , [21] , where networks interact with each other, they are connected with each other, and even they are merged into one depending on degree of cooperation and benefit.
For example, wireless sensor networks deployed in the same region or meeting with each other, e.g. sensor network in a room and that carried by a user entering the room, need to exchange information to provide users or applications with information or environmental control appropriate for time, place, and occasion. It is a natural assumption that they operate on the different operational frequency for energy- Figure 9 . Fusion and connection of wireless sensor networks efficient and application-oriented control. When these networks adopt the pulse-coupled oscillator model as a selforganizing engine for frequency control, fusion, connection, and seperation of networks can easily be accomplished (see Fig. 9 ).
E. Inter-layer Interaction
Recently especially in the field of wireless network, a concept of cross-layer design has been attracting many researchers [22] . In a cross-layer architecture, each layer optimizes its behavior taking into account information and status of other layers. For example, route establishment based on the wireless link quality expressed by the received signal strength and the amount of residual energy on nodes incorporate network layer, physical layer, and even management plane.
In the self-organizing network architecture, the common network layer allows entities belonging to different layers communicate with each other in order to exchange and share control information, get feedback from the other layer, and even control the other layer. We should note here that inter-layer interaction should be kept loose not to introduce unnecessarily strong interdependency which makes a system fragile and causes unintended consequences.
In a new generation network constructed on the layered self-organization architecture, small-scale perturbation such as local congestion, link disconnection, and node failure is handled by localized and prompt reaction of surrounding nodes. On the contrary, a network system adapts to largescale variation, such as injection of the vast amount of traffic by flooding and spatial and simultaneous failure, by a series of reactions induced by mutual interaction among nodes and networks and spreading over the whole network, layer, and network system. Furthermore, from an inter-layer control viewpoint, influence of small-scale physical failure is absorbed in the physical network layer and hidden from the service overlay network layer. On the other hand, against large-scale physical failure, the physical network layer tries to avoid affecting the performance and control of the service overlay network layer, while the service overlay network layer adapts to changes in physical network configuration. As a result of such cooperative and self-organizing behavior, the system-level adaptability, stability, and robustness can be accomplished.
As an example of inter-layer interaction, we consider a layered sensor-overlay network. Assume that there are multiple wireless sensor networks consisting of heterogeneous sensor nodes. For the sake of energy saving, they adopt sleep control and their interval are different from each other. We consider that an overlay network is deployed over the wireless sensor networks for periodic data gathering from all or some of sensor nodes to an observatory point as illustrated in Fig. 10 . If all nodes involved in data gathering belong to the same wireless sensor network, the data gathering delay is the minimum. Otherwise, the delay becomes considerably large, because a node having a message to send has to wait for a next-hop node belonging to a different network to wake up. A possible way that an application can do for delay reduction without knowledge of the wireless sensor network is to adapt and find the overlay network topology leading to the minimum delay. The other adaptation in the wireless sensor network layer is synchronization. By allowing a node to addtionally synchronize with the sleep schedule of other network, the data gathering delay can be reduced very much at the sacrifice of additional energy consumption. Their adaptive behavior can be modeled by the attractor selection as,
where x O and x W corresponds to selection of overlay topology in the overlay network layer and selection of schedule to synchronize in the wireless sensor network layer, respectively. These layers share the same information, i.e. activity α, which is defined by the data gathering delay. The both layers behave in an adaptive manner to minimize the data gathering delay as a whole. As a preliminary result, the data gathering delay in a wireless sensor network of 150 nodes are 5.63 minutes without adaptation, 5.53 minutes with the overlay network adaptation, 3.68 minutes with the wireless sensor network adaptation, and 2.95 minutes with the layered adaptation.
F. Evaluation Methodology
The purpose of the self-organizing network architecture is not to improve performance in terms of conventional measures such as packet delivery ratio, response time, and throughput, but to acquire higher scalability, adaptability, and robustness than ever before. However, quantitative evaluation of such *-ties and *-ness property is not trivial.
Since self-organization engines are based on nonlinear mathematical formulas, some basic characteristics such as stability, convergence, and adaptability of each control mechanism can be theoretically or analytically discussed. [23] , the discrete step Δ in implementing the model must satisfy
} for a pattern to converge. In a case of the pulse coupled oscillator model, a stimulus function Δ(φ i ) determines the speed of synchronization, but faster synchronization results in higher vulnerability to small perturbation in timer drift. However, collective behavior emerges from interaction among different self-organizing control mechanisms cannot be predicted from mathematical models and it has never been investigated. We consider incorporating mathematical analysis for fundamental understanding of nonlinear control and simulation experiment for in-depth analysis of emergence of self-organization. For this purpose, we are now developing a novel simulator where the behavior of entities is defined by nonlinear equations and we can observe and investigate their behavior visually (see Fig. 11 ).
Another issue is definition of range of parameters and conditions to consider. Do we need to explore the unlimited range to show the robustness against unexpected failure and condition? This still remains as future work.
III. DISCUSSION AND FUTURE ISSUES
In this paper, we present the self-organizing network architecture where each of node, network, layer, and network system is self-organized through intra and inter-layer mutual interaction.
Hierarchical architecture of self-* modules can also be found in autonomic computing [24] and autonomic network [25] and there are worldwide efforts for a "cleanslate" design such as [1] . Although the main goal is the same or similar, but our architecture is different from them in organizing the whole network system by self-organization principle based on nonlinear mathematical models. Because of self-organization, each node does not need to obtain and maintain the global information and they only need to communicate with neighbor nodes to obtain the local information. This contributes to the robustness of control [26] and the scalability where the complexity of control does not depend on the number of nodes or the size of network. Since each node only needs to calculate a set of differential equations to determine its behavior, the protocol to implement is easy, simple, and lightweight.
Although our preliminary result of a specific application scenario demonstrates the superiority of our architecture, our knowledge and experience suggest that a self-organizing system is not necessarily optimal and does not always guarantee the best performance. However, we consider it is worth sacrificing performance to some extent to achieve scalability, adaptability, and robustness.
In addition to the suboptimal performance, there are some drawbacks in self-organization based control. One is that in some class of self-organization, it takes time for a system to converge and become stable. For example, as shown in Fig. 3 , the synchronization does not emerge at once. Therefore, the pulse-coupled oscillator model cannot be used for synchronization in the frequently changing environment, e.g. with very high mobility. Another drawback is that it would be difficult to maintain and control the whole system. Since there is no central control unit which collects up-todate global information, nobody knows the current status of system. Of course it is possible to make all entities report their status to a center, it only wastes bandwidth and energy. As stated in Section I, our approach is to leave from the conventional control relying on the global or consistent information.
In addition to verification of the above perspective based on specific application scenarios, we plan to investigate consequence of intra and inter-layer interaction among selforganizing behaviors and establish the design methodology of self-organizing network system.
