Abstract. Existing version control systems are often based on text line-oriented models for change representation, which do not facilitate software developers in understanding code evolution. Other advanced change representation models that encompass more program semantics and structures are still not quite practical due to their high computational complexity. This paper presents OperV, a novel operation-based version control model that is able to support both coarse and fine levels of granularity in program source code. In OperV, a software system is represented by a project tree whose nodes represent all program entities, such as packages, classes, methods, etc. The changes of the system are represented via edit operations on the tree. OperV also provides the algorithms to differ, store, and retrieve the versions of such entities. These algorithms are based on the mapping of the nodes between versions of the project tree. This mapping technique uses 1) divide-and-conquer technique to map coarse-and fine-grained entities separately, 2) unchanged text regions to map unchanged leaf nodes, and 3) structure-based similarity of the sub-trees to map their root nodes bottom-up and then topdown. The empirical evaluation of OperV has shown that it is scalable, efficient, and could be useful in understanding program evolution.
Introduction
Software development is a dynamic process in which the software artifacts constantly evolve. Understanding code evolution is crucial for developers in the development process. However, most of the existing version control tools are text line-oriented which report the changes in term of added, deleted, or modified text regions. Those line-oriented models for changes disregard the logical structure of a program file. However, programmers, as well as compilers and program analysis tools, generally view a program as a structure of program elements, especially the fine-grained entities such as classes, methods, statements, expressions, etc. When a programmer modifies a program, (s)he always maintains in his/her mind the intention to change such elements. Therefore, reporting the changes in term of lines in existing version control tools would be less useful in analysis and understanding the program's evolution. A versioning tool that can support change operations on fine-grained program entities is desirable.
Recognizing that importance, researchers have proposed several models and tools for version control of fine-grained program entities [11] [12] [13] [14] . Those approaches, however, do not scale well because they generally rely on total versioning [16] , which requires to store all versions of any entity for its own version history. In total versioning, a version of a compound entity refers to the versions of its constituent entities. Thus, as a new version is created for an entity, the corresponding new versions for all of its ancestors need to be created as well. Because fine-grained entities usually have many ancestors and are modified frequently, the versioning tools might need to create a huge number of versions of their ancestors. For example, when a variable is renamed, the enclosing statement(s), block(s), method, class, and package(s) are also considered as changed, and the new versions for all of them need to be created. This problem, called version proliferation, though might not involve physical copying, creates cognitive overhead and makes fine-grained versioning complicated. Consequently, it terribly affects the scalability of those fine-grained versioning tools [16] .
Fortunately, version proliferation could be avoided using project versioning approach [2, 5, 16] . In project versioning, instead of storing the history of individual entity, the versioning tool stores only the history of the entire project. Any change committed to the repository will create a new version of the entire project. Then, the project's history is used to re-construct the histories of only requested entities. This improves the scalability over total versioning since the tool does not waste time and space for versions of non-involved entities.
In this paper, we propose OperV, a novel operation-based version control model that is able to support both coarse and fine levels of granularity in program source code. The key idea is the combination of project versioning and operation-based approaches. In OperV, a system is represented by a tree-based hierarchy (called project tree) of logical entities, such as packages, classes, methods, expressions, statements, etc. Changes to the system are represented via tree edit operations on the project tree. Only the project tree and its changes are stored. Versions and changes of the finer entities are re-constructed on demand.
To do those tasks, OperV provides the algorithms for identifying, differencing, storing, and retrieving the versions of program entities. All of those algorithms are based on the basis task: mapping the nodes of two versions of the project tree. Since a project tree is too large to be efficient for general tree edit script algorithms, we designed a mapping algorithm using several divide-and-conquer techniques specialized toward source code. The first technique is to separate between processing coarse-and fine-grained entities. The coarse-grained entities are processed first. Then, each coarse entity is considered as an independent subtree and is used for mapping of the finer-grained entities. The second technique is the mapping process with bottom-up and top-down phases, in which two nodes are considered as the candidates for mapping only if they have mapped descendants or ancestors. Candidate nodes are compared based on the structural similarity to find the mapped ones. The third technique is the localization of the mappings of leaf nodes based on their texts. The observation is that the leaf nodes belonging to an unchanged text region is considered as unchanged. Therefore, OperV maps a leaf node to the corresponding leaf node (in the other tree) if they belong to the corresponding changed or un-changed text regions. The key contributions of our paper include 1. A scalable version control model that combines project versioning and operation-based approaches to support version control for both fine-grained and coarse-grained entities in a software system, 2. The associated algorithms for identifying, differencing, storing, and retrieving the versions of the system and the entities, and
3. An empirical evaluation to show the quality of OperV and its algorithms. Section 2 describes the formulation of our model. Sections 3 and 4 present the details of the algorithms in OperV. Sections 5 discusses the evaluation. Section 6 presents related work and conclusions appear last.
Formulation

Concepts
Entity and Project Tree. In OperV, a software system is modeled as a project. A project is a hierarchical tree-based structure of packages and compilation units. A package could consist of other packages and/or compilation units. Each compilation unit is also a hierarchical structure of classes, methods, and other program units as in an abstract syntax tree (AST). The entities within a compilation unit are called fine-grained, and the other entities are coarse-grained. Thus, a system is represented by an ordered, attributed tree, called project tree, in which each node represents an entity and the parent-children relation of the nodes represents the containment relation between them. Figure 1a) shows an example of the project tree, the coarse-grained and fine-grained entities are illustrated with round and normal rectangles, respectively.
The properties of the entities and the structure of the project tree are represented by the attributes of the nodes. Among the attributes, Id is a unique and persistent identification of the corresponding entity. Parent, Right, and Children Change, Operation, and Version. The system and its entities evolve over time. In OperV, the change to a system is represented as tree edit operations on the project tree. Table 1 shows the list of operations including inserting, deleting, moving, and updating an attribute of a node (e.g. Content). Figures 1a) and b) illustrate such a change with corresponding operations. Figure 2 illustrates the similar operations on fine-grained entities in a program. An entity is considered to be changed if and only if that entity or one of its descendants is affected by the operations of the changes. In other words, if any node of the sub-tree is affected by an operation, the entity corresponding to its root node is considered to be changed. A change of an entity is represented as the operations on the nodes of the corresponding sub-tree. The states of an entity between changes are called its versions and the changes are called deltas. In OperV, a delta is represented as a sequence of operations, i.e. an editing script. Version Relation and Version Graph. The versions of an entity (including entire project tree) have the following relations:
1) revision-of: v is a revision of u if v is modified from u as in a sequential line of evolution.
2) variant-of (branch-of ): v is a variant of v if v is interchangeable and differ with v in some aspects of function, design, or implementation.
3) merge-from: w is a merge from v if w is created by merging v with another version v . The merge of versions is used in the situation that different changes made to the same version need to be combined.
The versions of an entity and their relations are represented via its version graph, in which the nodes represent versions and the edges represent the changes between the versions. Figure 1c) shows an example of a version graph.
Problems
OperV needs to provide the algorithms for the following problems:
1. Storage: storing the changes to a system, i.e. all states and changes to the project tree and entities.
2. Retrieval: retrieving a version of a project and that of any entity. 3. Differencing: reporting the changes between any two versions of an entity. 4. Merging: merging two versions of an entity into a single one. Because the operation-based program merging techniques have been well studied in the literature [27] [28] [29] , we will describe only the algorithmic solutions for the first three problems in the next sections.
Mapping Entities on Project Tree
Because OperV is based on project versioning, any change(s) to one or multiple entities committed to the repository will create a new version of entire project. Only the changes and states (i.e. the version graph) of the project, however, are stored. The version graph of other entities will be re-constructed and processed on demand, using the stored version graph of the project tree. Therefore, the basis task to solve the aforementioned problems is to compute the changes of the project tree. This is in fact the tree editing problem, i.e. the problem of mapping the nodes of two project trees representing two consecutive versions of the system and deriving an edit script that transforms one tree into the other.
Since the project tree is huge, optimal tree editing algorithms are too computationally expensive. In [19] , we developed Treed, a tree editing algorithm to compute an editing script for two ASTs representing for any two cloned fragments. In this paper, we generalize it to work for two project trees. In general, the algorithm has two steps. First, it determines a one-to-one mapping between the nodes of two project trees, in which any two mapped nodes represent two versions of the same entity and unmapped nodes represent deleted/inserted entities. Then, it derives the editing operations based on the recovered mapping.
This section presents the mapping step. Section 4 discusses how edit scripts are derived and used to solve the problems of storage, retrieval, and differencing.
Mapping Strategy
In Treed, the mapping step is designed based on the following observations: O1) Leaf nodes of ASTs belonging to unchanged text regions are unchanged. O2) If two nodes u and v are mapped, their ancestors and descendants are likely to be mapped. O3) Two versions of a compound entity generally have similar structures. Thus, if the sub-tree rooted at u is highly similar to the sub-tree rooted at v, then u and v are likely to be mapped.
To measure the structural similarity of the (sub)trees, Treed uses Exas [1] characteristic vectors, which are shown in our previous work to be efficient and accurate in capturing the structure of trees and graphs. Using Exas, each tree is assigned an occurrence-counting vector of its structural features, such as the label sequences of its paths. For any two trees with two vectors x and y, their structural similarity is defined as 1 − 2 x−y x + y . That is, the smaller their vector distance is, the more similar they are. Larger trees (i.e. having large vectors) are allowed to have a larger distance within the same level of similarity. More details on Exas could be found in [1] .
We customize Treed to work on the project tree with the following divideand-conquer principle. That is, instead of processing the whole project tree, we divide it into two levels: coarse-grained and fine-grained levels. The mapping will be first applied for the parts of project trees containing only coarse-grained entities. Then, each pair of mapped coarse-grained entities is then processed independently to map their finer-grained entities. In practice, the coarse-grained entities, i.e. compilation units and packages, are generally stored as source files and directories. Therefore, this strategy would facilitate the storage of both coarse-grained and fine-grained entities in a conventional file system. Nevertheless, two mapping processes for coarse-grained and fine-grained entities have the same phases: 1) initial mapping, 2) bottom-up mapping, and 3) top-down mapping. First, OperV initially maps as many tree nodes at the lowest level as possible (file/directory nodes at the coarse granularity level and leaf nodes at the fine granularity level). Then using such initial mapping, OperV maps the nodes at higher levels in a bottom-up manner, using the above observations to find the candidates and to choose mapped nodes based on their structural similarity. After going up to the root node, the algorithm goes topdown, trying to map the unmapped descendants of the mapped nodes, based on the similarity of their structure or contents.
Initial Mapping
Initial mapping for coarse-grained entities is based on name and location. Two coarse-grained entities (e.g. file, directory) having the same name and the same location in the tree will be mapped, i.e. be considered as the two versions of the same entity. For finer-grained entities, the initial mapping is much more complex because OperV does not directly store them (due to the huge size of the project tree). To map the finer-grained entities in two versions of a compilation unit, the corresponding source files are first parsed into ASTs. Then, the initial mapping is applied for the leaf nodes of those ASTs based on observation O1 in Section 3.1. This observation suggests the use of text-based differencing to divide the text un-parsed from an AST into the changed and unchanged text segments and to map leaf nodes into only the nodes in the corresponding segments. Therefore, the initial mapping for ASTs works in the two following steps: Then, text-based differencing, with the longest common subsequence (LCS) algorithm, is applied to compare two sequences of text lines in order to detect and align the unchanged text lines. The alignment of unchanged text lines will partition the text lines into (un)changed segments as in Figure 3a) . If Content of a leaf node belongs to more than one segment, those segments will be joined. The joined segment will be considered as changed if it is joined from a changed segment. With this process, each leaf node will belong to only one segment.
Then, Treed traverses two trees, exports their sequences of leaf nodes, and marks the leaf nodes belonging to unchanged segments as "unchanged". Such unchanged leaf nodes in two sequences are mapped one-by-one in order. In Figure 2, two sequences of leaf nodes are [a, b, a, a, 1] and [a, b, a, a, b, 
Bottom-Up Mapping
Treed maps the inner nodes in the bottom-up manner as follows. If an inner node u has a descendant u 1 mapped to v 1 , u will be compared to any ancestor of v 1 . Then, u will be mapped to a candidate node v if the subtrees rooted at u and v are sufficiently similar in structure and type (measured via Exas method, see Section 3.1). If no such v exists, u is considered as unmapped. For example, In Figure 2 , both E and T contain the mapped nodes to the nodes in E. However, because E is identical to E , they are mapped to each other. Similarly, A is mapped to A , although they are not identical in structure.
Top-Down Mapping
The bottom-up process might be unable to map some nodes, such as the relocated nodes and renamed identifier ones. Thus, after bottom-up mapping, Treed examines the two trees in the top-down fashion and maps those not yet mapped nodes based on the already mapped nodes. Given a pair of mapped nodes u and v from the bottom-up pass, Treed proceeds the mapping between their descendant nodes by the following mechanism:
Firstly, Treed performs a greedy algorithm to find additional mapped nodes between the children nodes of u and v. The already mapped nodes are kept. If unmapped children nodes are inner ones, their descendants are compared based on Exas structural similarity as in the previous step. If they are unmapped leaf nodes, Treed computes their similarity based on their attributes. For AST leaf nodes, since their Contents are generally identifiers and literals, such attributes are first separated as the sequences of words, using well-known naming conventions such as Hungarian or Camel. For example, "getFileName" is separated into "get", "file", and "name". The similarity of two words is computed via the Levenshtein distance, a string-based similarity measure.
After the children nodes are mapped, the LCS algorithm is run on those two sequences of mapped nodes. The mapped nodes not belonging to the resulting LCS are considered to be moved, such as node 4 in Figure 3 .
Complexity Analysis
Given two trees T 1 and T 2 , let |T | be the number of nodes and n = max(|T 1 |,|T 2 |). The above mapping algorithm contains the following sequential steps. First, building the text lines from the leaves of the trees takes O(|T 1 | + |T 2 |), which is O(n). Then, the unchanged lines are located using the longest common subsequence algorithm between two lists of lines. Thus the complexity of this step is
, where m i is the number of lines built from tree T i , respectively. Mapping the leaf nodes on those (un)changed lines takes at most O(n 2 ) because of the use of the longest common subsequence algorithm between two lists of nodes. Computing characteristic vectors for all AST nodes is done incrementally from the leaf nodes to the root node, therefore it takes O(n) [1] . Note that the accessing and comparing time of those vectors do not depend on the size of the tree since the features are extracted using n-paths in Exas, in which the lengths of vectors depend only on the number of AST nodes' types and the maximum size of the n-paths [1] .
In the bottom-up mapping, each node v in one tree has at most l v h candidate nodes to map in the other tree, where l v is the number of children of v and h is the maximum height of T 1 and T 2 . Therefore, the complexity of this step is
In the top-down mapping, for each pair of mapped nodes v 1 and v 2 , the matching between the two lists of their children can be done with O(l v1 l v2 ). Since a node in one tree is mapped to only one node in the other tree, the complexity of this step is
. Finally, traversing the trees to derive the editing script is in O(n). In total, the complexity of the mapping algorithm is O(n 2 ).
Differencing, Storage, and Retrieval
Deriving Editing Script from Mapping
After having the mapping for all nodes of the project tree, Treed could derive the edit operations for each node. For example, if a node is not mapped into any node in the new (old) version, it is deleted (inserted ). If it is mapped but has different location with the mapped node, it is considered to be moved. If its attributes change, it is considered to be updated. Then, the editing script for the project tree could be generated via a top-down traversal. At each node, OperV exports the Update, Move, Delete, and Insert operations on its children, and then, derives recursively the editing script for its mapped children. Treed is able to find the changes not only to fine-grained entities but also to coarse-grained ones. For example, by top-down mapping from the root node of the project tree, Treed could find two files having different names but identical structures, and determine them to be two versions of a renamed file. Note that due to the divide-and-conquer technique which separates between processing coarse-grained and finer-grained entities, Treed does not detect the moving operations across coarse-grained entities.
Storage
OperV uses the backward delta mechanism [16] to store the version graph of the system. That is, only the latest versions of all the branches in the version graph (i.e. sink nodes), together with all editing scripts (i.e. edges of the version graph) are stored. Note that, the individual changes of other entities are not stored. Because of the backward delta storage, an editing script is the script that transforms the later version of the project tree into an earlier one.
As a new version v n+1 of the project is committed to the repository, OperV first maps and computes the difference of v n+1 to the current version v n . It stores the computed script, and then replaces v n by v n+1 as the latest version. Along with the editing script, it stores also the set of changed, coarse-grained entities (called a change set ) for efficiency of future retrieval tasks.
Retrieval
The retrieval requests could 1) check out a version of the entire project; 2) retrieve a version of an entity; or 3) retrieve the history (i.e. version graph) of an entity.
Type 1:
From the stored (latest) version of the project, OperV will gradually apply the backward deltas as the editing scripts on the current project tree to re-construct the previous versions. In other words, OperV re-constructs and traverses the version graph of the project from its sink nodes (i.e. latest versions) and edges (i.e. deltas) to the desired version.
Types 2 and 3:
OperV re-constructs the version graph of a requested entity in a similar way. The process is as follows. First, OperV extracts the latest version v of the requested entity e from the project tree. Then, OperV gradually processes the backward deltas until a requested version. For each delta d, OperV checks whether e was changed, i.e. affected by d. If e is a coarse-grained entity, OperV checks the corresponding change set (i.e. the set of changed, coarsegrained entities), which was stored along with d. If e is a fine-grained entity, OperV checks whether d contains any operation on e or a descendant of e.
Then, if e is unchanged, OperV continues processing the next delta. Otherwise, the operations of d affecting on e and its descendants will be applied on v. If such operation involves another entity u, e.g. an operation moving a variable node from a statement v to another statement u, the current version of u will be requested to be extracted. After all operations are applied on v, OperV has the previous version of e, and the next delta will be processed using that version. Note that, when extracting or editing a version of an entity, OperV builds only the part of the project tree related to that entity. For example, if the entity is a method, OperV parses only the source file containing that method, rather than parsing all files to build the entire project tree. This on-demand scheme enables an efficient version retrieval for any fine-grained entities.
Tool Implementation
We have implemented a prototype of OperV with all aforementioned algorithms. In the implementation, logical entities are mapped to physical files in a file system: projects and packages are mapped to directories, classes are mapped to files. Finer-grained entities (corresponding to the AST nodes of a class) are parsed from source files. The tool provides the following functions:
1. Check-out the entire system at a version (this involves version retrieval), 2. Commit a new version of the entire system (this task involves version identification, differencing, and storage), 3. Display a version of a fine-grained entity (this involves version retrieval), 4. Display the version log of an entity in term of its version graphs, and 5. Compute and display the change of any two versions of an entity (i.e. differencing). If the entity is coarse-grained, the change is displayed in term of the file/directory operations. For a fine-grained entity in an AST, the change is shown as AST operations. This function is done via mapping and differencing algorithms on the sub-trees corresponding to two versions of that entity.
Empirical Evaluation
Scalability and Efficiency in Differencing
To evaluate our tree editing algorithm, we compared it to one of the state-of-theart optimal algorithms proposed by Zhang and Shasha [21, 23] . Two algorithms were run on a set of changed source files in a range of revisions of subject systems ( Table 2) . Then, the lengths of the output edit scripts and running time of two algorithms were compared. All experiments were carried out on a Windows XP computer with Intel Core 2 Duo 2Ghz CPU, 3GB RAM, and 80GB HDD. Table 2 shows the results. Column Revision is the range of revisions of subject systems in our experiments. Column F ile is the number of modified files under processing (the added and deleted files were not processed since they are of trivial cases). Columns Size and Size * show their average sizes in term of AST nodes before and after the changes, respectively. In this experiment, we set the limit for the file size of less than 2,000 nodes due to the scalability problem in the optimal algorithm. Columns L OperV and L opt show the average lengths of the output scripts of our algorithm and the optimal one, respectively. The columns labelled with Δ show the percentages of the cases in which the differences in the lengths of scripts are zero, between 1 and 3, and more than 3 operations, respectively. Columns T OperV and T opt show the average running time for each pair of files in two algorithms.
The result implies that, our algorithm outputs the scripts with the optimal lengths in 70-85% cases. In half of the remaining cases, the scripts are a bit longer with a few operations. Such little sacrifice in accuracy brings large saving on time efficiency. It could be seen that, the saving ratios are from 50 -500 times. Table 3 shows the result of our experiment on the scalability of OperV the storing task. In this experiment, since only OperV was operated, we did not set the limit for file sizes, and we ran on wider ranges of revisions. For each subject system, we stored the initial version, continuously committed the successive versions and measured the total processing time (including parsing, differencing, and storing) and storage space. In the table, Column T ime shows the average processing time for each revision. Columns P roject and Delta show the total space for the initial version and all deltas, respectively. Column M axSize shows the maximum file size in term of AST nodes on each system. It could be seen that OperV is highly scalable. Processing time of each version generally costs less than 1 second on large-scale systems which could contain thousands of files with the sizes up to tens of thousands of nodes. For jEdit, although the number of files is less than in the other projects, the sizes of its files are generally larger. This makes processing time for jEdit a bit longer because OperV's differencing algorithm has a quadratic complexity on file size.
Scalability in Storing
The storage cost is reasonable. For example, at revision 4000, jEdit has size of 7.8MB. After checking-in 1,000 versions, OperV needs extra 16.1MB to store 1,000 deltas. Thus, on average, each delta costs about 0.21% of the project size. Figure 4 shows an interesting example that OperV reported when running on Columba v252-v253. In this case, a developer moved the initialization statement for uuid, and used uuid as a parameter of a constructor call for an Event object. This example shows that OperV is able to detect the change in the usage of objects, which is one kind of semantic change. Thus, it provides more useful information for developers to understand code evolution than text-based changes.
Anecdotal Evidence of Usefulness
OperV is also able to detect changes in a control flow. For example, in Figure 5 , it was able to report the addition of branching to a block of code. Similarly, it found another case in which the statement if (services.length > 1) was changed to if ((services != null) && (services.length > 1)). It was able to report the insertion of that new control condition.
In another example in WorkflowJobEditPart.java of GEclipse v1803-v1804, OperV reported the renaming of two variables: workflowJobNameFigure0 to workflowJobNameFigure and workflowJobDescriptionFigure1 to workflowJobDescriptionFigure several times. This result suggests that OperV could be used as a foundation for the "renaming" refactoring recovery tools.
Related Work
The source code versioning and differencing approaches could be classified based on the abstraction level in the program representations of their tools. Generally, they could be classified into lexical (text-based), structural (often tree-based), syntactical (AST-based), or semantic approaches.
Traditional version control tools (CVS [3] , RCS [4] , SVN [5] ) use the textbased differencing approaches (such as text diff [6] ), which consider a program as a set of text lines and often use the longest common subsequence technique to calculate the inserted, deleted, and modified lines. Ldiff [7] was built upon text diff to track the changes to lines including line addition, removal, or moving. This type of approaches does not work well when developers care more about the changes in code structure. Moreover, the reported changes in term of text lines do not fit well with automated program analysis tools for software evolution.
Structural versioning and differencing tools assume that software documents are stored in a fine-grained and structural manner (e.g. XML). Algorithms for such structural differencing include [8] [9] [10] . POEM [11] provides tree-based version control for functions and classes [16] . The principles of the tree-based COOP/Orm framework [12] include the sharing of unchanged tree nodes among versions and change propagation. Unified Extensional Versioning Model [13] supports fine-grained versioning for a tree-structured document by composite/atomic nodes and links. Each atomic node is represented by a text file. In Coven [14] , a versioned fragment could be entire method for C++ and Java programs, or text paragraph in L A T E X documents. In Ohst's model [15] , fine-grained changes are managed within contexts of UML tools and design transactions. Maletic and Collard [39] also used text diff to locate changed entities in an XML representation of code. However, their goal was not to derive edit scripts.
In general, those approaches heavily rely on the total versioning scheme with the technical drawback of the version proliferation problem [16] as described earlier. In contrast, the generic tree-based differencing algorithms [20] [21] [22] are too computationally expensive for source code evolution because they consider two arbitrary trees as the inputs, rather than two revisions of the same program [17] .
OperV uses project versioning to avoid version proliferation and Treed makes it efficient due to its specialization toward source code with the divide-and-conquer strategy. SVN [5] also uses project versioning but with a text-based approach.
Our tree edit algorithm, Treed, belongs to the syntactical category. Treed is similar in nature to ChangeDistiller [17] , a tree-based differencing and code change extracting tool. However, the first key departure point is the divideand-conquer approach that helps Treed reduce the complexity of mapping the corresponding nodes in two versions. It takes into account the fact that the alignment of unchanged text regions between two revisions will partition the texts of two revisions into smaller and corresponding segments. Thus, it could apply its mapping procedure on smaller segments. ChangeDistiller does not use the alignment of un-changed texts in two versions for divide-and-conquer. Another key difference is the use of Exas [1] , a vector-based structure similarity measure for trees. Exas [1] has been shown to perform better than the subtree similarity measure used in Chawathe et al. [18] , which was also used in ChangeDistiller. Exas' characteristic features capture the structure via the paths in a tree, while Chawathe's approach relies only on the number of matched nodes in two trees.
Other syntactical, tree-based differencing approaches were also used in program differencing and merging tools [24, 25] . Their goals were not to detect editing operations. The tree matching techniques for AST were used in treebased clone detection tools as well [19, [30] [31] [32] . Those algorithms include suffix tree [30] , maximum common subtree isomorphism [31] , or dice coefficient [32] .
Our model is the first to combine the strength of both project versioning and operation-based approaches for fine-grained versioning. Operation-based model represents the changes between versions as explicit operations. However, similar to other syntactical approaches, OperV requires software artifacts to be parseable. Robbes and Lanza [26] advocate for an approach to analyze software evolution using semantic changes. Our work is similar to their analysis tool with the use of tree edit operations for change representation. They define semantic changes as well. The key difference is that OperV is a complete version model that combines versioning for entire project with the operation-based approach. Their evolution analysis approach will benefit from versioning tools built from OperV. Operation-based approach had also been used in software merging [27] [28] [29] . Ekman and Asklund [29] presented a refactoring-aware versioning system. Semantic-based program versioning and differencing approaches often rely on graph-based techniques. They represent the behavior of a program via a graph (e.g. program dependence graph, program slice as in [33] , control flow graph as in [34] , semantic-graph as in [35] ), and detect the changed entities in the graph. Those approaches provide more semantic information than OperV, however, they are more computationally expensive.
There exists version control models that are change-based ( [36] [37] [38] ). That is, in change-based models, the changes are first-class entities with unique identifiers that are used to compose the system at different time. Comparing to changebased models, OperV is still state-based because the revisions have identifiers and the changes (as operations) are computed via our tree edit script algorithm.
Conclusions
This paper presents OperV, a novel operation-based, fine-grained version control model and tool for source code. The key idea is the combination between project versioning and operation-based approaches. In OperV, a software system is represented by a project tree whose nodes represent all program entities at both coarse-grained and fine-grained levels. The changes of the system are represented via edit operations on the tree. OperV also provides the algorithms for storing, retrieving, and differencing between the versions of such entities. These algorithms are designed based on several heuristics to improve scalability and efficiency. The empirical evaluation of the model showed that OperV is scalable, efficient, and could be useful for developers in understanding of code evolution.
