Abstract. This paper proposes a new discretization algorithm for uncertain data. Uncertainty is widely spread in real-world data. Numerous factors lead to data uncertainty including data acquisition device error, approximate measurement, sampling fault, transmission latency, data integration error and so on. In many cases, estimating and modeling the uncertainty for underlying data is available and many classical data mining algorithms have been redesigned or extended to process uncertain data. It is extremely important to consider data uncertainty in the discretization methods as well. In this paper, we propose a new discretization algorithm called UCAIM (Uncertain Class-Attribute Interdependency Maximization). Uncertainty can be modeled as either a formula based or sample based probability distribution function (pdf). We use probability cardinality to build the quanta matrix of these uncertain attributes, which is then used to evaluate class-attribute interdependency by adopting the redesigned ucaim criterion. The algorithm selects the optimal discretization scheme with the highest ucaim value. Experiments show that the usage of uncertain information helps UCAIM perform well on uncertain data. It significantly outperforms the traditional CAIM algorithm, especially when the uncertainty is high.
Introduction
Data discretization is a commonly used technique in data mining. Data discretization reduces the number of values for a given continuous attribute by dividing the range of the attribute into intervals. Interval labels are then used to replace actual data values.
Replacing numerous values of a continuous attribute by a small number of interval labels thereby simplifies the original data. This leads to a concise, easy-to-use, knowledge-level representation of mining results [32] . Discretization is often performed prior to the learning process and has played an important role in data mining and knowledge discovering. For example, many classification algorithms as AQ [1] , CLIP [2] , and CN2 [3] are only designed for category data, therefore, numerical data are usually first discretized before being processed by these classification algorithms. Assume A is one of the continuous attributes of a dataset, A can be discretized into n intervals as
where d i is the value of the endpoints in each interval. Then D is called as a discretization scheme on attribute A. A good discretization algorithm not only produces a concise view of continuous attributes so that experts and users can have a better understanding of the data, but also helps machine learning and data mining applications to be more effective and efficient [4] . A number of discretization algorithms have been proposed in literature, most of them focus on certain data. However, data tends to be uncertain in many applications [9] , [10] , [11] , [12] , [13] . Uncertainty can originate from diverse sources such as data collection error, measurement precision limitation, data sampling error, obsolete source, and transmission error. The uncertainty can degrade the performance of various data mining algorithms if it is not well handled. In previous work, uncertainty in data is commonly treated as a random variable with probability distribution. Thus, uncertain attribute value is often represented as an interval with a probability distribution function over the interval [14] , [15] .
In this paper, we propose a data discretization technique called Uncertain ClassAttribute Interdependency Maximization (UCAIM) for uncertain data. It is based on the CAIM discretization algorithm and we extend it with a new mechanism to process uncertainty. Probability distribution function (pdf) is commonly used to model data uncertainty and pdf can be represented as either formulas or samples. We adopt the concept of probability cardinality to build the quanta matrix for uncertain data. Based on the quanta matrix, we define a new criterion value ucaim to measure the interdependency between uncertain attributes and uncertain class memberships. The optimal discretization scheme is determined by searching the one with the largest ucaim value.
In the experiments, we applied the discretization algorithm as the preprocessing step of an uncertain naïve Bayesian classifier [16] , and measured the discretization quality by its classification accuracy. Results illustrated that the application of the UCAIM algorithm as a front-end discretization algorithm significantly improve the classification performance.
The paper is organized as following. In section 2, we discuss related work. Section 3 introduces the model of uncertain data. In section 4, we present the ucaim algorithm in detail. The experiments results are shown in section 5, and section 6 concludes the paper.
Related Work
Discretization algorithms can be divided into top-down and bottom-up methods according to how the algorithms generate discrete schemes [6] . Both top-down and bottom-up discretization algorithms can be further subdivided into unsupervised and supervised methods [17] . Equal Width and Equal Frequency [5] are well-known unsupervised top-down algorithms, while the supervised top-down algorithms include MDLP [7] , CADD (class-attribute dependent discretize algorithm) [18] , Information Entropy Maximization [19] , CAIM (class-attribute interdependent maximization algorithm) [8] and FCAIM (fast class-attribute interdependent maximization algorithm) [20] . Since CAIM selects the optimal discretization algorithm that has the highest interdependence between target class and discretized attributes, it is proven to be superior to other top-down discretization algorithms in helping the classifiers to achieve high classification accuracy [8] . FCAIM extends CAIM by using a different strategy to select fewer boundary points during the initialization, which speeds up the process of finding the optimal discretization scheme.
In the bottom-up category, there are widely used algorithms such as ChiMerge [21] , Chi2 [22] , Modified Chi2 [23] , and Extended Chi2 [24] . Bottom-up method starts with the complete list of all continuous value of the attribute as cut-points, so its computational complexity is usually higher than the top-down method [29] . Algorithms like ChiMerge require users to provide some parameters such as significant level and minimal/ maximal interval numbers during the discretization process. [25] illustrates that all these different supervised discretization algorithms can be viewed as assigning different parameters to a unified goodness function, which can be used to evaluate the quality of discretization algorithms. There also exist some dynamic discretization algorithms [26] which are designed for particular machine learning algorithms such as decision tree and naïve Bayesian classifier.
All the algorithms mentioned above are based on certain datasets. To the best of our knowledge, no discretization algorithm has been proposed for uncertain data that are represented as probability distribution functions. In the recent years, there have been growing interests in uncertain data mining. For example, a number of classification algorithms have been extended to process uncertain datasets, as uncertain support vector machine [27] , uncertain decision tree [28] , uncertain naïve Bayesian classifier. It is extremely important that data preprocessing techniques like discretization properly handle this kind of uncertainty as well. In this paper, we propose a new discretization algorithm for uncertain data.
Data Uncertainty Model
When the value of a numerical type attribute A is uncertain, the attribute is called an uncertain attribute (UNA), denoted by A u n [29] . In uncertain dataset D, each tuple t i is associated with a feature vector Vi = (f i,1 , f i,2 , …, f i,k ) to model its uncertain attributes. f i,j is a probability distribution function (pdf) representing the uncertainty of attribute A ij u n in tuple t i . Meanwhile, a probability distribution c i is assigned to the t i 's uncertain class label C i as class membership.
In practice, uncertainties are usually modeled in forms of Gaussian distributions, and parameters such as mean μ and standard variance σ are used to describe the Gaussian distributed uncertainty. In this case, uncertain attribute A ij u n has a formula based probability representation over the interval [A ij . .
Here p ij is the probability distribution of uncertain attribute A ij u n which can be seen as a random variable.
In case that the uncertainty cannot be modeled by any mathematical formula expression, a sample based method is often used to model the probability distribution:
Where, X = {x 1 , x 2 … x i … x n } is the set of all possible values for attribute A ij u n , and p i is the probability that A ij u n = xi. Not only can the attributes be uncertain, class labels may also contain uncertainty. Instead of having the accurate class label, a class membership may be a probability distribution as following:
Here, {c 1 , c 2 ,…, c n } is the set containing all possible class labels, and p i is the probability that this instance t i belongs to class c i . Table 1 shows an example of an uncertain database. Both attributes and class labels of the dataset are uncertain. Their precise values are unavailable and we only have knowledge of the probability distribution. For attribute 1, its uncertainty is represented as a Gaussian distribution with parameters (μ, σ) to model the pdf. For attribute 2, it lists all possible values with their corresponding probabilities for each instance. Note that the uncertainty of class label is always represented in the sample format as the values are discrete. 
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Cardinality Count for Uncertain Data
According to the uncertainty models, an uncertain attribute A ij u n is associated with a pdf either in a formula based or sample based format. The probability that the value of A ij u n falls in a partition [left, right] is: For formula based pdf:
Where, A ij u n .f(x) is the probability density distribution function of A ij u n .
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For sample based pdf:
Where, A ij u n .x k is the possible value of A ij u n , and A ij u n .pk is the probability that A ij u n = x k . We assume that class uncertainty is independent to the probability distributions of attribute values. Thus, for a tuple t i belonging to class C, the probability that its attribute value A ij u n falls in the interval [left, right] is:
is defined in formula (1) and (2) and p(c i = C) is the probability that t i belongs to class C.
For each class C, we compute the sum of the probabilities that an uncertain attribute A ij u falls in partition [left, right] for all the tuples in dataset D. This summation is called probabilistic cardinality. For example, the probability cardinality of partition P= [a,b) for class C is calculated as:
Probability cardinalities provide us valuable insight during the discretization process and it used to build the quanta matrix for uncertain data, as shown in the next section.
Quanta Matrix for Uncertain Data
The discretization algorithm aims to find the minimal number of discrete intervals while minimizing the loss of class-attribute interdependency. Suppose F is a continuous numeric attribute, and there exists a discretization scheme D on F, which divides the whole continuous domain of attribute F into n discrete intervals bounded by the endpoints as:
where d 0 is the minimal value and d n is the maximal value of attribute
are cutting points arranged in ascending order. For certain dataset, every value of attribute F is precise; therefore it will fall into only one of the n intervals defined in (5) . However, the value of an uncertain attribute can be an interval or a series of values with associated probability distribution. Therefore, it could fall into multiple intervals. The class membership for a specific interval in (5) varies with different discretization scheme D.
The class variable and the discretization variable of attribute F are treated as two random variables defining a two-dimensional quanta matrix (also known as the contingency table). Table 2 is an example of quanta matrix.
In Table 2 , q ir is the probability cardinality of the uncertain attribute A F u n which belongs to the i th class and has its value within the interval [d r-1 , d r ]. Thus, according to formula (4), q ir can be calculated as: 
Class Total
M i+ is the sum of the probability cardinality for objects belonging to the i th class, and M +r is the total probability cardinality of uncertain attribute A F u n that are within the interval [d r-1 , d r ], for i = 1, 2… S, and r= 1, 2… n.
The estimated joint probability that uncertain attribute values A F u n is within the in-
, and belong to class C i can be calculated as:
Uncertain Class-Attribute Interdependent Discretization
We first introduce the Class-Attribute Interdependency Maximization (CAIM) discretization approach. CAIM is one of the classical discretization algorithms. It generates the optimal discretization scheme by quantifying the interdependence between classes and discretized attribute, and its criterion is defined as following:
Where n is the number of intervals, r iterates through all intervals, i.e. r=1, 2,…, n, max r is the maximum value among all q ir values (maximum value within the r th column of the quanta matrix), i = 1,2,…,S, M +r is the total probability of continues values of attribute F that are within the interval
From the definition, we can see that caim value increases when the values of max i grow, which corresponds to the increase of the interdependence between the class labels and the discrete intervals. Thus CAIM algorithm finds the optimal discretization scheme by searching the scheme with the highest caim value. Since the maximal value max r is the most significant part in the definition of CAIM criterion, the class which max r corresponds to is called main class and the larger max r the more interdependent between this main class and the interval
Although CAIM performances well on certain datasets, it encounters new challenges in uncertain case. For each interval, CAIM algorithm only takes the main class into account, but does not consider the distribution over all other classes, which leads to problems when dealing with uncertain data. In an uncertain dataset, each instance no longer has a deterministic class label, but may have a probability distribution over all possible classes and this reduces the interdependency between attribute and class. We use the probability cardinality to build the quanta matrix for uncertain attributes, and we observe that the original caim criterion causes problems when handling uncertain quanta matrix. Below we give one such example. Suppose a simple uncertain dataset containing 5 instances is shown in Table 3 . Its corresponding quanta matrix is shown in Table 4 . The goal of the CAM algorithm is to find the discretization scheme with highest caim value, so {[0, 0.5) [0.5, 1]} will not be accepted as a better discretization scheme, because the caim value decreases from 1.8 to 1.38 after splitting at x = 0.5.
Data uncertainty obscures the interdependence between classes and attribute values by flatting the probability distributions. Therefore, when the original CAIM criterion is applied to uncertain data, it results in two problems. First, it usually does not create enough intervals in the discretization scheme or it stops splitting too early, which causes the loss of much class-attribute interdependence. Second, in order to increase the caim value, it is possible that the algorithm generates intervals with very small probability cardinalities, which reduces the robustness of the algorithm.
For uncertain data, the attribute-class interdependence is in form of a probability distribution. The original caim definition as in formula (8) ignores this distribution, and only considers the main class. Therefore, we need to revise the original definition to handle uncertain data. Now that uncertainty blurs the attribute-class interdependence and reduces the difference between the main class and the rest of the classes, we try to make the CAIM value more sensitive to change of values in quanta matrix. We propose the uncertain CAIM criterion UCAIM, which is defined as follows: (10) In formula (9) , max r is the maximum value among all q ir values (maximum value within the r th column of the quanta matrix), i = 1, 2,…, S, M +r is the total probability of continues values of attribute F that are within the interval (10) is the average of the offsets or differences for all other q ir values to max r .
Because the larger the attribute-class interdependence, the larger the value max r /M +r , CAIM therefore uses it to identify splitting points in formula (8) . In the UCAIM definition we proposed, Offset r shows how significant the main class is, compared to other classes. When Offset r is large, it means that within interval r, the probability an instance belongs to the main class is much higher than the other classes, so the interdependence between interval r and the main class becomes is also high. Therefore, we propose the ucaim definition in formula (9) for the following reasons: 1) Compared with max r /M +r , we multiply it with the factor Offset r to make the value Offset r *max r /M +r more sensitive to interdependence changes, which are usually less significant for uncertain data.
2) The value max r /M +r may be large merely because M +r is small, which happens when there are not many instances falling into interval r. However, Offset r does not have such this problem, because it measures the relative relationship between main class and other classes.
Now we apply the new definition to the sample uncertain dataset in Table 3 . For the original quanta matrix as in Table 4 , the ucaim value is
For the quanta matrix after splitting as in Table 5 
Since ucaim value increases after the splitting, the cutting point x = 0.5 will be accepted in the discretization scheme. We can see in this example that ucaim is more effective in finding the interdependence between attribute and class, compared to the original approach. 2. Create a set B of all potential boundary endpoints. For uncertain attribute modelled in sample based pdf, simply sort all distinct possible values and use them as the set; for uncertain data modelled as formula based pdf, we use the mean of each distribution to build the set.
3. Set the initial discretization scheme as D: 
Uncertain Discretization Algorithm
The Uncertain Discretization algorithm is shown in table 6. It consists of two steps:
(1) initialization of the candidate interval boundaries and the initial discretization scheme; (2) iterative additions of new splitting points to achieve the highest value of the UCAIM criterion. The time complexity of ucaim algorithm is similar to caim algorithm. For a single attribute, in the worst case, the running time of caim is O(Mlog(M)) [8] , and M is the number of distinct values of the discretization attributes. In ucaim algorithm, the additional computation is to calculate S r , whose time complexity is O(C*M). C is the number of classes, and usually very small comparing with M. Therefore, the addition in time complexity is O(M), and the final running cost of ucaim is still O (Mlog(M) ). Please note that this algorithm works on certain data as well since certain data can be viewed as a special case of uncertain data.
Experiments
In this section, we present the experimental results of ucaim discretization algorithm on eight datasets. We compare our technique with the traditional CAIM discretization algorithm, to show the effectiveness of UCAIM algorithm on uncertain data.
Experiment Setup
The datasets selected to test the ucaim algorithm are: Iris Plants dataset (iris), Johns Hopkins University Ionosphere dataset (ionosphere), Pima Indians Diabetes dataset (pima), Glass Identification dataset (glass), Wine dataset (wine), Breast Cancer Wisconsin Original dataset (breast), Vehicle Silhouettes dataset (vehicle), Statlog Heart dataset (heart). All these datasets were obtained from UCI ML repository [30] , and their detailed information is shown in table 7. These datasets are made uncertain by adding a Gaussian distributed noise as in [31] [9] [14] . For each attribute, we add a Gaussian noise with a zero mean, and a standard variance drawn from the unification distribution [0, 2*f*Sigma]. Here, Sigma is the standard variance of the attribute values, and f is an integer parameter used to define different uncertain level. The value of f is selected from the set {1, 2, 3}. For class label uncertainty, we assume the original class for each instance is the main class, and assign it a probability p mc , and there is a uniform distribution over all other classes. As a comparison, assume the real data does not center in the original position, but sit in the noised value, and the noises are in the same distribution as those described above.
We use the accuracy of uncertain naïve Bayesian classifier to evaluate the quality of discretization algorithms. As the purpose of our experiment is to compare discretization algorithms, when we build the classifier, we ignore nominal attributes. In the experiments, we first compare our UCAIM algorithm for uncertain data with the original algorithm CAIM-O which does not take the uncertainty into account. We also compare the UCAIM with a discretization algorithm named CAIM-M which simply applies CAIM-O algorithm on uncertain quanta matrix (without using the Offset).
Experiment Results
The accuracy of uncertain naïve Bayesian classifier on these 8 dataset is shown in table 8. Table 9 shows the average classification accuracy under different uncertain level for all three discretization algorithms. Figure 1 shows detailed performance comparison of these algorithms at each uncertain level. figure 1 , we can see that UCAIM outperforms the other two algorithms in most cases. Particularly, UCAIM has a more significant performance improvement for datasets with higher uncertainty. That is because UCAIM utilizes extra information such as probability distribution of uncertain data, and employs the new criterion to retrieve the class-attribute interdependency which is not obvious when data is uncertain. Therefore, the discretization process of UCAIM is more sophisticated and comprehensive, and the discretized data can help data mining algorithms such as Naïve Bayesian classifier to gain a higher accuracy.
