Precise asymptotics in complete moment convergence for self-normalized sums  by Zhao, Yuexu & Tao, Jingxuan
Computers and Mathematics with Applications 56 (2008) 1779–1786
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Precise asymptotics in complete moment convergence for
self-normalized sumsI
Yuexu Zhao a,∗, Jingxuan Tao b
a Institute of Applied Mathematics and Engineering Computation, Hangzhou Dianzi University, Hangzhou 310018, PR China
b Institute of Applied Economics, China Jiliang University, Hangzhou 310018, PR China
a r t i c l e i n f o
Article history:
Received 27 August 2007
Received in revised form 27 March 2008
Accepted 17 April 2008
Keywords:
Precise asymptotics
Complete moment convergence
Self-normalized sums
a b s t r a c t
Let X, X1, X2, . . . be a sequence of nondegenerate i.i.d. random variables with zero means,
set Sn = X1 + · · · + Xn and V 2n = X21 + · · · + X2n , EX2I(|X | ≤ x) is a slowly varying function
at∞. We prove that, for any β > 2, δ > 2/β − 1,
lim
↓0 
β(δ+1)−2
∞∑
n=2
(log n)δ−2/β
n
E(Sn/Vn)2I(|Sn| ≥ Vn(log n)1/β) = βE|N|
β(δ+1)
β(δ + 1)− 2 ,
where N is a standard normal random variable.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction and main results
Let X, X1, X2, . . . be a sequence of nondegenerate independent and identically distributed (i.i.d.) random variables on a
probability space (Ω,F , P), and set
Sn =
n∑
k=1
Xk, V 2n =
n∑
k=1
X2k , n ≥ 1,
the self-normalized sum is of the form Sn/Vn. An important aspect of the self-normalized sums theory is that we can
dispense the moment conditions if Sn is normalized by
√
ES2n instead. It is well known that self-normalization is widely
used in statistics, a typical case is the Student t-statistic, the connection between the Student t-statistic Tn(say) and the
self-normalized sum Sn/Vn can be stated as follows:
Tn = SnVn
(
n− 1
n− (Sn/Vn)2
)1/2
.
In recent years, the limit theorems for self-normalized sums have received more and more attention. Griffin and
Mason [1] obtained the asymptotic normality. Giné, Götze and Mason [2] proved that the tails of Sn/Vn are uniformly sub-
Gaussian when the sequences are stochastically bounded, and obtained the following self-normalized version of the central
limit theorem:
1
Vn
n∑
j=1
(Xj − EXj) D→ N(0, 1) (1.1)
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if and only if
lim
x→∞
x2P(|X | > x)
EX2I(|X | ≤ x) = 0. (1.2)
Note that (1.2) is equivalent to X belongs to the domain of attraction of the normal law. Under appropriate conditions,
Slavova [3], Hall [4], Nagaev [5] obtained the Berry–Esseen bounds. Wang and Jing [6] derived exponential nonuniform
Berry–Esseen bounds. Griffin and Kuelbs [7] gave the law of the iterated logarithm for all distributions in the domain
of attraction of a normal or stable law. Further results are large deviation (see, e.g., [8–12]), Cramér type result [13],
Darling–Erdős theorem and Donsker’s theorem (cf. [14,15]), Kolmogorov and Erdős test [16], the law of iterated logarithm
and precise rates (cf. [17–20] and the references therein for more details).
Suppose that X1, X2, . . . are i.i.d. random variables, Gut and Spătaru [21] showed the following precise rates of logarithm.
Theorem A. Suppose that EX1 = 0 and EX21 = σ 2 <∞. Then, for 0 ≤ δ ≤ 1,
lim
↓0 
2δ+2
∞∑
n=1
(log n)δ
n
P(|Sn| ≥ 
√
n log n) = σ
2δ+2E|N|2δ+2
δ + 1 , (1.3)
where N is a standard normal random variable.
Let Zd+(d ≥ 2) be the positive d-dimensional lattice pointswith partial ordering≤, {Xk, k ∈ Zd+} are i.i.d. randomvariables,
Jiang and Yang [19] proved a result for self-normalized sums as follows.
Theorem B. Assume that EX = 0 and EX2I(|X | ≤ x) is a slowly varying function at infinity. Then, for 0 ≤ δ ≤ 1, we have
lim
↓0 
2δ+2∑
n
(log |n|)δ
|n|(log |n|)d−1 P(|Sn/Vn| ≥ 
√
log |n|) = E|N|
2δ+2
(d− 1)!(δ + 1) . (1.4)
Let l(x) be a slowly varying function at ∞, satisfying l(x) ≤ c1 exp(c2(log x)β) for some c1, c2 > 0 and 0 ≤ β < 1,
αn = O(1/ log log n). Then for d > −1, Pang et al. [20] obtained:
lim
↓0 
2d+2∑
n
(log log n)d
n log n
P(Mn/Vn ≥
√
2 log log n( + αn)) = 2Γ (d+ 3/2)√
pi(1+ d)
∞∑
k=0
(−1)k
(2k+ 1)2d+2 ,
whereMn = max1≤k≤n |Sk|,Γ (·) is the Gamma function.
Liu and Lin [22] derived the rate of convergence for i.i.d. random variables.
Theorem C. Suppose that
EX1 = 0, EX21 = σ 2 and EX21 (log+ |X1|)α <∞, (1.5)
for 0 < α ≤ 1. Then
lim
↓0 
2α
∞∑
n=2
(log n)α−1
n2
ES2n I(|Sn| ≥ 
√
n log n) = σ
2α+2
α
E|N|2α+2. (1.6)
Conversely, if (1.6) is true, then (1.5) holds.
Notice that (1.3) and (1.4) investigated the precise rates of tail probability series, while (1.6) discussed the precise
asymptotics in complete moment convergence, for more discussions upon the complete convergence, refer to Hsu and
Robbins [23], Lai [24], Chow and Lai [25], and so forth. The aim of the present work is to investigate the version of (1.6)
for self-normalized sums, and more general results are obtained. Throughout the paper, we will assume that X, X1, X2, . . .
is a sequence of nondegenerate i.i.d. random variables with zero means, EX2I(|X | ≤ x) is a slowly varying function at
∞, log x = loge(x ∨ e), log log x = log(log x), [z] denotes the largest integer which is not larger than z, an ∼ bn means
limn→∞ an/bn = 1, an = o(bn) means limn→∞ an/bn = 0, I(·) is the indicator function. The letter C denotes an absolute
positive constant whose value may differ at each occurrence.
Remark 1. For some constant λ ≥ 0, a positive and measurable function f (x) on [λ,∞) is said to slowly vary at∞, if for
any a > 0, limx→∞ f (ax)/f (x) = 1.
Theorem 1.1. For any β > 2, δ > 2/β − 1. We have
lim
↓0 
β(δ+1)−2
∞∑
n=2
(log n)δ−2/β
n
E(Sn/Vn)2I(|Sn| ≥ Vn(log n)1/β) = βE|N|
β(δ+1)
β(δ + 1)− 2 . (1.7)
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Theorem 1.2. For any β > 2, δ > 2/β − 1. We have
lim
↓0 
β(δ+1)−2
∞∑
n=3
(log log n)δ−2/β
n log n
E(Sn/Vn)2I(|Sn| ≥ Vn(log log n)1/β) = βE|N|
β(δ+1)
β(δ + 1)− 2 . (1.8)
Remark 2. If we take δ = 2/β or δ = 0 in Theorem 1.1, consequently, the following special cases can be obtained:
lim
↓0 
β
∞∑
n=2
1
n
E(Sn/Vn)2I(|Sn| ≥ Vn(log n)1/β) = E|N|β+2, (1.9)
and
lim
↓0 
β−2
∞∑
n=2
1
n(log n)2/β
E(Sn/Vn)2I(|Sn| ≥ Vn(log n)1/β) = βE|N|
β
β − 2 . (1.10)
Similarly, if we replace log nwith log log n in (1.9) and (1.10), the special cases of (1.8) also follow immediately.
2. Proof of Theorem 1.1
In this section, we first record the following simple but frequently useful lemmas.
Lemma 2.1 (cf. [8] Remark 4.1). Let X1, . . . , Xn be i.i.d. random variables with EX = 0 and EX2I(|X | ≤ x) is slowly varying as
x →∞. Then for arbitrary 0 <  < 1/2, there exist 0 < δ < 1, x0 > 1 and n0 such that for any n ≥ n0 and x0 < x < δ√n,
P(Sn/Vn ≥ x) ≤ exp
(−(1− )x2
2
)
. (2.1)
Lemma 2.2 (cf. [26] Lemma 2.4). For n ≥ 1, let αn() > 0, βn() > 0 and f () > 0 satisfying
αn() ∼ βn(), as n →∞ and  → 0,
and,
f ()βn()→ 0, as  → 0, ∀n ≥ 1.
Then
lim sup
→0
(lim inf
→0
)f ()
∞∑
n=1
αn() = lim sup
→0
(lim inf
→0
)f ()
∞∑
n=1
βn().
In view of (1.7), several lines of elementary calculation yield
∞∑
n=2
(log n)δ−2/β
n
E(Sn/Vn)2I(|Sn| ≥ Vn(log n)1/β) = 2
∞∑
n=2
(log n)δ
n
P(|Sn| ≥ Vn(log n)1/β) (2.2)
+
∞∑
n=2
(log n)δ−2/β
n
∫ ∞
(log n)1/β
2xP(|Sn/Vn| ≥ x)dx. (2.3)
To verify (1.7), therefore, one only need to study (2.2) and (2.3), respectively. We now come to several propositions below.
Proposition 2.1. Suppose that N is a standard normal random variable. Then, for any β > 0, δ > −1, we have
lim
↓0 
β(δ+1)
∞∑
n=2
(log n)δ
n
P(|N| ≥ (log n)1/β) = E|N|
β(δ+1)
δ + 1 . (2.4)
Proof. By Lemma 2.2, using integral transformation, it is enough to show that
lim
↓0 
β(δ+1)
∞∑
n=2
(log n)δ
n
P(|N| ≥ (log n)1/β) = lim
↓0 
β(δ+1)
∫ ∞
2
(log y)δ
y
P(|N| ≥ (log y)1/β)dy
= β
∫ ∞
0
tβ(δ+1)−1P(|N| ≥ t)dt
= E|N|
β(δ+1)
δ + 1 . 
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Proposition 2.2. For any β > 0, δ > −1. We have
lim
↓0 
β(δ+1)
∞∑
n=2
(log n)δ
n
∣∣P(|Sn| ≥ Vn(log n)1/β)− P(|N| ≥ (log n)1/β)∣∣ = 0. (2.5)
Proof. Set H(β,M, ) = [exp(M/β)], where β > 0,M > 4, 0 <  < 1/4. It suffices to show that
∞∑
n=2
(log n)δ
n
∣∣P(|Sn| ≥ Vn(log n)1/β)− P(|N| ≥ (log n)1/β)∣∣
=
∑
n≤H(β,M,)
(log n)δ
n
∣∣P(|Sn| ≥ Vn(log n)1/β)− P(|N| ≥ (log n)1/β)∣∣
+
∑
n>H(β,M,)
(log n)δ
n
∣∣P(|Sn| ≥ Vn(log n)1/β)− P(|N| ≥ (log n)1/β)∣∣
=: I1 + I2.
According to Sn/Vn
D→ N(0, 1) and P(|N| ≥ x) is a continuous function for x ≥ 0, it is obvious that
∆n := sup
x
|P(|Sn/Vn| ≥ x)− P(|N| ≥ x)| → 0, n →∞. (2.6)
As to I1, we have∑
n≤H(β,M,)
(log n)δ
n
∣∣P(|Sn| ≥ Vn(log n)1/β)− P(|N| ≥ (log n)1/β)∣∣
= (logH(β,M, ))
δ+1
(logH(β,M, ))δ+1
∑
n≤H(β,M,)
(log n)δ
n
∆n
≤ −β(δ+1)Mδ+1 1
(logH(β,M, ))δ+1
∑
n≤H(β,M,)
(log n)δ
n
∆n.
Using Toeplitz’s lemma (see, e.g., Stout [27], pp. 120–121), one obtains
lim
↓0 M
δ+1 1
(logH(β,M, ))δ+1
∑
n≤H(β,M,)
(log n)δ
n
∆n = 0. (2.7)
Next turn to I2, it follows that
I2 ≤
∑
n>H(β,M,)
(log n)δ
n
P(|N| ≥ (log n)1/β)+
∑
n>H(β,M,)
(log n)δ
n
P(|Sn/Vn| ≥ (log n)1/β)
=: I3 + I4.
In light of H(β,M, )− 1 ≥ √H(β,M, ) for β > 0,M > 4 and 0 <  < 1/4, an easy calculation leads to
β(δ+1)I3 ≤ β(δ+1)
∑
n>H(β,M,)
(log n)δ
n
P(|N| ≥ (log n)1/β)
≤ C
∫ ∞
M1/β
yβ(δ+1)−1P(|N| > y)dy → 0 asM →∞, (2.8)
uniformly with respect to 0 <  < 1/4, β > 0. We now proceed to verify I4, applying Lemma 2.1, which in turn implies, for
0 < ν < 1/2,
I4 ≤
∑
n>H(β,M,)
(log n)δ
n
exp
(−(1− ν)2(log n)2/β
2
)
≤ C
∫ ∞
√
H(β,M,)
(log x)δ
x
exp
(−(1− ν)2(log x)2/β
2
)
dx
≤ C−β(δ+1)
∫ ∞
M2/β/4
y
β(δ+1)
2 −1 exp(−y)dy. (2.9)
Whatever  > 0 is, by virtue of the estimate presented above, we have β(δ+1)I4 → 0 by lettingM →∞. 
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Proposition 2.3. Suppose that N is a standard normal random variable. Then, for any β > 0, δ > max(−1, 2/β − 1), we have
lim
↓0 
β(δ+1)−2
∞∑
n=2
(log n)δ−2/β
n
∫ ∞
(log n)1/β
2xP(|N| ≥ x) = 2E|N|
β(δ+1)
(δ + 1)(β(δ + 1)− 2) . (2.10)
Proof. Observe that by Lemma 2.2, let t = (log y)1/β , it is enough to show that
lim
↓0 
β(δ+1)−2
∞∑
n=2
(log n)δ−2/β
n
∫ ∞
(log n)1/β
2xP(|N| ≥ x)dx
= lim
↓0 
β(δ+1)−2
∫ ∞
2
(log y)δ−2/β
y
dy
∫ ∞
(log y)1/β
2xP(|N| ≥ x)dx
=
∫ ∞
0
βtβ(δ+1)−3dt
∫ ∞
t
2xP(|N| ≥ x)dx
= 2β
∫ ∞
0
xP(|N| ≥ x)dx
∫ x
0
tβ(δ+1)−3dt
= 2E|N|
β(δ+1)
(δ + 1)(β(δ + 1)− 2) . 
Proposition 2.4. For any β > 2, δ > 2/β − 1. We have
lim
↓0 
β(δ+1)−2 ∑
n≤H(β,M,)
(log n)δ−2/β
n
∣∣∣∣∫ ∞
(log n)1/β
2xP(|Sn/Vn| ≥ x)dx−
∫ ∞
(log n)1/β
2xP(|N| ≥ x)dx
∣∣∣∣ = 0. (2.11)
Proof. For simplicity, denote∆n = supx |P(|Sn| ≥ Vnx)−P(|N| ≥ x)|. Consequently, by integral formula and transformation,
it turns out that∑
n≤H(β,M,)
(log n)δ−2/β
n
∣∣∣∣∫ ∞
(log n)1/β
2xP(|Sn/Vn| ≥ x)dx−
∫ ∞
(log n)1/β
2xP(|N| ≥ x)dx
∣∣∣∣
≤ C
∑
n≤H(β,M,)
(log n)δ
n
∫ ∞
0
2(y+ ) ∣∣P(|Sn/Vn| ≥ (y+ )(log n)1/β)− P(|N| ≥ (y+ )(log n)1/β)∣∣ dy
≤ C
∑
n≤H(β,M,)
(log n)δ
n
{∫ ∞
(log n)−1/β∆−1/4n
2(y+ )P(|N| ≥ (y+ )(log n)1/β)dy
+
∫ (log n)−1/β∆−1/4n
0
2(y+ ) ∣∣P(|Sn/Vn| ≥ (y+ )(log n)1/β)− P(|N| ≥ (y+ )(log n)1/β)∣∣ dy
+
∫ ∞
(log n)−1/β∆−1/4n
2(y+ )P(|Sn/Vn| ≥ (y+ )(log n)1/β)dy
}
=: C
∑
n≤H(β,M,)
(log n)δ
n
(II1 + II2 + II3) .
The estimate of II1 is quite routine. An application of Toeplitz’s lemma will complete the estimate of II2. It remains to
estimate II3, using Lemma 2.1, one obtains, for 1/2 < θ < 1,
II3 = C
∑
n≤H(β,M,)
(log n)δ−2/β
n
∫ ∞
(log n)1/β+∆−1/4n
2xP(|Sn/Vn| ≥ x)dx
≤ C
∑
n≤H(β,M,)
(log n)δ−2/β
n
∫ ∞
(log n)1/β
2xP(|Sn/Vn| ≥ x)dx
≤ C
∑
n≤H(β,M,)
(log n)δ−2/β
n
∫ ∞
n
2(log y)2/β−1
y
P(|Sn/Vn| ≥ (log y)1/β)dy
≤ C
∑
n≤H(β,M,)
(log n)δ−2/β
n
exp
(−θ2(log n)2/β
2
)∫ ∞
n
2(log y)2/β−1dy
y
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≤ C2 (logH(β,M, ))
δ+1−2/β
(logH(β,M, ))δ+1−2/β
∑
n≤H(β,M,)
(log n)δ−2/β
n
exp
(−θ2(log n)2/β
2
)
≤ C2 M
δ+1−2/β−β(δ+1)+2
(logH(β,M, ))δ+1−2/β
∑
n≤H(β,M,)
(log n)δ−2/β
n
exp
(−θ2(log n)2/β
2
)
, (2.12)
then, again by Toeplitz’s lemma, we have
1
(logH(β,M, ))δ+1−2/β
∑
n≤H(β,M,)
(log n)δ−2/β
n
exp
(−θ2(log n)2/β
2
)
<∞,  ↓ 0. (2.13)
This completes the proof of (2.11). 
Proposition 2.5. For any β > 2, δ > 2/β − 1. We have
lim
M→∞ 
β(δ+1)−2 ∑
n>H(β,M,)
(log n)δ−2/β
n
∫ ∞
(log n)1/β
2xP(|N| ≥ x)dx = 0, (2.14)
lim
M→∞ 
β(δ+1)−2 ∑
n>H(β,M,)
(log n)δ−2/β
n
∫ ∞
(log n)1/β
2xP(|Sn/Vn| ≥ x)dx = 0, (2.15)
uniformly with respect to  > 0.
Proof. The proof of (2.14) is obvious, it is omitted. Applying Lemma 2.1, for 1/2 < θ < 1, the conclusion of (2.15) is exposed
as follows.∑
n>H(β,M,)
(log n)δ−2/β
n
∫ ∞
(log n)1/β
2xP(|Sn/Vn| ≥ x)dx
≤ C
∑
n>H(β,M,)
(log n)δ−2/β
n
∫ ∞
n
2(log y)2/β−1
y
P(|Sn/Vn| ≥ (log y)1/β)dy
≤ C
∑
n>H(β,M,)
(log n)δ−2/β
n
exp
(−θ2(log n)2/β
2
)∫ ∞
n
2(log y)2/β−1dy
y
≤ C2
∑
n>H(β,M,)
(log n)δ−1
n
exp
(−θ2(log n)2/β
2
)
≤ C2
∫ ∞
√
H(β,M,)
(log x)δ−2/β
x
exp
(−θ2(log x)2/β
2
)
dx
≤ C−β(δ+1)+4
∫ ∞
√
H(β,M,)
y
β(δ+1)
2 −2 exp(−y)dy. (2.16)
(2.15) therefore follows from (2.16). 
Proof of Theorem 1.1. According to the propositions above, we have
lim
↓0 
β(δ+1)−2
∞∑
n=2
(log n)δ−2/β
n
E(Sn/Vn)2I(|Sn| ≥ Vn(log n)1/β)
= lim
↓0 
β(δ+1)
∞∑
n=2
(log n)δ
n
P(|Sn| ≥ Vn(log n)1/β)
+ lim
↓0 
β(δ+1)−2
∞∑
n=2
(log n)δ−2/β
n
∫ ∞
(log n)1/β
2xP(|Sn/Vn| ≥ x)dx
= βE|N|
β(δ+1)
β(δ + 1)− 2 . 
Y. Zhao, J. Tao / Computers and Mathematics with Applications 56 (2008) 1779–1786 1785
3. Proof of Theorem 1.2
The proof of (1.8) will be split into two propositions below, firstly, it is easy to get
∞∑
n=3
(log log n)δ−2/β
n log n
E(Sn/Vn)2I(|Sn| ≥ Vn(log log n)1/β)
= 2
∞∑
n=3
(log log n)δ
n log n
P(|Sn| ≥ Vn(log log n)1/β) (3.1)
+
∞∑
n=3
(log log n)δ−2/β
n log n
∫ ∞
(log log n)1/β
2xP(|Sn/Vn| ≥ x)dx. (3.2)
The propositions then read as follows.
Proposition 3.1. For any β > 0, δ > −1. We have
lim
↓0 
β(δ+1)
∞∑
n=3
(log log n)δ
n log n
P(|Sn| ≥ Vn(log log n)1/β) = E|N|
β(δ+1)
δ + 1 . (3.3)
Proof. We first show that
lim
↓0 
β(δ+1)
∞∑
n=3
(log log n)δ
n log n
P(|N| ≥ (log log n)1/β) = E|N|
β(δ+1)
δ + 1 . (3.4)
Let y = (log log x)1/β , by Lemma 2.2, it suffices to show that
lim
↓0 
β(δ+1)
∞∑
n=3
(log log n)δ
n log n
P(|N| ≥ (log log n)1/β)
= lim
↓0 
β(δ+1)
∫ ∞
3
(log log x)δ
x log x
P(|N| ≥ (log log x)1/β)dx
= β
∫ ∞
0
yβ(δ+1)−1P(|N| ≥ y)dy
= E|N|
β(δ+1)
δ + 1 . (3.5)
Then, the argument in the proof of (3.3) is parallel to that used in Proposition 2.2. 
Proposition 3.2. For any β > 2, δ > 2/β − 1. We have
lim
↓0 
β(δ+1)−2
∞∑
n=3
(log log n)δ−2/β
n log n
∫ ∞
(log log n)1/β
2xP(|Sn/Vn| ≥ x)dx = 2E|N|
β(δ+1)
(δ + 1)(β(δ + 1)− 2) . (3.6)
Proof. Let us first verify
lim
↓0 
β(δ+1)−2
∞∑
n=3
(log log n)δ−2/β
n log n
∫ ∞
(log log n)1/β
2xP(|N| ≥ x)dx = 2E|N|
β(δ+1)
(δ + 1)(β(δ + 1)− 2) . (3.7)
By Fubini’s theorem, it turns out that
lim
↓0 
β(δ+1)−2
∞∑
n=3
(log log n)δ−2/β
n log n
∫ ∞
(log log n)1/β
2xP(|N| ≥ x)dx
= lim
↓0 
β(δ+1)−2
∫ ∞
3
(log log y)δ−2/β
y log y
∫ ∞
(log log y)1/β
2xP(|N| ≥ x)dx
=
∫ ∞
0
βtβ(δ+1)−3dt
∫ ∞
t
2xP(|N| ≥ x)dx
= 2β
∫ ∞
0
xP(|N| ≥ x)dx
∫ x
0
tβ(δ+1)−3dt
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= 2E|N|
β(δ+1)
(δ + 1)(β(δ + 1)− 2) . (3.8)
Therefore, one only need to show that
lim
↓0 
β(δ+1)−2
∞∑
n=3
(log log n)δ−2/β
n log n
∫ ∞
(log log n)1/β
2x |P(|Sn/Vn| ≥ x)dx− P(|N| ≥ x)dx| = 0. (3.9)
Along the same lines as those of the proofs of Propositions 2.4 and 2.5, (3.6) can be obtained. 
Proof of Theorem 1.2. According to (3.1), (3.2) and (1.8) follows from Propositions 3.1 and 3.2. 
References
[1] P.S. Griffin, D.M. Mason, On the asymptotic normality of self-normalized sums, Math. Proc. Camb. Phil. Soc. 109 (1991) 597–610.
[2] E. Giné, F. Götze, D.M. Mason, When is the Student t-statistics asymptotically standard normal? Ann. Probab. 25 (1997) 1514–1531.
[3] V.V. Slavova, On the Berry–Esseen bound for students statistic, in: V.V. Kalashnikov, V.M. Zolotarev (Eds.), Stability Problems for Stochastic Models,
in: Lecture Notes in Math., vol. 1155, Springer, Berlin, 1985, pp. 355–390.
[4] P. Hall, On the effect of random norming on the rate of convergence in the central limit theorem, Ann. Probab. 16 (1988) 1265–1280.
[5] S.V. Nagaev, The Berry–Esseen bound for self-normalized sums, Siberian Adv. Math. 12 (2002) 79–125.
[6] Q. Wang, B.Y. Jing, An exponential nonuniform Berry–Esseen bound for self-normalized sums, Ann. Probab. 27 (1999) 2068–2088.
[7] P.S. Griffin, J. Kuelbs, Self-normalized laws of the iterated logarithm, Ann. Probab. 17 (1989) 1571–1601.
[8] P.S. Griffin, J. Kuelbs, Some extensions of the LIL via Self-normalized sums, Ann. Probab. 19 (1991) 380–395.
[9] Q.M. Shao, Self-normalized large deviations, Ann. Probab. 25 (1997) 285–328.
[10] A. Dembo, Q.M. Shao, Self-normalized large deviations in vector spaces, in: Eberlein, Hahn, Talagrand (Eds.), in: Progress in Probability, vol. 43, 1998,
pp. 27–32.
[11] Q. Wang, Limit theorems for self-normalized large deviation, Electron. J. Probab. 10 (2005) 1260–1285.
[12] Q.M. Shao, Cramér-type large deviation for Student’s t statistic, J. Theoret. Probab. 12 (1999) 387–398.
[13] B.Y. Jing, Q.M. Shao, Q.Y. Wang, Self-normalized Cramér type large deviations for independent random variables, Ann. Probab. 31 (2003) 2167–2215.
[14] M. Csörgő, B. Szyszkowicz, Q. Wang, Darling–Ereős theorem for self-normalized sums, Ann. Probab. 31 (2003) 676–692.
[15] M. Csörgő, B. Szyszkowicz, Q. Wang, Donsker’s theorem for self-normalized partial sums processes, Ann. Probab. 31 (2003) 1228–1240.
[16] Q. Wang, Kolmogorov and Erdős test for self-normalized sums, Statist. Probab. Lett. 42 (1999) 323–326.
[17] V. de la Pena, M. Klass, T.Z. Lai, Self-normalized processes: exponential inequalities, moment bounds and iterated logarithm laws, Ann. Probab. 32
(2004) 1902–1933.
[18] D. Deng, Self-normalized Wittmann’s laws of iterated logarithm in Banach space, Statist. Probab. Lett. 77 (2007) 632–643.
[19] C. Jiang, X. Yang, Precise asymptotics in self-normalized sums iterated logarithm for multidimensionally indexed random variables, Appl. Math. J.
Chinese Univ. Ser. B 22 (2007) 87–94.
[20] T. Pang, L. Zhang, J. Wang, Precise asymptotics in the self-normalized law of the iterated logarithm, J. Math. Anal. Appl. 340 (2008) 1249–1262.
[21] A. Gut, A. Spătaru, Precise asymptotics in the Baum–Katz and Davis law of large numbers, J. Math. Anal. Appl. 248 (2000) 233–246.
[22] W.D. Liu, Z.Y. Lin, Precise asymptotics for a new kind of complete moment convergence, Statist. Probab. Lett. 76 (2006) 1787–1799.
[23] P.L. Hsu, H. Robbins, Complete convergence and the law of large numbers, Proc. Natl. Acad. Sci. USA 33 (1947) 25–31.
[24] T.L. Lai, Limit theorems for delayed sums, Ann. Probab. 2 (1974) 432–440.
[25] Y.S. Chow, T.L. Lai, Some one-sided theorems on the tail distribution of sample sums with applications to the last time and largest excess of boundary
crossings, Trans. Amer. Math. Soc. 208 (1975) 51–72.
[26] W. Huang, L. Zhang, Precise rates in the law of the logarithm in the Hilbert space, J. Math. Anal. Appl. 304 (2005) 734–758.
[27] W.F. Stout, Almost Sure Convergence, Academic Press, New York, San Francisco, London, 1974.
