The objective of this paper is to advance the view that solving the all-pairs shortest path (APSP) problem for a chordal graph G is a two-step process: the first step is determining vertex pairs at distance two (i.c., computing C') and the second step is finding the vcrtcx pairs at distance three or more. The main technical result here is that the APSP problem for a chordal graph can be solved in O(n') time (optimally), if G' is already known. It can be shown that computing G* for chordal graphs is as hard as for general graphs. We then show certain subclasses of chordal graphs for which G' can be computed more efficiently. This leads to optimal APSP algorithms for these classes of graphs in a more natural way than previously known results. Finally, we present an optimal parallel algorithm for the APSP problem on chordal graphs by exploiting new structural properties of shortest paths. Our parallel algorithm uses 0(:24(rz)) operations where M(n) is the time needed for the fastest known algorithm for multiplying two n x II matrices over a ring.
Introduction
In this paper we consider only undirected, unweighted, connected graphs unless otherwise specified. We usually denote a graph by G = (V, E) where V is the vertex set and E the edge set and let 1 V/ = n and IE ( = m. Let d(x, v) denote the number of edges on a shortest path joining vertices x and J in G. The crll-pc~i~s shortest put/z (APSP) problem is to compute d(zc. .v) for all pairs of vertices x and .V in G.
There has been a renewed interest in the APSP problem recently [ 1, 19, 51 . For general graphs, the best result known is by Seidel [ 191, who showed W2.376 ) [6] . In this paper we restrict our attention to the class of chordal graphs and its well-known subclasses. A graph G is chordal if every cycle of length greater than three has a chord. Some of the interesting subclasses of chordal graphs include k-trees, strongly chordal, interval, directed path, and split graphs [8] . Table 1 summarizes the existing algorithmic results on the APSP problem for various classes of chordal graphs.
It may perhaps be noted that some of the works mentioned in Table 1 contain related results as well. For instance, Refs. [4, 71 discuss parallel algorithms for the APSP problem, Ref.
[ 151 has an efficient algorithm for the APSP problem for partial k-trees and Ref.
[3] presents APSP-algorithms for dually chordal (also known as expanded trees) graphs. Recently, in [24] sequential and parallel algorithms are developed for solving an approximate version of the APSP problem for chordal graphs. In particular, an O(n2) time sequential algorithm is presented for finding the distance between all pairs of vertices which differs from the shortest by at most one. Highly parallelizable algorithms for various combinatorial problems (minimum dominating set, maximum independent set, depth first search tree, etc.) have also been presented in [23] for interval graphs (given sorted interval representation) which run in O(log logn) time using O(n/ log log n) processors. All of our results on sequential algorithms and those we have chosen to compare ours with in this paper are based on the usual RAM model that assumes constant time primitive arithmetic and comparison operations on small integers. This is to be contrasted with O(M(n)) time algorithms for the APSP problem on general graphs via matrix multiplication involving large integers i.e., whose representations are not logarithmic but superlinear in n [ 17, 251. In this paper we develop a simple and efficient algorithm for the APSP problem on a chordal graph which runs in 0(n2) time provided the squure of the chordal graph is known. Given a chordal graph G = (V,E), the square of the chordal graph is defined as G2 = (V, E') where {x, y} E E' if and only if 1 < d(x, v) < 2. We also point out that squaring can be done more efficiently for special classes of chordal graphs such as planar chordal, k-chordal, and strongly chordal giving rise to optimal algorithms for the APSP problem on these classes of graphs. Our approach yields natural and conceptually simpler algorithms for the APSP problem on these classes of graphs than the ones mentioned in Table 1 . Simple as it is, the algorithm for chordal graphs, it may be noted, is not readily parallelizable.
In Section 3, we develop new structural properties of shortest paths on chordal graphs which give rise to an optimal parallel algorithm on the CREW PRAM model.
APSP algorithms in the chordal hierarchy

Dqfinitions and background
The concept of a perjkct elimination ordering (pro) is central to algorithms on chordal graphs. A pro CT of a chordal graph G is a bijection 0: V + { 1,2,.
, n} such that if {x, J'}, {x,z} E E, and O(X) < o(v), a(z), then {y,z} E E. A classic result in the literature is that a graph is chordal if and only if it has a peo (see, for instance, [8] ). Since a peo induces a total ordering of the vertices of a chordal graph we will implicitly identify the vertices with the ordering. Hence, for two vertices x and ?; of a chordal graph we will say that x < y if and only if a(x) < a(y) under some peo (T. Let H(V) denote the highest neighbor of vertex I: relative to a peo 0. Let F(c) denote the least neighbor greater than L' relative to cr. The function H (resp. F) has been shown to give rise to a tree structure that we call the H-elimination tree (resp. F-eliminution tree). For each vertex D, define the parent of c to be H(c) (F(u) resp.) except for the highest vertex which is the root of the tree. For the sake of completeness, we may define H(r) =F(r) =r where r is the highest vertex in the chordal graph, if necessary. Klein [IO] has shown that the H-elimination tree is a breadth-first search tree of G and F-elimination tree is a depth-first search tree of G. It may perhaps be noted that the kf-elimination tree was used (implicitly) in one of the early works in the chordal graph literature by Proskurowski [14] . In the next section we develop the basis for the APSP algorithm on chordal graphs.
APSP ulgorithm on chordul gruphs
An mdhiyh path in G is a path in G whose endvertices are higher than all the internal vertices relative to O. The following lemma is from Klein [lo] . Based on Lemma 2.1, we can prove the following result.
Lemma 2.2. In a chordal graph G = (V, E), j or II shortest path P(u, v) = (u = xl, x2,. . . ..xv = u> between any pair of vertices u and c, u < c there exists u certe.u x, on P(u.c) This subpath P' must contain a subpath P" = (n,, xp+ 1,. . . , x~+~) where xp > x, and x~+~ > x, for all (p + 1) < m < (p + q -1). This is an end-high path and hence by Lemma 2.1, {x~,x~+~ } E E reducing the path length of P by at least one. This is a contradiction to our assumption. 0 Lemma 2.2 helps us define the following two types of shortest paths in chordal graphs between any pair of vertices. A monotonic shortest path P (u, v) = (u = xl, xz,...,xr = v) is one where either xi >x2 > ... > x, or x1 <x2 < < x,. A bitonic shortest path P (u, v) = (u = x1 ,x2,. ,x,. = v) is one where there exists a vertex xi on P(u, v) such that 1 < i < Y, paths (U = xi,. . .,x0 and (xi,. . .,x,.) are both monotonic and xi > xj for all 1 < j < r, j # i. The following results are central to the development of the APSP algorithm on chordal graphs. Let L(P) denote the length of a path P in a chordal graph.
Lemma 2.3. Let P(x, y) =(x=x,, x2,. . . ,x, = y) be a monotonic shortest path between two vertices x and y, (x < y) in a chordul gruph G = (V, E) such that L(P(x, y)) > 2. Then there exists a shortest puth P/(x, y) which contains H(x).
Proof. If x2 = H(x) then we are done. Assume that x2 #H(x). We know that H(x) > x2. Now (H(x),x,xz)
is an end-high path and hence {H(x),x~} EE. Since L (P(x, y) 
) 2 2 and H(x) # x3, (H(x),x~,x~)
is an end-high path. Hence {H(x),x~} E E. Therefore P/(x, y) = (x = x1, H(x),xx,. . . , y) is another shortest path between x and y containing H(x). 0
Theorem 2.4. Let x und y be two vertices in u chordal graph G such that d(x, y) > 3. Then there exists a shortest path between x and y which contains either H(x) or H(Y).
Proof. We consider two cases. Without loss of generality, let x < y.
Case 1: There exists a monotonic shortest path from x to y. In this case the theorem holds by Lemma 2.3.
Case 2: There exists a bitonic shortest path from x to y. Let P = (x = x1, x2 ,. . . , x, = y) be a bitonic shortest path from x to y, Y > 4. By the definition of bitonicity, there exists a vertex Xi, 1 < j < r in P such that xi < xi+] for all i, 1 < i < j and xk < x&i for all k, j < k < r. 
Then d(s, y) = min(d(H(x), .Y) + I, d(.u. H(y)) + I ).
Notice that in Theorem 2.4, the condition that d(x, JY) > 3 is crucial. In Fig. I , we can see that the vertex labels correspond to a peo and d( 1,2) = L(P = (1.3.2)) = 2. Furthermore, P is the only shortest path between vertices 1 and 2 but H( 1) # 3 # H(2).
Corollary 2.5 leads to a simple algorithm for the APSP problem on chordal graphs. Let us say we precompute the distances ~Z(x,y) between all pairs of vertices (I, J') such that LI(.Y,J.) < 2. How do we compute d(x, y) for other pairs of vertices with shortest distance exceeding 2? First we compute the distance only from the smaller to the higher vertex, i.e., x < y. Then we make sure that both d(H(x), y) and d(x, H( 1')) are defined. The following algorithm achieves precisely this.
Algorithm APSP_ CHORDAL
I~~put: A chordal graph G = (V,E) whose vertices are labeled by a peo from { 1,2,. . ,n}. The H function where H(n) = n.
Output: The all-pair shortest distance matrix D. (n),mn}) time.
In the next section we will discuss the complexity of squaring certain chordal subfamilies of graphs.
Computing G2 fbr subclasses of' chordal graphs
Given an arbitrary graph G = (V, E) we can transform G into a graph T(G) = ((C U Z),E') where C is a clique on ( VI vertices and I is an independent set on / VI vertices such that there exist bijective functions f : V H C and g : V H I satisfying the condition that {x, y} E E if and only if {g(x), f (y)} E E'. It is easy to prove that We would now like to consider a well-studied subclass of chordal graphs, namely strongly chordal (see [12, 201) 
Spinrad has developed an O(d) time algorithm [20] to obtain a doubly lexically
ordering of a matrix. We can now state and prove the following lemma. We can compute the square of a strongly chordal graph in O(n' ) time by first obtaining a r-free ordering of its neighborhood matrix and then using Lemma 2.9.
Lemma 2.9 (Dahlhaus [7]). Let i und j (i < j) be t1*w rotas oj the doubly lesictrll~ ordered neiyhhorhood mutris M of u .strongly chordul gruph G == (V, E). Let I he the lust column (rightmost) on ro\v i such that M[i, l] = 1. Then d(i,J) = 2 if' und onl), tf' M [,j. I] = 1 and 1 # i.
Proof. Proving the (if
Lemma 2.9 was suggested by Spinrad [21] . Combining the above remarks, Theorem 2.6 and the fact that interval graphs are a proper subclass of strongly chordal graphs we have the following known result. The significant point about our algorithm is that we do not need the strong elimination ordering beyond computing the square. (2) The APSP problem jiw interaul gruphs cun be solced optimulll, in O(n' ) time.
Parallel algorithm for the APSP problem
Structurul properties of shortest puths
Let x and y be two vertices in a chordal graph labeled by some peo such that x < y. Then we will use the notation x -_Y if _JJ is an ancestor of .X in the F-elimination tree and x$ y if _V is not an ancestor of x and x is not an ancestor of y in the F-elimination tree. If XN~ then a shortest path from x to y can either be monotonic or bitonic. But if x$ y then it is easy to prove that there exists a bitonic shortest path from x to y.
Let P(x, y) be a monotonic shortest path from x to y such that d(x, y) 3 2. Then it is clear from Lemma 2.3 that P(x, y) is of the form (x, H(x), H'(x), . . ,i?(x), y) where y is not necessarily equal to P+'(X). If P(x, y) IS a bitonic shortest path then we can make similar observations. In particular, if P(x,y) is a bitonic shortest path then d(x, y) > 2 and P(x, y) is of the form (X = xi,. . . ,x,_~,x,.,x,.+~,. . . ,xk = y) where x, > Xi, 1 < i < k, i # Y, and 1 < r < k. We call x, the summit vertex of P(x, y) and denote it by YP(x, y). We know that the subpaths (X =x1,. . . sPp(x, y)) and (y = xk,xk_], . .,5$(x, y)) are both monotonic. Hence, P(x, y) can be classified to be one of the following types: 1. left bitonic if H(x,_i ) = 9$(x, y), 2. right bitonic if H(x,+l ) = 5&(x, y), and 3. skew bitonic if H(x,_r ) # 9$(x, y) and H(x,+i ) # 9$(x, y). Notice that it is possible for a shortest path to be both left and right bitonic. We now attempt to structurally characterize bitonic shortest paths using the definitions and remarks above. There are two cases to consider broadly: (i) XN y and (ii) x# y.
Lemma 3.1. Let P(x, y), x < y be u bitonic shortest path from x to y such that d(x, y) 3 3. Then x-,4pp(x, y) und y-5$(x, y).
Proof. By the definition of the summit vertex it is clear that y?p(x, y) > y > x. Since d(x, y) > 3, either d(x, ,Yp(x, y)) 2 2 or d(y, 5+(x, y)) 3 2. Without loss of generality, let d(x, 9$(x, y)) > 2. Then we have d(y, 9$(x, y)) 2 1. By the definition of bitonicity P (x, y7p(x, y) ) is a monotonic shortest path of the form (x,H(x),H2(x), . . ,Hk(x), YP(x, y)), k > 1. Since the F-elimination tree is a dfs tree there are no cross edges. Hence x N Hk(x). But {Hk(x), ylp(x, y)} E E and therefore x -YP(x, y). If d(y, 5$(x, y))= 1, by the absence of cross edges, we have y-5+(x, y). If d(y, YP(x, y)) 3 2 then we have a monotonic shortest path from y to 5&(x, y) and by a similar argument as above we can prove that y-Yp(x, y). 0 Proof. We know that the subpath of P(x, y) from x to $(x, y) is a monotonic shortest path. Since d(x, y) 3 3, we have d (x, y?p(x, y) ) 3 1. If d (x, &(x, y) ) = 1 then .X-I =x and the lemma holds trivially. Let us assume then that d (x, ,4pp(x, y) ) > 2.
Then x,-i # x. If possible let y -x,-i. Let xmax = max{xi : xi < y, 1 < i < Y -l}.
Clearly, xmax N y and y-xmax+i.
Since there is a monotonic path from x,,,,, to y using only the dfs tree edges and xmax is adjacent to x,,,+l, by an inductive application of Lemma 2.1, we can see that each vertex in this path, especially y, will be adjacent to x,,,+r. This implies that there is a path shorter than P(x, y) which is a contradiction. Now we prove the crucial lemma which shows that bitonic shortest paths from x to J' where x-y are of a special kind.
Lemma 3.3. Lrt P(x, y) Let us now turn our attention to bitonic shortest paths between pairs of vertices s and y which do not have an ancestral relationship, namely when .u# y. It may be noted that in such paths the summit vertex is not necessarily the least common ancestor of .V and J' (i.e., LCA(x, y)). We also know that such paths fall into one of three kinds: the left, right and the skew. We now have the following lemma on skew bitonic shortest paths.
Lemma 3.5. Let P(x, y) = (x = XI,. ,x~_ I ,x, = .Y;(x, J.),x~~ I,. ,xk = y) (ii) [f'.uy_I +x,._, then d(x, y) 
= p + q $-2 u~hrrr p is thr masirnunl intrgrr .nrch thut H/'(s) < LCA(x, y) und q is the mu.\-inwn integer .such that HY(_v) < LCA(s. ~3).
Proof. For (i) let us assume without loss of generality, ~~-1 -x,.+1. This implies that x,. ++t :> x+ ,. Since P(x, y) is skew, H(x,. _ I ) # (,C$(x. .I') = x,.) and xv > .x~ _ ,, there exists z > x,. such that H(x,_l ) = z. By an inductive argument using Lemma 2.1, we can infer that x,.-t is adjacent to z. Hence, we can substitute the subpath (x,--t ..Y,.,.Y,-+ 1) in P(.r, y) by (xv_ 1 ,z,xr+l ) to get a path P'(x, y) which is left bitonic. Now let us prove part (ii) of the lemma. Let us first consider x_~. It is clear that x.. 1 = HI'(x) for some p >, 0. Then it is evident that one of the following We can prove that x,+1 = Hq(y) where q is the maximum such that Hq(y) < LCA(x, y) by a similar argument. 0
Let us now simplify and summarize what we have proved about bitonic shortest paths. If there are two vertices x and y in a chordal graph such that x < y, and x+-v then there exists a shortest path P(x,y) from x to y which can be left or right or skew bitonic. If P is skew and if ((x,-l ~x~+i) or (x,.+1 -x,-i)) then there exists an equivalent left or right bitonic shortest path. Hence, essentially in this case, we do not have to be concerned about skew bitonic shortest paths. On the other hand, if P is skew and x,.-i +x,.+1 then by Lemma 3.5, we have d(x, y) = p + q + 2 where p and q are as defined above. Hence any bitonic shortest path from x to y where x < y and x$ y would have to be one of the following types:
1. left, 2. right, 3. skew and d(x, y) = p + q + 2. Let us now refine the first two cases. If P(x, y) is a left bitonic shortest path from x to y then it is of the form (x = xi,H(x), . .,x,. = H'-'(x) = 977(x, y),x,.+l,. ,xk = y).
Since Yp(x, y) = H'-'(x) is an ancestor of y there exists a least i > 1 such that y--H'(x). Therefore, d(x, y) = d(x,H'(x) ) + d ( y,H'(x) ). Analogously, if P(x, y) is a right bitonic shortest path there exists a least j 3 1 such that x-Hi(y) which is in the shortest path. Therefore, d(x, y) = d(y,Hj(y) 
) -t d(x,HJ(y)).
These observations are cast into a theorem below. 
Optimal parallel algorithm
We now present the steps of a new algorithm for the APSP problem for a chordal graph G that is amenable to parallelization.
1. Find a peo of G. The vertices are assumed to be labeled by the peo ordering. Compute the H and F functions. anonymous referees for their helpful comments and, in particular, for encouraging us to look into the parallel algorithm.
