The asymptotic distribution of the score test of the null hypothesis that marks do not impact the intensity of a Hawkes marked self-exciting point process is shown to be chi-squared. For local asymptotic power, the distribution against local alternatives is also established as non-central chisquared. These asymptotic results are derived using existing asymptotic results for likelihood estimates of the unmarked Hawkes process model together with mild additional conditions on the moments and ergodicity of the marks process and an additional uniform boundedness assumption, shown to be true for the exponential decay Hawkes process.
Introduction
Since their introduction over fifty years ago Hawkes self exciting process models (Hawkes, 1971) have been used to model point processes in many fields of application including seismology (Ogata, 1988) , sociology (Crane and Sornette, 2008) , modelling neuronal systems and increasingly in recent years for modelling high frequency financial trading (for a general review, see Bacry et al. (2015) ; Hawkes (2018) ). Extensions of the Hawkes process where parameters are time-varying and replicate the non-stationarity of intraday financial data have also been considered in Chen and Hall (2013) ; Clinet and Potiron (2018) for example. The theoretical properties of such models are quite well advanced as is estimation methodology and its associated statistical theory. Increasingly marked Hawkes processes, in which marks attached to past event times influence future intensities, are being considered for a range of applications. For example, Richards et al. (2018) consider the use of marked Hawkes processes for modelling millisecond recordings of activity in the limit order book for a range of assets traded on international futures markets. In these applications there are numerous potential marks that are recorded at each event and a method is required to efficiently screen out those that are not influential on future event arrival intensities before the joint models for the event times and associated marks are estimated.
Assessment of influential marks could be done by simultaneously estimating the parameters of the marked Hawkes process and then assessing them for statistical significance. Even if there is a single scalar valued mark included in the model estimation using, say, maximum likelihood methods, there are computational challenges. When numerous marks are jointly included in the model these challenges are substantial. The use of likelihood for the marked Hawkes process model, if feasible, would allow use of standard inferential techniques such as the Wald or likelihood ratio test for testing the significance of marks impact. However, the relevant statistical inference methods and theory for marked Hawkes processes are not well developed at this time.
An alternative approach for assessing the impact of marks on intensity is the score test as proposed in Richards et al. (2018) where details of computational implementation, simulation and application to limit order book event series is presented. As is well known, this test, also known as the Lagrange Multiplier test (Breusch and Pagan, 1980) , is computed using the score of the likelihood evaluated under the null hypothesis, which, in this application, is that marks do not impact the intensity, so that the event times are that of an unmarked Hawkes process. The score statistic can then be constructed easily based on a single fitted intensity for an unmarked process. Because of this, the score test leads to substantial computational advantages particularly when relevant and significant marks need to be selected from a possibly large catalogue before requiring the effort of jointly fitting the marked process model. Apart from the obvious computational advantage afforded by using a single Hawkes model fit, the score test large sample distribution theory can be derived using existing asymptotic theory for unmarked Hawkes processes as is explained below. In this paper the large sample distribution of the score test under the null hypothesis that the mark or marks under test do not boost the intensity of events is shown to be the standard chi-squared distribution with appropriate degrees of freedom. We also show that the power against local alternatives is non-central chi-squared.
In the literature on the theory and inferential methods for marked Hawkes processes focus has been on the situation where marks are unpredictable (in a sense to be detailed below), such as when they are independent and identically distributed. Our extensive experience with applications in high frequency financial data suggests that influential marks display serial dependence in addition to cross dependence between the marks. Accordingly, we derive the asymptotic distribution of the score test for serially dependent multivariate valued marks. This requires us to show that stable marked Hawkes process exist when the marks are stationary serially dependent, something that is not currently available in the literature.
From now on we consider a univariate Hawkes self exciting marked point process (SEPP) N g ∈ N × X, observed over the interval t ∈ [0, T ] and which takes the value 0 at t = 0. There are N T events observed in the interval [0, T ] at times 0 < t 1 < t 2 < . . . < t NT ≤ T and a vector of d marks X i ∈ X ⊂ R d is associated with the ith event. The observed points of this process are {(t i , x i ), i = 1, . . . , N T }. In Richards et al. (2018) relevant marks constitute a vector of correlated marks which are also serially dependent. In order to accommodate such examples we explain how to define a marked Hawkes process with serially dependent marks, give conditions for stationarity of the point process, and, define the relevant quasi-likelihood.
Following Liniger (2009) and Embrechts et al. (2011) , with modifications to notation as used in Clinet and Yoshida (2017) , let the marked Hawkes SEPP have intensity process given by
where w is a non-negative decay function satisfying
The immigration rate is η, the branching coefficient ϑ and the parameter α, not necessarily scalar, specifies the decay function w. The marks X have density f (x; φ) (w.r.t. Lebesgue measure) and impact the intensity through the scalar valued boost function g(X; φ, ψ), where g(·; φ, ψ) : R d → R + and ψ is a vector parameter of length r specifying the way in which marks enter the boost function. In addition, g depends on the parameters of the marks density, φ, because the normalization E φ [g(X; φ, ψ)] = 1 is required to obtain a stationary solution to (1) as in Embrechts et al. (2011) . In Section 2 we show, for the case where the marks are i.i.d as considered in Embrechts et al. (2011) , that under this normalization a stationary solution exists and, for serially dependent marks under a stronger condition on the conditional expectation of g(x; φ, ψ) given the past, this is also true.
Henceforth, let θ = (η, ϑ, α) ∈ Θ, φ ∈ Φ and ψ ∈ Ψ for some parameter spaces Θ, Φ and Ψ. Let ν = (θ, φ, ψ) ∈ Θ × Φ × Ψ be the collection of all parameters for the marked process with intensity function (1). We denote the true value of the parameters as (θ * , φ * , ψ * ). When the null hypothesis holds, the true parameter vector is denoted ν * = (θ * , φ * , 0) and it is assumed that g(x; φ, 0) ≡ 1 so that the intensity in (1) does not depend on the marks. Since the score test will be developed under the null hypothesis we only require details of Θ in the derivation and theory to follow. Specifically we let Θ be a finite dimensional relatively compact open subset of R K , K > 1. The parameter space Φ for the marks density will typically be the natural space of parameters for the specified density and the boost parameter space Ψ is chosen as appropriate for the form of g.
Quite general normalized boost functions, g(X; φ, ψ) can be constructed by starting with a function h(X, ψ) and defining the boost function
It is no loss of generality to require h(X; 0) ≡ 1. Many examples of boost functions including the polynomial, exponential and power functions forms for h, as presented in Liniger (2009) , as well as additive and multiplicative combinations of individual elements of X used in Richards et al. (2018) can be formulated in this way. The null hypothesis being assessed with the score test is H 0 : ψ = 0, which is equivalent to g(x; φ, 0) = 1 so that marks do not boost intensity. Under H 0 the observed event times are those of an unmarked Hawkes SEPP, N with intensity denoted by
We assume that the initial value of the intensity is λ(t 0 ) = C 0 for some specified value of C 0 ; for example C 0 = E[λ(t)] = η/(1 − ϑ), the theoretical long run average for a stationary Hawkes process (Laub et al., 2015) . Note also that this intensity function is not defined using events prior to the observation period, that is for t < 0, because in practice (1) is used for computation of the likelihood. The intensity process defined in Embrechts et al. (2011) is the stationary version with infinite, but unobserved, event history included. In Brémaud and Massoulié (1996) the authors show that a suitable probability space exists on which a stationary version on R, N ∞ , can be defined and to which the non-stationary version in (1) converges. We assume that N ∞ is ergodic and this is proven in Clinet and Yoshida (2017) for the exponential decay case. Ogata (1978) considers both the stationary version of the intensity process and the non-stationary version as in (4) along with the associated likelihoods.
The remainder is organized as follows. Section 2 proves (see Proposition 1), via a thinning construction, that a stationary marked Hawkes process can be constructed when the marks are observed from a continuous time stationary process and gives several examples of processes for which the conditions are met.
Section 3 extends the definition of the joint likelihood of event times and marks beyond the i.i.d. case currently available in the literature to marks which are serially dependent. Section 4 defines the score test in detail. Section 5 states the main result (see Theorem 1) that the score statistic is asymptotically chi-squared distributed under the null hypothesis that marks do not impact the intensity function. For this result, in addition to the conditions of Clinet and Yoshida (2017) for the consistency and asymptotic normality of the unmarked process, conditions are required on the existence of moments and ergodicity of the mark process itself together with an additional condition (Condition 3) which links the marks and the unmarked intensity process. Lemma 1 shows that the Condition 3 is satisfied for the case of exponential decay function w. Section 6 proves that the score statistic is asymptotically non-central chi-squared distributed under local alternatives of the form ψ * T = γ * / √ T where T → ∞ and T is the length of the interval over which the point process is observed. Section 7 discusses possible extensions to the main results. The Appendices contain proofs.
Existence of a stable marked Hawkes process
Assume the existence of a probability space (Ω, F , P) bearing a continuous time process (y t ) t∈R taking values in the Borel space (X, X ) (meaning that there exists a bijection h between X and [0, 1] such that h and h −1 are measurable, see (Kallenberg, 2006, p.7) ). We define (F y t ) t∈R the canonical filtration of y. We now give a proof of the existence of the marked Hawkes process using a thinning method similar to (Liniger, 2009, Chapter 6) and Brémaud and Massoulié (1996) . To that end, we assume the existence on (Ω, F , P) of a Poisson process N with intensity 1 on R 2 , with points denoted (t i , u i ) i∈Z and independent of y. Then we consider the canonical process (t i , u i , y ti ) i∈Z and see this process as a random measure N g on R 2 × X. We associate to N the filtration generated by
, A ∈ B(R)}, where B(R) is the Borel σ-field of R. Similarly, we associate to N g the filtration generated by the σ-algebras F
In Proposition 1 below, we show the existence of a marked point process N g adapted to F t , satisfying (1), and which is constructed as an integral over the canonical measure N g .
Before we state our result, we recall that a marked point process of the form (τ i , y τi ) i∈Z is stationary if for any t ∈ R, it has the same distribution (seen as a random measure) as (τ i + t, y τi+t ) i∈Z . Proposition 1. Assume that for any t ∈ R, E[g(y t ; φ, ψ)|F w(s; α)ds = 1. Then, there exists a marked point process of the form (τ i , x i ) i∈Z := (τ i , y τi ) i∈Z , also represented by the random measure N g on R × X, such that: mits the stochastic intensity (with respect to F t )
2. The random measure N g admits π(ds × dx) = λ g (s)ds × F s (dx) as predictable compensator, where F s (dx) is the conditional distribution of y s given F y s− . We recall that by definition, for any non-negative measurable predictable process W (see (Jacod and Shiryaev, 2013 , Theorem II.1.8)), the process
is predictable, and moreover for any u ≤ t
3. If the process (y t ) t∈R is stationary, then so is N g .
Proof of Proposition 1. We construct by thinning and a fixed point argument the marked point process N g . Define λ g,0 (t) = η. By induction, we then define the sequences of processes (N g,n ) n∈N and (λ g,n ) n∈N as follows. For any t ∈ R and A ∈ X
By taking conditional expectations throughout (5a) it is immediate to see that t → λ g,n (t) is the stochastic intensity of t → N g,n ((−∞, t] × X). Moreover, by positivity of w(t − s; α)g(x; φ, ψ), we immediately deduce that the point process N g,n ((−∞, t] × A) and the stochastic intensity λ g,n (t) are point wise increasing with n, so that we may define N g and λ g their limit processes. Moreover, by the monotone convergence theorem, taking the limit n → +∞ in the above equations yields that t → λ g (t) is the stochastic intensity of t → N g ((−∞, t]×X) and has the desired shape. All we have to check to get the first claim of the proposition is the finiteness of the two limit processes. Let ρ n (t) = E[λ g,n (t) − λ g,n−1 (t)]. We have
where we have used the F s− measurability of the stochastic intensities and that E[g(y s ; φ, ψ)|F s− ] = E[g(y s ; φ, ψ)|F y s− ] ≤ C (by independence of y and N ). From here, we deduce that sup s∈(−∞,t) ρ n (s) ≤ Cϑ sup s∈(−∞,t) ρ n−1 (s) since +∞ 0 w(s; α)ds < 1. By a similar calculation, we also have ρ 1 (t) ≤ Cϑη, so that by an immediate induction sup s∈(−∞,t) ρ n (s) ≤ (Cϑ) n η. Therefore,
(1 − Cϑ) < +∞, which implies the almost sure finiteness of both N g (on any set of the form [t 1 , t 2 ] × X, −∞ < t 1 ≤ t 2 < +∞) and λ g (t). This proves the first claim. Now we prove the second point. By a monotone class argument, it is sufficient to take W (s, x) = 1 A (x) and prove the martingale property for any A ∈ X . We show that for any n ∈ N, π n (ds × dx) = λ g,n (s)ds × F s (dx) is the compensator of N g,n . For n = 0, we have
where the existence of a regular distribution for y s given F y s− is a consequence of the fact that X is a Borel space along with (Kallenberg, 2006, Theorem 6.3) . By induction, we easily prove that this holds for any n ∈ N, and thus the second claim is a direct consequence of the monotone convergence theorem. Finally, the third claim comes from the stationarity of λ g,n and N g,n which is in turn a consequence of the stationarity of N g and y.
Remark 1. The above construction also works for a marked point process starting from 0 instead of −∞ (just replace −∞ by 0 in all the integrals). In that case, the resulting process N g is obviously not stationary, but one can prove that N g converges to the stationary version starting from −∞ by a straightforward adaptation of the proof of Theorem 1 in Brémaud and Massoulié (1996) . Remark 3. When y is a left-continuous process, or more generally a predictable process, then E[g(y s )|F y s− ] = g(y s ) which leads to the condition g(y s ) ≤ C < 1/ϑ. This may be very restrictive in practice. For example, for a parametric linear boost in a single mark this would require the mark process to be bounded above by a constant which depends on φ, ψ and ϑ. It is also interesting to note that for mark processes with continuous sample paths, mixing conditions (which specify the rate at which dependence fades away with increasing time separation) will not lead to a weakening of the aforementioned stringent condition. The difficulty stems from the dependence of g(y t ) and g(y s ) when t and s are close together. If at some time t 0 , g(y t0 ) > 1/ϑ, by 'continuity', it will stay above that level for some time [t 0 , t 0 + ǫ]. On this interval the process becomes explosive, and regardless of the number of jumps, all the marks are highly correlated since
Remark 4. In view of the last remark, marks which arise from a stochastic process with continuous sample paths are probably not practical for use in marked Hawkes self exciting processes. On the other hand, marks based on a stochastic process which contains some degree of independence could more easily satisfy the condition of Proposition 1. For example, let y t = U t + V t where U t has continuous sample paths and V t be a pure noise process independent of U t . More generally a conditionally independent specification in which U t is as before and
∼ f (·|U t ) would also more easily satisfy the condition. For instance U t may specify some of the parameters needed for the density f .
Remark 5. The condition E[g(y t )|F y t− ] ≤ C < 1/ϑ can be slightly relaxed as we next explain. Let ρ n (t) = E[λ g,n (t) − λ g,n−1 (t)]. Following the proof of Proposition 1 we know that a sufficient condition for non-explosion is
where
. Therefore, if we replace the above condition by
and the process is stable. Remark 6. If the marks are considered to be observations on a discrete time process then it is not obvious that the thinning method used above can be used to construct a marked Hawkes process. Moreover, while it is possible to construct a non-stationary marked Hawkes process with discrete marks by iterating the intensity function from some initial time t 0 , it is not clear whether there exists a stationary version of this process on R.
Quasi-likelihood for marked Hawkes processes
The log-likelihood and associated statistical properties for the unmarked Hawkes SEPP has a long history -see Ozaki (1979) , Ogata (1978) or Andersen et al. (1996) for example. In deriving the likelihood (Embrechts et al., 2011, Definition 3) assume that the marks are unpredictable as defined in (Daley and Vere-Jones, 2002, Definition 6.4.III(b) ) so that the distribution of X i , the mark at time t i , is independent of previous event times and marks, i.e. of {(t j , X j )} for t j < t i . An example of unpredictable marks is where the marks are conditionally i.i.d. given the past of the process but the marks may impact on the future of the intensity λ g as in (1). The simplest example of this is where the marks are actually i.i.d. unconditionally as considered in Embrechts et al. (2011) . In our empirical analysis we have frequently observed that {X i } is a time series of serially dependent marks. In this case the unpredictability property does not hold.
As far as we can determine, in the literature on likelihood inference for marked Hawkes processes there is no existing treatment of the serially dependent marks case. In general, it is possible to represent the log-likelihoodl g when the marks are not i.i.d as follows: recall that the integer-valued measure
Assuming that for any s ∈ R + , the conditional distributions F s (dx, φ) are dominated by some measure c(dx) (F s (dx, φ) = f s (x; φ)c(dx)), using (Jacod and Shiryaev, 2013, Theorem III.5 .19)) we can generalize the log-likelihood (11) for the pure point process with
Expanding the logarithm, we get
where the compensator at T is
However, because of the third term, computing (6) requires that one observes the whole trajectory of the joint process (N t , y t ) t∈ [0,T ] . When assuming that we only have discrete observations of the form (t i , x i ) 1≤i≤NT = (t i , y ti ) 1≤i≤NT , the last term in (6) should be changed to NT i=1 lnf (y ti ; φ|(t j , y tj ) 1≤j<i ), where f (·; φ|(t j , y tj ) 1≤j<i ) corresponds to the conditional density of the ith mark given (t j , y tj ) 1≤j<i . This yields the log-likelihood
lnf (y ti ; φ|(t j , y tj ) 1≤j<i ).
(7) Some examples of the likelihood for cases where the marks are observations on a stationary process follow.
Example 1. The marks are i.i.d with density f w.r.t some measure c as in Embrechts et al. (2011) and the last term in (7)
Example 2. More generally, the marks are observations x i = y ti on a stationary process (y t ) t∈R+ in continuous time. Then the last term in (6) is the sum of the log conditional densities of y ti |y ti−1 , . . . , y t1 evaluated at the x i . We can write this as ln f (x 1 , . . . , x NT |t 1 , . . . , t NT ; φ) giving the quasi-likelihood in the form
where φ represents all the parameters of the joint conditional distribution including any parameters needed to model serial dependence. Note that this density depends on the event times since the specification of joint distributions for the continuous time process requires these. A simple example is when (y t ) t∈R+ is a stationary Gaussian process with covariance between y t and y s given by a function Γ(s − t; φ) depending on parameters φ.
Example 3. In applications to the limit order book, Richards et al. (2018) modelled the marks x i at event time t i as observations on a discrete time stationary process indexed by event index i. The third term in (9) is replaced by ln f (x 1 , . . . , x NT ; φ) where f now denoted the joint density for the discrete time stationary time series {x i } in which actual event times are ignored and only the indices, i, of event times are needed to model serial dependence structure. It is not clear that this can be written as an integral with respect to N g (dt × dx) corresponding to the third term in (6). Note that this leads to the objective function
to be maximised over the parameters. However this is not a formal likelihood, nor does it seem possible to define a stationary Hawkes process, as we did in Section 2 for the case where marks are drawn from a stationary discrete time process. Of course in the absence of serial dependence both (9) and (10) lead to the i.i.d. version (8) considered in the literature to date.
When ψ = 0 the boost is the identity so that marks do not impact the intensity. But the marks process and the event process may not be independent because the conditional distribution of marks is not free of the event times. None-the-less, the log-likelihood in (7) becomes a sum of two terms
where the first term is the log-likelihood for the unmarked process N (t)
with corresponding compensator
Here N (dt) = N g (dt, X) and λ(t; θ) = λ g (t; θ, 0, φ) for and φ ∈ Φ. The second term is the log likelihood for the marks conditional on event times. Hence, under H 0 , the parameters θ of the unmarked Hawkes process are decoupled from the parameters φ of the marks distribution so that these can be separately estimated. Note that in all forms of the quasi-likelihood, (6), (7), (8), (9) and (10), the third term involves only the parameter φ and hence the score vector with respect to the boost parameters ψ does not involve the third term. Hence the score with respect to ψ is the same under the null hypothesis. However, the score statistic also involves the information matrix and because the first two terms in the quasi-likelihoods do involve φ (recall that the boost function is normalized using moments of the marginal distribution of the marks), parts of Condition 1 are required so that the information matrix and hence the score test statistic are the same under the null hypothesis in all examples of likelihoods given above.
The Score Test
Let ν * = (θ * , φ * , 0) denote the true value of the combined parameters under H 0 . Letν T = (θ T ,φ T , 0) whereθ T is the quasi asymptotic maximum likelihood estimate, as in Yoshida, 2017, page 1804) , based on the likelihood (11) under H 0 of the intensity process parameters andφ T be the MLE for the parameters of the marks density. Denote the derivatives of the log-likelihood with respect to ν as ∂ ν l g (ν) at the parameter value ν so that ∂ θ l g (ν * ) and ∂ ν l g (ν T ) are evaluated at ν * andν T respectively. The score (or Lagrange multiplier) test statistic (Breusch and Pagan, 1980 ) is defined aŝ
T ] and I(ν T ) evaluates this at the parameters,ν T , estimated under H 0 . Also (Breusch and Pagan, 1980 ) the information matrix can be replaced by any matrix with the same limit in probability, for example the negative of the matrix of second derivatives of the log-likelihood, and the large sample properties of the score statistic will be the same. Under Condition 1 stated below on the functions h defining the boost functions g via (3) the information matrix is shown in Richards et al. (2018) to be block diagonal which, together with
T , allows simplification of (12) toQ
where I ψ (ν) is the r × r diagonal block of I(ν T ) corresponding to ψ.
Because of the third term in the log-likelihood (6) (and all variants (7), (8), (9), (10)) do not depend on ψ it follows that
and the vector of derivative of g with respect to ψ is
Condition 1. Conditions on boost function specification:
Throughout we assume h, used to define the boost function g in (3), and its first and second derivatives with respect to ψ, denoted ∂ ψ h and ∂ 2 ψψ h, satisfy the following properties:
where Ω G (φ) is a finite positive definite matrix for any φ ∈ Φ where H(X) := ∂ ψ h(X; 0).
These conditions hold for all the boost functions mentioned above. Obviously, based on the properties required of h, E φ [g(X; φ, ψ)] = 1 for all ψ ∈ Ψ, g(X; φ, 0) ≡ 1, and, letting g(x; φ) = ∂ ψ g(X; φ, 0), E φ [G(X; φ)] = 0. With the above specification, the null hypothesis of marks not impacting intensity is achieved by setting ψ = 0. Note that G(X; φ) = H(X)−E φ [H(X)] is a vector of dimension r comprised of functions of the components of the vector mark centered at their expectations. The requirements that
needs to exist. Condition 1 parts (iii) and (iv) are required in order that the information matrix for all parameters in the full model likelihood is block diagonal allowing simplification of the score statistic defined below. For the definition of the score statistic we require the existence and positive definiteness of the covariance matrix of g(x; φ), Ω G (φ) = cov φ (H(X)), as stated in (vi). Under H 0 , the derivative of (8) with respect to ψ at any values of θ, φ is
with
When evaluated at the estimates under the null hypothesis
When evaluated at the true parameter vector, ν * = (θ * , φ * , 0) under H 0 , the score (15) can be written as
whereÑ (dt) = N (dt) − λ(t; θ * )dt and
where x ⊗2 = x.x T . Noting that the expectation required to evaluate (17) is not computable in closed form, we suggest empirical evaluation replacing the expectation by the time average over events and using the estimateν T to get
We show that this empirical estimate has the same asymptotic limit as (17) when scaled by T . Using these estimates in the definition (13), the score statistic can be implemented in practice aŝ
where ∂ ψ l g (ν T ) is defined above andÎ ψ is given by (18).
Asymptotic Distribution of the Score Statistic
To prove that the score statisticQ T has a large sample chi-squared distribution under the null hypothesis conditions are required on the intensity process for the unboosted process. The extra conditions are those required for convergence of the quasi MLE for Hawkes processes under H 0 , for which the intensity does not depend on marks. Because we adapt the proofs of (Clinet and Yoshida, 2017 Ogata (1978) applied to the intensity process defined in (4) for the unmarked process. Ogata (1978) provided the first consistency and asymptotic normality results for the unmarked Hawkes process and verified that his conditions apply to the exponential decay function w(t; α). Clinet and Yoshida (2017) give conditions for the convergence of moments of the quasi MLE and verify them for the exponential decay function case. As far as we are aware there has been no published verification of the conditions of Ogata (1978) or Clinet and Yoshida (2017) for the power law decay function.
Condition 2. Conditions on the intensity process under H
For clarity, these are restated from Clinet and Yoshida (2017) using notation of this paper and as relevant to the Hawkes process. These conditions refer to the intensity process defined in (4). Recall that θ * refers to the true parameter defining the intensity process under H 0 .
A1 The mapping λ
Moreover, almost surely:
(ii) for any s ∈ R + , θ → λ(s, θ) is in C 3 (Θ) and admits a continuous extension toΘ.
A2
The intensity process λ and its derivatives satisfy, for any p > 1,
A3 For a Borel space (E, B(E)) let C b (E, R) be the set of continuous, bounded functions from E to R. For any θ ∈ Θ the triplet (λ(·, θ
is ergodic in the sense that there exists a mapping π :
which is shown in (Clinet and Yoshida, 2017 , Lemma 3.10) to satisfy
and Y(θ) is the ergodic limit of Y T (θ) as defined in Yoshida, 2017, p. 1807) . Assume, for asymptotic identifiability, that for any θ ∈ Θ − {θ * }, Y(θ) = 0. (2017) show (Theorem 3.9) that any asymptotic QMLEθ T is consistent,θ T → P θ * , and (Theorem 3.11) asymptotically normal
Under Condition 2: [A1] to [A4], Clinet and Yoshida
2 ζ where ζ has a standard multivariate normal distribution and Γ is the asymptotic information matrix, assumed to be positive definite. Additionally they prove that Γ satisfies
where V T is a ball shrinking to θ * . As noted above these conditions are met for the (multivariate) exponential decay Hawkes process without marks as shown in (Clinet and Yoshida, 2017 , Section 4) assuming each element of θ = (η, ϑ, α) belongs to finite closed intervals of R. For example, for the exponential decay function w(s; α) = α exp(−αs), K = 3 and we assume that 0 < η ≤ η ≤η < ∞, 0 < ϑ ≤ ϑ ≤θ < ∞, 0 < α ≤ α ≤ᾱ < ∞ so that Θ is a finite dimensional relatively compact open subset of R 3 . In order to establish the asymptotic distribution of the score vector with respect to ψ, Condition 2 A.2 needs to be extended to accommodate the contribution to the score vector from the marks as follows.
Condition 3. For p = (dim(Θ) + 1) ∨ 4, where x ∨ y = max(x, y), under H 0 and with φ fixed at φ * , assume
Lemma 1. Condition 3 is satisfied for the exponential decay function model (for which dim(Θ) = 3) and stationary ergodic marks for which
The proof of Lemma 1 is given in Appendix A. The final condition concerns the marks. In the remainder some additional notation is helpful. Recall that, under the null hypothesis the true parameter vector is ν * = (θ * , φ * , 0) and the maximum likelihood estimates areν = (θ T ,φ T , 0). Denote µ H (φ) = E φ [H(X)] and if evaluated at φ * put µ H = µ H (φ * ) and if evaluated atφ T putμ H . We also use the same notation for any consistent estimate of µ H such asμ H =H(X), the vector of sample means of components. We let G(X) = H(X) − µ H at the true value andĜ(X) = H(X) −μ H .
Condition 4. The marks are from a stationary ergodic process with
Note thatμ H → P µ H holds for either the sample mean estimate (using ergodicity of X), the parametric form,μ H = µ H (φ T ) (using consistency of the maximum likelihood estimatesφ T under appropriate regularity conditions on f t (x; φ)) or any other consistent estimates of φ such as using method of moments.
We now state the main result.
Theorem 1. Assume Conditions 1, 2, 3 and 4. Under H 0 , the score statistic defined in (13) with information matrix
The proof is given in Appendix B.
Local power
We now investigate what happens to the distribution of the score statistic when H 0 fails, that is when the mark process impacts the distribution of the jump times of the point process. We adopt the local power approach, which consists in considering the sequence of local alternatives H T 1 : ψ * T = γ * / √ T for some unkown γ * . We therefore assume that the marks weakly impact the distribution of the jump times (with a magnitude of order 1/ √ T ), so that for a given T > 0, the associated counting process is nearly a pure Hawkes process. Our goal is to derive the asymptotic distribution of the score statistic under the local alternatives H T 1 . Following Proposition 1, we thus assume that we observe a sequence of marked Hawkes processes N T g , all defined on (and adapted to) the same probability space (Ω, F , P). Note that we adopt the notation N T g because, in contrast with the null hypothesis, the point process now depends on T . Moreover, we assume that all the marked Hawkes processes indexed by T are generated by the random measureN g on R 2 × X, such that the normalized boost function of N T g is g(., φ * , ψ * T ), that is, for any t ∈ R + , N T g admits the following stochastic intensity:
for some unkown parameter ν * T = (θ * , φ * , ψ * T ). The expression of the score statistic is naturally adapted to
where l T g admits the same expression as in (11), replacing the pure Hawkes process N (dt) by the counting process N T (dt) = N T g (dt, X). Similarly, in (22), ν T = (θ T ,φ T , 0), whereθ T is one maximizer of l T g in the interior of Θ, andφ T is a consistent estimator of φ * . As stated in Theorem 2 below, it turns out that under H T 1 ,Q T tends to a non central chi-squared distribution, whose noncentrality parameter depends on γ * and on the inverse of the Fisher information matrix (at point ψ = 0), Ω. In order to ensure the convergence ofQ T , we make the following assumptions. 
Moreover,
Moreover, assume that there exists ǫ > 0 such that
Finally, for q ∈ {1, 2}, defining A = {α|∃(η, ϑ) s.t. (η, ϑ, α) ∈ Θ}, we assume the existence ofw such that for any α ∈ A, for any t ≥ 0, w(t; α) ≤w(t), and
Condition (24) is satisfied for the exponential decay function under the conditions stated above for α. For suitable choice of a compact parameter space for the power law decay function, a two parameter family of decay functions, the condition is also satisfied without placing undue restrictions on the parameter space.
Lemma 2. Condition 5 is satisfied for the exponential kernel case (dim(Θ) = 3) and for stationary marks satisfying (23).
Proof. The proof follows exactly the same path as that of Lemma 1, replacing the fourth order moment condition on G(x) by the local uniform condition (23).
Before we state the main result of this section, we define
where we recall that I ψ (ν * ) was defined in (17) and corresponds to the Fisher information matrix associated to ψ, at point ψ = 0, under the null hypothesis. We prove that such a limit exists in Appendix B (Lemma 4). We can now state the following theorem.
Theorem 2. Assume Conditions 1,2,3,4 and 5. Under H
The proof is in Appendix C.
Conclusions and Future Extensions
In this paper we have derived the asymptotic distribution of the score test proposed for determining if marks have an impact on the intensity of a single Hawkes process. Quite general boost functions can be formulated in this setting. We prove that the asymptotic distribution under the null hypothesis that there is no impact of the proposed marks on the intensity process is the usual chi-squared distribution with degrees of freedom equal to the number of parameters specified for the marks boost function. These asymptotic results rely heavily on the large sample results for quasi-likelihood estimation of multivariate unmarked Hawked process considered in Clinet and Yoshida (2017) . In addition to their assumptions on the null hypothesis model specification and parameters, because the score test involves functions of the marks, one additional assumption (Condition 3) is required, and this is shown to hold in the exponential decay case (see Lemma 1). The marks process can be quite general and includes marks obtained from observations on a continuous time vector valued process in which there is serial dependence as well as dependence between components of the mark vector. The main requirement is that the marks have finite fourth moment.
For local power computations, we have also derived the non-central chisquared limiting distribution for the score test statistic under a sequence of local alternatives with the boost parameter converging to the null hypothesis value at rate T −1/2 . Establishing consistency of the score test requires a proof that the power tends to unity for any value of ψ = 0. However, establishing this rigorously requires proving the ergodicity of the point process along with substantial extensions to existing asymptotic theory for likelihood estimation in marked Hawkes processes. The main technical challenge for establishing this is showing that the asymptotic score w.r.t. φ is non-degenerate. Here a major difficulty arises because the existence of multiple stationary values in the limiting likelihood function of (θ, φ) when ψ = 0 cannot be ruled out easily.
Crucial to establishing the conditions required for the results of Clinet and Yoshida (2017) as well as our additional Condition 3 is the Markovian nature of the Hawkes intensity process with an exponential decay function. Extension to decay functions which are linear combinations of exponential kernels retain the Markov property and so extension of above results should be straightforward. For other kernels, such as the power law decay function, the Markov property does not hold and hence extension of our results would require substantial and fundamental theory to extend known results in the literature firstly in the unmarked Hawkes processes and secondly in the marked case. Because Clinet and Yoshida (2017) also establish the required asymptotic theory of likelihood estimation for a multivariate unmarked Hawkes process and because the form of the score statistic for a marked multivariate Hawkes process is of the same basic form as for the univariate Hawkes process the results of this paper should readily extend to the multivariate case and could be the topic of future research.
A Proof of Lemma 1
For any c ∈ R r we denote the linear combinations G c (X) = c T G(X) and similarly forĜ c (X). We use the notation N 0 g for the point process generated under H 0 . This point process has event intensity identical to that of N defined in (4). Marks are observed at the event times of this process but do not impact the intensity of it. For the exponential decay specification, since dim(Θ) = 3, we need to show Condition 3 for p = 4.
Notice that only the derivatives with respect to ϑ and α are required. These derivatives are linear combinations of terms of the form
for i = 0, 1, 2 and k = 0, 1, and with w(t − s; α) = e −α(t−s) . Since Θ is bounded, we consider the integrals which are finite combinations of terms of the form
for i = 0, 1, 2, and where 0 < α = inf{α|∃(η, ϑ), (η, α, ϑ) ∈ Θ}. Therefore, we need to show to conclude the proof that
for some finite constant C and where the compensator of N 0 g (ds×dx) is λ(s; θ * )F s (dx)ds where F s (dx) is the conditional distribution of y s with respect to F y s− . First define the probability measure µ(ds) = (
, and apply Jensen's inequality to the second term to get
Where we have used the independence of y and N 0 g , the fact that (Clinet and Yoshida, 2017, Lemma A.5) . Consider now the first expected value. Using Davis-Burkholder-Gundy inequality we have arguing similarly to (Clinet and Yoshida, 2017, Lemma A.2) , for some constant C < ∞ not necessarily the same as above,
Similarly to the previous argument the second term is uniformly bounded because sup
by (Clinet and Yoshida, 2017, Lemma A.5 ) and
where we have used the independence of y and N g . Now, E|G c (y s )| 4 < ∞ and, once more by (Clinet and Yoshida, 2017, Lemma A.5) we have
which completes the proof.
B Proof of Theorem 1
Define, for any fixed c,
This notation is used repeatedly in the proof of the theorem as well as the lemmas used. The proof follows somewhat closely that of Clinet and Yoshida (2017) . We first consider the normalized process corresponding to (16) and for any non zero vector of constants c ∈ R r define the process in u ∈ [0, 1]
Note that S
Similarly to Clinet and Yoshida (2017) , we establish a functional CLT when T → ∞.
The proof of this theorem proceeds via several lemmas. Convergence throughout is with T → ∞. The first lemma is concerned with the ergodic properties of U (t; θ, φ) defined in (25) when φ = φ * , is fixed at the true value in which case we further abbreviate notation to U (t; θ) = U (t; θ, φ * ).
Lemma 3. There exists a stationary Hawkes point process N ∞ on the original probability space (Ω, F , P), adapted to F t and defined on R such that: 
Then, the joint process (λ ∞ , U ∞ (.; θ * )) is stationary ergodic. Finally we have the convergence
Proof. The existence of N ∞ along with properties (i) and (ii) are direct consequences of the independence of N and y, along with Proposition 4.4 (i) from Clinet and Yoshida (2017) . Next, since y is ergodic by assumption, the process of jumps N ∞ is stationary ergodic by assumption, and since both processes are independent from each other, the joint process (N ∞ , y) is stationary ergodic as well. Since for any t ∈ R, (λ ∞ (t), U ∞ (t, θ * )) admits a stationary representation and given the form of (λ ∞ (t), U ∞ (t, θ * )) t∈R , we can deduce that they are also ergodic by Lemma 10.5 from Kallenberg (2006) . Finally, we show (27). We first deal with the convergence of f (t) := E|λ(t, θ * ) − λ ∞ (t)| to 0. Defining r(t) = E (−∞,0] w(t − s; α * )λ ∞ (s)ds, and following the same reasoning as for the proof of Proposition 4.4 (iii) in Clinet and Yoshida (2017) , some algebraic manipulations easily lead to the inequality
where for two functions a and b, and t ∈ R + , a * b(t) = t 0 a(t−s)b(s)ds whenever the integral is well-defined. Iterating the above equation, we get for any n ∈ N
Using the fact that w(.; α * ) = 1, ϑ * < 1 and using Young's convolution inequality we easily deduce that the second term tends to 0 as n tends to infinity, so that f is dominated by R * r where R := +∞ k=0 ϑ * k w(.; α * ) * k . Note that R is finite and integrable since +∞ 0 R(s)ds ≤ 1/(1 − ϑ). We first prove that r(t) → 0. To do so, note that r(t) = E [λ
R(s)r(t − s)ds, and R(s)r(t − s) is dominated by sup u∈R+ r(u)R(s) which is integrable, we conclude by the dominated convergence theorem that f (t) ≤ R * r(t) → 0. Finally, we prove that g(t) := E|U (t;
process for s ∈ R and under the null hypothesis. We have
again, by application of the dominated convergence theorem that g(t) → 0.
where W is standard Brownian motion (and convergence is in the Skorokhod space D([0, 1])) and Ω is a positive definite matrix.
Proof. Similarly to (Clinet and Yoshida, 2017 , proof of Lemma 3.13) we first show that
converges in probability to uc T Ωc. Introducing λ ∞ , U ∞ as in Lemma 3, we need to show that 1
Using the boundedness of λ(t; θ * ) −1 and λ ∞ (t) −1 , we have the domination
for some constant K > 0. By Lemma 3, we thus have A t → P 0. Moreover, since by Condition 3, U (t; θ * , φ * ) and U ∞ (t; θ * ) are L 2+ǫ bounded for some ǫ > 0, and λ(t; θ * ) and λ ∞ (t) are L p bounded for any p > 1, we deduce that E|A t | → 0.
This, in turn, easily implies that E|T −1 uT 0 A t dt| → 0, and thus we get (28). By the ergodicity property of Lemma 3, we also have
, which proves our claim. Next, for Lindeberg's condition, for any a > 0, similarly to Clinet and Yoshida (2017) 
where we have used Condition 3 along with the boundedness of λ(t; θ * ) −1 . As in Clinet and Yoshida (2017) , application of (Jacod and Shiryaev, 2013, 3.24 chapter VIII) gives the required functional CLT.
Consider the first term in (29). Recall thatĜ c (X) − G c (X) =μ H − µ H , we have U (t;θ T ,φ T ) − U (t;θ T , φ * ) = c T ∂ ψ λ g (t;θ T ,φ T , 0) − c T ∂ ψ λ g (t;θ T , φ * , 0) w(t − s;α T )N (ds){N (dt) − λ(t;θ T )dt} is precisely the same as the derivative of the nonboosted likelihood w.r.t. the branching ratio parameter ϑ and it converges in distribution to a normal random variable directly from (Clinet and Yoshida, 2017, Proof of Theorem 3.11) . Hence the first term in (29) converges to zero in probability.
Consider the second term in (29) which is written as
λ(t;θ T ) −1 U (t;θ T )N (dt) − ∂ θ U (t;θ T )dt √ T (θ T − θ * ) using a first order Taylor series expansion whereθ T ∈ [θ * ,θ T ]. By the central limit theorem in Clinet and Yoshida (2017) √ T (θ T − θ * ) is asymptotically normal. We show that the term multiplying this converges to zero in probability using a similar argument as to that in (Clinet and Yoshida, 2017, Proof of Lemma 3.12) . Now, at any θ we have 1 T 
C Proof of Theorem 2
We have divided the proof of Theorem 2 into a series of Lemmas. Before we derive the asymptotic distribution of the score statistic we need some definitions. For the sake of simplicity, we will use the notation λ T (.; θ) := λ T g (.; θ, φ, 0) (which is independent of φ ∈ Φ). By Proposition 1, we may assume the existence of an unmarked Hawkes process N (0) generated by the same measureN g on R 2 × X as the sequence of processes N We first show that in the sense of (30) and ( 
Proof. We prove our claim in three steps.
Step 1. Letting δ T (t) = E|λ Proof. First, as for Lemma 9, note that by application of Lemma 7, Lemma 8, and following the same path as for the proof of Lemma 6, we have
By (30), (31), the boundedness of moments of λ T g and its derivatives and Hölder's inequality we get
and by Lemma 6, the right-hand side converges in probability to Ω.
