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Abstract
The current Internet consists o f  a large collection o f  Autonomous Systems (ASes) or domains, 
each being a network or group o f  networks managed by a single authority such as an Internet 
Service Provider (ISP) or a commercial enteiprise. These ASes employ their own network 
policies and routing protocols. In order to support all the Internet traffic caused by everyday 
applications such as peer-to-peer content downloading, multimedia streaming, voice over IP, 
online gaming, video conferencing, etc., network providers seek to optimise their network 
resource usage in an efficient manner utilising Traffic Engineering (TE) techniques. These 
techniques control traffic routing so as to optimise operational IP network performance and can be 
classified into intra-AS and inter-AS. Network providers use intra-AS TE techniques to control 
traffic routing within their network to achieve objectives such as load balancing and/or 
minimising resource consumption. On the other hand, they use inter-AS TE techniques to control 
inbound and outbound traffic to achieve load balancing over inter-AS resources and/or minimise 
peering costs.
Unfortunately, due to a variety o f  events such as malicious attacks, misconfiguration, router CPU 
overload, interface failure and accidental damage, various failures, and in particular link failures, 
occur as part o f  daily network operations. Research has revealed that both single intra- and inter- 
AS link failure are common events and transient in nature. The potential impact o f  a link failure 
can be delay, packet discard, service disruption and severe congestion due to the shifting o f  an 
excessive amount o f  traffic to alternative paths that are already highly utilised. Given the short­
lived nature o f  transient failures, network operators may not have sufficient time to re-configure 
their networks before the failure is restored, resulting to the detrimental failure impact. In order to 
manage this situation, in this thesis we propose proactive network provisioning approaches that 
predict the impact o f  transient link failures and implement remedial solutions to alleviate the 
detrimental failure impact. The contributions o f  our thesis are as follows:
• Improving intra-AS prim ary path robustness. Routing traffic flows through high 
availability network segments results in minimising their path failure probability and also in 
reducing the amount o f  backup resources required to protect these primary paths. We 
therefore propose a heuristic algorithm with four link cost functions that take link availability 
into account to improve primary path availability in MPLS networks while optimising 
network resources.
• Making inter-AS outbound TE robust to inter-AS link failure for long-term and short­
term network provisioning. Transient inter-AS link failures are as common as intra-AS link
ii
failures and can have similar detrimental consequences. We therefore propose an IP 
tunnelling approach that can provide fast rerouting and also an algorithm that provides 
primary and secondary egress points to achieve load balancing under both no failure and also 
single inter-AS link failure states for long-term network provisioning. We solve this algorithm 
using a tabu search heuristic. Additionally, network conditions such as traffic variations and 
destination prefix reachability change, these events may make the long-term outbound TE 
solutions inaccurate. We therefore propose a short-term network provisioning framework that 
provides inter-AS outbound robust TE solutions considering the network dynamics.
• M aking both intra-AS and inter-AS outbound TE robust to intra- or inter-AS link 
failure. Due to the common and transient nature o f  both intra- and inter-AS link failures, 
there are significant interactions between them. As a result, the overall network performance 
may not be truly robust to intra- and inter-AS link failures i f  they are considered separately. 
W e therefore propose a joint robust TE approach that balances the intra- and inter-AS load 
balancing under intra- or inter-AS link failure taking into account their interactions.
In summary, in this thesis we aim to propose robust approaches for both intra-AS and inter-AS 
outbound TE so as to optimise IP operational network performance under both normal and also 
failure conditions.
Key words: Survivability, Robust Traffic Engineering, Intra- and Inter-AS Link Failure, Fast 
Recovery.
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Chapter 1
1 Introduction
1.1 Background and Motivation
The current Internet consists of a large collection of Autonomous Systems (ASes) or domains, 
each being a network or group o f networks managed by a single authority. These ASes employ 
their own network policies and routing protocols. There are two types of business relationships 
between different types of ASes: customer-provider and peering. Customer-provider relationships 
involve one AS (the customer) paying another (the provider) in exchange for carrying its traffic to 
and from external destination prefixes (i.e. blocks of IP addresses that belong to other ASes) or in 
other words providing a transit service. In peering relationships, two ASes agree to trade traffic to 
various destinations at no cost. In fact, smaller types o f ASes (e.g., universities, small enterprises, 
etc.) typically purchase Internet connectivity from larger types o f ASes such as regional ISPs who 
in turn purchase connectivity from larger ISPs. Larger ISPs typically find that it is more cost- 
effective to directly exchange traffic to (some or all of) one another's customers in a peering 
relationship, rather than paying to send the traffic through one or more provider ASes.
The delivery of traffic flows depend on routing protocols running within and across ASes. The 
routers within an AS run an internal routing protocol called an Interior Gateway Protocol (IGP) 
that allows them to discover routes to other destinations within the same AS, including the AS’s 
border routers- those routers that connect to neighbouring ASes. Examples o f IGPs are Open 
Shortest Paths First (OSPF) [Moy98] and Intermediate System-Intermediate System (IS-IS) 
[Oran90]. These are link state routing protocols where each link is assigned an administrative IGP 
weight. These weights can be configured to achieve IP performance objectives such as load 
balancing. Neighbouring ASes exchange routing reachability information using the de-facto inter- 
AS routing protocol, the Border Gateway Protocol (BGP) [Rekh06], with each advertised route 
consisting of an AS path vector and other attributes. A router combines the BGP and IGP 
information to determine the forwarding path to the destination.
ISPs require efficient network provisioning approaches in order to support all the Internet traffic 
such as peer-to-peer content downloading, multimedia streaming, voice over IP, online gaming 
and video conferencing. Efficient network provisioning is an essential part of network 
management, and aims to assign the estimated or measured traffic flows to the physical network
1
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resources so that the usage o f the resources is optimised. ISPs optimise their network resource 
usage in an efficient manner utilising Traffic Engineering (TE) techniques. These techniques 
control traffic routing so as to optimise operational IP network performance. TE techniques can be 
classified into intra-AS and inter-AS. Network providers use intra-AS TE techniques to control 
routing o f traffic within their network to achieve objectives such as load balancing and/or 
minimising resource consumption. Intra-AS TE techniques can be enforced by adjusting IGP 
weights or establishing Label Switched Paths (LSPs) through Multi-Protocol Label Switching 
(MPLS). On the other hand, network providers use inter-AS TE techniques to control inbound and 
outbound traffic (i.e. traffic that enters and exits their domain respectively) to achieve load 
balancing over inter-AS resources and/or minimise peering costs. Network providers have more 
control over outbound traffic than inbound [Quoi03]. More specifically, they can control traffic 
exiting their domain by assigning the traffic to the ‘best’ egress points that forward the traffic to 
adjacent ASes. This is called inter-AS outbound TE. Inter-AS TE techniques can be enforced by 
adjusting BGP policies.
In this thesis we aim at both intra-AS TE and inter-AS outbound TE performance optimisation in 
the presence o f transient link failures. In the following sections we explain frequency and causes 
o f transient link failures and define survivability against failures in more detail.
1.1.1 Transient Link Failures in Operational Networks
Unfortunately, due to a variety of events such as malicious attacks, misconfiguration and 
accidental damage, various failures, and in particular link failures, occur as part o f daily network 
operations [Nucc03, Mark04], These problems are typically caused by: (i) physical failures such 
as link fiber cuts or equipment failure, or (ii) logical failures such as router CPU overload, 
interface failure, operating system problems or planned maintenance. Recent intra- and inter-AS 
studies based on real operational networks [Mark04, Bona07] have revealed that logical intra- and 
inter-AS link failures are common events and are usually transient in nature, by which is meant 
that the duration o f failures often lasts less than a few minutes. For instance, based on the 
examination of inter-POP (i.e. Point-of-Presence) link failures over a 4 month period in an 
operational network [Mark04], 80% o f the failures lasted less than 10 minutes and 50% of them 
lasted even less than a minute. In addition, more than 70% of these transient failures were single 
link failures. On the other hand, recent inter-AS studies based on real operational networks 
[Bona07] revealed that for 9452 eBGP peering link failures in 3 months in a transit ISP, 82% of 
them lasted for no more than 3 minutes.
Although the failure duration is usually very short, its impact on the existing traffic can be 
devastating if the network is not appropriately managed to cope with it. The potential 
consequences of a link failure are severe congestion, packet discard and service disruption,
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possibly due to routing protocol convergence problems or the shifting o f an excessive amount of 
traffic to alternative paths that are already highly utilised.
Given the short-lived nature of transient failures, network operators may not have sufficient time 
to re-configure their networks before the failure is restored, resulting in detrimental failure impact. 
In order to manage this situation, proactive network provisioning approaches that predict the 
impact o f transient link failures and implement solutions under both normal network conditions 
and failure states are highly desirable. This is the focus of our thesis. Moreover, following 
[Bona07, Mark04] and many network survivability proposals [Kar03, Kodi02, Beje05, Srid05, 
Nucc03, Nucc07, Nord04] we also focus on “single link failures” in this thesis since these 
constitute the dominant class of failures. Considering “multiple link failures” require more 
intelligent optimisation methods that are considered as the future work.
1.1.2 Survivability and Robust Traffic Engineering
Given the common and transient characteristics o f intra and inter-AS link failures and their 
detrimental impact on network performance, merely considering TE under normal network 
conditions (i.e. absence of link failures) is not sufficient. Consequently, TE techniques should 
consider survivability approaches during network provisioning phases. Survivability is defined to 
be the capability o f the network to maintain service continuity in the presence of failures 
[Awdu02, Lai02]. The basic infrastructure o f a survivable network is a network that in addition to 
routing traffic flows along primary paths under normal (i.e. failure-free) conditions, upon a router 
or link failure diverts the affected traffic flows to pre-provisioned or on-demand provisioned 
backup paths. Survivable traffic engineered networks can be referred to as robust TE networks in 
the sense that failure conditions do not significantly impact their performance, Note that 
[Teix05b] defines a robust network as one that has low sensitivity to failures and/or traffic 
variations. However, in this thesis we only focus on robustness to failures. Examples of proposed 
approaches for robustness to traffic variation in intra- and inter-AS can be found in [Appl03, 
Mitr05] and [Ho06a] respectively.
We can define a robust traffic engineered AS as a domain that optimises its IP network 
performance under not only normal operating conditions but also failure conditions. Intra-AS 
robust TE that targets survivability provisioning for traffic within a domain has been extensively 
investigated in the existing literature. However, approaches are still being proposed to improve 
some of its aspects such as minimising backup path resource consumption, faster recovery time 
etc. either by enhancing the existing approaches or through new proposals. A part o f this thesis 
focuses on improving the intra-AS TE robustness by proposing a novel approach. Additionally, 
inter-AS outbound robust TE that targets survivability provisioning for traffic exiting a domain 
also plays a crucial role due to the fact that inter-AS resources are the frequent congestion points
3
Chapter 1. Introduction
[Bres03] and typically incur peering costs. However, this can be considered as a new research 
area that has received little attention. Consequently, we have considered it to be the major focus 
o f this thesis.
1.2 Thesis Contributions
As mentioned earlier, in this thesis we focus on developing robust TE approaches for both intra- 
AS and inter-AS outbound so as to optimise IP operational network perfonnance under both 
normal and failure conditions. Our proposed solutions to achieve these objectives constitute the 
core o f this thesis and are summarised as follows:
• Improving intra-AS primary path robustness in MPLS-based networks
Network elements such as routers and links might have different failure probabilities. Hence, 
instead of ensuring survivability through the conventional way o f backup path provisioning for 
primaiy paths, the latter can be routed through higher availability (i.e. lower failure probability) 
network segments. In this way we have not only increased the availability of primary paths but 
also we have reduced the resource allocation to backup paths, hr addition, by considering the 
failure impact such as recoveiy time and packet loss during primary path computation phase, we 
can engineer the primary paths for a less detrimental impact in the event of a failure. Therefore in 
Chapter 3, we propose an offline TE solution that takes into account the network component 
availability and failure impact parameters in order to provision a survivable network while 
optimising resource consumption and satisfying bandwidth requirements. This is the part of thesis 
that focuses on intra-AS robust TE.
• Making inter-AS outbound TE robust against inter-AS transient link failure for long-term 
network provisioning
Since inter-AS transient link failures are as common as intra-AS transient link failures and 
moreover as these are the frequent congestion points o f network, their failure can have detrimental 
consequences. For example, when an inter-AS link fails, BGP re-convergence takes place so that 
each node in the network re-selects an alternative egress point that bypasses the failed link, in 
accordance with the BGP route selection process. However, this re-convergence may introduce 
network instability such as transient forwarding loops and may also take long time to complete. 
These conditions could cause severe service disruptions to customer traffic. In addition, the failure 
of an inter-AS link may shift an excessive amount o f traffic to alternative egress points, which 
leads to congestion and hence packet discard. We therefore in Chapter 4 propose a long-term 
network provisioning approach that operates at the timescales of days to weeks and/or to months 
and consists of solutions to provide fast recovery of seivices dining transient inter-AS link 
failures and post-failure network load balancing.
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• Making inter-AS outbound TE robust against inter-AS transient link failure for short-term 
network provisioning under dynamic network condition changes
In practice, in addition to inter-AS transient link failures, other network conditions such as inter- 
AS traffic and destination prefix reachability may dynamically change. These conditions can 
make the fixed inter-AS outbound TE solutions of the long-term network provisioning inaccurate 
or even obsolete and subsequently cause some inter-AS links to become congested over time. 
Therefore, in Chapter 5 we propose an integrated network management framework that provides 
inter-AS outbound TE robustness under these dynamic network changes for short-term network 
provisioning that operates at the timescales of minutes to hours.
• Achieving joint intra-AS and outbound inter-AS robust TE
Since transient intra- and inter-AS link failures are both common, there are important interactions 
between failures at the two different parts o f the network, with one affecting the routing 
performance of the other. For instance, the hot potato routing changes due to an intra-AS link 
failure may disrupt and shift significant amounts o f inter-AS traffic to other egress points and 
change their intra-AS paths, causing congestion on the new serving egress points and also on the 
new intra-AS paths. This results to sub-optimal network performance. We therefore in Chapter 6 
investigate these interactions and propose joint optimisation of intra-AS and inter-AS outbound 
robust TE. More specifically, the task is to determine the best combination of BGP and IGP traffic 
engineering configurations so that its performance is robust to any single transient intra- or inter- 
AS link failure,
1.3 Thesis Structure
This thesis is organised as follows. Chapter 1 presents the background and motivation for our 
work and a basic description of our contributions. Chapter 2 includes a comprehensive literature 
review of relevant research works. Chapter 3 is dedicated to the proposed proactive intra-AS 
survivability provisioning scheme that improves the availability o f primary paths. Then, we 
present how to enhance the robustness o f inter-AS outbound TE against inter-AS link failure for 
long-term and short-term network provisioning in Chapters 4 and 5 respectively. In Chapter 6 we 
present our proposed joint intra- and inter-AS outbound robust TE scheme that takes both intra- 
and inter-AS interactions into account for overall performance optimisation. We finally conclude 
the thesis and point to potential future research work in Chapter 7.
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Chapter 2
2 Literature Review
2.1 Introduction
The Internet has seen tremendous growth in the past decade and has now become the critical 
information infrastructure for both personal and business applications. It is expected to be always 
available as it is essential to our daily commercial, social and cultural activities. Service 
disruption for even a short duration could be catastrophic in the world o f e-commerce, leading to 
significant financial and reputation damages o f a network service provider. In addition, many 
emerging services such as Voice over IP and virtual private networks for finance and other real­
time business applications require stringent service availability and reliability. However, as 
mentioned earlier in Section 1.1.1 failures are part of everyday network operation due to various 
causes such as maintenance, faulty interfaces, accidental fiber cuts and human errors. Moreover, it 
has been noted that most failures are transient. These failures can cause an excessive amount of 
traffic to be diverted to other parts o f the network leading to congestion, packet discard and 
service disruption. Hence, there is a growing demand for network survivability to ensure high 
service availability and reliability in spite o f transient link failure.
However, achieving a survivable network that can tolerate failures well generally requires 
significant investment. A major challenge is obtaining redundancy at a reasonable cost. By 
redundancy, we mean both the diversity o f physical connectivity and the over-provisioning of 
bandwidth to carry traffic originally passing through any failed equipment. Optical layer 
protection on a Synchronous Optical Networking (SONET) ring provides redundancy, but at a 
cost that limits its deployment [Giro03], IP networks rely also on IP routing to detect and reroute 
traffic around failures. However, IP rerouting still depends on available redundancy. With the cost 
of over-provisioning and, in particular, the expense o f obtaining rights of way to install alternative 
paths (e.g., along natural gas pipelines, highways or railways), many ISP networks face the 
challenge of adding redundancy in a cost-effective way to stay competitive in the highly 
competitive ISP market. As a result, it is essential for ISPs to consider the efficient optimisation 
of both intra- and inter-AS resources while implementing survivability mechanisms. Internet TE 
is a set of techniques that take care o f the resource optimisation process. In [Awdu02], TE is 
defined as large scale network engineering for dealing with IP network performance evaluation
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and optimisation. In other words, the nature of traffic engineering is to effectively optimise the 
traffic route so as to enhance network seivice capability. As a result, robust TE mechanisms are 
concerned with the objective of minimising the negative impact on traffic delivery in case of 
failures while avoiding sub-optimal resource utilisation.
The various survivability mechanisms found in the literature can be broadly divided into 
categories using as categorisation criteria the following: (a) the topological scope of the traffic 
they are targeted to, (b) the routing enforcement mechanism applied and (c) the timing of the 
alternative/backup path provisioning.
First of all, survivability or robustness can be classified according to the scope o f the traffic they 
are targeting i.e. intra-AS and inter-AS. Intra-AS survivability focuses on how to deliver the traffic 
within the network to the destinations through backup paths in case of any network element 
failure that affects the primary traffic route; while inter-AS survivability focuses on how to 
deliver the traffic transiting the network destined to remote destination prefixes through backup 
paths in case o f any network element failure that affects the primary traffic route. Moreover, by 
considering TE in the survivability schemes, intra-AS robust TE focuses on routing optimisation 
of primary and backup paths for traffic flows within the network, while inter-AS robust TE 
focuses on routing optimisation of primary and backup paths for traffic flows transiting the 
network.
Secondly, according to the perspective o f routing enforcement, survivability can be divided into 
IP-based and MPLS-based. IP-based networks are intrinsically robust. Survivability provisioning 
in these networks is based on path re-computation through IP routing protocols such as ISIS, 
OSPF and BGP. In fact, in case o f any network element failure, routing protocols automatically 
compute a backup path for traffic around the failure. However, in MPLS-based networks explicit 
provisioning of backup paths is required for traffic delivery in case of any network element 
failure.
Thirdly, according to the timing of the backup path provisioning survivability mechanisms can be 
divided into protection and restoration. Protection is a proactive approach that pre-computes 
backup paths to use upon failure detection. Whereas restoration is a reactive approach in which 
backup paths are computed upon detection of a failure.
This hierarchical classification is illustrated in Figure 2-1.
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Figure 2-1: Hierarchical Classification of Survivability Mechanisms
Moreover, based on the availability o f traffic demands in the phase of primary and backup path 
routing, TE survivability aspects can be divided to offline and online. In offline robust TE 
mechanisms, routing optimisation o f primary and backup paths is done in advance with prior 
knowledge o f all the traffic demands. In contrast, online robust TE mechanisms are based on on- 
demand routing optimisation of primary and backup paths without knowing any traffic demand in 
advance.
In summary, the objective of this chapter is to present a survey on survivability mechanisms 
according to our classification. Therefore the rest o f the chapter is organised as follows. In Section
2.2 we detail intra-AS survivability schemes which include both IP and MPLS-based routing 
enforcement mechanisms together with their traffic engineering issues and accordingly their 
different methods o f restoration and protection. Then in Section 2.3 we move on to inter-AS 
survivability schemes with details of BGP route selection, convergence problems and proposed 
outbound TE mechanisms. Finally, we summarise this chapter in Section 2.4.
2.2 Intra-AS Survivability
Intra-AS survivability mechanisms that aim at primary and backup path provisioning can be 
divided into IP-based and MPLS-based approaches.
In both approaches, in the event o f a link or router failure, a survivable network is required to go 
through a procedure called recovery cycle. The different phases of this cycle are shown in Figure
2-2 [Shar03] and are explained as follows.
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Figure 2-2: Recovery Cycle
1. Failure detection phase: the period of time required for fault detection (from lower layers 
failure notification or Hello-based mechanisms). Lower layers, e.g. the optical and SONET/SDH 
layers can provide very fast link failure detection (on the orders o f tens of milliseconds). The 
Hello-based mechanism relies on the principle of sending a periodic hello messages between two 
neighbours. When one of the routers stops receiving hello messages for a configurable period, it 
concludes that a failure o f the link between them or the neighbour itself has failed. This method is 
usually slower than the lower layer, since the frequency o f hello messages cannot be increased 
without non-negligible impact on the router CPU.
2. Hold off phase: the waiting time before triggering the fault recovery process in case lower 
layers can overcome the fault faster. For instance, consider the case o f an IP-over-DWDM 
network in which some recovery mechanisms are also available at the optical layer. If the failure 
still exists after the hold-off time, the recovery cycle continues to the next phase otherwise the 
recovery is complete.
3. Failure notification phase: the period of time required for the routers adjacent to the failure to 
send a Failure Identification Signal (FIS, any message sent to indicate that failure has occurred or 
cause a recovery action) to other routers.
4. Recovery operation phase: the period o f time that involves a set o f recovery actions such as 
backup path computation to take place.
5. Traffic recovery phase: the period o f time between the last recovery action and the time the 
traffic is completely recovered. This time may depend on the propagation delay along the 
recovery path, the location of the failure and the recovery scheme used.
Note that, the term recoveiy time is in fact the period of time that the network goes through the 
recovery cycle. Also, packet loss is defined as the total number of packets lost during the recovery
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time. Since packet loss depends on the recovery time, a longer recovery time leads to more packet 
loss. Therefore, in order to reduce the failure impact of packet loss, minimising the recovery time 
is the major factor.
IP-based and MPLS-based approaches have been extensively studied in the literature. Some of 
them focus on only the fast recovery of affected traffic flows, some focus on primary and backup 
path resource optimisation aspects while some consider a combination of these objectives. In the 
following sections we describe a summary of these approaches.
2.2.1 IP-based Survivability
In an IP-based network, the popular IGP link-state routing protocols such as OSPF and ISIS 
provide all the routers within an AS with a complete view of its topology via flooding Link State 
Advertisements (LSAs). The network operator assigns a weight to each link, and the cost o f a path 
is measured as the sum of the weights of all links along the path. A router forwards traffic towards 
another router along the minimum cost path which is computed using Dijkstra’s shortest path first 
(SPF) algorithm. If there are multiple minimum cost paths between a pair of routers, then 
OSPF/ISIS allows traffic to be split evenly among these paths. This capability of OSPF/ISIS is 
referred to Equal Cost Multi Path (ECMP), This multipath approach was first adopted and 
analyzed in the Netscope TE tool [FeldOO]. Important work on TE in IP-based networks focuses 
on optimising link weights, so that traffic is well distributed across the network. Notable work in 
this area are [Eric02, FortOO, Fort02a, Fort02b]. However, the resulting optimisation problems are 
NP-hard i.e. they are computationally intractable, forcing the use of heuristics such as Tabu 
Search (TS), or evolutionary algorithms (Genetic Algorithms (GA)) etc.
In the event of a link or router failure in an IP-based network, the network automatically goes 
through the recovery cycle explained in the previous section. The recovery cycle in IP-based 
networks is in fact, the IGP routing convergence procedure that adjusts failure notification and 
recoveiy operation phases as follows. In the failure notification phase, the FIS is a new LSA sent 
(i.e. flooded) by the routers adjacent to the failure throughout the whole network. Also the 
recoveiy operation phase in IP-based networks is the time required for the routers to compute a 
new next hop around the failure and update the routing table. Thus, in this case this phase can be 
called Routing table computation and update phase.
The automatic recovery cycle o f IP-based networks which can be classified as a restoration 
approach is not guaranteed to be sufficiently fast or resource efficient. As a result, many 
approaches have been proposed to improve the drawbacks of the IP restoration approach. In 
addition several protection mechanisms that can avoid the slow restoration process have also been 
proposed. In the following sections we detail these proposals.
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2.2.1.1 Restoration
IP restoration is a reactive method that can be explained as follows: when a router or a link fails, it 
is detected by its adjacent routers and broadcast to all the routers in the network by LSAs. Upon 
reception of the failure notification routers in the network re-compute their minimum cost paths to 
all other routers and update their routing tables. Depending upon the detection mechanism, size of 
the network, router architecture and processor speeds, the failure detection, notification, new path 
calculation and routing table update may take anywhere from a few milliseconds to several 
hundred seconds [AlaeOO]. During this routing convergence phase packets may be caught in 
foiwarding loops, which may cause them to be delayed, received out of order, and ultimately lost. 
However, many emerging services, such as voice over IP (VoIP), require stringent service 
availability and reliability that this conventional restoration mechanism is unable to provide. 
Moreover, the current practice of link weight setting that is recommended by vendors, i.e. setting 
link weights inversely proportional to their link capacity, and also other proposals [Eric02, 
FortOO] that only consider normal operating condition of the network during link weight 
optimisation may not allow efficient resource optimisation of IP network (i.e. lead to inefficient 
TE) under failure conditions. For instance, traffic routed through the failed link may be re-routed 
through congested paths resulting in additional delay, overloading links and resulting in packet 
loss, while there exist other links in the network that are lightly utilised. Therefore, slow recovery 
and inefficient resource optimisation are the two main drawbacks o f the conventional IP 
restoration approach which are tackled in the following sections.
2.2.1.1.1 Fast Recovery
Driven by customer demands for predictable performance, a considerable effort has been 
dedicated to reduce the IGP convergence time by modifying certain parameters of OSPF/ISIS 
routing protocols such as failure detection, notification and shortest path recalculation. The 
detection time has been improved by speeding up Hello exchanges for fast failure detection 
[AlaeOO]. Studies have showed that there is a lower limit for this hello message interval, otherwise 
it may result in network instabilities [BasuOl], in particular, in the case of frequent transient link 
failures. The detection time can also be improved by either using physical layer detection methods 
such as SONET loss of signal [Vass04] or using an independent detection protocol, for example 
Bidirectional Failure Detection protocol (BFD) [Katz07], The notification time can be reduced by 
improving the effectiveness o f routing information dissemination, either by reducing the amount 
of updates in stable periods [Esna05] or prioritising the update messages [Chou05, ShaiOO]. Also 
the speed of calculating new shortest path trees has been improved by using an incremental 
algorithm using the old trees as input to the new calculation [NarvOl], [Fran05] shows that with 
the current router technology sub-second IGP convergence can be provided without any
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compromise on stability. However, proactive approaches explained later are developed to achieve 
sub-millisecond recovery required for the new real-time applications.
2.2.1.1.2 Traffic Engineered Recovery
Driven by the concern of ISPs for resource optimisation, efforts have been directed to robust TE 
approaches that aim at routing optimisation of traffic flows within the network both under no 
failure and also under failure scenarios. More specifically, the objective of these approaches is to 
minimise the maximum/average link utilisation so as to improve the QoS and reduce queuing 
delays, jitter and packet loss under both normal and failure conditions. In this category of 
proposals, link weight optimisation methods are proposed so that both under normal state and also 
failure states traffic flows are evenly distributed in the network and hence resources are utilised 
efficiently. Two distinct approaches namely link weight set re-computation and link weight set 
pre-computation have been proposed in this category. The re-computation approach changes link 
weights on-demand i.e. on the occurrence of a failure, while the pre-computation approach 
chooses in advance one set of link weights that work well in the presence or absence o f a single­
link failure. Note that these link weight optimisation proposals do not impose any changes to 
routers or protocols. These proposals are explained in more detail below.
• Link Weight Set Re-computation: [Fort02a] aim at dynamic link weight optimisation in a 
network with changing states (due to link failures, etc.), keeping in mind traffic demands so as 
to minimise congestion. The authors define a cost for each link based on its load and capacity, 
so that a link has increasing cost as its load approaches its capacity. In other words, as a link 
gets increasingly loaded, it becomes less suitable for carrying more traffic for the routing 
algorithm. To handle single link failures, the authors propose a tabu search heuristic to change 
as few link weights as possible to transition to a state of lower congestion. In fact, the goal is 
to change link weights after a failure so that the new shortest paths found after flooding would 
not be congested. They evaluated their approach on a U.S. nationwide backbone topology and 
found that they can obtain results within 10% of the performance o f the optimal link weight 
assignment for that network state by at most three link weight changes.
• Link Weight Set Pre-computation: Several proposals such as [Fort03, Nucc03, Nucc07, 
SridOS, Yuan03] aim at static link weight optimisation to find one set o f link weights that 
minimises the congestion both under the normal operating condition and also any transient 
single link failures. These proposals use local search, tabu search approaches and pareto- 
optimal solutions to find a robust o f link weights. However, the computational complexity of 
an algorithm that attempts to find one set of link weights that is robust against every single 
link failure increases significantly as the number o f links in the network gets larger. In order 
to reduce such complexity, [Fort03, Srid05] further suggested performing robust TE
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optimisation only on the critical links that have a significant impact on the overall 
performance.
Comparison: The two approaches are classified as restoration approaches since they both need to 
re-compute the routing table upon receiving the failure notification, in other words the backup 
paths are computed after failure. However, the link weight set re-computation approach in fact re­
calculates the best link weight setting for that specific failure scenario and re-configures them, 
while the link weight set pre-computation approach does not need this procedure due to the a 
priori optimisation of link weights considering all or critical failure scenarios. As a result, the pre- 
computation approach has the obvious advantage over the re-computation approach that link 
weight changes are not necessaiy when a failure occurs. In fact the re-computation approach may 
not be a very practical solution for two reasons. First, due to the transient nature of failures, there 
would be insufficient time for operators to re-compute the best post-failure TE configuration and 
implement it before the failed link is restored. Second, eveiy link weight change triggers IGP 
convergence where the new link weight will have to be flooded to every router in the network, 
and every router will have to re-compute the shortest path to eveiy other router (i.e. re-compute its 
routing table). This can lead to temporary forwarding loops, creating considerable instability and 
aggravating the situation already created by the link failure. Table 2-1 summarises and compares 
these two approaches.
IP robust 
TE approach
Backup
path
calculation
Post failure 
link weight 
optimisation
Number of 
link weight 
sets
Computational
complexity
Triggering IGP 
convergence
Link Weight Set 
Re-computation 
[Fort02]
Restoration
(Reactive)
Yes
Several sets
(depends on 
the failure 
scenario 
numbers)
Low
Due to failure
Due to link 
weight 
reconfiguration
Link Weight Set
Pre-computation
[Fort03][Nucc03]
[Srid05][Yuan03]
Restoration
(Reactive)
No One set High Only due to failure
Table 2-1: Comparison of IP-based Robust TE Mechanisms under Restoration Category
2.2.1.2 Protection
In contrast to the restoration approaches that are reactive and global in the sense that they involve 
all the routers in the domain, the protection approaches are proactive and local. In other words, 
the basic idea of the protection approaches is that the router that initially detects the failure diverts 
the incoming traffic immediately to a pre-computed alternative next-hop/path towards the 
destination, while suppressing the notification of failure throughout the network. Since protection
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approaches do not need to wait for failure notification/flooding, re-computing shortest paths and 
updating routing tables, these approaches result into much faster recovery (i.e. in the range of 
milliseconds) compared to restoration approaches. There are currently two IETF initiatives for 
proactive recovery drawing considerable attention. One is IP Fast Reroute (IPFRR) [Atla07, 
Shan07] with approaches namely ECMP, Loop Free Alternative (LFA) paths and Multi-hop 
Repair paths. The main challenge of these mechanisms is to activate backup paths which avoid 
forwarding loops, called micro-loops, under node or link failures. Micro-loops arise from the 
inconsistency in routing tables that occur as a result of the difference in time taken by nodes to 
execute the recovery cycle. In fact, while a node closer to the failed component can quickly revise 
its routes to work around the failure, a node that is farther away will take a much longer time to 
react to the failure, and this leads to inconsistencies and micro-loops. Thus, to achieve fast reroute 
in 50ms or less, it is necessary to avoid all the micro-loops. The other IETF proposal is Multi- 
Topology Routing using Multiple Routing Configurations [Przy05, Psen07], In the following 
sections we explain these approaches in detail.
2.2.1.2.1 ECMP
As mentioned earlier, ECMP exists when a router can reach the destination by multiple paths of 
the same cost but traversing different links. For proactive recovery these alternate paths are pre­
computed and used to maintain connectivity when a link failure occurs. Figure 2-3 shows an 
example of this approach where the cost from the failure detecting node S via NI to the 
destination D is equal to the cost from S via N2 to D.
cost(S —> Nl,D)=cost(S -> N2,D) (2.1)
Primary Path 
—► Backup Path
Figure 2-3: ECMP Scenario
An example of this approach is [Isel04] which uses ECMP together with a limited number of 
MPLS paths to achieve fast proactive recovery.
2.2.1.2.2 Loop Free Alternate paths
The Loop Free Alternative approach [Atla07] provides alternative paths that are longer than the 
primary path, but still provide loop-free routing to the destination. According to Figure 2-4, such a 
path exists when a direct neighbour N2 of the detecting node S has a path to the destination which
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can be guaranteed to not traverse the failure and its cost to the destination D satisfies the 
following condition:
cost(N2,D)<cost(N2,S) +cost(S,D) (2.2)
Figure 2-4: Loop Free Alternative Scenario
2.2.1.2.3 Multi-hop Repair Paths
In the failure scenarios where there is no loop-free backup next hop, the recovery is achieved by 
multi-hop repair paths, i.e. there is a router more than one hop away that can provide a loop-free 
path to the destination. This approach can be achieved in the three following ways:
• U-Turn Alternative [Atla07]: in this approach the detecting router S uses a neighbour N 
whose primary next hop to the destination is the detecting router S and also itself has a loop 
free alternative node that does not go through S. The U-tum traffic is required to either be 
explicitly marked or implicitly detected. Thus, if N receives U-Turn traffic from its primary 
next-hop neighbour S, it recognises the traffic and instead of forwarding it back to S, it 
forwards the traffic to its LFA path. Thus, this mechanism allows S to redirect its traffic to 
join the shortest path at its neighbour's neighbour. The main drawback of this approach is that 
it requires the marking of the U-Tum packets and an increased computational complexity as 
compared to LFA approach.
• Multi-hop Tunnelling [Brya07a]: in this approach a tunnel is used to carry traffic to a router,
called the tunnel endpoint, where LFA paths to the destination router exist, using normal
forwarding. All packets are encapsulated by the detecting router S and routed towards the 
tunnel endpoint. The tunnel endpoint decapsulates the packets and forwards them according 
to its shortest path table towards the destination.
• Multi-hop Tunnelling using Notvia address [Brya07b]: in this approach a special address
called the Notvia address is attached to each protected component. A packet addressed to a
Notvia address must be delivered to the router advertising that address and not via the 
protected component which is the neighbouring router on the interface to which that address 
is assigned. To repair a failure, the repairing router encapsulates the packet to a Notvia 
address of the router interface on the far side of the failure. The routers on the repair path then
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know to which router they must deliver the packet, and which network component they must 
avoid. Therefore this technique requires good cooperation among all the routers. An example 
o f this approach is illustrated in Figure 2-5. Assume that S has a packet for destination D that 
it would normally send via P and B, and that S suspects that P has failed. S encapsulates the 
packet to Bp, the interface of B that connects to P. The path from S to Bp is the shortest path 
from S to B, not going via P. If the network contains a path from S to B that does not use 
router P, then the packet will be successfully delivered to B. When the packet addressed to Bp 
arrives at B, B removes the encapsulation and forwards the repaired packet towards its final 
destination.
Figure 2-5: Multi-hop Tunnelling using Notvia Address
Research studies [Gjok07, Hans06, Raj07] have shown that not all failure scenarios can be 
covered by ECMP, LFA paths and U-Turns. Only large topologies with a high degree of 
connectivity could reach high numbers of coverage. Tunnelling seems to reach higher coverage 
but still not 100%. Therefore one alternative to achieve full failure coverage is to apply a 
combination of all these approaches. However, from the management point of view this 
alternative provides a mix o f relatively complex mechanisms to implement and configure. On the 
other hand tunnelling using Notvia address is the only mechanism that stand-alone can provide 
full coverage. Therefore in order to avoid management complexity the best approach maybe to 
use Notvia tunnelling only.
Note that the proposals mentioned in this section are limited to guaranteeing loop-free 
connectivity after a link or router failure and do not take into account post failure TE objectives 
such as load balancing.
2.2.1.2.4 Multi-topology Routing using Multiple Configuration Routing
The Multi Topology (MT) routing extension of routing protocols M-ISIS [Przy05] and MT-OSPF 
[Psen07] provides several IP routing topologies or Multiple Routing Configurations (MRC) 
within one network. MRC can provide a proactive recovery, based on maintaining a small set of 
backup network configurations in the routers, which are used to reroute traffic locally in case of a 
failure. In the backup configurations some links are given a weight much higher than the normal 
maximal link weight used in the network, thus restricting the routing in parts of the network. The
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local rerouting performed in MRC guarantees that a valid routing exists between any pair of nodes 
in an arbitrary biconnected network after a single link or router failure.
The MRC recovery scheme works as follows: MT routing provides n different routing 
configurations denoted by R in a network that are characterised by their unique MT-ID denoted 
by MT-ID-i with l< i< n . Packets are forwarded according to a routing configuration Rj and if a 
link or router failure occurs in Rh the MT-ID of the affected traffic is changed locally by the 
router that detects the failure. For that purpose, the routing tables are enhanced by a backup 
routing scheme such that new MT-ID can be looked up and inserted into the packet header. The 
packet is then forwarded according to the routing table of the new MT-ID.
[Kval07] is a notable work in this area. It proposes a solution consisting o f three phases: first the 
link weights in the normal configuration are optimised while only taking the failure-free situation 
into account, second they take advantage of the load distribution in the failure-free case to 
construct the MRC backup configurations in an intelligent manner, and third they optimise the 
link weights in the backup configurations to get a good load distribution after any link failure. The 
perfonnance o f their approach is about the same as that o f the method described in [Srid05]. 
However, [Kval07] has two advantages compared to [SridOS]: it is designed to be used for 
proactive IP recovery while [Srid05] is not, and also it does not compromise the performance in 
the failure free case while [Srid05] reduces the performance in that case. On the other hand, 
[Kval07] results to extending routing tables while [Srid05] does not.
2.2.1.2.5 Comparison
In this section we compare the overall performance and complexity of IPFRR with MRC. Since 
Notvia tunnelling is the only approach that can provide full failure coverage we therefore discuss 
and compare IPFRR using Notvia address and MRC.
Tunnelling o f packets in the Notvia strategy not only increases the management complexity but 
also increases the packet overhead by adding a header. In fact, adding a header may also enforce 
fragmentation and defragmentation of packets due to the maximum transfer unit limit. In contrast, 
MRC could be content with a few bits in the existing header. In terms of overhead in the backup 
configuration, the IGP in the Notvia strategy must handle an increased address space (i.e. one 
extra destination address per Notvia address in the routing table) and the changes to the IGP are 
considered extensive. In contrast, MRC requires one extra routing table per backup configuration. 
Therefore, the Notvia address seems to be more complex. Notvia also requires a complete 
coordination among all the routers in a network. Moreover, the MRC strategy can be designed so 
as to cover multiple link failures whereas this cannot be guaranteed in the Notvia strategy. In 
addition to that, the Notvia strategy is not designed with TE in mind. Therefore this strategy may 
result to congestion after failure, while, the MRC strategy considers TE objectives while
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optimising the backup link weights. In total, MRC seems to provide a simpler strategy and 
requires fewer changes to the IGP. Table 2-2 summarises the comparison.
Protection
Mechanism
Tunnelling
Backup
configuration
overhead
Coordination 
required for 
intermediate 
routers
Multi-link
failure
Post failure 
TE
performance
consideration
Notvia
[Brya07b]
Yes
One extra 
destination addr. 
per Notvia addr. 
in the routing 
table
Yes
May not be 
guaranteed
No
MRC
[Kval07]
No
One extra 
routing table per 
backup 
configuration
No Yes Yes
Table 2-2: Notvia Tunnelling and MRC Comparison
2.2.2 MPLS-based Survivability
The other routing enforcement mechanism MPLS, is an IETF standardisation forwarding scheme 
[RoseOl]. Within MPLS ASes, Label Switched Paths (LSPs) are routes that are used to carry 
traffic between an ingress Label Switched Router (LSR) and an egress LSR through 
intermediate/transit LSRs. At the boundary of an MPLS AS, LSRs classify packets according to 
their traffic engineering requirements into Forwarding Equivalent Classes (FEC) and append 
different labels for packet forwarding within the MPLS AS. The Label Distribution Protocol 
(LDP) [AndeOl] is a signalling protocol used to distribute label bindings during the setting up of 
an LSP.
MPLS capabilities enhance the seivices provided by IP networks by providing quality of seivice 
and TE. As mentioned earlier, TE gives network operators a great deal of flexibility to divert and 
route traffic around link failures and congestion. MPLS TE is achieved by explicit routing and 
arbitrary splitting of traffic. The explicit routing can be performed by the Constrained Shortest 
Path First (CSPF) routing algorithm whose main idea is to first prune all links that do not meet 
some specified constraints or the bandwidth requirement of the traffic flow. Then a shortest path 
computation is run on the primed topology. Therefore, the explicit path may not necessarily 
follow the shortest path computed by IP routing protocols. This helps to utilise paths that are less 
congested. The reservation of resources over the computed path is also possible using signalling
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protocols such as the Resource reSerVation Protocol with TE extensions (RSYP-TE) [AwduOl] 
and the Constraint Based-routing Label Distribution Protocol (CR-LDP) [DaviOO], thus providing 
QoS guarantees.
However, since traffic flows are routed through dedicated LSPs, scalability and robustness 
become issues in MPLS-oriented TE. First the total number of LSPs (assuming full mesh or 
equivalent) within an AS is 0(N2)  where N is the number border routers within the AS. This 
means that the overhead of setting up LSPs can be very high in large sized networks. In addition, 
in MPLS oriented TE, recoveiy mechanisms (i.e. explicit backup path provisioning) are 
necessary, since otherwise traffic cannot be automatically delivered through alternative paths in 
case of any network element failure affecting the primary LSPs.
In the event of a link or router failure in an MPLS-based network, the network goes through the 
same recovery cycle explained in Section 2.2 and detailed in [Call04]. However, the failure 
notification and recoveiy operation phases need to be adjusted according to the MPLS network as 
follows.
In the failure notification phase, the FIS (Failure Identification Signal) is usually the RSVP Path 
Error message that is sent to the LSR in charge of performing the traffic rerouting and there is no 
need for flooding. Depending on the applied recovery scope explained in Section 2.2.2.3, the 
traffic rerouting may be performed by the LSR immediately upstream to the failure (local 
recovery scope) or by the LSR originating the LSP (global recoveiy scope). Moreover, in the 
recovery operation phase, backup path computation and signalling are the set of recovery actions 
taken by the restoration mechanism explained in Section 2.2.2.1.
Combining MPLS and ECMP for network survivability. Note that pure MPLS survivability 
schemes have high management overhead and also as mentioned in Section 2.2.1.2.1, pure ECMP 
cannot be fulfilled in real networks. However they both have their own advantages for robust 
network provisioning. Therefore, an integrated usage of ECMP and MPLS as proposed in [Isel04] 
can provide an intelligent recovery approach. They alleviate the limitations o f ECMP by applying 
MPLS paths at selected and limited locations of the network. The basic concept o f their algorithm 
is as follows: the installation of an MPLS tunnel for the protection of a certain link/router is 
necessaiy if a second path with the same lowest cost between the source and destination of the 
considered link/router cannot be found in the physical topology. In this case a shortest path 
algorithm is run to compute a new path from source to destination avoiding the link/router. Along 
this path an MPLS tunnel is then set up and assigned the same costs (in the viewpoint of OSPF) as 
the direct path. This approach is implemented by an iterative heuristic approach to optimise the 
total network bandwidth utilisation.
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2.2.2.1 MPLS Protection and Restoration
As mentioned in Section 2.1 there are mainly two types o f survivability methods based on the 
timing of the backup path provisioning, namely protection and restoration.
MPLS protection or protection switching is a proactive failure recovery approach in which 
explicit backup paths are computed and established before any failure occurs. On the other hand, 
MPLS restoration or re-routing is a reactive approach in which backup paths are dynamically 
computed and established after failure occurs. Discussions on various MPLS survivability 
methods can be found in [Huan02, Kodi02, Kodi03, Rama99a, Rama99b, Shar03] etc. Note that 
both methods follow the same recovery cycle and their only difference is in the recovery 
operation phase. In fact, this phase only takes place in case of a restoration method for backup 
path computation and signalling and does not exist in case of a protection method since in this 
case backup path computation and signalling are done before any failure. Due to this backup paths 
pre-provisioning, it is easy to realise that protection has faster recovery time and consequently less 
packet loss than restoration. Moreover, protection can guarantee recovery against forecasted, 
protected scenarios while preserving QoS requirements, but in restoration there is no guarantee. 
On the other hand, protection is less resource efficient compared to restoration due to allocating 
spare resources in advance.
Figure 2-6 shows a classification o f the MPLS survivability mechanisms. As shown in this figure, 
a protection method has two resource allocation schemes namely dedicated and shared. Moreover, 
both protection and restoration have three recovery scopes called global, reverse and local. All 
these resource allocation schemes and recovery scopes are explained in the following sections.
MPLS Survivability 
Mechanisms
____________ i
I
Protection Restoration
|  1  i
Resource Recovery Recoveiy
Allocation Scope Scope
>Jr  ^ Vr
Dedicated Shared Global Reverse Local Global Reverse Local
(1+1, 1:1) (1:N, M:N)
Figure 2-6: Overview of the MPLS Survivability Mechanisms
2.2.2.2 Resource Allocation Classification
As shown in Figure 2-6, allocation of backup resources in a protection method can be either 
dedicated or shared. In the case o f dedicated allocation, a particular backup resource corresponds
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to one particular primary path. In other words, there is a one to one relationship between the 
backup resources and the primary paths. In the shared case, backup path resources are shared 
between several primary paths. Hence, there is usually a one-to-many relationship between the 
backup resources and the primary paths.
In terms of resource utilisation, shared protection is more efficient compared to dedicated 
protection. However, shared protection is more complex; if the protected primary paths are not 
mutually disjoint then sufficient backup resources may not be available in some failure scenarios. 
Moreover, in order to share backup resources, extra network-state information needs to be made 
available in routers. Also, some post failure backup path reconfiguration might be required that 
may lead to a longer recovery time compared to the dedicated protection.
Dedicated and shared protection methods can be further classified based on the number of backup 
paths that are protecting a given number of primary paths [Haid07, Huan02] as follows:
• 1+1 protection: This is a dedicated protection approach where one dedicated backup path 
protects exactly one primary path and traffic flows are concurrently sent on both primary and 
backup paths. A selector mechanism chooses the path with the best signal and discards the 
flow from the other path.
• 1:1 protection: similar to the 1+1 this is a one to one dedicated approach, but in the normal 
operating conditions the traffic flow is sent only over the primary path. Therefore, there is an 
opportunity to send low priority traffic along the backup path in the normal condition. As 
soon as a fault along the primary path is detected, the low priority traffic is preempted from 
the recoveiy path and the affected traffic is switched to the backup path.
• 1 :N protection: this is a shared protection approach where one backup path is used to protect 
N primary paths. Similar to the 1:1 protection low priority traffic flows can be sent over the 
backup path in the normal operating conditions. If any of the primary paths fail, the low 
priority traffic is pre-empted from the recovery path and the affected traffic is switched to the 
backup path, after that the remaining N-l paths are un-protected.
• M:N protection (M <N): this is a shared protection approach where M backup paths are used 
to protect N primary paths and also low priority traffic flows can be sent over the backup 
paths in the normal operating conditions.
The dedicated 1+1 protection is the fastest (recovery time < 50ms) scheme. However, it requires 
twice the amount of network resources, i.e. 100% redundancy compared to an unprotected system. 
This technique has been widely used in automatic protection switching of premium or high 
availability services. Note that both 1:1 and 1:N are actually special cases of the M:N technique 
[Haid07]. This technique provides a better resource utilisation compared to 1+1. However, this is 
at the cost o f additional signalling and increased protection switching time, which result to
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recovery time increase in case of any failure. Table 2-3 presents the characteristics of MPLS 
protection and restoration mechanisms.
MPLS
Survivability
Mechanism
Backup Path 
Computation
&
Signalling
Recovery
Time Packet Loss
Resource
Efficiency
Guaranteed
Recovery
Against Single 
Failure
Protection
Before failure
(1+D
Fast Low Low Yes
Before failure
(1:1,1:N, 
M:N)
Med Med Med
(1:1) Yes,
(1:N, M:N) Yes 
if primary paths 
are disjoint
Restoration After failure Slow High High No
Table 2-3: MPLS Protection and Restoration Mechanism Comparison
2.2.2.3 Recovery Scope Classification
As shown in Figure 2-6, both protection and restoration mechanisms can have three categories of 
recoveiy scope based on where the backup path originates from, namely global, reverse and local. 
Examples of them can be found in [Call04, Huan02, Marz03, Shin04]. These scopes are described 
as follows.
Global recovery scope: In this recovery scope, the ingress LSR (i.e. source) of the primary path is 
responsible for fault recoveiy as the FIS arrives. Therefore, recovery is always activated at the 
ingress LSR, irrespective of where the failure occurs along the primary path. This method requires 
a link disjoint backup path for each primary path to be pre-pro visioned (in the protection case) or 
provisioned on demand after failure (in the restoration case). The advantages of this scope are first 
that it covers the whole network to find the backup path (the backup path can be selected from 
links anywhere in the entire network), so the spare resources are used efficiently, and second that 
only one backup path needs to be set up per primary path. The backup path established for this 
scope can be called a global backup path. However, since an FIS has to be propagated all the way 
back to the ingress node, this method may lead to high recovery time and packet loss. Figure 2-7 
shows a simple scenario of the global scope where a primary path and a global backup path are 
pre-established between ingress node LSR1 and egress node LSR9. In the normal operation, 
traffic from LSR1 to LSR9 is carried through the primary path (i.e. LSR1-LSR3-LSR5-LSR7- 
LSR9). When a failed link is detected (for instance between LSR5 and LSR7) an FIS is sent to the 
ingress node (LSR1). Once the notification arrives at LSRI, traffic is switched to the global 
backup path (i.e. LSR 1-LSR2-LSR4-LSR6-LSR8-LSR9).
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Figure 2-7: Global Recovery Scope
Reverse recovery scope: In this recovery scope, the LSR at the head of the failed link detects the 
failure and reroutes (i.e. reverses) the traffic of the failed link back to its ingress LSR via a reverse 
backup path and then it is routed to a global node-disjoint backup path. Therefore, recovery is 
activated at the head of the failed link but FIS is needed to be signalled to the ingress LSR. As a 
result, the advantage of this scope is that it has a low packet loss. However, as with the global 
scope, it has a high recovery time. The other disadvantage of this method is that each primary path 
requires two backup paths i.e. reverse and global node disjoint to be pre-provisioned or 
provisioned on demand. Hence, it has poor resource utilisation. Figure 2-8 illustrates a scenario of 
the reverse scope where the same primary path between ingress node LSR1 and egress node 
LSR9, a reverse backup path between LSR5 and LSR1 (i.e. LSR5-LSR3-LSR1) and a global 
backup path the same as the one in Figure 2-7 between LSR1 and LSR7 are pre-established. 
Similar to Figure 2-7, during the normal operation, traffic is carried through the primary path. 
When a failure is detected by LSR5, traffic is switched to the reverse backup path and then routed 
through the global backup path to the destination.
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Figure 2-8: Reverse Recovery Scope
Local recovery scope: In this recovery scope, the LSR at the head of the failed link detects the 
failure and switches the traffic from the failed link to the backup path that is pre-provisioned or 
provisioned on demand after failure occurs and thus only the affected network elements are 
bypassed. Each backup path therefore protects only a part of the primary path. Since an FIS is not 
needed, this scope has a reduced packet loss in comparison to the global scope and faster recovery 
time compared to both global and reverse scopes. On the other hand, creation and maintenance of 
multiple backup segments are required, resulting in inefficient utilisation o f resources and
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increased complexity. Moreover, only the spare resources close to the failure are used for backup. 
The backup path established for this scope is called local backup path. Figure 2-9 illustrates a 
scenario of the local scope where the same primary path between ingress node LSR1 and egress 
node LSR9 and four local backup paths between LSR1 and LSR3 (i.e. LSR1-LSR2-LSR3), LSR3 
and LSR5, LSR5 and LSR7 and finally LSR7 and LSR9 are pre-established. As with Figure 2-7, 
during the normal operation, traffic is carried through the same primary path. When a failure is 
detected between LSR5 and LSR7, traffic is switched to the local backup path LSR5-LSR6-LSR7. 
Note that since this scope only protects links, it cannot cover the intermediate LSR failure while 
the global and reverse scopes can.
L SR  2 L SR  4  L SR  6 L SR  8
Figure 2-9: Local Recovery Scope 
Table 2-4 summarizes all the recovery scope characteristics.
Recovery Scope ResourceEfficiency Recovery Time
Packet Loss
Backup path 
Creation and 
Maintenance 
Overhead
Global High Slow High Low
Reverse Low Slow Low Med
Local Low Fast Low ■ High
Table 2-4: Recovery Scopes Characteristics
2.2.2.4 MPLS Survivability QoS Routing Methods
In this section we describe two categories of MPLS routing algorithms that aim to guarantee 
QoS/bandwidth requirements of traffic flows not only in the normal operating condition but also 
under failure conditions, namely restorable dynamic QoS routing and resilient minimum 
interference routing. In addition to QoS routing consideration in both categories, the former 
considers the objective of minimising the total resource consumption and the latter considers the 
objective of minimising the request rejection ratio. These algorithms are based on online routing 
where traffic demands arrive one at a time without any a priori knowledge about future demands. 
The two categories are explained in detail in the following sections.
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2.2.2.4.1 Restorable QoS Routing
The objective o f this category of proposals is to guarantee QoS requirements o f traffic flows 
under both normal and failure scenarios while minimising resource consumption. These proposals 
are based on online computation of a pair of disjoint primary and backup paths for each traffic 
flow. If sufficient bandwidth to route both primary and backup does not exist, the demand is 
rejected.
Backup resource sharing is the key to minimise resource consumption. However, the amount of 
backup resources that can be shared depends on the kind of link usage information made available 
to the path selection algorithm. There can be three kinds of available link usage information: no 
information, complete information and partial information. In the no information scenario 
[KodiOl, Kodi02] the total reserved bandwidth on each link is the only available information from 
routing protocol extensions. Since the link capacities are known, the residual bandwidth on all 
links can be inferred. Therefore, no information about backup resource usage is available since 
the amount of bandwidth utilised separately by the primary and backup paths on a link is not 
known. Therefore, it is not possible to do any backup path resource sharing. In the complete 
information scenario, link usage information per-LSP is available, in other words the path 
selection algorithm knows the routes of all the primary and backup paths o f all LSPs currently in 
progress and hence permits the best sharing. Proposals with this scenario strive to make the 
complete information model practical by minimising the overhead involved in collecting 
information. In [KodiOl, Kodi02] the complete per-flow information is maintained at every router 
which may not be practical. Successive Survivable Routing (SSR) [Liu05] can obtain similar 
information but in a much simpler way by using a centralised matrix-based information 
aggregation scheme. On the other hand, Full Information Restoration (FIR) [Li03] adopts a 
distributed method to collect the necessaiy network information to achieve accurate sharing. In 
the partial information scenario, the information available to the routing algorithm is slightly 
more than that in the no information case. The additional information is that for each link, instead 
of knowing only the total (or equivalently residual) bandwidth usage, we should also know (i) the 
aggregate bandwidth used in each link by the primary paths, (ii) the aggregate bandwidth used in 
each link by the backup paths. This incremental information can be disseminated in a distributed 
manner by incremental additions to proposed TE extensions of routing protocols. Examples of 
this approach [KodiOl, Kodi02] showed that algorithms with only partial information perform 
almost as well as algorithms with complete information with the exception of [Liu03] in terms of 
minimising resource consumption while using backups with global and local recovery scopes.
However, the drawback o f the algorithms proposed in [KodiOl, Kodi02] is that the backup paths 
may consist of many zero cost links and hence they are often not the shortest ones. Long backup 
paths may violate the demanded guarantee on restoration time, and result in non-efficient resource
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consumption which results to reduction in the number of accepted demands. Proposals in [Li03, 
Xion03] attempt to minimise these drawbacks by assigning virtual costs to backup links. 
However, assigning virtual costs has its own challenges that are discussed in these proposals.
2.2.2.4.2 Resilient Minimum Interference Routing
The objective o f this category of proposals is to guarantee the QoS requirements of traffic flows 
under both normal and failure scenarios while minimising the request rejection ratio. The strategy 
of this category to achieve the latter objective is that a new traffic flow request must follow a path 
that interferes as little as possible with a path which may be critical for satisfying future requests. 
Therefore in minimum interference routing algorithms (MIRA) those “critical” paths need to be 
identified so as to minimise the fixture request rejection ratio. This identification is based on a 
preprocess phase of maximum minimum (maxmin) flow computation to generate a weighted 
graph in which Dijkstra is used to select the path. The first MIRA was introduced by [KodiOO] 
with high complexity in maximum flow calculations. To reduce this complexity other approaches 
such as Simple MIRA [Ilia02] and Light Minimum Interference Routing (LMIR) [Figu04] were 
proposed without maximum flow calculations. However, none o f the aforementioned minimum 
interference routing schemes consider protection against failure in their objective due to the added 
complexity. Some preliminary proposals such as [Kar03] consider an evolution of MIRA using 
dedicated 1+1 protection named Minimum Interference Restorable Routing (MIRR). Even though 
1+1 protection results in fast recoveiy time, it leads to large resource consumption that is not cost 
effective and makes it inapplicable. Moreover, their algorithm include complex computation with 
large computation times. The drawbacks of [Kar03] have been addressed and tackled in [Call06] 
with the same objective o f reducing request rejection ratio by using minimum interference, 
namely Minimum Interference with Fast Protection (MIFP). This proposal uses LMIR and partial 
disjoint path (PDP) [Call06] approaches to compute primary and backup paths respectively, hence 
avoiding the high complexity of max flow computations. Moreover, to guarantee fast protection 
and efficient resource consumption it uses segment protection and shared resources taking 
advantage of the full information model (FIR) proposed in [Li03]. In summary the approach in 
[Call06] combines minimum interference for primary path selection and sharing oriented 
algorithms for backup path selection so as to provision a lower request rejection ratio and better 
resource utilisation.
2.3 Inter-AS Outbound Survivability
In today’ s Internet, users and servers are typically located in different ASes, hence most o f the 
Internet traffic traverses a sequence o f ASes. Multiple connections between ASes, also called 
multi-homing, are now a fundamental part o f the Internet architecture, enabling ASes to achieve
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load balancing and survivability over their inter-AS links. As a result, many ISPs have an 
opportunity to perform intelligent inter-AS route selection through BGP route attribute adjustment 
to optimise their operational IP network performance, such as satisfying the capacity constraints 
of links between neighbouring ASes and inter-AS traffic load balancing [Yang05]. This is known 
as inter-AS TE, Specifically, inter-AS outbound TE [Feam03, Bres03] is a set o f techniques for 
controlling inter-AS traffic exiting an AS by assigning the traffic to the best egress points from 
which it is forwarded to neighbouring ASes towards the destinations. We should mention that the 
terms egress point and inter-AS link are used interchangeably in this thesis. It is commonly 
believed that inter-AS links are the bottleneck in the Internet. This is primarily due to two reasons:
(i) the rapid growth o f Internet traffic, in particular peer-to-peer traffic, consumes the major part 
of inter-AS link bandwidth [Saro02]; (ii) the capacity of inter-AS links is generally small 
compared to that o f backbone intra-AS links that are often oveiprovisioned. In addition, inter-AS 
links are relatively more difficult to upgrade than intra-AS ones due to time-consuming and 
complicated negotiations between two ASes. As a consequence of these reasons, network 
operators employ outbound TE techniques to control the routing of their outbound traffic over the 
scarce bandwidth of inter-AS links.
Given the fact that inter-AS link failures are as common as intra-AS link failures and they are also 
transient, merely considering inter-AS outbound TE under normal network conditions (i.e. 
absence of link failures) is not sufficient. This is because severe packet discard may occur during 
failures, possibly due to the inter-AS BGP routing protocol convergence problem and also the 
shifting o f an excessive amount of traffic to other available inter-AS links that are already highly 
utilised and consequently interrupting customer services. As a result, an ISP has to configure BGP 
route attributes so as to achieve its TE objectives not only during normal operating condition but 
also during any failure scenario.
Inter-AS robust TE mechanisms are similar to their intra-AS counterparts, aiming at routing 
optimisation of primary and backup paths; however, their routing optimisation is at the inter-AS 
level. In fact, they target inter-AS traffic flows that account for most of the Internet traffic. In 
contrast to intra-AS survivability mechanisms that have been widely investigated, inter-AS 
outbound survivability is a new research area where has received little attention. We therefore 
have investigated this and propose novel inter-AS outbound robust TE algorithms in this thesis.
Note that as transient intra- and inter-AS link failures are both common, we believe that there is 
an interaction between failures at the two different parts o f the network, with one affecting the 
routing performance o f the other. This may lead to sub-optimal network performance if they are 
considered separately. As part of our novel contributions, we have considered joint optimisation 
between robust intra- and inter-AS traffic engineering.
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In the rest of this section, we describe the necessary background information required for the 
understanding of our proposed inter-AS outbound and joint robust TE algorithms presented in 
Chapters 4, 5 and 6. We therefore, first briefly explain the BGP route selection process, its 
convergence problems in case of failures and finally present an overview of the current outbound 
TE proposals.
2.3.1 BGP Overview
BGP is the de facto inter-AS routing protocol that exchanges routing reachability information 
across ASes. Border routers from different ASes exchange routing reachability advertisements 
through external BGP (eBGP) sessions, and these advertisements are also propagated to all the 
other BGP routers within the AS through internal BGP (iBGP) sessions. Each route advertisement 
contains a list o f intermediate ASes that form the inter-AS route towards the destination prefix as 
well as attributes that state the preferences and characteristics of the route. In the case where a 
router receives multiple route advertisements for the same destination prefix, it selects the best 
one according to the BGP route selection process, using the associated route attributes as the 
selection criterion. This best route will be installed in the BGP routing table and exported to 
neighbouring ASes. The BGP route selection process [HalaOl] goes through the following steps:
(1) Accept the advertisement with the highest local-preference;
(2) Break ties by accepting the advertisement with shortest AS path;
(3) Break ties by preferring the route with the lowest origin type;
(4) Break ties by accepting the advertisement with the lowest Multi-Exit-Discriminator (MED) 
coming from the same neighbouring AS;
(5) Break ties by preferring an external BGP advertisement over an internal one;
(6) Break ties by accepting the advertisement with the lowest intra-AS IGP weight to the egress 
router;
(7) Break ties by accepting the advertisement with the lowest next-hop IP address.
Note that according to the BGP route selection process only one single path is selected for a 
particular destination prefix, because the final step o f tie breaking is based on the unique IP 
address of the next hop BGP peer. We show an example o f basic BGP operations using the 
network topology in Figure 2-10. We assume that destination prefix k is attached to AS-300. 
Router BR-E in AS-300 advertises route reachability for k through eBGP to routers BR-C and 
BR-D of AS-200. The advertisements consist o f AS-300 in their path vector attribute to indicate 
that AS-300 is the AS that will be traversed before reaching the destination. Once the route 
advertisement is received, BR-C and BR-D propagate it to other BGP routers within the network
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through iBGP. As BR-B receives the route advertisements for ic from two different routers (BR-C 
and BR-D), it selects the best one according to the BGP route selection process and stores it in the 
BGP routing table. We assume the best route to be the one advertised by BR-D and hence the 
egress point o f the traffic destined to k is BR-D. Finally, BR-B advertises the best route for k to 
BR-A of AS-100 by adding the local AS number onto the path vector attribute. In the BGP 
routing table of BR-A, AS-200 and AS-300 are the ASes that will be traversed before reaching k 
and the next hop is BR-B.
AS-200 ------  iBGP session
Figure 2-10: An Example on Basic BGP Operations
2.3.2 BGP Convergence
BGP is an incremental protocol that sends update information only upon changes in network 
topology or routing policy. Therefore, upon any failure, BGP update messages (referred to as a 
BGP advertisement) are sent to all the BGP routers informing them about the withdrawal of the 
affected prefixes. Note that, during BGP convergence, routers may need to exchange several 
advertisements concerning die same prefix. To avoid storms of BGP advertisements, most BGP 
routers use a timer called minimum route advertisement interval (MRAI), with a recommended 
default value of 30 seconds. This timer prevents BGP routers from sending a new advertisement 
for one prefix if the previous advertisement for the prefix was sent less than 30s earlier [Rekh06], 
This reduces the number of BGP advertisements exchanged, but may cause important BGP 
advertisements to be unnecessarily delayed. After failure notification, BGP routers go through 
their BGP routing table looking for the second best route to reach the affected prefixes. Then the 
new route is advertised to its neighbours. However there is no guarantee that the backup route is 
still valid. In case the backup route has failed, it will be withdrawn only after a withdrawal is sent 
by the neighbour which advertised it, and another backup route will be chosen. This absence of 
information about the validity of a route can cause BGP to go through a number o f backup routes 
before selecting a valid one. The cycle of withdraws/advertisements can continue for a 
considerable amount o f time, leading to network instability such as transient traffic forwarding 
loops.
In short, the slow BGP convergence that usually takes long time to complete (i.e. on average it 
takes 3 minutes but may last up to 15 minutes [LaboOO]) is mainly rooted in the fact that in the 
global Internet, a single link failure can force all BGP routers to exchange large amounts o f BGP
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advertisements, while exploring for alternative paths toward the affected destinations. This 
process is referred to as path exploration [Yann05],
2.3.2.1 Reducing BGP Convergence
Several authors have proposed modifications to reduce the BGP re-convergence time in case of 
failures [GrifOl, Pei05]. [GrifOl] showed that the default value o f 30s has a huge impact on BGP 
convergence time. They observed that for each network topology and a particular set of 
experiments, there is an optimal value o f the MRAI timer. This optimal value can significantly 
reduce the convergence time of BGP. Unfortunately, this might be extremely hard to find in 
practice since it varies from network to network. Techniques of [GrifOl, Pei05] reduce the BGP 
re-convergence time by reducing the number of BGP messages that must be exchanged after a 
failure. However, as they depend on the exchange o f messages, the achieved convergence time 
will always be much larger than the 50 ms target for stringent real-time services. Recently, the 
authors in [Bona07] proposed a fast-reroute technique that allows to provide sub-50 ms failure 
recovery. In this technique border routers are prepared to react quickly to inter-AS link failures. 
For each of its inter-AS links, a border router precomputes a protection tunnel, i.e., an IP tunnel to 
an alternate nexthop which can reach the same destinations as via the protected link. When the 
border router detects an inter-AS link failure, it immediately encapsulates the packets and sends 
them through the protection tunnel.
2.3.3 Outbound TE Mechanisms
As mentioned earlier, network operators employ outbound TE techniques to control the routing of 
their outbound traffic over the scarce bandwidth of inter-AS links. Inter-AS outbound TE is the 
set of techniques, by means of adjusting the BGP route attributes, that controls traffic exiting an 
AS through the best selection of egress points (i.e. inter-AS links) from which the traffic is 
forwarded to neighbouring ASes towards the destinations. In this section we explain three well 
known mechanisms that have been proposed in the literature. Note that these mechanisms 
constitute the fundamental structure of our proposed inter-AS outbound and joint robust TE 
proposals.
a) Local preference setting: According to the BGP route selection process, local-preference has 
the highest priority and its value indicates the preference of the route. The higher the local- 
preference, the more preferred is the route. Considering again the example in Figure 2-10, AS-200 
has an opportunity to control its outbound traffic by selecting the best egress point in order to, for 
example, achieve load balancing over the inter-AS links or minimise the peering costs with 
neighbouring ASes. Assume the inter-AS link between BR-D and BR-E experiences congestion 
and AS-200 would like to shift all the traffic destined to k over the link between BR-C and BR-E.
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This can be realised by assigning a higher local-preference value to the route towards k at BR-C. 
Examples of this mechanism can be found in [Uhli03, Uhli04, Uhli05b].
b) Hot potato or early exit routing: this outbound TE mechanism can be implemented only when 
all the BGP route attributes in the route selection process from 1 to 5 are identical (i.e. equally 
good BGP routes) and thus the tie-break rule o f route selection process depends on step 6, the IGP 
path cost which is the sum of the IGP cost o f each link along the path. According to this 
mechanism, traffic is forwarded to the closest egress point in order to reduce the number of 
internal links to be traversed so as to minimise intra-AS resource consumption. For example, lets 
assume all the BGP route attributes for k at BR-C and BR-D are identical in terms of local- 
preference and AS path length and other attributes up to step 6. In this case, BR-B selects the 
route that has the lowest IGP path cost to the egress point. Assuming that the IGP path cost 
between BR-B and BR-C is lower than that between BR-B and BR-D, BR-B will select the 
outbound route through BR-C. This mechanism is known as hot-potato or early exit routing. 
Network operators can therefore achieve outbound TE by adjusting the IGP link costs, provided 
that all the BGP route attributes are identical. However, changing IGP link costs may have 
adverse impacts on the internal network performance since it affects routing within the domain. 
Therefore, careful adjustment of IGP costs is required in order to avoid network performance 
disruptions. Examples of this mechanism can be found in [Agar05, Texi04].
c) Inter-AS MPLS routing: Inter-AS explicit routing using MPLS enables ISPs to enforce inter-AS 
traffic flows to be delivered on the explicit paths to the destination prefixes across downstream 
ASes. Therefore, ISPs may establish MPLS paths through their desired egress points to the 
downstream ASes and destinations to engineer their inter-AS traffic. Currently, several inter-AS 
MPLS mechanisms utilising Path Computation Element (PCE) have been proposed. Examples of 
this mechanism can be found in [Pels06, ZhanOS],
2.4 Summary
In this chapter we have introduced the necessary background information required for 
understanding the rest o f this thesis. We have presented an overview of survivability provisioning 
schemes and classified them into three categories, namely intra/inter, IP/MPLS and 
restoration/protection. We further highlighted the importance of traffic engineering techniques for 
achieving a robust network and have given a literature review of the proposed intra-AS 
survivability schemes, their fundamental issues such as fast recoveiy, resource optimisation and 
also their strengths and drawbacks have been explained. Some examples have also been illustrated 
for more clarifications. Finally the explanations have ended with an overview of inter-AS
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outbound TE proposals.
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Chapter 3
3 Improving Intra-AS Robustness in MPLS- 
based Networks
3.1 Introduction
As mentioned in Sections 2.2.2.1 and 2.2.2.4, a fundamental consideration in the design of an 
MPLS survivable network is the creation of backup paths to protect the primary paths from failure 
while preserving the required QoS in terms o f bandwidth and end-to-end delay. In the literature, a 
number of MPLS survivability problem formulations and solutions have been proposed [Beje05, 
Huan02, Kodi03, Li05, Marz03, Nord04]. These proposals differ from each other in terms of: the 
speed of recovery, the amount o f resources allocated to backup paths, the complexity of 
configuration and signalling, the length o f primary and backup paths and QoS attributes such as 
bandwidth, delay or jitter. However, other existing MPLS-based survivability methods [Call03a, 
Call03b, Call04] take into consideration aspects such as availability of network components and 
failure impact parameters (i.e. recovery time and packet loss) during the computation of the 
primary path. By considering the availability of network components, if the network is more 
likely to fail in some segments, in other words if some parts of the network consist o f low 
availability components, specific protection for those segments can be added. Also, traffic with 
high availability requirements can be routed using parts of the network with higher availability 
components. In addition, by considering the failure impact during primary path computation, the 
primary paths can be engineered for less recovery time and reduced packet loss in the event o f a 
failure. Therefore, the methods proposed in [Call03a, Call03b, Call04] focus on providing 
primary paths with minimum failure probability. Moreover, [Zhan07] develops an availability- 
analysis model for connections with different protection schemes in WDM-based networks.
Poor routing of primary paths might route traffic through low availability segments, leading to 
higher probability o f failure and subsequently more failure consequences such as higher recovery 
time and packet loss. Therefore, in this chapter, we address an intra-AS Offline Traffic 
Engineering Survivability problem (OTES) that aims to provision a survivable network by taking 
into accoimt the network component availability and failure impact parameters (i.e. recovery time 
and packet loss) while optimising the total resource consumption.
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To solve the OTES problem, we devise a two phase heuristic algorithm that in the first phase 
computes primary paths for the traffic flows using our proposed link cost functions such that the 
flows are mostly routed through high availability segments, with low failure impact considering 
resource optimisation. In the second phase it provides resource-efficient backup paths for those 
traffic flows where a high availability primary path cannot be found. Note that in both phases the 
flows’ bandwidth requirements are preserved.
Since our two phase heuristic solution pre-provisions backup paths for the low availability 
primary paths, it is a kind of protection scheme. However, it attempts to reduce the relevant 
disadvantage of protection scheme (i.e. low resource efficiency due to proactive backup path 
provisioning). In other words, by applying our proposed link cost functions it aims to enhance the 
availability of primary paths for most of the traffic flows so as to reduce the resources required for 
the backup paths to protect these primary paths.
Our work is motivated by the survivability methods proposed in [Call03a, Call03b, Call04]. 
However these approaches are based on online routing without considering an efficient TE 
mechanism, while we consider an offline efficient TE mechanism for network provisioning. 
Online routing requires an LSP request to be routed based on complete or partial knowledge of 
the current state of the network only. Accepting a current request that generates a small revenue 
may potentially block a future request that could have generated a much larger revenue. In 
contrast, offline routing is based on a priori knowledge of all LSP requests, enabling revenue 
maximisation by sorting and routing the requests according to their importance, achieving 
considerable improvement in survivability performance and better resource utilisation. Clearly, 
during network operation, an offline routing problem may periodically require LSP routing and 
available bandwidth re-optimisation due to network condition changes such as traffic fluctuations, 
but this is outside the scope o f this chapter. Note that the proposals in [Call03a, Call03b, Call04] 
are not used for benchmarking and comparison with our work. This is because their proposals are 
based on online routing without considering TE mechanisms which do not allow a rational 
comparison.
As mentioned in Section 2.2.1.1.2, building a survivable network through offline TE has also been 
investigated in [Fort03, Nucc03, Srid05, Yuan03]. They propose heuristics that compute a set of 
IGP link weights so as to mitigate the effects of failure and provide survivability for IP backbone 
networks. However, MPLS capabilities enhance the services provided by IP networks by 
providing QoS and supporting TE. Moreover, about half o f the ISPs have already deployed MPLS 
in their network [Kand05] and more ISPs are following suit. As a result, in this chapter we 
address the OTES problem in the context of MPLS networks. To the best of our knowledge, this 
network survivability design problem, using offline MPLS-based TE and taking into account 
availability parameters, has not yet received any attention.
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The contributions of our work in this chapter can be summarised as follows. We devise a two 
phase heuristic algorithm and propose four link cost functions that: ( 1) improve primary path 
availability, therefore reducing path failure probability; (2) reduce the effects of failure such as 
recovery time and packet loss, hence reducing service/traffic disruption, and (3) optimise the total 
resources consumed by primary and global backup paths.
This chapter is based on our work described in [Amin05] which has been fully explained and 
extended here. The chapter is organised as follows. Section 3.2 presents the background regarding 
availability analysis for network components. In Section 3.3 we formulate the OTES problem. We 
present our proposed cost functions and heuristic in Sections 3.4 and 3.5 respectively. Then in 
Sections 3.6 and 3.7 we present our evaluation methodology and results evaluation. Finally we 
conclude this chapter in Section 3.8.
3.2 Availability Analysis
In this section we first present the availability definition and formulation. Then we describe how 
the availability of a path with and without backup protection can be calculated. Table 3-1 
summarises the notation used throughout this chapter.
3.2.1 Network Component Availability
The availability of a component / denoted by at is the fraction of time the component is “up” (i.e. 
operational) during the entire service time [Zhan07]. A system (component, path, connection, etc.) 
is either available (functional) or unavailable (experiencing failure). We assume that different 
network components fail independently; and for any component the up time, or mean time to 
failure (MTTF) and the repair time, or mean time to repair (MTTR), are independent memory-less 
processes with known mean values. Consequently the availability o f a component i (aj) can be 
formulated as follows [Triv82]:
MTTF (3.1)
a‘ ~ MTTF + MTTR
Obviously, the unavailability (i.e. failure probability) of a component i denoted by u,- can be 
expressed as:
Ui=l-ai (3.2)
A network component’s availability is a relatively static value since it is based on the 
component’s failure rate and average time to repair. Typical data on network components 
(transmitter, receiver, fiber link), failure rate and repair times can be found in [To94], In
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particular, the MTTF of a fiber link is distance related and can be derived according to measured 
fiber-cut statistics. In addition, the availability o f a component can be calculated by reliability 
prediction models. The MIL-HDBK-217 [MIL95] and Telcordia [Telcordia99] reliability 
prediction models are the two most popular and widely accepted ones for link failure probability.
Notation DESCRIPTION
G(V,E) A graph that represents a network
V The set of nodes of G. The number of nodes is N=\ V\
E The set of links of G. The number of links is M=\E\
I Link index ( leE)
ai The availability of link I eE
LAT Link Availability Threshold
Cl The capacity of link /e E
n The residual capacity of link / e E
costi The cost of link IbE
The availability of primary path p
At The availability of backup path b
b, Bandwidth demand of traffic flow t
A, The availability of connection of traffic flow t
xj A binary variable indicating whether the primary path of traffic flow t goes through 
link / (xj =1) or not ( xj =0)
UAvc Average number of hops between all the sources and destinations in a topology
U, Number of hops on the path of traffic flow t
Up Number of hops on the primary path of traffic flow t
nb Number of hops on the backup path of traffic flow t
nfD Notification Distance, which is the number of hops between the node at the head 
of low availability link and the ingress node (i.e. the number of hops between the 
node that detects the failure and the node that reroutes the traffic)
NPD Network Protection Degree
FID Failure Impact Degree
RC Resource Consumption
PrimaiyRC Primary Path Resource Consumption
TotalRC Total Resource Consumption
Table 3-1: Notation Used in Chapter 3
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3.2.2 End-to-End Path Availability Formulation
If traffic flow t is carried by a primary path p, its availability denoted by A, is equal to the 
availability of the primary path denoted by Ap. In other words, we have.
A, = Ap (3.3)
The primary path availability can be calculated based on the known availabilities o f the network
components along its route [Zhan07]. The path is available only when all the network components 
along its route arc available. In this chapter, we consider links as the only network components 
but it is straightforward to incorporate other network components, such as routers. Thus the path 
availability is equal to the product o f all the link availabilities along the path assuming that the 
availability of the links are independent from each other. As illustrated in Figure 3-1, assuming 
the primary path is composed of n links, then its end-to-end availability is calculated as follows.
» (3.4)
Ap = a, x a2 x ...an =
/=i
where ai is the availability of link /. The path availability is also a static value as long as the route 
of the connection is fixed.
Primary path
Figure 3-1: End to End Path Availability
Globally Protected Path Availability Formulation: As shown in Figure 3-2, consider the 
traffic flow t that is carried by a primary path p which is protected by a disjoint global backup 
path b. The flow connection becomes unavailable if both its primary and backup paths 
become unavailable simultaneously. Therefore, its availability can be calculated as follows:
At = \ - ( \ - A p)(\ -A b) (3.5)
Note that (3.5) assumes the backup resources are not shared between connections. More 
detailed availability analysis of the connections with shared backup resources is presented in 
[Zhan07].
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Backup path (b)
Primary path (p)
Figure 3-2: Globally Protected Path
Locally Protected Path Availability Formulation: Consider a traffic flow / that is carried by 
a primary path p which is protected by two local backup paths bl, b2 as shown in Figure 3-3. 
In this case the connection can be divided into three sub-connections (i.e. ti, t2, t3) which 
correspond to three segments of the primary path (i.e. pi, p2, p3) in which two segments arc 
protected by the two local backups. The flow connection is available if only all the three 
segments are available. Therefore we have:
where:
4  = \ \ A h
A,, =\-(\-APi) ( \ -\ )  
A = Ao~2 Pi
At}= l - ( 1 - A p}) ( l - A b})
(3.6)
(3.7)
(3.8)
(3.9)
Figure 3-3: Locally Protected Path
Note that the availability formulation of the path protected by overlapped local backup paths is 
more complicated and is out of the scope o f this chapter.
3.3 OTES Problem Formulation
In this section first we present the definition of the low and high availability links and paths. Then 
wc present the OTES problem inputs and describe the problem formulation.
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3.3.1 Low and High Availability Links and Paths
We define a threshold for link availability denoted by LAT (i.e. Link Availability Threshold). 
Accordingly, links with availability less than LAT (i.e. at < LAT) are defined as low availability 
links while links with availability equal or more than LAT (i.e. at >LAT) are defined as high 
availability links. In other words,
\a, < LAT Low Availability Link (3.10)
[ a, > LAT High Availability Link
Also, as illustrated in Section 3.2.2 the availability of a primaiy path denoted by Ap can be
calculated by (3.4). Thus, if the path consists of n links with equal availability, then its availability
can be computed as follows:
Ap = (a ,r (3->»
Therefore, for a path that consists o f n links with availability equal to the threshold value (i.e. 
LAT), the path availability is equal to:
Ap =(LAT )n (3-12)
Accordingly we define a path as a highly available path if Ap >(LAT)nAvc, where nAve is the
average number of hops between all the sources and destinations in the network. In other words, if 
the availability o f the primary path is greater than or equal to the availability o f a path that only 
consists o f highly available links with the length of average number of hops, then the primary path 
p is a high availability path, otherwise it is considered as a low availability path. Therefore, we 
have:
\Ap <(LAT)"a” Low Availability Path (3.13)
| Ap > (LA T)"An High Availability Path
3.3.2 Inputs
1) Intra-AS traffic matrix: A traffic matrix represents a matrix of traffic load from one network 
point to another one over a particular time interval. Each element of the intra-AS traffic matrix, 
t e T , represents the total volume of traffic from a source node s to a destination node d with 
bandwidth requirement o f b,. The intra-AS Traffic Matrices (TM) can be measured [FeldOl] 
through Cisco’s Netflow. It can also be estimated from measured link load statistics [Medi02, 
Zhan03].
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2) Network topology: The key elements of the network topology for our OTES problem are the 
connectivity, capacity and availability o f intra-AS links. As mentioned in Table 3-1, we represent 
the network topology by a graph G(V,E), where V is the set of nodes and E is the set of links. We 
denote by M  and N the number of network nodes and links, respectively, i.e. M=\V\ and N=\E\. 
Each link / e E  has a capacity of c/. The residual capacity o f the link denoted by >7 can be 
calculated by the difference between its total capacity and the total bandwidth consumed by the 
existing traffic flows through this link. As mentioned in Section 3.2.1, it is assumed that we have 
the estimated value o f the link availability. We also associate with each link a non-negative cost 
value denoted by cost/ which can reflect the quality of the link in terms of the link’s bandwidth, 
delay, availability, etc. The cost of a path can be calculated by the sum of the costs o f its links.
3.3.3 Problem Formulation
Given the network topology G(V,E) with estimated link availabilities and an estimated set of 
traffic flows / e T , the task of OTES problem is to compute a bandwidth guaranteed primary path 
for each traffic flow so as to optimise the flow’ s availability, failure impacts and resource 
consumption. In other words, the optimisation objective is to achieve a primary path with 
minimum unavailability (i.e. maximum availability), minimum failure impact and minimum 
resource consumption for each traffic flow while satisfying its bandwidth demand constraint. It is 
clear that the OTES problem is a multi-criteria optimisation problem. However, the three criteria 
are contradictory and there is a trade off among them. More precisely, in order to minimise the 
unavailability and failure impacts, the traffic flow may have to be routed through a longer path 
which in turn results in higher resource consumption. Moreover, to minimise the unavailability 
the traffic flow may have to be routed through a path with longer recovery time which itself leads 
to higher failure impact. We therefore resort to an integrated cost function that transforms the 
three objectives into a single-criterion optimisation problem which is simpler to solve. In other 
words, we assign a cost to each link that combines the three objectives. Hence, the OTES problem 
can be formulated as an integer programming problem with the optimisation objective function of:
M in im ize^  xjcost,
IgT IgE
(3.14)
where
costi -  f (  unavailability, failure impact .resource consumption ) (3.15)
subject to the following constraint:
\/l<sE: U\\bt <cl (3.16)
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The term xj cost/ is the cost that traffic flow t incurs on link I o f its primary path and objective 
function (3.14) minimises this cost over all the traffic flows. In the next section we propose a set 
of link cost functions that aim to achieve objective function (3.14). Constraint (3.16) enforces that 
the total load on link I will not exceed the link capacity c/. Also, we consider the flow 
conservation constraint as follows. Given the lossless property of links, the total traffic flow 
incoming to an intermediate node is equal to the total traffic flow exiting the node.
According to [Ahuj93], offline MPLS-based TE can be formulated as the minimum-cost multi­
commodity flow problem. Multi-commodity problems arise when several commodities (e.g. 
traffic flows) use the same underlying network. The essential issue addressed by the multi­
commodity flow problem is the allocation of the capacity of each link to the individual 
commodities in a way that minimises overall flow costs. Since the OTES problem is a non­
bifurcated routing problem (i.e. each traffic flow / is earned on its calculated single primary path), 
the NP-hardness of the OTES problem can be proved by reducing it to the integral multi­
commodity flow problem, which is NP-hard [Ahuj93]. As a result we resort to a heuristic 
approach to solve the problem.
3.4 Proposed Cost Functions
In this section we take the Shortest Distance (Sd) link cost function [Ma97] and based on that 
propose four additional link cost functions which can achieve the objective function (3.14). The 
idea behind the SD cost function is to attract more traffic to links with higher residual bandwidth 
compared to links with lower residual bandwidth thereby yielding a good distribution of traffic 
load. In fact, this cost function balances the weight given to hop count and residual bandwidth 
metrics. Therefore, it aims to minimise the resource consumption and improve load balancing. 
The SD link cost function can be formulated as follows.
1 (3.17)
cost,——
n
where rt is the residual capacity (i.e. available bandwidth) on link /, defined as:
n = ci - J l xi b> (3,18)t<=T
By substituting the Sd link cost (3.17) into objective function (3.14), the least cost path can be 
found by applying the Dijkstra routing algorithm. Recall that the shortest path is the path with 
minimum sum of its link costs.
However, the SD link cost function can only achieve one of the three objectives (i.e. minimising 
resource consumption) expressed in (3.15) and does not consider the other two objectives of
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minimising unavailability and failure impact. In other words, the path selected according to the SD 
link cost function may route the traffic through low availability network segments, resulting in a 
low availability primary path with high failure impact. Here we explain how these two objectives 
can be incorporated into the link cost function.
First of all, to minimise unavailability, the traffic flows should mostly be routed through high 
availability segments. This can be achieved by assigning higher cost to the links with low 
availability and lower cost to links with high availability. In other words, by taking into account 
the link availability metric during the traffic flow’s primary path computation, the flow’s path 
unavailability can be reduced.
Second, in order to minimise the failure impact, in fact, the recovery time and packet loss need to 
be minimised. As mentioned in Section 2.2.1, the packet loss depends on the recoveiy time. As a 
result, the major factor that needs to be minimised is the recovery time. Also, as mentioned in the 
same section, the recoveiy time is in fact the period of time that the network goes through the 
recovery cycle. Therefore, it is minimised by reducing the time needed for each phase of the 
recovery, as follows. Failure detection phase depends on the technology used and cannot be easily 
modified. The hold off time depends on the lower layers recovery scheme and can be set up 
between (0-50ms). Also, in a protection scheme where the primary paths are protected by pre­
calculated and pre-established backup paths, there would not be any recovery operation phase for 
backup path computation and signalling during the recovery time. Also, the traffic recoveiy phase 
depends on the switching technology used for switching over the traffic from the primary path to 
the backup path and characteristics o f the backup path such as its length, etc. Therefore, the 
failure notification phase seems to be the key factor for minimising the recovery time. According 
to [Call04] the failure notification time depends on the propagation time of the FIS per link and on 
the notification distance denoted by nfD, The notification distance is defined as the number of 
hops (i.e. links) between the node that detects the failure and the node that reroutes the traffic. 
Since the propagation time depends only on the link transmission rate, the failure notification time 
can only be decreased by reducing the notification distance. In the local scope, the node that 
detects the failure and the node that reroutes the traffic are the same nodes. As a result the number 
of hops is zero which means that the notification distance is equal to zero (i.e. nfD = 0). Hence, 
local scope is the optimal case regarding notification distance. But as we discussed in Section 
2.2.2.3, the “global scope” is more resource efficient (i.e. global backup path routing can use the 
network spare resources more efficiently) and more scalable (i.e. creation and maintenance of 
only one backup path per primary path compared to creation and maintenance of multiple backup 
paths per primary path). However, in the global scope in which the ingress node is responsible for 
rerouting, the distance is not known in advance because obviously it is not known which link will
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fail. Therefore in this case, the link availability can be used to estimate the distance in a 
probabilistic manner. In other words, we can assign higher cost to the low availability links which 
are far away from the ingress node, and a lower cost to the low availability links that are close to
Based on the above discussion, we propose four different extensions o f the SD link cost function 
that not only optimise resource consumption but also improve availability and reduce failure 
impact. Our proposals use the link availability metric in indirect and direct ways. In the indirect 
way, we use the link availability as a threshold in the cost functions; while, in the direct way, we 
use the link availability itself directly in the cost function.
3.4.1 Using Link Availability as a Threshold
According to the definition in Section 3.3, links can be divided into high availability and low 
availability ones by using the LAT, We use this threshold in the two following cost functions.
• Availability Threshold I (ATI)
The ATI link cost function can be defined as follows.
n
This proposed link cost function modifies the SD link cost function presented in (3.17) by
cost function remains the same as SD.
In this approach, higher costs are assigned to low availability links compared to high availability 
ones and low availability links are therefore less likely to be selected. As we will see in Section
3.7 this results in improving the path availability.
Moreover, the low availability links which are far away from the ingress node are penalised more 
in order to reduce the failure impact as explained earlier. For instance, if a low availability link is
4 hops away from the ingress node, its cost is = 4 times more than the link (with equal
residual bandwidth) which is 2 hops away from the ingress node even though they have the same
the ingress node. In this way, the traffic flows are mostly routed through paths with less failure 
impact.
if a/>LAT
if a,<LAT
(3.19)
including a hop count penalty, 2l , for the low availability links. For the high availability links the
availability. In this way our cost function decreases the failure notification distance ( nfD) 
resulting in reduced recovery time and, therefore, reduced packet loss.
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Availability Threshold 2 (AT2)
The At2 link cost function can be defined as follows.
'i
cost,=<
1 2
—  if a, <LAT
(3.20)
n
This proposed link cost function modifies the Sd link cost function presented in (3.17) by 
assigning a constant, J3 (where J3 > 1) to the residual bandwidth of high availability links. In 
this way, for the links with equal residual bandwidth, less cost is assigned to high availability 
links compared to low availability ones. Therefore, the high availability links are more likely to be 
selected compared to the low availability ones.
Also as mentioned earlier since all the proposed cost functions are based on Sd cost function, they 
all consider resource consumption optimisation. In addition to that, At2 applies a hop count 
penalty, 21'1, both to high availability and low availability links which attempts to reduce the path 
length resulting in more resource consumption optimisation. Note that, even though AT2 does not 
consider the failure impact reduction explicitly in its cost function, however, evaluation results in 
Section 3.7 show that the constant value is powerful enough to minimise the links with low 
availability in the primary path and hence reducing failure impact.
3.4.2 Using Link Availability Directly
In this section we propose two more cost functions by using the link availability directly in the 
cost function. In the following proposals, costs applied to the high and low availability links are 
the same.
• Resilient Shortest Path (RSP)
As mentioned in Section 3.2.2, the end-to-end path availability can be calculated by the product of 
the link availabilities along the path as presented in (3.4). If we take the logarithm of both sides of 
(3.4), we obtain:
since ai is a value between zero and one, logai is a negative value. Multiplying both sides by -1, 
we get:
logAp = log ai + log a2 + ... + log a„ (3.21)
-logAp -~ lo g a l -log a 2~...-loga„ (3.22)
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Now, we can observe that if the link cost is defined as a function of its availability (i.e. costf= - 
logai), the total path cost becomes additive and the path with minimum cost is in fact the path with 
maximum availability. Moreover, if we associate a hop count penalty 21'1 with each link in 
addition to its link availability function the link cost function becomes as follows:
costi — —2m log a) (3.23)
According to (3.23), the low availability links with high value of -logai that are located far away 
from the ingress router are penalised more in order to minimise the failure impact. As a result, the 
two terms in the link cost function combine the objectives of minimising primary path 
unavailability (i.e. maximising path availability) and minimising failure impact. Note that, since 
for the high availability links -loga/ has a very small value (i.e. -logai ~ 0 ) therefore
(~2m loga}) «  0. As a result the impact o f hop count penalty on the high availability links is 
negligible.
According to this proposal, first all the paths with minimum cost based on the Sd link cost 
function presented in (3.17) are computed. If more than one exists with the same minimum cost, 
the path with the minimum cost according to (3.23) is selected as the final path among them. This 
can be calculated by modifying the Widest Shortest Path First (WSPF) algorithm that was first 
proposed by [Apos99] for the routing of bandwidth guaranteed paths.
According to the order o f the cost functions used in this case, the path selected here first optimises 
the resource consumption and then optimises the path availability and failure impact objectives.
• Shortest Resilient Path (SRP)
In this proposal, first all the paths with minimum cost function based on (3.23) are computed. If 
more than one exists with the same minimum cost, the path with the minimum cost function 
according to (3.17) is selected as the final path among them. In fact, in the Rsp and SRP 
proposals, link cost functions (3.17) and (3.23) are applied in the reverse order. Therefore, 
according to the order of the cost functions used in this case, the path selected here first optimises 
the path availability and failure impact objectives and then optimises the resource consumption.
3.5 Proposed Heuristic
In this section, we propose a heuristic approach to solve the OTES problem. Our heuristic 
approach consists o f two phases: primary path provisioning phase and backup path provisioning 
phase.
In the primary path provisioning phase, for each traffic flow a primaiy path is computed by using 
one of the proposed cost functions to achieve objective function (3.14). In fact, by applying the
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proposed cost functions, our heuristic finds primary paths that minimise the traffic routed through 
the low availability links, especially those which are far away from the ingress node while 
optimising the resource consumption.
In the backup path provisioning phase, our heuristic calculates a backup path for each traffic flow 
for which a high availability primary path was not found. In other words, if traffic flow / is routed 
through the primary path (p) whose availability (Ap) is less than the availability of the highly 
availability path (i.e. (LAT)"Are) as shown in (3.24) then a global link-disjoint backup path is 
calculated for the corresponding primary path,
Ap <(LAT )n*« (3-24)
The reason for computing a link disjoint backup path for each low availability primary path is 
because this guarantees that in the event of a single link failure, the primary and backup paths will 
not fail simultaneously.
The notion of our heuristic can be achieved by the following algorithm which is similar to the one 
proposed by [XiaoOO] and deployed in a real network for offline MPLS TE. The algorithm is 
described as follows:
P r i m a r y  p a t h  p r o v is io n in g  p r o c e d u r e
Step 1, sort the traffic flows in descending order based on their bandwidth requirements and 
choose one (s.d.bj at a time in that order.
Step 2. temporarily prune the links with residual bandwidth less than the traffic flow bandwidth 
requirement (i.e. n<b,) to ensure that the remaining links can guarantee the bandwidth 
requirement.
Step 3. compute the primaiy path according to one of the cost functions proposed in Section 3.4 
by using the Dijkstra routing algorithm and allocate the requested bandwidth on the path.
Step 4. consider the next traffic flow and repeat step 2 to 4 until all the traffic flows have been 
considered.
B a c k u p  p a t h  p r o v is io n in g  p r o c e d u r e
Step 1. sort the traffic flows in descending order based on their bandwidth requirements and 
choose one (s,d,bj at a time in that order.
Step 2. compute the primaiy path availability o f the corresponding traffic flow according to 
equation (3.4); if it is a low availability primary path (i.e. Ap <(LAT ) ”A ) go to the next step, 
otheiwise go to step 6.
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Step 3. temporarily prune the links with the residual bandwidth less than the traffic flow 
bandwidth requirement (i.e. n<b,).
Step 4. temporarily prune the links that belongs to the primary path to ensure a link disjoint 
backup path.
Step 5. compute the global link disjoint backup path according to the SD cost function (3.17) by 
using the Dijkstra routing algorithm and allocate the requested bandwidth on the path.
Step 6. consider the next traffic flow and repeat step 2 to 6 until all traffic flows have been 
considered.
In fact the fundamental idea of our two phase heuristic algorithm can be summarised as follows: 
since higher bandwidth demand traffic flows can provide higher revenue for ISPs compared to 
lower bandwidth demand flows, our proposed heuristic sort them in descending order and routes 
them accordingly. In this case higher bandwidth demand traffic flows are routed through higher 
availability primary paths and consequently they benefit from less failure or disruption probability 
and consequently less packet re-ordering compared to the other traffic flows. However, to 
compensate for the lower availability primary paths o f the other traffic flows and their higher 
disruption probability backup paths are provisioned again in the descending order.
3.6 Evaluation Methodology
In this section first we present the details of the considered topologies, their link capacities and 
availabilities. Then we explain the traffic distribution used for our evaluation. After that we 
explain our chosen performance metrics used for evaluation comparison. Finally, we describe 
how to set the link cost function parameters applied to ATI and At2.
3.6.1 Network Topology and Link Availabilities
Our experiments were performed on two Point-of-Presence (POP) level topologies generated by 
BRITE [Brite], where the Waxman model is used and POP nodes are placed according to the 
heavy-tail distribution. The two POP level topologies have 50 nodes with 100 links and 100 nodes 
with 200 links. In each topology, all POP nodes are considered as ingress and egress points. In 
other words, they are considered as source and destination points of traffic flows. We also assume 
a homogenous environment in which the capacity o f all the links are OC-192 (9.6 Gbps)1.
1 Details of generating POP level topology with 50 nodes and 100 links with equal capacities of 9.6 Gbps 
are as follows. In the BRITE simulator choose “AS” tab to assign “N” (i.e. number of nodes) to “50”, “m” 
(i.e. node degree) to “2”, “Model” to “Waxman”, “Node placement” to “Heavy Tailed” and “Max (Min)
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We also assume “ five nines” as the LAT (i.e. LAT=0.99999), Therefore, if a link has availability 
equal or greater than five nines then it is considered as a high availability link otherwise it is a low 
availability link. Considering components with availability equal or more than five nines as the 
high availability ones is common in telephony switches [Cisc02, Nord04], We also generate 
synthetic link availability values for our evaluation. First we consider that only 30% of the total 
links are low availability links and then for more generality we vary their percentage from 10% to 
60%. The availability of these links are randomly generated and uniformly distributed over the 
following range [0.99 0.99998]. Note that these numbers are just for illustration purposes and a 
similar range of link availabilities has also been used in [Shao05, Zhan07].
The total average number of hops between all sources and destinations for the generated 50-POP 
and 100-POP topologies are 2.8 and 3.4 respectively. Therefore, if the availability o f a path is 
greater than or equal to (LAT )"A"‘ =(0.99999)2'8 =0.999972 and
(LAT)"A"‘ = (0.99999f 4 = 0.999966 for 50-POP and 100-POP topologies respectively then the 
path is regarded as a path with high availability.
3.6.2 Traffic Matrices
We generate synthetic traffic matrices for our experiments. Following the methodologies in 
[Nucc03, Nucc07], we generate intra-AS Traffic Matrices (TM) using the Gravity Model (GM). 
In this model, the amount of incoming traffic at a POP is proportional to its size. The detail of 
Gravity Model is as follows: The volume o f traffic from node i to node j  calculated as:
di.j ~ Oj y[ V/ 6 [1, V]
Z  e 'Mir)
where 0\ is the total volume of traffic originating at node i, given by
(3.25)
uniform (10,50), if pro b s [0,0.6) 
uniform (80,130), ifprob e [06,0.95) 
uniform (200,300), ifprob e [0.95,1]
0,=
and prob is a random uniform variable between 0 and 1.
(3.26)
BW” to “9.6Gbps”. To generate POP level topology with 100 nodes and 200 links the same settings are 
used except “N” that must be assigned to “ 100”.
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is the share of traffic originating at node i that is destined to node j. The Vj is a random 
Miyj
number picked according to a uniform distribution between 1 and 1.5. Following the suggestions 
in [BhatOl], we randomly classify 40% of POPs as “small”, 40% as “medium” and 20% as “big” . 
Therefore in this case we have Vj e [7,1.2) for the small POPs, Vj 6 [1.2,1.4) for the medium POPs 
and Vj 6 [1.4,7.5] for the big POPs.
3.6.3 Performance Metrics
Three performance metrics are used to evaluate and compare the proposed cost functions. These
performance metrics have also been used in [Call03a, Call03b, Call04].
• Network Protection Degree (NPD): this performance metric computes the percentage of the 
traffic flows routed through paths with high availability and can be formulated as:
2>,l A , > ( L A T r - )
NPD = — -------- ^ ---------------
(3.27)
l e T
This metric only considers the primary paths of traffic flows. If the proposed link cost 
functions applied in our heuristic results in a high NPD value it implies that they perform 
better regarding improving the primary path availability.
• Failure Impact Degree (FID): this performance metric computes the percentage of low 
availability path routed traffic flows with long notification distance. We describe a 
notification distance as long if the number of hops between the node at the head of the low 
availability link and the ingress node (i.e. the node that reroutes the traffic) is more than one 
(i.e. nffD> 1). Similarly, we describe a notification distance as short if the number of hops 
between the node at the head o f the low availability link and the ingress router (i.e. the node 
that reroutes the traffic) is less than or equal to one (i.e. nfD < 1). Accordingly, FID can be 
formulated as follows:
Y, (b ,\ (A ,< (LAT)" ' " &n»D > V )
FID - t z l -----------------------------------------
^ ( b ,  \(A, <(LAT)n^ )  (3.28)
teT
Note that as with the NPD, this metric only considers the primary paths of traffic flows. If the 
proposed link cost functions applied in our heuristic results in a low FID value it implies that 
they perform better regarding reducing the effects of failure or in other words reducing 
recovery time and packet loss.
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• Resource Consumption (RC): this performance metric computes the resources consumed by 
the traffic flows and can be formulated as follows:
RC = Y intbt (3,29)
IsT
where n, is the total number of hops along the path of traffic flow t. We compute RC for two 
cases named PrimaryRC and TotalRC. In the PrimaryRC, we only consider the resources 
consumed by the primary paths (i.e. both the high availability and low availability primary 
paths). Hence in this case the total number of hops o f a traffic flow’s path is equal to the total 
number of hops of its primary path denoted by np. (i.e. n,=np). On the other hand, the TotalRC 
consists of resources consumed by high availability primary paths, low availability primary 
paths and backup paths for low availability primary paths. In fact, according to our heuristic, 
we provide a pre-established, pre-allocated global link-disjoint backup path for each low 
availability primary path to attempt maximising the availability for all the traffic flows. We 
assume that the required bandwidth is dedicated to each backup link. If we denote the number 
o f links (i.e. hops) on the traffic flow’s backup path to protect the low availability primary 
path by nb, then in this case we have n,-np+nb.
If the proposed link cost functions applied in our heuristic results in a low TotalRC value they 
perform better regarding optimising resource consumption, by establishing global backup 
paths (if necessary) for protecting the low availability primary paths.
3.6.4 Link Cost Function Parameter Setting
For all the evaluation results presented in Section 3.7, the hop count penalty parameter o f ATI and 
the constant power parameter /? o f At2 are set to 2l and 2 respectively. In the following sections 
we evaluate the impact o f the different values o f these parameters on the performance metrics so 
as to validate our chosen values. Note that all the results presented in this chapter are the average 
of 10 trials with different network topologies and traffic matrices.
3.6.4.1 Hop Count Penalty Parameter Setting for ATI
As described in Section 3.4.1, A tI differentiates between the high and low availability links by 
assigning a hop count penalty to the latter. Here we experiment with a number of hop count 
penalty values (i.e. 21, 31 ,4l ,5' ,6l ) for this cost function and investigate their effect on the 
performance metrics.
Figures 3-4, 3-5 and 3-6 present the NPD, FID and PrimaiyRC performances respectively for the 
heuristic algorithm with the proposed ATI link cost function for the 50-POP and 100-POP 
topologies. The x-axis represents the normalised offered load, i.e. the total traffic volume
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normalised by the total capacity. For these experiments, we set the total percentage of low 
availability links to 30% of all the links for both topologies, while varying the offered load.
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Figure 3-4: NPD Evaluation of ATI as a Function of Normalised Offered Load for Different Hop 
Count Settings (left: 50-POP, right: 100-POP)
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Figure 3-5; FID Evaluation of ATI as a Function of Normalised Offered Load for Different Hop 
Count Settings fleft: 50-POP, right: 100-POP)
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Figure 3-6: Primary Path Resource Consumption Evaluation of ATI as a Function of Normalised 
Offered Load for Different Hop Count Settings (left: 50-POP, right: 100-POP)
51
Chapter 3. Improving Intra-AS Robustness in MPLS-based Networks
An overall observation o f  these figures identifies that for hop count penalty values higher than 21, 
small improvements in NPD and FID performance are achieved at the cost o f  high PrimaryRC 
performance degradation. In other words, by comparing the performance achieved by setting hop 
count penalty to 21 with those set higher than 21, we observe that slight availability enhancement 
(i.e. 6-8%  for 50-POP and 5-9% for 100-POP in Figure 3-4) and slight failure impact reduction 
(i.e. 7.5-10% for 50-POP and 6-9% for 100-POP in Figure 3-5) are obtained at the cost o f  higher 
primary path resource consumption (i.e. 14-17% for 50-POP and 13-17% for 100-POP in Figure
3-6). W e therefore chose 21 which seems to provide a reasonable balance between the optimisation 
objectives.
3 .6 .4 .2  C o n s ta n t P o w e r  P a ra m e te r  S e tt in g  fo r  A T 2
As described in Section 3.4.1, A t2  differentiates between the high and low  availability links by 
assigning a constant power J3 to the former. Here we experiment different values for constant 
power (i.e. 2, 3, 4, 5, 6) for this cost function and investigate their effect on the performance 
metrics.
Similar to the previous section, Figures 3-7, 3-8 and 3-9 present the NPD, FID and PrimaryRC 
performances respectively for the heuristic algorithm with the proposed AT2 link cost function for 
the 50-POP and 100-POP topologies with the same simulation setup.
An overall observation o f  these figures identifies that, setting J3 to values higher than 2 in 
comparison with its setting to 2, can only achieve a slight availability enhancement (i.e. 4-7%  for 
50-POP and 4-8%  for 100-POP in Figure 3-7) and slight failure impact reduction (i.e. 5-8% for 
50-POP and 4-6.5%  for 100-POP in Figure 3-8) at the cost o f  higher primary path resource 
consumption (i.e. 15-19% for 50-POP and 14-17% for 100-POP in Figure 3-9), W e therefore 
deduce that setting (3 to 2 can provide a reasonable balance between the optimisation objectives.
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Figure 3-7: NPD Evaluation of AT2 as a Function o f Normalised Offered Load for Different Constant 
Power Settings (left: 50-POP, right: 100-POP)
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Figure 3-8: FID Evaluation of AT2 as a Function o f Normalised Offered Load for Different Constant 
Power Settings (left: 50-POP, right: 100-POP)
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Figure 3-9: Primary Path Resource Consumption Evaluation of AT2 as a Function of Normalised 
Offered Load for Different Constant Power Settings (left: 50-POP, right: 100-POP)
3.7 Results Evaluation
In this section we present our evaluation results.
3.7.1 N P D  and F ID  as a Function  o f N o rm alised  O ffe red  Load
Figures 3-10 and 3-11 present the NPD and FID performances respectively for the heuristic 
algorithm with the proposed link cost functions under various normalised offered loads with the 
50-POP and 100-POP toplogies. Note that, for the evaluations o f  this section, we set the total 
percentage o f  low availability links to 30%, while vaiying the normalised offered load.
Figure 3-10 shows that A t2  has the best (i.e. highest) NPD performance. In fact its performance 
is about 112% and 176% better than SD for 50-POP and 100-POP respectively. This is due to the 
fact that according to A t 2 ’ s link cost function, for most o f  the cases the costs associated to the 
high availability links are less than the low availability links. Therefore, most o f  the primaiy paths
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computed by this cost function route the traffic flows through high availability paths which lead to 
high values o f  NPD. On the other hand, other proposed cost functions i.e. A t I ,  Srp  and Rsp 
result in lower NPD values compared to A t2  but are still significantly better (i.e. about 83%, 73% 
and 41% respectively for 50-POP and 105%, 97% and 66% respectively for 100-POP) than Sd 
respectively. This is due to the fact that SD does not consider the link availability values at all, 
therefore results to the lowest NPD values. Note that higher NPD performance in fact means that 
higher percentage o f  traffic flows have high availability primary paths. This in turn implies that 
higher percentage o f  traffic flows have lower disruption probability. For instance, for A t2  with 
the NPD performance values o f  about 70% and 86% for 50-POP and 100-POP respectivly, the 
amount o f  traffic flows with high disruption probability is 30% and 14% respectively. Therefore, 
the amount o f  traffic flows that have lower disruption in A t2 , A t I ,  S rp  and Rsp is about 55%, 
42%, 36% and 19% in 50-POP and about 80%, 48%, 43% and 29%  in 100-POP less than that in 
SD.
Figure 3-11 show that ATI and after that SRP have the best (i.e. lowest) FID performance. In 
fact their performance are about 74% and 68% for 50-POP and about 67% and 63% for 100-POP 
better than Sd. This is due to the fact that penalising the low availability links which are far away 
from the ingress router, is considered directly in A T I ’ s and SRP’ s link cost functions. Therefore, 
most o f  the primary paths computed by these cost functions route the traffic flows through paths 
with short notification distance (i.e. nj*D < 1), resulting to low failure impact. On the other hand, 
AT2 which did not considered failure impact explicitly and Rsp that considered failure impact as 
the second optimisation objective result in higher FID values but are still better (i.e. about 53% 
and 15% for 50-POP and 54% and 16% for 100-POP) than Sd, which does not consider the 
failure impact at all and has the highest FID values.
All these figures show that RSP has the worst performance regarding NPD and FID among the 
four proposed cost functions. This poor performance is expected since RSP first finds all the 
shortest paths according to the SD cost function and then it considers the availability and failure 
impact as its second objective to choose the final path. Therefore, regarding these performance 
metrics, it performs worse than other proposed cost functions but still better than SD.
Moreover, an overall observation o f  these figures identifies that the normalised offered load 
increase do not affect the NPD and FID performance o f  any considered cost function. As a result, 
the proposed link cost functions can keep almost the same availability and failure impact as the 
normalised offered load increases.
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Figure 3-10: NPD as a Function o f Normalised Offered Load (left: 50-POP, right: 100-POP)
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Figure 3-11: FID as a Function of Normalised Offered Load (left: 50-POP, right: 100-POP)
3.7.2 N P D  and F ID  as a Function  o f L o w  A v a ila b ility  L in k  Percentage
This section evaluates the performance metrics under various percentage o f  link availability in the 
network (i.e. various degree o f  network availability). Figures 3-12 and 3-13 present the NPD and 
FID performances respectively for the heuristic algorithm with the proposed link cost functions 
for 50-POP and 100-POP. The x-axis represents the percentage o f  low availability links in the 
network topology. For all the evaluations o f  this section, we consider all the normalised offered 
load, while varying the percentage o f  low availability links from 10% to 60%.
An overall observation o f  Figures 3-12 and 3-13 identifies that the cost functions with the best 
performance in Figures 3-10 and 3-11, still have the best performance under increasing 
percentage o f  low availability links. Therefore the same discussions and conclusions remain valid. 
Moreover, as the percentage o f  low availability links increases, the NPD decreases while the FID 
increases. These phenomena are expected since by increasing the number o f  low  availability links, 
the number o f  high availability paths decreases, resulting in fewer traffic flows routed in high 
availability paths resulting in lower NPD. Also, more low availability links increases the 
probability o f  longer notification distance and results to higher FID. Nevertheless, all the
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proposed link cost functions perform almost better than SD in all cases. However, as the 
percentage o f  low  availability links increases the performances o f  the proposed and SD cost 
functions converge. This identifies that the proposed cost functions are capable o f  achieving the 
optimisation objectives at a reasonably low percentage o f  low availability links.
Low Availability Link Percentage (5 0 -P O P ) Low Availability Link Percentage (10 0 -P O P )
Figure 3-12: NPD as a Function of Low Availability Link Percentage (left: 50-POP, right: 100-POP)
Low Availability Link Percentage (5 0 -P O P ) Low Availability Link Percentage (1OO-POP)
Figure 3-13: FID as a Function of Low Availability Link Percentage (left: 50-POP, right: 100-POP) 
3.7.3 Resource Consumption (R C )
Figures 3-14 and 3-15 show the resource consumption o f  the heuristic algorithm with the 
proposed link cost functions for the 50-POP and 100-POP topologies. Similar to Section 3.7.1, the 
x-axis represents the normalised offered load and we set the total percentage o f  low availability 
links to 30%, while varying the normalised offered load.
Figures 3-14 present the PrimaryRC (consists o f  high availability and low  availability primary 
paths). The results show that for a lower amount o f  normalised offered load the performance o f  all 
the link cost functions are veiy close to each other, however as the total amount o f  offered load 
increase, all the cost functions require more resources. Moreover, the proposed cost functions 
namely AT2, ATI, S rp  and Rsp consume more resources (i.e. at most about 15%, 11%, 15% and
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8% respectively for the 50-POP and about 19%, 14%, 17% and 12% respectively for the 100- 
POP) than Sd. This phenomenon is expected according to the trade-off between availability 
performance and resource consumption. In other words, the proposed cost functions perform 
better than SD regarding NPD and FID metrics by routing the traffic flows through longer primaiy 
paths which lead to this slight increase in the primary path resource consumption.
Figure 3-14: Primary Resource Consumption as a Function of Normalised offered load (left: 50-POP,
right: 100-POP)
Figure 3-15: Total Resource Consumption as a Function of Normalised offered load (left! 50-POP,
right: 100-POP)
Figure 3-15 presents the TotalRC (consists o f  all primary and global backup paths). The results 
show that Sd consumes the most resources in comparison to all the other proposed cost functions. 
This is due to the fact that most o f  its primary paths have low availability therefore backup paths 
need to be provisioned for them which in turn increase the total resource consumption. On the 
other hand, AT2, AT I, Srp  and RSP are capable o f  saving up to about 48%, 47% , 43%  and 22% 
respectively for the 50-POP and also up to about 42%, 40%, 37% and 25% respectively for the 
100-POP compared to SD. This result was expected, since our proposed cost functions improve 
the availability o f  the primary paths and therefore they require fewer backup paths to protect the 
low availability primary paths which results in lower total resource consumption. The results
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show that among all the proposed cost functions, A t2  consumes the least resources while RSP 
consumes the most. This was expected according to their respective high and low level o f  NPD 
performance.
Note that by providing backup paths for the low availability primary paths o f  any one o f  the 
considered cost functions, all the traffic flows are provisioned with high availability connections 
(i.e. all the connections satisfy the high availability condition). Hence, high availability 
connection can be guaranteed for all the traffic flows.
W e do not evaluate the RC performance as a function o f  low link availability percentage. The 
reason is that as the percentage o f  low availability links increases the number o f  low availability 
paths increases which requires more global link disjoint backups. However each topology has 
limited resources and cannot accommodate the increasing amount o f  backups. In other words, not 
all the traffic flows together with their global backups can be accommodated in the network under 
increasing amount o f  low availability links condition which cannot allow a meaningful evaluation 
o f  RC performance.
3.7.4 O verall Performance
We summarise the performance o f  the proposed cost functions as follows. ATI has the best 
performance regarding FID, in other words ATI optimises failure impact. AT2 has the best 
performance regarding NPD and TotalRC, in other words, AT2 optimises path availability and 
resource consumption. Also, SRP’s performance is close to A t I  and AT2 while R sp ’ s 
performance is closer to SD due the lexicographic order o f  their optimisation objectives. In total, 
our evaluation results show that our proposed cost functions can achieve improvement in network 
protection degree performance, reduction in failure impact and savings in total resource 
consumption at the small cost o f  increase in primary resource consumption.
Overall, the evaluation o f  our proposed cost functions allows network operators to select an 
appropriate cost function for network provisioning to fit their target objectives.
3.8 C onclusion
In this chapter, we have considered survivability in MPLS networks and formulated the offline TE 
survivability (OTES) problem. Its objective is to find for each traffic flow a primary path with an 
overall balance between availability, failure impact and resource consumption that satisfies the 
flow ’s bandwidth requirement. W e have proposed a two phase heuristic algorithm with four cost 
functions to solve the problem. Evaluation results show that our devised heuristic algorithm, 
together with the proposed cost functions, increases the network protection degree, which means
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high availability primary paths can be provided for most o f  the traffic flows. Our proposal also 
minimises the effects o f  failure such as recovery time and packet loss. Finally, it can improve the 
resource efficiency by reducing the amount o f  resources required for global backups.
In summary, this work allows ISPs to apply better TE and QoS routing strategies to increase 
service availability for their customers.
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Chapter 4
4 Making Inter-AS Outbound TE Robust to 
Inter-AS Link Failure for Long-term 
Network Provisioning
4.1 Introduction
In the previous chapter we showed how intra-AS robustness can be achieved by an offline TE 
approach that takes into account the link availability and failure impact parameters while 
optimising resource consumption and satisfying bandwidth requirements. However, as mentioned 
in Section 1.1.1, inter-AS transient link failures are as common as intra-AS transient link failures 
[Bona07], Moreover, inter-AS links are the frequent congestion points in the networks and 
typically incur peering costs. As a result, their failure can have detrimental consequences. For 
example, when an inter-AS link fails, BGP re-convergence takes place so that each node in the 
network selects an alternative egress point that bypasses the failed link, in accordance with the 
BGP route selection process explained in Section 2.3.1. However, as mentioned in Section 2.3.2, 
the convergence may introduce network instability problems such as transient forwarding loops 
and may also take long time to complete. These conditions could cause severe service disruptions 
to customer traffic and possibly packet discard. To remedy these concerns, we need to avoid the 
BGP re-convergence i f  possible and to recover the failure in a very short time in order to 
guarantee service continuity and data integrity. An effective solution is that the node that initially 
detects the link failure reroutes the received traffic immediately to pre-planned Secondary Egress 
points (SEP) that serve as backups from which the traffic is foiwarded to the destination prefixes, 
while at the same time suppressing the dissemination o f  link failure news throughout the network. 
As a result, BGP convergence and its associated problems can be eliminated. This proactive 
technique is also known as fast rerouting.
However, fast rerouting does not consider the resulting load distribution in the network. There can 
be an excessive amount o f  traffic diverted to certain secondary egress points, leading to 
congestion and packet discard. This reduces the effectiveness o f  fast rerouting and causes service
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disruptions. In this case, an optimal selection o f  secondary egress points for achieving post-failure 
network load balancing is essential. For that reason, BGP outbound TE should be designed not 
only to achieve load balancing for the normal network conditions but also to take the post-failure 
load distribution into consideration.
As mentioned in Sections 2.2.1.1.2 and 2.2.2.4, a significant body o f  research work exists in the 
literature on making intra-AS TE robust to link failures based on IP [Fort03, Nucc03, Srid05a, 
Yuan03] and MPLS [Beje05, Huan02, Kodi03, Li05, Marz03, Nord04] survivability mechanisms. 
The primary difference between our work and these proposals is that we focus on inter-AS 
outbound TE. Moreover, as mentioned earlier, many proposals [Bres03, Uhli03, Ho04] have 
considered inter-AS outbound TE objectives and optimisations. [Bres03] determines an optimal 
egress point selection in order to optimise intra-AS resource utilisation. [Uhli03] focuses on stub 
ASes and considers multi-objective combinatorial optimisation to perform traffic engineering 
with minimal BGP configurations. [Ho04] proposes egress point selection optimisation 
considering end-to-end bandwidth guarantees. These proposals have only focused on primary 
egress point selection optimisation and have ignored the importance o f  fast recovery and post 
failure inter-AS link load balancing. Therefore it is not possible to use these proposals for 
benchmarking and comparison with our proposal. However, we have introduced some analytical 
upper and lower bounds, described in Sections 4.4 and have used them for benchmarking and 
comparison purpose.
The main contribution o f  this chapter is that we propose a long-term (i.e. monthly, weekly and/or 
daily timescales) network provisioning approach to achieve both fast failure recovery and post­
failure network load balancing during transient inter-AS link failures. Our proposed long-term 
network provisioning is an offline approach that maps the measured or estimated traffic flows 
onto the available physical resources. Our proposal, first o f  all, applies an existing fast rerouting 
scheme based on IP tunnelling for inter-AS link failure protection. In this scheme, an IP 
protection tunnel is pre-established (prior to failures) from a primary egress point until an ingress 
point o f  a downstream AS via a secondaiy egress point. When an inter-AS link fails, the incident 
primary egress point immediately detects and diverts the traffic onto the tunnel while suppressing 
the advertisement o f  the link failure throughout the network. This scheme can recover from the 
failure within 50 milliseconds, which is sufficient to maintain the performance o f  most stringent 
real-time services such as VoIP without causing quality deterioration. Secondly, for the optimal 
selection o f  secondary egress points, we propose a bi-level BGP outbound TE approach that is 
robust to inter-AS link failure. The objective is to determine BGP routing configurations that 
achieve good load balancing performance under both the normal state (NS, i.e. absence o f  inter- 
AS link failures) and failure states (FSs). Each failure state refers to a single egress point or inter-
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AS link failure. In this bi-level outbound TE approach, the first level is to select Primary Egress 
Points (PEP) under the normal state, in a similar fashion to the previous egress point selection 
work [Bres03, Ho04, Uhli03]. Then, the second level is to select the Secondary Egress Point 
(SEP) for each failure state. This approach can also be extended for the selection o f  tertiary and 
successive egress points. For example, a tertiary egress point is used as the traffic exit point when 
both the PEP and SEP fail simultaneously. However, as mentioned in Section 1.1.1, since single 
link failure is the predominant form o f  failure in communication networks [Mark04], we consider 
the bi-level outbound TE to be adequate. To the best o f  our knowledge, this work is the first to 
consider inter-AS outbound robust TE provisioning and also its integration with fast recovery. We 
solve this problem using a tabu search heuristic and compare its performance to alternative 
strategies.
W e have evaluated our approach through simulations using synthetically generated network 
topologies and traffic matrices. Our results reveal that, in comparison to those TE approaches that 
only consider PEP selection while neglecting post-failure network load balancing, the bi-level 
outbound TE approach can significantly minimise the maximum inter-AS link utilisation under all 
single inter-AS link failures, with only a small performance degradation in the normal state. In 
addition, our approach minimises the amount o f  traffic disruption caused by the failures. 
Therefore, with our bi-level outbound TE approach based on fast recovery, ISPs can minimise 
service disruption almost to the level o f  normal state operation.
This chapter is based on our work described in [Amin06a] which has been fully explained and 
extended here. The chapter is organised as follows. In Section 4.2, we present the formulation o f  
the primary and bi-level outbound TE problems. W e also show how IP tunnels can be used for 
achieving inter-AS fast recovery. In Section 4.3, we describe the tabu search heuristic, and present 
the relevant performance analysis in Section 4.4. Section 4.5 presents three alternative strategies 
for the bi-level outbound TE approach. Then, we present our evaluation methodology and results 
in Sections 4.6 and 4.7 respectively. Finally, we conclude this chapter in Section 4.8.
4.2 BGP Outbound TE Problem Formulation
In this section, we investigate how to make the BGP outbound TE robust to egress point (inter-AS 
link) failures. Table 4-1 shows the notation used in this chapter. Note that, in the literature, BGP 
outbound TE is divided into single and multiple egress selection [Bres03], In single egress 
selection, a single egress point is selected for each destination prefix, and so all the traffic flows 
from any ingress point to a particular destination prefix will use the selected egress point. In 
contrast, multiple egress selection allows multiple egress points to be selected for each destination
62
Chapter 4. Malting Inter-AS Outbound TE Robust to Inter-AS Link Failure for Long-term Network
Provisioning
prefix. In this case, the traffic flows from different ingress points to a destination prefix can have 
different egress points. Since the goal o f  this chapter is to demonstrate how to make outbound TE 
robust to egress point failure, we apply our work to the single egress selection case. W e do not 
consider whether single or multiple egress point selection is better for a network provider. We 
believe that our work is a viable approach for those network providers who may choose or are 
interested in such a solution due to their internal network management policy. Nevertheless, our 
work can also be extended to the multiple egress selection case.
This section is divided into three parts. First o f  all, we present the general inputs for the BGP 
outbound TE. Given these inputs, we review the problem formulation o f  current primary BGP 
outbound TE that produces as output an optimal assignment o f  primary egress points to the inter- 
AS outbound traffic. Finally, we present the problem formulation o f  our bi-level BGP outbound 
TE optimisation. In fact, the primary BGP outbound TE determines the PEPs under NS only 
(s=0), and is therefore the first level o f  our bi-level outbound TE problem. In a similar fashion, 
our bi-level outbound TE determines both the PEP under NS and the SEP under FSs.
N o t a t io n DESCRIPTION
K A set o f destination prefixes, indexed by k
J A set o f  egress points, indexed by j
S A set o f states S = {0 U  (VjeJ) } , indexed by s
I A set o f ingress points, indexed by i
t(i,k) Bandwidth demand of traffic flows from ingress point i e  I destined to destination 
prefix k eK
Out(k) A set o f  egress points that have reachability to destination prefix k
Ointer
Capacity o f the egress point j
XJ
sk
A binary variable indicating whether prefix k is assigned to the egress point j  in state s
» / If s= 0  then Utilisation o f  egress point j  under normal state. Otherwise Utilisation on 
non-failed egress point j  in state s. Its value is zero when s=j.
Umax(s) Inter-AS Maximum Link Utilisation (MLU) in state s
uFSw worst Inter-AS Worst case MLU across all failure states
NS Normal State
FS Failure State
PEP Primary Egress Point
SEP Secondary Egress Point
Table 4-1: Notation used in Chapter 4
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4.2.1 Inpu ts
1) Inter-AS traffic matrix: Each element o f  the inter-AS traffic matrix, t(i,k), represents the total 
volume o f  traffic from ingress point i o f  the local AS towards destination prefix k that belongs to a 
downstream AS. Due to the increasing use o f  multi-homing, a prefix usually can be reached 
through multiple egress points, thereby allowing outbound TE to select the best egress point for 
the traffic. The inter-AS traffic matrix can be obtained through measurement at each vantage 
point. The authors in [TeixOSa] present a methodology to compute an inter-AS traffic matrix 
using Cisco’ s Netflow and BGP routing data. The authors in [Feld04] propose a methodology to 
estimate inter-AS publisher and web traffic matrices using server logs from content delivery 
networks and packet level traces from larger sets.
2) Network topology: The key elements o f  the network topology for outbound TE are the 
connectivity and capacity o f  inter-AS links. W e apply our work to a simple inter-AS network 
topology where each egress point is composed o f  an egress router attached to a single inter-AS 
link. However, our work can also be extended to inter-AS network topologies with multiple inter- 
AS links attached to each egress router. Intra-AS topology information such as link capacity and 
IGP cost may also be used i f  the TE objective is to optimise intra-AS level performance. 
However, since our outbound TE objective focuses on inter-AS robustness and given that intra- 
AS resource over-provisioning is usually employed by large ISPs on their IP backbone networks 
[Telk02], we ignore the details o f  intra-AS topology.
3) Destination prefixes: The destination prefixes supported by each egress point are important for 
outbound TE to identify which destination prefix can be reached through which egress points, 
These destination prefixes may be obtained from the BGP routing information base (Adj-RIB-In) 
o f  each egress router.
4.2.2 P r im a ry  O utb ound  T E  P rob lem  F o rm u la tio n
Given an inter-AS topology, destination prefixes and an inter-AS traffic matrix, the task o f  the 
primaiy outbound TE problem is to determine the best PEP for each destination prefix2. In fact, 
the primary outbound TE problem is equivalent to the single egress selection problem described 
in [Bres03]. The optimisation objective we consider is the commonly used cost function that 
mimics inter-AS load balancing -  namely, minimising the inter-AS Maximum Link Utilisation 
(MLU). The inter-AS MLU is defined as the highest utilisation among all egress points.
2 Assigning a PEP to a destination prefix is equivalent to selecting that PEP for traffic demands that head 
towards that destination prefix.
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Minimising this value ensures that traffic is moved away from congested to less utilised egress 
points and attempts to achieve load balancing across all egress points.
W e formulate the primary egress point selection problem as an integer programming problem 
using the objective o f  minimising the inter-AS MLU:
Minimise Umax( 0 ) —Minimise Max(u^) = Minimise Max(,sl keK .-------------)  ,. n
VFJ VW c\nter U-1J
subject to the following constraints:
Vf e J . k e K  if x^k — 1 then j  e  Out(lc) 4^ 2)
V k e K :  J  4 * = 1  U .3)
jeOut(k)
V j e J . k e K :  x L  e { 0,l} (4.4)
Constraint (4.2) ensures that i f  prefix k is assigned to egress point j  under NS, then this prefix is 
reachable through egress point j. Constraints (4.3) and (4.4) ensure that under NS each destination 
prefix is assigned to only one PEP that can reach this destination prefix.
4.2.2 .1  P ro o f o f N P -h ard ness
To prove the NP-hardness o f  the primary egress selection problem, we show that it is a special 
case o f  the makespan problem. The makespan problem is known to be NP-hard and has been well 
studied in the operations research and theoretical computer science communities [Gare97], The 
definition o f  the makespan problem is as follows: given a set B o f  n jobs, a set M o f  r machines 
and a processing time pbm for job  b on machine m, the task is to find an assignment {1, 2 ,..., n} 
{ l ,2 , . .. ,w }  o f  jobs to machines which minimises the makespan -  the time at which all the 
machines have completed all the jobs assigned to them. In other words, the task is to find an 
assignment that minimises the maximum total processing time on any machine as follows:
Minimise Max( Y  pbm) (4.5)
Vm eM  b . f ( b^ m
A  special case o f  the primary egress selection problem is the assignment o f  k prefixes each with 
traffic volume o f  t(i,k) to two egress points j l  and J2 with capacities c(Jter and c{jter respectively, 
such that the assignment minimises the maximum link utilisation:
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£  £  x£ktci.k) J)  2  xgkt(i.k)
Minimise Max( fe/ keK- ..------------, is/ keK . »
//,/?  cJ1 rj2 (4 .6 )J J  c inler c inter v '
W e reduce the primaiy egress selection problem to the makespan problem by letting y7 and J2 be 
two machines and having k jobs each with processing time o f  J0kt(i,k) on machine j , where
ie l
X0k is a binary variable indicating whether job  k is assigned to the machine j  in normal state. 
Also, by considering c\)xter and c{jter as the total processing time available on machine j l  and j2
J}xj0kt(i,k)
then the normalised processing time o f  job  A: on machine j  is M.---------------- In this case minimising
Cinter
makespan (i.e. minimising the maximum total normalised processing time) is equivalent to (4.6). 
It is then obvious that the makespan solution is a minimum if  and only i f  the primary egress 
selection problem is a minimum. Since the primary egress selection problem is a special case o f  
the makespan problem, it is an NP-hard problem.
4.2.3 Bi-level Outbound T E  Problem  Form ulation
The goal o f  bi-level outbound TE is to determine for each destination prefix both a PEP under NS 
and a SEP that will seive the traffic when the PEP fails (i.e. under FS). The optimisation objective 
o f  the bi-level outbound TE problem is to minimise both the inter-AS MLU under NS and the 
worst case inter-AS MLU across all FSs. Since each FS corresponds to a single egress point 
failure, the number o f  FSs is equal to the number o f  egress points |7j. By including the NS, the 
total number o f  states |Sj is |7| + I. The computational complexity o f  the bi-level outbound TE 
problem is thus an increasing function o f  the total number o f  states. To reduce this complexity, 
one may use the idea in [Srid05] o f  performing the TE only on a small subset o f  FSs whose 
failures have significant impact on network performance, this set o f  egress points being referred to 
as critical egress points; however we leave this as future work. The inter-AS MLU under FS s can 
be calculated in a similar manner to (4.1) as:
£ £ 4 '( W
Vs 6 S: Minimise Umax (s)=Minimise Max(uJs )  = Minimise Max( <g/ k*K .------------ )
V /**  VI*S Cjnfer A-0
The sum o f  terms x(kt(i, k) consists o f  flows that are assigned to egress point j  as their PEP and
also flows which are assigned to egress point j  as their SEP. Since our optimisation objective is to 
minimise the inter-AS MLU under both NS and FSs simultaneously, a bi-criteria optimisation 
problem is formed. However, the two optimisation objectives may conflict with each other: in
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fact, degrading the inter-AS MLU under NS allows us to improve the worst case inter-AS MLU 
across all FSs. We therefore resort to a weighted sum approach to transform the two objectives 
into a single-criterion optimisation problem which is simpler to solve. Hence, the optimisation 
objective function becomes:
By varying the weighting parameter w and re-solving F, we can generate a trade-off curve 
between the two objectives using the weighting method o f  multi-objective programming 
[Coho78]. I f we solve the problem with w=0, the problem is simply reduced to the PEP selection 
problem. With w~l,  the problem completely ignores the performance under NS. The effects o f  
this weighting parameter on the optimisation objectives is discussed further in Section 4.7.5. In 
that section we show that setting w to its optimum value allows us to achieve significant 
performance improvement for SEP selection with only small performance degradation for the 
PEP selection. In a similar fashion to the PEP formulation, constraint (4.10) ensures that if  prefix 
k is assigned to egress point j  under either NS or any o f  the FSs, then this prefix is reachable 
through egress point j . Constraints (4.11) and (4.12) are equivalent to constraints (4.3) and (4.4), 
ensuring each destination prefix is assigned to only one PEP under NS (s = 0 )  and only one SEP 
under FSs. Constraint (4.13) ensures that i f  prefix k is assigned to egress point j  under NS, then 
this prefix remains on j  for all the FSs except when the current FS is the failure on j .
The bi-level outbound TE problem is NP-hard, since it is an extension o f  the PEP selection 
problem, shown to be NP-hard in Section 4.2.2.1. I f  we set either the number o f  FSs or the 
weighting parameter w to zero, the bi-level outbound TE is reduced to the PEP selection problem. 
Due to NP-hardness o f  the bi-level outbound TE problem, it is computationally intractable to
Minimise F=(l-w )U max( 0 )  + wU™.sl, 0 < w < lworst (4.8)
where
(4.9)
subject to the following constraints:
V / <=J,ke K,s  e  5  if x f  = 1 then jeO ut(k) 
V k e K . s e S :  ^
(4.10)
(4.11)
jeOnt(k)
Vj e  J,k 6 K,s  e S : x f  e  {0,1} (4.12)
(4.13)
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obtain the optimal solution. Hence, we resort to using a heuristic approach to solve this problem 
efficiently.
4 .2 .3 .1  Egress P o in t S e lection  E x a m p le
For a better understanding o f  the bi-level outbound TE problem, we provide an example in Figure 
4-1. Figure 4 -1(a) illustrates an outbound TE problem, comprising ingress points il and /2, egress 
points j l , j 2 and j3, traffic demands t(il,kl), t(il,k2) and t(i2,k2) and destination prefixes kl and 
k2 that can each be reached through all the three egress points. Recall that the task o f  the bi-level 
outbound TE problem is to determine, for each destination prefix, both an egress point as its PEP 
to be used under NS and an egress point as its SEP to be used when its PEP has failed (i.e. under 
FS). Figure 4- 1(b) shows a potential solution o f  PEP selection, with kl and k2 reached through 
egress points j l  and j2  respectively. As a result, the PEP for all the traffic demands destined to kl 
is j l  and to k2 is j2  i.e. PEP,{Uk/) —► j l ,  PEPt(ilk2) —* j2  and PEP,(i2k2) j2 ■ In addition, Figure 
4 -1(c) illustrates a potential solution o f  SEP selection when egress point j2  has failed. As shown, 
k2 has been re-assigned to egress point j3  as its SEP. As a result, the SEPs for all the traffic 
demands destined to k2 are assigned to j3, i.e. SEP,(U k2) —► j3  and SEPt(i2k2) —* j3. Note that the 
traffic destined for the unaffected destination prefix (i.e. kl) has remained intact.
4-1(a) 4-1(b) 4-l(c)
Figure 4-1: (a) Outbound TE Inputs, (b) PEP Selection and (c) SEP Selection for k2
4 .2 .3 .2  Im p le m e n ta t io n
As mentioned in Section 2.3, destination prefixes can in general be reached through multiple 
egress points. When multiple routes through different egress points are present, routers select the 
best one according to the BGP route selection process explained in Section 2.3.1. As illustrated in 
that section, the highest criterion in the BGP route selection process is the local-preference: the 
route assigned with the largest local-preference value is chosen as the best route to the destination 
prefix. Therefore, the traffic destined to a destination prefix will exit the AS through the egress 
point that has the largest local-preference value.
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As already mentioned in Section 2.3.3 local-preference can be used for implementing the 
outbound TE solution. We can therefore use this approach to implement the bi-level outbound TE 
solution as follows: for each prefix, assign the largest value o f  BGP local-preference for its 
selected PEP and the second largest value for its selected SEP. Whenever a PEP fails, the egress 
point with the next largest local-preference (i.e. the SEP) becomes the exit point for the traffic 
towards the destinations. Figure 4-2(a) shows an example o f  this implementation. Assuming that 
k2 is reachable through all the three egress points, the largest value o f  BGP local-preference, e.g. 
100, is assigned to its selected PEP (i.e. egress point j2), the second largest value, e.g. 80, is 
assigned to its selected SEP (i.e. egress point j3) and any BGP local-preference value less than 80, 
e.g. 50, can be assigned to the remained egress point (i.e. egress point jl) . As a result, as shown in 
Figure 4-2(a) the traffic demand assignment under NS is: PEPl(iUc2) —► j2  and PEP,Cl2k2) —► j2  . 
Also, as shown in Figure 4-2(b) under FS (i.e. s=j2) the traffic demand assignment is: SEPt(il_k2) 
—► j3  and SEPt(i2k2) —» j3. However, as mentioned in Section 2.3.2, BGP convergence is slow and 
usually takes long time to complete. Also as explained in Section 2.3.2.1, several proposals 
[GrifOl, Pei05] have been made to reduce the re-convergence time by reducing the number o f  
BGP messages that must be exchanged after a failure. However, the achieved re-convergence time 
might still not meet the stringent requirements o f  real time services.
4-2(a) 4-2(b) 4-2(c)
Figure 4-2: Traffic Demand Assignment (a) under NS implemented by BGP local-preference, (b) 
under FS implemented by BGP local-preference and (c) under FS implemented by BGP local- 
preference together with IP tunnelling for achieving fast failure recovery
4.2.3.2.1 Fast Rerouting
To avoid the long BGP convergence time and achieve fast failure recovery, the fast rerouting 
approach proposed in [Bona07] can be implemented. There, IP tunnels are used to protect inter- 
AS link failures by diverting the traffic from the failed PEPs to ingress routers o f  the downstream 
ASes via the pre-computed SEP. In this approach, the IP tunnel is pre-established at the PEP and 
terminates at the ingress point o f  the downstream AS where the pre-computed SEP is connected 
with. An example o f  using IP tunnelling is illustrated in Figure 4-2(c). Assume that EPy'2 and EPyi
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are the PEP and SEP for prefix k2. The dashed path indicates the IP tunnel. When EPy'2 first 
detects a failure at its attached inter-AS link, it suppresses the advertisement o f  this route failure 
to any other routers in the network. As a result, BGP convergence and its problems are eliminated 
(i.e. no need to trigger the exchange o f  iBGP messages) and the BGP routing tables o f  all other 
routers except EP/2 remain intact. EPy'2 then activates the IP tunnel and diverts the traffic to the 
tunnel rather than traversing the failed link. The affected traffic is delivered through the tunnel via 
EPy‘3 and terminates at the ingress point o f  the downstream AS. In this case the BGP local- 
preference value o f  EVjl and EPy'3 can be any value less than the BGP local-preference value o f  
EPy‘2. By using IP tunnelling, the traffic on failed inter-AS links can be recovered within 50 
milliseconds [Bona07]. This rapid recoveiy time is sufficient to sustain QoS for most o f  the 
stringent real-time services such as VoIP. Some implementation approaches o f  IP tunnelling are 
discussed in [Bona07]. A  straightforward approach is to use an MPLS label switched path as the 
IP tunnel.
4.3 Proposed T a b u  Search H e u ris tic
The Tabu Search (TS) methodology [Golv97] guides search methods to overcome local 
optimality issues and attempts to obtain near-optimal solutions for NP-hard optimisation 
problems. It is based on selected concepts that unite the fields o f  artificial intelligence and 
optimisation. It has been applied to a wide range o f  problems such as job  scheduling and network 
planning, also it is considered an alternative to techniques such as simulated annealing and genetic 
algorithms.
The method starts from an initial solution x, then explores the solution space by moving from a 
solution to the best solution in the neighbourhood o f  x, denoted by N(x), at each iteration. The 
neighbours o f  x  are solutions that can be obtained by applying a single move on x. However, the 
quality o f  the solution chosen in the neighbourhood may also deteriorate from one iteration to the 
next; this distinguishes TS from the classical local search methods. In other words, this allows the 
TS heuristic to escape from a local optimum and explore other regions o f  the search space which 
appear worse than the current one. The neighbourhood search iterates until the stopping criterion 
is satisfied. Finally the algorithm returns the best visited solution. To avoid cycling, a specially 
designed memory mechanism, known as the tabu list, is used to store previously visited solutions 
or certain attributes o f  them which are not allowed to repeat for a certain number o f  iterations. 
Also in order to make the neighbourhood search more effective, a diversification technique is 
used to force the algorithm to explore parts o f  the solution space that has not been searched yet. 
For more details on TS, the reader is referred to [Golv97],
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Our proposed TS heuristic first requires initial PEP and SEP selection solutions, and then 
proceeds to obtain neighbour solutions by using a neighbourhood search strategy in order to 
gradually enhance the quality o f  the initial solution. Specifically, the TS heuristic investigates 
different sets o f  PEPs and SEPs and finds the best set that optimises the objective function (4.8). 
Note that in this chapter, all the PEP and SEP selection solutions obtained by the neighbourhood 
strategy are feasible ones (i.e. i f  an egress point is chosen as the PEP or the SEP o f  a prefix, that 
prefix is reachable through the egress point). Note also that in the final TS heuristic solution (i.e. 
the bi-level outbound TE solution), for each egress point failure only the affected flows (i.e. flows 
on the failed link) are shifted to the selected SEP while the rest o f  the flows remain on their PEPs. 
This keeps the traffic disruption to a minimum and hence improves route stability.
4.3.1 Tabu  Search Heuristic Procedure
In the following sections, we present the details o f  our TS heuristic.
4.3.1.1 PEP and SEP Initial Solutions
We obtain initial PEP and SEP selection solutions by randomly selecting egress points for the 
destination prefixes while satisfying constraints (4.10) to (4.13). These initial solutions can be 
regarded as non-TE (i.e. non-optimised) solutions. The rationale o f  using such initial solutions is 
to demonstrate the effectiveness o f  the proposed TS heuristic in producing good performance 
from poorly performing initial solutions.
4.3.1.2 Neighbourhood Search Strategy
A  move is applied to transform the current (initial) solution into a neighbour solution. To perform 
a move, we apply the SubRoutine_BESTMOVE heuristic, shown in Figure 4-3 (see later), to 
first identify the best move for each FS and then select the best one among all the FSs. The 
following steps explain how to identify the best move for each FS:
Step 1, Store the currently assigned PEP for all prefixes in PEPcurrent. Calculate the current_cost,
i.e. the weighted sum o f  the inter-AS MLU under both NS and the current FS (Figure 4-3 line 2). 
List all the prefixes in PEPcurren, assigned to the Most Utilised egress point under the current FS 
( j f ostUtilised f .  Consider each prefix at a time in the list and apply steps 2 to 4 until all the 
destination prefixes in the list have been considered (Figure 4-3 lines 3 to 7).
3 j  Most utilised js the link that has Max(uj)
Vj*s
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Step 2. Shift the prefix’ s PEP from jfios,Uuhsed to the Least Utilised egress point ( j ( eas,Uuhsed )4, 
The goal o f  this move is to shift traffic towards the j f eastumised and potentially to reduce the load 
on the jM°stu,lhsed, This results in a new solution for the PEP selection, denoted by PEPtmv.
Step 3. Reassign the SEPs for the destination prefixes that have been assigned to the failed egress 
point by using the SubROUTINE_Greedy_HeurisT!C algorithm shown in Figure 4-4. The 
algorithm works as follows: (a) Sort all the destination prefixes on the failed egress point by 
descending volume o f  traffic (Figure 4-4 line 1). (b) Take the first o f  these ordered prefixes and 
select as its SEP the available egress point with the lowest utilisation (i.e. j f eastUullsed). (c) Repeat 
step (b) for the rest o f  the destination prefixes in order (Figure 4-4 lines 2 to 3).
Step 4. Calculate the new_cost in the same way as the currentcost for the latest solution (Figure 
4-3 line 6). Then calculate the difference (denoted by d iff) between the current cost and 
new cost (i.e. diff = current_cost- new_cost). Restore the PEPcurrent.
Step 5. Identify the prefix that produces the largest value o f  diff (i.e. largest difference between 
the current_cost and new_cost). Consider the PEPnew that corresponds to this prefix as the best 
move for the current FS. Store this PEP,mv in PEPsta,e_best.
Step 6. Repeat steps 1 to 5 for each FS and identify their PEPstate_besi until all the FSs have been 
considered (Figure 4-3 lines 1 to 8).
After identifying the best move for each FS, we now identify the best o f  the best moves across all 
FSs by the following steps:
Step 1. For the best move o f  each FS, reassign the SEPs ( SEPsln,e_besi) for the corresponding 
PEPstale best by using the SUBROUTiNE_GREEDY_HEURlSTIC algorithm for all the FSs. (this calls 
the subroutine s times, once for each FS). Calculate objective function (4.8). Repeat step 1 for the 
best move o f  the next FS until all the FSs have been considered (Figure 4-3 lines 9 to 12).
Step 2. For all the FSs evaluated in step 1, choose the best move (i.e the PEPsk„Bj )est and its 
corresponding SEPsla,e_besl) that yields the minimum objective value (Figure 4-3 lines 13-14).
4 jLeastutihsed js the that has Min(u{ )V/A?
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Subroutine BestM ove
For each s e 5 / ( 0 }
Store the PEPclirre„,, current _  cos t <- (T — w)Umax ( 0 ) +  wUmax (s) and / « -  0
For each k e j f slUlilised
Temporarily shift k from j f os,Utdised to jfrastUnUsed t0 achieve the new solution PEPllcu.
Call SubRoutine_Greedy_Heuristic for state s and temporarily make the changes for the 
current SEP
new_cos t<r-( 1 -  w)U'max( 0 )  + wU'max(s) and / « -  /+1 
dijfO) *— current_cost - new_cost and restore the PEPcmren,
Find Maxdiff{l) and its corresponding PEPnem PEPslale_bes, <-PEP„eJI the best move for each FS
9. For each s 6 S / { 0 )
10. Temporarily implement the current PEPstate_best
11. Call SubRoutine_Greedy_Heuristic for all the FSs to achieve the SEPslarebes, , implement it 
temporarily
12. Calculate F=(l-w)UmJ 0 )+ w U ™ rs,
13. Find Minimum F  // to find the best move among all the FSs (PEPslatej es„SEPstale_besl)
14. Accept the changes that yield the Minimum F
Figure 4-3: SubRoutine_BestM ove 
SubRoutine_Greedy_Heuristic
1. Sort all k e j f alled by descending volume o f traffic t(i,k)
2. For each k e j f alled
3. Find jfrastunhsed and temporarily assign k to that as its SEP
Figure 4-4: Su bR o u t in e_ G r e e d y_ H e u r is t c
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4.3.1.3 Tabu List
The tabu list memorises the most recent moves, operating as a first-in-first-out queue. During the 
neighbourhood search, a new successful move is added at the end o f  the list and the oldest move 
is removed from the head o f  the list. As suggested in [Golv97], the size o f  the tabu list depends on 
the size and characteristics o f  the problem. In our outbound TE problem, the size o f  the tabu list 
depends on the attributes o f  a move such as the most and the least utilised egress points and traffic 
volume o f  shifted destination prefixes.
4.3.1.4 Diversification
The goal o f  diversification is to prevent the searching procedure from indefinitely exploring a 
region o f  the solution space that consists o f  only poor quality solutions. It is a modification o f  the 
neighbourhood search strategy and is applied when for a certain number o f  iterations the 
performance improvement o f  objective function (4.8) remains less than the pre-defined minimum 
improvement. For diversification, a group o f  highly and lightly utilised egress points is chosen for 
shifting destination prefixes under a FS. This diverts the searching procedure to a different region 
o f  the solution space from where it resumes the neighbourhood search procedure.
4.3.1.5 Stopping Criterion
Many stopping criteria can be developed depending on the nature o f  the problem. The most 
common criterion is to define a maximum number o f  iterations. However, we have to choose this 
number carefully since the performance o f  the TS heuristic depends on how many times the PEPs 
and SEPs are reassigned. In some cases our heuristic might converge much earlier than the 
defined maximum number o f  iterations. To handle these cases, we implement the following 
criterion: i f  for a certain number o f  consecutive diversifications the performance improvement o f  
objective function (4.8) remains less than the pre-defined minimum improvement the search 
procedure is terminated.
4.4 Performance Analysis
4.4.1 Low er and U pper Bounds
For the purpose o f  performance comparison, we provide the lower bounds and upper bounds on 
the inter-AS MLU under NS and all FSs.
1) NS Low er  Bound: this metric denoted by LNS refers to the lower bound on the inter-AS MLU 
under NS. It is the best performance value when optimal load balancing is achieved in the absence
Chapter 4. Making Inter-AS Outbound TE Robust to lnter-AS Link Failure for Long-term Network
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o f  inter-AS link failures and can be calculated by the mean utilisation. However, this optimal load 
balancing may not be a feasible solution since it allows arbitrary traffic splitting over any egress 
point, violating constraints (4.3) and (4.4). Nevertheless, it serves as a metric to demonstrate the 
optimality o f  our proposed TE heuristic. I f  we denote Ons as the optimal and feasible MLU under 
NS that satisfies constraints (4.3) and (4.4), we have:
On s > L ns (4.14)
where
Z  Z Z 4 * t fw
(4.15)
£  4 „ e r  \ C \
j s j
where |7] and |C| are the total traffic and total network capacity respectively.
2) FS LOWER bound: this metric denoted by L fs  refers to lower bound on the worst case o f  inter- 
AS MLU under all FSs. It serves as a metric for approximating the optimality o f  network 
utilisation across all the egress point failure scenarios. This metric can be calculated by the 
highest mean utilisation across all FSs. A  simple way o f  this calculation is that we only need to 
consider the case where the egress point with the highest capacity fails. I f  we denote O fs  as the 
optimal and feasible egress point utilisation under all FSs, we have:
Of s > L fs (4.16)
where
\T\LF<j — —
\C\~Max cjnter (4 1 7 )
As with the NS lower bound, the FS lower bound is also an infeasible solution since it allows
arbitrary traffic splitting over any egress point, violating constraints (4.11) and (4.12).
3) N o OPT Upper BOUND: this metric denoted by UNo0p, refers to the upper bound on the inter- 
AS MLU under NS or all FSs when the optimised egress point selection is not considered. This 
metric shows how much worse would the performance be i f  one does not take egress point 
selection into account to optimise network utilisation. It can be calculated by considering all the 
traffic to be assigned to the egress point with the lowest capacity. In this case, for the optimal and 
feasible egress point utilisation under NS and FS denoted by Ons and O fs  respectively, we have:
Ons -  OpoOpt < 0 Fs -  ONoOpt (4-18)
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where
u -  01U N o°pt j
j J  "uer (4.19)
4) FS UPPER Bound: this metric denoted by Ups refers to the upper bound on the worst case 
inter-AS MLU under all FSs when only optimal PEP selection under NS is considered. This 
metric shows how much worse would the performance be i f  one does not optimise the SEP 
selection. It can be calculated by considering the scenario where the highest utilised egress point 
fails and the traffic over it is shifted to another egress point with equal utilisation. In this case for 
the optimal egress point utilisation under FS denoted by Ops we have:
0 FS<ZUFS (4.20)
where
U f s  =  ----------------  ( 4  2 1 )
JSJ cFJ uinter
4.4.2 Tabu  Search Heuristic Com plexity Analysis
We analyze the time complexity o f  our TS heuristic. Recall that we denote |K| and |J| as the total 
number o f  prefix destinations and the total number o f  egress points (also equal to the total number 
o f  FSs, |J|=151-7) respectively. As described earlier, our TS heuristic consists o f  two stages. In 
stage 1 it finds the best move for each FS and in stage 2 it finds the best o f  the best moves among 
all FSs. In stage 1 (Figure 4-3 lines 1 to 8), for each failure state 5, the TS heuristic calculates the 
cost difference for each prefix assigned to the jfiostUllli2ed as its PEP (i.e. k e  j f 0S,Uulized) } 
denoted by | k fos,umzed | and also, according to the S u b R 0U T IN E _G R E E D Y _H E U R IST IC , reassigns 
the SEPs o f  prefixes assigned to the failed link (i.e. Ice j f a‘led), denoted by | k f"!cd |. Hence, the
ly l
mathematical complexity o f  stage 1 is: 0 ( ]jT| fc( f0SlUtil,zed | x | k fmled \). In stage 2, the TS
heuristic reassigns the SEPs o f  the best move o f  each FS and then finds the best among all o f  them 
(Figure 4-3 lines 9 to 14). Hence, the mathematical complexity o f  stage 2 is: 
FI Fl
0 ( yffffjj\kfa>led |=| J Ix I K  I). Then, TS heuristic iterates stages 1 and 2 until the stopping
5=1 J=1
criterion has been met. I f  we denote the total number o f  iterations by N, then the overall time 
complexity o f  the TS heuristic is as follows:
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MostUtUised (4.22)o<avxf£|*4
Therefore, the overall time complexity o f  our TS heuristic is a fimction o f  three variables: total 
number o f  prefixes, total number o f  egress points and the total number o f  iterations. As the 
number o f  egress points or destination prefixes increases, the computational overhead increases 
which leads to longer optimisation time. However, since we consider offline TE, the optimisation 
time is not a concern as long as it remains within a reasonable boundary, which is the case when 
using our heuristic. More specifically, according to the simulations presented in Section 4.7, we 
found that for the largest considered network topology and number o f  destination prefixes, the 
total optimisation time o f  our heuristic took no more than 5 minutes on a medium capacity Intel­
equipped personal computer running Linux.
4.5 A lte rn a tiv e  Strategies
Our proposed TS heuristic is only one o f  several approaches in solving the bi-level outbound TE 
problem. In this section, we present three alternative approaches. OPTIMAL-AWARE Heuristic 
is used for the PEP selection in all cases, and they only differ in their SEP selection, as described 
later in this section. W e remark that the OPTIMAL-AWARE Heuristic is a greedy heuristic that 
is a reasonable attempt at solving the PEP selection problem, as no algorithm for solving the 
problem with objective function (4.1) has been proposed in the literature. The Optim al-Aw ar e  
Heuristic works as follows:
Step 1. Calculate the NS LOWER BOUND. To ensure that each egress point does not exceed this 
bound, set it as a capacity constraint on each egress point.
Step 2. Sort the destination prefixes in descending order according to the amount o f  traffic they 
carry and choose one at a time in order.
Step 3. Select the egress point with the lowest utilisation as the PEP o f  this destination prefix if  it 
satisfies the capacity constraint, i f  not proceed to the next prefix. Repeat this step until all the 
destination prefixes have been considered.
Step 4. I f  there exist unassigned destination prefixes because o f  capacity constraint violations, re­
nin step 3 without considering the capacity constraint.
We now describe three approaches to determine SEP selection.
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4.5.1 Random  Reassignm ent Strategy
In the Random Reassignment (Rand o mR) strategy, when an egress point fails, the destination 
prefixes on the failed egress point are re-assigned to other available but randomly chosen egress 
points. This strategy can be regarded as an approach that ignores the impact o f  failure on inter-AS 
outbound TE performance. We illustrate an example o f  the Rand omR in Figure 4-5.
4-5(a) 4-5(b) 4-5(c) 4-5(d)
Figure 4-5: Destination Prefix Assignment according to (a) Optimal-Aware Heuristic, (b) 
RandomR if egress point j l fails, (c) GlobalR if egress point j l fails and (d) GreedyR if egress point
j l fails
Traffle Flow Traffic Volume 
(Mbps)
t(i,kl) 80
t(i,k2) 60
t(i,k3) 40
t(i,k4) 10
t(i,k5) 10
t(i,k6) 10
t(i,k7) 10
t(i,k8) 10
Table 4-2: Input Traffic Flows
In this example there are three egress points (jl, j2  and j3) with inter-AS link capacity 200, 100, 
150 Mbps respectively and an ingress point The input traffic flows and their traffic volume are 
shown in Table 4-2.
Figure 4-5(a) shows a solution o f  the PEP selection, which can be generated by the O ptimal-
Aware H euristic. The solution has the best load balance across the egress points
/• /i 80 + 10 + 10 j2 40 + 10 jj 60 + 10 + 10
= ------200------ ’ ® = _ K K r  v  = ------ 150------- = 0.533). Figure 4-5(b)
shows the solution o f  the SEP selection under egress point j l  failure produced by the Rand omR. 
The figure demonstrates that when egress point j l  fails, destination prefixes kl, k4 and k6 are
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randomly assigned to egress point j2  and j3  as their SEPs. This random assignment, however,
causes heavy load on egress point j 2 which could easily lead to congestion
. 12 40 + 10 + 80 + 10 . , n 60 + 10 + 10 + 10 , ,  , *
(e.g. = ----------— -----------=  1.4, uj{ = ---------- — ----------=  0.6). Therefore, the RandomR
performs poorly under any FS since no optimisation is taken into account. Nevertheless, since 
only the affected destination prefixes are reassigned, the level o f  traffic disruption is minimised 
(i.e. only prefixes kl, k4 and k6 are disrupted when egress point j l  fails).
4.5.2 G lobal Reassignment Strategy
In the Global Reassignment (GLOBALR) strategy, for any egress point failure the Optim al-
AWARE Heuristic is reapplied to perform PEP selection from scratch excluding the failed
egress point. Such network-wide computation can be regarded as the best approach with respect to
inter-AS MLU performance but it is likely to result in large traffic disruption because the PEPs
for most o f  destination prefixes are likely to be changed. We use the G lo balR as a reference
point for evaluating the performance o f  other strategies. Figure 4-5(c) shows the result o f  the
GLOBALR based on the PEP selection solution shown in Figure 4-5(a). As it can be seen, when
egress point j l  fails, some prefixes are reassigned from their original egress points even though a
failure has occurred on another egress point. For example, k2 and k5 are shifted from egress point
J3 to j2  while k3 is shifted from egress point j2  to J3. Nevertheless, the utilisation upon any egress
£■ • 1 /• /2 60 + 10 + 10 + 10 A n n 80 + 4 0 + 1 0  + 10point failure is optimal (i.e. uJjX = ----------— ----------= 0 .9 , uf  ----------- —  =  0.933).
4.5.3 Greedy Reassignment Strategy
In the Greedy Reassignment (GreedyR) strategy, for any egress point failure only the
destination prefixes assigned to the failed egress point are re-assigned by a greedy heuristic, as
follows: the destination prefix that carries the largest amount o f  traffic is reassigned to the least
utilised available egress point. This step is repeated for the rest o f  the affected prefixes. The
GREEDYR strategy can be regarded as a simple approach for handling failures that might be
adopted by ISPs. Figure 4-5(d) shows the result o f  the GreedyR based on the PEP selection
solution shown in Figure 4-5(a). As can be seen, the greedy reassignment o f  prefixes can provide
better load balancing compared to the random reassignment but, not as good as the G lo balR
n 40 +  10 +  10 +  10 ji 60 + 10 + 10 + 80 . . ,,
(i.e. ujf =  jQQ = 0 .7 , ufi =  - Q = 1.06). Also, regarding traffic
disruption this strategy performs identically to the RandomR  which keeps the disruption to a 
minimum (i.e. only prefixes kl, k4 and k6 are disrupted when j l  fails).
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4.6 E v a lu a tio n  M eth o d o lo g y
4.6.1 N etw ork  Topology and Destination Prefixes
W e perform our experiments on topologies with 5 and 20 egress points. W e assume the capacity 
o f  all the egress points to be OC-48 (2.5Gbps). The assumption o f  equal egress point capacities 
simplifies the egress point selection problem, Nevertheless, our approach can also be directly 
applied to the heterogeneous link capacity scenario5. For scalability reason, outbound TE typically 
focuses only on a small fraction o f  Internet destination prefixes, which are responsible for a large 
fraction o f  the traffic and have stable traffic volume behaviour [Feam03], In line with [Bres03, 
Uhli05], in this chapter we consider 1000 such popular destination prefixes. In fact, each o f  them 
may not merely represent an individual prefix but also a group o f  distinct destination prefixes that 
have the same set o f  candidate egress points [Broi04], in order to improve network and TE 
algorithm scalability. Hence, the number o f  prefixes we consider could actually represent an even 
larger value o f  actual prefixes.
As specified in Table 4-1, we denote by \Out(k)\ the total number o f  egress points that have 
reachability to destination prefix k. As a result, \Out(k)\=\J\ (namely full prefix reachability: full- 
PR) means that prefix k is reachable through all the egress points and \Out(k)\=0.5\J\ (namely 
half prefix reachability: half-PR) means that prefix k is reachable through only half o f  the total 
egress points. Note that \Out(lc)\=3 is the smallest scenario where the bi-level outbound TE is 
applicable (i.e. each destination prefix has to be reachable through at least three egress points to 
apply the bi-level outbound TE optimisation. I f a destination prefix is reachable through only one 
egress point, the destination prefix becomes unreachable when it fails. I f  a destination prefix is 
reachable through only two egress points, in case o f  failure o f  the primary egress point, the traffic 
towards that destination will be shifted to the other egress point and therefore only primary egress 
point selection is required). In order to evaluate the effect o f  prefix reachability in our objective 
function, we consider different scenarios o f  prefix reachability for the 5 and 20-egress point 
topologies.
5 Details o f  generating topologies with 5 and 20 egress points are as follow s. Since w e assume intra-AS 
over-provisioning, w e do not consider any intra-AS topology. Therefore the simulated topologies are simply
5 or 20 egress nodes with one egress link attached to each one o f  them. W e also assume all the egress nodes 
are attached directly to an ingress node that can be considered as the aggregation o f  all the ingress nodes.
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4.6.2 In te r-A S  T ra ffic  M atrices
We generate synthetic traffic matrices for our evaluation. Our traffic matrix consists o f  a set o f  
inter-AS traffic flows that originate from each ingress point towards each o f  the destination 
prefixes. Previous work has shown that inter-AS traffic is not uniformly distributed [Fang98], 
According to [Broi04], the volume o f  inter-AS traffic demand is top-heavy and it can be 
approximated by a Weibull distribution with the Cumulative Distribution Function (CDF) as 
follows:
F(x) =  1 - exp(— f° P *  (4 '23)
scale
where x is the random variable. On the other hand, for random generation number the following 
expression can be used:
__L_ (4.24)
x -  log( —) sl,ape x scale
randQ
where rand() is a random uniform ftinction between (0,1).
According to [Broi04], the shape parameter o f  inter-AS traffic demand is equal to 0.2-0.3. We 
generate the inter-AS traffic matrix following this distribution with the shape parameter equal to 
0.3. W e remark that our traffic matrix generation process is a simple attempt to model inter-AS 
traffic, as no real network based model can be found in the literature.
4.6.3 Performance M etrics
Three performance metrics are used to evaluate and compare the proposed strategies. For each o f  
these metrics, lower values are better than high values.
• NS inter-AS M L U : this refers to Umax(0 )  in objective function (4.8) or (4.1).
• The worst case inter-AS M L U  across all FSs: this refers to U ™ rs l in (4.8).
• Percentage o f  the average disrupted traffic volume: a traffic flow  is disrupted i f  it is 
shifted to another egress point when a failure occurs. W e denote the volume o f  disrupted 
traffic under FS s by DTS and the average o f  disrupted traffic volume across all FSs by 
AveDT. The percentage o f  the average disrupted traffic volume (PerAveDT) is the ratio o f  
the average disrupted traffic volume to the total traffic volume (|7j) expressed by:
PerAveDT = .AveDT X100 = -------/IffL i x 100
\T\ \T\
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In addition, one input parameter is used to evaluate the TS heuristic:
• Weighting parameter, this refers to w in objective function (4.8).
4.6.4 Low er and U pper Bounds o f Average T ra ffic  D isruption
In this section, we analyze the lower and upper bound of the average traffic disruption 
performance metric (4.25). We show that our TS heuristic, RandomR  and GREEDYR approaches 
perform all equally to the lower bound.
The minimum traffic flow  disruption due to any FS is the disruption o f  the flows assigned on the
failed egress point. Thus, the lower bound o f  the traffic disruption caused by the failure o f  an
egress point j  is equal to the total traffic volume earned by that failed egress point. Hence:
|S|-1 vi
'Ldt, m
jlveDTLowe,Bomc* — s=l = J=l ,e/  = (4 24)
| 5 | - 1  15*1-1 15* | -1
i n /
PerAveDTLowe,Bound =  AveDT x 100 = ■ G  S-\c l X100 =  x 100 (4 ‘25^
i n  17*1 151-1
Since 15+IJI+7, the PerAveDT for the lower bound is equal to:
Per A veDTLmwrBmmd = —  x 100 (4 '26)
w\
Hence we obtain a constant value (i.e. —  = constant).
U I
The maximum traffic flow  disruption occurs i f  all the traffic flows are re-assigned due to any FS.
As a result the upper bound o f  the percentage o f  average traffic disruption is equal to:
PerAveDTUpperBound =  100 (4 -27)
Note that since in all three approaches in case o f  failure only the traffic flows assigned to the 
failed egress point are reassigned to other available egress points, the traffic disruption o f  all three 
is the same and equal to the lower bound. As a result, the traffic disruption is constant regardless 
o f  any variation in the normalised offered load. In other words:
PerAveDTTS Heuristic.GreedyR.RandomR -  p erAveDT LowerBo,md =  -J— x 100 (4.28)
\J I
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4.6.5 TS  Heuristic Parameters
Our experiments showed that by setting our heuristic parameters to the following values we can 
achieve sufficiently good results: tabu list size is set to a value around 20, diversification is 
applied i f  for 10% o f  the maximum iterations defined by the stopping criterion the perfonnance 
improvement remains less than 10% o f  the best visited solution. Finally, the stopping criterion is 
satisfied i f  either the search procedure reaches 5 times the total number o f  destination prefixes, 
defined as the maximum number o f  iterations or for 10 consecutive diversifications the 
performance improvement remains less than 10% o f  the best visited solution.
4.7 Results E v a lu a tio n
In this section we present the results o f  our evaluation. Each result is the average o f  10 runs. Each 
run uses a different inter-AS traffic matrix. Also, for the scenarios where prefixes are not 
reachable through all the egress points, each run uses a different patterns o f  prefix reachability.
4.7.1 N orm al State In te r-A S  M L U
Figure 4-6 shows the NS inter-AS MLU achieved by different strategies for the 5-egress point 
topology with full and half prefix reachability (Figure 4-6(a-b)), and for the 20-egress point 
topology with full and half prefix reachability (Figure 4-6(c-d)). The x-axis represents the 
normalised offered load, i.e. the total traffic volume normalised by the total capacity o f  all egress 
points.
Figure 4-6(a) shows that the performance achieved by RANDOMR, GLOBALR and GREEDYR is 
identical because they all use the same algorithm (i.e. OPTIMAL-AWARE HEURISTIC) for their 
PEP selection. The Optim al-A w are  Heuristic  achieves a near-optimal performance that is 
within 3% -5%  o f  the NS Low erBound for full-PR, On the other hand, however, the TS 
heuristic has slightly higher inter-AS MLU than the others (about 6% -12%  compared to 
Optim al-Aw ar e  Heuristic and 9% -17%  compared to NS Low erBound). This can be 
explained because the TS heuristic attempts to minimise the inter-AS MLU under both NS and 
FSs simultaneously, as shown by objective function (4.8). Since the two objectives are 
contradictory, there is a performance trade-off between them as it will be explained and illustrated 
in Section 4.7.5. Nevertheless, as will be shown next, the TS heuristic improves significantly the 
performance across all FSs at this small cost o f  performance degradation under NS. Moreover, the 
TS heuristic and all the alternative strategies perform significantly better (i.e. at least 76%) than 
the NoOpt UPPERBOUND. This poor performance o f  the NoOPT UPPERBOUND is caused by the 
situation that, without optimising the egress point selection, all the traffic flows could be assigned
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to only one egress point, thus causing severe congestion. This shows that primary egress point 
optimisation can significantly improve the network utilisation under NS.
A  comparison between Figure 4-6(a) and 4-6(b) shows that the result patterns o f  all the strategies 
are similar for the full and half prefix reachability scenarios. However, for all the strategies, the 
NS inter-AS MLU slightly increases (i.e. about 6% -10%  for Optim al-A w ar e  Heuristic and 
about 18%-25% for the TS heuristic) as the prefix reachability decreases. This result is expected 
since each prefix is reachable only through half o f  the total number o f  egress points. This reduces 
the solution space for the destination prefix assignment, consequently restricting load balancing 
across egress points and leading to higher inter-AS MLU. Note that the performance o f  NS 
Lo w erBound and NoOpt UpperBound in Figure 4-6(a-b) is identical since prefix 
reachability has no impact on these bounds.
Overall observation o f  Figure 4-6(a-b) with Figure 4-6(c-d) identifies that the result patterns o f  all 
the strategies remain similar for the larger topology.
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Figure 4-6: Inter-AS Maximum Link Utilisation under Normal State
TS Heuristic
RandomR
GlobaIR
GroodyR
NS LoworBound
NoOpI UpperBound
0 20 40 60 80 100
Normalised Offered L oad (20-E P , ha lf-P R )
84
4.7.2 The W orst Case In te r-A S  M L U  across A ll Fa ilure  States
Figure 4-7 shows the worst case inter-AS MLU across all FSs achieved by different strategies as a 
function o f  the normalised offered load for the 5-egress point topology (Figure 4-7(a-b)), and for 
the 20-egress point topology (Figure 4-7(c-d)) with full and half prefix reachability.
Figure 4-7(a) shows that the TS heuristic and GLOBALR performance are close (i.e. within 4% - 
7% ) to each other and also they are both close to the FS LOWERBOUND (i.e. within 9% -13%  for 
the TS heuristic and 5% -7%  for GLOBALR). The reason is that both strategies have paid attention 
to optimise the performance under FSs (i.e. by using objective function (4.8) for the TS heuristic 
and egress point selection re-computation under each FS for GLOBALR). On the other hand, for 
GreedyR, the performance degrades compared to GLOBALR (i.e. about 21% -37% ) and the TS 
heuristic (i.e. about 16%-30%). This performance degradation is expected since G reedyR only 
considers minimising egress point utilisation under FSs as the second optimisation objective. In 
other words, the performance objectives under NS and FSs are optimised in a lexicographic 
importance order. As a result, the performance as measured by inter-AS MLU under FSs is not 
truly optimised: the solution o f  the PEP may not be a good input for GreedyR to produce the 
optimal SEP. In addition, the GreedyR performance degradation increases as the offered load 
increases. This is due to the fact that, with lower normalised offered load, the egress points 
comfortably have extra capacity to accommodate the other traffic flows assigned by GreedyR 
and keep the utilisation balanced. However, as the normalised offered load increases, the residual 
capacity o f  egress points reduces and the PEP solution restricts the ability o f  GreedyR to 
reassign the prefixes o f  flows from the failed egress point. Finally RandomR has dramatic 
performance degradation, being about 28% -50%  worse than the TS heuristic. This performance 
degradation is primarily due to the random SEP selection, which does not optimise any 
performance objective. Moreover, GLOBALR and the TS heuristic perform significantly better 
than the upper bounds (TS heuristic performs at least 35% and 72% better than FS UPPERBOUND 
NoOpt and UPPERBOUND respectively). The poor performance o f  these upper bounds implies 
that secondary egress point optimisation is also important under FSs.
By comparing Figure 4-7(a-b) we observe that the lower the prefix reachability, the higher the 
FSs’ worst case inter-AS MLU. The reason for this phenomenon is the same as explained for 
Figure 4-7(b) in Section 4.7.1. Note that among the lower and upper bounds only FS 
UPPERBOUND increases (i.e. degrades) as the prefix reachability decreases. This is due to the fact 
that this upper bound is in fact twice the maximum TS heuristic egress point utilisation under NS, 
which increases (i.e. degrades) as the prefix reachability decreases.
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Figure 4-7: Worst Case Maximum Link Utilisation under Failure State
An overall comparison o f  Figure 4-7(a-b) with Figure 4-7(c-d) identifies that the result patterns o f  
all the strategies remain similar for the larger topology. However for all the four considered 
strategies, the higher the total number o f  egress points, the lower the worst case inter-AS MLU. 
The reason is that with the assumption o f  equal egress point capacities, equal percentage o f  prefix 
reachability and for the same normalised offered load, the failure o f  an egress point in the larger 
topology results in fewer traffic flow  shifts to other available egress points compared to the 
smaller topologies. This results in lower inter-AS MLU under FSs for larger topologies. For 
instance, i f  the normalised offered load is equal to 50%, for the 5-egress point topology in case o f  
an egress point failure in the best case there will be 50/4=10.25% excess utilisation on the 
available egress points. However, for the 20-egress point topology in case o f  an egress point 
failure in the best case there will be 50 /19=2.63%  excess utilisation on the available egress 
points.
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4.7.3 D isrupted T ra ffic  Volum e
Figure 4-8(a-d) present the percentage o f  average disrupted traffic volume as a function o f  the 
normalised offered load.
Figure 4-8(a) shows that the TS heuristic, RandomR and GreedyR all yield identical results to 
the minimum percentage o f  disruption indicated as LowerBound, Moreover, all these strategies 
have constant performance as the normalised offered load increases. With the 5-egress point 
topology, the number o f  FSs is 5 and this results in minimum (1/5)* 100=20% traffic disruption 
for any single egress point failure. However, since the Glo balR strategy performs network-wide 
recomputation for any single failure, both the affected and unaffected routing prefixes are likely to 
be reassigned, thereby causing significant traffic disruption. The figure shows that the average 
disrupted traffic volume for the TS heuristic, RANDOMR and GreedyR are almost 74% better 
than GLOBALR and 80% better than the UpperBound (disruption o f  all traffic flows).
Norm alised Offered Load{5-E P , fu ll-P R )  
4-8(a)
Norm alised Offered Load (5 -E P , h a lf-P R )  
4-8(b)
Norm alized Offered L oad (20-E P , fu ll-P R )  
4-8(c)
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4-8(d)
Figure 4-8: Traffic Disruption
An overall observation o f  Figure 4-8(a-b) identifies that the prefix reachability has no impact on 
the results for the TS heuristic, RandomR and GreedyR. This is in accord with the description
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in Section 4.6.4. Conversely, as the prefix reachability decreases, this performance metric for 
Glo balR decreases about 48%  as well. This is attributed to the fact that, by reducing the prefix 
reachability, the solution spaces for GLOBALR’s destination prefix reassignment is reduced. This 
results in a reduction in traffic disruption.
By comparing Figure 4-8(a-b) with Figure 4-8(c-d), we realise that the result patterns o f  all the 
strategies remain similar for the large topology. However, we observe that as the number o f  egress 
points increases, the percentage o f  the average disrupted traffic volume for the TS heuristic, 
RANDOMR and GREEDYR decreases about 75%. This is inline with the description presented in 
Section 4.6.4 and formulated in (4.26). Conversely, as the number o f  egress points increases, this 
performance metric for G lo balR increases about 12% and 100% for full-PR and half-PR 
respectively. This is attributed to the fact that, by increasing the number o f  egress points, the 
solution spaces for GLOBALR’s destination prefix reassignment is greatly enlarged. As a result,
the likelihood that the prefixes are reassigned to other egress points increases.
4.7.4 Im pact o f Destination P refix  Reachability
To observe the impact o f  destination prefix reachability, we evaluate the performance metrics (i.e. 
the NS inter-AS MLU, FS worst case inter-AS MLU and percentage o f  average traffic disruption) 
o f  all strategies as a function o f  the destination prefix reachability percentage in Figure 4-9(a-c) 
and Figure 4-910(a-c) for 5-egress point and 20-egress point respectively. For generality, the 
evaluation is considered for the medium load condition (i.e. normalised offered load between 50% 
to 60%).
An overall observation o f  Figure 4-9(a-b) identify that egress point utilisation under both NS and 
FS decreases for all the strategies as the percentage o f  reachability increases. The reason for this 
phenomenon is that as the reachability increases the solution space for destination prefix 
assignment increases, consequently improving load balancing across egress points, leading to 
lower inter-AS MLU and to less deviation from LowerBounds. On the other hand Figure 4-9(c) 
shows that as the percentage o f  reachability increases, only the traffic disruption performance o f  
Glo balR increases while this performance remains constant for all the other strategies. This is 
because larger space for prefix re-assignment allows more traffic disruption in Glo balR strategy 
while it has no impact on the minimum amount o f  traffic disruption as is the case in the other 
strategies. All these results are in line with the results achieved in Sections 4.7.1, 4.7.2 and 4.7.3 
for half and full prefix reachability. Moreover, under this medium load condition, our TS heuristic 
can keep a close performance to Glo balR, NS Low erBound and FS L ow erBound without 
overloading any egress point utilisation even for the worst case o f  FS.
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Figure 4-9 and Figure 4-10: Destination Prefix Reachability Impact Evaluation
By comparing Figure 4-9 and 4-10 we realise that prefix reachability has almost the same impact 
on the large topology.
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4.7.5 Th e  W eig h tin g  P a ra m e te r w and the T ra d e o ff between the O bjectives
As mentioned in Section 4.2.3, there is a tradeoff between minimising the inter-AS MLU under 
NS and minimising the worst case inter-AS MLU across all FSs and they are two contradictory 
objectives. In other words, the larger the improvement in the worst case inter-AS MLU across all 
FSs, the more the degradation o f  the inter-AS M LU under NS. As a result, we introduced a 
weighting parameter w, ranging from 0 to 1, to balance these two objectives.
Figure 4-11 (a-b) show the egress point utilisation performance (the NS inter-AS MLU and the 
worst case inter-AS MLU across all FSs) achieved by the TS heuristic strategy as a function o f  w 
as it varies from 0 to 1. For the sake o f  generality, we considered the evaluation under medium 
load conditions and half prefix reachability. W e can observe that by increasing w, the NS inter-AS 
MLU degrades (increases), whereas the worst case inter-AS MLU across all FSs improves 
(decreases). This is due to the reason that, for large values o f  w (close to one) more importance is 
given to the worst case o f  inter-AS M LU across all FSs thus less optimisation is considered for 
NS. Whereas for small values o f  w (close to zero) more importance is given to the NS inter-AS 
MLU, thus less optimisation is considered for FSs. More specifically, Figure 4-11 (a-b) show that 
when w is varied from 0 to 1, the NS inter-AS MLU increases from 58% to 74% for the 5-egress 
point topology and from 62% to 69% for the 20-egress point topology. On the other hand, the 
worst case inter-AS M LU across all FSs reduces from 109% to 76% and from 108% to 69% 
respectively. This indicates that the performance during FSs can be improved significantly by 
considering failures in the egress point selection problem. However, this is achieved at the cost o f  
a small performance degradation in the NS. In addition, we observe that the worst case inter-AS 
MLU across all FSs has a very small reduction and almost remains the same after w=0.6 and 
w=0.8 for 5 and 20-egress point topologies respectively, while the NS inter-AS MLU increases 
slightly. Therefore, w=0.6 and w=0.8 produce the near optimal performance tradeoff between the 
NS and FSs for the considered topologies, prefix reachability and traffic matrix. Therefore, the 
most suitable value o f  w depends on the combination o f  the considered topologies, prefix 
reachability and traffic matrix. In other words, the ISPs are required to go through these 
experiments to find out the most suitable value o f  w.
Note that alternatively the weighting parameter could be chosen as a function o f  the egress point 
failure probability. I f  the egress point failure probability is veiy low, then clearly we may set w to 
a small value (i.e. close to zero). Conversely, i f  the egress point failure probability is high, we 
may set w to a larger value (i.e. close to one).
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Figure 4-11: Weighting Parameter Setting Evaluation
4.7.6 Tabu Search Heuristic Convergence
Figure 4-12(a~b) show the egress point utilisation performance (the NS inter-AS MLU and the 
worst case inter-AS MLU across all FSs) achieved by TS heuristic strategy for the 5-egress point 
topology with half prefix reachability and under medium load condition when w=0 and w =0.6 
respectively. The x-axis represents the iteration number. The same performance metrics under the 
same conditions are shown in Figure 4-12(c-d) for the 20-egress point topology when w=0 and 
w =0,8 respectively.
First, we consider Figure 4 -12(a). As we know, when w=0 the TS heuristic only optimises the 
PEP selection and as mentioned earlier in Section 4.3.1.1, we obtain the initial PEP and SEP 
selection solutions randomly. Then, for the case when w=0, the neighbourhood search strategy 
simply explores the neighbourhood solutions to reduce the load on the most utilised egress point 
and shift it towards the least utilised egress point under NS. In fact, it gradually decreases (i.e. 
improves) the NS inter-AS MLU from 135% to 57%. As a result, it can achieve a final 
performance very close to the NS L o w e r B o u n d . However, the SEPs are selected randomly at 
each iteration, and thus a random behaviour can be observed from the worst case inter-AS MLU 
across all FSs. Overall, this figure shows the capability o f  our TS heuristic for PEP selection 
optimisation. On the other hand, it demonstrates the importance o f  SEP optimisation and implies 
that upon an egress point failure, severe network performance degradation may occur i f  no SEP 
optimisation is taken into account. Note that, although we considered the maximum number o f  
iterations in our TS heuristic to be 5 times the total number o f  destination prefixes, which results 
to 5*1000=5000 iterations, we obseive that when w=0 due to the relevant simplicity, after several 
consecutive diversifications, the heuristic converges at 750th iteration.
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Figure 4-12: Tabu Search Heuristic Convergence Evaluation
As we concluded in Section 4.7.5, we set w to 0.6 to balance the tradeoff between the two 
objectives for the 5-egress point topology with half prefix reachability and under medium load 
condition. Figure 4 -12(b) shows the TS heuristic convergence performance under this setting. In 
fact, after obtaining the initial PEP and SEP selection solutions randomly, the neighbourhood 
search strategy explores the neighbourhood solutions as explained in Section 4.3.1.2. As shown in 
the figure, during the search strategy the NS inter-AS MLU and the worst case inter-AS MLU 
across all FSs gradually decreases (i.e. improves). Finally, after 1000 iterations the TS heuristic 
converges and reaches a final solution whose performance is close to the lower bounds. Note that 
similar conclusions were observed for the 20-egress point topology.
4.7.7 O verall Performance
In summary, regarding the worst case inter-AS MLU across FSs, our proposed TS heuristic 
performs (1) almost as well as Glo balR, (2) close to the FS Low erBound, (3) better than 
GreedyR and (4) always significantly better than RandomR. The excellent performance o f  the
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TS heuristic under FS is only at the cost o f  a small performance degradation in the NS inter-AS 
MLU compared to the other strategies. The TS heuristic also keeps the traffic disruption to a 
minimum, and in addition, it scales well for larger topologies. Hence, overall, it can be regarded 
as the best among all the strategies.
Glo balR performs very close to the NS and FS Low erBounds. However, it causes very large 
traffic disruption which according to [Teix05a,Teix06] leads to frequent BGP configuration 
changes and route instability. Hence, it can be considered as an impractical strategy. GreedyR  
performs as well as Glo balR under NS and close to the NS Low erBound but it has significant 
performance degradation in the worst case inter-AS MLU across all FSs as the normalised offered 
load increases. Finally, RANDOMR is the worst performer in the worst case inter-AS MLU across 
all FSs, which makes it inappropriate for robust outbound TE.
Note that throughout this chapter all the presented results with overloaded egress points (i.e. 
utilisation over 100%) are infeasible solutions. However, they are illustrated to compare the 
amount o f  normalised offered load that each strategy can cope with before it leads to overloaded 
egress points and also to compare the amount o f  overloading. For example Figure 4-6(a-d) show 
that under NS, TS heuristic results in overloaded egress points slightly at a lower normalised 
offered load compared to other strategies. Thus Figure 4-6(a) shows that TS heuristic results in 
overloaded egress points when its normalised offered load is larger than 88, being 8% more than 
the normalised offered load at which other strategies results in overloaded egress points. 
Moreover, by comparing Figure 4-6(a,c) with Figure 4-6(b,d) we can observe that the amount o f  
overloading under the same normalised offered load increases as the prefix reachability 
percentage decreases. However, Figure 4-7(a-d) show that under FSs, TS heuristic that performs 
close to Glo balR results in overloaded egress points at a much higher normalised offered load 
(e.g. 30% and 48%  in Figure 4-7(a)) compared to GREEDYR and RANDOMR and also results in 
much less overloading (e.g. 50% and 65% in Figure 4-7(a) at the total normalised offered load) 
compared to G reedyR and RandomR. Clearly, the higher the overloading, the more the 
resource over-provisioning required and hence the higher the cost. Therefore, we can conclude 
that in summary our approach provides robustness at a higher offered load with lower cost in 
comparison to the other considered alternative approaches.
4.8 Conclusions
In this chapter, we have provided a solution for achieving robust egress point selection under the 
scenario o f  transient inter-AS link failures. Our work consists o f  two contributions. First, we 
applied the IP tunneling approach to the scenario for achieving fast failure recoveiy in order to
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minimise the service disruptions. Second, we proposed a bi-level optimisation approach to make 
BGP outbound TE robust to transient inter-AS link failures with the aim o f  achieving load 
balancing under both normal network state and all single inter-AS link failures. This approach 
determines the best primary and secondary egress points for each destination prefix. The 
optimisation objectives are to minimise the inter-AS MLU under normal state and the worst case 
inter-AS MLU across all failure states simultaneously. W e solved the problem using a tabu search 
heuristic and compared its performance to three alternative approaches. Our evaluation results 
showed that the tabu search heuristic reduces significantly the worst case inter-AS MLU across all 
the FSs at a cost o f  only a small increase in the inter-AS MLU at the normal state. It also keeps 
the traffic disruption to a minimum. The other alternative approaches, however, do not satisfy all 
these objectives at the same time. W e believe that our work provides ISPs with insights on how to 
provide a robust network under transient link failures, in terms o f  post-failure network load 
balancing and fast recovery, by means o f  making inter-AS routing robust to egress point failures 
together with fast rerouting.
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Chapter 5
5 Making Inter-AS Outbound TE Robust to 
Inter-AS Link Failure for Short-term 
Network Provisioning
5.1 In tro d u c tio n
In the previous chapter we proposed a long-term network provisioning approach that consists o f  
solutions to provide fast recovery o f  services during transient inter-AS link failures and post­
failure network load balancing. However, in practice, network conditions change dynamically, 
which can make fixed outbound TE solutions obtained by long-term network provisioning 
inaccurate and subsequently cause some inter-AS links to become congested over time. One such 
dynamic change is inter-AS traffic variation, which is typically caused by changes in user or 
application behaviour, adaptations from the TCP congestion control or even routing changes (i.e. 
change o f  prefix-to-egress point mapping) from other domains [Teix05a]. In theory, although it is 
possible to perform the outbound TE based on the proposed approach in Chapter 4 or other 
proposals in the literature [Bres03, Ho04, Uhli03] whenever any o f  those changes occur, it may 
incur big computational overheads and require a large number o f  EP re-configurations since 
previous proposals have not considered the reduction o f  reconfiguration changes and overheads. 
This can lead to excessive service disruptions and be less practical to use. As a consequence, lack 
o f  TE solutions that react to those dynamic changes rapidly will leave the network unmanaged. It 
is thus the focus o f  this chapter to make outbound TE more adaptive to fast-changing IP networks 
by taking into consideration practical network operation and management constraints such as 
time-efficiency, reconfiguration overheads and service disruptions.
Therefore, we propose an Inter-AS Outbound Traffic Engineering (IOTE) framework that consists 
o f  two re-optimisation components: (1) Primary Egress Point (PEP) re-optimiser that is designed 
to manage dynamic traffic variation and routing changes. This module handles primary outbound 
TE which determines EP selection under Normal State (NS, i.e. no inter-AS link failure); (2) 
Secondary Egress Point (SEP) re-optimiser that is designed to manage inter-AS link failure. This 
component handles secondary outbound TE which determines EP selection under Failure States
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(FS, i.e. transient and non-transient inter-AS link failure). A  time-efficient heuristic algorithm is 
proposed for each optimisation component. The overall objective o f  the IO T E  FR A M EW O R K  is, 
in spite o f  dynamic changes in network conditions, to balance the loads among inter-AS links 
under both NS and FSs, while reducing reconfiguration overheads and service disruptions. Note 
that compared to Chapter 4 where we proposed a long-term network provisioning approach that 
operates at timescales o f  days to weeks to months, our proposed framework in this chapter in fact 
provides a short-term network provisioning approach that operates at timescales o f  minutes to 
hours and is based on the observed state o f  the operational network. Therefore, primary and 
secondary egress point re-optimisation processes proposed in this chapter are employed in order 
to re-balance the inter-AS traffic across inter-AS links in case o f  network dynamic condition 
changes while reducing reconfiguration overheads and service disruptions. Whereas coping with 
the dynamic changes and limiting reconfiguration overheads were not considered in Chapter 4.
To the best o f  our knowledge, there is no such an integrated network management approach like 
the IO T E  F RA M EW O R K  that addresses primary and secondary outbound TE while considering 
dynamic network conditions. The authors in [Uhli04] propose a multi-objective inter-AS 
outbound TE re-optimisation that handles changes o f  the traffic pattern or routing failures with a 
minimal burden on BGP. However, they do not consider the network performance under transient 
inter-AS link failures. On the other hand, as mentioned in Section 2.2.1.1.2, the authors in 
[Nucc07, Srid05] propose an intra-AS TE solution that is robust to transient intra-AS link failures 
and argue that relying on re-computation o f  the link weight set as a robust solution may not be 
appropriate or even feasible, since quickly re-computing and deploying a new robust solution 
during the short period o f  transient failure can be challenging especially in today’ s large networks. 
Consequently, they propose the pre-computation o f  link weight set that pre-computes the robust 
solution to achieve their intra-AS TE objective. In a similar fashion here, changing EP 
configuration dynamically to avoid a transient failure may not be a practical solution since there is 
unlikely to be sufficient time for network operators to configure their networks before recovering 
from the transient failure. Instead, in order to avoid human configuration and achieve fast 
recovery from inter-AS link failure, we pursue a robust approach that manages all the inter-AS 
link failures (including transient and non-transient) by the pre-computation o f  SEPs.
Since no previous work addresses our objective, no existing approach could be used for 
benchmarking and comparison with the IO T E  FRAM EW O RK. However, we compare its 
performance with two alternative strategies. The first strategy does not consider any PEP or SEP 
re-optimisation at all that can be regarded as an approach that ignores network dynamic condition 
changes. While the second strategy only considers PEP re-optimisation that can be regarded as a 
simple approach for handling network dynamic condition changes adopted by ISPs. In our 
evaluation model, we generate two series o f  random events to be handled by the proposed
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framework and alternative strategies, attempting to emulate realistic changes in network 
conditions. These events include traffic variation, routing changes6, transient and non-transient 
inter-AS link failure. Simulation results demonstrate that the IO T E  FRAMEWORK has the 
following key advantages over the other two alternatives: (a) in spite o f  network condition 
changes, maintains a better load balancing on inter-AS links under both NS and FSs which results 
to increasing the ability o f  the network to accommodate more future demands without increasing 
the network resources; (b) limits the service disruptions and reconfiguration overheads resulting 
in reduced network instability.
This chapter is based on our work described in [Amin06b] which has been fully explained and 
extended here. The chapter is organised as follows. In Section 5.2, we present the proposed IO T E  
FRAMEWORK in detail. Section 5.3 presents the optimisation problem handled by the PEP and 
SEP re-optimisation modules. W e detail the proposed heuristic algorithms in Section 5.4. The 
IO T E  FRAMEWORK procedure is presented in Section 5.5. Section 5.6 presents two alternative 
strategies for performance comparison. Then, we present our evaluation methodology and results 
in Section 5.7 and 5.8 respectively. Finally we conclude the chapter in Section 5.9.
5.2 In te r -A S  O u tb o u n d  T E  F ra m e w o rk
The proposed IO T E  fra m e w o r k is illustrated in Figure 5-1. The key concept o f  the framework 
is to periodically monitor the network conditions such as inter-AS link load and traffic matrix. 
When some network conditions are met (e.g. the current inter-AS link utilization above a 
congestion threshold), trigger the PEP and SEP re-optimisation components based on the latest 
network conditions to optimise the network perfonnance. The PEP and SEP solutions are then 
finally configured (i.e. implemented) in the network i f  some performance thresholds are satisfied. 
In this chapter, periodical monitoring can refer to 10 minutes interval according to [Teix05a, 
Uhli04] (i.e. network conditions are monitored eveiy 10 minutes). However, there is a trade o ff  
between the accuracy (i.e. being up-to-date) o f  network conditions and monitoring overheads such 
as processing load. In fact, the higher the accuracy o f  network conditions then the higher the 
monitoring overheads. The network operators may choose their best strategy according to their 
operational objectives to perform the network monitoring. The framework comprises three 
function blocks and we explain each o f  them in detail in the following sections.
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ASes. Even though events such as link failures might lead to routing changes as well, they are considered 
separately.
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Figure 5-1: Inter-AS Outbound Traffic Engineering Framework
5.2.1 M onitoring  Block
The monitoring block consists o f  a Network Monitoring (NM) module, Network Information 
Database (NID) and triggering module. The NM  module periodically monitors the network 
conditions to establish a global view o f  the network information. The network information, which 
will be stored in the NID, includes inter-AS link utilisation, overall traffic demands and BGP 
routing information. The authors in [Lim05] presented a distributed management infrastructure 
that enables real-time views o f  network traffic to be generated. The key concept o f  their approach 
is that each router monitors its local resources (e.g. utilisation o f  the attached links) and then 
stores the monitored data in local databases. When a real-time global view o f  the network is 
needed for network management, the console system that is controlled by the network operator 
retrieves and processes the information from the databases at each router through Structured 
Query Language (SQL). To apply this distributed monitoring infrastructure to outbound TE, each 
egress router monitors the utilisation o f  inter-AS links attached to it and collects the updated BGP 
routing information from the local Routing Information Base (RIB). In addition, each ingress 
router monitors the updated traffic demands. Note that there are currently several hundred 
thousand prefixes in the Internet and collecting real-time changes for all the prefixes is therefore 
challenging. As mentioned in Chapter 4, it is suggested in [Rekh06] that TE need consider only 
the small number o f  prefixes that are responsible for large volume o f  traffic, hence this 
monitoring block only needs to pay attention to these prefixes in order to significantly reduce the 
monitoring complexity as well as to make real-time data generation more efficient.
When the latest network conditions are known from periodical monitoring, the NM module 
signals the triggering module. The triggering module invokes the re-optimisation modules in the 
optimisation block i f  some optimisation triggering policies are met. Examples o f  triggering 
policies might be:
(a) Event-driven: re-optimisation is invoked i f  an event occurs. In this chapter, we use this event- 
driven policy for triggering the PEP and SEP re-optimisers as follows: (i) The PEP re-optimiser is 
invoked i f  the maximum latest network utilisation obtained by the monitoring exceeds a tolerance
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threshold value a . (ii) The SEP re-optimiser is invoked i f  the worst case maximum network 
utilisation across all the potential EP failure states computed by the latest network information 
database exceeds the tolerance threshold value a . Triggering an optimisation due to exceeding a 
tolerance threshold is a common policy since network providers often take actions to minimise 
congestion in their networks. The tolerance threshold value can be determined by the operator’ s 
policy on the maximum utilisation o f  inter-AS links and/or its agreement with the downstream 
neighbours in terms o f  the maximum allowable volume o f  traffic to be sent. In summary, the PEP 
and SEP re-optimisers aim to keep the network utilisation under NS and any potential FS below 
the tolerance threshold value.
(b) Schedule driven: re-optimisation is invoked according to the schedule defined by network 
operators, e.g. periodically or at some specified time. Since the changes in network conditions are 
not easy to predict, the defined schedules are expected to be prone to mistakes and may result in 
poor network performance.
Nevertheless, the choice o f  criterion for triggering the re-optimisation depends on how often the 
network operators are willing to change the network configuration and how adaptive they want 
the TE to be.
5.2,2 Optim isation Block
The optimisation block consists o f  PEP and SEP re-optimisers and requires as input the latest 
network information from the NID. The task o f  the PEP re-optimiser is to re-assign the primary 
egress points to traffic flows under NS and is designed to manage dynamic traffic variation and 
routing changes. The key objective is to achieve inter-AS load balancing while reducing 
reconfiguration overheads and service disruptions. On the other hand, the task o f  SEP re-optimiser 
is to pre-compute a set o f  optimal secondary (i.e. backup) egress points for the traffic and is 
designed to manage inter-AS link failure. Upon failure o f  an inter-AS link, the traffic affected by 
the failure will be shifted to the secondary egress points. The key objective is to achieve inter-AS 
load balancing under any single inter-AS link failure while reducing backup reconfigurations.
Since changing primaiy egress points causes service disruption, the operator might restrict the 
total number o f  actual PEP reconfiguration per PEP re-optimisation in order to reduce service 
disruption. On the other hand, changing secondary egress points does not cause any service 
disruption since the primary BGP routes are remained intact. However, at each re-optimisation 
only a limited number o f  configuration changes might be handled by the network operator. 
Therefore, the operator might limit the total number o f  re-configurations (i.e. the actual number o f  
PEP and SEP reconfigurations) per re-optimisation. Limiting the total number o f  re­
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configurations consequently limits the total number o f  actual SEP reconfiguration per SEP re­
optimisation as well.
Details o f  the PEP and the SEP re-optimisers will be presented in Sections 5.3.1 and 5.3.2 
respectively.
5.2.3 Im plem entation Block
The implementation block enforces the solutions produced by the PEP and SEP re-optimiser into 
the network based on some performance thresholds. A  benefit-based performance scheme can be 
applied to implement the PEP and SEP re-optimiser solutions as follows. The PEP and SEP 
solutions are enforced i f  there is a gain in reducing the worst-case MLU compared to the current 
attempt. Then the new PEP and SEP configurations are updated in the NID in order to maintain 
the latest network information. Note that there is a tradeoff between the gain that can be obtained 
by reducing the EP utilisation and up-to-date PEP and SEP configuration. I f a large gain is 
chosen, not many re-optimisation solutions can satisfy the required gain. This leads to less 
frequent PEP and SEP reconfiguration (i.e. increasing the lifetime o f  the current solution) and the 
PEP and SEP configurations tend to become out o f  date. This results in less load balanced 
network especially in case o f  failure. On the other hand, i f  a small gain is chosen, more re­
optimisation solutions with small improvement can satisfy the required gain. This results in more 
frequent PEP and SEP reconfiguration while keeping the configuration updated and more load 
balanced network. Hence, the choice o f  gain for solution implementation depends on how often 
the network operators are willing to change the network configuration and how evenly balanced 
they want their network to be.
5.3 IO T E  F ra m e w o rk  P ro b le m  F o rm u la tio n
In this section, we present the optimisation problem to be tackled by the PEP and SEP re- 
optimiser in the IO TE FRAMEWORK.
Note that, as mentioned in Chapter 4 Section 4.2, outbound TE optimisation is often divided into 
single and multiple egress selection. As with Chapter 4, since the goal o f  this chapter is to 
demonstrate the principle o f  outbound TE re-optimisation, we apply our work to the single egress 
selection case; nevertheless, our work can also be extended to the multiple egress selection case.
Moreover, as with Chapter 4, we focus our TE re-optimisation objective on inter-AS resources. 
For ease o f  explanation, Table 5-1 shows the notation used in this chapter.
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N o t a t io n  D escription
K A set o f  destination prefixes, indexed by k
J A set o f  egress points, indexed by j
S A  set o f  states S = {0  U (VjeJ) }  , indexed by 5
I A set o f  ingress points, indexed by i
t(i,k) Bandwidth demand o f traffic flows from ingress point i e /  destined to destination
prefix keK
Out(k) A set o f egress points that have reachability to destination prefix k 
„j Capacity o f  the egress point j
0inter
xj A binary variable indicating whether prefix k is assigned to the egress point j  in state s
sk
yj£ A binary variable indicating whether prefix k is re-assigned to the egress point j  ’ in state s
due to re-optimisation
UJ Utilisation on non-failed egress point j  in state s. Its value is zero when s=j
Umax(s) Inter-AS Maximum Link Utilisation (MLU) in state s
tj Inter-AS Worst case MLU across all states
^  worst
NS Normal State
FS Failure State
PEP Primary Egress Point
SEP Secondary Egress Point
R Total primary and secondary egress point reconfiguration limit
X  Total primary egress point reconfiguration limit
rpEP. *'sep  The number o f actual primary and secondary egress point reconfigurations per 
re-optimisation
a Tolerance threshold value used for triggering re-optimisation blocks
P Desired gain value used for triggering re-configuration blocks
7 Desired gain value used for stopping criterion in the heuristic algorithms
Table 5-1: Notation used in Chapter 5
5.3.1 O utb ound  T E  P E P  R e-op tim isation  P rob lem  F o rm u la tio n
The PEP re-optimiser requires the following two items as input: (1) network utilisation: the latest 
utilisation o f  each inter-AS link; (2) the current possibly suboptimal PEP configuration: this 
includes the latest traffic matrix and BGP routing information. Note that the best EP for each 
destination prefix according to inter-AS BGP routing policy is known from the BGP routing 
information.
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T h e  task o f  the PEP re -op tim iser is to re-assign  the best EPs fo r  destination  p re fixes , w ith  the 
o b je ct iv e  o f  b a lan cin g  the utilisation  a m on g  in ter-A S  links under n orm al state (s= 0 )  w h ile  
redu cin g  EP recon figu ration  overheads and se rv ice  d isruptions. M o re  sp e c if ica lly , the ob je ct iv e  o f  
in ter-A S  load  ba lan cin g  can b e  ach iev ed  b y  m in im is in g  the in ter-A S  M a x im u m  L in k  U tilisation 
(M L U ). H ow ev er , m in im is in g  in ter-A S  M L U  and red u cin g  EP chan ges (i.e . recon fig u ra tion s) are 
con tra d ictory  ob ject iv es : increasin g  the num ber o f  EP chan ges can  redu ce (i.e . im p rov e ) inter-A S  
M L U . In addition , ba lan cin g  their t ra d e -o ff  is non -triv ia l. W e  therefore  resort to  u sing  the e - 
constraint m eth od  [C h an 8 3 ], w h ich  is on e  o f  the m ost fa vou red  m eth ods o f  generating 
com p rom is in g  b i-o b je c t iv e  solu tions, A c c o r d in g  to  the ^ -constraint m eth od , the p erform a n ce  o f  
an o b je ct iv e  is op tim ised , w h ile  the other on e  is constrained  so  as not to e x ce e d  a to leran ce value. 
S in ce  prim ary egress p o in t ch an ges result in  se rv ice  disruption and recon fig u ration  overh ead , w e  
c h o o s e  to p la ce  a constraint on  the num ber o f  EP recon figu ration s that are attained b y  the PEP re­
optim isation  w h ile  m in im is in g  the in ter-A S  M L U . H en ce , the optim isation  p rob lem  to b e  tackled  
b y  the P E P -re -optim iser can  b e  form ulated  w ith  the o b je ct iv e :
Z Z x0kt(i‘k )
t
V j e J '  * • "  V fe J '
Minimise Umax( 0 )= Minimise Max(u(d) = Minimise Max( .
J  jeJ c J.n(er
su b ject to the fo l lo w in g  constraints:
rPBP< X  (5 .2 )
(5 .3 )
V/ eJ ,k sK  if xJ0k = 1 then j  e  Out(k) 
VisX: £  4 * = '
jsO u t(k )
V /e  J , k e K : x J0k e {0 , l }
(5 .4 )
(5 .5 )
C onstraint (5 .2 ) ensures that the nu m ber o f  PEP ch an ges d oes not e x c e e d  the PEP recon figuration  
lim it X. N ote  that this constraint is the o n ly  additional constraint that w e  h a ve  introduced  
com p a red  to the prim ary  outbou nd  T E  p rob lem  form u lation  presented in  S ection  4 .2 .2  o f  Chapter 
4 , and constraints (5 .3 ) , (5 .4 ) and (5 .5 )  are all identica l to  constraints (4 .2 ) , (4 .3 ) and (4 .4 ) 
resp ectively .
In the fo llo w in g  section s first w e  p ro v e  that the PEP re-optim isation  p rob lem  is an N P hard 
p rob lem  and then w e  present strategies to determ ine the PEP recon figu ration  lim it.
NP-hardness: I f  w e  relax the num ber o f  PEP chan ges (i.e . constraint (5 .2 ) ) ,  this p rob lem  in  fa ct 
b e co m e s  a pure p rim aiy  egress poin t op tim isation  p rob lem  presented  in C hapter 4  S ection  4 .2 .2 .1
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which as we have shown is a special case o f  the well known NP-hard makespan problem. Hence, 
it is computationally intractable to obtain an optimal solution. Moreover, since adding constraint 
(5.2) makes the problem even more complicated, we resort to a heuristic to solve our problem.
5.3.1.1 Determining the PEP Reconfiguration Limit
Note that, there are two possible ways o f  determining the PEP reconfiguration limit X. One is 
operator-based, in which the limit can be defined according to the decision o f  the network 
operator based on its objectives. The other one is performance-based, in which the limit is 
computed based on examining the tradeoff between minimising the MLU and reducing the 
number o f  PEP reconfigurations. In fact, the larger the number o f  PEP reconfigurations, the better 
the expected value o f  the objective function (5.1). The examination can start with a suboptimal 
PEP selection solution (i.e. congestion on several EPs) and then improve the solution by 
increasing the reconfiguration. As shown in Figure 5-2, a convex curve o f  MLU as a function o f  
the actual PEP reconfiguration can be obtained by this examination. The knee o f  this convex 
shape curve is the point that further reconfiguration beyond that point results to veiy small EP 
utilisation reduction (i.e. load balancing improvement). This point can be chosen as the PEP 
reconfiguration limit X.
Figure 5-2: Determining the PEP Re-configuration Limit
5.3.2 Outbound T E  SEP Re-optim isation Problem  Form ulation
The SEP re-optimiser requires as input the current SEP configuration as well as those inputs 
required by the PEP re-optimiser. The task o f  the SEP re-optimiser is to re-assign secondary 
egress points for destination prefixes, with the objective o f  minimising the worst case inter-AS 
MLU across all FSs (we assume single inter-AS link failure) while reducing secondary egress 
point changes. As mentioned earlier, changing secondary egress points does not cause any service 
disruption. But the network operator might be able to handle only a limited total number o f  egress 
point changes at each re-optimisation. Therefore, i f  we denote the total number o f  PEP and SEP 
reconfigurations limit by R, and taking into account the actual number o f  PEP reconfigurations 
rPEp imposed by PEP re-optimiser and limited to X, the total number o f  secondary egress point
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changes will be limited to R- rpsp . Hence, similar to the PEP re-optimiser, we place a constraint 
on the number o f  secondary egress point changes while minimising the worst case inter-AS MLU. 
Therefore, the optimisation problem in the SEP re-optimiser can be formulated with the objective:
The term xJskt(i,k) consists o f  flows that are assigned to EP j  as their PEP and also flows that are
assigned to EP j  as their SEP. Constraint (5.8) ensures that the number o f  SEP changes does not 
exceed the limit R-rPEp. This SEP reconfiguration limit can be determined in the similar 
approaches as described in Section 5.3.1.1 for the PEP reconfiguration limit. Again note that this 
constraint is the only additional constraint that we have introduced compared to the bi-level 
outbound TE problem formulation presented in Section 4.2.3 o f  Chapter 4, and constraints (5.9),
(5.10), (5,11) and (5.12) are all identical to constraints (4.10), (4.11), (4,12) and (4.13) 
respectively. Moreover, note that, compared to the PEP re-optimisation problem that minimises 
the MLU only under NS, the SEP re-optimisation problem optimises the worst case MLU across 
all the states as expressed by objective function (5.6).
It is not surprising that the outbound TE SEP re-optimisation problem is NP-hard, since it is an 
extension o f  the PEP re-optimisation problem, which itself is NP-hard. In fact, if  we set the 
number o f  FSs to zero, only normal state remains and therefore, the SEP re-optimisation problem 
reduces to the PEP selection problem. Hence, we resort to using a heuristic approach to solve this 
NP-hard problem as well.
Minimise UHWSl = Minimise Max (s) (5.6)
where
V s e S :  UmaK(s) = Max(uJs ) = Max( teIkeK )
V/+s V/V, cL
Z Z f k d U )
ielkeK______ (5.7)
subject to the following constraints:
(5.8)
V j e J , k e K , s e S  if  xJsk =1 then j<zOut(k) (5.9)
V k e K , s e S :  ^  x{k ~ *
(5.10)jeOut(k)
Vj e  J,k e  K,s  e  5 : x{k e  {0,1}
(5.11)
(5.12)
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Note that the same implementation methods explained in Sections 4.2.3.2 and 4.2.3.2.1 (i.e. local 
preference setting and IP tunneling) can be used to implement the PEP and SEP solutions in this 
chapter.
5.4 Proposed H e u ris tic
In this section we describe our proposed PEP and SEP re-optimisation heuristics.
5.4.1 P E P  R e-optim isation  H eu ris tic
Local search algorithms have been shown to produce good results for many combinatorial 
optimisation algorithms [Papa82]. W e therefore propose an iterative local search algorithm for the 
PEP re-optimiser as the following steps:
Step 1. Set rPEp to zero and identify EPs with the maximum and minimum utilisation
( M 0 ) . ^ ( 0 ) ) .
Step 2. Among all the prefixes whose PEP is the EP with maximum utilisation (Umax(0)), search 
for the prefix that by reassigning it to the EP with minimum utilisation (t/„„„(0 )) would reduces 
the maximum EP utilisation according to objective function (5.1) by the maximum. Re-assign the 
prefix to that EP, update both values o f  Umax(0 )  and Umi„(0), and set rPEP =  i'pep +  1.
Step 3. Repeat step 2 until either rPEp reaches the limit X  or there is no pre-defined performance 
improvement for Umax(0 )  compared to the previous iteration.
5.4.2 SE P  R e-optim isation  H eu ris tic
As with the PEP re-optimisation heuristic, we also propose an iterative local search algorithm for 
the SEP re-optimiser. The following steps outline the proposed algorithm:
Step 1. Set rSEP to zero and calculate the maximum EP utilisation under each potential FS
(Umax(s)).
Step 2. Identify the EP j ' with the worst case maximum link utilisation Uwors, under all FSs (i.e. 
the link with the highest Umax(s) for all FSs). Calculate the utilisation o f  EP yA with the minimum 
link utilisation ( Umin(s) ) for the state when j ’ has the maximum utilisation.
Step 3. Among all the prefixes whose SEP is j\  search for the prefix that by re-assigning it to j A 
within that state would minimise the worst case maximum EP utilisation according to objective 
function (5.6) by the maximum. Re-assign the prefix to j A, update both values o f  Umax(s) and 
Umin(s), and set rSEp ~  rSEP +  1.
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Step 4. Repeat steps 2 to 3 until either i'ser reaches the limit R-rPEp or there is no pie-defined 
performance improvement for the worst case performance compared to the previous iteration.
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5.5 IO T E  F ra m e w o rk  P rocedure
In this section, we describe the procedures defined by each block o f  the IO TE Fr a m e w o r k 
illustrated in Figure 5-3.
Step 1. Network Monitoring block, first o f  all this block obtains the current (latest) network 
performance metrics including the inter-AS MLU under NS and the worst case inter-AS MLU 
across all potential FSs (i.e. U cf raf "  ( 0 ) ,  U™™'1) according to objective functions (5.1) and (5.6). 
iStep 2. PEP re-optimisation triggering decision maldng block: i f  the current MLU under NS 
exceeds the tolerance threshold a ,  the procedure proceeds to the next step. Otherwise it is 
diverted to the SEP re-optimisation triggering decision making block i.e. step 7.
Step 3. PEP re-optimiser block: this block re-optimises PEP selection through the PEP local 
search heuristic algorithm.
Step 4. PEP re-optimisation stopping decision making block: i f  the PEP reconfiguration required 
by the PEP re-optimiser exceeds the total PEP reconfiguration limit X  or there is no significant 
performance improvement in the last iteration o f  local search (i.e.
jj Itcmiionf n) /0 \ _ jjlteralian(n-I) S0 \
|—srn. -—  ! < / >  where n is the iteration number), the procedure proceeds
^max ■0(0 )
to the next step. Otherwise the procedure goes back to the PEP re-optimiser block and repeats 
steps 3 and 4 (i.e. the PEP re-optimisation cycle) till one o f  the stopping criteria is met.
Step 5. PEP re-configuration decision making block: this block obtains the new (i.e. updated) 
MLU under NS U™"f. ( 0 )  from the PEP re-optimisation cycle and computes the performance gain
U’ww 1 0 ) -  u curreni ( 0 )
(i.e. | "w — c,,rm„ — — -j ) .  I f the desired gain jB is achieved the solution is passed to the next
max (Z )
step. Otherwise the procedure is diverted to step 7.
Step 6. PEP configuration block: this block enforces the rPEP configuration obtained by the PEP 
re-optimisation. Updates the current MLU under NS (i.e. U ( 0 ) -  U 'f’ ( 0 ) , calculates and 
updates the current worst case MLU across all potential FSs. Update the NID with new PEP 
reconfigurations.
Step 7. SEP re-optimisation triggering decision making block: i f  the current worst case MLU 
across all potential FSs exceeds the tolerance threshold a , the procedure proceeds to the next 
step. Otherwise it is diverted back to step 1 to continue network monitoring.
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Step 8. SEP re-optimiser block: this block re-optimises SEP selection through the SEP local 
search heuristic algorithm.
Step 9. SEP re-optimisation stopping decision making block: if  the SEP reconfiguration required 
by the SEP re-optimiser exceeds the total SEP reconfiguration limit R-rPEp or there is no 
significant performance improvement in the last iteration o f  local search (i.e.
j y  !te ra tio n( n )   Iteration( n - J  )
| wors'— ,leralio-n(yT)---------- \<Y\  procedure proceeds to the next step. Otherwise the procedure
Cworst
goes back to the SEP re-optimiser block and repeats steps 8 and 9 (i.e. the SEP re-optimisation 
cycle) till one o f  the stopping criteria have been met.
^  SEP  
Re-Config Criterion?
y  lurulum(i-l) ^ 0 j
PEP
R e-O pt Stopping  
\ C r i t e r i o n ?
PEP
Re-Config Criterion?
uZ(0)-uZrM(0)l.
Network Monitoring
PEP Re-optim iser
PEP Configuration SEP C onfigurationuzr'(0)=uz(0)
SEP R e-optim iser
Figure 5-3: IOTE Fr a m e w o r k  Procedure
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Step 10. SEP re-configuration decision making block: this block obtains the new worst case MLU 
across all potential FSs (i.e. Uffrsl) from the SEP re-optimisation cycle and computes the
j jn c w   jjatrrcnt
performance gain (i.e. I • J~qrs‘ cuireJors' 1 )• I f  the desired gain f  is achieved the solution is passed
U worst
to the next step. Otherwise the procedure is diverted back to step 1 to continue network 
monitoring.
Step 11. SEP configuration block: this block enforces the rSEp configuration obtained from the 
SEP re-optimisation cycle. Updates the current worst case MLU across all potential FSs (i.e. 
U'\mm' ~ u Zsi )• Update the NID with the new SEP reconfigurations. Then the procedure goes 
back to step 1 to continue network monitoring.
5.6 Alternative Strategies
In this section, we present two alternative outbound TE strategies.
No-REOPT: In this strategy neither the PEP nor the SEP re-optimisation is considered. Therefore, 
in spite o f  any changes, the current PEP and SEP configurations are always used.
PEP-REOPT-ONLY: this strategy only considers the PEP re-optimisation. Therefore, in case o f  an 
EP failure (transient or non-transient) and also routing changes, the affected traffic will be shifted 
according to the current SEP configuration. Compared to the No-Reopt, this strategy attempts to 
reactively improve the network performance under non-transient FSs and routing changes, i f  the 
latest network performance obtained by the monitoring violates the threshold criterion (i.e. the 
network utilisation exceeds the tolerance threshold a ). In fact, in this case the PEP re­
optimisation is triggered to minimise the inter-AS MLU under the particular FS (i.e. in this special 
case that EP j  has failed we have s - j  instead o f  s = 0 )  or under the corresponding routing changes. 
Note that, this strategy cannot improve the network performance in case o f  a transient failure due 
to the very short duration o f  the failure.
5.7 Evaluation Methodology
In this chapter, we perform our experiments on the same topologies, same number o f  destination 
prefixes and same traffic matrix distribution as used in Chapter 4. In other words, we use 5 and 20 
egress points with OC-48 (2.5 Gbps) inter-AS link capacities, 1000 destination prefixes with Half 
Prefix Reachability (HPR), i.e. \Out(k)\=0.5\J\ which means that each prefix k is reachable 
through only half o f  the total EPs, and a traffic matrix with weibull distribution. The reader is 
referred to Sections 4.6.1 and 4.6.2 for more explanation regarding these experiment settings.
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5.7.1 Perform ance M etrics
The following metrics are used in our evaluation. For all these metrics, lower values are better 
than high values.
• The inter-AS M LU: This refers to both Umax(0 )  under NS and Umax(s) under FS s in 
objective functions (5.1) and (5.7) respectively.
• Service Disruption per re-optimisation: A  traffic flow  (service) is disrupted if  it is shifted 
from EP j  to EP j  ’ due to re-optimisation. W e calculate this metric by adding the volume o f  all 
traffic flows disrupted for the PEP re-optimisation. This metric can be formulated as follows:
ServiceDisruption = L L L Y w  £  y i  ( 513)
j e j  iel keK j }
• The number of actual PEP and SEP reconfigurations per re-optimisation: These refer to 
i'pep in (5.2) and psep in (5.8) respectively.
5.7.2 IO T E  Fram ew ork  Parameters
Based on our experiments, we realized that by setting the IOTE FRA M EW O R K  parameters to the 
following values we can achieve sufficiently good results in terms o f  our objectives: without loss 
o f  generality, we set the tolerance threshold a to 50% as the borderline o f  congestion to trigger 
PEP and SEP re-optimisations. This chosen tolerance threshold value is inline with the resource 
management rule o f  some ISPs such as Sprint that aim to maintain the average utilisation o f  any 
link under 50% [Iann03]. For the re-configuration limits, we opt for the operator-based approach 
defined in Section 5.3.1.1 since ISPs would like to limit service disruptions [Teix06] and in 
addition gathering real data to perform the performance-based approach was not possible. Hence, 
we assume that for each PEP re-optimisation only 10% o f  the total destination prefixes can be 
disrupted. In other words, X  =  0.1x1000 =  100 . We also assume that for each re-optimisation 
only 30% o f  the total destination prefixes can be changed or reconfigured. In other words, 
R =  0.3 x 1000 = 300 . This results in the fact that depending on the actual number o f  PEP re­
configurations, only between 20% to 30% o f  the total destination prefixes can have their SEP to 
be reconfigured by the SEP re-optimiser at each re-optimisation. For the stopping criterion o f  the 
local search o f  PEP and SEP re-optimiser, we consider the pre-defined performance improvement 
y  to be 5%. Moreover, for the re-configuration criterion /? ,  as long as the PEP and SEP re- 
optimiser solutions lead to a better inter-AS load balancing compared to the current configuration, 
the solutions are enforced.
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5.7.3 Generated Events
Since no realistic model has been investigated for changes in network conditions, such as traffic 
variations, routing changes, inter-AS transient failures (TF) and non-transient failures (NTF), we 
generate various series o f  random events that attempt to emulate those realistic changes by 
assigning an occurrence probability to each event. As we know traffic is always accompanied by 
small fluctuations, in addition to that, due to possibly frequent changes o f  user demands and 
varying demand for different services [Teix05a], gradual traffic increases and decreases are quite 
often. As a result we assume almost half (i.e. 50%) o f  the event intervals are consisted o f  the 
gradual changes in traffic while the other half (i.e. 50%) are consisted o f  just small traffic 
fluctuations. The occurrence probability values o f  these events that are considered as underlying 
traffic characteristics and used for evaluations in this chapter are shown in Table 5-2. W e assume 
that these intervals are randomly distributed. Moreover, according to several relevant findings in 
[Rekh06, Teix05a, Bona07, Srid05, Teix05b], events such as TF, NTF, Sudden Traffic Increase 
(STI), Sudden Traffic Decrease (STD) and Routing Changes (RC) occur on top o f  the underlying 
aforementioned events. [Bona07] found out that TF is a very common event. Hence, high 
occurrence probability may be assigned to it. Whereas events like NTF and RC happen quite 
rarely. For example there are rare possibilities o f  fiber-cut which are responsible for NTFs 
[Srid05] and rare possibilities o f  routing changes due to the stable nature o f  popular prefixes 
[Rekh06]. In addition, sudden traffic variations (STI, STD) are relatively rare [Teix05b]. This is 
not surprising because large ISPs carry significant volumes o f  highly aggregated traffic. However, 
some traffic matrix elements vaiy by a significant amount several times a week [Teix05a], These 
traffic variations can have many causes including flash crowd, denial-of-service attacks and 
routing changes in other ASes [Teix05b]. As a result, equal low occurrence probabilities may be 
assigned to NTF, RC, STI and STD. Table 5-3 shows these events’ occurrence probability values 
used for evaluations in this chapter. According to this table we can realize that for these events 
that happen on top o f  the underlying events, 60% o f  them are TF while 10% for each NTF, STI, 
STD and RC events. The performance o f  all the strategies under these events is investigated in the 
next section.
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UNDERLYING TRAFFIC Po p u l a r i t y O c c u r r e n c e  Pr o b a b i l i t y
ACROSS ALL INTERVALS
Small Traffic Fluctuation (STF) common ~ 0.5
Gradual Traffic Increase (GTI) 
or Decrease (GTD)
common -0 .5
Total - 1
Table 5-2: Underlying Traffic Characteristics
EVENTS Po p u l a r i t y O c c u r r e n c e  Pr o b a b i l i t y
ACROSS ALL INTERVALS
Transient Failure (TF) Veiy
common
-0 .6
Non Transient Failure (NTF) rare -0 .1
Sudden Traffic Increase (ST1) rare -0 .1
Sudden Traffic Decrease (STD) rare -0 .1
Routing Changes (RC) rare -0 .1
Total - 1
Table 5-3: Events on top of the Underlying Traffic
5.8 Results E v a lu a tio n
5.8.1 In te r-A S  M L U
In this section, we investigate the performance o f  all the strategies under two sets o f  various 
events for 5-EP and 20-EP topologies. In fact, each set consists o f  ten intervals with randomly 
generated events based on their occurrence probabilities described in Section 5.7.3.
A. 5-EP Topology Evaluation
Figure 5-4(a-c) show the set o f  randomly generated events, the total underlying traffic volume 
during the events and the transient and non-transient failures occurred during the events 
respectively for 5-EP topology. The randomly generated events occur in the following order: The 
first interval is a period o f  small traffic fluctuations together with 1 TF. The second interval starts 
with a sudden traffic increase followed by a period o f  small traffic fluctuations together with 2 TF 
and 1 NTF. The third interval starts with sudden routing changes followed by a period o f  gradual 
traffic decrease together with 2 TFs. The forth interval is a period o f  gradual traffic increase 
together with 2 TFs. The fifth interval starts with sudden routing changes followed by a period o f  
gradual traffic decrease together with 3 TFs. The sixth interval starts with a sudden traffic 
increase followed by a period o f  small traffic fluctuations together with 1 NTF and 1 TF. The 
seventh interval starts with a sudden downward traffic surge followed by a period o f  gradual
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traffic increase together with 2 TFs. The eight interval starts with a sudden downward traffic 
surge followed by a period o f  traffic decrease together with 2 TFs. The ninth interval starts with a 
sudden routing changes followed by a period o f  small traffic fluctuations together with 2 TFs and 
1 NTF. The tenth interval starts with a sudden downward traffic surge followed by a period o f  
small traffic fluctuations together with 2 TFs.
Furthermore, Figure 5-5(a-c) show the inter-AS MLU under NS and FS s achieved by No- 
Reopt, PEP-Reopt-Only and IOTE FRAMEWORK respectively. The x axis represents the 
positions o f  the random events from time tO till time t.
Figure 5-5(a-c) shows that during the first interval all the strategies perform identically both under 
NS and FS. This is due to our assumption that all the strategies start with the same initial solutions 
for fair comparisons. However, once their monitored performance violates the re-optimisation 
triggering threshold value (i.e. 50%), they start to react differently.
Figure 5-5(a) shows that the NO-REOPT is the worst performer under all the events and not only 
cannot keep the inter-AS MLU under NS below the threshold value but also its MLU under FSs 
has dramatically poor performance. This phenomenon was expected due to the fact that this 
strategy does not perform any re-optimisation to achieve load balancing. As a result, its initial 
PEP and SEP solutions become less appropriate for the subsequent changes in the network 
conditions such as accumulation o f  traffic matrix variations and routing changes.
In contrast, Figure 5-5(b) shows that the PEP-Reopt-Only can keep the inter-AS MLU only 
under NS below the threshold value by the PEP re-optimisation heuristic7. However, due to the 
ignoral o f  SEP re-optimisation in this strategy, its MLU under FSs becomes poor and gets worse 
after subsequent events. Nevertheless, the overall FS network performance degradation in the 
PEP-Reopt-Only is less severe compared to the No-Reopt . This result was expected since the 
No-REOPT does not apply any re-optimisation as a result the failure o f  a congested EP and the 
assignment o f  its traffic flows over the non-optimised SEP may result in the re-assignment o f  a 
large number o f  traffic flows over already congested EPs which can cause a huge performance 
degradation. Whereas, in the PEP-REOPT-ONLY as a result o f  an EP failure and the re­
assignment o f  its flows over the non-optimised SEP does not lead to that much performance 
degradation due to the fact that the EPs are balanced under NS by PEP re-optimisation. Moreover, 
the PEP-Reopt-Only improves the MLU by PEP re-optimisation when it exceeds the threshold 
value after NTFs in intervals 2, 6 and 9. In total, Figure 5-5(b) shows 7 PEP re-optimisations to
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7 Note that in P E P -R e o p t -O n ly  and IO T E  f r a m e w o r k , the inter-AS M L U  under N S or FS might 
exceed the tolerance threshold due to sudden changes. Nevertheless, both strategies are able to minimise the 
utilisation below the tolerance threshold after the re-optimisation under the condition where there exist 
sufficient capacity to accommodate the latest overall traffic demands.
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improve the MLU after the traffic variations (2 PEP re-optimisations), after routing changes (2 
PEP re-optimisations) and after the 3 NTFs (3 PEP re-optimisations).
sn r c  rc  sn st d  s t d  rc std
1 TF 2 TF 
1 NTF
2 TF 2TF 3 TF 1 TF 
1 NTF
2TF 2 TF 2 TF 
1 NTF
2 TF
STF STF GTD GTI GTD STF GTI GTD STF STF
5-4(a)
g. 5500
-O5
| 5000
5-4(b)
Figure 5-4: (a) The Set of Randomly Generated Events for 5-EP topology, (b) Total Underlying 
Traffic during the Events for 5-EP topology, (c) Transient and Non-Transient Failures for 5-EP
topology
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Figure 5-5: Inter-AS M LU  Performance of (a) N o-R eopt, (b) P EP -R eopt-O nly and (c) IOTE
F ram ew ork  for 5-EP topology
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However, Figure 5-5(c) shows that the IOTE FRAMEWORK can keep the MLU not only under NS 
but also under most of the FSs below the threshold value by re-optimisations5. In fact, it can 
improve the MLU both for TFs and NTFs by SEP re-optimisation. Its FS’ s worst case 
performance is respectively 35% and 15% better than the FS’s worst case performance of the No- 
REOPT and the P E P-R eopt-O nly. Note that in the IOTE FRAMEWORK, the inter-AS MLU 
under FSs is proactively re-optimised for both TFs and NTFs. In other words, in this framework 
the secondary egress points for all the potential FSs are pre-computed according to the network 
dynamic changes in order to balance the link load under these states and alleviate link congestion 
due to failure. Whereas in the PEP-Reopt-ONLY, there is no re-optimisation for TFs due to their 
veiy short duration8 but there are reactive re-optimisations for NTFs. As a result, the significant 
performance degradation shown in Figure 5-5(b) due to TFs and NTFs do not occur in Figure
5-5(c). Furthermore, in the IOTE FRAMEWORK the network performance degradation under 
sudden routing changes at the beginning of intervals 3, 5 and 9 are not as serious as the one in the 
PEP-Reopt-ONLY. The reason for this phenomenon is that after routing changes (i.e. changes of 
some destination prefixes reachability at some EPs), the affected traffic flows will be shifted to 
their current SEP. The SEP re-optimisation performed in the IOTE f r a m e w o r k  at the earlier 
stages (i.e. before routing changes) alleviates the performance degradation compared to no SEP 
re-optimisation in the PEP-REOPT-ONLY. However, in both approaches if the network 
performance after the re-assignment of traffic flows according to the current SEP exceeds the 
tolerance threshold, PEP re-optimisation is triggered. In this case, the SEP re-optimisation for 
IOTE FRAMEWORK, might be triggered as well if the worst case MLU across all the potential 
FSs exceeds the tolerance threshold . In total, Figure 5-5(c) shows 4 PEP and 7 SEP re­
optimisations, Note that among the 7 required SEP re-optimisations, 4 of them happen 
immediately after their corresponding PEP re-optimisations while another 3 SEP re-optimisations 
occurs individually. The reason is that under some certain network conditions the inter-AS MLU 
only under the potential FSs might exceed the tolerance threshold value. In this case only SEP re­
optimisation is required,
B. 20-EP Topology Evaluation
The other set of randomly generated events with their underlying traffic volume, TFs and NTFs 
are shown in Figure 5-6(a-c) for 20-EP topology. Figure 5-7(a-c) show the inter-AS MLU under 
NS and FS s achieved by NO-REOPT, PEP-REOPT-ONLY and IOTE FRAMEWORK respectively
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8 If a TF happens at the time of network monitoring and results to the tolerance threshold violation, the PEP 
re-optimisation is triggered. However, since the TF has a veiy short duration, it is recovered earlier than the 
configuration can take place. At this point the network operator could simply ignore such re-optimisation. 
In this chapter, we assume that the network operator takes care of this task and therefore no re-optimisation 
is applied due to TFs.
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based on the events shown in Figure 5-6(a) for the 20-EP topology. An overall comparison of 
Figure 5-5(a-c) with Figure 5-7(a-c) reveals that the same conclusions can be derived for 20-EP 
topology. On the whole, our proposed IOTE f r a m e w o r k  has achieved (1) much better 
performance in terms of the inter-AS MLU under NS compared to the NO-REOPT (i.e. its worst 
case NS performance is 14% and 30% better for 5 and 20-EP respectively) and almost the same 
performance as the PE P-R eopt-O nly, (2) significantly better performance in terms of the inter- 
AS MLU under FSs compared to N o-R eopt (i.e. its worst case FS performance is 35% and 41%  
better for 5 and 20-EP respectively) and better performance compared to P E P-R eopt-O nly (its 
worst case FS performance is 15% and 10% better for 5 and 20-EP respectively).
RC STD STI STI RC STD STI STD
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Figure 5-6: (a). The Set of Randomly Generated Events for 20-EP topology, (b) Total Underlying 
Traffic during the Events for 20-EP topology and (c) Transient and Non-Transient Failures for 20-EP
topology
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Figure 5-7: Inter-AS M LU Performance of (a) N o-R eopt, (b) P EP -R eopt-O nly and (c) IOTE
Fram ew ork  for 20-EP topology
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5.8.2 Re-optimisation Cost Metrics
In this section, we compare the re-optimisation cost metrics (i.e. Service Disruption, rPEp, rSEP) of 
the P E P -R eopt-O n ly  and the IOTE FRAMEWORK. As explained in Section 5.7.2, Service 
Disruption can be calculated by adding the volume of all traffic flows disrupted (i.e. shifted from 
its original egress point to another egress point) due the PEP re-optimisation. rPEP, rsEP are also 
the number of actual PEP and SEP reconfigurations per re-optimisation. Obviously, for the NO- 
R eopt, all these cost metrics are zero since this strategy does not perform any re-optimisation.
In Table 5-4 and Table 5-5, each row represents the Nth interval in which re-optimisation occurs, 
while colunui one represents the type of event that caused the re-optimisation and the other 
columns represent the re-optimisation cost metrics. The two tables deal separately with 5-EP and 
20-EP topologies. In each cost metric column, the first value corresponds to the PEP-REOPT- 
ONLY and the second value corresponds to the IOTE FRAMEWORK. Both Tables show that in 
total the P E P -R eopt-O n ly  has higher service disruption and PEP reconfigurations compared to 
the IOTE FRAMEWORK. This result was expected since the P E P -R eopt-O nly  attempts to re­
optimise the network performance degradation due to NTFs by PEP re-optimisation after the 
failure, resulting in three more PEP re-optimisations that corresponds to the 2nd, 6th , 9th intervals 
in Table 5-4 for 5-EP topology and 3nd , 6th , 8th intervals in Table 5-5 for 20-EP topology. 
Whereas in the IOTE f r a m e w o r k  the proactive SEP re-optimisations that occur at the 
beginning of these intervals take care of the NTFs and result to zero service disruption and PEP 
re-optimisations for these events. Moreover, since the P E P -R eopt-O nly does not perform any 
SEP re-optimisation, it requires more PEP reconfiguration for re-optimising the network 
performance after sudden routing changes which corresponds to the 3rd and 5th intervals in Table
5-4 for 5-EP topology and the 3rd and 7th intervals in Table 5-5 for 20-EP topology. In these 
intervals the service disruption and PEP re-configuration are more than the IOTE FRAMEWORK. 
In fact, in the IOTE FRAMEWORK the proactive SEP re-optimisations alleviate the routing 
changes effects and result to less service disruption and re-configurations in the corresponding 
intervals. However, the routing changes themselves have led to SEP re-optimisations in IOTE 
FRAMEWORK to rebalance the load in case of the up coming potential failures.
In summary, for the 5-EP topology, the IOTE f r a m e w o r k  incurs almost 45% less service 
disruptions and 46% less PEP reconfigurations compared to the PEP-Reopt-ONLY at the cost of 
1305 SEP reconfigurations, to keep the network performance under FSs more load balanced. Also 
for the 20-EP topology the IOTE FRAMEWORK incurs almost 58% less service disruptions and 
46% less PEP reconfigurations compared to the PEP-REOPT-ONLY at the cost of 1425 SEP 
reconfigurations. We recall that the SEP reconfiguration does not cause seivice disruption. In
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addition, less service disruptions and PEP reconfigurations in our framework may imply better 
network stability compared to the PEP-REOPT-ONLY.
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Interval Event Service Disruption r p E P r S E P
PEP IOTE PEP IOTE PEP IOTE
2 STI 0 0 0 0 0 200
2 N TF 350 0 37 0 0 0
3 RC 675 525 100 95 0 200
4 GTI 500 550 100 100 0 150
5 R C 750 600 100 69 0 230
6 STI 0 0 0 0 0 175
6 N TF 445 0 100 0 0 0
7 GTI 400 350 70 60 0 200
9 R C 0 0 0 0 0 150
9 N TF 550 0 100 0 0 0
Total - 3670 2025 607 324 0 1305
Table 5-4: Re-optimisation cost metrics for P E P -R eopt-O n ly  and IOTE fra m e w o r k  for 5-EP
topology
Interval Event Service Disruption r p E P r S E P
PEP IO TE PEP IOTE PEP IOTE
2 GTI 0 0 0 0 0 190
2 GTI 1556 1410 65 51 0 200
3 R C 2000 0 100 0 0 210
3 N T F 850 0 48 0 0 0
5 STI 2150 1850 100 100 0 200
6 STI 0 0 0 0 0 175
6 N TF 950 0 43 0 0 0
7 R C 1575 800 100 90 0 200
8 N TF 785 0 28 0 0 0
9 STI 0 0 0 0 0 150
9 GTI 1000 450 87 6 8 0 100
Total - 10866 4510 571 309 0 1425
Table 5-5: Re-optimisation cost metrics for P E P -R eop t-O n ly  and IOTE fra m e w o rk  for 20-EP
topology
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5.9 Conclusion
In this chapter, we have addressed the problem of existing outbound TE solutions in case of 
dynamic changes in network conditions such as traffic variations, routing changes and inter-AS 
link failures. Hence, we have proposed an Inter-AS Outbound Traffic Engineering (IOTE) 
framework that is applied for short-term network provisioning and aims to balance the load on 
inter-AS links under both normal and failure states, while reducing service disruptions and 
reconfiguration overheads. We developed time-efficient heuristics to achieve the framework 
objectives and compared its performance to two alternative strategies. Our simulation results 
show that our proposed framework performs better compared to the alternative strategies 
regarding our objectives. We believe that our work provides insights to network operators on how 
to keep a balanced network especially under transient and non-transient inter-AS failures in spite 
of traffic variations and inevitable routing changes by limiting egress point changes.
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Chapter 6
6 Joint Intra- and Inter-AS Outbound 
Robust TE
6.1 Introduction
As mentioned in Section 1.1.1, when an intra- or inter-AS link fails, the affected traffic is diverted 
to alternative paths, thus increasing the load on these new paths and possibly leading to 
congestion, packet loss and service disruption. To minimise these consequences, various kinds of 
robust TE approaches based on IGP link weight optimisation [Fort03, Nucc03, Nucc07, Srid05, 
Yuan03] have been proposed. We have also proposed inter-AS outbound robust TE approaches 
based on BGP egress point selection in Chapters 4 and 5. These proposals, however, make their 
TE approaches robust either only to intra-AS or only to inter-AS transient link failures. On the 
other hand, [Ho06b] has investigated the interactions between intra- and inter-AS TE and 
proposed a joint optimisation. In addition, [Agar05, Cera06] have evaluated the behaviour of Hot 
Potato Routing during the IGP link weight optimisation. Nevertheless, none of these proposals 
have investigated the interactions between robust intra- and inter-AS TE, specifically the impact 
of intra-AS link failures on robust inter-AS outbound TE and the impact of inter-AS link failures 
on robust intra-AS TE. As a result, the overall network performance may not be truly robust to 
intra- and inter-AS link failures if they are considered separately and their interactions are 
neglected.
To remedy this situation, an intuitive solution is the re-computation of the IGP link weights and/or 
re-adjustment of BGP route attributes after intra- and/or inter-AS link failure. However, as 
explained in Chapter 5, this may not be practical for the following reasons. First, due to the 
transient nature of failures, there would be insufficient time for operators to re-compute the best 
post-failure TE configuration and implement it before the failed link is restored. Second, the new 
configuration will have to be advertised to every router in the network, and every router will have 
to re-compute the shortest path to every other router and to re-select its best egress point. This can 
lead to considerable instability, aggravating the situation already created by the link failure.
Although the IGP link weight re-computation and/or BGP route attribute re-adjustment 
approaches may not be appropriate or even feasible, transient link failures can be handled by pre­
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computing and/or pre-adjusting the set of TE configurations that are robust to all potential single 
intra- or inter-AS link failures by taking into account their interactions.
The impact of inter- and intra-AS link failures can be explained as follows: consider a scenario in 
which an inter-AS link (or egress point) fails, and the inter-AS traffic is diverted from the failed 
egress point to other alternative egress points. This may cause a huge load increase not only at 
these new serving egress points but also at any link along the IGP paths between some ingress and 
the new egress points. In the other scenario where multiple egress routers have BGP routes that 
are equally good (i.e. they have the same local preference, AS path length, origin type, and 
multiple-exit-discriminator) for a routing prefix, each router in the AS directs the traffic to its 
closest egress point in terms of IGP distance. This, as explained in Chapter 2 Section 2.3.3 is 
known as hot-potato routing. If an intra-AS link fails, the IGP distance between some ingress and 
egress points may change, causing thus some ingress points to divert the traffic to different egress 
points due to the hot potato routing effect. These hot potato routing changes are responsible for 
many of the large traffic shifts [Teix05a] in operational networks. Therefore, failure of an intra- 
AS link may shift a large proportion of traffic to other egress points and lead to a sudden load 
increase there. This may also result in excessive traffic to be sent to downstream ASes, violating 
the traffic exchange limits specified in their peering agreements.
Given the above interactions, we investigate the impact of both intra- and inter-AS transient link 
failures on robust TE. Accordingly, we propose a joint robust TE approach based on IGP link 
weight assignment for intra-AS and inter-AS outbound TE that is robust to all potential single 
intra- or inter-AS link failures. The goal is to find a set of IGP link weights that minimises the 
intra- and inter-AS Maximum Link Utilisation (MLU) under both the normal state and the worst 
case across all single link failure states while also taking hot potato routing into account. We 
propose a two-phase heuristic algorithm to solve this problem and compare it with four IGP link 
weight optimisation approaches of which two [Oran90, FortOO] do not consider any link failure 
while the other two [Nucc07, AgarOS] consider only intra-AS link failures. All of them neglect the 
impact of both intra- and inter-AS link failures on the overall performance.
Learning from our evaluation, we draw the following conclusions for the robust TE design: (1) 
Not only infra- but also inter-AS transient link failures should be considered: the results reveal 
that the joint robust TE approach significantly improves both intra and inter-AS MLU, 
particularly under inter-AS link failures, in comparison to those IGP link weight optimisation 
approaches that only consider intra-AS link failure. (2) The post-failure routing changes of hot- 
potato routing for inter-AS traffic should not be neglected when making changes to IGP link 
weights for TE: We found that even if we make the TE approach robust to link failure, its 
performance may be offset by ignoring the effect of hot potato routing which could change the 
originally optimised egress points for some inter-AS traffic flows and their IGP routes after link
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failures. This implies that not only inter-AS transient link failures but also the post-failure routing 
changes of hot potato routing should be considered in a robust TE scheme.
This chapter is based on our work described in [Amin08] which has been fully explained and 
extended here. The chapter is organised as follows. In Section 6.2, we further explain the TE and 
link failure interactions with an illustrative example. Section 6.3 presents the joint robust TE 
problem formulation. Then we detail our proposed two-phase heuristic in Section 6.4. In Section 
6.5, we review the four IGP link weight optimisation approaches that will be used for our 
performance comparison. We present evaluation methodology and results in Sections 6.6 and 6.7 
respectively. Finally, we conclude this chapter in Section 6.8.
6.2 Illustrative Example of Interactions
In Figure 6-l(a-e) we illustrate how the aforementioned interactions, if not taken into account, can 
affect the robustness of the overall TE performance in terms of link failure. The performance 
metric we use is the intra- and inter-AS MLU under Normal State (NS) and some Failure States 
(FSs) where each FS corresponds to a single link failure. As mentioned earlier, link utilisation is 
calculated as the total traffic load on the link divided by its bandwidth capacity. Therefore, the 
intra-AS (or inter-AS) MLU under state s is the highest utilisation among all the operational intra- 
AS (or inter-AS) links under that state.
The network in Figure 6-1 consists of three egress points (Jl,j2 and j3) with equal egress link 
capacities of 100 Mbps, two ingress points il and i2, inter-AS traffic flows 
tl=t_inter(il,kl):=4QMb$s,t2:=t_inter(il,k2)=4QMbps,t3=t_inter(i2,k3)=20Mbps and remote 
destination prefixes Id, k2 and k3, where t_inter(i,k) denotes the inter-AS traffic flow that enters 
the network from ingress point i and destined at prefix k. In this example, we assume that kl can 
be reached through all the egress points while k2 can only be reached through j2  and k3 can be 
reached through j l  and j3  only. The network has several intra-AS links between ingress and 
egress points. The value on each link represents the IGP link weight. The capacity of bold intra- 
AS links is 200Mbps while the capacity of the rest of the intra-AS links is 100Mbps.
Note that throughout this chapter we only consider the egress points that have “equally good” 
BGP routes towards each destination prefix. Therefore the egress point selection for the inter-AS 
traffic is determined by the IGP distance between individual ingress/egress pairs according to hot 
potato routing. This scenario is in accordance with the observation that current ISPs often use hot 
potato routing to control their inter-AS egress traffic [CaesOS].
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t1=t(i1,k1) t2=t(i1,k2) t3=t(i2,k3) t1=t(i1,k1) t2=t(l1,k2) t3=t(i2,k3) t1=t(i1,k1) t2=t(i1,k2) t3=t(i2,k3)
6-l(a) 6-1(b) 6-1(c)
t1=t(i1,k1) t2=t(i1,k2) t3=t(i2,k3) t1=t(i1,k1) t2=t(i1,k2) t3=t(i2,k3)
6-1(d) 6-1(e)
Figure 6-1: Traffic Demand Assignment under (a) NS, (b) il-jl  FS, (c) i l-jl  FS with a Changed IGP 
Link Weight, (d) j l  FS, (e) j l  FS with a Changed IGP Link Weight
Figure 6 -1(a) shows the assignment of traffic flow tl, t2 and t3 to egress points j l , j 2  and j l  
respectively under NS. In this assignment, the inter-AS MLU would be on inter-AS link j l  and 
has the value (40+20)/100=0.6. In a similar manner the intra-AS MLU would be on intra-AS link 
il-j2 and has the value 40/100=0.4.
Figure 6-1 (b) shows the traffic flow assignment when intra-AS link il-jl fails (i.e. s={il-jl}). 
This failure disrupts the inter-AS traffic flow tl and shifts its egress point from j l  to j2  due to hot 
potato routing. The inter-AS MLU would become (40+40)/l 00=0.8 on inter-AS link j2  and intra- 
AS MLU would become (40+40)/l00=0.8 on intra-AS link il-j2. Hence, the failure leads to an 
increase in the utilisation of both intra- and inter-AS links.
However, this increased link utilisation can be avoided if the IGP link weight of A-jl is set to 1. 
As shown in Figure 6 -1(c), when the intra-AS link il-jl fails, the egress point of tl would not 
change and the inter and intra-AS MLU would be reduced to (40+20)/100=0.6 and 40/100=0.4 on 
inter-AS link j l  and intra-AS link il-j2 respectively. Hence, an appropriate IGP link weight 
setting can avoid increase in the link utilisation and change of egress points for the inter-AS 
traffic.
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Figure 6 -1(d) shows the traffic assignment when inter-AS link j l  fails (i.e. s - { jl j) .  This failure 
shifts tl and t3 from j l  to j2  and j3  respectively. The shifting of traffic increases both the inter- 
and intra-AS MLU, which would become (40+40)/l00=0.8 and (40+40)/100=0.8 on inter-AS link 
j2  and intra-AS link il-j2 respectively. Note that, in this case, change of the egress point due to 
hot potato routing and disruption of tl and t3 are inevitable, since the egress point j l  has no 
reachability to kl anymore. By comparing Figure 6-l(c,d), we observe that, even though the 
overall network utilisation under a failure of intra-AS link has been improved by an IGP link 
weight change, it remains poor when an inter-AS link fails.
However, such poor overall network utilisation would not happen if the IGP link weight of il-j3 
was set to 4. As shown in Figure 6 -1(e), when the inter-AS link j l  fails, the inter- and intra-AS 
MLU would become ((40+20)/100,40/100)=(0.6,0.4) on inter-AS link J3 and intra-AS link il-j2 
(or il-j3) respectively, which is identical to the results achieved under NS.
From this example, we can see that intra- and inter-AS link utilisation can be improved with a set 
of appropriately configured IGP link weights that takes into account both intra- and inter-AS 
transient link failures as well as the routing changes effects of hot potato routing; that is the issue 
we investigate in this chapter. Table 6-1 shows the notation used in this chapter.
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Notation D e sc r iptio n
K
I
J
L
t_inter(i,k)
tjocal(ij)
t_intra(ij)
Wl
w
S<"
glntra
filler
“LraM
ui,er(s,w)
x\j(s,w)
yi.k(s>w)
uinter
t j Ultra / i 
max ( V
r r  Ultra 
u max NS
worst hitraF&t
j  jintra
u  worst IntcrFSs
worst /IllStales
worst AllFSs
Q(ij.k)
a,/3
e
A set of destination prefixes, indexed by k 
A set of ingress points, indexed by i 
A set of egress points, indexed by j  
A set of intra-AS links, indexed by / with total numbers of n
Bandwidth demand of inter-AS traffic flow at ingress point i e I destined to destination 
prefix keK
Bandwidth demand of local intra-AS traffic flow between ingress point ie / and egress 
point jeJ
Bandwidth demand of intra-AS traffic flow between ingress point /e /  and egress point 
jeJ
Weight of link /, integer value between 1 and 65535 
Vector of link weights, W -  (wi, w2,.... vv/,..., w„ )
A set of all states SAU = { 0 U  (VI &L)U (Vj e J) } ,  indexed by j  
A set of intra-AS link failure states Sh,m = {V/ e L)
A set of inter-AS link failures states s'"'" = {V/ e J}
Utilisation of intra-AS link / under state s and weight set w 
Utilisation of inter-AS link j  under state s and weight set iv
A binary variable indicating whether intra-AS traffic flow tjntra(ij) is assigned to intra- 
AS link /
A binary variable indicating whether inter-AS traffic flow t_inter(i,k) is assigned to inter- 
AS link j
Capacity of intra-AS link /
Capacity of inter-AS link j
Maximum intra-AS link utilisation under state s
Maximum intra-AS link utilisation under NS
Worst case of maximum intra-AS link utilisation across all intra-AS link failure states (i.e. 
s e S l",ra)
Worst case of maximum intra-AS utilisation across all inter-AS link failure states (i.e. 
s e S In,er)
Worst case of maximum intra-AS utilisation across all states (i.e. j  g  Sai1 )
Worst case of maximum intra-AS utilisation across all failure states (i.e. s e SA!l ~ { 0 } )
A set of egress points that for a given ingress point i destined to prefix k are closer than j
Weighting parameter
Inter-AS link utilisation constraint
Table 6-1: Notation used in Chapter 6
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6.3 Joint Robust TE Problem Formulation
6.3.1 Inputs
The joint robust TE problem takes as input the following parameters:
1) Traffic Matrix (TM): In general, three types of traffic matrix can be identified in ISP networks. 
First of all, each element of the inter-AS traffic matrix, t inter(i.k), represents the total volume of 
inter-AS traffic from ingress point i towards destination prefix k that is reached through a 
downstream AS. Secondly, some traffic is destined locally within the network and we call this 
local traffic. Therefore, each element of this local traffic matrix, t_local(ij), represents a volume 
of traffic from ingress point i destined to egress access point j. Finally, each element of the intra- 
AS traffic matrix, t_intra(ij), represents the total volume of intra-AS traffic from ingress point i 
destined to egress point j. Therefore, intra-AS traffic covers all the traffic that traverses the 
network including both the inter-AS traffic and local traffic. Thus, each element of the intra-AS 
traffic is the sum of local intra-AS and inter-AS traffic volume between each pair of ingress and 
egress nodes. The details of how t local(ij) and t_inter(i,k) can be obtained by measurement or 
estimation have been presented in Chapter 3, Section 3.3.2 and Chapter 4, Section 4.2.1 
respectively.
2) Network Topology: this contains information about the connectivity of intra-, inter-AS nodes 
and link capacity.
3) Reachability o f  Destination Prefixes: This consists of the advertisements of destination 
prefixes received by each egress point. The reader is referred to Section 4.2,1 of Chapter 4 for 
more detail.
6.3.2 Problem Formulation
Given the inputs, the objective of the joint robust TE is to minimise the intra- and inter-AS 
Maximum Link Utilisation (MLU) under NS and also to minimise the worst-case intra- and inter- 
AS MLU across all intra- and inter-AS FSs. Each intra-AS (or inter-AS) FS corresponds to the 
network with a specific intra-AS (or inter-AS) link failure. By all states we include NS as well as
all infra and inter-AS FSs. We denote intra-, inter-AS FSs and all states by Sl'Ura , Sr,Uer and S4"
respectively and demonstrate them as follows.
S ln,ra = { \ f  I  e L }  (6-1)
S,mer =  {V j e J }  (6‘2)
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SA" = { 0 U ( V l s L ) U ( V j e J ) }  (6.3)
As mentioned earlier, the intra-AS (or inter-AS) MLU under state s is defined as the highest 
utilisation among all the operational intra-AS (or inter-AS) links under that state. Also, the worst- 
case intra-AS (or inter-AS) MLU across all states is the highest utilisation among the MLU of all 
intra-AS (or inter-AS) states.
To achieve our objective, the optimisation problem is to compute a set of IGP link weights that by 
taking hot potato routing into account determines the routes between each pair of ingress and 
egress points as well as the egress points for inter-AS traffic. As specified in Table 6-1, we define 
W=(wj,W2, as a vector of IGP link weights where w/ is the weight of link /. We also
define x'(jJ)(s, W) as a binaiy variable whose value is equal to one if intra-AS traffic flow
tjntra(ij) traverses intra-AS link / under state s with IGP link weight setting W and zero 
otherwise. The worst-case intra-AS MLU across all states can be formulated as follows:
C ,  = Minimise Max, U ^ (s)  <6-4)
where
£  YjY,j(s,W).t_mtra(iJ)
VseS"  :U‘™(S)=Max(ulJs,W))-Max(?!^  -5------------------/ (6-5)
v l * s  n y
' ' I n t r a
CLm denotes the capacity of intra-AS link / and u[ura(s, W) represents the utilisation of / under state 
s with IGP link weight setting W. Note that the intra-AS MLU under NS ( )  can be 
calculated by (6.5) if state j  represents only NS (i.e. s = 0 ). If the failure states are limited to only 
intra-AS link failure (i.e. s e SImra ) then the expression in (6.4) represents the worst-case intra-AS 
MLU across only all intra-AS FSs (i.e. U'ZLjmraFSs )• Similarly, if the failure states are limited to 
only inter-AS link failures (i.e. s e S,nler) then the expression in (6.4) represents the worst-case 
intra-AS MLU across only all inter-AS FSs (i.e. In other words:
Tjlmw _  t j  intra /rp< i ( 6 . 6 )
max_NS u  max I ^  J  V
(6.7)
Tjmtra TI /s)
u  worst IntraFSs J  g i X  m a r  l 1* /
VssS
tj in t r a  xr [ /“ «>/?)
U  worstJnterFSs ( V  ( g  g )
Clearly the worst-case intra-AS MLU under all FSs can be obtained as follows:
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As with the robust intra-AS TE problem formulation of (6.5), we define y(lk) (s, W) as a binary
variable whose value is equal to one if inter-AS traffic flow tjnter(i.k) is assigned to egress point 
j  under state s with IGP link weight setting W and zero otherwise. Hence, the worst-case inter-AS 
MLU across all states can be formulated as:
Minimise =  Minimise Max Ujff (s) (6.10)
where
X  X  ylul(s,W).tJn
Vs e S'1"  :U 'Z(s)=M ax(uL(s, W))=Max(2 ! s ^     --------- )  (6.11)
vj&s vj*s
''inter
Ctmcr denotes the capacity of inter-AS egress link j  and uJilller(s,W) represents the utilisation of j  
under state s with IGP link weight W. Similar to (6.6) to (6.8) for the inter-AS utilisation we have
ui'«s=u'r(0)  <6-12>
rjinter M  U ‘" ,er f s )
U  worst IrttraFSs U  n m  (*V
jj im er  _  T jw ter fs )
U  worst Inter FSs . max W
(6.13)
(6.14)
T Tim er _  M  / r r t n le r  r j i n t e r  v w  T jl 'i t e r  s  t  (6,15)
worsl_A IIFSs H~((3}  worstJnlraFSs ’  worstJnterFSs /  y s) s * " C { 0 } " ' a
Therefore, our joint robust TE problem can be formulated as follows:
Minimi vp ft.Iinlra Uinlra U‘"'a' Uu"cr ) (6.16)m in i  e  ( u maxNS, u  worslA,iFSs, <-/ mnx_Ns >u  Worst_AUFSs J v '
subject to the following constraints:
V/ 6 J,i e I,k  e K,s e S if yjk(s, W)=l then j  e Out(k) (6.17)
V i e I , k e K , s e S :  £  y(k(s,W)=l
jsOutfk)
(6.18)
V/ e J , i e I , k e K , s e S : y(k(s, W) e {0,1} (6.19)
Constraint (6.17) ensures that if the traffic flow from ingress point i destined to prefix k is 
assigned to egress point j  under state s, then this prefix must be reachable through that egress 
point. Constraints (6.18) and (6.19) ensure that the traffic flow from ingress point / to prefix k is 
assigned to only one egress point that has routing reachability to this prefix under state s (i.e. there 
is no traffic splitting).
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According to (6.16), our joint robust TE is a complex quadruple-objective optimisation problem. 
To simplify the problem, we first categorise these four objectives into two wider objectives at 
intra- and inter-AS levels. We therefore reduce the joint robust TE problem to a bi-objective 
optimisation problem as follows:
Minimise(U'IXNs,UZZ_AUFJ  ( 6 '2° )
(6 .21)
Minimise(U:::_NS,U'Z,_AurSs)
However, these two objectives may be in conflict: intra-AS resource utilisation might only be 
improved at the expense of degradation in the utilisation of inter-AS resources and vice versa. 
Consequently, we need to further simplify the problem in order to eliminate such conflict. As in 
Chapter 5, we resort to using the ^-constraint method [Chan83], in which the performance of an 
objective is optimised while the other one is constrained by not exceeding a tolerance value. Now 
the important question is which one of these objectives should be a constraint? As mentioned in 
Chapter 2, Section 2.3, inter-AS links are often bottleneck links in the Internet and significant 
amount of Internet traffic such as peer to peer traffic is routed across these links [Saro02]. In 
addition, an inter-AS link is relatively more difficult to upgrade compared to an intra-AS link due 
to time-consuming and complicated negotiation between two ASes. It is also important to ensure 
that traffic exchange limits on peering agreements with downstream ASes are not violated. For 
these reasons, we place a constraint on the robust inter-AS TE objectives.
By placing a constraint on the utilisation of inter-AS resources, the intra-AS resource utilisation 
has to be optimised. However, this objective itself also consists of two conflicting objectives 
[Nucc03, Nucc07, Srid05]: improving the worst-case intra-AS MLU under all FSs may lead to 
performance degradation in the intra-AS MLU under NS. To further simplify the problem, we 
adopt a weighted sum approach to transform these two intra-AS objectives into one. Therefore, the 
optimisation problem of the joint robust TE can be formulated as follows:
M n ^ ( U ^ .U Z ^ ) - M n l m h e ( ( W U ^ + a U Z ^ )  (6-22)
where 0 < a < 1 , subject to the inter-AS utilisation constraint:
Ul"“r < s  (6.23)worstAIIStates —
where 0 < g <1 . The constraint ensures that the inter-AS MLU across all states is less than s . 
Since U f f  AIISlales can be calculated as follows
r  jinler _  w  sr  j  inter r r im er  T jln te r  \ (6.24)
^  worst AllStates '  ' tttttx NS ‘  worst ImraFSs ’ worst Inlet FSs /
VseSA ~
the above constraint implies that
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(6.25)
’inter <£ (6.26)
(6.27)
UltimertrorstJnterFSs < £
According to the above problem formulation, we aim to optimise the intra-AS MLU under NS 
and the worst-case MLU among all intra-AS FSs while respecting the inter-AS utilisation 
constraint across all states. Since optimising the intra-AS MLU for both NS and FSs has been 
proven to be NP-hard [Nucc03,Nucc07,Srid05] and adding the inter-AS utilisation constraint 
makes the problem even more complicated, we resort to heuristics to solve the problem 
efficiently.
6.4 Proposed Two-Phase Heuristic
We propose a two-phase heuristic. The first phase consists of a local search algorithm to find an 
initial set of IGP link weights that satisfies the inter-AS utilisation constraint (6.23). Based on this 
set of IGP link weights, in the second phase, we optimise the link weights towards intra-AS TE 
objective (6.22) while preserving the inter-AS utilisation constraint.
6.4.1 Phase I
The local search algorithm in phase 1 consists of three steps:
Step 1. Initialisation: generate an initial solution (Wim"aI) by setting the weight of each link 
inversely proportional to its capacity. Run Dijkstra’s SPF algorithm for W*'""0' while taking into 
account hot potato routing to determine the egress points for inter-AS traffic and the IGP routes 
between each pair of ingress and egress points. Calculate the initial worst-case inter-AS MLU 
under all states (U ^ ^ u L t# )  usinS (6.24). Initialise the current solution (Wc"rrenl =IF"'",n/) and
update the current performance metric ( [ & = C 5 S J -  If this value is less than the
value of £ , then terminate the local search algorithm by returning the current IGP link weights as 
an input to the algorithm in phase II; otherwise proceed to steps 2 and 3.
Step 2. Neighbourhood search: a move is applied to transform the current solution into a 
neighbour solution. Perform a move by randomly picking up a link and increase or decrease its 
weight by a random value. Re-run Dijkstra’s SPF algorithm for this new set of IGP link weights 
taking into account the hot potato routing. Calculate the worst-case inter-AS MLU under all states 
( UZfTi/staies )• If the new solution yields lower utilisation than the current solution (i.e.
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u ZlfZsmies < fZ f jT J L ). accept the move by updating the current IGP link weights and 
performance metric ( * - "■ *  - r ,  U ^ Z e s ^ ^ s , ^  ); otherwise repeat this step until 
such a solution is found.
Step 3. Check stopping criterion: repeat step 2 for the next iteration until the current worst-case 
inter-AS MLU under all states ( )  is less than the value of e . However, if there is no
significant improvement on after a certain number of iterations, this means that the
algorithm is unlikely to find solutions that satisfy the desired inter-AS utilisation constraint, 
possibly due to high amount of traffic load. In this case, we have to increase the value of s by a 
step value denoted by c. In other words, snew = s + n x c , where n is a positive integer value, acts 
as a coefficient for the step value. The increase in the value of s by coefficient n continues until a 
solution that satisfies the constraint is found. Once the relaxed constraint is satisfied, terminate the 
local search algorithm by returning the current IGP link weights as an input to the intra-AS TE 
optimisation in phase II.
6.4.2 Phase II
Our algorithm in phase II follows the Tabu Search (TS) technique [Golv97] that has been 
explained in detail in Chapter 4 Section 4.3. The procedure of our algorithm is as follows.
1) Neighbourhood search: we perform the following steps to identify the best move in the
neighbourhood:
Step 1. Identify two sets of intra-AS links -  those whose utilisations are within a small percentage 
of the MLU (heavily utilised) and those whose utilisations are within a small percentage of the 
minimum link utilisation (lightly utilised). Take the most utilised link in the heavily utilised set 
into consideration.
Step 2. Increase the weight of the chosen link from the heavily utilised category by a random 
value in an attempt to remove the traffic from that link and reduce its load. Select a link randomly 
from the lightly utilised link set and decrease its weight by a random value in attempt to attract 
more traffic over this link from the highly utilised links.
Step 3. Run Dijkstra’s SPF algorithm for the current IGP link weights with the hot potato routing 
to re-calculate the egress points for the inter-AS traffic and the IGP routes for the intra-AS traffic.
Then calculate objective function (6.22) and constraint (6.23).
Step 4. Repeat step 2 and 3 until either a feasible solution that satisfies the constraint is found or
the upper limit of repetition is reached.
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Step 5. Select the next most utilised intra-AS link and repeat steps 2 to 5 until all the links in the 
heavily utilised link set have been considered.
Step 6. Among all feasible solutions, choose the one with the minimum intra-AS MLU and 
consider it as the current solution.
2) Tabu list: The tabu list memorises the most recent moves, operating as a first-in-first-out queue. 
As suggested in [Golv97], the size of the tabu list depends on the size and characteristics of the 
problem. In our problem, the tabu list consists of the links whose weights have been recently 
changed and the amount of increase/decrease applied to the corresponding link weight.
3) Diversification: As mentioned in Section 4.3,1.4 of Chapter 4, the goal of diversification is to 
prevent the searching procedure from indefinitely exploring a region of the solution space that 
consists of only poor quality solutions. It is a modification of the neighbourhood search and is 
applied when there is no obvious performance improvement after a certain number of iterations. 
For a diversification, several links are picked up from each of the lightly and heavily utilised link 
sets. The weights of the selected links from the former set are decreased while the weights of the 
selected links from the latter set are increased. Note that any solution produced by the 
diversification is acceptable if it is feasible.
4) Stopping Criterion: the search procedure stops if either the pre-defined maximum number of 
iterations is reached or there is no pre-defined performance improvement for objective function
(6.22) after a certain number of consecutive diversifications.
6.5 Alternative Approaches
We compare our joint robust TE with four alternative IGP link weight optimisation approaches. 
The characteristics of these approaches are illustrated in Table 6-2.
1) InvCap: as often used by vendors [Oran90], the IGP link weights are set inversely 
proportional to the link capacity.
2) In tra-A S-T e: the IGP link weights are optimised to achieve intra-AS load balancing only 
under NS. A notable work in this area is [FortOO]. However, it aims to minimise a piece-wise 
linear cost function which is not easily comparable with our objective function (6.22). For ease of 
comparison, we consider the objective of this approach also to be minimising the intra-AS MLU 
under NS:
Minimise U'Zfls (6,28)
We adopt the Tabu Search heuristic proposed in [Nucc03] for this approach and modify its link 
weight optimisation only for NS.
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3) In tra -A s-R o b u stT e: the IGP link weights are optimised to achieve intra-AS load balancing 
under both NS and intra-AS FSs. The objective of this approach can be formulated as:
(6.29)
where 0 < P < 1 . A notable work in this area is [Nucc07] with the consideration of an SLA 
constraint. We adopt their heuristic for this approach but without considering the SLA constraint. 
Note that since neither this approach nor INTRA-As-Te account for the hot potato routing effect, 
the egress points of inter-AS traffic are assumed to be fixed whenever IGP link weight is changed.
4) In tra-A s-R ob u stB gp T e: the link weights are optimised to achieve intra-AS load balancing 
under both NS and intra-AS FSs (the same as the problem formulation (6.29)) while taking into 
account the hot potato routing. The closest related work to this approach is the METL-BGP TE 
tool [Agar05]. However, they do not consider the impact of inter-AS link failure on the overall 
network utilisation. To implement this approach, we extend the heuristic in [Nucc07] by 
incorporating the hot potato routing.
Approach TEfor 
Normal State?
Robust to intra- 
AS link failure?
Consider HPR? Robust to inter- 
AS link failure?
In v Cap No No No No
In tr a -A s-T e Yes No No No
In tr a -A s-
R obustT e
Yes Yes No No
In tr a -A s-
R obustBgpT e
Yes Yes Yes No
Joint-R obustT e Yes Yes Yes Yes
Table 6-2: Various IGP Weight Optimisation Approaches
6 .6  Evaluation Methodology
6.6.1 Network Topology and Destination Prefixes
Our experiments were performed on the same two Point-of-Presence (POP) level topologies that 
are used in Chapter 3, explained in Section 3.6.1 and generated by BRITE [Brite]. The two POP 
level topologies have 50 nodes with 100 links and 100 nodes with 200 links. In this chapter, in 
each topology, all POP nodes are ingress points while only some of them, namely border POPs,
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are connected to adjacent provider ASes through inter-AS links and hence they can be both 
ingress and egress points. A similar network setup is also found in some ISP POP topologies 
provided by Rocketfuel [Sprin04]. We notice that the number of border POPs in these topologies 
is about half of the total POP nodes. Therefore, without loss of generality, we randomly select half 
of the POP nodes as border POP nodes each with only one inter-AS link. We also assume a 
homogenous environment in which the capacity of all the intra- and inter-AS links are OC-192 
(9.6 Gbps) and OC-48 (2.5 Gbps) respectively.
Similar to Chapters 4 and 5, for scalability reason, the joint robust TE can focus only on a small 
fraction of Internet destination prefixes, which are responsible for a large fraction of the Internet 
traffic and have stable traffic volume behaviour [Feam03], We also consider the same number of 
popular destinations, i.e. 1000 with Half Prefix Reachability (HPR) i.e. \Out(k)\=0.5\J\ which 
means that each prefix k is reachable through only half of the total border POPs.
6.6.2 Traffic Matrices
Similar to the previous chapters, here again we generate synthetic traffic matrices for our 
experiments. More specifically, the same as chapter 3 we generate local intra-AS TM using the 
Gravity Model (GM). Also, in the same manner as in Chapters 4 and 5, we generate inter-AS TM 
using the Weibull distribution with the shape parameter of 0.3.
6.6.3 Performance Metrics
The following perfonnance metrics are used to evaluate and compare the proposed and the 
alternative approaches. For each of these metrics, lower values are better than high values.
•  Intra-AS M LU under NS: this refers to U'f™NS in (6.6) or objective function (6.22).
•  Worst case intra-AS M LU under intra- and inter-AS FSs: these metrics refer to U!™°IJnlraFSs
in (6.7) and UZZJnIerFSs in (6.8) respectively.
•  Inter-AS M LU under NS and its worst case under intra- and inter-AS FSs: these metrics 
refer to U',Z_NS in (6.12), U ^ IJlllraFSs in (6.13) and in (6.14) respectively.
6.6.4 Weighting Parameter
As explained in Chapter 4, by varying the weighting parameters a  and J3 in objective functions
(6.22) and (6.29) respectively and re-solving them, we can generate a trade-off curve between the 
two objectives of each function using the method of multi-objective programming [Chan83]. If 
we solve the problem with a=0  (or p=0), the problem is simply reduced to the intra-AS TE
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optimisation for only NS. If a~l (or p = l ), the problem completely ignores the performance 
under NS and only optimises the worst-case intra-AS TE performance across all FSs. Whereas a 
specific value of a  (or /? )  allows us to achieve a balance between the two objectives, the most 
suitable value depends on the combination of network topology and traffic matrix. The values 
used for our experiments are presented in the Table 6-3 and Table 6-4. These values are obtained 
using the same approach explained in Chapter 4 Section 4.7.5.
50-POP TM a
50-POP 1 50-TM1 0.5
50-POP2 50-TM2 0.7
50-POP3 50-TM3 0.7
50-POP4 50-TM4 0.6
50-POP5 50-TM5 0.5
50-POP6 50-TM6 0.4
50-POP7 50-TM7 0.6
50-POP8 50-TM8 0.7
50-POP9 50-TM9 0.8
50-POP 10 50-TM10 0.5
100-POP TM a
100-POP1 100-TM1 0.7
100-POP2 100-TM2 0.8
100-POP3 100-TM3 0.7
100-POP4 100-TM4 0.5
100-POP5 100-TM5 0.5
100-POP6 100-TM6 0.7
100-POP7 100-TM7 0.8
100-POP8 100-TM8 0.4
100-POP9 100-TM9 0.5
100-POP 10 100-TM10 0.5
Table 6-3: Weighting Parameter (a  ) for 50 and 100-POP
50-POP TM P
50-POP 1 50-TM1 0.5
50-POP2 50-TM2 0.6
50-POP3 50-TM3 0.6
50-POP4 50-TM4 0.6
50-POP5 50-TM5 0.5
50-POP6 50-TM6 0.5
50-POP7 50-TM7 0.6
50-POP8 50-TM8 0.5
50-POP9 50-TM9 0.7
50-POP 10 50-TM10 0.5
100-POP TM P
100-POP 1 100-TM1 0.7
100-POP2 100-TM2 0.6
100-POP3 100-TM3 0.7
100-POP4 100-TM4 0.5
100-POP5 100-TM5 0.5
100-POP6 100-TM6 0.6
100-POP7 100-TM7 0.7
100-POP8 100-TM8 0.5
100-POP9 100-TM9 0.5
100-POP10 100-TM10 0.6
Table 6-4 : Weighting Parameter (ft)  for 50 and 100-POP
6.6.5 Constraint Value and the Two-Phase Heuristic Parameters
For the local search algorithm, we start with e=0.1 for the inter-AS utilisation constraint in (6.23) 
(i.e. the load on each inter-AS link should not exceed 10% of its capacity). However, if no 
solution that satisfies the constraint can be found, we step up the value by c-0.1  to relax the
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constraint. In this case, it becomes snew= £ + n xc = 0.1 + 1x0.1 = 0.2. If the algorithm remains 
unable to find a feasible solution, this value is then gradually increased by n*c until such a 
solution is found. ISPs can set the constraint and step values based on their desired operational 
objectives.
According to our experiments we realised that by setting our heuristic parameters to the following 
values we can achieve sufficiently good results: In the local search, the constraint value is 
increased if the utilisation improvement is less than 2% after 20 iterations. For tabu search, the 
size of tabu list is set to 20, the threshold of utilisation improvement for diversification is set to 
5% of the best visited solution after 20 iterations. The stopping criterion is satisfied if either the 
search procedure reaches 5 times the total number of considered destination prefixes or the 
utilisation improvement is less than 5% of the best visited solution after 10 consecutive 
diversifications.
6.7 Results Evaluation
In this section we present our evaluation results. All the results presented in this chapter are the 
average of 10 trials with different network topologies and traffic matrices. Note that all the results 
with MLU>1.0 are not achievable. However they are illustrated for comparison purposes.
6.7.1 Intra-AS MLU under Normal State
Figure 6-2 shows intra-AS MLU for the 50-POP and 100-POP topologies under NS. The x-axis 
represents the normalised intra-AS offered load, i.e. the total intra-AS traffic volume normalised 
by the total intra-AS capacity.
From both figures we observe that InvCap is the worst performer, which is expected since it does 
not perform link weight optimisation for achieving load balancing. INTRA-AS-Te and In tra -A s -  
R obustT e perform better than InvC ap but worse than the other two. In fact, even though these 
approaches aim to minimise the intra-AS MLU under NS or FSs according to their objective 
functions (6.28) and (6.29) respectively, they do not take the effects o f hot potato routing into 
account in their IGP link weight optimisation. As a result, the actual routing o f traffic in the 
network can be different from what was produced ffom the optimisation, which may result in sub- 
optimal performance. With the explicit consideration o f hot potato routing, the joint robust TE 
and INTRA-AS-ROBUSTBGPTe approaches outperform the others. However, the joint robust TE 
approach performs slightly worse (about 9%-10% for 50-POP and 8%-10% for 100-POP) than 
iNTRA-As-ROBUSTBGPTE.This is because it attempts to optimise the intra-AS MLU under the 
inter-AS utilisation constraint, whereas INTRA-As-ROBUSTBGpTe does not consider it. Adding
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such constraint reduces the number of feasible candidate egress points and therefore leads to 
fewer available IGP routes that can be selected by the traffic. This may result in the situation 
where many traffic flows traverse the same link, thereby significantly increasing its utilisation. 
Nevertheless, as will be shown in the following sections, the joint robust TE significantly 
improves the intra- and inter-AS MLU under FSs at this small cost of performance degradation 
under NS.
2.5
Ql•a
§  1.5
3S
0.5
Figure 6-2: Intra-AS MLU under NS
6.7.2 Intra-AS MLU under Intra- and Inter-AS FSs
Figure 6-3 shows the worst-case intra-AS MLU across all intra- and inter-AS FSs. This Figure 
show that InvCap and In tra -A s-T e  appear to have the worst performance across all intra-AS 
FSs since they were not designed to be robust against intra-AS link failures. After these two 
approaches, In tra -A S -R o b u stT e  has the worst performance due to the ignoral of hot potato 
routing effects as we have explained in the previous section. This reveals that hot potato routing is 
an essential consideration in the robust TE design. Therefore, In tra-A s-R ob u stT E  is the best 
performer in this case. Compared to it, the joint robust TE approach has slightly higher intra-AS 
MLU by about 7% -l 1% for 50-POP and 8%-13% for 100-POP. This is because In tra -A s-  
R obustT e optimises only for intra-AS FSs whereas the optimisation objective of the joint robust 
TE covers not only intra- but also inter-AS FSs. The two set of FSs may conflict with each other: 
reducing the intra-AS link utilisation under intra-AS FSs may increase the utilisation under inter- 
AS FSs. As a result, we may not be able to obtain the best intra-AS MLU in exchange for 
achieving a compromised solution for inter-AS FSs, and this is explained in Section 6.7.3. Figure
6-4 shows that the joint robust TE is the best performer regarding the worst-case intra-AS MLU 
across all inter-AS FSs (about 23%-33% for 50-POP and 17% -21% for 100-POP better than 
In tra-A S-R obustB gpT e, the second best approach). The reason is that it is the only TE 
approach that is designed to be robust against inter-AS link failures. Failure of inter-AS links can 
cause egress point changes and reroute the traffic through highly utilised parts of the network
Normallsod Intra-AS Offorod Load(50-POP)
—B — JolntRobustTE
1 • InvCap
2 "  — Intra-AS-TE
Intra-AS-RobustTE
Toi o!l 015 0.2
Normallsod Intra-AS Offorod LoadMOO-POP)
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which overloads some intra-AS links. This explains why the four alternative approaches perform 
significantly worse than the joint robust TE approach under inter-AS link failures. Moreover, 
Figure 6-5 shows the worst case intra-AS MLU across all FSs, i.e. U'ff, AIIFSs in (6.9). We can
observe that joint robust TE is better than In tra-A s-R ob u stB gp T e, the second best approach 
by about 11%-25% for 50-POP and 11%-20% for 100-POP. These results are expected according 
to the overall results of Figure 6-3 and Figure 6-4.
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6.7.3 Inter-AS MLU under NS, Intra- and Inter-AS FSs
Figure 6-6, Figure 6-7 and Figure 6-8 show the inter-AS MLU under NS and its worst case 
performance under intra- and inter-AS FSs. The x-axis represents the normalised inter-AS offered 
load, i.e. the total inter-AS traffic volume normalised by the total inter-AS link capacity. The 
values indicated by arrows are the inter-AS utilisation constraint values (i.e. e )  as calculated 
according to Section 6.6.5. A  general observation of the figures is that if the TE approach 
considers neither inter-AS load balancing under NS nor the impact of link failure on the utilisation 
of inter-AS resources, like those four alternative approaches, a significant amount of traffic may 
be unpredictably assigned to some egress points and possibly cause severe congestion there. For 
instance, Figure 6-6 shows that the joint robust TE is the best performer regarding the inter-AS 
MLU under NS (about 23%-32% for 50-POP and 21%-28% for 100-POP better than INTRA-As- 
R obu stB gp T e, the second best approach).
Moreover, by comparing Figure 6-7 and Figure 6-8, we can see that intra- and inter-AS link 
failures are equally contributed to the high utilisation of inter-AS links. Hence, the robust TE 
approaches that neglect either intra- or inter-AS link failures may not make their performance 
truly robust. On the contrary, by considering both intra- and inter-AS link failures along with hot 
potato routing, our joint robust TE approach improves all the perfonnance metrics. More 
specifically, its worst case inter-AS MLU across all intra-AS FSs and across all inter-AS FSs are 
about 22% -31% and 18%-36% respectively better than INTRA-AS-RobustBgpTe, the second 
best approach for 50-POP. Also for 100-POP and the same performance metrics, it is about 27%- 
34% and 23%-35% better. In addition to that Figure 6-9 shows the worst case inter -AS MLU 
across all FSs, i.e. U 'ff AUFSs in (6.15). We can observe that joint robust TE is about 18%-34% for
50-POP and 23%-35% for 100-POP better than In tra -A s-R o b u stB G P T e, the second best 
approach. These results were expected according to the overall results of Figure 6-6, Figure 6-7 
and Figure 6-8.
As mentioned in Section 6.6.5, we start with s = 0.1. However the local search cannot find a 
feasible solution that satisfies the constraint until e is increased to 0.2 and 0.3 for the 50 and 100- 
POP topologies respectively. Note that, in practice, all the results with s >  1 are undesirable due 
to egress point overload and potential packet losses. Nevertheless, even under this situation, the 
amount of overload is much smaller than the other alternative approaches.
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Figure 6-9: WorstCase Inter-AS MLU across all FSs 
6.7.4 Overall Performance
At the cost of a small performance degradation of the intra-AS MLU under NS, the joint robust 
TE approach significantly outperforms the other alternatives in terms of the worst-case intra- and 
inter-AS MLU across all FSs.
For those alternative approaches, InvCap performs the worst in all the performance metrics. 
Although Intra-AS-T E  and In tra-A S-R obustT E  have considered optimisation for NS and 
intra-AS FSs, they can only perform better than INVCAP due to the ignoring of both hot potato 
routing effects and complete link failure scenarios. Clearly, In tra-A s-R ob u stB g p T e attempts 
to improve these deficiencies by incorporating the effects of hot potato routing. However, it does 
not perform well compared to our joint robust TE approach due to the ignoring of inter-AS link 
failures and hot potato routing impact on the overall network resource utilisation. In summary, 
based on the improved performance of the joint robust TE approach, we suggest that for the 
robust TE design: (1) intra- and inter-AS transient link failures should be considered together, and 
(2) the routing changes of hot-potato routing under normal and post-failure states should not be 
neglected when making changes to IGP link weights.
6.8 Conclusions
In this chapter, we first investigated the interactions between intra (inter)-AS link failure and inter 
(intra)-AS TE and showed how this may produce a poor TE solution. To mitigate the interactions, 
we proposed a joint robust TE approach that optimises intra-AS link utilisation while preserving 
the inter-AS link utilisation under both normal state as well as single intra- or inter-AS link failure 
states. By taking hot potato routing into account, our joint robust TE approach optimises the IGP 
link weights to achieve both intra-AS TE and inter-AS outbound TE under all the states. We 
solved the problem by a two-phase heuristic and compared its performance to four alternative
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approaches. Our evaluation results show that our approach achieves high robustness of TE 
performance against transient link failures. The other alternative approaches, however, do not 
satisfy all these objectives at the same time and hence their performance is less robust to link 
failures.
143
Chapter 7. Conclusions and Future Work
Chapter 7
7 Conclusions and Future Work
In this final chapter we bring together the work presented in this thesis and identify directions and 
areas for potential future research.
7.1 Conclusions
The main objective of this thesis was to develop robust approaches for both intra-AS and inter-AS 
outbound TE so as to optimise IP operational network performance under both normal and also 
failure conditions.
To achieve this objective first of all in Chapter 3, we proposed four novel link cost functions that 
take link availability and failure impact into account to achieve a proactive intra-AS survivability 
mechanism. Our evaluation results show that our proposal provisions high availability primary 
paths for most of the traffic flows and reduces the failure impact while optimising the total 
resource consumption.
In Chapters 4 and 5 we propose inter-AS outbound robust TE mechanisms for long and short term 
network provisioning respectively. First in Chapter 4, we propose a bi-level optimisation 
approach that makes BGP outbound TE robust to inter-AS transient link failures. Evaluation 
results demonstrate that our approach achieves the best performance compared to alternative 
approaches in terms of the optimisation objectives i.e. it reduces significantly the worst case inter- 
AS maximum link utilisation across all the failure states at a cost of only a small increase in the 
inter-AS maximum link utilisation at the normal state. It also keeps the traffic disruption to a 
minimum. We apply an IP tunnelling approach to obtain fast recovery. However, in practice 
network conditions such as traffic variations and destination prefix reachability change 
dynamically. We therefore in Chapter 5 proposed an integrated outbound TE framework that is 
suitable to be operated at the timescales of minutes to hours. We developed time-efficient 
heuristics to achieve inter-AS load balancing under both normal and failure states, while reducing 
service disruptions and reconfiguration overheads and compared its performance to two 
alternative strategies. Our evaluation results show that our proposed framework performs better 
compared to the alternative strategies regarding our objectives.
144
Chapter 7. Conclusions and Future Work
Finally, in Chapter 6 we propose a joint robust TE approach that takes the interactions of both 
intra- and inter-AS link failure into account. More specifically, it aims to optimise network 
performance under both normal and any single intra- or inter-AS link failure state. To achieve this 
objective we devise a two phase heuristic and compare its performance with four alternative 
approaches that do not consider the interactions. Evaluation results reveal that our joint robust TE 
approach achieves higher robustness against intra- and inter-AS link failures than all the 
alternatives.
7.2 Future Work
The work investigated in this thesis can be extended by considering the following potential issues.
• Considering robustness only against critical links to reduce computational complexity
The robust TE approaches proposed in Chapters 4, 5 and 6 have considered all the single link 
failure states. As we know, the computational complexity of their algorithms increases as the total 
number of failure states increases. To reduce this complexity, only on a small subset of failure 
states whose failures have significant impact on network performance can be considered. 
Therefore, this small subset of links referred to as critical links could be identified and considered 
in the problem formulation.
• Fast recovery provisioning to avoid IGP and BGP long convergence time
Service disruption even for a short time is not acceptable for new Internet applications. Therefore, 
fast recovery has an important role in robust networks. Since, our joint robust TE proposed in 
Chapter 6 relies on IGP and BGP convergence, it might take long time. Hence new IP protection 
approaches may be considered to provide fast recovery
• Robustness provisioning against shared risk link groups and multiple independent link 
failures
Throughout this thesis we have focused on single link failures which constitute the dominant class 
of failures. However, there exist a much broader concept known as shared risk link groups (i.e. a 
set of links that share common resources such as fiber) or multiple independent link failures. 
These failures may have worse consequences compared to single link failures in terms of service 
disruption, high packet losses and huge congestions. Hence, accounting for these failure scenarios 
will make our proposals more valuable and desirable to network provides; this however requires 
more intelligent optimisation methods.
• Robustness against both traffic variations andfailures
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Finally, as mentioned earlier, a robust network should have low sensitivity to failures and/or 
traffic variations. Throughout this thesis only robustness against intra- or inter-AS link failures 
have been considered. However, traffic variations are veiy common as well and they have 
significant impact on the network performance. Hence to obtain a truly optimised network, an 
integrated approach that combines robustness to both failures and traffic variations can be 
considered.
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