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a b s t r a c t
Ariki, Mathas and Rui [S. Ariki, A. Mathas, H. Rui, Cyclotomic Nazarov–Wenzl algebras,
Nagoya Math. J. 182 (2006) 47–134 (special volume in honor of Professor G. Lusztig)]
introduced a class of finite dimensional algebrasWr,n, called the cyclotomic Nazarov–Wenzl
algebras which are associative algebras over a commutative ring R generated by {Si, Ei, Xj |
1 ≤ i < n and 1 ≤ j ≤ n} satisfying the defining relations given in this paper. In particular,
E2i = ω0Ei for any positive integers i ≤ n − 1. Note that W ′r,ns are quotients of affine
Wenzl algebras in [M. Nazarov, Young’s orthogonal form for Brauer’s centralizer algebra,
J. Algebra 182 (1996) 664–693]. It has been proved in the first cited reference above that
Wr,n is cellular in the sense of [J.J. Graham, G.I. Lehrer, Cellular algebras, Invent. Math. 123
(1996) 1–34]. Using the representation theory of cellular algebras, Ariki, Mathas and Rui
have classified the irreducibleWr,n-modules under the assumption ω0 6= 0 in their above-
cited work. In this paper, we are going to classify the irreducible Wr,n-modules under the
assumptionω0 = 0.Wewill compute theGramdeterminant associated to each cellmodule
forWr,n no matter whether ω0 is zero or not. At the end of this paper, we use our formulae
for Gram determinants to determine the semisimplicity of Wr,n for arbitrary parameters
over an arbitrary field F with char F 6= 2.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Nazarov [17] introduced a class of infinite dimensional algebraswhich are called the affineWenzl algebraswhen studying
the action of “Murphy” elements on the irreducible representations of the Brauer algebras. Such algebras can be considered
as the degenerate affine Birman–Murakami–Wenzl algebras [11].
In order to classify the finite dimensional irreducible modules for affine Wenzl algebras, Ariki, Mathas and Rui [3]
introduced Wr,n, the cyclotomic Nazarov–Wenzl algebras. It has been proved in [3] that Wr,n is free over a commutative ring
R under the so-called “u-admissible” condition. Further, they have proved that Wr,n is a cellular algebra in the sense of [12].
Using the representation theory of cellular algebras, they have classified the irreducibleWr,n-modules under the assumption
ω0 6= 0 [3].
In this paper, we study the representation theory and structure of Wr,n. In Section 3, we classify the irreducible Wr,n-
modules under the assumption ω0 = 0. Together with [3, 8.5], we now have the classification of irreducible Wr,n-modules
in general.
Motivated by Enyang’s work on Brauer algebras [10], we construct a cell filtration of each cell module forWr,n. Via such a
filtration, we use the notion of updown tableaux to construct an R-basis for each cell module, called the Murphy basis. We
will lift it to get the Murphy basis of Wr,n. We prove that the Murphy elements of Wr,n act upper triangularly on the Murphy
basis of each cell module. This will enable us to use standard arguments in, e.g. [16] to construct the orthogonal basis of each
cell module. We prove that the Gram determinants associated to a cell module which is defined by its Murphy basis and the
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orthogonal basis are the same. We will give a recursive formula to compute each diagonal entry of the Gram matrix which
is defined via the orthogonal basis. Finally, we give a recursive formula for the Gram determinant via the classical branching
rule [3, 5.3] for Wr,n.
Graham and Lehrer [12] have proved that a cellular algebra is (split) semisimple if and only if no Gram determinant
associated to a cell module is equal to zero. Although it is very difficult to determine when a Gram determinant is equal
to zero, we do use our recursive formulae for Gram determinants to determine explicitly when detG1,λ = 0 for the
multipartition λ of k − 2 such that one of its components λ(i) ∈ {(k − 2), (1k−2)} for 2 ≤ k ≤ n. Fortunately, we can use
such a result to give a necessary and sufficient condition forWr,n being semisimple over a field F for r ≥ 2. When char F > 2n
and the parameters inWr,n satisfy the certain conditions called root conditions and generic conditions [3, 4.3, 4.12], Ariki,Mathas
and Rui have proved that Wr,n is semisimple [3, 5.3]. When r = 1,Wr,n is the Brauer algebras in [4]. Finally, we remark that
we have already solved the problem of the semisimplicity of W1,n over a field in [18,19].
2. The cyclotomic Nazarov–Wenzl algebras of type G(r, 1, n)
Throughout this paper, unless otherwise stated, we always assume that R is a commutative ring which contains the identity 1R
and the invertible element 2.
Definition 2.1. Fix a positive integer n. Let Ω = {ωa | a ≥ 0} be a subset of R. The (degenerate) affine Wenzl algebra
W affn = W affn (Ω) [17] is the unital associative R-algebra with generators {Si, Ei, Xj | 1 ≤ i < n and 1 ≤ j ≤ n} and relations:
(a) (Involutions)
S2i = 1, for 1 ≤ i < n.
(b) (Affine braid relations)
(i) SiSj = SjSi if |i− j| > 1,
(ii) SiSi+1Si = Si+1SiSi+1,for 1 ≤ i < n− 1,
(iii) SiXj = XjSi if j 6= i, i+ 1.
(c) (Idempotent relations)
E2i = ω0Ei, for 1 ≤ i < n.
(d) (Commutation relations)
(i) SiEj = EjSi, if |i− j| > 1,
(ii) EiEj = EjEi, if |i− j| > 1,
(iii) EiXj = XjEi, if j 6= i, i+ 1,
(iv) XiXj = XjXi, for 1 ≤ i, j ≤ n.
(e) (Skein relations) SiXi − Xi+1Si = Ei − 1 and XiSi − SiXi+1 = Ei − 1, for 1 ≤ i < n.
(f) (Unwrapping relations)
E1X
a
1E1 = ωaE1, for a > 0.
(g) (Tangle relations)
(i) EiSi = Ei = SiEi, for 1 ≤ i ≤ n− 1,
(ii) SiEi+1Ei = Si+1Ei, for 1 ≤ i ≤ n− 2,
(iii) Ei+1EiSi+1 = Ei+1Si, for 1 ≤ i ≤ n− 2.
(h) (Untwisting relations)
Ei+1EiEi+1 = Ei+1 and EiEi+1Ei = Ei, for 1 ≤ i ≤ n− 2.
(i) (Anti-symmetry relations)
Ei(Xi + Xi+1) = 0 and (Xi + Xi+1)Ei = 0, for 1 ≤ i < n.
Fix a positive integer r and u = (u1, u2, . . . , ur) ∈ Rr . Ariki, Mathas and Rui [3] defined
Wr,n(u) = Wr,n = W affn (Ω)/I, (2.2)
where I is the two-sided ideal of W affn (Ω) generated by (X1 − u1)(X1 − u2) · · · (X1 − ur). They called Wr,n the cyclotomic
Nazarov–Wenzl algebra.
Recall Schur’s q-functions qa = qa(x) in the indeterminates x = (x1, . . . , xr) [14, p. 250]. Then Ω = {ωa | a ≥ 0} ⊆ R is
called u-admissible [3] if
ωa = qa+1(u)− 12 (−1)
rqa(u)+ 12δa0, for a ≥ 0. (2.3)
Theorem 2.4 ([3, 5.5]). Let R be a commutative ring in which 2 is invertible and let u ∈ Rr . If Ω = {ωa | a ≥ 0} is u-admissible,
then Wr,n is a free R-module with rank rn(2n− 1)!!.
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We will always assume that Ω is u-admissible when we state the results for Wr,n later on. However, when we state
results on degenerate Hecke algebras of type G(r, 1, n), we do not need this restriction. What we need to assume is that R is
a commutative ring which contains the identity 1 and the parameters u1, u2, . . . , ur .
The degenerate (cyclotomic) Hecke algebra Hr,n of type G(r, 1, n) is the unital associative R-algebra with generators
T1, . . . , Tn−1, Y1, . . . , Yn and relations
(Y1 − u1) · · · (Y1 − ur) = 0, T2i = 1,
TiTj = TjTi, YiYk = YkYi,
TiYi − Yi+1Ti = −1, YiTi − TiYi+1 = −1,
TjTj+1Tj = Tj+1TjTj+1, TiY` = Y`Ti,
for 1 ≤ i < n, 1 ≤ j < n− 1 with |i− j| > 1, 1 ≤ k ≤ n, 1 ≤ ` ≤ n and ` 6= i, i+ 1.
Let Sym(T) be the symmetric group on the set T. If T = {1, 2, . . . , n}, we denote Sym(T) by S n. For each positive integer
i ≤ n− 1, let si = (i, i+ 1) be the basic transposition. It is well known thatS n is a Coxeter group with {si | 1 ≤ i ≤ n− 1} as
its distinguished generators. For eachw ∈ S n, let Tw = Ti1Ti2 · · · Tik if si1 si2 · · · sik is a reduced expression ofw. It is well known
that Tw is independent of the reduced expression of w.
The following result has been proved by Kleshchev in [13].
Theorem 2.5. {Yk11 Yk22 · · · Yknn Tw | 0 ≤ ki ≤ r − 1, 1 ≤ i ≤ n,w ∈ S n} is a free R-basis of the degenerate Hecke algebraHr,n. In
particular,Hr,n is of rank rnn!.
Definition 2.6 ([12]). Let R be a commutative ring and A an R-algebra. Fix a partially ordered set Λ = (Λ,D) and for each
λ ∈ Λ let T(λ) be a finite set. Finally, fix Cλst ∈ A for all λ ∈ Λ and s, t ∈ T(λ).
Then the triple (Λ, T, C) is a cell datum for A if:
(a) {Cλst | λ ∈ Λ and s, t ∈ T(λ)} is an R-basis for A;
(b) the R-linear map ∗ : A−→A determined by (Cλst)∗ = Cλts, for all λ ∈ Λ and all s, t ∈ T(λ) is an anti-isomorphism of A;
(c) for all λ ∈ Λ, s ∈ T(λ) and a ∈ A there exist scalars rtu(a) ∈ R such that
Cλsta =
∑
u∈T(λ)
rtu(a)C
λ
su (mod A
Bλ),
where ABλ = R-span{Cµuv | µ B λ and u, v ∈ T(µ)}.
Furthermore, each scalar rtu(a) is independent of s. An algebra A is a cellular algebra if it has a cell datum and in this case we
call {Cλst | s, t ∈ T(λ),λ ∈ Λ} a cellular basis of A.
We now briefly recall the representation theory of cellular algebras [12]. Every irreducible A-module arises in a unique
way as the simple head of some cell module. For each λ ∈ Λ, fix s ∈ T(λ) and let Cλt = Cλst + ABλ. The cell modules of A are
the modules 1(λ) which are the free R-modules with basis {Cλt | t ∈ T(λ)}. The cell module 1(λ) comes equipped with a
natural bilinear form φλ which is determined by the equation
CλstC
λ
t′s ≡ φλ
(
Cλt , C
λ
t′
)
· Cλss (mod ABλ).
The form φλ is A-invariant in the sense that φλ(xa, y) = φλ(x, ya∗), for x, y ∈ 1(λ) and a ∈ A. Consequently,
Rad1(λ) = {x ∈ 1(λ) | φλ(x, y) = 0 for all y ∈ 1(λ)}
is an A-submodule of 1(λ) and D(λ) = 1(λ)/Rad1(λ) is either zero or absolutely irreducible. Graham and Lehrer have
proved that {D(λ) | D(λ) 6= 0} consists of a complete set of pairwise non-isomorphic irreducible A-modules. Also, they have
proved that a cellular algebra is (split) semisimple if and only if Rad1(λ) = 0 for all λ ∈ Λ [12].
We are going to recall a cellular basis forHr,n given in [3]. We start by recalling some combinatorics.
A composition of n is a sequence of non-negative integers λ = (λ1,λ2, . . .) such that |λ| := λ1 + λ2 + · · · = n. If
λi ≥ λi+1 for any i, then λ is called a partition. Similarly, an r-multicomposition (resp. r-multipartition) of n is an ordered r-
tuple λ = (λ(1), . . . ,λ(r)) of compositions (resp. partitions) with |λ| := |λ(1)| + · · · + |λ(r)| = n. Let Λr(n) (resp. Λ+r (n)) be the
set of all r-multicompositions (resp. r-multipartitions) of n. Both Λr(n) and Λ+r (n) are posets with the dominance orderE as
the partial order on them. We have λ E µ if
i−1∑
j=1
|λ(j)| +
l∑
k=1
λ
(i)
k ≤
i−1∑
j=1
|µ(j)| +
l∑
k=1
µ
(i)
k
for 1 ≤ i ≤ r and l ≥ 0. We write λ C µ if λ E µ and λ 6= µ.
The Young diagram Y(λ) for a partition λ = (λ1,λ2, . . .) is a collection of boxes arranged in left-justified rows with λi
boxes in the ith row of Y(λ). For any λ = (λ(1), . . . ,λ(r)) ∈ Λ+r (n), the Young diagram Y(λ) is an ordered Young diagram
(Y(λ(1)), . . . , Y(λ(r))). A λ-tableau s is obtained by inserting i, 1 ≤ i ≤ n, into Y(λ)without repetition.
It iswell known thatS n acts on s by permuting its entries. Let tλ be theλ-tableau obtained from Y(λ) by adding 1, 2, . . . , n
from left to right along the rows of Y(λ(1)), Y(λ(2)), etc. For example, if λ = ((3, 2), (2, 1), (1, 1)) ∈ Λ+3 (10), then
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Write w = d(s) if tλw = s. Note that d(s) is uniquely determined by s and vice versa.
A λ-tableau s is standard if the entries in each component s(i) of s increase both from left to right in each row and from
top to bottom in each column. Let T std(λ) be the set of all standard λ-tableaux.
For any λ = (λ(1), . . . ,λ(r)) ∈ Λ+r (n), define
[λ] = [a1, a2, . . . , ar], (2.7)
where ai =∑ij=1 |λ(j)|, 1 ≤ i ≤ r. Following [6], let
uλ = ua1,1ua2,2 · · · uar−1,r−1,
where ua,i = (Y1 − ui+1)(Y2 − ui+1) · · · (Ya − ui+1).
For each λ ∈ Λr(n), let
S λ = S λ(1) ×S λ(2) × · · · ×S λ(r) .
Sλ is called the Young subgroup of S n with respect to λ.
It is well known that there is a unique R-linear anti-involution ∗ : Hr,n → Hr,n such that T∗i = Ti, Y∗j = Yj for 1 ≤ i ≤ n− 1
and 1 ≤ j ≤ n. For any s, t ∈ T std(λ), let
xst = T∗d(s)uλxλTd(t) ∈ Hr,n,
where xλ =∑w∈S λ Tw. Then x∗st = xts.
The following theorem has been proved by Ariki, Mathas and Rui in [3].
Theorem 2.8 ([3, 6.3]). {xst | s, t ∈ T std(λ) and λ ∈ Λ+r (n)} is a cellular basis of Hr,n over R.
Suppose λ ∈ Λ+r (n). It is well known that T std(λ) is a poset with dominance order D on it. For each s ∈ T std(λ) and a
positive integer i ≤ n, let s↓i be obtained from s by deleting all entries in s greater than i. Let si be themultipartition of i such
that s↓i is the si-tableau. Then s D t if and only if si D ti for all i, 1 ≤ i ≤ n. Write s B t if s D t and s 6= t.
Let t ∈ T std(λ). For a positive integer k ≤ n, define
ct(k) = ui + j− l (2.9)
if k appears in the lth row, jth column of the ith component of t. The following lemma has been proved in [3, 6.6].
Lemma 2.10. Suppose that λ ∈ Λ+r (n) and that s, t ∈ T std(λ). Then
xtsYk = cs(k)xts +
∑
u∈T std(λ)
uBs
rtuxtu (mod H Bλr,n ),
for some rtu ∈ R.
Assume that λ ∈ Λ+r (n) and that µ ∈ Λr(n). A λ-tableau S is of type µ if it is obtained from Y(λ) by inserting the entries
(k, i)with i ≥ 1 and 1 ≤ k ≤ r such that the number of the entries in Swhich are equal to (k, i) is µ(k)i .
For any s ∈ T std(λ), letµ(s) be obtained from s by replacing each entrym in s by (k, i) ifm is in row i of the kth component
of tµ. Then µ(s) is a λ-tableau of type µ.
Given (k, i) and (`, j) in {1, 2, . . . , r} × N, we say that (k, i) < (`, j) if either k < ` or k = ` and i < j. Following [6], we
say that S = (S(1), S(2), . . . , S(r)), a λ-tableau of type µ, is semi-standard if
(a) the entries in each row of each component S(k) of S increase weakly,
(b) the entries in each column of each component S(k) of S increase strictly,
(c) for each positive integer k ≤ r no entry in S(k) is of form (`, i)with ` < k.
Let T ss(λ,µ) be the set of all semi-standard λ-tableaux of type µ. Assume that S ∈ T ss(λ,µ) and that t ∈ T std(λ).
Following [6], let
xSt =
∑
s∈T std(λ)
µ(s)=S
xst. (2.11)
The following result, which will be needed later on, can be proved by arguments similar to those for Ariki–Koike
algebras [1] in [6]. We leave the details to the readers.
Proposition 2.12. Let λ ∈ Λ+r (n) and µ ∈ Λr(n).
(a) {xSt | S ∈ T ss(λ,µ), t ∈ T std(λ)} is a free R-basis of uµHr,n ∩ xµHr,n.
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(b) uµxµHr,n = uµHr,n ∩ xµHr,n.
(c) Let Mµ = uµHr,n ∩ xµHr,n. Then there is a filtration of Hr,n-modules
Mµ = M1 ⊃ M2 ⊃ · · · ⊃ Mk+1 = 0
of Mµ such that Mi/Mi+1 ∼= 1(λi) and T ss(λi,µ) 6= ∅ for some λi ∈ Λ+r (n). Furthermore, the number of Mi/Mi+1’s which are
isomorphic to1(λ) is equal to the cardinality of T ss(λ,µ).
In the rest of this section,we recall the cellular basis ofWr,n given in [3]. Asmentioned before, wewill keep the assumption
that R is a commutative ring in which 2 is invertible and that Ω is u-admissible for u ∈ Rr .
Recall that S1, S2, . . . , Sn−1 generate a subalgebra ofWr,n which is isomorphic to the group algebra of the symmetric group
S n. If w = si1 si2 · · · sik is a reduced expression of w ∈ S n, we define Sw = Si1Si2 · · · Sik . Note that Sw is independent of the
reduced expression of w.
Given a positive integer f ≤ b n2 c. LetB f be the subgroup ofS n generated by sn−1 and sn−2isn−2i+1sn−2i−1sn−2i, 1 ≤ i ≤ f −1.
ThenB f ∼= Z2 oS f . When f = 0, we setB f = 1. Let τ = ((n− 2f ), (2f )) and define
D f ,n = {d ∈ S n| t τd = (t1, t2) is a row standard τ-tableau and the entries in the first column of t2 increase
from top to bottom}.
The following result has been proved in [3, 7.6].
Lemma 2.13. Given a non-negative integer f ≤ b n2 c. ThenD f ,n is a complete set of right coset representatives for S n−2f ×B f in
S n.
Lemma 2.14 ([3, 2.2]). There is a unique R-linear anti-isomorphism ∗ : W affn −→W affn such that
S∗i = Si, E∗i = Ei and X∗j = Xj,
for all 1 ≤ i < n and all 1 ≤ j ≤ n. Moreover, ∗ is an involution.
Assume that λ ∈ Λ+r (n− 2f )with 0 ≤ f ≤ b n2 c. For each pair (s, t) ∈ T std(λ)× T std(λ), define [3, 7.8]
Mst = S∗d(s) ·
r∏
s=2
as−1∏
i=1
(Xi − us)
∑
w∈S λ
Sw · Sd(t), (2.15)
where [λ] = [a1, a2, . . . , ar] is defined in (2.7).
We define Nf ,nr to be the set of n-tuples κ = (k1, . . . , kn) such that 0 ≤ ki ≤ r − 1 and ki 6= 0 only for i =
n− 1, n− 3, . . . , n− 2f + 1. If κ ∈ Nf ,nr then
Xκ = Xkn−1n−1 Xkn−3n−3 · · · Xkn−2f+1n−2f+1 ∈ Wr,n−1.
Let Λ+r,n = {(f ,λ) | 0 ≤ f ≤ b n2 c and λ ∈ Λ+r (n− 2f )}. Given (f ,λ), (l,µ) ∈ Λ+r,n, define (f ,λ) D (l,µ) if either f > l or f = l
and λ D µ. Note that the last D is the dominance order defined on Λ+r (n− 2f ). We write (f ,λ) B (l,µ) if (f ,λ) D (l,µ) and
(f ,λ) 6= (l,µ).
For any (f ,λ) ∈ Λ+r,n, let
δ(f ,λ) = T std(λ)× Nf ,nr ×D f ,n.
For any (s,ρ, u), (t, κ, v) ∈ δ(f ,λ), define
C(f ,λ)(s,ρ,u)(t,κ,v) = S∗uXρEf ,nMstXκSv, (2.16)
where Ef ,n = En−1En−3 · · · En−2f+1.
Theorem 2.17 ([3, 7.17]). Let R be a commutative ring in which 2 is invertible and let u ∈ Rr . Suppose that Ω is u-admissible.
Then
C = {C(f ,λ)(s,ρ,e)(t,κ,d) | (s,ρ, e), (t, κ, d) ∈ δ(f ,λ), where (f ,λ) ∈ Λ+r,n}
is a cellular basis of Wr,n.
In order to prove Theorem 2.17, Ariki, Mathas and Rui [3] proved Proposition 2.18 and Lemma 2.19 which will also be
used frequently in the remainder of this paper.
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Proposition 2.18. (a)Given a non-negative integer f ≤ b n2 c. Let Ef = Wr,n−2fE1Wr,n−2f be the two-sided ideal of Wr,n−2f generated
by E1. Then there is a unique R-algebra isomorphism εf : Hr,n−2f ∼= Wr,n−2f/Ef such that
εf (Ti) = Si + Ef and εf (Yj) = Xj + Ef ,
for 1 ≤ i < n− 2f and 1 ≤ j ≤ n− 2f .
(b) Given a non-negative integer f ≤ b n2 c. Let W fr,n = Wr,nEf ,nWr,n be the two-sided ideal of Wr,n generated by Ef ,n. There is a
well-defined R-module homomorphism σf : Hr,n−2f −→W fr,n/W f+1r,n , given by
σf (h) = Ef ,nεf (h)+ W f+1r,n , ∀h ∈ Hr,n−2f .
Furthermore, σf (xst) = pif (Ef ,nMst) where pif is the canonical epimorphism from W fr,n to W fr,n/W f+1r,n .
Lemma 2.19. For each i, 1 ≤ i ≤ n− 1, EiWr,i+1Ei = EiWr,i−1.
3. Classification of irreducible Wr,n-modules
In this section, we consider the cyclotomic Nazarov–Wenzl algebras Wr,n over a field F with char F 6= 2. We also assume
that Ω is u-admissible.
In [3], Ariki, Mathas and Rui have classified the irreducible Wr,n-modules under the assumption that ω0 6= 0. In this
section, we are going to classify the irreducible Wr,n-modules under the assumption ω0 = 0.
For any (f ,λ) ∈ Λ+r,n, let 1(f ,λ) be the cell module of Wr,n defined by the cellular basis of Wr,n in Theorem 2.17. For any
λ ∈ Λ+r (n), let1(λ) be the cell module ofHr,n defined by the cellular basis ofHr,n in Theorem 2.8. It is well known that there
is an invariant bilinear form defined on each cell module of a cellular algebra. Let φf ,λ (resp. φλ) be the invariant bilinear
form defined on1(f ,λ) (resp.1(λ)).
Lemma 3.1. Assume that (f ,λ) ∈ Λ+r,n with f 6= n/2. Then φf ,λ 6= 0 if and only if φλ 6= 0.
Proof. “⇐” Since n > 2f , w = sn−2f sn−2f+1 · · · sn−1 ∈ Df ,n. Suppose that t, v, s ∈ T std(λ). By Definition 2.1(g)–(h),
EiSi±1SiEi = EiEi±1Ei = Ei. Therefore, Ef ,nS∗wEf ,n = Ef ,n and
MstE
f ,n · S∗wEf ,nMvs = MstEf ,nMvs
≡ σf (xst · xvs) ≡ φλ(xt, xv)Ef ,nMss (mod W B(f ,λ)r,n ).
So,
φf ,λ(C
(f ,λ)
(t,ρ,1), C
(f ,λ)
(v,ρ,w)) = φλ(xt, xv),
where ρ ∈ Nf ,nr with ρi = 0, 1 ≤ i ≤ n. So, φf ,λ 6= 0 since we are assuming that φλ 6= 0.
“⇒” Suppose that (t,α,w), (v,β, v) ∈ δ(f ,λ). Fix an s ∈ T std(λ). Using Lemma 2.19 repeatedly, we have
Ef ,nMstX
αSwS
∗
vX
βMvsE
f ,n = Ef ,nMsth′Mvs
for some h′ ∈ Wr,n−2f . If φλ = 0, then
xsth1xvs ≡ 0 (modH Bλr,n−2f )
for all h1 ∈ Hr,n−2f . Note that Ef ,nH Bλr,n−2f ⊆ W B(f ,λ)r,n . By Proposition 2.18(b),
Ef ,nXαMstSwS
∗
vMvsX
βEf ,n ≡ 0 (mod W B(f ,λ)r,n ).
So, φf ,λ = 0, a contradiction. 
Lemma 3.2. Suppose that ωi 6= 0 for some i, 0 ≤ i ≤ r − 1. Then there is an integer b ∈ N such that ωj = 0 for
0 ≤ j ≤ 2b− 1 ≤ i− 1, and ω2b 6= 0.
Proof. It is proved in [3] that E1 is not a torsion element if Ω is u-admissible. By [3, 2.4],
ω2a+1 = 12
{
−ω2a +
2a+1∑
b=1
(−1)b−1ωb−1ω2a+1−b
}
, for a ≥ 0. (3.3)
Therefore, ω2a+1 = 0 if ωi = 0 for all non-negative integers i ≤ 2a. In other words, the minimal integer i such that ωi 6= 0
has to be an even number. 
Lemma 3.4. ω(j)2k+1 = ωj for all non-negative integers j, k.
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Proof. Suppose that y is an indeterminate. By Definition 2.1(i),
((y+ Xi)2 − 1)(y− Xi)2((y+ Xi+1)2 − 1)(y− Xi+1)2Ei
= ((y− Xi+1)2 − 1)(y+ Xi+1)2((y− Xi)2 − 1)(y+ Xi)2Ei. (3.5)
On the other hand, Nazarov[17] proved (for affine Wenzl algebras over C) that
Wk(y)+ y− 12 =
(y+ Xk−1)2 − 1
(y− Xk−1)2 − 1 ·
(y− Xk−1)2
(y+ Xk−1)2 ·
(
Wk−1(y)+ y− 12
)
, (3.6)
whereWk(y) =∑a≥0 ω(a)k y−a and ω(a)k is the central element in Wr,k−1 defined by
EkX
a
kEk = ω(a)k Ek. (3.7)
It has been pointed out in [3] that Nazarov’s arguments are valid over an arbitrary ring except the centrality ofω(a)k for fields
of positive characteristic. Such a result has been proved in [3, 4.15].
Multiplying E2k−1E2k−3 · · · E1 on both sides of (3.6) forW2k+1, we have(∑
a≥0
ω
(a)
2k+1
ya
+ y− 1
2
)
E2k−1 · · · E1 =
(
W1(y)+ y− 12
)
E2k−1 · · · E1.
Comparing the coefficients of y−j onboth sides of the above equation,wehaveω(j)2k+1E2k−1 · · · E1 = ωjE2k−1 · · · E1 for all non-
negative integers j. Sincewe are assuming thatΩ isu-admissible, E2k−1 · · · E1 is not a torsion element, forcingω(j)2k+1 = ωj. 
Lemma 3.8. Suppose 2b is the minimal non-negative integer i such that ωi 6= 0. If n is an even number, then φ n2 ,0 6= 0.
Proof. Let ρ,% ∈ N n2 ,nr such that ρi = 0 and %j = 2b, 1 ≤ i ≤ n and j = 1, 3, . . . , n− 1. By Lemma 3.4, φ n2 ,0(C
( n2 ,0)
(∅,ρ,1), C
( n2 ,0)
(∅,%,1)) =
(ω2b)
n
2 6= 0, where ∅ is the standard λ-tableau and λ is the empty multipartition. 
Lemma 3.9. Suppose ωi = 0 for all non-negative integers i ≤ r − 1. Then ωi = 0 for all i ∈ N.
Proof. By (2.2), (X1 − u1)(X1 − u2) · · · (X1 − ur) = 0. Therefore,
Xr1 =
r∑
i=1
(−1)i+1σiXr−i1 , (3.10)
where σi is the ith elementary symmetric function in indeterminates u1, . . . , ur . Multiplying X
j−r
1 on both sides of (3.10), we
have
Xj1 =
r∑
i=1
(−1)i+1σiXj−i1 .
So, E1X
j
1E1 =
∑r
i=1(−1)i+1σiE1Xj−i1 E1. By Definition 2.1(f), ωjE1 =
∑r
i=1(−1)i+1σiωj−iE1. Since we are assuming that Ω is u-
admissible, E1 is not a torsion element [3]. So, ωj =∑ri=1(−1)i+1σiωj−i. By induction, ωj = 0 for all j ∈ N. 
Lemma 3.11. Suppose that ωi = 0 for all non-negative integers i ≤ r − 1. If n is even, then φ n2 , 0 = 0.
Proof. Suppose that α,β ∈ N n2 ,nr and w ∈ Sn. Using Lemma 2.19 repeatedly, we have
E
n
2 ,nXα · Sw · XβE n2 ,n = E n2 ,nhE1
for some h ∈ Wr,2. By direct computation, E1hE1 = 0 for all h ∈ Wr,2, forcing E n2 ,nhE1 = 0. Therefore, φ n2 ,0 = 0. 
The following is the main result of this section.
Theorem 3.12. Suppose that F is a fieldwith char F 6= 2. Assume thatu ∈ Fr and thatΩ isu-admissible. Suppose that (f ,λ) ∈ Λ+r,n.
(a) If n is odd, then D(f ,λ) 6= 0 if and only if D(λ) 6= 0.
(b) Suppose that n is even.
• If ωi 6= 0 for some i, 0 ≤ i ≤ r − 1, then D(f ,λ) 6= 0 if and only if D(λ) 6= 0.
• If ωi = 0 for all non-negative integers i ≤ r − 1, then D(f ,λ) 6= 0 for f 6= n/2 if and only if D(λ) 6= 0. When n is even and
f = n/2, D(f ,∅) = 0.
Proof. Our results follow immediately from Lemmas 3.1, 3.8 and 3.11 for ω0 = 0 and [3, 8.5] for ω0 6= 0. 
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For each cellular algebra over a posetΛ, Grahamand Lehrer have proved that the complete set of pairwise non-isomorphic
irreducible modules are indexed by λ ∈ Λ such that the corresponding bilinear form on a cell module is not zero. In [13],
Kleshchev has proved that the simpleHr,n-modules are labelled by a set of multipartitions which gives the same Kashiwara
crystal as the set of u-Kleshchev multipartitions of n under the assumption that ui = di · 1F for 1 ≤ i ≤ r and 0 ≤ di < char F.
Therefore, in this case, we have the classification of irreducibleWr,n-modules by Theorem 3.12. It has been pointed out in [3]
that one can prove a Morita equivalence theorem forHr,n, which is similar to that for Ariki–Koike algebra in [7]. See [9] in
“separate case”. Therefore, the irreducible Wr,n-modules are always labelled by the u-Kleshchev multipartitions.
4. A Wr,n−1-filtration of a cell module
In this section, we assume that R is a commutative ring in which 2 is invertible and that u ∈ Rr . We also assume that Ω is
u-admissible. The main purpose of this section is to construct a Wr,n−1-filtration of each cell module for Wr,n.
We remark that the idea to construct the filtration for each cell module of Wr,n using the notion of updown tableaux
comes from Enyang’s work on Brauer algebras [10].
Suppose that λ and µ are two multipartitions. We say that µ is obtained from λ by adding a box (or node) and write
λ→ µ if there exists a pair (s, i) such that µ(s)i = λ(s)i + 1 and µ(t)j = λ(t)j for (t, j) 6= (s, i). In this case, we will also say that
λ is obtained from µ by removing a box (or node).
Before we study the cell filtration for a cell module of Wr,n, we state the result for the cell filtration of a cell module for
Hr,n.
Recall that1(λ) is the cell module ofHr,n defined by the cellular basis in Theorem 2.8. It is a free R-module with basis xs,
s ∈ T std(λ). Note that xs can be identified as xtλs (mod H Bλr,n ).
Suppose that s ∈ T std(λ). In Section 2, we define s↓i to be the tableau which is obtained from s ∈ T std(λ) by deleting the
entries in s greater than i. Let si be the partition of i such that s↓i is the si-tableau.
Let p1, p2, . . . , ps be all removable nodes of λ. We define µλ(i) to be the multipartition which is obtained from λ by
removing the removable node pi. We order µλ(i) such that µλ(i) B µλ(i+ 1) for all i, 1 ≤ i ≤ s− 1.
Let 1Dµλ(i) (resp. 1Bµλ(i)) be the free R-submodule of 1(λ) generated by xs with s ∈ T std(λ) and sn−1 D µλ(i) (resp.
sn−1 B µλ(i)). The following theorem can be proved by similar arguments to those for cyclotomic Hecke algebras in [2]. We
leave the details to the reader.
Theorem 4.1. Suppose that λ ∈ Λ+r (n). For each i, 1 ≤ i ≤ s, both 1Dµλ(i) and 1Bµλ(i) are right Hr,n−1-submodules of 1(λ).
Furthermore,
1Dµλ(i)/1Bµλ(i) ∼= 1(µλ(i)),
where1(µλ(i)) is the cell module for Hr,n−1 defined by its cellular basis in Theorem 2.8. More explicitly, the above isomorphism
sends xs +1Bµλ(i) to xt ∈ 1(µλ(i)) with t = s↓n−1.
Definition 4.2. Suppose λ ∈ Λ+r (n− 2f )with s removable nodes p1, p2, . . . , ps and m− s addable nodes ps+1, ps+2, . . . , pm.
• Let µλ(i) ∈ Λ+r (n− 2f − 1) be obtained from λ by removing the box pi for 1 ≤ i ≤ s.
• Let µλ(j) ∈ Λ+r (n− 2f + 1) be obtained from λ by adding the box pj for s+ 1 ≤ j ≤ m.
We will identify µλ(i) with (f ,µλ(i)) ∈ Λ+r,n−1 (resp. (f − 1,µλ(i)) ∈ Λ+r,n−1) for 1 ≤ i ≤ s (resp. s + 1 ≤ i ≤ m). Then
µλ(i) B µλ(j) for each i, jwith 1 ≤ i ≤ s and s+ 1 ≤ j ≤ m. We order the nodes pi, 1 ≤ i ≤ m such that
µλ(i) B µλ(i+ 1) for all i, 1 ≤ i ≤ m− 1 (4.3)
with respect to the partial order E on Λ+r,n−1.
We will say that the box (t, k, `) of Y(λ) is in the kth row, `th column of the tth component of Y(λ). Write [λ] =
[a1, a2, . . . , ar] and [µλ(i)] = [b1, b2, . . . , br] for s + 1 ≤ i ≤ m. In the later case, µλ(i) is obtained from λ by adding a
box, say pi = (t, k,λ(t)k + 1). When 1 ≤ i ≤ s, µλ(i) is obtained from λ by removing the box, say pi = (t, k,λ(t)k ). We define
api = at−1 +
k∑
j=1
λ
(t)
j , if 1 ≤ i ≤ s,
bpi = bt−1 +
k∑
j=1
µλ(i)
(t)
j , if s+ 1 ≤ i ≤ m.
(4.4)
Motivated by Enyang’s work on Brauer algebras in [10], we define
yλµλ(i) =
{
Ef ,nMλSapi ,n, if 1 ≤ i ≤ s,
En−1Sn−1,bpi E
f−1,n−1Mµλ(i), if s+ 1 ≤ i ≤ m.
(4.5)
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For each positive integer i ≤ m, define
δ(λ, i) = T std(µλ(i))× N`,n−1r ×D `,n−1, (4.6)
where ` = f (resp. ` = f − 1) if 1 ≤ i ≤ s (resp. s+ 1 ≤ i ≤ m).
In the remaining part of this section, we keep the notation µλ(i) which is obtained from λ by removing (resp. adding)
the node pi for 1 ≤ i ≤ s (resp. s+ 1 ≤ i ≤ m).
Definition 4.7. Assume that (f ,λ) ∈ Λ+r,n.
(a) Let SDµλ(i) be the R-submodule of1(f ,λ) generated by {yλµλ(j)Sd(t)XκSd(mod W B(f ,λ)r,n ) | (t, κ, d) ∈ δ(λ, j), 1 ≤ j ≤ i}.
(b) Let SBµλ(i) be the R-submodule of1(f ,λ) generated by {yλµλ(j)Sd(t)XκSd (mod W B(f ,λ)r,n ) | (t, κ, d) ∈ δ(λ, j), 1 ≤ j < i}.
Note that SBµλ(i) = SDµλ(i−1). We will know that both SDµλ(i) and SBµλ(i) are free R-modules after we prove Theorem 4.15,
the main result of this section.
Lemma 4.8. Given a positive integer f ≤ b n2 c. For any h ∈ Wr,n, there are some elements h1 inHr,n−2f such that
Ef ,nh ≡ ∑
h1∈Hr,n−2f
(κ,d)∈Nf ,nr ×D f ,n
σf (h1)X
κSd (mod W f+1r,n ).
Proof. Since Ef ,nh is in the two-sided ideal of Wr,n generated by Ef ,n, we can use [3, 7.16] to write Ef ,nh as an R-
linear combination of elements of form S∗uXαEf ,nMstXβSv modulo the two-sided ideal of Wr,n generated by Ef+1,n, where
(t,β, v), (s,α, u) ∈ δ(f ,λ) and λ ∈ Λ+r (n− 2f ). Note that Ef ,nEf ,n = ωf0Ef ,n. By Lemma 2.19, Ef ,nS∗uXαEf ,n ∈ Ef ,nWr,n−2f . Now, we
use Proposition 2.18b towrite each Ef ,nS∗uXαEf ,nMstXβSv in the required form. So Ef ,nh can bewritten in the required formwith
coefficients in the localization of R at ω0. Using the Murphy basis for Hr,n−2f in Theorem 2.8 instead of h1, and the cellular
basis forWr,n in Theorem 2.17, we are able to say that the coefficients in the expression of Ef ,nh have to be in R. This completes
the proof of the result. 
Suppose that 0 ≤ i ≤ b n2 c. In Proposition 2.18, we mentioned the R-algebra isomorphism εi : Hr,n−2i → Wr,n−2i/I, where
I is the two-sided ideal of Wr,n−2i generated by E1. When f = n2 and 2 | n, we setHr,n−2f = Wr,n−2f = R. For simplification of
exposition and notation, we will use ε(Hr,n−2i) instead of εi(Hr,n−2i) later on.
Lemma 4.9. Assume that (f ,λ) ∈ Λ+r,n. If 1 ≤ i ≤ s, then both SDµλ(i) and SBµλ(i) are right Wr,n−1-modules.
Proof. Recall thatµλ(i) is obtained from λ by removing the removable node pi. Let api be as defined in (4.4). Then api ≤ n−2f .
By Definition 2.1(d), (g),
Ef ,nSapi ,n = Sapi ,nEf ,n−1. (4.10)
Note that XκSd ∈ Wr,n−1 if (t, κ, d) ∈ δ(λ, i). For h ∈ Wr,n−1, we use Lemma 4.8 for Wr,n−1 and (4.10) to get
yλµλ(i)Sd(t)X
κSdh = Ef ,nMλSapi ,nSd(t)XκSdh
= MλSapi ,nSd(t)Ef ,n−1XκSdh
≡ ∑
h1,ρ,v
ah1,ρ,vMλSapi ,nSd(t)E
f ,n−1ε(h1)XρSv (mod W f+1r,n )
≡ ∑
h1ρ,v
ah1,ρ,vE
f ,nMλSapi ,nSd(t)ε(h1)X
ρSv (mod W f+1r,n )
≡ ∑
h1,ρ,v
ah1,ρ,vσf (uλxλTapi ,n−2f Td(t)h1)Sn−2f ,nX
ρSv (mod W f+1r,n ),
where (ρ, v) ∈ Nf ,n−1r ×D f ,n−1, h1 ∈ Hr,n−2f−1 and ah1,ρ,v ∈ R. By Theorem 4.1,
uλxλTapi ,n−2f Td(t )h1 ≡
∑
s∈T std(µλ(i))
asuλxλTapi ,n−2f Td(s) +
∑
v∈T std(λ)
vn−2f−1Bµλ(i)
avuλxλTd(v) (mod H Bλr,n−2f ),
where as, av ∈ R. Therefore,
yλµλ(i)Sd(t)X
κSdh ≡
∑
h1,ρ,v
∑
s∈T std(µλ(i))
ah1,ρ,vasσf (uλxλTapi ,n−2f Td(s))Sn−2f ,nX
ρSv
+ ∑
h1,ρ,v
∑
v∈T std(λ)
vn−2f−1Bµλ(i)
au,ι,ρ,vavσf (uλxλTd(v))Sn−2f ,nXρSv (mod W B(f ,λ)r,n )
≡ ∑
h1,ρ,v
∑
s∈T std(µλ(i))
ah1,ρ,vasE
f ,nMλSapi ,nSd(s)X
ρSv (mod SBµλ(i)).
Note that SBµλ(i) = SDµλ(i−1). We have already proved that both SDµλ(i) and SBµλ(i) are right Wr,n−1-modules. 
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Lemma 4.11. Suppose (f ,µ) ∈ Λ+r,n. Let Lµ be the right Wr,n-submodule of W fr,n/W f+1r,n generated by Ef ,nMµ (mod W f+1r,n ). Then Lµ
is a free R-module generated by Υ = {Ef ,nMSt XκSd (mod W f+1r,n ) | S ∈ T ss(λ,µ), (t , κ, d) ∈ δ(f ,λ),λ ∈ Λ+r (n − 2f )}, where
MSt =∑ s∈T std(λ)
µ(s)=S
Mst.
Proof. By Lemma 4.8,
Ef ,nMµh ≡
∑
h1∈Hr,n−2f
(κ,d)∈Nf ,nr ×Df ,n
σf (uµxµh1)X
κSd (mod W f+1r,n )
for each h ∈ Wr,n. By Propositions 2.12 and 2.18(b),
Ef ,nMStX
κSd (mod W f+1r,n ) ∈ Lµ,
and Lµ is spanned by Υ . Finally, Υ is R-linear independent since distinct elements Ef ,nMSt XκSd (mod W f+1r,n ) ∈ Υ involve
distinct basis elements for1(f ,λ), λ ∈ Λ+r (n− 2f ), which are defined by the cellular basis of Wr,n in Theorem 2.17. 
Lemma 4.12. Assume that (f ,λ) ∈ Λ+r,n with f > 0. If s ∈ T std(µ) such that µ ∈ Λ+r (n− 2f + 1) and τ = sn−2f B λ, then
Ef ,nSn−1,n−2f+1S∗d(s)Mµ ≡ 0 (mod W B(f ,λ)r,n ).
Proof. By assumption, d(s) ∈ S n−2f+1. There are a positive integer k ≤ n−2f+1 andw ∈ S n−2f such that d(s) = sk,n−2f+1w−1.
Therefore
En−1Sn−1,n−2f+1S∗d(s)E
f−1,n−1Mµ = En−1SwSn−1,kEf−1,n−1Mµ.
Write [µ] = [a1, a2, . . . , ar]. Suppose that n − 2f + 1 appears in the lth row of the tth component of s. We define
at,l = at−1 +∑li=1 µ(t)i . Then k = at,l. Suppose t 6= r. If τ = sn−2f , then
En−1SwSn−1,kEf−1,n−1Mµ = SwEf ,nMτSn−1,ar−1
t+1∏
i=r−1
{(Xai − ui+1)Sai,ai−1 }(Xat − ut+1)Sat,at,l
at,l∑
j=at,l−1+1
Sat,l,j
≡ 0 (mod W B(f ,λ)r,n ),
since we are assuming that τ B λ. If t = r, one can verify the result similarly. 
Lemma 4.13. Suppose that (f ,λ) ∈ Λ+r,n with f > 0 and that h ∈ Ef−1,n−1MλWr,n−1 ∩ W fr,n−1. We have
En−1Sn−1,n−2f+1h ≡
∑
h1,ρ,v
Ef ,nMλε(h1)Sn−2f ,nXρSv (mod W f+1r,n ),
where (h1,ρ, v) ∈ Hr,n−2f × Nf ,n−1r ×D f ,n−1.
Proof. By Theorem 2.17 and [3, 7.16], each h ∈ Ef−1,n−1Wr,n−1∩W fr,n−1 can be written as a linear combination of the elements
S∗uXβEk,n−1ε(h′)XαSv with k ≥ f where α,β ∈ Nk,n−1r , u, v ∈ Dk,n−1, h′ ∈ Hr,n−2k−1. We claim that u ∈ Df ,n−1 ∩ S n−2f+1, and
Xβ = X`n−2f for some `with 0 ≤ ` ≤ r − 1 if k = f .
In fact, Ef−1,n−1h = ωf−10 h if h ∈ Ef−1,n−1Wr,n−1. By Lemma 2.19,
Ef−1,n−1S∗uX
βEf ,n−1 ∈ Wr,n−2f+1Ef ,n−1.
By [3, 5.5],Wr,n−2f+1 is a subalgebra ofWr,n. We use Lemma 4.8 forWr,n−2f+1En−2f to write Ef−1,n−1h as an R-linear combination
of elements given in our claims.
We consider the algebra over the localization of R at ω0. Then h can be written as a linear combination of the required
elements with coefficients in the localization of R at ω0. Note that all S∗vXβEk,n−1ε(h′)XαSu consist of a free R-basis of Wr,n−1
where h′ ranges over the R-basis of Hr,n−2k−1. The expression of h over both R and the localization of R at ω0 must be the
same. This completes the proof of our claim.
Since u ∈ S n−2f+1, we can write S∗u = Si,n−2f+1Sj,n−2f Su1 for some u1 ∈ S n−2f−1 and i ≤ n− 2f + 1, j ≤ n− 2f .
Suppose h ∈ Ef−1,n−1MλWr,n−1 ∩ W fr,n−1. By Definition 2.1(b), (d), (g) and our previous claim on h ∈ Ef−1,n−1Wr,n−1 ∩ W fr,n,
En−1Sn−1,n−2f+1h ≡ ∑
i,j,k,ρ,v
MλEf ,nSn−1,n−2f+1Si,n−2f+1Sj,n−2fXkn−2fEn−2fε(h′)XρSv (mod W f+1r,n ),
where 0 ≤ k ≤ r − 1, ρ ∈ Nf ,n−1r , v ∈ D f ,n−1 and h′ ∈ Hr,n−2f−1.
H. Rui, M. Si / Journal of Pure and Applied Algebra 212 (2008) 2209–2235 2219
We will only consider the case when i < n− 2f + 1 and j < n− 2f . The cases either i = n− 2f + 1 or j = n− 2f can be
discussed similarly. We have
Ef ,nSn−1,n−2f+1Si,n−2f+1Sj,n−2fXkn−2fEn−2f
= Si,n−2f Sj,n−2f−1Ef ,nEf−1,n−1Sn−2f Sn−2f−1Xkn−2fEn−2f
= Si,n−2f Sj,n−2f−1Ef ,nEn−2f Sn−2f−1Xkn−2f Sn−2fEn−2f+1En−2fEf−1,n−1 ∈ Ef ,nWr,n−2fEf ,n−1,
where the last inclusion follows from Lemma 2.19 for i = n− 2f + 1. By Proposition 2.18(b),
Ef ,nSn−1,n−2f+1Si,n−2f+1Sj,n−2fXkn−2fEn−2f − ε(h1)Ef ,nEf ,n−1 ∈ W f+1r,n
for some h1 ∈ Hr,n−2f . Note that Ef ,nEf ,n−1 = Ef ,nSn−2f ,n. Our result follows. 
Lemma 4.14. Assume that (f ,λ) ∈ Λ+r,n with f > 0. If s + 1 ≤ i ≤ m, then both SDµλ(i) and SBµλ(i) are right Wr,n−1-modules.
Moreover, as an R-module, SDµλ(i)/SBµλ(i) is generated by {yλµλ(i)Sd(t )XκSv (mod SBµλ(i)) | (t , κ, v) ∈ δ(λ, i)}.
Proof. We need only to prove that SDµλ(i) is a right Wr,n−1-module since SBµλ(i) = SDµλ(i−1). In order to show that SDµλ(i) is a
right Wr,n−1-module, it suffices to prove
yλµλ(i)Sd(t)X
κSdh ∈ SDµλ(i),
for all h ∈ Wr,n−1, (t , κ, d) ∈ δ(λ, i)where yλµλ(i) is defined in (4.5).
By the definitions of µλ(i) and µλ(m), T ss(µλ(i),µλ(m)) 6= ∅ for s < i ≤ m. We take an S ∈ T ss(µλ(i),µλ(m)) such that
S = µλ(m)(s)where d(s) = Sbpi ,n−2f+1 andµλ(i) is obtained from λ by adding the node pi. Note that bpi is defined in (4.4). By
Lemma 4.11, Ef−1,n−1MSv ∈ Lµλ(m) for any v ∈ T std(µλ(i)). Note that Mλ = Mµλ(m). By Lemma 4.11 again,
Ef−1,n−1MS,vXκSdh =
∑
T∈T ss(µ,µλ(m))
(t,ρ,v)∈δ(f−1,µ)
µDµλ(i)
aT,t ,ρ,vE
f−1,n−1MT,t XρSv + h1,
where h1 ∈ Ef−1,n−1MλWr,n−1 ∩ W fr,n−1.
We multiply En−1Sn−1,n−2f+1 on the left of both sides of the above equality. There are two cases for µ as follows.
Case1. µ 6= µλ(j), s+ 1 ≤ j ≤ m
Suppose u ∈ µ−1λ (m)(T). By the definition of semi-standard tableau, un−2f D tµλ(m)n−2f . We have un−2f B tµλ(m)n−2f = λ.
Otherwise, µ = µλ(j) for some j, s+ 1 ≤ j ≤ m, a contradiction. By Lemma 4.12,
En−1Sn−1,n−2f+1Ef−1,n−1MT,t XρSv ≡ 0 (mod W B(f ,λ)r,n ).
Case2. µ = µλ(j) for some j
Since |µλ(j)| = |µλ(m)| and µ D µλ(i), s < j ≤ i. Suppose that u ∈ µ−1λ (m)(T) and T ∈ T ss(µ,µλ(m)). By the previous
arguments,
En−1Sn−1,n−2f+1Ef−1,n−1Mu,tXρSv ≡ 0 (mod W B(f ,λ)r,n ),
unless un−2f = λ. In the later case, d(u) = Sbpj ,n−2f+1, where bpj is defined in (4.4). Therefore,
En−1Sn−1,n−2f+1Ef−1,n−1S∗d(u)Mµλ(j) = yλµλ(j).
In particular, En−1Sn−1,n−2f+1Ef−1,n−1MS,vXκSd = yλµλ(i)Sd(v)XκSd. By Lemma 4.13 and Definition 4.7, En−1Sn−1,n−2f+1h1 ∈ SDµλ(s),
where µλ(s) is defined in Definition 4.2. So, yλµλ(i)Sd(v)X
κSdh ∈ SDµλ(i). 
Theorem 4.15. For any (f ,λ) ∈ Λ+r,n with f > 0, let µλ(i), 1 ≤ i ≤ m, be defined in Definition 4.2. Then
(0) ⊆ SDµλ(1) ⊆ · · · ⊆ SDµλ(m) = 1(f ,λ)
is a Wr,n−1-filtration of 1(f ,λ). Let `i = 1/2(n− 1− |µλ(i)|). The R-linear map
φi : 1(`i,µλ(i))→ SDµλ(i)/SDµλ(i−1)
sending E`i,n−1Mµλ(i)Sd(t )X
κSv (mod W
B(`i,µλ(i))
r,n−1 ) to y
λ
µλ(i)
Sd(t )XκSv + SDµλ(i−1), (t , κ, v) ∈ δ(λ, i), is a Wr,n−1-isomorphism.
Proof. It follows from [3, 2.3], Lemma 2.19 and defining relations forWr,n that En−1Xln−1Sa,n ∈ En−1Wr,n−1 for 0 ≤ l ≤ r−1 and
a ≤ n. For each v ∈ Df ,n, v = sa,nv′ for some v′ ∈ Sn−1 and a ≤ n. Thus,
Ef ,nMλSd(t )X
κSv ∈ Ef ,nMλWr,n−1, for (t, κ, v) ∈ δ(f ,λ).
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Since1(f ,λ) is a free R-module generated by
{Ef ,nMλSd(t )XκSv (mod W B(f ,λ)r,n ) | (t, κ, v) ∈ δ(f ,λ)},
1(f ,λ) ⊆ Ef ,nMλWr,n−1 (mod W B(f ,λ)r,n ). Note that Mµλ(m) = Mλ. We have
Ef ,nMλ = En−1Sn−1,n−2f+1Ef−1,n−1Mµλ(m)S∗n−1,n−2f+1
= yλµλ(m)S∗n−1,n−2f+1.
Since SDµλ(m) is a right Wr,n−1-module,1(f ,λ) ⊆ SDµλ(m). The inverse inclusion is trivial. So,1(f ,λ) = SDµλ(m).
By Theorem 2.17, the rank of 1(f ,λ) is equal to the cardinality of the set {yλµλ(i)Sd(t )XκSv (mod W B(f ,λ)r,n ) | (t , κ, v) ∈
δ(λ, i), 1 ≤ i ≤ m}. Therefore, for each i, {yλµλ(i)Sd(t )XκSv (mod W B(f ,λ)r,n ) | (t , κ, v) ∈ δ(λ, i)} is linear independent over R,
forcing each φi to be an R-linear isomorphism. Finally, it is easy to see that φi is a Wr,n−1-homomorphism since multiplying
an element on the left is a homomorphism of right modules. 
5. Murphy basis for Wr,n
In this section, we assume that R is a commutative ring which contains invertible element 2 and the parameters
ui, 1 ≤ i ≤ r. We also assume that Ω is u-admissible.
We are going to construct theMurphy bases forWr,n and its cell modules by using the notion of updown tableaux. The key
result is that theMurphy elements Xi, 1 ≤ i ≤ n, act on theMurphy basis elements upper triangularly in a certain sense. This
will enable us to use standard arguments to construct the orthogonal basis for Wr,n and its cell modules in the next section.
Fix (f ,λ) ∈ Λ+r,n. An n-updown λ-tableau, or more simply an updown λ-tableau, is a sequence t = (t 0, t 1, t 2, . . . , t n)
of multipartitions where t n = λ and the multipartition t i is obtained from t i−1 by either adding or removing a box, for
i = 1, . . . , n. When i = 0, we set t i to be the empty multipartition. Let T udn (λ) be the set of all n-updown λ-tableaux. Note
that λ ∈ Λ+r (n− 2f ) and each element of T udn (λ) is an n-tuple of multipartitions.
Definition 5.1. Given t ∈ T udn (λ)with (f ,λ) ∈ Λ+r,n, define fj ∈ N by declaring that t j ∈ Λ+r (j− 2fj). In this case, 0 ≤ fj ≤ b j2 c.
We define m t = m t n ∈ Wr,n inductively by declaring that
• m t 0 = 1.
• Suppose that we have already defined m t j for 0 ≤ j ≤ i − 1. Let µ = t i and ν = t i−1 with [µ] = [a1, a2, . . . , ar] and[ν] = [b1, b2, . . . , br].
(a) m t i =
∑as,k
j=as,k−1+1 Sj,as
∏r−1
j=s (Xaj − uj+1)Saj,aj+1 × Sar,im t i−1 if t i = t i−1 ∪ pwith p = (s, k,µ(s)k ) and as,k = as−1+
∑k
j=1 µ
(s)
j .
(a) m t i = Ei−1Si−1,bs,km t i−1 if t i−1 = t i ∪ pwith p = (s, k, ν(s)k ) and bs,k = bs−1 +
∑k
j=1 ν
(s)
j .
When r = 1, the previous definition is different from Enyang’s definition of Murphy basis for Brauer algebras in [10]. The
reason is that we use Ef ,n instead of E1E3 · · · E2f−1 as in [10].
Suppose t ∈ T udn (λ). We define bt i ∈ Wr,i for 0 ≤ i ≤ n recursively as follows. Let t n−1 = µ. Wewrite [λ] = [a1, a2, . . . , ar]
and [µ] = [b1, b2, . . . , br]. We set bt 0 = 1 for any t ∈ T udn (λ) and
bt n =

Sa`,k,nbt n−1 , if t n = t n−1 ∪ {(`, k,λ(`)k )}
Sn−1,br−1hbt n−1 , if t n−1 = t n ∪ {(s, k,µ(s)k )},
Sn−1,br,k
br,k∑
j=br,k−1+1
Sbr,k,jbt n−1 , if t n−1 = t n ∪ {(r, k,µ(r)k )},
(5.2)
where s 6= r and
h =
s+2∏
j=r
{(Xbj−1 − uj)Sbj−1,bj−2 } × (Xbs − us+1)Sbs,bs,k
bs,k∑
j=bs,k−1+1
Sbs,k,j.
Then
m t = m t n = m λbt n , m λ = Ef ,nMλ. (5.3)
We will write bt = bt n . Suppose that λ ∈ Λ+r (n − 2f ). Let t λ ∈ T udn (λ) be such that t λ2i = ∅ and t λ2i−1 = ((1),∅, . . . , ∅) for
1 ≤ i ≤ f and t λj = tλj−2f for 2f + 1 ≤ j ≤ n.
For example, when n = 9, r = f = 2 and λ = ((2, 1), (2)),
H. Rui, M. Si / Journal of Pure and Applied Algebra 212 (2008) 2209–2235 2221
In order to simplify the notation and exposition, we define
Ei,j =

EiEi+1 · · · Ej−1, if i < j
1, if i = j
Ei−1Ei−2 · · · Ej, if i > j.
(5.4)
By Definition 5.1
m t λ = Ef ,nMλ
f∏
i=1
En−2(f−i)−1,2i−1
r∏
j=2
f∏
k=1
(X2k−1 − uj). (5.5)
In [10], Enyang defined m t λ for Brauer and Birman–Murakami–Wenzl algebras. In that case, m λ = m t λ . However, in the
current setting, m λ 6= m t λ in general.
Suppose t ∈ T udn (λ)with (f ,λ) ∈ Λ+r,n. Following [3], we define the residue of k in t to be the scalar ct (k) ∈ R such that
ct (k) =
{
us + j− i, if t k = t k−1 ∪ (s, i, j),
−us − j+ i, if t k−1 = t k ∪ (s, i, j).
We also define
cλ(p) =
{
us + j− i, if p = (s, i, j) is an addable node of λ,
−us − j+ i, if p = (s, i, j) is a removable node of λ.
Remark 5.6. In the remainder of this paper, unless otherwise stated, we always use m t to denote m t +WB(f ,λ)r,n ∈ 1(f ,λ).
Proposition 5.7. {m t | t ∈ T udn (λ)} is an R-basis of 1(f ,λ) for any (f ,λ) ∈ Λ+r,n.
Proof. It follows immediately from Theorem 4.15. 
For each t , s ∈ T udn (λ), let
m s t = b∗sm λbt ,
where ∗ : Wr,n → Wr,n is defined in Lemma 2.14. By standard arguments and Proposition 5.7, we get the following result.
See [20] for Brauer algebras.
Proposition 5.8. {m s t | s , t ∈ T udn (λ), (f ,λ) ∈ Λ+r,n} is a cellular basis of Wr,n over R.
Lemma 5.9. Let t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n. In1(f ,λ),
m t
(
n∑
i=1
Xi
)
=
n∑
k=1
ct λ(k)m t .
Proof. It is proved in [3] that
∑n
i=1 Xi is central inWr,n. First, we considerWr,n over the quotient field of Z[1/2, u1, u2, . . . , ur],
where ui’s are algebraic independent over Z. By [3, 5.3],Wr,n is semisimple. Therefore, each cell module ofWr,n is irreducible.
In particular, 1(f ,λ) is irreducible. By Schur’s Lemma,
∑n
i=1 Xi acts as a scalar on 1(f ,λ). This enables us to consider the
special case t = t λ without loss of generality.
By direct computation,
m t λXi =
{
(−1)i−1u1m t λ , if 1 ≤ i ≤ 2f ,
ct λ(i)m t λ , if 2f + 1 ≤ i ≤ n. (5.10)
We remark that when we compute m t λXi for 2f + 1 ≤ i ≤ n, we use Lemma 2.10, Ef ,nH Bλr,n−2f ⊆ W B(f ,λ)r,n and the following
equality
m t λXi = Ef ,nMλXi−2f
f∏
`=1
En−2(f−`)−1,2`−1
r∏
j=2
f∏
k=1
(X2k−1 − uj).
So,m t (
∑n
i=1 Xi) =
∑n
k=1 ct λ(k)m t . By Proposition 5.7,m t is a Z[1/2,u]-basis, and the required formula holds over Z[1/2,u].
In general, the result follows from base change. 
In order to describe the action of Xk on m t for any t ∈ T udn (λ), we consider  on T udn (λ) as follows.
For any s , t ∈ T udn (λ), we identify s i (resp. t i) with (fi, s i) (resp. (gi, t i)) where (fi, s i), (gi, t i) ∈ Λ+r,i. We say s i D t i if
(fi, s i) D (gi, t i). We write s i B t i if s i D t i and s i 6= t i.
We write s  t if there is a positive integer k ≤ n− 1 such that s k B t k and s j = t j for k+ 1 ≤ j ≤ n. We will use s k t to
denote s j B t j and s l = t l for j+ 1 ≤ l ≤ n and j ≥ k. The following lemma follows immediately from the definition.
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Lemma 5.11. t λ  s for all s ∈ T udn (λ) with s 6= t λ.
It is easy to see that s  v if s  t and t  v . Therefore,  can be refined as a linear order on T udn (λ). There is another
partial order D defined on T udn (λ). More explicitly, s D t if s k D t k for all 1 ≤ k ≤ n. Note that s B t if s D t and s 6= t .
Obviously, s B t implies s  t . However, the converse is not true.
Theorem 5.12. Let t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n. For any integer k, 1 ≤ k ≤ n,
m t Xk = ct (k)m t +
∑
u
k−1 t
aum u ,
where u ∈ T udn (λ) and au ∈ R.
Proof. Note that
∑n
k=1 ct (k) =
∑n
k=1 ct λ(k) for any t ∈ T udn (λ). By Lemma 5.9,
m t
n∑
k=1
Xk =
n∑
k=1
ct (k)m t .
We consider the action of
∑n−1
i=1 Xi onm t . In this case, we use theWr,n−1-filtration on1(f ,λ) in Theorem 4.15. By Lemma 5.9,
m t
n−1∑
j=1
Xj −
n−1∑
j=1
ct (j)m t ∈ SBµλ(i),
where µλ(i) = t n−1 is defined in Theorem 4.15. So, the result holds for k = n. When we consider the case k = n − 1, we
consider the filtration of Wr,n−2-submodules of SDµλ(i)/SBµλ(i). Note that SDµλ(i)/SBµλ(i) ∼= 1(`,µλ(i)) where 1(`,µλ(i)) is
the cell module forWr,n−1. By the above arguments, we can verify the result for k = n−2. Using these arguments repeatedly,
we get the formula for general k. 
Enyang [10] has proved Theorem 5.12 for Brauer algebras and Birman–Murakami–Wenzl algebras. In our setting, we use
 instead of his B.
Given two partitions λ,µ, write λ	 µ = p if either λ ⊂ µ and µ \ λ = p for some removable node p of µ or λ ⊃ µ and
λ \ µ = p for some removable node p of λ.
Suppose s ∈ T udn (λ) and sk ∈ S n. It is defined in [3] that s sk ∈ T udn (λ) if s k	 s k−1 and s k+1	 s k are in different rows and
in different columns. More explicitly,
s sk = (s 1, . . . , s k−1, t k, s k+1, . . . , s n),
where t k is themultipartitionwhich is uniquely determined by the conditions t k	s k+1 = s k−1	s k and s k−1	t k = s k	s k+1.
If the nodes s k 	 s k−1 and s k+1 	 s k are both in the same row, or both in the same column, then s sk is not defined.
Lemma 5.13. Suppose that t ∈ T udn (λ) with t i−2 6= t i. We have
m t Si−1 = m t si−1 +
∑
u
i−1 t si−1
aum u
for some au ∈ R if t si−1 ∈ T udn (λ), t si−1 C t and one of the following conditions holds
(a) t i−2 ⊂ t i−1 ⊂ t i
(b) t i−2 ⊃ t i−1 ⊂ t i such that (q, l) > (p, k) where t i−2 \ t i−1 = (p, k, ν(p)k ), t i \ t i−1 = (q, l,µ(q)l ), t i−2 = ν and t i = µ.
Proof. By Theorem 4.15, we can assume i = n without loss of generality. We write t n−1 = µ and t n−2 = ν. We also write
[λ] = [a1, a2, . . . , ar], [µ] = [b1, b2, . . . , br] and [ν] = [c1, c2, . . . , cr].
Under the condition (a), let t n \ t n−1 = (p, k,λ(p)k ) and t n−1 \ t n−2 = (q, l,µ(q)l ). If we write a = ap−1 +
∑k
i=1 λ
(p)
i and
b = bq−1 +∑li=1 µ(q)i , then a > b under the assumption t sn−1 C t . Since m t n = m λSa,nSb,n−1bt n−2 ,
m t Sn−1 = m λSa,nSb,n−1Sn−1bt n−2 = m λSb,nSa−1,n−1bt n−2 = m t sn−1 .
Under the assumption (b), t n−2 \ t n−1 = (p, k, ν(p)k ) and t n \ t n−1 = (q, l,λ(q)l ). Let a = aq−1+
∑l
i=1 λ
(q)
i , c = cp−1+
∑k
i=1 ν
(p)
i .
Since either q > p or q = p and l > k, we have a ≥ c.
First, we assume p < r. By (5.2) and Remark 5.6,
m t = Ef ,nMλSa,nSn−2,cr−1
p+2∏
j=r
{(Xcj−1 − uj)Scj−1,cj−2 }(Xcp − up+1)Scp,c
c∑
j=cp,k−1+1
Sc,jbt n−2 + W B(f ,λ)r,n .
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We prove our result by induction on q. If q = r, then a ≥ cr−1. Then
m t Sn−1 = Ef ,nMλSn−1,a+1Sa,nSa,cr−1
p+2∏
j=r
{(Xcj−1 − uj)Scj−1,cj−2 }(Xcp − up+1)Scp,c
c∑
j=cp,k−1+1
Sc,jSn−1bt n−2 + W B(f ,λ)r,n
= Ef ,nMλSn−1,cr−1
p+2∏
j=r
{(Xcj−1 − uj)Scj−1,cj−2 }(Xcp − up+1)Scp,c
c∑
j=cp,k−1+1
Sc,jSa+1,n−1bt n−2 + W B(f ,λ)r,n
= m t sn−1 .
If q = r − 1, then cr−2 ≤ a ≤ cr−1. We have
m t Sn−1 = Ef ,nMλSn−1,cr−1+1Sa,cr−1+1(Xcr−1 − ur)Scr−1,cr−2
p+2∏
j=r−1
{(Xcj−1 − uj)Scj−1,cj−2 }(Xcp − up+1)Scp,c
×
c∑
j=cp,k−1+1
Sc,jScr−1+1,n−1bt n−2 + W B(f ,λ)r,n .
By Definition 2.1(e) for i = cr−1,
m t Sn−1 = Ef ,nMλSn−1,cr−1+1Sa,cr−1(Xcr−1+1 − ur)Scr−1+1,cr−2
p+2∏
j=r−1
{(Xcj−1 − uj)Scj−1,cj−2 } × (Xcp − up+1)Scp,c
×
c∑
j=cp,k−1+1
Sc,jScr−1+1,n−1bt n−2 + Ef ,nMλSn−1,cr−1+1Sa,cr−1Ecr−1Scr−1,cr−2
×
p+2∏
j=r−1
{(Xcj−1 − uj)Scj−1,cj−2 }(Xcp − up+1)Scp,c
c∑
j=cp,k−1+1
Sc,jScr−1+1,n−1bt n−2 − Ef ,nMλSn−1,cr−1+1Sa,cr−1Scr−1,cr−2
×
p+2∏
j=r−1
{(Xcj−1 − uj)Scj−1,cj−2 }(Xcp − up+1)Scp,c
c∑
j=cp,k−1+1
Sc,jScr−1+1,n−1bt n−2 + W B(f ,λ)r,n .
Since Ef ,nSn−1,cr−1+1Ecr−1Scr−1+1,n−1 = Ef ,nScr−1,nSn−2,cr−1 , the second term on the right-hand side of the above equality is
equal to
Ef ,nMλ Sa,nSn−2,cr−2
p+2∏
j=r−1
{(Xcj−1 − uj)Scj−1,cj−2 }(Xcp − up+1)Scp,c
c∑
j=cp,k−1+1
Sc,jbt n−2 .
By (4.5), Ef ,nMλSa,n = yλµ. Now, we use Theorem 4.15 to write the second term as an R-linear combination of the elements in
{m u | u ∈ T std(λ), u n−1 D t n−1 B (t sn−1)n−1}. In this case, u n−1 t sn−1.
By computation, the third term on the right-hand side of the above equality is equal to
a∑
j=aq,l−1+1
Sj,aSa,cE
f ,nMνbt n−2 ,
where ν = t n−2. Since we are assuming that ν B λ, the above elements are in W B(f ,λ)r,n . Finally, by Definition 2.1(b), one can
verify that the first term on the right-hand side of the above equality is equal to m t sn−1 .
However, when q < r − 1, the first term is not equal to m t sn−1 . We will use it instead of m t Sn−1 in the above equality to
get a similar equality by using Definition 2.1(e) for i = cr−2. This will enable us to get three terms. If q = r − 2, we will be
done since the first term must be m t sn−1 . The second and third terms can be written as an R-linear combination of m u with
u
n−1 t sn−1. In general, we have to repeat the above procedure to get the required formula. This completes the proof of our
result under the assumption p < r.
Let p = r. Since a ≥ c, we have
m t Sn−1 = Ef ,nMλSa,n−1Sn−2,c
c∑
j=cr,k−1+1
Sc,jbt n−2 + W B(f ,λ)r,n
= Ef ,nMλSn−1,a+1Sa,n−1Sa,c
c∑
j=cr,k−1+1
Sc,jbt n−2 + W B(f ,λ)r,n
= Ef ,nMλSn−1,c
c∑
j=cr,k−1+1
Sc,jSa+1,n−1bt n−2 + W B(f ,λ)r,n
= m t sn−1 . 
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6. Recursive formulae for Gram determinants
In this section, unless otherwise stated, we always assume that F is a field which satisfies Assumption 6.1. By [3, 5.3],
Wr,n is split semisimple over F. We will construct orthogonal bases forWr,n and its cell modules. We prove that the transition
matrix between the Murphy basis and the orthogonal basis of a cell module is upper unitriangular. Therefore, the Gram
determinants associated to a cell module which are defined by the Murphy basis and the orthogonal basis are the same.
Finally, we give a recursive formula to compute the diagonal entry of the Grammatrix defined by the orthogonal basis. This
will give a formula to compute the Gram determinant associated to a cell module.
Assumption 6.1 ([3, 4.3]). Suppose that F is a field of characteristic p where either p = 0 or p > 2n. Suppose that
u = (u1, u2, . . . , ur) ∈ Fr is generic in the sense that |d| ≥ 2nwhenever ui ± uj = d · 1F for i 6= j and 2ui = d · 1F .
Given a positive integer k ≤ n. It is defined in [3] that s k∼ t for s , t ∈ T udn (λ) if s i = t i for i 6= k and 1 ≤ i ≤ n.
Lemma 6.2 ([3, 4.4]). Suppose that s , t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n. Then
(a) s = t if and only if cs (k) = ct (k), for k = 1, . . . , n;
(b) if 1 t k−1 6= t k+1, then ct (k)± ct (k+ 1) 6= 0 for 1 ≤ k < n;
(c) if s k−1 = s k+1 then cs (k)± ct (k) 6= 0, whenever t k∼ s and t 6= s ;
(d) 2ct (k)± 1 6= 0 for 1 ≤ k ≤ n.
For any k ∈ Z, 1 ≤ k ≤ n, define
R(k) = {ct (k) | t ∈ T udn (λ), (f ,λ) ∈ Λ+r,n}.
Definition 6.3. Assume that s , t ∈ T udn (λ)with (f ,λ) ∈ Λ+r,n. Define
(a) Ft = ∏nk=1∏r ∈R(k)
ct (k) 6= r
xk−r
ct (k)−r
(b) fs t = Fsm s t Ft ,
(c) fs = m s Fs .
We remark that ft ∈ 1(f ,λ) since we are using m t instead of m t + W B(f ,λ)r,n . By standard arguments (see [20] for Brauer
algebras or [16] for a general class of cellular algebras), one can verify Lemma 6.4, Lemma 6.5, Theorem 6.6 and Lemmas 6.8–
6.10. We remark that the method to prove Lemma 6.4(c)–(d) for Hecke algebras of type A, which is given in [15], is still
available although we use  instead of B.
Lemma 6.4. Suppose that t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n.
(a) ft = m t +∑s∈T udn (λ) asm s , and s  t if as 6= 0.
(b) m t = ft +∑s∈T udn (λ) bs fs , and s  t if bs 6= 0.
(c) ft xk = ct (k)ft , for any integer k, 1 ≤ k ≤ n.
(d) ft Fs = δs t ft for all s ∈ T udn (µ) with ( n−|µ|2 ,µ) ∈ Λ+r,n.
Lemma 6.5. (a) {ft | t ∈ T udn (λ)} is a basis of 1(f ,λ).
(b) The Gram determinants associated to 1(f ,λ) defined by {ft | t ∈ T udn (λ)} and the Murphy basis in Proposition 5.7 are the
same.
Proof. Both (a) and (b) follow from Lemma 6.4. 
Such a basis will be called an orthogonal basis of 1(f ,λ). We remark that an orthogonal basis for 1(f ,λ) has been
constructed in Section 4 of [3] in order to show that Wr,n is free over a commutative ring. However, we cannot use that
basis instead of the orthogonal basis constructed here since the Gram matrix defined by the orthogonal basis in [3] has a
different determinant.
Theorem 6.6. {fs t | s , t ∈ T udn (λ), (f ,λ) ∈ Λ+r,n} is an F-basis of Wr,n. Further, we have fs t fuv = δtu 〈ft , ft 〉fsv where s , t , u , v
are updown tableaux and 〈 , 〉 is the associative symmetric bilinear form defined on the cell module1(f ,λ) with t ∈ T udn (λ).
Definition 6.7. For any s , t ∈ T udn (λ) and a positive integer k ≤ n− 1, define st s (k), et s (k) ∈ F by declaring that
ft Sk =
∑
s∈T udn (λ)
st s (k)fs , ft Ek =
∑
s∈T udn (λ)
et s (k)fs .
1 [3, 4.4b] should be read in the current form.
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Lemma 6.8. Suppose t ∈ T udn (λ) and (f ,λ) ∈ Λ+r,n.
(a) s k∼ t if either st s (k) 6= 0 or et s (k) 6= 0.
(a) ft Ek = 0 if t k−1 6= t k+1 for any 1 ≤ k ≤ n− 1.
Lemma 6.9. Let t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n.
(a) Assume t k−1 6= t k+1.
(i) If t k 	 t k−1 and t k 	 t k+1 are in the same row of a component, then ft Sk = ft .
(ii) If t k 	 t k−1 and t k 	 t k+1 are in the same column of a component, then ft Sk = −ft .
(b) Assume t k−1 = t k+1.
(i) ft Ek =∑
s
k∼ t et s (k)fs . Furthermore, 〈fs , fs 〉et s (k) = 〈ft , ft 〉es t (k).
(ii) ft Sk =∑
s
k∼ t st s (k)fs . Furthermore, st s (k) =
ets (k)−δts
ct (k)+cs (k) .
The following result can be proved by the arguments similar to those for Brauer algebras in [20]. The only difference is
that we have to use Lemma 5.13 instead of [20, 3.14] when we prove Lemma 6.10(2). Note that Lemma 6.10(1) follows from
(2) and the identity 〈ft , ft 〉 = 〈ft Si, ft Si〉.
Lemma 6.10. Given a t ∈ T udn (λ) with t i−1 6= t i+1.
(1) 〈ft si , ft si 〉 = (1− st t (i)2)〈ft , ft 〉,
(2) ft Si = st t (i)ft + st ,t si(i)ft si ,
where st t (i) = (ct (i+ 1)− ct (i))−1 and st ,t si(i) = 1 if t si ∈ T udn (λ) with t si C t , and one of the following conditions holds,
(a) t i−1 ⊂ t i ⊂ t i+1
(b) t i−1 ⊃ t i ⊂ t i+1 such that (q, l) > (p, k) where t i−1 \ t i = (p, k, ν(p)k ), t i+1 \ t i = (q, l,µ(q)l ), and t i−1 = ν and t i+1 = µ.
For any partition λ = (λ1,λ2, . . . ,λk), let λ! = λ1!λ2! · · ·λk!. If λ = (λ(1),λ(2), . . . ,λ(r)) ∈ Λ+r (n), let λ! =
λ(1)!λ(2)! · · ·λ(r)!.
Lemma 6.11. Suppose that (f ,λ) ∈ Λ+r,n1 and (f ,µ) ∈ Λ+r,n2 . Let [λ] = [a1, a2, . . . , ar] and [µ] = [b1, b2, . . . , br]. Then
〈ft λ , ft λ 〉
〈ftµ , ftµ 〉 =
λ! r∏
j=2
aj−1∏
k=1
(ctλ(k)− uj)
µ! r∏
j=2
bj−1∏
k=1
(ctµ(k)− uj)
. (6.12)
Proof. By (3.7), there is a φi ∈ Z(Wr,i−1) ∩ F[X1, X2, . . . , Xi−1] such that
Ei
r∏
j=2
(Xi − uj)Ei = φiEi. (6.13)
For any t ∈ T udn (λ), let φi,t be obtained from φi by using ct (k) instead of Xk in φi.
Let u = (t λ1, t λ2, . . . , t λ2f−2) and let %f =
∏r
j=2
∏f
i=1(X2i−1 − uj). By (5.5), m u =
∏f−1
i=1 E2i−1%f−1. Since u ∈ T ud2f−2(∅) is
maximal, by Theorem 5.12, m uφ2f−1 = φ2f−1,t λm u . Since W B(f−1,∅)r,2f−2 = 0, the previous equality holds in Wr,2f−2.
Let E = ∏fj=1 En−2(f−j)−1,2j−1. By repeating the previous arguments, we have
E%fE
∗ = φ1,t λφ3,t λ · · ·φ2f−1,t λEf ,n−1. (6.14)
By Lemmas 5.11 and 6.4, ft λ ≡ m t λ . In the following equivalence relation, we omit (mod W B(f ,λ)r,n ) for the simplification
of notation and exposition. By (5.5), m t λ = Ef ,nMλEρf and m t λt λ = ρfE∗Ef ,nMλEρf . So,
ft λt λ ft λt λ = Ft λm t λt λFt λFt λm t λt λFt λ
≡ Ft λm t λt λ%fE∗m t λFt λ
≡
r∏
j=2
(u1 − uj)f Ft λm ∗t λE%fE∗m t λFt λ , by (5.10)
≡
r∏
j=2
(u1 − uj)f
f∏
j=1
φ2j−1,t λFt λm
∗
t λ
Ef ,n−1m t λFt λ , by (6.14)
≡ λ!
r∏
j=2
(u1 − uj)f
f∏
j=1
φ2j−1,t λ
r∏
j=2
aj−1∏
k=1
(ctλ(k)− uj)Ft λm t λt λFt λ ,
≡ λ!
r∏
j=2
(u1 − uj)f
f∏
j=1
φ2j−1,t λ
r∏
j=2
aj−1∏
k=1
(ctλ(k)− uj)ft λt λ .
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In order to get the fourth equivalence relation, we use Definition 2.1(d), Ef ,nEf ,n−1Ef ,n = Ef ,n and the results for degenerate
Hecke algebras to compute uλxλuλxλ. Furthermore, by Theorem 6.6,
ft λt λ ft λt λ = λ!
r∏
j=2
(u1 − uj)f
f∏
j=1
φ2j−1,t λ
r∏
j=2
aj−1∏
k=1
(ctλ(k)− uj)ft λt λ .
So,
〈ft λ , ft λ 〉 = λ!
r∏
j=2
(u1 − uj)f
f∏
j=1
φ2j−1,t λ
r∏
j=2
aj−1∏
k=1
(ctλ(k)− uj).
Since we are assuming that t λ ∈ T udn1 (λ), t µ ∈ T udn2 (µ), n1 = 2f + |λ| and n2 = 2f + |µ|, t λj = t µj for 1 ≤ j ≤ 2f . So,
φ1,t λφ3,t λ · · ·φ2f−1,t λ = φ1,tµφ3,tµ · · ·φ2f−1,tµ . Now, (6.12) follows immediately. 
Following [20], let tˆ = (t 0, t 1, t 2, . . . , t n−1) and t˜ = (s 0, s 1, s2, . . . , s n−1, t n)with t n−1 = µ and (s 0, s 1, s 2, . . . , s n−1) =
t µ for any t = (t 0, t 1, t 2, . . . , t n) ∈ T udn (λ). We will compute 〈ft , ft 〉 for any t ∈ T udn (λ)with (f ,λ) ∈ Λ+r,n, by the following
recursive formula.
Proposition 6.15. Assume that t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n. If t n−1 = µ, then
〈ft , ft 〉 = 〈ftˆ , ftˆ 〉 〈ft˜ , ft˜ 〉〈ftµ , ftµ 〉 .
Proof. We have already generalized [20, 2.5c, 2.11]. In order to prove this result, we have to generalize [20, 3.8], which
can be proved easily. Now, the result can be proved by the arguments in the proof of [20, 4.2]. We leave the details to the
reader. 
By Proposition 6.15, we need only compute 〈ft , ft 〉〈ftµ ,ftµ 〉 for all t ∈ T udn (λ) with tˆ = t µ. There are three cases which will be
discussed in Propositions 6.17, 6.22 and 6.34.
The following definition is motivated by our work on Brauer algebras in [20].
Definition 6.16. For any λ ∈ Λ+r (n− 2f ), let A (λ) (resp.R(λ)) be the set of all addable (resp. removable) nodes of λ. Given
a removable (resp. an addable) node p = (s, k,λk) (resp. (s, k,λk + 1)) of λ, define
(a) R(λ)<p = {(h, l,λl) ∈ R(λ) | (h, l) > (s, k)},
(b) A (λ)<p = {(h, l,λl + 1) ∈ A (λ) | (h, l) > (s, k)},
(c) AR(λ)≥p = {(h, l,λl) ∈ R(λ) | (h, l) ≤ (s, k)} ∪ {(h, l,λl + 1) ∈ A (λ) | (h, l) ≤ (s, k)}.
The following result can be proved by the arguments in the proof of [20, 4.5]. The only difference is that we have to use
Lemma 6.10(1) instead of [20, 4.3].
Proposition 6.17. Let t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n. If tˆ = t µ with t n = t n−1 ∪ {p} and p = (m, k,λ(m)k ), then
〈ft , ft 〉
〈ftµ , ftµ 〉 = (−1)
r−m+1
∏
q∈A (λ)<p
(cλ(p)+ cλ(q))∏
r∈R(λ)<p
(cλ(p)− cλ(r)) , (6.18)
Proof. Letλ = [a1, a2, . . . , ar]. By assumption, t = t λsa,n where a = 2f+am−1+∑ki=1 λ(m)i . Note that t C t sn−1 · · · C t sn,a = t λ,
and t a ⊂ t a+1 ⊂ · · · ⊂ t n. We use Lemma 6.10(1) for each pair {ft λsa,j , ft λsa,j+1 }, a ≤ j ≤ n− 1 to get
〈ft , ft 〉 = 〈ft λ , ft λ 〉
n−1∏
j=a
(1− (ct (n)− ct (j))−2). (6.19)
For each a, b ∈ Zwith b > a and an indeterminate q,
b∏
i=a
(q− i)2 − 1
(q− i)2 =
q− a+ 1
q− a
q− b− 1
q− b .
We use the above equality to simplify (6.19) and get
〈ft , ft 〉 = (−1)
r−m+1〈ft λ , ft λ 〉
λ
(m)
k
r∏
j=m+1
(um + λ(m)k − k− uj)
∏
q∈A (λ)<p
(cλ(p)+ cλ(q))∏
r∈R(λ)<p
(cλ(p)− cλ(r)) .
Finally, we use (6.12) and the above equality to write 〈ft ,ft 〉〈ftµ ,ftµ 〉 as the required formula. 
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In Lemma 6.20, Propositions 6.22 and 6.34, we assume that F satisfies [3, 4.12] which is called the root condition. By
arguments similar to those for Brauer algebras in the proof of [20, 3.16], we can prove that the orthogonal basis element ft
is the same as vt up to a scalar, where v − t is defined in [3, 4.13] for t ∈ T udn (λ). Therefore, et t (k) defined in both [3] and
the current paper are the same. This will prove Lemma 6.20. We leave the details to the reader.
Lemma 6.20. Given a t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n. If t k−1 = t k+1, then
et t (k) = (2ct (k)− (−1)r)
∏
s
k∼t
s 6=t
ct (k)+ cs (k)
ct (k)− cs (k) .
By Definition 2.1(g), En−1Sn−2 = En−1En−2Sn−1. By (3.7) and [3, 2.3] for i = n − 2, one can verify the following result
immediately.
h = En−1Xkn−2 − En−1
k∑
j=1
{
(−1)j−1Xk−1n−2 − Xk−jn−2ω(j−1)n−1
}
, (6.21)
where h = En−1Sn−2Xkn−1En−1 and ω(j−1)n−1 is defined in (3.7).
For any partition λ, let l(λ) = k if k is the maximal integer such that λk 6= 0.
Proposition 6.22. Given a t ∈ T udn (λ) with t µ = tˆ . If t n−1 = t n ∪ p with p = (s, k,µ(s)k ) such that µ(j) = ∅ for all integers j,
s < j ≤ r and l(µ(s)) = k, then
〈ft , ft 〉
〈ftµ , ftµ 〉 =
r∏
j=s+1
(us + µ(s)k − k+ uj)
∏
q 6=p
q∈AR(λ)≥p
cλ(p)+ cλ(q)
cλ(p)− cλ(q)A, (6.23)
where
A =
{
(2us + 2µ(s)k − 2k− (−1)r), if λ(s)k = 0,
(2us + µ(s)k − 2k)(2us + 2µ(s)k − 2k− (−1)r), if λ(s)k > 0.
Proof. Let E = ∏fi=2 En−2i+1,n−2i+3. By Definition 2.1, Ef ,nSn−1,n−2f+1 = En−1E, EXkn−2f+1 = Xkn−1E and En−1Xkn−1 = (−1)kEn−1Xkn.
So, Ef ,nSn−1,n−2f+1Xkn−2f+1 = Ef ,nE(−Xn)k. Therefore,
Ef ,nSn−1,n−2f+1Xkn−2f+1Sn−2f ,n−1Ft ,nFt ,n−1En−1
= En−1ESn−2f ,n−1(−Xn)kFt ,nFt ,n−1En−1
= Ef−1,n−2Sn−2f ,n−2En−1Sn−2(−Xn)kFt ,nFt ,n−1En−1Sn−2,n−2f
=∑
l
Ef ,nSn−2f ,n−2Xln−2ψlSn−2,n−2f ,
where ψl ∈ Z(Wr,n−2) ∩ F[X1, X2, . . . , Xn−2] is determined by (6.21). Write E′ = ∏2i=f En−2i+2,n−2i. Then E′Xln−2 = Xln−2fE′, and
Ef ,nSn−2f ,n−2Xln−2Sn−2,n−2f = En−1E′Xln−2Sn−2,n−2f
= Xln−2fEn−1E′Sn−2,n−2f = Xln−2fEf ,nSn−2f ,n−2Sn−2,n−2f
= Ef ,nXln−2f .
So,
Ef ,nSn−1,n−2f+1Xkn−2f+1Sn−2f ,n−1Ft ,nFt ,n−1En−1 =
∑
l
Ef ,nXln−2fψl. (6.24)
Let as,k−1 = as−1 +∑k−1j=1 λ(s)j where [λ] = [a1, a2, . . . , ar]. By Definition 5.1 and (6.24),
ft En−1 = En−1Sn−1,n−2f+1m µSn−2f+1,n−1bt n−2Ft En−1
= MλEf ,nSn−1.n−2f+1
r∏
j=s+1
(Xn−2f+1 − uj)
n−2f+1∑
i=as,k−1+1
Sn−2f+1,iSn−2f+1,n−1Ft ,nFt ,n−1En−1bt n−2
n−2∏
k=1
Ft ,k + W B(f ,λ)r,n
= Ef ,nMλ
Φt +∑
`
X`n−2fψ`
n−2f∑
i=as,k−1+1
Sn−2f ,i
 bt n−2 n−2∏
k=1
Ft ,k + W B(f ,λ)r,n ,
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where Φt ∈ F[X1, X2, . . . , Xn−2] ∩ Z(Wr,n−2) is given by
En−1
r∏
j=s+1
(−Xn − uj)Ft ,n−1Ft ,nEn−1 = Φt En−1. (6.25)
Write Ψt =∑` X`n−2ψ`. Since Sn−2f ,i ∈ Sλ,
Ef ,nMλXn−2f Sn−2f ,i ≡ ctλ(n− 2f )Ef ,nMλ (mod W B(f ,λ)r,n ).
Note that ctλ(n− 2f ) = ct λ(n− 2) and Φt ,ψ` ∈ Z(Wr,n−2), so
ft En−1 = Ef ,nMλbt n−2
(
Φt + λ(s)k
∑
`
ψ`ct λ(n− 2)`
)
n−2∏
k=1
Ft ,k + W B(f ,λ)r,n .
Let u ∈ T udn (λ) be such that u n−1∼ t and
u n−1 =

t n−2 ∪ {(r, l+ 1, 1)}, if l(µ(r)) = l and µ(r)l > 1,
t n−1, if l(µ(r)) = l and µ(r)l = 1,
t n−2 ∪ {(r, 1, 1)}, if µ(r) = ∅.
By Definition 5.1,
m u = En−1Sn−1,n−2f+1Ef−1,n−1MµSn−2f+1,n−1bt n−2 + W B(f ,λ)r,n
= Ef ,nSn−1,n−2f+1MµSn−2f+1,n−1bt n−2 + W B(f ,λ)r,n
= Ef ,nMλSn−1,n−2f+1Sn−2f+1,n−1bt n−2 + W B(f ,λ)r,n
= Ef ,nMλbt n−2 + W B(f ,λ)r,n .
Note that v = (u 1, u 2, . . . , u n−2) ∈ T udn−2(λ) is the unique maximal element. So,
m v Xk ≡ ct λ(k)m v (mod W B(f−1,λ)r,n−2 ). (6.26)
Since En−1W
B(f−1,λ)
r,n−2 ⊂ W B(f ,λ)r,n , we have
Ef ,nMλbt n−2
(
Φt + λ(s)k
∑
`
ψ`ct λ(n− 2)`
)
n−2∏
k=1
Ft ,k + W B(f ,λ)r,n = (Φt ,λ + λ(s)k Ψt ,λ)m u ,
where Φt ,λ (resp. Ψt ,λ) is obtained from Φt (resp. Ψt ) by using ct λ(k) instead of Xk for 1 ≤ k ≤ n − 2. So, ft En−1 ≡
(Φt ,λ + λ(s)k Ψt ,λ)m u . By Lemma 6.4,
etu (n− 1) = Φt ,λ + λ(s)k Ψt ,λ. (6.27)
On the other hand, by Lemma 6.4(c), fs Ft ,n−1Ft ,n = 0 for any s n−1∼ t and s 6= t . So,
Φt ,λft En−1 = ft En−1
r∏
j=s+1
(−Xn − uj)Ft ,n−1Ft ,nEn−1
= ∑
v
n−1∼ t
etv (n− 1)fv
r∏
j=s+1
(−Xn − uj)Ft ,n−1Ft ,nEn−1
= et t (n− 1)
r∏
j=s+1
(−ct (n)− uj)ft En−1.
By Lemma 6.20, et t (n− 1) 6= 0. By comparing the coefficient of ft in ft En−1 on both sides of the above equality, we have
Φt ,λ = et t (n− 1)
r∏
j=s+1
(−ct (n)− uj). (6.28)
Now, we want to compute λ(s)k Ψt ,λ. We assume λ
(s)
k 6= 0. Otherwise, λ(s)k Ψt ,λ = 0. In this case, both t n−2 	 t n−1 and
t n−2 	 t n−3 are in the same row of a component. By Lemma 6.9, ft Sn−2 = ft . We use Ψt ,λ instead of Φt ,λ in the above
arguments to get
Ψt ,λ = et t (n− 1)
r∏
j=s+1
(−ct (n)− uj). (6.29)
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By (6.27),
etu (n− 1) = (λ(s)k + 1)et t (n− 1)
r∏
j=s+1
(−ct (n)− uj). (6.30)
Recall that v = (u 1, u2, . . . , u n−2) ∈ T udn−2(λ) is the unique maximal element. Since m v = Ef−1,n−2Mλbv , by (5.5),
m vm
∗
v ≡ c1Ef−1,n−2Mλ(mod W B(f−1,λ)r,n−2 ). So,
Fsm vm
∗
v Fs = c1Fs Ef−1,n−2MλFs , (6.31)
for some scalar c1 ∈ R, where s ∈ T udn−2(λ) such that
(a) tλ↓i is the s i-tableau for 1 ≤ i ≤ n− 2f .
(b) s i = s n−2f = λ for n− 2f + 1 ≤ i ≤ n such that n− i is even.
(c) s i is obtained from s n−2f by adding a box such that s i is minimal if n− 2f + 1 ≤ i ≤ n and n− i is odd.
Further, Ef−1,n−2Mλ = m ss . Note that m v = m v Fv in 1(f − 1,λ). We have Fsmv = fs ,v and m ∗v Fs = fv ,s . By (6.31) and
Theorem 6.6,
c1 = 〈fv , fv 〉. (6.32)
Now, we compute 〈fu , fu 〉. Wewritem t λ = Ef ,nMλa+W B(f ,λ)r,n where a ∈ Wr,n is given in (5.5). Thenm t λ,u = a∗Ef ,nMλbu =
a∗Ef ,nMλbt n−2 where ∗ is the anti-involution on Wr,n in Theorem 2.17. By similar arguments to those above, we have
ft λu fut λ ≡ Ft λm t λu Fu ,n−1Fu ,nm ut λFt λ (mod W B(f ,λ)r,n )
≡ Ft λa∗m v En−1Fu ,n−1Fu ,nEn−1m ∗v aFt λ (mod W B(f ,λ)r,n )
≡ Ft λa∗m v En−1Υum ∗v aFt λ (mod W B(f ,λ)r,n )
≡ Υu ,λFt λa∗m v En−1m ∗v aFt λ (mod W B(f ,λ)r,n )
≡ euu (n− 1)〈fv fv 〉ft λt λ (mod W B(f ,λ)r,n ),
where Υu ∈ Z(Wr,n−2) ∩ F[X1, X2, . . . , Xn−2] is defined by
En−1Fu ,n−1Fu ,nEn−1 = Υu En−1.
In order to get the fourth equivalence relation, we use (6.26). When we get the fifth equivalence relation, we use
(6.31)–(6.32). We also need to verify Υu ,λ = euu (n − 1), where Υu ,λ is obtained from Υu by using ct λ(k) instead of Xk.
One can verify it by similar arguments for Φt ,λ. So,
〈fu , fu 〉 = euu (n− 1)〈fv , fv 〉. (6.33)
By comparing the coefficient of fs on both sides of the equality ft En−1Wn−1(y) = ft En−1 yy−Xn−1 En−1, we have
etu (n− 1)eut (n− 1) = et t (n− 1)euu (n− 1).
Since 〈ft En−1, fu 〉 = 〈ft , fu En−1〉,
〈ft , ft 〉
〈ftµ , ftµ 〉 =
etu (n− 1)〈fu , fu 〉
eut (n− 1)〈ftµ , ftµ 〉 =
e2tu (n− 1)〈fu , fu 〉
euu (n− 1)et t (n− 1)〈ftµ , ftµ 〉 .
By (6.30), (6.33), Lemma 6.20 and (6.12) for (f − 1,λ) ∈ Λ+r,n−2 and (f − 1,µ) ∈ Λ+r,n−1, we can simplify the above equality to
write 〈ft ,ft 〉〈ftµ ,ftµ 〉 in the required form. 
Proposition 6.34. Let t ∈ T udn (λ) with (f ,λ) ∈ Λ+r,n, λ = (λ(1),λ(2), . . . ,λ(s),∅, . . . , ∅) and l(λ(s)) = l. Suppose tˆ = t µ,
and t n−1 = t n ∪ p with p = (m, k,µ(m)k ) such that (m, k) < (s, l). Let µ = [b1, b2, . . . , br]. We define u = t sn,a+1 with
a = 2(f − 1)+ bm−1 +∑kj=1 µ(m)j and v = (u 1, . . . , u a+1). Then
〈ft , ft 〉
〈ftµ , ftµ 〉 = (−1)
r−m+1 ∏
q 6=p
q∈AR(λ)≥p
cλ(p)+ cλ(q)
cλ(p)− cλ(q)
∏
q∈A (µ)<p
(cµ(p)− cµ(q))∏
r∈R(µ)<p
(cµ(p)+ cµ(r)) B,
where
B =

2um + 2µ(m)k − 2k− (−1)r, if (m, k,λ(m)k ) ∈ R(λ),
2um + 2µ(m)k − 2k− (−1)r
2um − 2k+ 2λ(m)k + 1
, if (m, k,λ(m)k ) 6∈ R(λ).
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Proof. The result can be proved by the arguments similar to those for the proof of [20, 4.9]. We give a sketch here.
By assumption, t C t sn−1 C · · · C t sn,a+1 = u . Given a positive integer j with a + 1 ≤ j ≤ n − 1. Since the triple
{(u sa+1,j)j−1, (u sa+1,j)j, (u sa+1,j)j+1} satisfies the condition(b) in Lemma 6.10, we can use Lemma 6.10 repeatedly for the
pairs {fu sa+1,j , fu sa+1,j+1 }. Finally, we use Proposition 6.15, Lemma 6.20, (6.18) and Proposition 6.22 to compute 〈fs , fs 〉 for
s ∈ {t , u , v }. Finally, we use (6.12). This will give us the required formula. 
Corollary 6.35. Suppose that (f ,λ) ∈ Λ+r,n. Let [λ] = [a1, a2, . . . , ar]. Then
〈ft λ , ft λ 〉 = λ!(2u1 − (−1)r)f
r∏
j=2
aj−1∏
k=1
(ctλ(k)− uj)×
r∏
j=2
(u21 − u2j )f .
Proof. One can verify the result by Propositions 6.17 and 6.22. 
Assume that (f ,λ) ∈ Λ+r,n and (l,µ) ∈ Λ+r,n−1. Wewrite (l,µ)→ (f ,λ) if either l = f andµ is obtained from λ by removing
a removable node or l = f−1 andµ is obtained from λ by adding an addable node.WhenWr,n is semisimple, we have [3, 5.3a]
1(f ,λ) ↓∼=
⊕
(l,µ)→(f ,λ)
1(l,µ), (6.36)
where1(f ,λ) ↓ is1(f ,λ) considered as a Wr,n−1-module.
As we have done in [20], we define γλ/µ ∈ F to be the scalar given by
γλ/µ = 〈ft , ft 〉〈ftµ , ftµ 〉 ,
where t ∈ T udn (λ)with tˆ = t µ ∈ T udn−1(µ).
The following result can be easily verified. When i = 0, we set ai = 0.
Lemma 6.37 (cf. [3, 5.1]). Suppose that (f ,λ) ∈ Λ+r,n. Let [λ] = [a1, a2, . . . , ar]. Then
dim1(f ,λ) = r
fn!(2f − 1)!!
(2f )! r∏
i=1
(ai − ai−1)!
r∏
i=1
ai!∏
(k,`)∈λ(i)
hλ
(i)
k,`
,
where hλ(i)k,` = λ(i)k + λ(i)`
′ − k− `+ 1 is the hook length of (k, l) in λ(i).
Theorem 6.38. Let Wr,n be the cyclotomic Nazarov–Wenzl algebra over Z[1/2,u]. Suppose that Ω is u-admissible. Let detGf ,λ be
the Gram determinant associated to the cell module1(f ,λ) of Wr,n.
detGf ,λ =
∏
(l,µ)→(f ,λ)
detGl,µ · γdim1(l,µ)λ/µ ∈ Z[1/2,u]. (6.39)
Furthermore, dim1(l,µ) can be computed by Lemma 6.37 and each scalar γλ/µ can be computed explicitly by Propositions 6.17,
6.22 and 6.34.
Proof. The result, which can be considered as a generalization of [20, 4.11], can be proved by arguments similar to those
for [20, 4.11]. We include a proof here.
We first consider Wr,n over C(u), where u = (u1, u2, . . . , ur) and each ui is an indeterminate. Obviously, C(u) satisfies
Assumption 6.1. In order to use the seminormal representation constructed in [3], we consider Wr,n over the complex field.
Note that R ⊂ C. By [3, 5.4a], Lemma 6.20 holds for Wr,n over C for infinitely many u. Using the fundamental theorem of
algebra repeatedly, we obtain the result over C(u)where u1, u2, . . . , ur are indeterminates. Therefore, we can use previous
results in this section. Note that the Gram matrix G˜f ,λ, which is defined via the orthogonal basis of 1(f ,λ), is a diagonal
matrix. Each diagonal is of the form 〈ft , ft 〉, t ∈ T udn (λ). Therefore, det G˜f ,λ =
∏
t∈T udn (λ)〈ft , ft 〉. By Proposition 6.15 and the
classical branching rule for1(f ,λ) in (6.36),
det G˜f ,λ =
∏
(l,µ)→(f ,λ)
detGl,µ · γdim1(l,µ)λ/µ .
By Lemma 6.5, detGf ,λ = det G˜f ,λ. Since the Murphy basis of1(f ,λ) is defined over Z[1/2,u], the Grammatrices associated
to1(f ,λ)which are defined over Z[1/2,u] and C(u) are the same. We have detGf ,λ ∈ Z[1/2,u] as required. 
We remark that (6.39) holds over any field since one can use base change to get the required formula.
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7. A necessary and sufficient condition for Wr,n being semisimple
In this section, F is a field which contains u1, u2, . . . , ur and non-zero element 2. We also assume that Ω is u-admissible.
We will prove Theorem 7.9, which will give a necessary and sufficient condition for Wr,n to be semisimple over F.
In Lemmas 7.1, 7.2 and 7.5, we assume that R = Z[1/2,u]. Let R1 be the multiplicative sub-semigroup of R generated by
1 and ui − uj + d, with |d| < n, 1 ≤ i, j ≤ r.
Lemma 7.1. If n = 2, then
detG1,∅ = (−1) 12 r(r−1)
r∏
m=1
(
(2um − (−1)r)
∏
h6=m
(um + uh)
)
.
Proof. Given a positive integerm ≤ r, let t (m) ∈ T ud2 (∅) be such that themth component of t (m)1 is (1). By Propositions 6.17
and 6.22,
〈ft (m), ft (m)〉 = (2um − (−1)r)
r∏
j=m+1
(um − uj)2
∏
i 6=m
(um + ui)
(um − ui) .
So,
detG1,φ =
r∏
m=1
〈ft (m), ft (m)〉 = (−1) 12 r(r−1)
r∏
m=1
(
(2um − (−1)r)
∏
i 6=m
(um + ui)
)
. 
Lemma 7.2. Assume that λ ∈ Λ+r (n− 2) with n ≥ 2 and λ(m) = (n− 2) for some positive integer m ≤ r. There is a C1 ∈ R1 such
that
detG1,λ = C1C2(2um + n− 3)n−1
∏
j6=m
∏
i 6∈{m,j}
(uj + ui) n(n−1)2
× ∏
i 6=m
(2ui − (−1)r) n(n−1)2 (um + ui + n− 2)n(um + ui − 1)n(n−2),
where
C2 =
{
(2um + 2n− 3)(2um − 1) 12 n(n−3) if 2 - r,
(2um − 3) 12 (n−1)(n−2), if 2 | r.
Proof. We prove the result by induction on n. By Lemma 7.1, we can write detG1,∅ in the required form.
Assume that n ≥ 3. By Theorem 6.38,
detG1,λ =
∏
(1,µ)→(1,λ)
detG1,µγ
dim1(1,µ)
λ/µ
∏
(0,ν)→(1,λ)
detG0,νγ
dim1(0,ν)
λ/ν .
Sincewe are assuming that (0, ν)→ (1,λ), ν ∈ Λ+r (n−1) and either ν(m) ∈ {(n−1), (n−2, 1)} or ν(i) = (1), ν(m) = (n−2)
for i 6= m. By Propositions 6.17, 6.22 and 6.34, we can verify the following equalities easily.
γλ/ν =

(2um + n− 3)(2um + 2n− 4− (−1)r)
(2um + 2n− 5)
∏
i 6=m
(um + ui + n− 2)
m−1∏
i=1
(um − ui + n− 2)
, if ν(m) = (n− 1),
(n− 2)(2um − 2− (−1)r)(2um + n− 3)
(n− 1)(2um + n− 4)
∏
i 6=m
(um + ui − 1)
m−1∏
i=1
(um − ui − 1)
, if ν(m) = (n− 2, 1).
(7.3)
Furthermore, dim1(0, ν) = 1 (resp. n − 2) if ν(m) = (n − 1) (resp. ν(m) = (n − 2, 1)). If ν(i) = (1), ν(m) = (n − 2) for i 6= m,
then dim1(0, ν) = n− 1. In this case,
γλ/ν = (2ui − (−1)
r)(ui + um + n− 2)(ui + um − 1)
(ui + um + n− 3)
∏
j6∈{i,m}
(ui + uj)∏
1≤j≤i−1
j6=m
(ui − ui)A, (7.4)
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where
A =

1, if 1 ≤ i ≤ m− 1,
ui − um − n+ 3
(ui − um − n+ 2)(ui − um + 1) , if m+ 1 ≤ i ≤ r.
Note that the numerators ofγλ/µ ∈ R1 if (1,µ)→ (1,λ). Also, we have detG0,ν ∈ R1 since G0,ν can be considered as the Gram
matrix associated to the cell module1(ν) forHr,n−1. By our induction assumption on detG1,µ and the previous formulae on
γλ/ν, we can write detG1,λ in the required form. 
By induction on n one can verify the following Lemma by arguments similar to those in the proof of Lemma 7.2.
Lemma 7.5. Suppose that λ ∈ Λ+r (n− 2) with λ(m) = (1n−2) and n ≥ 2. There is a D1 ∈ R1 such that
detG1,λ = D1D2(2um − n+ 3)n−1
∏
j6=m
∏
i 6∈{m,j}
(uj + ui) n(n−1)2
× ∏
i 6=m
(2ui − (−1)r) n(n−1)2 (um + ui − n+ 2)n(um + ui + 1)n(n−2),
where
D2 =
{
(2um − 2n+ 3)(2um + 1) 12 n(n−3), r is even,
(2um + 3) 12 (n−1)(n−2), if r is odd.
In fact,
C1 = (−1)a
{
(n− 2)!
r∏
t=m+1
∏
0≤s≤n−3
(um − ut + s)
} rn(n−1)
2
,
D1 = (−1)a
r∏
t=m+1
n−3∏
s=0
(um − ut − s) rn(n−1)2 ,
where a = 14 rn(r− 1)(n− 1). One can verify it by elementary computation. We leave the details to the reader since we will
not need them when we discuss the semisimplicity of Wr,n later on.
Definition 7.6. Fix positive integers r and n. let
Λn =
n⋃
k=2
{λ ∈ Λ+r (k− 2) | λ(i) ∈ {(k− 2), (1k−2)} for some i, 1 ≤ i ≤ r}.
Proposition 7.7. Suppose that F is a field which contains u1, u2, . . . , ur such that char F > n and |d| ≥ nwhenever ui−uj = d ·1F
and d ∈ Z. If 2ui − (−1)r 6= 0 and ui + uj 6= 0 for any 1 ≤ i 6= j ≤ r, then Wr,n with n ≥ 2 and r ≥ 2 is semisimple over F if and
only if
∏
λ∈Λn detG1,λ 6= 0.
Proof. We prove it by induction on n. The result for n = 2 is trivial. Now, we assume that n ≥ 3.
In [12], Graham and Lehrer proved that a cellular algebra is (split) semisimple if and only if no Gram determinant
associated to a cell module which is defined by a cellular basis is equal to zero. We use it frequently in the proof of this
proposition.
(⇐H) If Wr,n is not semisimple, then detGf ,λ = 0 for some (f ,λ) ∈ Λ+r,n. Under our assumption, Hr,n is semisimple.
Therefore, detG0,λ 6= 0 for all λ ∈ Λ+r (n). So, f ≥ 1.
By Theorem 6.38, either detG`,µ = 0 or γλ/µ = 0 for some (`,µ) −→ (f ,λ). We claim detG`,µ 6= 0. Otherwise, Wr,n−1 is
not semisimple. By the induction assumption,
∏
λ∈Λn−1 detG1,λ = 0, a contradiction. So, γλ/µ = 0 for some (`,µ) −→ (f ,λ).
By Proposition 6.17 and the assumption, γλ/µ 6= 0 if ` = f . So, we need only to consider the case ` = f − 1. We claim
(a) cλ(p)+ cλ(q) 6= 0 for some p, q ∈ A (λ).
(b) cµ(q)− cµ(p) 6= 0 for some p ∈ A (µ), q ∈ R(µ).
First, we prove (a). We assume that p and q are not in the same component of λ. Note that two nodes have the same
contents if they are in the same diagonal of a component of a multipartition. Therefore, we can find p˜ ∈ A (α) and q˜ ∈ A (β)
such that cα(p˜)+ cβ(q˜) = cλ(p)+ cλ(q). Here α and β are two partitions such that either l(ν) ≤ 1 or l(ν′) ≤ 1 and ν ∈ {α,β}.
So, there is a multipartition ξ ∈ Λn and p1, q1 ∈ A (ξ) such that cλ(p) + cλ(q) = cξ(p1) + cξ(q1) and |ξ| ≤ |λ| ≤ n − 2. By
Lemmas 7.2 and 7.5, cλ(p)+ cλ(q) is a factor of detG1,ξ. Since we are assuming that detG1,µ 6= 0 for all µ ∈ Λn, detG1,ξ 6= 0.
So, cλ(p)+ cλ(q) 6= 0.
Suppose that p and q are in the same component of λ. We assume that p (resp. q) is in the kth (resp. `th)row with k < l.
Note that the content of (i, j) is equal to the content of (i− 1, j) (resp. (i, j− 1)) minus (resp. plus) 1. We can move p (resp. q)
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to the first row (resp. column) of a partition. Therefore, there is a multipartition ξ ∈ Λn and p1, q1 ∈ A (ξ) such that
cλ(p) + cλ(q) = cξ(p1) + cξ(q1) and 0 ≤ |ξ| ≤ n − 2. By Lemmas 7.2 and 7.5, cλ(p) + cλ(q) is a factor of detG1,ξ. Note
that ξ ∈ Λn, and detG1,ξ 6= 0. So, cλ(p)+ cλ(q) 6= 0.
By similar arguments we can prove (b). We leave the details to the reader. So, γλ/µ = 0 implies that 2cλ(p)− (−1)r = 0.
In this case, µ is obtained from λ by adding the addable node p.
By assumption, 2cλ(p)− (−1)r = 0 for some p = (m, k,λ(m)k + 1) ∈ A (λ). Since we are assuming that 2um − (−1)r 6= 0,
λ
(m)
k + 1− k 6= 0.
Case1. λ(m)k + 1 > k
If r is odd, we define p˜ = (m, 1,λ(m)k −k+2) and ν ∈ Λ+r (λ(m)k −k+1)with ν(m) = (λ(m)k −k+1). By Lemma 7.2, detG1,ν = 0
since 2cλ(p)− (−1)r is one factor of detG1,ν.
Suppose that r is even. Then 2cλ(p)−(−1)r = 2um+2λ(m)k +1−2k. By Lemma7.2, detG1,ν = 0where ν ∈ Λ+r (2λ(m)k −2k+2)
with ν(m) = (2λ(m)k − 2k+ 2). Since we are assuming detG1,λ 6= 0 for all λ ∈ Λn, n− 2 < 2λ(m)k − 2k+ 2 ≤ 2λ(m)k . So, k = 1.
There are two cases we need to discuss.
Subcase 1a. λ(j) = ∅ for all j > m and λ(m)2 = 0
Let I = AR(λ)≥p \ {p, (m, k,λ(m)k )}. We have
γλ/µ = (2um + λ(m)1 − 1)
r∏
i=m+1
(um + ui + λ(m)1 )
∏
q∈I
um + cλ(q)+ λ(m)1
um − cλ(q)+ λ(m)1
.
By claim (a), 2um + λ(m)1 − 1 = 0 if γλ/µ = 0. Since we are assuming that 2um + 2λ(m)1 − 1 = 0, λ(m)1 = 0. This contradicts
n− 2 < 2λ(m)1 .
Subcase 1b. λ(j) 6= ∅ for some j > m or λ(m)2 > 0
We have
γλ/µ = (−1)r−m+1
∏
q∈I
cλ(p)+ cλ(q)
cλ(p)− cλ(q)
∏
q∈A (µ)<p
(cµ(p)− cµ(q))∏
q∈R(µ)<p
(cµ(p)+ cµ(q)) .
However, by our claims (a)–(b), γλ/µ 6= 0, a contradiction.
Case 2. λ(m)k + 1 < k
Suppose that r is even. We define ν ∈ Λ+r (k− λ(m)k − 1)with ν(m) = (1k−λ
(m)
k −1). Then detG1,ν = 0 since 2cλ(p)− 1 is one
of its factors. It contradicts our assumption since k− λ(m)k − 1 ≤ n− 2.
Suppose that r is odd. Let ν ∈ Λ+r (2k− 2λ(m)k − 2)with ν(m) = (12k−2λ
(m)
k −2). We have detG1,ν = 0 since 2cλ(p)+ 1 is one
of its factors. By assumption, n− 2 < 2k− 2λ(m)k − 2 ≤ 2k− 2.
Suppose λ(m)k ≥ 1. Since p ∈ A (λ), either λ(m)k−1 ≥ 2 or k = 1. In the first case, n− 2 = |λ| ≥ |λ(m)| ≥ 2(k− 1)+ 1 > 2k− 2,
a contradiction. In the second case, we have n = 1, a contradiction since we are assuming n ≥ 2. So, λ(m)k = 0 and∑
j6=m |λ(j)| < k− 1. In this case, we compute γλ/µ as follows. Let
A = ∏
q 6=p
q 6=(m,k−1,1)
q∈AR(λ)≥p
cλ(p)+ cλ(q)
cλ(p)− cλ(q) .
Then
γλ/µ =

−
r∏
j=m+1
(um + uj − k+ 1)A, if λ(j) = ∅, for all j > m,
(−1)r−m
2um − 2k+ 1A
∏
q∈A (µ)<p
(cµ(p)− cµ(q))∏
r∈R(µ)<p
(cµ(p)+ cµ(r)) , if λ
(j) 6= ∅, for some j > m.
In any case, γλ/µ 6= 0 by our claims (a)–(b).
(H⇒) Suppose that detG1,λ = 0 for some λ ∈ Λn. By Lemmas 7.2 and 7.5, either 2ui + a = 0 or ui ± uj + a = 0 for some
a ∈ Z. More explicitly, we have |a| < n for the factor ui − uj + a. By assumption, ui − uj + a 6= 0. We will consider the cases
either 2ui + a = 0 or ui + uj + a = 0 and i 6= j.
Suppose 2ui + a = 0. Since we are assuming that r ≥ 2, we define a multipartitionµwhich is obtained from λ by adding
the partition (k) in the jth component of λ for a fixed j with j 6= i. We pick k such that 2 + |λ| + k = n. Then (1,µ) ∈ Λ+r,n.
By Propositions 6.17, 6.22 and 6.34, there is a unique factor in
∏
(`,ν)→(1,µ) γµ/ν which is of the form 2ui + a.2 Note that
2 In this case, we compute the Gram determinant over Z[1/2,u]where u1, . . . , ur are algebraically independent over Z.
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detG1,µ ∈ Z[1/2,u] if we consider the Gram matrix over Z[1/2,u]. Therefore, 2ui + a has to be a factor of detG1,µ over
Z[1/2,u] and hence over F. So, detG1,µ = 0, which contradicts our assumption that Wr,n is semisimple over F, which is
equivalent to saying that no Gram determinant associated to a cell module for Wr,n is equal to zero.
Suppose that ui + uj + a = 0. By Lemmas 7.2 and 7.5, either a = ±(k− 2), with 2 < k ≤ n or a = ±1.
First, we consider a = k − 2. Since λ ∈ Λn, there is a unique component of λ, say, λ(m) = (k − 2) and m ∈ {i, j}. We use
α = (k− 2, 1, 1, . . . , 1)with |α| = n− 2 instead of λ(m) to define a multipartition ν ∈ Λ+r (n− 2)with ν(m) = α.
By Propositions 6.17, 6.22 and 6.34, there is a unique factor
∏
(`,µ)→(1,ν) γν/µ which is of the form ui + uj + a. Note that
detG1,ν ∈ Z[1/2,u] if we consider the Grammatrix over Z[1/2,u]. Therefore, ui+ uj+ a has to be a factor of detG1,ν, forcing
detG1,ν = 0. It is a contradiction since we are assuming that Wr,n is semisimple over F.
Similarly, we can discuss the case a = 2 − k. In this case, we define α = (n − k + 1, 1, . . . , 1) with |α| = n − 2. When
a = ±1, we use Lemmas 7.2 and 7.5 to get a contradiction. 
Proposition 7.8. Suppose that F is a field which contains u1, u2, . . . , ur such that charF 6= 2. Assume either 2ui − (−1)r = 0 for
some i or ui + uj = 0, for some i, j with i 6= j. If r ≥ 2 and n ≥ 2, then Wr,n is not semisimple.
Proof. Assume that n is even. Let λ be the emptymultipartition. Letµ ∈ Λ+r (1) such thatµ(i) = (1) for some positive integer
i ≤ r. Then
γλ/µ = (2ui − (−1)r)
∏
h6=i
(ui + uh)
i−1∏
h=1
(ui − uh)
.
Since
detG n
2 ,λ
= ∏
µ∈Λ+r (1)
detG n
2−1,µγ
dim1( n2−1,µ)
λ/µ ∈ Z[1/2,u],
detG n
2 ,λ
= 0 under our assumption.
Suppose that n is odd and n ≥ 3. Fix λ ∈ Λ+r (1) with λ(m) = (1) for some positive integer m ≤ r. Define α,β, ξ ∈ Λ+r (2)
such that α(m) = (2) and β(m) = (1, 1), ξ(m) = (1) and ξ(i) = 1 for some i 6= m. γλ/α and γλ/β (resp. γλ/ξ) can be computed by
(7.3) (resp. (7.4)) for n = 3.
Note that detG(n−1)/2,λ = ∏(`,µ) detG`,µγdim1(`,µ)λ/µ . We have µ ∈ {α,β, ξ} if ` = n−32 . When ` = n−12 , µ is the empty
multipartition. In this case,
γλ/µ =
r∏
t=m+1
(um − ut).
Since detG(n−1)/2,λ ∈ Z[1/2,u], either 2ui− (−1)r or ui+uj is a factor of∏λ∈Λ+r (1) detG(n−1)/2,λ. So, detG(n−1)/2,λ = 0 for some
λ ∈ Λ+r (1). Therefore, Wr,n is not semisimple. 
Theorem 7.9. Let Wr,n be the cyclotomic Nazarov–Wenzl algebra over a field F with n ≥ 2 and r ≥ 2. Let e = char .F (resp.+∞)
if char.F > 2 (resp. char .F = 0). If either 2ui − (−1)r = 0 or ui + uj = 0 for some i, j, with 1 ≤ i, j ≤ r and i 6= j, then Wr,n is not
semisimple. Assume 2ui − (−1)r 6= 0 and ui + uj 6= 0 for any 1 ≤ i, j ≤ r with i 6= j.
(1) Wr,2, is semisimple if and only if e > 2 and |d| ≥ 2 whenever ui − uj = d · 1F for any 1 ≤ i < j ≤ r and d ∈ Z.
(2) Suppose n ≥ 3 and 2 - r. Then Wr,n is semisimple if and only if
(a) e > n,
(b) |d| ≥ n whenever ui − uj = d · 1F for any 1 ≤ i < j ≤ r and d ∈ Z,
(c) 2ui 6∈ ∪nk=3{3− k, 3− 2k, k− 3},
(d) ui + uj 6∈ ∪nk=3{2− k, k− 2}.
(3) Suppose n ≥ 3 and 2 | r. Then Wr,n is semisimple if and only if
(a) e > n,
(b) |d| ≥ n whenever ui − uj = d · 1F for any 1 ≤ i < j ≤ r and d ∈ Z,
(c) 2ui 6∈ ∪nk=3{3− k, 2k− 3, k− 3},
(d) ui + uj 6∈ ∪nk=3{2− k, k− 2}.
Proof. For each λ ∈ Λ+r (n), each1(0,λ) can be considered as the cellmodule forHr,n with respect toλ. Then detG0,λ 6= 0 for
all λ ∈ Λ+r (n) if and only ifHr,n is semisimple. By [3, 6.11],Hr,n is semisimple if and only if e > n and |d| ≥ n if ui− uj = d · 1F
for some d ∈ Z.
Note thatWr,n is not semisimple if detG0,λ = 0. Therefore, we can assume detG0,λ 6= 0 for all λ ∈ Λ+r (n)whenwe consider
the problem about the semisimplicity of Wr,n.
Note that detG1,λ 6= 0 for λ ∈ Λ+r (0) if and only if 2ui − (−1)r 6= 0 and ui + uj 6= 0 for any 1 ≤ i 6= j ≤ r. Now the result
follows from Propositions 7.7, 7.8, Lemmas 7.2 and 7.5. 
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Note that W1,n is the Brauer algebra. We have already given a criterion on the semisimplicity of W1,n in [18] and [19] by
using a different method. In this case, the parameter δ in [18] is equal to 2u1 + 1. One can check easily that Theorem 7.9 is
the same as that given in [19, 2.5].
We remark that some partial results on the semisimplicity of complex Brauer algebras have been given in [5,8,23]. We
also remark that the method we have used in the current paper can be used to solve a similar problem for cyclotomic
Birman–Murakami–Wenzl algebras [22]. The details will appear elsewhere. Finally, the case for Birman–Murakami–Wenzl
algebras has been discussed in [21].
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