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ABSTRACT 
It is shown that Roth’s theorems on the equivalence and similarity of block 
diagonal matrices hold for finite sets of matrices over a commutative ring. 
Let R be a ring with 1. Denote by R ,), Xn the set of m X n matrices over 
R, and set R, = R,,,. Gustafson [4] extended a result of Roth [9] over fields 
and proved: 
THEOREM A. Let R be commutative. 
(i) Zf AER,,x,, BER,~,, and CER,,,,,, then there exist XEROX,, 
and Y E R,,,,, such that 
AX-YB=C 
if and only if 
are equivalent. 
6) Zf A E R,,,, B E R,, and C E R,,,,, then there exists X E R,,,.,, such 
that 
AX-XB=C 
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if und only if 
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are similar. 
There have been many proofs of this theorem for R a field (cf. [l, 7, 9]), 
mostly based on the existence of canonical forms. These proofs obviously will 
not extend to more general situations. However, Gus&on [4] used an 
ingenious idea to reduce the problem (for R commutative) to artinian rings, 
and then used a counting argument (which gives a simpler proof even for R a 
field). There are both postive and negative results for noncommutative rings 
(see [2, 3, 5, 61). 
Taussky recently asked whether Roth’s similarity theorem can be ex- 
tended to sets of matrices or equivalently to representations of finitely 
generated R-algebras. The purpose of this note is to show that both the 
similarity and equivalence theorems hold for sets of matrices over commuta- 
tive rings. The main idea of the proof is to reduce to the case of a single pair 
of matrices over a bigger ring. The canonical form arguments over fields will 
not give the result, since there are no canonical forms for pairs of matrices. It 
is also interesting to note that by considering sets of matrices, the similarity 
problem becomes a special case of the equivalence problem. 
Let R[x,,..., x,] denote the polynomial ring over R where the xi’s 
commute with R and each other. If { C,]l < i < r } and { Dill < i < r } are sets 
of m x n matrices over R, write {C,} - { Di} if VC,V= Di, 1~ i < r, for 
some UEGL,,(R) and VEGL,(R). If m=n, write {C,} = {Ui} if 
UC’&-’ = Di, 1 < i G r, for some U E GL,(R). 
LEMMA 1. 
(a) If {Ci~l,<i<r}U{Di~l<i<r}~R,,,,, then {C,}-{Di} 0 
Cx,C, and Cx,D, are equivalent over R[r,,. . . , x,]. 
(b) Zf m = n, set C, = D, = I,. Then 
{C,lO<i<r} - {DilO<i<r} H {C,ll<i<r} = {DiIIGi=GTI. 
(c) Zf m=zn, then {C,}= {Di} * Cr iCi and Cx, D, are similar over 
R[x 1,. . . > xrl. 
Proof. (a): If {C,} - { Di}, th e result is obvious. Conversely, suppose 
UC = DV for some U E GL,JR[x, ,..., x,.]) and V E GL,,(R[x, ,..., x,]), 
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where C=Cx,C, and D=Cx,D,. Write U=U,+ ... +Ud and V=V, 
+ . . . + V(,, where Vi and Vi are homogenous of degree i. Equating degree 
one terms, we see that U,C, = DiV,, 1~ i < r. Moreover U,(U- 1)0 = I,,, and 
V,(V ‘)0 = I,, so U, and V, are invertible over R, and the result follows. 
Now (b) is obvious, and (c) follows either from (a) and (b), or exactly as in 
the proof of (a). n 
THEOREM B. Let 
and N,= 
1 < i < t, where Ai E R,,,,, Bi E RSxn, and Ci E R,,,,. 
(0 ZfR[x,,..., xt] satisfies Roth’s equivalence property (Theorem A(i)), 
then {Mi} - {N,} a there exist X E R,,, and Y E R,,,,T such that Ci = 
AiX-YB,, l<i<r. 
(ii) Zf R[x,,..., xt] satisfies Roth’s similarity property (Theorem A(ii)) 
andm=randn=s, then {Mi}=={Ni} w C, = A,X - XB,, 1~ i < r, for 
some X E R,,x,. 
(iii) Zf R satisfies the simultaneous Roth equivalence property (the con- 
clusion of Theorem B(i)) for sets of t + 1 matrices, then R satisfaes the 
simultaneous Roth similarity property (the conclusion of Theorem B(ii)) for 
sets oft matrices. 
Proof. (i): If X and Y exist, set 
and V= z x 
i i 0 I’ 
Then U and V are invertible and UM, = N,V, 1 f i < r. For the converse, we 
just apply Lemma l(a) and Theorem A(i), to obtain C = AX - YZ? over 
R[x i,...,xr] where A=CxiAi, R=CxiBi, and C=&z,C,. By equating 
degree one terms, we see that Ci_= A iX - YB,, 1~ i Q r, where X and Y are 
the degree zero terms of _% and Y. 
Now (ii) follows in exactly the same manner. Also (iii) follows by Lemma 
l(c). n 
COROLLARY. Zf R is a module finite algebra over a commutative ring, 
then R satisfies the simultaneous Roth similarity and equivalence property. 
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Proof. By [5], R[x, ,..., x,] satisfies the Roth properties. Thus the theo- 
rem implies the result. n 
It should be possible to replace t by t - 1 in Theorem B. This is true for 
t = 1 (see [2]). It is still an open question whether an infinite dimensional 
(over its center) division ring satisfies any of these results (except for the 
equivalence property of Theorem A). 
We now show how the similarity result of the Corollary can be derived 
from a result of Miyata [8] (independently of Gustafson’s theorem). For 
convenience, we shall assume our ring is commutative instead of a module 
finite algebra. The crucial idea of the proof is to observe that the existence of 
a solution to the matrix equations Ci = A,X - XB,, 1~ i < r, is equivalent to 
the existence of a common Mrinvariant complement to the M,-invariant 
subspace corresponding to the Ai. 
PROPOSITION C . Let R be a commutative ring. Suppose A, E R,,,, Bi E 
R,,, and Ci E R,,,.,, for 1 Q i < r. Set 
Then {Vi}-(~) * there exists X E R “, x n such that C, = A,X - XB,, 
1<i<r. 
Proof. We can assume R is finitely generated as a ring and hence is 
noetherian. Let S = R(x,, . . . , xr) be the free R-algebra on T variables (i.e., 
each xi commutes with R, but no other relations are assumed). Let P denote 
the space of column vectors of length m + n over R. Then we obtain two 
representations (Y and R of S into R,,,, (or equivalently two Smodule 
structures, P, and Pp, on P) by defining 
a(xi)v = Miv and R(x,)v = Niu. 
Now { Mi } = {N, } is exactly the statement that (Y and /? are equivalent 
representations (or P, E Pp). So K = kercr = kerj3. Then S = S/K is a module 
finite R-algebra. Let N, ( Np) denote the csubmodules of P, (PO) consisting of 
the column vectors whose last- n terms are zero. Thus P, z Pp z Np@ ( Pp/Np) 
g N,@(PO/N,). By Miyata’s theorem [8], this implies N, is a direct sum- 
mand of Pa. Thus there exists an idempotent E in Hom,(P,, P,) with the 
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image of E being N,. Written in block matrix form, 
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Since EM, = M,E for each i, it follows that C, = A,X - XB,, 1 < i < r. n 
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