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Abstract
Total correlation (‘TC’) and dual total correlation (‘DTC’) are two clas-
sical way to quantify the correlation among an n-tuple of random variables.
They both reduce to mutual information when n “ 2.
The first part of this paper sets up the theory of TC and DTC for general
random variables, not necessarily finite-valued. This generality has not been
exposed in the literature before.
The second part considers the structural implications when a joint dis-
tribution µ has small TC or DTC. If TCpµq “ opnq, then µ is close to
a product measure according to a suitable transportation metric: this fol-
lows directly from Marton’s classical transportation-entropy inequality. If
DTCpµq “ opnq, then the structural consequence is more complicated: µ
is a mixture of a controlled number of terms, most of them close to product
measures in the transportation metric. This is the main new result of the
paper.
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1 Introduction
Let X1, . . . , Xn be an n-tuple of random variables. When n “ 2, the mutual
information IpX1 ; X2q is the canonical way to quantify the correlation between
them. Once n ě 3, mutual information can be generalized in several different
ways, suitable for different purposes.
This paper focuses on two of these. If X1, . . . ,Xn are finite-valued, then their
‘total correlation’ (‘TC’) is
TCpX1 ; . . . ; Xnq “
´ nÿ
i“1
HpXiq
¯
´ HpX1, . . . , Xnq,
and their ‘dual total correlation’ (‘DTC’) is
DTCpX1 ; . . . ; Xnq :“ HpX1, . . . , Xnq´
nÿ
i“1
HpXi |X1, . . . , Xi´1, Xi`1, . . . , Xnq.
These definitions are discussed more carefully in Subsection 4.1, and are extended
to general random variables as suprema over quantizations in Subsection 4.3.
TC was first studied by Watanabe in [Wat60], and DTC by Han in [Han75].
They have appeared in other works since then, not always by the same names;
here we use the terminology from those original papers.
Part I of the present paper builds up the basic theory of TC and DTC. The
main results in this part are some identities and inequalities relating TC, DTC,
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Shannon entropy, and mutual information. These can mostly be seen as gener-
alizations of the chain rule and monotonicity properties of mutual information.
We take care to define and study TC and DTC for general random variables, not
just finite-valued ones, and this introduces various additional technicalities. In
handling these technicalities we extend foundational work of Kolmogorov, Do-
brushin, Gelfand, Yaglom and Perez on mutual information.
The proofs in Part I are quite routine: a large fraction of the work boils down to
applications of the chain rule. Many of these calculations have been done before.
I include the references I know, but suspect that more lie buried in the literature.
Both TC and DTC are non-negative, and zero only in the case of independent
random variables. One can therefore look for stability results for these quanti-
ties: does a small value for TC or DTC imply some ‘structure’ which is close to
independence? This is the topic of Part II of the paper.
In our main results of this kind, ‘closeness’ of distributions is in the sense of
transportation metrics. Let the random variables Xi take values in complete and
separable metric spaces Ki with metrics dKi . Assume that each dKi has diameter
at most 1. We endow the product
ś
iKi with the normalized Hamming average
of these metrics:
dnpx, yq :“ 1
n
nÿ
i“1
dKipxi, yiq
´
x, y P
ź
i
Ki
¯
. (1)
In a simple special case, eachKi is just a finite set endowed with the discrete met-
ric, and then dn is the normalized Hamming metric on
ś
iKi. This case already
involves most of the ideas that we need.
Using dn, we endow the set Probp
ś
iKiq of all probability distributions with
the transportation metric:
dnpµ, νq :“ inf
λ
ż
dnpx, yqλpdx, dyq
´
µ, ν P Prob
´ź
i
Ki
¯¯
, (2)
where λ ranges over all couplings of µ and ν.
For TC, existing results can easily be re-cast as a structural conclusion of the
desired kind: if TC “ opnq, then the joint distribution µ ofX1, . . . ,Xn is close in
dn to a product measure. This is a corollary of Marton’s classical transportation-
entropy inequality [Mar86, Mar96]: see Proposition 8.1 and Corollary 8.2 below.
For DTC the situation is more complicated. We always have
TC ď pn´ 1q ¨DTC
3
(see Lemma 5.1), so the result mentioned above for TC can be applied if DTC “
op1q. Outside this range, µ need not be close to a product: indeed, any mixture of
k product measures always has DTC at most log k (see Proposition 9.1).
However, it turns out that this is roughly the only possibility over a much larger
range of DTC-values: if DTC “ opnq, then µ is close in dn to a ‘low-complexity’
mixture of product measures. This is the main result of the paper.
Theorem (A). Fix a parameter δ ą 0 and let µ P ProbpśiKiq. If DTCpµq ď
δ3n, then µ may be written as a mixture
µ “
ż
L
µy νpdyq
so that
(a) the mutual information in the mixture satisfies Ipν, µ‚q ď DTCpµq, and
(b) there is a measurable family pξy : y P Lq of product measures on
ś
iKi
such that ż
L
dnpµy, ξyq νpdyq ă 2δ.
In this statement, the ‘mutual information in the mixture’ Ipν, µ‚q refers to the
mutual information between pX1, . . . , Xnq „ µ and the mixing parameter y „ ν
determined by the kernel pµy : y P Lq: see Subsection 3.4.
The structure and bounds provided by Theorem A do not depend on the al-
phabets Ki at all. However, Theorem A has variants in which such a dependence
does appear. For instance, Theorem 9.6 below gives a nontrivial conclusion in the
range DTCpµq ! δ2n, so it is slightly less restrictive than Theorem A, but the
alphabetsKi must be finite. It gives an alternative to part (a) of Theorem A which
depends on the cardinalities |Ki|. See Subsection 9.3 for more discussion.
Because our main structural results give a description up to approximations in
dn, they are not completely satisfactory. For TC, the results described above give:
product measure
ùñ TC “ 0 (simple calculation)
ùñ small TC (trivially)
ùñ near-product measure (Corollary 8.2),
where ‘nearness’ refers to an approximation in dn. This leaves open the possibility
that some near-product measures have small TC while others have large TC. In
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fact we can say a little more about this gap, because if each Ki is finite then TC
enjoys some ‘continuity’ in the metric dn. However, the quality of this continuity
depends on the cardinalities |Ki|: see Lemma 8.3. So, if each Ki is finite, then
any measure sufficiently close to a product must have small TC, but the necessary
closeness here also depends on those cardinalities. This still leaves a gap in our
understanding when some of the values |Ki| are large or infinite, and indeed there
are measures which occupy that gap and have large TC: see Example 8.5.
Similarly, for DTC we have
low-complexity mixture of products
ùñ small DTC (Proposition 9.1)
ùñ low-complexity mixture of near-products (Theorem A).
But it remains unclear when a mixture of near-products has small or large DTC.
Unlike for TC, there seems to be no useful ‘continuity’ for DTC at all: Exam-
ple 4.8 has transportation distance less than 1{n from a product measure, but has
large DTC.
Relation to previous work
The study of measures of multi-variate correlation began with McGill’s notion of
‘interaction information’ [McG54]. Since then, numerous other proposals have
been studied in the information theory literature, and numerous identities relating
them have been uncovered. TC was first studied by Watanabe in [Wat60], and
DTC by Han in [Han75]. Confusingly, both of these quantities and several of the
others seem to have been rediscovered multiple times, and given a new name each
time.
Basic theoretical work in this area has been driven by a search for ways to
identify different kinds of dependence structure among several random variables:
for instance, disjoint subcollections of them exhibiting some conditional indepen-
dence. See [Per77, PP87] for some early analyses along these lines, and [SV98]
for a more recent overview.
Much of the literature on notions of multi-variate correlation concerns their
application in other branches of science. The paper [TAFB14] recalls several of
these notions and discusses the practical matter of choosing one for the sake of
interpreting different kinds of experimental data. The note [Cro] gives a quicker
survey of the many options. Both of these references contain a more complete
guide to the literature. A concrete example of an application of TC can be found
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in [CN04, Example 4], where it provides an upper bound on the secret key capac-
ity in a certain network communication model of secrecy generation.
TC and DTC retain one basic property of mutual information which is espe-
cially relevant to our work: if Xi determines Yi for each i, then
TCpX1 ; . . . ; Xnq ě TCpY1 ; . . . ; Ynq,
and similarly for DTC. In particular, TC and DTC are both non-negative. Their
non-negativity is included in a more general family of inequalities discovered by
Han [Han78]; see also [Fuj78]. Some other generalizations of mutual information,
including McGill’s interaction information and several others listed in [TAFB14,
Cro], lose this monotonicity property. They can vanish for quite highly correlated
random variables, depending on the nature of the correlation.
However, TC and DTC are not the only non-negativemeasures of multi-variate
correlation. On the contrary, they can be seen as the two simplest members of a
large family, all obtained as the gaps in different entropy inequalities, and all non-
negative as a result. These include the other inequalities from [Han78], which in
turn are all special cases of an inequality due to Shearer (also from about 1978,
but first published in [CGFS86]). Fujishige interpreted Han’s inequalities using
polymatroids in [Fuj78], and explicitly investigated possible values for the gaps.
Further refinements of Shearer’s inequality have recently been investigated by
Madiman and Tetali [MT10] and Balister and Bolloba´s [BB12]. We restrict at-
tention to TC and DTC in most of this paper, but return briefly to those other
inequalities in the final section.
Beyond monotonicity, our specific interest in TC and DTC stems from pre-
vious structural results about those quantities. The TC of a joint distribution µ
is equal to the Kullback–Leibler divergence between µ and the product of its
marginals (see equation (28) below). In this guise, it appears in Csisza´r’s pa-
per [Csi84] on generalizing Sanov’s theorem and conditional limit theorems, and
is implicitly at work in Marton’s concentration inequality for product measures
(see Section 8 below).
DTC has received less theoretical attention than TC. However, in the recent
paper [Aus] it plays a crucial role in a new decomposition theorem for measures on
product spaces, of a similar flavour to Theorem A but with a different conclusion.
In [Aus], a measure on a product space is decomposed into a mixture whose
terms mostly satisfy a kind of concentration inequality called a T-inequality. Fol-
lowing the terminology in [Aus], a measure µ P ProbpśiKiq satisfies Tpa, rq for
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some parameters a, r ą 0 if we haveż
eaf dµ ď exp
´
a
ż
f dµ` ar
¯
(3)
whenever f :
ś
iKi ÝÑ R is 1-Lipschitz for the metric dn. (To be precise, the
notation Tpa, rq is used in [Aus] for a certain transportation-entropy inequality,
which is then proven equivalent to (3) via a version of the Bobkov–Go¨tze equiva-
lence: see [Aus, Subsection 5.3].)
The decomposition result in [Aus] is initially formulated for TC (see [Aus,
Theorem B]) in order to meet the needs of an application to ergodic theory. But
that version is derived from the analogous result for DTC [Aus, Theorem 7.1].
Here are those results:
Theorem 1.1. For any ε, r ą 0 there exist c, κ ą 0 for which the following holds.
Any µ P ProbpśiKiq can be written as a mixture
µ “ p1µ1 ` ¨ ¨ ¨ ` pmµm
so that
(a) m ď c ¨ exppc ¨ TCpµqq,
(b) p1 ă ε, and
(c) the measure µj satisfies Tpκn, rq for each j “ 2, 3, . . . , m.
The same conclusion holds with DTC in place of TC, except the dependence of c
and κ on ε and r may be different.
The switch from TC to DTC is an essential idea in the proof of Theorem 1.1
in [Aus]. DTC exhibits a ‘decrement’ under a certain splitting operation on mea-
sures, and this phenomenon is key to the proof of Theorem 1.1. It seems to have
no analog for TC. See [Aus, Sections 6 and 7].
This ability of DTC to find the structure in Theorem 1.1 was one of the main
discoveries in [Aus]. The present paper is largely motivated by that discovery,
although the proofs below are quite different from the proofs in [Aus], and much
shorter. Aside from Theorem 1.1, the literature contains few stability or structural
results based on DTC (another possible example is the main result of [EFKY16]).
The present paper fills in some more of this picture.
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Any product measure on
ś
iKi satisfies Tp8rn, rq for all r ą 0. This is essen-
tiallyMcDiarmid’s inequality [McD89], and is equivalent toMarton’s transportation-
entropy inequality (Proposition 8.1 below) via the Bobkov–Go¨tze equivalence. In
addition, perturbations in dn preserve T-inequalities up to some fiddly trimming
and a slight deterioration in the constants (see [Aus, Proposition 5.9]), so near-
product measures still satisfy fairly good T-inequalities up to that trimming. But
many measures that are far from any product measure in dn also satisfy good T-
inequalities: see [Aus, Subsection 5.2] for examples and more discussion. For this
reason, the T-inequalities promised by part (c) of Theorem 1.1 are strictly weaker
than the ‘near-product’ structure obtained in part (b) of Theorem A.
On the other hand, Theorem 1.1 applies for any value of TC or DTC, and part
(a) of that theorem gives a straightforward exponential bound in this parameter.
These features are crucial for the application of Theorem 1.1 in [Aus]. By contrast,
the results of the present paper give nothing at all unless TC or DTC is sufficiently
small compared to n. When TC and DTC are too large for the results of the
present paper to apply, Theorem 1.1 remains true and possibly valuable. See [Aus,
Example 5.4] for a relevant example: a measure on An for a large finite alphabet
A which (i) has both TC and DTC of order n, but small compared to n log |A|,
(ii) already satisfies a good T-inequality, but (iii) cannot be written as a mixture
of near-product measures with any meaningful control on the complexity of the
mixture. Clearly Theorem A of the present paper cannot be extended to cover that
example.
Let us describe the choice between these different structural results more com-
pletely in case each Ki is finite, say of size at most k. For TC, Theorem 1.1 is
non-trivial when TC “ opn log kq — if TC is larger than this, then we might as
well partition
ś
iKi into singletons. But the simpler result of Corollary 8.2 below
takes over when TC “ opnq. As a result, the TC-part of Theorem 1.1 is really
valuable only when k is large. This was already remarked in [Aus] following the
statement of [Aus, Theorem B].
The analogous discussion for DTC was left incomplete in [Aus]. Theorem
A from the present paper completes it, up to approximations in dn. As above,
Theorem 1.1 is non-trivial when DTC “ opn log kq, but now Theorem A takes
over whenDTC “ opnq. As for TC, this means that the DTC-part of Theorem 1.1
is really valuable only when k is large.
These different structural results from [Aus] and the present paper are sum-
marized in this table:
8
Range where nontrivial Conclusion
TC “ opnq dn-close to a product
“ opn log kq mixture with mut.inf. “ OpTCq, most
terms concentrated
DTC “ op1q dn-close to a product
“ opnq mixture with mut.inf. “ OpDTCq, most
terms dn-close to products
“ opn log kq mixture with mut.inf. “ OpDTCq, most
terms concentrated
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Part I
Some basic theory of multi-variate correlation
2 Background from probability
2.1 Basic conventions
We assume standard results and notation from measure-theoretic probability. In
Part II we restrict attention to standard Borel probability spaces, in order to use
disintegrations freely. We often denote a measurable space by a single letter such
as K. If it is standard Borel, then we denote its sigma-algebra by BK , and we
write ProbpKq for the convex set of Borel probability measures on it. If K is
a complete and separable metric space, then it is always endowed with its Borel
sigma-algebra by default.
If X is a random variable taking values in a measurable space K, and P is a
finite measurable partition of K, then we write rXsP for the quantization of X
by P: the P-valued random variable defined by
rXsP “ P ðñ X P P.
Similarly, if µ is a probability measure onX , then rµsP is theP-indexed stochas-
tic vector pµpP q : P P Pq.
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Whenever several random variables are under discussion simultaneously, they
are defined on the same underlying probability space.
2.2 Kernels, mixtures and randomizations
Let pΩ,F q be a measurable space and K a standard Borel space. We assume
familiarity with the notion of a kernel from Ω to K. We usually denote such a
kernel by ω ÞÑ µω or something similar. Given such a kernel and also a probability
measure P on Ω, the resultingmixture is the measure µ on K defined by
µpAq :“
ż
Ω
µωpAqP pdωq @A P BK . (4)
If µ‚ and P are as above, then they also define a measure on the product space
pΩˆK,F bBKq: the measure of E P F bBK isż
Ω
µωtx : pω, xq P EuP pdωq.
The correctness of this definition is a standard extension of the proof of Fubini’s
theorem: see, for instance, [Dud02, Theorem 10.2.1(II)]. We denote this newmea-
sure by P˙µ‚. It may also be described as the mixture obtained from the measure
P and the pΩ ˆKq-valued kernel ω ÞÑ δω ˆ µω. The marginal of P ˙ µ‚ on the
K-coordinate is precisely the mixture (4).
Since K is standard Borel, any probability measure λ on pΩ ˆK,F bBKq
can be written as P ˙ µ‚ in an essentially unique way. In this representation,
P is simply the marginal of λ on Ω, and then µω is unique up to agreement for
P -almost every ω. These assertions are the existence and uniqueness parts of the
measure disintegration theorem: see, for instance, [Dud02, Theorem 10.2.2].
When µ P ProbpKq is represented by the mixture (4), a randomization of that
mixture is any pair of random variables pY,Xq on some background probability
space whose joint distribution is P˙µ‚ (so Y takes values inΩ andX takes values
in K). We invoke randomizations a few times below, because some information
theoretic quantities are more easily described in terms of random variables, even
though they depend only on the distributions of those random variables.
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3 Background from information theory
3.1 Finite-valued random variables
LetX , Y and Z be finite-valued random variables on a common probability space.
We assume familiarity with the Shannon entropy HpXq and mutual information
IpX ; Y q “ HpXq ´ HpX |Y q; (5)
with their conditional versions HpX |Zq and IpX ; Y |Zq; and with the chain
rules that these quantities satisfy:
HpX,Zq :“ HpXq ` HpZ |Xq and IpX ; Y, Zq “ IpX ; Zq ` IpX ; Y |Zq.
See, for instance, [CT06, Chapter 2].
3.2 Extension to general random variables
The definitions of HpX |Zq and IpX ; Y |Zq are easily extended to the case of
an arbitrary random variable Z, provided X and Y are still finite-valued. For
Shannon entropy, we have
HpX |Zq :“ inf
P
HpX | rZsPq, (6)
where the infimum runs over all finite quantizations of Z. Then we define
IpX ; Y |Zq :“ HpX |Zq ´ HpX, Y |Zq (7)
as before.
Mutual information can be defined for a general pair of random variables X
and Y by quantizing:
IpX ; Y q “ sup
P,Q
IprXsP ; rY sQq, (8)
where the supremum runs over all finite quantizations of X and Y . This mutual
information may still be finite for non-discrete random variables: indeed, it is zero
wheneverX and Y are independent.
The analysis of mutual information for general random variables began with
Kolmogorov [Kol56] and Dobrushin [Dob59]. It is recounted carefully in Pinsker’s
classic book [Pin64]. Some of their proofs require that the random variables take
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values in standard Borel spaces (see the translator’s remarks to [Pin64, Chapter
3]). One can avoid this assumption by working entirely through quantizations,
following Gelfand, Kolmogorov, Yaglom and Perez [GKY56, Per59]. We include
a quick account here for reference.
The infimum in (6) and supremum in (8) are monotone under refinement of the
partitions P and Q: non-increasing in (6) and non-decreasing in (8). This fact
is crucial to the understanding of these quantities. It allows us to think of these
infima and suprema as limits under refinement of partitions, and this point of view
simplifies several proofs. We meet similar situations later when we study TC and
DTC.
It is also helpful to know that these infima and suprema can be restricted to
special families of partitions.
The following terminology lets us formulate these properties precisely.
Definition 3.1. For any measurable space K, a family P of finite measurable
partitions of K is
• directed if any two members ofP have a common refinement in P;
• generating if together the members ofP generate the whole sigma-algebra
ofK.
Examples 3.2. 1. The family of all finite measurable partitions ofK is clearly
directed and generating.
2. Suppose that K is a product K1 ˆK2 of two other measurable spaces with
the product sigma-algebra, and that Pi is a family of finite partitions of Ki
for i “ 1, 2. Whenever Pi P Pi for i “ 1, 2, we can identify P1 ˆ P2
with the family
tA ˆB : A P P1, B P P2u,
which is a partition of K into measurable rectangles. If each Pi is directed
(respectively, generating), then the collection tP1 ˆ P2 : Pi P Piu is
directed (respectively, generating) inK.
This example generalizes directly to larger finite products. It appears often
in the sequel.
3. If the sigma-algebra of K is countably generated, then it has a generating
filtration
tH, Ku Ď F1 Ď F2 Ď . . .
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consisting of finite algebras of subsets. Let Pi be the partition ofK into the
atoms of Fi for each i. Then the collection P :“ tPi : i ě 1u is directed
and generating.
We can now formulate the notion of ‘limit’ that we need.
Definition 3.3. Let P be a directed family of partitions of K, let ϕpPq be a
real-valued function of P P P, and let c P R. We write
lim
PPP
ϕpPq “ c
to mean that, for every ε ą 0, there exists P P P such that
|ϕpQq ´ c| ă ε
whenever Q P P and Q refines P .
If ϕ takes values in r´8,8s, then we modify this definition to allow
lim
PPP
ϕpPq “ ˘8
in the obvious way.
Given several measurable spaces K1, . . . , Kn and directed families P1, . . . ,
Pn, and given a function ϕ on P1 ˆ ¨ ¨ ¨ ˆPn, we extend the above definition to
give meaning to
lim
P1PP1,...,PnPPn
ϕpP1, . . . ,Pnq “ c
in the obvious way.
Since our families of partitions are directed under refinement, the function ϕ
in Definition 3.3 may be regarded as anR-valued net indexed by a directed family.
Then Definition 3.3 is simply an instance of convergence of a net in the sense of
Moore and Smith: see, for instance, [Dud02, pp28–30]. We assume some basic
properties of limits of nets in the sequel; the properties we need are proved in
the same way as for sequences. Just as for sequences, we must be careful before
exchanging the order of limits of nets. This issue appears in some examples later.
In the sequel, we sometimes abbreviate limPPP to limP when the choice of
directed family is clear from the context.
To rewrite (6) and (8) as limits, suppose that X and Y take values in K and L
respectively, and let P and Q be directed and generating families of partitions of
K and L. Then the ‘limit’ formulation of (6) is
HpX |Zq “ lim
PPP
HpX | rZsPq (9)
13
and of (8) is
IpX ; Y q “ lim
PPP,QPQ
IprXsP ; rY sQq. (10)
The fact that we can replace the infimum in (6) and the supremum in (8) with these
limits follows at once from monotonicity. The fact that we may restrict ourselves
to any directed and generating families P and Q in these limits follows from a
result of Dobrushin: see [Pin64, Theorems 2.4.1 and 3.5.1].
To complete the generalization of basic information theory, we must define
conditional mutual information in general. This is done by combining (7) and (8):
if X , Y and Z are general random variables, then we set
IpX ; Y |Zq :“ sup
P,Q
IprXsP ; rY sQ |Zq, (11)
where P and Q are as in (8). For each fixed P and Q here, the right-hand side is
defined by (7), which in turn is a difference of quantities defined by the infimum
in (6). Putting these steps together, we obtain
IpX ; Y |Zq :“ sup
P,Q
inf
R
IprXsP ; rY sQ | rZsRq. (12)
We now recognize this as another iterated limit. Suppose that X , Y and Z take
values inK, L andM respectively, and letP,Q andR be directed and generating
families for those respective spaces. Then
IpX ; Y |Zq “ lim
PPP,QPQ
lim
RPR
IprXsP ; rY sQ | rZsRq. (13)
In general, the order of the iterated limit in (13) is important, and one cannot
write it simply as the joint limit over P , Q and R.
Example 3.4. Let K :“ L :“ pZ{2ZqN and let M :“ K ˆ L. Let X “ pXiqiě1
and Y “ pYiqiě1 take values in K and L respectively, and assume that all the Xis
and Yis are uniform and independent. Finally, let Z :“ pX, Y q.
SinceZ determines bothX and Y , the definition (12) gives that IpX ; Y |Zq “
0. (Once we know Z, there is no information left for X and Y to share!)
However, now let Pi and Qi be the partitions of K and L generated by
pXjq2ij“1 and pYjq2ij“1, respectively, and let Ri be the partition of M generated
by the random variables Xj for 1 ď j ď i and Xj ` Yjpmod 2q for 1 ď j ď 2i.
Clearly the partitions Pi (respectively, Qi, Ri) become finer as i ÝÑ 8 and
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generate BK (respectively, BL, BM ). But for each fixed i we have
IprXsPi ; rY sQi | rZsRiq “
iÿ
j“1
IpXi ; Yi |Xi, Xi ` Yiq `
2iÿ
j“i`1
IpXi ; Yi |Xi ` Yiq
“ 0` i “ i,
by the independence among all the Xis and Yis. As i ÝÑ 8 this tends to 8, not
to IpX ; Y |Zq “ 0. ⊳
Mutual information still satisfies the chain rule for general random variables
X , Y and Z. We give a quick proof below which illustrates the use of limits along
families of partitions. A proof using conditional distributions (and hence requiring
standard Borel spaces) goes back to [Dob59]; see [Pin64, equation (3.6.3)], and
also the translator’s notes to [Pin64, Chapter 3].
Lemma 3.5. Any random variablesX , Y and Z satisfy
IpX ; Y, Zq “ IpX ; Zq ` IpX ; Y |Zq.
Proof. This is a textbook result ifX , Y and Z are all finite-valued, already quoted
above.
In the general case, let X , Y and Z take values in K, L and M respectively.
LetP,Q andR be the families of all finite measurable partitions of those respec-
tive spaces (see Examples 3.2, Item 1). Then formula (10) gives
IpX ; Zq “ lim
P,R
IprXsP ; rZsRq
and also
IpX ; Y, Zq “ lim
P,Q,R
IprXsP ; rY, ZsQˆRq “ lim
P,Q,R
IprXsP ; rY sQ, rZsRq,
where this second formula uses the construction from Examples 3.2, Item 2.
By applying formula (10) first to Z and then separately to X , we obtain
IpX ; Zq “ lim
P
IprXsP |Zq “ lim
P
lim
R
IprXsP ; rZsRq,
and similar reasoning gives
IpX ; Y, Zq “ lim
P
lim
Q
lim
R
IprXsP ; rY sQ, rZsRq.
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Finally, formula (13) gives
IpX ; Y |Zq “ lim
P,Q
lim
R
IprXsP ; rY sQ | rZsRq “ lim
P
lim
Q
lim
R
IprXsP ; rY sQ | rZsRq.
The order of limits is important in this equality, but not in the previous ones.
With these limit formulae in hand, we can apply the particular iterated limit
limP limQ limR to the finite-valued chain rule
IprXsP ; rY sQ, rZsRq “ IprXsP ; rZsRq ` IprXsP ; rY sQ | rZsRq,
and we arrive at the chain rule in general.
Notwithstanding Example 3.4, some other orders of limits do always give a
correct formula for conditional mutual information. The next lemma records an-
other one that we need later.
Lemma 3.6. In the setting of formula (13), we also have
IpX ; Y |Zq “ lim
PPP
lim
QPQ,RPR
IprXsP ; rY sQ | rZsRq
“ lim
QPQ
lim
PPP,RPR
IprXsP ; rY sQ | rZsRq.
Proof. By symmetry, it suffices to prove the first equality.
For a fixed P , Q and R, the chain rule may be re-arranged to give
IprXsP ; rY sQ | rZsRq “ IprXsP ; rY sQ, rZsRq ´ IprXsP ; rZsRq.
This re-arrangement is allowed because all these values are finite, since they in-
volve only finite-valued random variables.
Now two degenerate special cases of formula (10) give
lim
Q,R
IprXsP ; rZsRq “ IprXsP ; Zq
and lim
Q,R
IprXsP ; rY sQ, rZsRq “ IprXsP ; Y, Zq.
Both of these limits are bounded by HprXsPq, hence finite. We may therefore
take the difference of these limits to obtain
lim
Q,R
IprXsP ; rY sQ | rZsRq “ IprXsP ; Y, Zq ´ IprXsP ; Zq “ IprXsP ; Y |Zq,
where the last equality makes another appeal to the chain rule.
Finally, taking the limit over P gives
lim
P
lim
Q,R
IprXsP ; rY sQ | rZsRq “ lim
P
IprXsP ; Y |Zq “ IpX ; Y |Zq,
where the final equality holds by the original definition of conditional mutual
information for general random variables.
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3.3 Kullback–Leibler divergence
Let µ, ν be two probability measures on the same measurable space K. The
Kullback–Leibler (‘KL’) divergence between ν and µ is defined to be `8 unless
ν ! µ, and in that case it is ż
log
dν
dµ
dν
(which may still be `8). This value is denoted by Dpν }µq. It is non-negative,
and zero if and only if ν “ µ.
KL divergence arises naturally in information theory and large deviations as a
comparison between two distributions: see, for instance, [CT06, Chapters 2 and
11] for the case of distributions on finite sets, and [Pin64, Section 2.4] or [DZ10,
Appendix D.3] for the general case.
KL divergence is related to entropy and mutual information by various iden-
tities. In particular, suppose that X and Y are arbitrary random variables, say
taking values inK and L, let λ P ProbpK ˆ Lq be the joint distribution of X and
Y , and let µ and ν be the marginals of λ. Then
IpX ; Y q “ Dpλ }µˆ νq. (14)
A classical result of Gelfand, Kolmogorov, Yaglom and Perez equates this with the
definition in (8): see [Pin64, Theorem 2.4.2] and the translator’s second note to
that chapter of [Pin64]. Equation (14) itself appears as [Pin64, equation (2.4.4)].
KL divergence plays a role in this paper through formulae for TC and DTC
that generalize (14): see Section 6. The formula for TC obtained there is important
during the proof of Theorem A.
Like entropy and mutual information, KL divergence satisfies a chain rule.
We need the following special case of this in the sequel. Assume that K and L
are standard Borel. Let λ be a probability measure on K ˆ L, let µ and ν be its
marginals on K and L respectively, and let ν‚ be a kernel from K to L such that
λ “ µ ˙ ν‚. Also, let µ1 and ν 1 be two other probability measures on K and L
respectively. Then
Dpλ }µ1 ˆ ν 1q “ Dpµ }µ1q `
ż
Dpνx } ν 1qµpdxq. (15)
A more general version of (15) decomposes Dpλ } λ1q for any pair of probability
measures λ, λ1 on K ˆ L, but we do not need this below. For distributions on
finite sets, the chain rule for KL divergence can be found in standard references
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such as [CT06, Theorem 2.5.3]. The proof of that special case already shows the
essential calculation. Dobrushin’s paper [Dob59] seems to have been the first to
treat the general case, which involves some extra analytic considerations. That
generality can also be found in [Pin64, equation (3.11.5)], where it is attributed to
Kolmogorov, and in [DZ10, Theorem D.13].
Later we make use of (15) through various special cases. If we let µ1 “ µ
in (15), then the first right-hand term vanishes, leaving
Dpλ }µˆ ν 1q “
ż
Dpνx } ν 1qµpdxq. (16)
Now let us insert (16) back into (15), then do the same with the roles of the two
coordinates reversed, and then apply (14):
Dpλ }µ1 ˆ ν 1q “ Dpµ }µ1q `Dpλ }µˆ ν 1q
“ Dpµ }µ1q `Dpν } ν 1q `Dpλ }µˆ νq
“ Dpµ }µ1q `Dpν } ν 1q ` IpX ; Y q. (17)
In case µ “ µ1 and Dpν } ν 1q ă 8, we may re-arrange (17) and make another
substitution from (16):
IpX ; Y q “ Dpλ }µˆ ν 1q ´Dpν } ν 1q “
ż
Dpνx } ν 1qµpdxq ´Dpν } ν 1q. (18)
Finally, if we also let ν 1 “ ν, then this simplifies to
IpX ; Y q “
ż
Dpνx } νqµpdxq. (19)
3.4 Mutual information and mixtures
If P ˙ µ‚ is a probability measure on Ω ˆK, and if Z, Y have joint distribution
P ˙ µ‚, then we define the mutual information in P and µ‚ to be IpZ ; Y q.
Clearly this quantity depends only on the joint distribution P ˙ µ‚. We may also
refer to the ‘mutual information in the mixture’
ş
µ‚ dP , and denote it by IpP, µ‚q.
In the case of a finite mixture
µ “ p1µ1 ` ¨ ¨ ¨ ` pmµm
this mutual information is bounded by Hpp1, . . . , pmq, and hence by logm.
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4 Total correlation and dual total correlation
We start with the definitions of total correlation and dual total correlation for finite-
valued random variables, and then extend them to allow more general random
variables.
4.1 The case of finite-valued random variables
In this subsection, X1, . . . , Xn are finite-valued random variables defined on the
same probability space.
Definition 4.1. The total correlation (‘TC’) of X1, . . . ,Xn is
TCpX1 ; . . . ; Xnq :“
´ nÿ
i“1
HpXiq
¯
´ HpX1, . . . , Xnq.
Total correlation was introduced byWatanabe in [Wat60], and this is his termi-
nology. It goes by various other names, such as ‘multi-information’ in [SSBB03].
In the sequel we frequently write rns :“ t1, 2, . . . , nu when n P N, and we
generally abbreviate rnsztiu “: rnszi when i P rns. We set r0s :“ H to allow
for some degenerate cases. Given any tuple x “ px1, . . . , xnq and nonempty
S Ď rns, we write xS :“ pxiqiPS. We also write XS :“ pXiqiPS for the random
variables, and we let XH be an arbitrary choice of deterministic (hence ‘trivial’)
random variable. This is so that expressions such as IpY ; XHq still make sense:
for example, this one simply equals zero.
Definition 4.2. The dual total correlation (‘DTC’) of X1, . . . , Xn is
DTCpX1 ; . . . ; Xnq :“ HpX1, . . . , Xnq ´
nÿ
i“1
HpXi |Xrnsziq.
Dual total correlation was first studied by Han in [Han75].
It is clear that both TC and DTC depend only on the joint distribution µ of
X1, . . . , Xn, so we sometimes write TCpµq or DTCpµq. This leaves the relevant
product structure to the reader’s understanding.
Easy applications of the chain rule give alternative formulae for TC and DTC
which are sometimes useful.
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Lemma 4.3. Any finite-valued random variables satisfy
TCpX1 ; . . . ; Xnq “
nÿ
i“1
IpXi ; Xri´1sq; (a)
DTCpX1 ; . . . ; Xnq “
nÿ
i“1
IpXi ; Xrnszi |Xri´1sq
“
nÿ
i“1
IpXi ; Xti`1,...,nuu |Xri´1sq; (b)
and
TCpX1 ; . . . ; Xnq `DTCpX1 ; . . . ; Xnq “
nÿ
i“1
IpXi ; Xrnsziq. (c)
Remarks.
1. The right-hand sides in (a) and (b) depend on the order in which we label
our random variables, as in the chain rule itself. The symmetry of TC and
DTC can be recovered by averaging over all possible orderings. We use this
trick later in the proof of Theorem A.
2. Parts (a) and (c) appear as [TAFB14, equations (14) and (18)].
Proof. The two different right-hand sides in part (b) are equal because, after con-
ditioning on the variablesX1, . . . ,Xi´1, they cannot make any contribution to the
mutual information IpXi ; Xrnszi |Xri´1sq.
Using the chain rule to expand HpX1, . . . , Xnq into n terms, and inserting the
result into Definitions 4.1 and 4.2, we have
TCpX1 ; . . . ; Xnq “
nÿ
i“1
“
HpXiq ´ HpXi |Xri´1sq
‰
and
DTCpX1, . . . , Xnq “
nÿ
i“1
“
HpXi |Xri´1sq ´ HpXi |Xrnsziq
‰
.
Recalling formulae (5) and (7), we arrive immediately at parts (a) and (b).
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On the other hand, if we add the definitions of TC and DTC for finite-valued
random variables, then the term HpX1, . . . , Xnq cancels to leave
TCpX1 ; . . . ; Xnq `DTCpX1 ; . . . ; Xnq “
nÿ
i“1
“
HpXiq ´ HpXi |Xrnsziq
‰
.
Now another appeal to formula (5) gives part (c).
A similar argument gives recursive formulae for TC and DTC as the number
of variables increases.
Lemma 4.4. If n ě 3, then any finite-valued random variables satisfy
TCpX1 ; . . . ; Xnq “ TCpX1 ; . . . ; Xn´1q ` IpXn ; Xrn´1sq (a)
and
DTCpX1 ; . . . ; Xnq “ DTCpX1 ; . . . ; Xn´1q `
n´1ÿ
i“1
IpXi ; Xn |Xrn´1sziq. (b)
Proof. Both of these formulae result from using the chain rule to write
HpX1, . . . , Xnq “ HpX1, . . . , Xn´1q ` HpXn |Xrn´1sq. (20)
Part (a) follows by substituting this into Definition 4.1 and recalling formula (5).
For DTC, the substitution of (20) leaves us with
DTCpX1 ; . . . ; Xnq ´DTCpX1 ; . . . ; Xn´1q
“
n´1ÿ
i“1
“
HpXi |Xrn´1sziq ´ HpXi |Xrnsziq
‰
.
This gives part (b) by formula (7).
Corollary 4.5. If n ě 3 then
TCpX1 ; . . . ; Xnq ě TCpX1 ; . . . ; Xn´1q
and
DTCpX1 ; . . . ; Xnq ě DTCpX1 ; . . . ; Xn´1q.
21
4.2 Monotonicity properties
This subsection provides simple but useful comparisons of the TC or DTC values
of two different n-tuples of random variables.
Lemma 4.6. For any finite-valued random variables X1, . . . , Xn and Y1, . . . , Yn
we have
TCpY1 ; . . . ; Ynq ď TCpX1 ; . . . ; Xnq `
nÿ
i“1
HpYi |Xiq.
In particular, if Xi almost surely determines Yi for each i, then
TCpY1 ; . . . ; Ynq ď TCpX1 ; . . . ; Xnq. (21)
Proof. By symmetry and induction it suffices to prove the first inequality when
Yi “ Xi for i “ 1, 2, . . . , n´ 1. In that case two appeals to Lemma 4.4(a) give
TCpX1 ; . . . ; Xn´1 ; Ynq ´ TCpX1 ; . . . ; Xn´1 ; Xnq
“ IpYn ; Xrn´1sq ´ IpXn ; Xrn´1sq
ď IpYn, Xn ; Xrn´1sq ´ IpXn ; Xrn´1sq
“ IpYn ; Xrn´1s |Xnq pchain rule for Iq
ď HpYn |Xnq.
This proves the first inequality. The second inequality is a special case.
Lemma 4.7. For any finite-valued random variables X1, . . . , Xn and Y1, . . . , Yn
we have
DTCpY1 ; . . . ; Ynq ď DTCpX1 ; . . . ; Xnq ` pn´ 1q
nÿ
i“1
HpYi |Xiq.
In particular, if Xi almost surely determines Yi for each i, then
DTCpY1 ; . . . ; Ynq ď DTCpX1 ; . . . ; Xnq. (22)
Proof. As for TC, it suffices to prove the first inequality when Yi “ Xi for i “
1, 2, . . . , n´ 1. In that case two appeals to Lemma 4.4(b) give
DTCpX1 ; . . . ; Xn´1 ; Ynq ´DTCpX1 ; . . . ; Xn´1 ; Xnq
“
n´1ÿ
i“1
“
IpXi ; Yn |Xrn´1sziq ´ IpXi ; Xn |Xrn´1sziq
‰
.
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Each of these n ´ 1 terms may be bounded as follows:
IpXi ; Yn |Xrn´1sziq ´ IpXi ; Xn |Xrn´1sziq
ď IpXi ; Yn, Xn |Xrn´1sziq ´ IpXi ; Xn |Xrn´1sziq
“ IpXi ; Yn |Xrnsziq pby chain rule for Iq
ď HpYn |Xrnsziq
ď HpYn |Xnq (since n P rnszi).
Therefore our original difference of DTC-values is at most pn´ 1qHpYn |Xnq, as
required for the first inequality. The second inequality is a special case.
Remark. I would not be surprised if (21) and (22) were already in the literature
somewhere, but I have not found a reference.
The factor of pn´1q in the statement of Lemma 4.7 cannot be improved in gen-
eral. This is seen in the following example, which is essentially taken from [Aus,
Example 3.6]
Example 4.8. In the product group pZ{pZqn, consider the subset
Z :“  pa1, . . . , anq P pZ{pZqn : a1 ` ¨ ¨ ¨ ` an “ 0(
Let µ be the uniform distribution on Z and let Y1, . . . , Yn be random variables
with joint distribution µ. Let Xi :“ Yi for i ď n ´ 1, and let Xn be a uniform
random element of Z{pZ independent of all the other random variables. Then
DTCpX1 ; . . . ; Xnq “ 0, since all the Xis are independent, while a simple cal-
culation gives DTCpY1 ; . . . ; Ynq “ pn´ 1q log p. Finally,
HpYi |Xiq “
"
0 if i ď n ´ 1
log p if i “ n.
So the inequality of Lemma 4.7 becomes an equality in this example. ⊳
It may be possible to improve Lemma 4.7 by using some other information the-
oretic quantities in the bound, in addition to the conditional entropies HpYi |Xiq,
but we do not explore that possibility here.
4.3 Extension to general random variables
Now consider general random variables X1, . . . , Xn taking values in measurable
spacesK1, . . . ,Kn. We extend the definitions of TC and DTC to this setting using
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quantizations, just as for mutual information (see (8)):
TCpX1 ; . . . ; Xnq :“ sup
P1,...,Pn
TCprX1sP1 ; . . . ; rXnsPnq (23)
and
DTCpX1, . . . , Xnq :“ sup
P1,...,Pn
DTCprX1sP1 ; . . . ; rXnsPnq, (24)
where these suprema run over all tuples of finite measurable partitions Pi of the
spaces Ki. The value `8 is now a possibility.
As for finite-valued random variables, we sometimes write TCpµq orDTCpµq
when µ is a probability measure on
śn
i“1Ki.
These definitions are tractable using the monoticity provided by Lemmas 4.6
and 4.7. The next result is an extension of the limit formula (10).
Lemma 4.9. Let Pi be a directed and generating collection of partitions of Ki
for each i (recall Definition 3.1). Then
TCpX1, . . . , Xnq “ lim
P1PP1,...,PnPPn
TCprX1sP1 ; . . . ; rXnsPnq (25)
and similarly with DTC in place of TC.
On the right-hand side of (25), we may replace the single limit alongP1, . . . ,
Pn with any interated limit of the form
lim
Pi1
PPi1 ,...,PimPPim
´
lim
Pj1
PPj1 ,...,Pjn´mPPjn´m
TCprX1sP1 ; . . . ; rXnsPnq
¯
(26)
for some partition of the indices
rns “ ti1, . . . , imu Y tj1, . . . , jn´mu,
and similarly with DTC in place of TC.
Proof. The inequality ‘ě’ in (25) is immediate from the definition (23). So now
let Qi be an arbitrary finite measurable partition of Ki for each i, and let ε ą 0.
Since each Pi is directed and generating, there are members Pi P Pi such that
HprXisQi | rXisPiq ă ε{n for each i P rns.
Now Lemma 4.6 gives
TCprX1sP1
1
; . . . ; rXnsP1nq ą TCprX1sQ1 ; . . . ; rXnsQnq ´ ε
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whenever P 1i P Pi is a further refinement of Pi for each i. Since ε ą 0 was
arbitrary, this completes the proof of (25). The argument for DTC is exactly anal-
ogous.
Since TC and DTC are symmetric in their arguments, it suffices to justify the
iterated limit in (26) for the particular partition
rns “ t1, 2, . . . , mu Y tm` 1, . . . , nu.
This is done by two repeats of the argument for (25). Firstly, the partial limit
lim
Pm`1PPm`1,...,PnPPn
TCprX1sP1 ; . . . ; rXnsPnq
exists, because it is equal toTCpX1 ; . . . ; Xm ; rXm`1sPm`1 ; . . . ; rXnsPnq. Sec-
ondly, this partial limit can be kept within any ε ą 0 of the limit in (25) by taking
Pi, . . . , Pn sufficiently fine to begin with. So the iterated limit exists and equals
the simple limit. The argument for DTC is analogous.
Remark. Beyond (26), one could separate into three or more iterated limits. These
also all give the same answer, by an easy extension of the proof above, but we do
not need this fact in the sequel.
Next we extend some of our previous identities for TC and DTC to general
random variables.
Lemma 4.10. Lemma 4.3 holds for arbitrary random variables X1, . . . , Xn. In
particular, for each equation in the lemma, one side equals `8 if and only if they
both do.
Proof. Let Xi take values in Ki, and let Pi be the family of all finite measurable
partitions ofKi.
Parts (a) and (c) both follow at once by applying the finite-valued case to the
quantizations rX1sP1 , . . . , rXnsPn and then taking the limit along P1 P P1, . . . ,
Pn P Pn on both sides.
The proof of part (b) is similar, but it is complicated by the presence of con-
ditional mutual information values on the right. Recall from Subsection 3.2 that
these require iterated limits taken in the right order. We allow for this using a
similar argument to the proof of Lemma 3.5.
For any P1 P P1, . . . , Pn P Pn and nonempty S Ď rns, let KS :“
ś
iPS Ki,
and let PS denote the partition of KS into the sets
ś
iPS Ci with Ci P Pi. Let
PS be the family of such product-partitions of KS . Then PS is a directed and
generating family of partitions ofKS for each S: see Examples 3.2, Item 2.
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Therefore, by the limit formula (13), for any i P rns the conditional mutual
information IpXi ; Xti`1,...,nu |Xri´1sq on the right of the desired equation is equal
to
lim
Pn,...,Pi
lim
Pi´1,...,P1
I
`rXisPi ; rXti`1,...,nusPti`1,...,nu ˇˇ rXri´1ssPri´1s˘.
On the other hand, by the second part of Lemma 4.9, the DTC on the left of the
desired equation equals
lim
Pn,...,Pi
lim
Pi´1,...,P1
DTC
`rX1sP1, . . . , rXnsPn˘.
So we can apply the finite-valued case of Lemma 4.3(b) to the quantizations
rX1sP1 , . . . , rXnsPn and then apply the particular iterated limit limPn,...,Pi limPi´1,...,P1
to both sides to complete the proof.
Lemma 4.11. Arbitrary random variables satisfy:
• Lemma 4.4;
• Corollary 4.5;
• the inequalities from Lemmas 4.6 and 4.7 in the case when Xi determines
Yi for each i.
Proof. These conclusions follow by the same method as above: apply the known
result to the quantizations rX1sP1 , . . . , rXnsPn , and then pass to the limit over
P1, . . . , Pn.
Part (b) of Lemma 4.4 is slightly more subtle than the others. It involves con-
ditional mutual information values, so we must again switch to a suitable iterated
limit. This time the right choice comes from Lemma 3.6: take the limit in P1,
. . . , Pn´1 first, and then take the limit over Pn. We have
DTCpX1 ; . . . ; Xmq “ lim
Pn
lim
P1,...,Pn´1
DTCprX1s1 ; . . . ; rXmsPmq
for eitherm “ n ´ 1 or m “ n by the second part of Lemma 4.9. By Lemma 3.6
we also have
IpXi ; Xn |Xrn´1sziq “ lim
Pn
lim
P1,...,Pn´1
I
`rXisPi ; rXnsPn ˇˇ rXrn´1szisPrn´1szi˘
for each i P rn´ 1s. This completes the proof.
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5 Finitely correlated random variables
Let X1, . . . , Xn be arbitrary random variables. TC and DTC give two different
ways to quantify their correlation. In general they can give very different values.
However, there are some inequalities relating them; in particular, one cannot be
infinite unless they both are. This section establishes these inequalities and the
resulting classification of joint distributions into ‘finitely’ and ‘infinitely’ corre-
lated.
Lemma 5.1. The TC and DTC of X1, . . . ,Xn both lie between
max
i
IpXi ; Xrnsziq and pn´ 1q ¨max
i
IpXi ; Xrnsziq. (27)
In particular,
DTC ď pn´ 1qTC and TC ď pn´ 1qDTC,
and the quantities TC, DTC and maxi IpXi ; Xrnsziq are either all finite or all
infinite.
Proof. First assume that X1, . . . , Xn are finite-valued. Then parts (a) and (b) of
Lemma 4.3 give
TCpX1 ; . . . ; Xnq ě IpXn ; Xrnsznq
and
DTCpX1 ; . . . ; Xnq ě IpX1 ; Xrnsz1q
respectively, since all the terms in those sums are non-negative. This argument
may be applied for any re-ordering of the random variables, so it implies the
lower bound in (27). Now the upper bound in (27) follows by combining that
lower bound with the formula from Lemma 4.3(c).
For general random variables, the bounds in (27) follow as in the proof of
Lemma 4.10, because each of the quantities TC, DTC and IpXi ; Xrnsziq may be
written as a simple limit over quantizations.
The remaining assertions follow directly from the bounds in (27).
Definition 5.2. The random variables X1, . . . , Xn are finitely correlated if any
(and hence all) of the quantities
TCpX1 ; . . . ; Xnq, DTCpX1 ; . . . ; Xnq, max
i
IpXi ; Xrnsziq
are finite. We also refer to a joint distribution of such random variables as finitely
correlated. If this property does not hold, then the random variables and their
joint distribution are infinitely correlated.
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Clearly finite-valued random variables are always finitely correlated, and so
are arbitrary independent random variables.
6 TC and DTC in terms of reference measures
Another approach to TC and DTC for general random variables starts with the
formula (14) for mutual information in terms of KL divergence. In the case of TC
the relevant formula is already well-used in the literature:
TCpµq “ Dpµ }µ1 ˆ ¨ ¨ ¨ ˆ µnq, (28)
where µi is the i
th marginal of µ. When n “ 2, this is just (14). The case n ě 3
follows easily from that special case by induction, using Lemma 4.4(a) (justified
in this generality by Lemma 4.11) for the left-hand side, and the general chain
rule for KL divergence for the right-hand side.
In the form given by (28), TC has already played an important role in some
results of theoretical probability, such as those of Csisza´r and Marton mentioned
in the Introduction.
If we assume that the measurable spaces Ki are standard, then DTC also has
a formula in terms of KL divergences. Before we derive this, however, let us add
another layer of generality. Rather than compare µ to its own marginals, as in (28),
one can compare it to a prior choice of reference measures on each Ki.
Proposition 6.1. Assume that each Ki is standard, and let λi P ProbpKiq be a
reference measure for each i.
(a) If Dpµi } λiq ă 8 for each i, then TCpµq is equal to
Dpµ } λ1 ˆ ¨ ¨ ¨ ˆ λnq ´
nÿ
i“1
Dpµi } λiq.
(b) If µ is finitely correlated and Dpµi } λiq ă 8 for each i, then DTCpµq is
equal to
nÿ
i“1
ż
Dpµi,z } λiqµrnszipdzq ´Dpµ } λ1 ˆ ¨ ¨ ¨ ˆ λnq, (29)
where µrnszi is the projection of µ to
ś
jPrnsziKj , and pµi,z : z P
ś
jPrnsziKjq
is a conditional distribution for the ith coordinate given the other coordi-
nates according to µ.
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Proof. Part (a). Given the formula (28), part (a) is equivalent to
Dpµ } λ1 ˆ ¨ ¨ ¨ ˆ λnq “ Dpµ }µ1 ˆ ¨ ¨ ¨ ˆ µnq `
nÿ
i“1
Dpµi } λiq. (30)
This is a classical identity due to Csisza´r: see [Csi84, equation (2.11)]. It general-
izes the earlier formula (17) relating mutual information and KL divergences. We
may re-arrange Csisza´r’s identity in the required way because we have assumed
that each of the quantities Dpµi } λiq is finite.
Part (b). This can be derived quickly by combining part (a) and Lemma 4.3(b)
(justified in general by Lemma 4.10). Those ingredients give
DTCpµq “
nÿ
i“1
IpXi ; Xrnsziq ´
”
Dpµ } λ1 ˆ ¨ ¨ ¨ ˆ λnq ´
nÿ
i“1
Dpµi } λiq
ı
, (31)
where X1, . . . , Xn are random variables with joint distribution µ. The bracketed
expression on the right equals TCpµq, and we may subtract it like this because we
have assumed that µ is finitely correlated.
For each i “ 1, 2, . . . , n, we now apply the special case (18) of the chain rule
for KL divergence:
IpXi ; Xrnsziq “
ż
Dpµi,z } λiqµrnszipdzq ´Dpµi } λiq.
Substituting this into the first sum in (31), the appearances of the quantitiesDpµi } λiq
cancel, and we are left with (29).
Remark. In view of Csisza´r’s identity (30), the assumptions for Proposition 6.1(b)
are equivalent to the single assumption
Dpµ } λ1 ˆ ¨ ¨ ¨ ˆ λnq ă 8.
Since DTC is non-negative, Proposition 6.1(b) implies that
Dpµ } λ1 ˆ ¨ ¨ ¨ ˆ λnq ď
nÿ
i“1
ż
Dpµi,z } λiqµrnszipdzq. (32)
This inequality is widely known. It offers a simple explanation for the tensoriza-
tion property of logarithmic Sobolev inequalities, as exposed in [Led97]: see [Led97,
29
Proposition 4.1] for an elementary family of inequalities that includes (32), at-
tributed to Bobkov in that paper. As far as I know, it is a new observation that the
gap in (32) is actually the same quantity as DTC (which is the gap in the analogous
Han inequality) after passing to a supremum over quantizations.
Before leaving this section, let us mention another setting that offers its own
formulae for TC and DTC. If X1, . . . , Xn are real-valued and jointly absolutely
continuous, then
TCpµq “
nÿ
i“1
hpXiq ´ hpX1, . . . , Xnq
and
DTCpµq “ hpX1, . . . , Xnq ´
nÿ
i“1
hpXi |Xrnsziq.
Here h stands for Shannon’s differential entropy (see [CT06, Chapter 8]), and we
assume enough smoothness of the joint PDF that the subtracted terms are all finite.
These identities generalize a standard formula for the mutual information between
jointly continuous random variables: see [CT06, Section 8.5]. The proof of these
formulae is analogous to the proof of Proposition 6.1, and we omit it.
7 Conditional TC and DTC
7.1 Definitions and first properties
Consider a random n-tuple X1, . . . , Xn and another random variable Y on the
same probability space. Assume that the Xis are finite-valued, but let Y be arbi-
trary. Then we define the conditional total correlation by
TCpX1 ; . . . ; Xn |Y q :“
´ nÿ
i“1
HpXi |Y q
¯
´ HpX1, . . . , Xn |Y q (33)
and the conditional dual total correlation by
DTCpX1 ; . . . ; Xn |Y q :“ HpX1, . . . , Xn |Y q ´
nÿ
i“1
HpXi |Xrnszi, Y q. (34)
In case theXis are also general random variables, we extend the definitions of
conditional TC and DTC just as we did in the unconditional case:
TCpX1 ; . . . ; Xn |Y q :“ sup
P1,...,Pn
TC
`rX1sP1 ; . . . ; rXnsPn ˇˇY ˘
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and similarly with DTC in place of TC. When n “ 2, this generalizes the def-
inition of conditional mutual information in (11). Just as in Lemma 4.9 for un-
conditional TC and DTC, we may replace the supremum above with a simple or
iterated limit along any directed and generating families of partitions Pi. The
proof is unchanged from the unconditional case.
7.2 Expression in terms of disintegrations
Let X1, . . . , Xn and Y be random variables with respective target spaces K1, . . . ,
Kn and L, let µ be the joint distribution of X1, . . . , Xn on
ś
iKi, and let ν be
the distribution of Y on L. In case the spaces Ki are standard Borel, µ has a
disintegration pµy : y P Lq over Y . Then conditional TC and DTC satisfy the
obvious formula in terms of this disintegration, generalizing a classical identity
for mutual information.
Proposition 7.1. In the situation above, we have
TCpX1 ; . . . ; Xn |Y q “
ż
TCpµyq νpdyq
and similarly with DTC in place of TC.
Proof. We give the proof for TC; the proof for DTC is analogous.
Suppose first that each Ki is finite. In that case we have
TCpX1 ; . . . ; Xn |Y q “
ÿ
i
HpXi |Y q ´ HpX1, . . . , Xn |Y q.
Let pµi,y : y P Lq be a conditional distribution for Xi given Y . Then µi,y is the
ith marginal of µy for almost every y, by the essential uniqueness of conditional
distributions. Therefore, by the classical formula for conditional entropy in terms
of conditional distributions, the above is equal toż ”ÿ
i
Hpµi,yq ´ Hpµyq
ı
νpdyq “
ż
TCpµyq νpdyq.
For the general case, since each Ki is standard Borel, it has a refining and
generating sequence of finite partitions Pi,1, Pi,2, . . . . For each finite t, the
special case proved above gives
TCprX1sP1,t ; . . . ; rXnsPn,t |Y q “
ż
TCprµysP1,tˆ¨¨¨ˆPn,tq νpdyq, (35)
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where rµysP1,tˆ¨¨¨ˆPn,t is the discrete probability distribution induced on the prod-
uct partition P1,t ˆ ¨ ¨ ¨ ˆPn,t by the measure µy. As t ÝÑ 8:
• the left-hand side of (35) converges to TCpX1 ; . . . ; Xn |Y q, by the gener-
alization of Lemma 4.9 to conditional random variables; and
• the right-hand side of (35) converges to the integral of TCpµyq with respect
to νpdyq, by Lemma 4.9 and the monotone convergence theorem.
7.3 Clumping rules
Let X1, . . . , Xn be random variables taking values in arbitrary measurable spaces
K1, . . . , Kn. Let rns “ S1 Y ¨ ¨ ¨ Y Sm be a partition into non-empty subsets, and
enumerate Sj “ tkj,1 ă ¨ ¨ ¨ ă kj,sju for each j. Then the product spaces
nź
i“1
Ki and
mź
j“1
´ź
iPSj
Ki
¯
have a canonical identification. Corresponding to this, we may define the new
m-tuple of random variable Yj :“ XSj taking values in the product spacesKSj :“ś
iPSj
Ki. We refer to this construction as clumping, and to Y1, . . . , Ym as
clumped random variables.
In the statements of the next two lemmas, we need the following convention:
for a single random variable Z (that is, a ‘1-tuple’) we always have
TCpZq “ DTCpZq “ 0.
Lemma 7.2 (TC clumping rules). The random variables above satisfy
TCpX1 ; , . . . ; Xnq “ TCpY1 ; . . . ; Ymq `
mÿ
j“1
TCpXkj,1 ; . . . ; Xkj,sj q
(in particular, one side is `8 only if they both are).
Remark. The casem “ 2 of this rule appears as [Per77, equation (4.1)].
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Proof. If each Xi is finite-valued, then we see this by writing
TCpX1 ; . . . ; Xnq “
nÿ
i“1
HpXiq ´ HpX1, . . . , Xnq “ A `
mÿ
j“1
Bj,
where
A “
mÿ
j“1
HpYjq´HpX1, . . . , Xnq “
mÿ
j“1
HpYjq´HpY1, . . . , Ymq “ TCpY1 ; ¨ ¨ ¨ ; Ymq
and
Bj “
ÿ
iPSj
HpXiq ´ HpYjq “ TCpXkj,1 ; . . . ; Xkj,sj q.
The general case follows by taking limits over quantizations and using Lemma 4.9.
Lemma 7.3 (DTC clumping rules). The random variables above satisfy
DTCpX1 ; , . . . ; Xnq
“ DTCpY1 ; . . . ; Ymq `
mÿ
j“1
DTCpXkj,1 ; . . . ; Xkj,sj |XrnszSj q.
Proof. By induction on m, we may assume that all but one of the sets Sj are sin-
gletons— applying that case tom separate ‘clumpings’ gives the general formula.
Having done so, we may also assume that our partition of rns is
rns “ t1u Y ¨ ¨ ¨ Y tm´ 1u Y tm,m` 1, . . . , nu
for some m P t1, . . . , n ´ 1u, by symmetry among the random variables. In this
case the desired formula is
DTCpX1 ; , . . . ; Xnq
“ DTC`X1 ; . . . ; Xm´1 ; pXm, . . . , Xnq˘`DTCpXm ; . . . ; Xn |Xrm´1sq.
(36)
Step 1: the finite-valued case. If each Xi is finite-valued, then we write
DTCpX1 ; . . . ; Xnq “ HpX1, . . . , Xnq ´
nÿ
i“1
HpXi |Xrnsziq “ A`B,
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where
A :“ HpX1, . . . , Xnq ´
m´1ÿ
i“1
HpXi |Xrnsziq ´ HpXm, . . . , Xn |Xrm´1sq
“ DTC`X1 ; . . . ; Xm´1 ; pXm, . . . , Xnq˘
and
B :“ HpXm, . . . , Xn |Xrm´1sq ´
nÿ
i“m
HpXi |Xrnsziq
“ HpXm, . . . , Xn |Xrm´1sq ´
nÿ
i“m
HpXi |Xtm,...,nuzi, Xrm´1sq
“ DTCpXm ; . . . ; Xn |Xrm´1sq.
Step 2: the general case. Now consider general random variables Xi. Let
Pi be the family of all finite measurable partitions ofKi for each i.
For any choice of partitions Pi P Pi, the finite-valued case gives
DTCprX1sP1 ; , . . . ; rXnsPnq
“ DTC`rX1sP1 ; . . . ; rXm´1sPm´1 ; rXtm,...,nusPtm,...,nu˘
`DTC`rXmsPm ; . . . ; rXnsPn ˇˇ rXrm´1ssPrm´1s˘. (37)
We now apply a particular iterated limit: first limP1,...,Pm´1 , and then limPm,...,Pn .
On the one hand, by two appeals to the second part of Lemma 4.9, we have
lim
Pm,...,Pn
lim
P1,...,Pm´1
DTCprX1sP1 ; , . . . ; rXnsPnq “ DTCpX1 ; , . . . ; Xnq
and
lim
Pm,...,Pn
lim
P1,...,Pm´1
DTC
`rX1sP1 ; . . . ; rXm´1sPm´1 ; rXtm,...,nusPtm,...,nu˘
“ DTC`X1 ; . . . ; Xm´1 ; Xtm,...,nu˘.
On the other hand, the definition of conditional DTC (formula (34)) and the limit
formula for conditional entropy (9) give
lim
P1,...,Pm´1
DTC
`rXmsPm ; . . . ; rXnsPn ˇˇ rXrm´1ssPrm´1s˘
“ DTC`rXmsPm ; . . . ; rXnsPn ˇˇXrm´1s˘,
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and now the conditional version of Lemma 4.9 gives
lim
Pm,...,Pn
DTC
`rXmsPm ; . . . ; rXnsPn ˇˇXrm´1s˘ “ DTCpXm ; . . . ; Xn |Xrm´1sq.
Thus, applying the iterated limit limPm,...,Pn limP1,...,Pm´1 to each term in (37), it
turns into the desired general case of (36).
The following special case of Lemma 7.3 is quite intuitive, and is needed by
itself in the sequel.
Corollary 7.4. Any random variablesX1, . . . ,Xn and Y satisfy
DTCpX1 ; . . . ; Xn ; Y q “ IpX1, . . . , Xn ; Y q `DTCpX1 ; . . . ; Xn |Y q.
Corollary 7.5. In the setting of Lemmas 7.2 and 7.3, we have
TCpY1 ; . . . ; Ymq ď TCpX1 ; . . . ; Xnq,
and similarly for DTC. In particular, if S, Sc is a binary partition of rns, then
IpXS ; XScq ď min
 
TCpX1 ; . . . ; Xnq,DTCpX1 ; . . . ; Xnq
(
.
The second inequality here generalizes the lower bound in (27).
Proof. The first pair of inequalities follows from Lemmas 7.2 and 7.3 because
TC and DTC are non-negative. The second pair is a special case of the first,
because both TC and DTC reduce to mutual information in the case of two random
variables.
Part II
Structure of measures with low correlation
8 TC and product measures
The following concentration inequality lies behind much of Part II of this paper.
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Proposition 8.1 (Marton’s transportation inequality for product measures). If ν P
ProbpśiKiq is a product measure, and µ P ProbpśiKiq is arbitrary, then
dnpµ, νq ď
c
1
2n
Dpµ } νq.
In Marton’s original proofs in [Mar86, Mar96], each Ki is equal to a fixed
finite set, but those proofs generalize with only cosmetic changes to give the result
stated above.
Combining Proposition 8.1 with the identity (28) gives the main structural
result for measures with small TC.
Corollary 8.2. Any µ P ProbpśiKiq satisfies
dnpµ, µ1 ˆ ¨ ¨ ¨ ˆ µnq ď
c
1
2n
TCpµq,
where µi is the i
th marginal of µ.
For finite alphabets, the relation between dn and TC in Corollary 8.2 can be
partially reversed using the next lemma, which gives a kind of ‘continuity’ for TC
in the transportation metric. It generalizes [Aus, Lemma 4.4], and has essentially
the same proof.
Lemma 8.3. Let µ, ν P ProbpśiKiq, and suppose each Ki has cardinality at
most k. Let δ :“ dnpµ, νq. Then
|TCpµq ´ TCpνq| ď 2`Hpδ, 1´ δq ` δ logpk ´ 1q˘n.
Proof. Let λ be a coupling of µ and ν which witnesses the distance dnpµ, νq. Let
µi and νi be the i
th marginals of µ and ν, respectively. Also, let
δi :“ λtpx, yq : xi ‰ yiu for each i “ 1, 2, . . . , n.
Fano’s inequality [CT06, Section 2.10] gives
Hpµiq ď Hpνiq ` Hpδi, 1´ δiq ` δi logpk ´ 1q for each i
and also
Hpµq ď Hpνq `
nÿ
i“1
`
Hpδi, 1´ δiq ` δi logpk ´ 1q
˘
.
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Inserting these inequalities into the definition of TC, we have
TCpµq ď TCpνq ` 2
nÿ
i“1
`
Hpδi, 1´ δiq ` δi logpk ´ 1q
˘
.
Finally, since δ is at most the average of the δis, the concavity of the entropy
function turns this into
TCpµq ď TCpνq ` 2`Hpδ, 1´ δq ` δ logpk ´ 1q˘n.
By symmetry in µ and ν, this completes the proof.
Corollary 8.4. In the setting of Lemma 8.3, if ν is a product measure, then
TCpµq ď 2`Hpδ, 1 ´ δq ` δ logpk ´ 1q˘n.
Unlike the inequality in Corollary 8.2, the inequality in Corollary 8.4 deteri-
orates for larger alphabets. The next example shows that this feature of Corol-
lary 8.4 is essential. For large or infinite alphabets, I do not know a refined de-
scription of exactly which near-product measures have small TC.
Example 8.5. Let δ ą 0 and k ě 2, and let Ki :“ t0, 1, . . . , k ´ 1u for each
i “ 1, 2, . . . , n. For each j “ 0, 1, . . . , k´ 1, let νj be the Dirac point mass on the
n-tuple pj, j, . . . , jq. Finally, let
µ :“ p1´ δqν0 ` δ
k ´ 1
k´1ÿ
j“1
νj .
The product µˆ ν0 is the only coupling of µ and ν0, and it gives
dnpµ, ν0q “ δ.
However,
TCpµq “ n ¨H
´
1´ δ, δ
k ´ 1 , . . . ,
δ
k ´ 1
¯
´ H
´
1´ δ, δ
k ´ 1 , . . . ,
δ
k ´ 1
¯
ě pn´ 1qδ logpk ´ 1q.
If k is large enough, then this TC can be a large multiple of n, even if δ is very
small. ⊳
In addition to giving Corollary 8.2, Proposition 8.1 is an essential workhorse
for our results about DTC in the next section. It is ultimately responsible for the
approximation between µy and a product measure ξy in part (b) of Theorem A.
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9 DTC and mixtures of product measures
9.1 The DTC of a mixture of products
Proposition 9.1. Let µ P ProbpśiKiq, and let
µ “
ż
L
µy νpdyq (38)
be a representation of µ as a mixture. Then
DTCpµq ď
ż
L
DTCpµyq νpdyq ` Ipν, µ‚q. (39)
In particular, if every µy is a product measure, then DTCpµq ď Ipν, µ‚q.
Proof. Let X1, . . . , Xn be random variables with joint distribution µ, and let Y
be another random variable so that the pair Y , pX1, . . . , Xnq is a randomization of
the mixture (38). In terms of these random variables, the right-hand side of (39)
is
DTCpX1 ; . . . ; Xn |Y q ` I
`pX1, . . . , Xnq ; Y ˘.
This is equal to DTCpX1 ; . . . ; Xn ; Y q by Corollary 7.4, and this is greater than
or equal to DTCpX1 ; . . . ; Xnq by Lemma 4.4(b).
The final assertion follows because DTC is zero for any product measure.
DTC is evenmore sensitive to small perturbations in dn than TC: near-products
can have large DTC even for small alphabets. Because of this, a gap in our under-
standing remains between Proposition 9.1 and Theorem A.
Example 9.2. Let the measure µ P ProbppZ{pZqnq and random variables Xi and
Yi be as in Example 4.8. Let ν be the uniform distribution on pZ{pZqn, so this
is the joint distribution of X1, . . . , Xn. Then DTCpµq “ pn ´ 1q log p. But the
construction of the Yis andXis gives a coupling of µ and ν under which (i) the first
n´ 1 coordinates always agree and (ii) the last coordinates agree with probability
1{p ą 0, so dnpµ, νq ă 1{n. ⊳
9.2 Proof of Theorem A
Let pX1, . . . , Xnq be a random n-tuple with joint distribution µ.
If DTCpµq “ 8, then Theorem A follows simply by writing µ as a mixture of
point masses, which are certainly products. So let us assume that DTCpµq ă 8;
this saves us from worrying about arithmetic with `8.
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Lemma 9.3. There is a subset S Ď rns with |S| ď DTCpµq{δ2 such that
TCpX1 ; . . . ; Xn |XSq `DTCpX1 ; . . . ; Xn |XSq ď δ2|rnszS|.
(In fact we need only the weaker conclusionTCpX1 ; . . . ; Xn |XSq ď δ2|rnszS|
to prove Theorem A.)
Proof. We start with the formula from Lemma 4.3(b), which holds for general
random variables by Lemma 4.10. This formula is available for any ordering of the
index set rns. We may therefore consider its average over all possible orderings:
DTCpX1 ; . . . ; Xnq “
nÿ
i“1
E
“
I
`
Xσpiq ; Xrnszσpiq
ˇˇ
Xtσp1q,...,σpi´1qu
˘‰
, (40)
where E “ 1
n!
ř
σ is expectation over a uniformly random permutation σ of rns.
By Markov’s inequality, fewer than DTCpµq{δ2 of the summands in (40) can
exceed δ2, so some i ď DTCpµq{δ2 ` 1 satisfies
E
“
I
`
Xσpiq ; Xrnszσpiq
ˇˇ
Xtσp1q,...,σpi´1qu
˘‰ ď δ2.
By the tower property of iterated conditional expectations, it follows that some
subset S Ď rns of cardinality i´ 1 satisfies
E
”
I
`
Xσpiq ; Xrnszσpiq
ˇˇ
Xtσp1q,...,σpi´1qu
˘ ˇˇˇ tσp1q, . . . , σpi´ 1qu “ Sı ď δ2.
However, conditionally on tσp1q, . . . , σpi ´ 1qu “ S, the random image σpiq is
equally likely to be any element of rnszS. Therefore the conditional expectation
above is equal to
1
|rnszS|
ÿ
jPrnszS
IpXj ; Xrnszj |XSq.
(We used a random permutation σ in (40) in order to arrive at this average over
j P rnszS.) By Lemma 4.3(c) and Lemma 4.10, this average is equal to
TCpX1 ; . . . ; Xn |XSq `DTCpX1 ; . . . ; Xn |XSq.
Proof of Theorem A. Let S be given by Lemma 9.3, so |S| ď DTCpµq{δ2 ď δn.
Let µS be the joint distribution of XS , and similarly for any other subfamily of
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the random variables Xi. Let L :“
ś
iPS Ki and let pνy : y P Lq be a conditional
distribution for pX1, . . . , Xnq givenXS . Then µ is equal to the mixture
µ “
ż
L
νy µSpdyq. (41)
At this stage we have no control on the mutual information of this mixture. But
we regain such control if we project to coordinates in Sc :“ rnszS:
µSc “
ż
L
pνyqSc µSpdyq. (42)
Indeed, the mutual information in the projected mixture (42) is precisely the mu-
tual information betweenXS andXSc . By the last inequality of Corollary 7.5, this
is at most DTCpµq. In particular, it is finite, and so pνyqSc ! µSc for µS-almost
every y because of (19).
Let dSc be the normalized Hamming average of the metrics dKi for i P Sc:
that is, the analog of (1) in which the sum extends only over i P Sc and with
normalizing constant |Sc|. Let dSc be the transportation metric associated to dSc ,
defined as in (2) with dSc in place of dn.
For each y P L, let ξ1y be the product measure on
ś
iPSc Ki with the same
marginals as pνyqSc . These measures satisfy the following estimates:ż
L
dSc
`pνyqSc, ξ1yq µSpdyq ď
ż
L
c
1
2n
TC
`pνyqSc˘ µSpdyq (by Corollary 8.2)
ď
d
1
2n
ż
L
TC
`pνyqSc˘ µSpdyq (by Ho¨lder’s ineq.)
“
c
1
2n
TCpX1 ; . . . ; Xn |XSq (by Proposition 7.1)
ď δ{
?
2 ă δ (by Lemma 9.3).
To finish: let ξy be any lift of ξ
1
y to a product measure on
ś
iKi, chosen mea-
surably in y; let ρy be the Radon–Nikodym derivative dpνyqSc{dµSc; and define a
new measure µy on
ś
iKi by
µypdxq :“ ρypxScq ¨ µpdxq for each y.
These new measures satisfy pµyqSc “ pνyqSc for every y. Now Fubini’s theorem
gives ż
L
µypAqµSpdyq “
ż
A
´ ż
L
ρypxScqµSpdyq
¯
µpdxq “ µpAq
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for all measurable sets A Ď śiKi, so µ is equal to the mixture ş µ‚ dµS . This
mixture has the same mutual information as the mixture in (42), because the func-
tions ρpxScq depend only on xSc , and this mutual information is at most DTCpµq.
On the other hand, since |S| ď δn, a simple estimate leaves us withż
L
dnpµy, ξyq µSpdyq ď |S|
n
` |S
c|
n
ż
L
dSc
`pµyqSc, ξ1y˘ µSpdyq ă 2δ. (43)
9.3 Bounding number of terms instead of mutual information
Theorem A provides a mixture of near-product measures with a bound on the
mutual information in the mixture. We could be slightly more demanding and ask
for a bound on the number of terms.
Here we present two results of this kind. The first is obtained by combining
Theorem A with the following lemma about ‘sampling’ from a mixture.
Lemma 9.4 (Sampling from a mixture with bounded mutual information). Let
pK,µq be a probability space, and let µ be represented as a mixture ş
L
µ‚ dν. Let
ε P p0, 1{2q, let L1 Ď L be measurable with νpL1q ą 1 ´ ε{2, and assume that
the mutual information I :“ Ipν, µ‚q is finite. Finally, let m :“ r16ε´2e16pI`1q{εs.
Then there exist y1, . . . , ym P L1 such that
››› 1
m
mÿ
j“1
µyj ´ µ
››› ă 3ε. (44)
This lemma is taken directly from [Aus, Proposition 7.2]. To prove it, the
elements y1, . . . , ym are chosen independently at random from ν and shown to
have the desired property with high probability. The details are similar to ele-
mentary proofs of the law of large numbers: a truncation followed by a variance
estimate. In [Aus], the value I in this lemma is written as the ν-integral of the KL
divergences Dpµ‚ }µq, but that integral is equal to Ipν, µ‚q by (19). Also, in [Aus,
Proposition 7.2] it is assumed that K is standard Borel, but a quick check shows
that this assumption plays no role in the proof.
By applying Lemma 9.4 to the mixture in Theorem A, we obtain the following
variant of that theorem.
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Theorem 9.5. In the setting of Theorem A, fix parameters ε, δ ą 0 and let µ be
a probability measure on
ś
iKi. If DTCpµq ď δ3n, then µ may be written as a
mixture
µ “ 1
m
µ1
1
` ¨ ¨ ¨ ` 1
m
µ1m
so that
(a) m “ Opε´2q exppOpDTC{εqq, and
(b) there are product measures ξ1
1
, . . . , ξ1m on
ś
iKi such that
1
m
mÿ
j“1
dnpµ1j, ξ1jq ă 3ε` 4δ{ε.
Proof. Let
µ “
ż
L
µy νpdyq
be the representation of µ promised by Theorem A. By part (b) of Theorem A and
Markov’s inequality, the set
L1 :“  y P L : dnpµy, ξyq ă 4δ{ε(
has νpL1q ą 1 ´ ε{2. Therefore Lemma 9.4 gives y1, . . . , ym P L1 such that (44)
holds, where m satisfies part (a) of the present theorem.
We have not quite found a representation of µ as a finite mixture yet, but (44)
says we are close. Let
γ :“ 1
m
mÿ
j“1
µyj . (45)
Since dn is always bounded by total variation (see, for instance, [Aus, Subsection
4.2]), it follows from (44) that some coupling λ of µ and γ satisfiesż
dn dλ ă 3ε.
For each j “ 1, 2, . . . , m, define
ρj :“ dµyj{dγ and λjpdx, dyq :“ ρjpyq ¨ λpdx, dyq,
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and let µ1j be the first marginal of λj . Then the average
1
m
mÿ
j“1
µ1jpdxq (46)
is the first marginal of
1
m
mÿ
j“1
λjpdx, dyq “
´ 1
m
mÿ
j“1
ρjpyq
¯
¨ λpdx, dyq “ λpdx, dyq,
where the second equality holds because of (45). Therefore the average (46)
equals µ exactly.
To finish, let us prove part (b) of the present theorem for these measures µ1j .
Let ξ1j :“ ξyj for each j. By construction, λj is a coupling of µ1j and µyj for each
j, and therefore
1
m
mÿ
j“1
dnpµ1j, ξ1jq ď
1
m
mÿ
j“1
” ż
dn dλj ` dnpµyj , ξyjq
ı
“
ż
dn dλ ` 1
m
mÿ
j“1
dnpµyj , ξyjq
ă 3ε` 4δ{ε,
where the last line follows by our initial choice of λ and the definition of L1.
By taking ε :“ ?δ in Theorem 9.5, we obtainm “ Opδ´1q exppDTCpµq{?δq
and
1
m
mÿ
j“1
dnpµ1j, ξ1jq “ Op
?
δq.
I do not know whether this dependence on δ can be qualitatively improved.
A different approach to obtaining a finite mixture is available if each Ki is fi-
nite, but it gives bounds that depend on their cardinalitites. Suppose for simplicity
that these cardinalities are all at most k. Then we can make the following slight
adjustment within the proof of Theorem A itself. Consider again the mixture (41).
If we simply take this for the mixture produced by the theorem (rather than pro-
jecting toKSc , bounding the mutual information, and lifting back toKrns), then a
different bound results. The number of terms in the mixture (41) is at most
|L| “
ź
iPS
|Ki| ď kDTCpµq{δ2 .
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Now, as in the proof of Theorem A, we have the estimates
ż
L
dn
`
νy, ξyq µSpdyq ď
ż
L
c
1
2n
TCpνyq µSpdyq
ď
c
1
2n
TCpX1 ; . . . ; Xn |XSq ď δ{
?
2 ă δ.
Thus we obtain the following alternative to Theorem A.
Theorem 9.6. Assume that each Ki has cardinality at most k. Fix a parameter
δ ą 0. Then any µ P ProbpśiKiq may be written as a mixture
µ “ p1µ1 ` ¨ ¨ ¨ ` pmµm (47)
in which
(a) m ď kDTCpµq{δ2 ,
(b) there are product measures ξj on
ś
iKi, j “ 1, 2, . . . , m, such that
mÿ
j“1
pj ¨ dnpµj, ξjq ă δ.
Remark. Note that Theorem 9.6 can be applied for any value of DTCpµq, and
gives a nontrivial conclusion provided DTCpµq ! δ2n. This is slightly less
restrictive than Theorem A itself, which requires DTCpµq ď δ3n. The extra
power of δ is needed in the proof of Theorem A because the cardinality |S| shows
up in the estimate (43), and we want this to be comparable to the integral of
dSc
`pµyqSc, ξ1yq in that estimate. Estimate (43) is not used in the proof of Theo-
rem 9.6.
10 Directions for further research
10.1 ‘Very small’ alphabets
Theorems A and 9.5 do not depend on maxi |Ki| — indeed, they allow infinite
alphabets. But Theorem 9.6 does depend onmaxi |Ki|.
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Can more be said when the alphabets are ‘very small’? This assumption needs
to be made precise. One natural place to start is this: assume that Ki “ t0, 1u for
each i, and also that µ is very biased in every coordinate, say
µtxi “ 1u ď p @i,
where p P p0, 1q is small.
Question 10.1. Do our estimates in Part II have any natural refinements if one
also allows them to depend on p?
10.2 Finer approximations than in transportation
As discussed in the Introduction, our stability results for TC and DTC are incom-
plete. They promise a certain structure only up to a perturbation in dn, but neither
TC nor DTC is uniformly continuous for that kind of perturbation (TC does satisfy
Lemma 8.3, but that estimate depends on the size of the alphabets).
Question 10.2. Is there a finer kind of approximation than dn which enables a
complete description of the structure behind small values of TC or DTC?
The simplest possibility to consider would be approximation in total variation,
but I expect this is too strong.
10.3 Shearer’s inequality and alternatives to TC and DTC
By careful applications of the chain rule, Han’s inequalities from [Han78] can all
be subsumed into an inequality of Shearer from [CGFS86]. If S is a family of
subsets of rnswith the property that every member of rns lies in at least kmembers
of S , then Shearer’s inequality asserts that
HpX1, . . . , Xnq ď 1
k
ÿ
SPS
HpXi : i P Sq. (48)
Han’s inequalities include the cases when S “ `rns
ℓ
˘
for some ℓ. Among these,
TC is the gap in (48) when S “ `rns
1
˘
. After a simple application of the chain
rule, DTC is the gap in (48) when S “ ` rns
n´1
˘
(up to a normalization by n ´ 1).
Several other relations among the gaps in Han’s inequalities were explored by
Fujishige [Fuj78].
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By now, Shearer’s inequality has opened a rich vein of applications in com-
binatorics: see, for instance, [Rad01]. More recently it has been refined further
by Madiman and Tetali [MT10] and Balister and Bolloba´s [BB12]. Madiman and
Tetali’s paper gives a more careful overview of other work in this direction. From
any of these inequalities, one can define a new notion of multi-variate correlation
by considering the gap between the two sides. Madiman and Tetali also explicitly
introduce the gaps in their inequalities in [MT10, Section VII], and establish some
identities between them, generalizing Fujishige’s work.
However, as far as I know these investigations do not include most of our
work from Part I above, let alone Part II. Even the fact of monotonicity, which
generalizes non-negativity, does not seem to be in the literature.
Question 10.3. Do our inequalities and identities from Part I have natural gener-
alizations to the gaps in the other inequalities mentioned above?
Question 10.4. Do any of those other gaps enjoy stability or structural results of
a similar flavour to Theorem A?
It would be especially interesting if the right choice of gap can be used to
capture other structural features than near-products or their low-information mix-
tures.
10.4 Other inequalities
All of the entropy inequalities mentioned in the previous subsection are ‘Shan-
non inequalities’, meaning that they are corollaries of the strong subadditivity of
Shannon entropy. More recently, other ‘non-Shannon inequalities’ have also been
investigated: see [ZY98, MMRV02, Mat07] for an introduction to these. The
paper [FC13] uses both Shannon and non-Shannon inequalities to derive neces-
sary conditions for the existence of a joint probability distribution given some
constraints on its marginals, and the paper [DFZ07] applies some non-Shannon
inequalities to a network information theory model.
Question 10.5. Do any of these non-Shannon inequalities admit natural stability
results?
10.5 Characterizing other classes of joint distributions
Part II of this paper is about the stability of the inequalities
TC ě 0 and DTC ě 0
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up to approximations in dn. From this point of view, our main results are some-
what analogous to the stability of various inequalities in geometric analysis such
as isoperimetric, Sobolev and logarithmic Sobolev inequalities. See, for instance, [Fig13]
and [FIL16] for a taste of the considerable recent progress in that geometric set-
ting. The proofs in our product-space setting are much more elementary, but the
results can be given a similar motivation.
However, one can also view Corollary 8.2 and Theorem A as approximate
characterizations of two special classes of distributions: near-products and low-
information mixtures of near-products, respectively.
A distributions that can be written as a mixture of at most m products is said
to have non-negative rank at mostm.
Question 10.6. Can our results about DTC be tightened to give a characteriza-
tion, up to approximations in dn, of the class of all distributions with a fixed bound
m on their non-negative rank?
The distributions with non-negative rank at most m have been characterized
exactly in a few special cases: in particular, when m “ 2 in [ARSZ15], and
in a few cases with m “ 3 in [SM18]. Those characterizations are in terms of
semi-algebraic constraints involving the probabilities of individual strings. Those
papers also contain some other related results and a more general discussion of the
problem of exact characterization. However, I do not know of an approach to this
problem via information theoretic inequalities, nor of any results about stability
in terms of dn or any other kind of approximation.
Many other classes of distributions on product spaces are important in proba-
bility, information theory, statistics, and computing theory. It would be interesting
to characterize some of those other classes up to approximations in dn. For exam-
ple:
Question 10.7. Let G be a graph on the vertex set t1, 2, . . . , nu, and consider
probability distributions on
śn
i“1Ki. Is there an inequality involving notions of
multi-variate correlation that gives a dn-stable characterization of Markov ran-
dom fields over the graph G?
An introduction to Markov random fields can be found in [Gri18, Chapter 7].
If each Ki is finite and we restrict attention to strictly positive probability dis-
tributions on
śn
i“1Ki, then an exact characterization of Markov random fields
over a given graph as certain Gibbs measures is the subject of a classical theo-
rem of Hammersley and Clifford [HC71]. This problem of exact characterization
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becomes more complicated if one drops the assumption of strict positivity, but a
full analysis is known for this case also: see [GMS06], which also characterizes
various other related classes of distributions. However, I do not know of any work
on stable characterizations up to small perturbations in dn.
Some other classes of probability distributions, defined in terms of various
kinds of latent structure outside the coordinates in K1, . . . , Kn, are character-
ized via information inequalities in [CLM`14]. A related problem is considered
in [SA15], which concerns joint distributions defined by a directed acyclic graph-
ical model, and shows how information inequalities imply some constraints on
the graph underlying such a model. Any of these results might be interesting to
investigate for their stability.
Another family of problems which invite similar techniques concern the esti-
mation of
max
µ
min
ν
Dpµ } νq
as µ varies over all distributions on
śn
i“1Ki and ν varies within a subclass of dis-
tributions given by some statistical model. The recent survey [MRA13] discusses
these problems for several statistical models defined by different kinds of latent
structure. For the model given by Markov random fields over a given graph, esti-
mates in terms of information theoretic quantities were found in [Mat09]. I do not
know how any of these estimates fare under perturbations in dn.
More work with a related flavour can be found in Perez’ early paper [Per77] on
different kinds of conditional independence. Perez studies a class of ‘simplifica-
tion procedures’ that can be applied to a joint distribution of several random vari-
ables. These procedures give new distributions that have some chosen conditional
independence among some subsets of the variables. Perez examines conditions
guaranteeing that the original distribution does not change too much under these
procedures according to some information theoretic quantities; he then refers to
the procedures as ‘admissible’. The question of identifying these ‘good’ distri-
butions has an intuitive similarity to the question of identifying Markov random
fields over a given graph, but I do not know of any concrete results that relate these
questions.
Question 10.8. Could arguments such as those in the present paper lead to results
about admissibility for approximations in dn?
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