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Abstract
A multivariable hypergeometric-type formula for raising operators of the Mac-
donald polynomials is conjectured. It is proved that this agrees with Jing and
Jo´zefiak’s expression for the two-row Macdonald polynomials, and also with Las-
salle and Schlosser’s formula for partitions with length three.
1 Introduction
In this article, we present an observation that the raising operators for the Macdonald
polynomials Qλ(x; q, t) [1] can be written in a form of multivariable basic hypergeometric-
type series.
In the work by Lassalle and Schlosser [5] (see also [4][6]), the fully explicit formula for
the raising operator for the Macdonald polynomials was obtained (Theorem 5.1 of [5]).
It was derived by inverting the Pieri formula for the Macdonald polynomial. Jing and
Jo´zefiak’s expression for the two-row Macdonald polynomials [2] is recovered from their
general formula. The case when the indexing partition is length three, was studied in the
preceding work by Lassalle [3].
In the papers [7, 8], it was observed that a certain class of n-fold integral trans-
formations {I(α)|α ∈ C} forms a commutative family, namely [I(α), I(β)] = 0. The
commutativity was proved only for the simplest case n = 2 by using the explicit formulas
for the eigenfunctions of I(α), and several summation and transformation formulas for
the basic hypergeometric series [7]. To prove the commutativity for n ≥ 3 remains as
an open problem, since properties of the eigenfunctions have not been studied well. It
was observed that a modified Macdonald difference operator D1(s1, · · · , sn, q, t) (see (5)
below) and the integral transformation I(α) are also commutative with each other. The
commutativity was proved for the simplest case n = 2. In Appendix of [8], it was shown
that the eigenfunction of D1(s1, · · · , sn, q, t) can be interpreted as a raising operator for
the Macdonald polynomials.
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An explicit formula for the eigenfunctions of I(α) orD1(s1, · · · , sn, q, t) was conjectured
for n = 3 in [7]. (See (45) below.) The structure of the series (45) looks very much
different from the one obtained by Lassalle and Schlosser. Therefore, an explanation,
which connects these, is in order. At present, this relation is still unclear. One may,
however, observe that Lassalle and Schlosser’s formula can be recast in a form, which is
somewhat closer to the series (45). The aim of this paper is to present our observation
about this.
The plan of the paper is as follows. In Section 2, a conjecture for the explicit formula
of the eigenfunction of D1(s1, · · · , sn, q, t) is given. The conjecture is recast in the form
of the raising operator for the Macdonald polynomials in Section 3. Section 4 is devoted
to recalling Lassalle and Schlosser’s theorem for the Macdonald polynomials. Then our
conjecture is compared with Lassalle and Schlosser’s result. In Section 5, the case n = 2
is treated and our conjecture is proved. In Section 6, it is proved that our conjecture for
the raising operator agrees with Lassalle and Schlosser’s formula for n = 3. Some special
cases t = q, q2, q3, · · ·, and q = 0 are discussed in Section 7.
2 Basic Hypergeometric-like Series
Let n be a positive integer, and s1, s2, · · · , sn be indeterminates. Introduce cn({θi,j ; 1 ≤
i < j ≤ n}; s1, · · · , sn, q, t) recursively by c1(−; s1, q, t) = 1 and
cn({θi,j ; 1 ≤ i < j ≤ n}; s1, · · · , sn, q, t)
= cn−1({θi,j ; 1 ≤ i < j ≤ n− 1}; q
θ1,ns1, · · · , q
θn−1,nsn−1, q, t) (1)
×
n−1∏
k=1
tθk,n
(qt−1; q)θk,n
(q; q)θk,n
(qt−1sk/sn; q)θk,n
(qsk/sn; q)θk,n
×
∏
1≤ℓ<m≤n−1
(qt−1sℓ/sm; q)θℓ,n
(qsℓ/sm; q)θℓ,n
(q−θm,ntsℓ/sm; q)θℓ,n
(q−θm,nsℓ/sm; q)θℓ,n
,
where we have used the q-shifted factorial (a; q)n = (1 − a)(1 − aq) · · · (1 − aq
n−1). For
example, we have
c2(θ1,2; s1, s2, q, t) = t
θ1,2
(qt−1; q)θ1,2
(q; q)θ1,2
(qt−1s1/s2; q)θ1,2
(qs1/s2; q)θ1,2
, (2)
c3(θ1,2, θ1,3, θ2,3; s1, s2, s3, q, t)
= tθ1,2
(qt−1; q)θ1,2
(q; q)θ1,2
(qθ1,3−θ2,3qt−1s1/s2; q)θ1,2
(qθ1,3−θ2,3qs1/s2; q)θ1,2
(3)
×tθ1,3
(qt−1; q)θ1,3
(q; q)θ1,3
(qt−1s1/s3; q)θ1,3
(qs1/s3; q)θ1,3
tθ2,3
(qt−1; q)θ2,3
(q; q)θ2,3
(qt−1s2/s3; q)θ2,3
(qs2/s3; q)θ2,3
×
(qt−1s1/s2; q)θ1,3
(qs1/s2; q)θ1,3
(q−θ2,3ts1/s2; q)θ1,3
(q−θ2,3s1/s2; q)θ1,3
,
2
and so on. The product expression for cn({θi,j}1≤i<j≤n; s1, · · · , sn) reads as follows
cn({θi,j; 1 ≤ i < j ≤ n}; s1, · · · , sn, q, t)
=
∏
1≤i<j≤n
tθi,j
(qt−1; q)θi,j
(q; q)θi,j
(q
∑n
a=j+1
(θi,a−θj,a)qt−1si/sj; q)θi,j
(q
∑n
a=j+1
(θi,a−θj,a)qsi/sj; q)θi,j
(4)
×
n∏
k=3
∏
1≤ℓ<m≤k−1
(q
∑n
b=k+1
(θℓ,b−θm,b)qt−1sℓ/sm; q)θℓ,k
(q
∑n
b=k+1
(θℓ,b−θm,b)qsℓ/sm; q)θℓ,k
×
(q−θm,kq
∑n
b=k+1
(θℓ,b−θm,b)tsℓ/sm; q)θℓ,k
(q−θm,kq
∑n
b=k+1
(θℓ,b−θm,b)sℓ/sm; q)θℓ,k
.
In the paper [8], a modified Macdonald difference operator acting on the space of formal
power series F [[x2/x1, x3/x2, · · · , xn/xn−1]] was investigated, where F = Q(q, t, s1, s2, · · · , sn).
It is defined by
D1(s1, s2, · · · , sn, q, t) =
n∑
i=1
si
∏
j<i
1− q−1txi/xj
1− q−1xi/xj
∏
k>i
1− qt−1xk/xi
1− qxk/xi
Tq−1,xi, (5)
where Tq,xi denotes the q-shift operator Tq,xi · g(x1, · · · , xn) = g(x1, · · · , qxi, · · · , xn) and
the rational factors in (5) should be understood as the series
1− q±1t∓1x
1− q±1x
= 1 +
∞∑
n=1
(1− t∓1)q±nxn. (6)
Let us consider a basic hypergeometric-like series
f(x1, x2, · · · , xn; s1, · · · , sn, q, t) =
∏
1≤k<ℓ≤n
(1− xℓ/xk) (7)
×
∑
(θ)∈M(n)
cn({θi,j; 1 ≤ i < j ≤ n}; s1, · · · , sn, q, t)
∏
1≤i<j≤n
(xj/xi)
θi,j ,
where (θ) = (θi,j) ∈ M
(n). Here we have used the notation introduced in [5], namely M(n)
denotes the set of upper triangular n × n matrices with nonnegative integers, and 0 on
the diagonal.
Then we have the following observation.
Conjecture 2.1 The series f(x1, x2, · · · , xn; s1, · · · , sn, q, t) in Eq.(7) is an eigenfunction
of the difference operator D1
D1(s1, s2, · · · , sn, t, q)f(x1, x2, · · · , xn) =
n∑
i=1
si · f(x1, x2, · · · , xn). (8)
The case n = 2 is easy, and will be treated in Section 5. When n ≥ 3, however, to
prove Conjecture 2.1 seems a very complicated task, and it is an open problem. We have
checked it by a computer-aid calculation up to n = 5 for small degrees in xi’s.
In Section 6, a supporting argument for the case n = 3 will be given. We will prove
that a consequence of Conjecture 2.1 (see Eq. (14) below) agrees with the theorem by
Lassalle and Schlosser for the case n = 3.
3
3 Main Consequence
We briefly recall the notion of the Macdonald polynomials [1]. Let x1, x2, · · · , xn be a set
of indeterminates, and Λn = Z[x1, · · · , xn]
Sn denotes the ring of symmetric polynomials.
The ring of symmetric functions Λ is defined as the inverse limit of the Λn in the cate-
gory of graded rings. Let F = Q(q, t) be the field of rational functions in independent
indeterminates q and t, and set ΛF = Λ⊗Z F .
Let pn =
∑
i x
n
i be the power sum symmetric functions, and denote pλ = pλ1pλ2 · · · for
any partition λ = (λ1, λ2, · · ·). The scalar product is introduced by
〈pλ, pµ〉q,t = δλ,µ
∏
i≥1
imimi!
∏
j≥1
1− qλj
1− tλj
, (9)
where mi = mi(λ) is the multiplicity of the part i in the partition λ.
The Macdonald symmetric functions Pλ(x; q, t) ∈ ΛF are uniquely characterized by
the following two conditions [1]:
(a) Pλ = mλ +
∑
µ<λ
uλµmµ, (10)
where mλ is the monomial symmetric function associated with λ, uλµ ∈ F , and the symbol
“<” means the dominance ordering on the partitions.
(b) 〈Pλ, Pµ〉q,t = 0 if λ 6= µ. (11)
The dual of Pλ with respect to the scalar product (9) is denoted by Qλ(x; q, t) =
bλ(q, t)Pλ(x; q, t), where bλ(q, t) = 〈Pλ, Pλ〉
−1
q,t . As for the explicit expression for bλ(q, t),
see (6.19) of [1].
The symmetric function gn(x; q, t) ∈ ΛF is defined by
∏
i≥1
(txiy; q)∞
(xiy; q)∞
=
∑
n≥0
gn(x; q, t)y
n, (12)
where (a; q)∞ =
∏∞
i=0(1 − aq
i). It is well known that we have Q(n)(x; q, t) = gn(x; q, t)
(equation (5.5) in [1]). We use the convention that gn(x; q, t) = 0 for n < 0. We write
ga = ga1ga2 · · · gan for any a = (a1, a2, · · · , an) ∈ Z
n.
Nextly, we recall the definition of the raising operators. Let a = (ai, · · · , an) ∈ Z
n.
For each pair of integers i, j satisfying 1 ≤ i < j ≤ n, define the action of Rij by
Rij(a) = (a1, · · · , ai + 1, · · · , aj − 1, · · · , an). (13)
Any product of the form
∏
i<j R
θi,j
ij is called a raising operator. For any raising operator
R, Rgλ means gRλ.
It was argued in the paper [8] that the solution to the equation (8) is interpreted as
the raising operator for the Macdonald polynomials. See Proposition A.6 in Appendix in
[8]. Therefore, the following is a consequence of Conjecture 2.1.
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Proposition 3.1 Let λ = (λ1, · · · , λn) be a partition. Set si = t
n−iqλi. Assume that Con-
jecture 2.1 is true. Then the Macdonald polynomila Qλ = Qλ(x; q, t) can be represented
by the raising operator as
Q(λ1,···,λn) =
∏
1≤k<ℓ≤n
(1−Rkℓ) (14)
×
∑
(θ)∈M(n)
cn({θi,j ; 1 ≤ i < j ≤ n}; s1, · · · , sn, q, t)
∏
1≤i<j≤n
R
θi,j
ij gλ.
4 Lassale and Schlosser’s Theorem
In this section, we recall Lassale and Schlosser’s theorem for the raising operators of the
Macdonald polynomials [5] (which was announced in [4]).
Let u1, · · · , un be indeterminates, and θ1, · · · , θn be nonnegative integres. Write vk =
qθkuk for simplicity. Lassale and Schlosser obtained the following function by inverting
the Pieri formula
C
(q,t)
θ1,···,θn
(u1, · · · , un) =
n∏
k=1
tθk
(q/t; q)θk
(q; q)θk
(quk; q)θk
(qtuk; q)θk
∏
1≤i<j≤n
(qui/tuj; q)θi
(qui/uj; q)θi
(tui/vj ; q)θi
(ui/vj; q)θi
×
1
∆(v)
det
1≤i,j≤n
[
vn−ji
(
1− tj−1
1− tvi
1− vi
n∏
k=1
uk − vi
tuk − vi
)]
, (15)
where ∆(v) =
∏
1≤i<j≤n(vi − vj). For any θ = (θi,j) ∈ M
(n), we write
ζk(θ) =
n∑
j=k+1
θk,j −
k−1∑
j=1
θj,k, 1 ≤ k ≤ n, (16)
ξik(θ) =
n∑
j=k+2
(θi,j − θk+1,j), 1 ≤ i ≤ k ≤ n− 1. (17)
The following important result was obtained (Theorem 5.1 in [5]).
Theorem 4.1 (Lassale Schlosser) Let λ = (λ1, · · · , λn) be an arbitrary partition with
length n. We have
Qλ(q, t) (18)
=
∑
θ∈M(n)
n−1∏
k=1
C
(q,t)
θ1,k+1,···,θk,k+1
({ui = q
λi−λk+1+ξik(θ)tk−i; 1 ≤ i ≤ k})
n∏
k=1
gλk+ζk(θ).
Comparing Lassalle and Schlosser’s formula with our conjecture (14), we observe the
following.
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Conjecture 4.2 Setting si = t
n−iqλi, we have
∑
θ∈M(n)
n−1∏
k=1
C
(q,t)
θ1,k+1,···,θk,k+1
({ui = q
λi−λk+1+ξik(θ)tk−i; 1 ≤ i ≤ k})
∏
1≤i<j≤n
R
θi,j
ij
=
∏
1≤k<ℓ≤n
(1−Rkℓ) (19)
×
∑
θ∈M(n)
cn({θi,j; 1 ≤ i < j ≤ n}; s1, · · · , sn, q, t)
∏
1≤i<j≤n
R
θi,j
ij ,
where Rij denotes the raising operator.
One can prove Conjecture 4.2 for n = 2 and n = 3. These two cases will be treated
in the following two sections. The case n ≥ 4, however, is complicated and remains as an
open problem.
It should be stressed that the identity in Conjecture 4.2 is a quite nontrivial one. In
Section 6, an elementary proof for n = 3 will be given. It seems that some combinatorial
properties for general n hopefully can be extracted from that.
In view of (1), (15), (18), and si = t
n−iqλi, the difference between the two functions
n−1∏
k=1
C
(q,t)
θ1,k+1,···,θk,k+1
({ui = q
λi−λk+1+ξik(θ)tk−i; 1 ≤ i ≤ k}),
cn({θi,j; 1 ≤ i < j ≤ n}; s1, · · · , sn, q, t),
only comes from the determinant factor in (15), namely
1
∆(v)
det
1≤i,j≤n
[
vn−ji
(
1− tj−1
1− tvi
1− vi
n∏
k=1
uk − vi
tuk − vi
)]
(20)
=
∑
K⊂{1,···,n}
(−1)|K|(1/t)(
|K|+1
2 )
∏
k∈K
j/∈K
vj − vk/t
vj − vk
n+1∏
i=1
∏
k∈K
ui − vk
ui − vk/t
.
The RHS in the above equation is the formula (4.2) of the paper [5]. In Section 6, we will
use this expression for n = 1 and 2.
5 Case n = 2
Let us consider the simplest case n = 2. Setting f(x1, x2; s1, s2, q, t) = (1−x2/x1)g(x2/x1),
g(x) =
∑∞
θ=0 cθx
θ, and c0 = 1, the difference equation (7) for n = 2 can be written as
s1(1− qt
−1x)g(qx) + s2(1− q
−1tx)g(q−1x) = (s1 + s2)(1− x)g(x). (21)
Comparing the coefficients of xθ from both sides, the recurrence relation for the coefficients
is obtained as
cθ = t
(1− qθt−1)(1− qθt−1s1/s2)
(1− qθ)(1− qθs1/s2)
cθ−1, θ = 1, 2, 3, · · · . (22)
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Hence we have
cθ = t
θ (qt
−1; q)θ(qt
−1s1/s2; q)θ
(q; q)θ(qs1/s2; q)θ
, (23)
which is given in Eq. (2). Hence Conjecture 2.1 is true for n = 2.
Let us connect our series f(x1, x2; s1, s2, q, t) with the formula of Jing and Jo´zefiak [2],
and Lassale and Schlosser’s one for n = 2. Note that the series can be rewritten as
f(x1, x2; s1, s2, q, t) = (1− x2/x1)
∞∑
θ=0
cθ(x2/x1)
θ =
∞∑
θ=0
(cθ − cθ−1)(x2/x1)
θ,
if we set c−1 = 0. Then we observe that
cθ − cθ−1
= tθ
(qt−1; q)θ
(q; q)θ
(qt−1s1/s2; q)θ
(qs1/s2; q)θ
(
1− t−1
(1− qθ)(1− qθs1/s2)
(1− qθt−1)(1− qθt−1s1/s2)
)
= tθ
(qt−1; q)θ
(q; q)θ
(qt−1s1/s2; q)θ
(qs1/s2; q)θ
(1− t−1)(1− q2θt−1s1/s2)
(1− qθt−1)(1− qθt−1s1/s2)
= tθ
(t−1; q)θ
(q; q)θ
(t−1s1/s2; q)θ
(qs1/s2; q)θ
1− q2θt−1s1/s2
1− t−1s1/s2
.
Setting s1/s2 = tq
λ1−λ2 , we recover Jing and Jo´zefiak’s formula [2] from the last line.
In view of (15) for n = 1, one finds that the second line corresponds to Lassalle and
Schlosser’s expression. Namely, Conjecture 4.2 is true for n = 2.
6 Case n = 3
Next, let us examine the case n = 3. Unfortunately, we do not have a method to solve
the difference equation (7) at this moment. One may, however, prove that Conjecture 4.2
is true for n = 3. Therefore it is expected that Conjecture 2.1 holds for n = 3.
First, let us note the following identity
(1− x2/x1)(1− x3/x1)(1− x3/x2)
= 1−
x2
x1
−
x3
x1
−
x3
x2
+
x2
x1
x3
x1
+
x2
x1
x3
x2
+
x3
x1
x3
x2
−
x2
x1
x3
x1
x3
x2
(24)
= 1−
x2
x1
−
x3
x2
+ α
(
x2
x1
x3
x2
−
x3
x1
)
+
(
x2
x1
)2 x3
x2
+
x3
x1
x3
x2
−
x2
x1
x3
x1
x3
x2
,
with an arbitrary coefficient α. From this we have
Lemma 6.1 The series f(x1, x2, x3; s1, s2, s3, q, t) can be recast as
f(x1, x2, x3; s1, s2, s3, q, t) = (1− x2/x1)(1− x3/x1)(1− x3/x2)
×
∑
θ∈M(3)
c(θ1,2, θ1,3, θ2,3)(x2/x1)
θ1,2(x3/x1)
θ1,3(x3/x2)
θ2,3 (25)
=
∑
θ∈M(3)
c˜(θ1,2, θ1,3, θ2,3)(x2/x1)
θ1,2(x3/x1)
θ1,3(x3/x2)
θ2,3 ,
7
where we have denoted c3(θ1,2, θ1,3, θ2,3; s1, s2, s3, q, t) = c(θ1,2, θ1,3, θ2,3) for simplicity, and
c˜(θ1,2, θ1,3, θ2,3)
= c(θ1,2, θ1,3, θ2,3)− c(θ1,2 − 1, θ1,3, θ2,3)− c(θ1,2, θ1,3, θ2,3 − 1)
+α(θ1,2 − 1, θ1,3, θ2,3 − 1)c(θ1,2 − 1, θ1,3, θ2,3 − 1) (26)
−α(θ1,2, θ1,3 − 1, θ2,3)c(θ1,2, θ1,3 − 1, θ2,3)
+c(θ1,2 − 2, θ1,3, θ2,3 − 1) + c(θ1,2, θ1,3 − 1, θ2,3 − 1)
−c(θ1,2 − 1, θ1,3 − 1, θ2,3 − 1),
with arbitrary coefficients α(θ1,2, θ1,3, θ2,3)’s.
Proof. In view of (24), we have
RHS of (25)
=
∑
θ∈M(3)
(
1−
x2
x1
−
x3
x2
+ α(θ1,2, θ1,3, θ2,3)
(
x2
x1
x3
x2
−
x3
x1
)
+
(
x2
x1
)2 x3
x2
+
x3
x1
x3
x2
−
x2
x1
x3
x1
x3
x2
)
×c(θ1,2, θ1,3, θ2,3)(x2/x1)
θ1,2(x3/x1)
θ1,3(x3/x2)
θ2,3
= LHS of (25),
where we have assumed that c(θ1,2, θ1,3, θ2,3) = 0 if some of θi,j ’s are negative.
Our claim in this section is the following.
Proposition 6.2 If we set
α(θ1,2, θ1,3, θ2,3) =
1− t−1
1− qθ1,2t−1
1− qθ1,3−θ2,3ts1/s2
1− qθ1,3−θ2,3s1/s2
1− q2θ1,2+θ1,3−θ2,3+1t−1s1/s2
1− qθ1,2+θ1,3−θ2,3+1s1/s2
, (27)
the c˜(θ1,2, θ1,3, θ2,3) is written as
c˜(θ1,2, θ1,3, θ2,3) = C
(q,t)
θ1,2
(qθ1,3−θ2,3t−1s1/s2)C
(q,t)
θ1,3,θ2,3
(t−1s1/s3, t
−1s2/s3). (28)
Here the RHS is Lassalle and Schlosser’s function in Theorem 4.1 for n = 3.
Proof. Set
β(i, j, k) =
c(θ1,2 − i, θ1,3 − j, θ2,3 − k)
c(θ1,2, θ1,3, θ2,3)
, (29)
for simplicity. Using (3) we have
β(1, 0, 0) = t−1
1− qθ1,2
1− qθ1,2t−1
1− qθ1,2+θ1,3−θ2,3s1/s2
1− qθ1,2+θ1,3−θ2,3t−1s1/s2
, (30)
β(0, 1, 0) = t−1
1− qθ1,3
1− qθ1,3t−1
1− qθ1,3s1/s3
1− qθ1,3t−1s1/s3
(31)
8
×
1 − qθ1,3−θ2,3t−1s1/s2
1− qθ1,3−θ2,3s1/s2
1− qθ1,2+θ1,3−θ2,3s1/s2
1− qθ1,2+θ1,3−θ2,3t−1s1/s2
×
1− qθ1,3s1/s2
1 − qθ1,3t−1s1/s2
1− qθ1,3−θ2,3−1s1/s2
1− qθ1,3−θ2,3−1ts1/s2
,
β(0, 0, 1) = t−1
1− qθ2,3
1− qθ2,3t−1
1− qθ2,3s2/s3
1− qθ2,3t−1s2/s3
(32)
×
1− qθ1,3−θ2,3+1s1/s2
1 − qθ1,3−θ2,3+1t−1s1/s2
1− qθ1,2+θ1,3−θ2,3+1t−1s1/s2
1− qθ1,2+θ1,3−θ2,3+1s1/s2
×
1− q−θ2,3s1/s2
1 − q−θ2,3ts1/s2
1− qθ1,3−θ2,3ts1/s2
1− qθ1,3−θ2,3s1/s2
,
β(1, 0, 1) = t−2
1− qθ1,2
1− qθ1,2t−1
1− qθ1,3−θ2,3+1s1/s2
1− qθ1,3−θ2,3+1t−1s1/s2
(33)
×
1− qθ2,3
1− qθ2,3t−1
1− qθ2,3s2/s3
1− qθ2,3t−1s2/s3
1− q−θ2,3s1/s2
1− q−θ2,3ts1/s2
1− qθ1,3−θ2,3ts1/s2
1− qθ1,3−θ2,3s1/s2
,
β(2, 0, 1) = t−3
1− qθ1,2−1
1− qθ1,2−1t−1
1− qθ1,2
1− qθ1,2t−1
(34)
×
1− qθ1,3−θ2,3+1s1/s2
1 − qθ1,3−θ2,3+1t−1s1/s2
1− qθ1,2+θ1,3−θ2,3s1/s2
1− qθ1,2+θ1,3−θ2,3t−1s1/s2
×
1− qθ2,3
1− qθ2,3t−1
1− qθ2,3s2/s3
1− qθ2,3t−1s2/s3
1− q−θ2,3s1/s2
1− q−θ2,3ts1/s2
1− qθ1,3−θ2,3ts1/s2
1− qθ1,3−θ2,3s1/s2
,
β(0, 1, 1) = t−2
1− qθ1,3
1− qθ1,3t−1
1− qθ1,3s1/s3
1− qθ1,3t−1s1/s3
1− qθ2,3
1− qθ2,3t−1
1− qθ2,3s2/s3
1− qθ2,3t−1s2/s3
(35)
×
1− qθ1,3s1/s2
1 − qθ1,3t−1s1/s2
1− q−θ2,3s1/s2
1− q−θ2,3ts1/s2
,
β(1, 1, 1) = t−3
1− qθ1,2
1− qθ1,2t−1
1− qθ1,2+θ1,3−θ2,3s1/s2
1− qθ1,2+θ1,3−θ2,3t−1s1/s2
(36)
×
1− qθ1,3
1− qθ1,3t−1
1− qθ1,3s1/s3
1− qθ1,3t−1s1/s3
1− qθ2,3
1− qθ2,3t−1
1− qθ2,3s2/s3
1− qθ2,3t−1s2/s3
×
1− qθ1,3s1/s2
1 − qθ1,3t−1s1/s2
1− q−θ2,3s1/s2
1− q−θ2,3ts1/s2
.
Write
a12 = t
−1 1− q
θ1,2
1− qθ1,2t−1
1− qθ1,2+θ1,3−θ2,3s1/s2
1− qθ1,2+θ1,3−θ2,3t−1s1/s2
, (37)
a13 = t
−1 1− q
θ1,3−θ2,3t−1s1/s2
1− qθ1,3−θ2,3s1/s2
1− qθ1,3
1− qθ1,3t−1
1− qθ1,3s1/s2
1− qθ1,3t−1s1/s2
1− qθ1,3s1/s3
1− qθ1,3t−1s1/s3
, (38)
a23 = t
−1 1− q
θ1,3−θ2,3ts1/s2
1− qθ1,3−θ2,3s1/s2
1− qθ2,3
1− qθ2,3t−1
1− q−θ2,3s1/s2
1− q−θ2,3ts1/s2
1− qθ2,3s2/s3
1− qθ2,3t−1s2/s3
, (39)
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a13,23 = t
−2 1− q
θ1,3
1− qθ1,3t−1
1− qθ1,3s1/s2
1− qθ1,3t−1s1/s2
1− qθ1,3s1/s3
1− qθ1,3t−1s1/s3
×
1− qθ2,3
1− qθ2,3t−1
1− q−θ2,3s1/s2
1− q−θ2,3ts1/s2
1− qθ2,3s2/s3
1− qθ2,3t−1s2/s3
, (40)
for notational simplicity. Then we have
β(1, 0, 0) = a12, β(0, 1, 1) = a13,23, β(1, 1, 1) = a12a13,23,
α(θ1,2, θ1,3 − 1, θ2,3)β(0, 1, 0) = (1− a12)a13, (41)
−β(0, 0, 1) + α(θ1,2 − 1, θ1,3, θ2,3 − 1)β(1, 0, 1) + β(2, 0, 1) = −(1− a12)a23.
Thus
1− β(1, 0, 0)− β(0, 0, 1)
+α(θ1,2 − 1, θ1,3, θ2,3 − 1)β(1, 0, 1)− α(θ1,2, θ1,3 − 1, θ2,3)β(0, 1, 0)
+β(2, 0, 1) + β(0, 1, 1)− β(1, 1, 1)
= (1− a12)(1− a13 − a23 + a13,23), (42)
holds. By using (20), one can check that RHS of (42) is exactly the determinant factor
from Lassalle and Schlosser’s expression. Namely we have
RHS of (42) =
C
(q,t)
θ1,2
(qθ1,3−θ2,3t−1s1/s2)C
(q,t)
θ1,3,θ2,3
(t−1s1/s3, t
−1s2/s3)
c3(θ1,2, θ1,3, θ2,3; s1, s2, s3, q, t)
. (43)
This implies Eq. (28).
7 Some Special Cases
If q = t, the difference equation (7) can be immediately solved for geneal n. Namely, we
have
D1(s1, · · · , sn, q, q)
∏
1≤i<j≤n
(1− xj/xi) = (s1 + · · ·+ sn)
∏
1≤i<j≤n
(1− xj/xi).
This means that cn({θi,j; 1 ≤ i < j ≤ n}; s1, · · · , sn, q, q) = 0 except if θi,j = 0 for all
i, j. Hence Conjecture 2.1 is true for q = t. Since we have Qλ(x; q, q) = sλ(x) (Schur
function), and gn(x; q, q) = hn (complete symmetric function), the Jacobi-Trudi formula
for the Schur polynomials (see formula (3.4) in [1]) is recovered from our conjecture Eq.
(14)
sλ =
∏
1≤i<j≤n
(1− Rij)hλ = det
1≤i,j≤n
(hλi−i+j). (44)
Next, let k be a positive integer. For t = qk, the coefficients cn({θi,j ; 1 ≤ i < j ≤
n}; s1, · · · , sn, q, q
k) vanish if θi,j ≥ k for some i, j, and the series (7) becomes truncated.
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Therefore, the difference equation (8) reduces to an identity of Laurent polynomials in
xi’s. (Note the denominator in D
1 is cancelled by the factor
∏
j<i(1−xi/xj) in f .) Even in
this case, the equation (8) is still complicated and we are not able to prove (8) at present.
We have proved, by a computer-aid calculation, that Conjecture 2.1 is true for the cases:
(1) n = 3 and t = q2, q3, q4, (2) n = 4 and t = q2.
Finally, we argue the case q = 0. The q = 0 limit of cn({θi,j ; 1 ≤ i < j ≤
n}; s1, · · · , sn, q, t) can be examined in several manners. One may apply the automor-
phism ωq,t (defined by ωq,t(pr) = (−1)
r−1 1−qr
1−tr
pr) to (14), and use the method presented in
Section 7 of [5]. Even if we consider the limit q = 0 in this way, it seems a difficult task to
prove Conjecture 4.2. Instead of going in this direction, we give another argument from
which the q = 0 limit can be studied.
In [7, 8], another type of conjecture for the series satisfying (8) was obtained for n = 3.
Let us recall the statement.
Conjecture 7.1 The series
f(x1, x2, x3; s1, s2, s3, q, t)
=
∞∑
k=0
(qt−1; q)k(qt
−1; q)k(t; q)k(t; q)k
(q; q)k(qs1/s2; q)k(qs2/s3; q)k(qs1/s3; q)k
(qs1/s3)
k(x3/x1)
k (45)
×
∏
1≤i<j≤3
(1− xj/xi) · 2φ1
(
qk+1t−1, qt−1si/sj
qk+1si/sj
; q, txj/xi
)
,
satisfies the difference equation (8) for n = 3.
Here we have used the standard notation for the basic hypergeometric series
2φ1
(
a, b
c
; q, x
)
=
∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
xn.
It has not been proved that the above series (45) and the one given by (7) for n = 3
are the same. One can check the agreement up to certain degree in xi’s, and we observe
the following
Conjecture 7.2 The identity
∑
θ∈M(3)
tθ1,2
(qt−1; q)θ1,2
(q; q)θ1,2
(qθ1,3−θ2,3qt−1s1/s2; q)θ1,2
(qθ1,3−θ2,3qs1/s2; q)θ1,2
(46)
×tθ1,3
(qt−1; q)θ1,3
(q; q)θ1,3
(qt−1s1/s3; q)θ1,3
(qs1/s3; q)θ1,3
tθ2,3
(qt−1; q)θ2,3
(q; q)θ2,3
(qt−1s2/s3; q)θ2,3
(qs2/s3; q)θ2,3
×
(qt−1s1/s2; q)θ1,3
(qs1/s2; q)θ1,3
(q−θ2,3ts1/s2; q)θ1,3
(q−θ2,3s1/s2; q)θ1,3
(x2/x1)
θ1,2(x3/x1)
θ1,3(x3/x2)
θ2,3
=
∞∑
k=0
(qt−1; q)k(qt
−1; q)k(t; q)k(t; q)k
(q; q)k(qs1/s2; q)k(qs2/s3; q)k(qs1/s3; q)k
(qs1/s3)
k(x3/x1)
k
×
∏
1≤i<j≤3
2φ1
(
qk+1t−1, qt−1si/sj
qk+1si/sj
; q, txj/xi
)
,
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holds.
Now an explanation about the author’s heuristic argument is in order. Note that the
factor
∏
1≤i<j≤3(1 − xj/xi) can be seen in the series (45). From this, one may expect
that the same factor can be factored out from Lassale and Schlosser’s expression (18).
Assuming this factorization, one can arrive at the series (7) after some exploration.
Note that for the case q = t, the raising operator formula for the Schur polynomials
(44) is correctly derived from (45). Since the RHS vanishes except for k = 0, and
2φ1
(
1, si/sj
qsi/sj
; q, qxj/xi
)
= 1,
we have
f(x1, x2, x3; s1, s2, s3, q, q) =
∏
1≤i<j≤3
(1− xj/xi),
from (45).
Assume Conjecture 7.1, and consider the q = 0 limit from (45). Since we have set
si = t
n−iqλi for the partition λ = (λ1, · · · , λn), limq→0 qsi/sj = 0 holds for i < j. It can
be seen that the RHS of (45) vanishes except for k = 0, and
lim
q→0
2φ1
(
qt−1, qt−1si/sj
qsi/sj
; q, txj/xi
)
=
∞∑
n=0
(txj/xi)
n =
1
1− txj/xi
. (47)
Namely we have
f(x1, x2, x3; s1, s2, s3, 0, t) =
∏
1≤i<j≤3
1− xj/xi
1− txj/xi
,
from (45). It is well known that Qλ(x; 0, t) = Qλ(x; t) (Hall-Littlewood symmetric func-
tion), and gn(x; 0, t) = qn(x; t), where∏
i≥1
1− txiy
1− xiy
=
∑
n≥0
qn(x; t)y
n. (48)
Thus the raising operator expression for the Hall-Littlewood functions with partitions
with length three
Qλ(t) =
∏
1≤i<j≤3
1− Rij
1− tRij
qλ. (49)
is recovered from (45) (see equation (2.15′) in [1]).
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