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III. Abstract  
This thesis examines the drinking and smoking behaviour amongst high school students in 
Australia, and investigates separately the pattern for the underage population. Statistics show 
that at the age of 16, on average, 30% of Australians consume six or more drinks in one 
occasion and inhale their first stick of cigarette (AIHW, 2017). Studies have shown that 
substance use at such young age depresses the central nervous system, alter the way these 
individuals feel and think and are a predictor of the future dependence of the same (Breese et 
al. (2011)). Thus, we believe underage drinking among high school students is an important 
area to research.   
 
In order to address the factors that affect such drinking and smoking behaviour, we employ two 
datasets, sourced from Household, Income, Labour Dynamic in Australia (HILDA) and 
Australian Bureau of Statistics (ABS). We partition the HILDA dataset into two sample sets. 
The first sample refers to high school students i.e. currently enrolled in school. The second 
sample refers to individuals who are not currently enrolled in high school. We do this to 
examine if substance use behaviour differs between underage high school students and those 
not in school. 
 
We also assess if substance use behaviour is contingent on demographics, individual attributes, 
family characteristics, and environments arising from the individual’s neighbourhood. 
Additionally, if the type of school attended, private or public, has an effect on the substance 
use for those not in school. Probit models have been applied to identify participation in drinking 
and smoking. Ordered probit models have been applied to identify the prevalence of drinking 
and smoking.   
 
Our findings indicate that the spirits and cigarettes are complementary goods, whereas wine 
and cigarettes are substitutes for high school students. Being underage negatively affect 
substance use behaviour among those in high school, as compared to those who are not in 
school.   We also find that males, being employed part-time, having siblings, socialising and 
living in a noisy neighbourhood are likely to increase the probability of and participation in and 
prevalence of drinking, among high school students. Belonging to a broken family and living 
in a noisy neighbourhood is associated with a higher probability participation in and prevalence 
of smoking among high school students. 
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Our findings indicate that certain pricing policies for alcohol and cigarettes, educational 
campaigns and roles of parents in school students’ life are potential factors that can prevent 
exposure to such health-damaging behaviour.   
 
Key words: Drinking, Smoking, High School Students, Underage Use  
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1 Introduction  
1.1 The Research Problem  
 
According to the Alcohol and Drug foundation, young Australians have their first cigarette 
and a full serve of alcohol at 16 years of age, on average (AIHW, 2017). The Department 
of Australian Health further depicts that the frequency of substance use disorder (SUD)1 is 
the highest amongst the age group 16 − 24 (The Department of Health, 2014). SUD mainly 
involves impaired resistance to the consumption of such substances despite considerable 
physical and mental problems. There is evidence that early age dependence on alcohol and 
cigarettes has been a significant predictor for future dependence on the same, which is in 
turn related to multiple future health problems (Breese et al., 2011 and Grant, 1998).  
The use of alcohol and tobacco remains a major cause of concern since it is one of the two 
major preventable causes of death and diseases in Australia (AIHW, 2017). Engaging in 
such behaviour not only poses a threat to the individual, but also to the society. Australian 
based epidemiological studies provide evidence that hospital admissions among youth, 
aged 12-24, have been rising due to being intoxicated (Livingston, Matthews, Barratt, 
Lloyd, & Room, 2010). Moreover, further investigations depict that inebriation has 
significant adverse effects on the development of the young brain and smoking at early 
ages is considered to harm every organ of the body. Notably, intoxication has been linked 
to risky behaviours, such as road accidents, criminal activity, physical and verbal abuse 
and high risk sexual activity (Gallimberti et al., 2011). Likewise, the tobacco epidemic is 
one of the greatest public health concerns. Passive smoking has been proven to be health 
damaging, for instance, passive smokers are at a 20% higher risk of lung cancer as 
compared to those who are not (Direct, 2016). 
To reduce the rate of substance use among young individuals it is crucial to understand the 
reasons that entice such an adverse behaviour. We believe it is important to study the 
substance use behaviour amongst underage high school students. Additionally, to study 
substance use behaviour of underage high school students in comparison to those not in 
high school. Furthermore, to assess if changes in the prices of alcohol and tobacco, 
demographics, individual attributes, neighbourhood features, family characteristics and the 
type of educational institute attended, affects participation in and prevalence of drinking 
                                                          
1 Substance use disorders (SUD) are due to the use of alcohol or drugs, which requires the consumption of such 
substances above a certain threshold.  The use of it alone is not sufficient an individual to be diagnosed with SUDs.   
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and smoking. This thesis will establish such a relationship in order to contribute to the 
existing literature. 
1.2 The Research Questions 
The following subsection highlights the questions this thesis intends to answer, primarily 
focusing on underage substance use amongst high school students. Later in this research, 
we also compare such substance use behaviour amongst school students to those who are 
not in school.  
1.2.1 Monetary Variables and Substance Use  
 
The price of alcohol and cigarettes ought to affect participation in and prevalence of 
drinking and smoking amongst high school students (HS)2 and those not in school (NHS). 
We study own price effects and cross-price effects of alcohol and tobacco. We intend to 
construe whether school students’ drinking and smoking behaviour is sensitive to changes 
in the price of alcohol and the price of tobacco. Additionally, we infer cross-price elasticity, 
to test if smoking habits are sensitive to changes in the price of alcohol and drinking habits 
to the changes in price of tobacco. If there exists such a relationship, what is the nature of 
the relationship; complementary or substitute? Therefore, our first research question is as 
follows:  
Research Question 1 (𝑅𝑄1): Is participation in and prevalence of drinking 
and smoking, amongst high school students (HS) and those not in school 
(NHS) responsive to own-price effects and cross-price effects of these 
substances? 
1.2.2 Underage and Substance Use  
 
Australian youth have their first cigarette and drink a full serve of alcohol while they are 
underage (AIHW, 2017), and perhaps while still enrolled in high school. It has been studied 
that early age dependence on alcohol and cigarettes has been a significant predictor for 
future smoking and drinking behaviour (Breese et al., 2011). Thus, it is essential to examine 
if there exist a relationship between substance use behaviour amongst underage individuals 
in school and those not in school. The framework for our second research question is as 
follows: 
                                                          
2 In Australia, high school or secondary school starts at age 12 or 13 and continues till the age 17 or 18 
(Directory, 2017) 
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Research question 2 (RQ2):  Does substance use behaviour for underage individuals who 
are enrolled in school differs from those who are not enrolled in school? 
1.2.3 Socio-Economic Factors and Substance Use  
 
Alcohol is asserted to be a common part of the Australian culture (Bupa, 2011). The most 
presumable source of alcohol for young Australians remains friends or acquaintances, 
followed by parents (Welfare, 2014). Factors such as peer influence, family bonds and 
physical activity are deemed as significant factors for an adolescent to start smoking (see 
Haas and Schaefer (2014) and Thompson et al. (2018)).  Such statistics inspired us to 
designate a part of this thesis to address whether demographics−age, gender and area of 
residence, family characteristics−parent’s relationship status and sibling status, individual 
characteristics−employment status, their social involvement, time stress and 
neighbourhood characteristics−noise and vandalism around the area of residence, 
influence such behaviour. The framework for our third research question is as follows:  
Research Question 3 (𝑅𝑄3): How does demographics, individual attributes, 
family characteristics and neighbourhood features influence drinking and 
smoking behaviour among high school students and those not in high school? 
1.2.4 Type of Schooling and Substance Use  
 
We also analyse if the substance use behaviour among those not in school hinges on the 
type of school an individual attended. We only focus on this particular group, since such 
data is only available for those not in school. The fourth objective of this analysis is 
summarised in the following question:  
Research Question 4 (𝑅𝑄4): Does the type of school attended, public or 
private, have an effect on drinking and smoking behaviour for those who are 
not in school?  
 
1.3 Contribution  
There is a vast literature that has concentrated on university (college) students’ behaviour 
towards drugs, alcohol and smoking. However, to our knowledge, there only are a few 
studies that concentrate on the substance use behaviour amongst young adults in Australia. 
Our research is the first to study such behaviour of high school students and controls for 
underage use in Australia, and one of the few internationally. We also study if there exists 
a difference in the drinking and smoking behaviour amongst under aged high school 
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students and underage individuals who are not enrolled in school. Chapter 2 provides a 
detailed review of these literatures. 
A second contribution of the thesis is to assess if the type of schooling, private or public 
has an effect on substance use patterns among individuals who are not in high school. 
Further details are provided in Section 2.6.  
1.4 Outline of this Research  
 
Our research follows the standard blueprint, the following comprises of a Literature Review 
(Chapter 2); Data and Econometrics Framework (Chapter 3) Results (Chapter 4) and finally 
Discussion and Conclusion (Chapter 5)  
Chapter 2, Literature Review, constitutes of various literatures from multiple disciplines 
that aim to explain drinking and smoking behaviours amongst youth and young adults 
across countries. Foremost, we discuss previous analysis that centralize their studies on the 
relationship between demand for alcohol and cigarettes among college students, to assess 
if such substances are complements or substitutes. We proceed to discuss empirical studies 
whose aims are to examine the relationship between demographics, family, neighbourhood, 
individual characteristics, elite education and substance use.  
Chapter 3, the data and econometrics framework. We firstly introduce our data sourced 
from; HILDA and ABS. The HILDA data used comes from two different surveys. These 
cannot be matched and are analysed separately. This is explained in this chapter. Both 
collected information on the behaviour of individuals towards substance use while under-
age. They will be referred to as “two samples” from here onwards. We further move on to 
explain the process of cleaning the data, the separation of our two samples; school students 
(HS) and individuals who are not in school (NHS) and finally the creation of our dependent 
and independent variables, using HILDA data. The dependent variables explained are 
participation in drinking and smoking and prevalence of drinking and smoking. The 
covariates include demographics, individual characteristics, family characteristics, and 
neighbourhood characteristics. The last subsection of this chapter discusses the 
econometric framework.  This subsection highlights and justifies the identification 
strategies; probit and ordered probit models. We first discuss the construction of the probit 
model and subsequently address the ordered probit model and the limitation attached to it. 
The chapters above set the framework for our analysis. 
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Chapter 5 presents the empirical results.  
Chapter 6, provides a discussion of our results, presents few limitations of the research and 
finally draws conclusions for the aforementioned. We also suggest some policy 
implications and opportunities for further research.  
2 Previous Literature  
2.1 Introduction  
 
The literature on substance use amongst youth is vast. In order to deal with this, our review 
is divided into four sections. We first discuss previous literature that aims to illustrate a 
relationship between pricing and participation in and prevalence of substance use among 
the youth. Second sub-section, looks at how demographics affect such behaviour. The third 
sub-section explores if physical activity has a role to play while examining drinking and 
smoking behaviour amongst youth. Finally, the last sub-section will discuss whether elite 
schooling has an effect on substance use. 
2.2 Pricing Policies and Substance Use 
 
Multiple empirical literatures have focused on the relationship between alcohol, marijuana 
and cigarette consumption, and effectiveness of government policies on participation in 
such substances. Interestingly, the majority of the studies typically focus on students in 
college or at university (see: Chaloupka and Wechsler (1996); Cameron & Williams, 
(2001); Chaloupka and Wechsler (1996) and Williams et al. (2004)).   
The US evidence regarding the relationship between alcohol and cigarettes has found 
mixed evidence. An early study conducted by Chaloupka and Wechsler (1996), examines 
the effect of beer prices, access to alcohol, and drunk driving policies on frequencies of 
drinking. Their research employs data from the 1993 Harvard College Alcohol Study, a 
study of 17592 students across 140 US colleges. The study focuses on two variables; the 
level of drinking and participatory behaviour in drinking amongst youth and young adults. 
They use ordered probit and probit identification strategies, respectively, controlling for 
independent variables such as age, age squared, race, marital status, religiosity, parental 
education, on campus residence, region, employment, member of a fraternity/sorority and 
college specifications such as co-educational, all black, rural and private colleges. Their 
results are similar to that of Laixuthai and Chaloupka (1993), claiming that price elasticity 
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of demand for alcohol is relatively inelastic, irrespective of gender. Females however, seem 
to be more sensitive to an increment in beer tax, leading to a reduction in both binge and 
underage drinking. Furthermore, they claim availability of alcohol especially ready-to-
drink (RTD) alcoholic drinks and certain aspects of US college life are essential elements 
in the investigation of drinking behaviour amongst youth and young adults. Further 
summarised by Srivastava and Zhao (2010)’s research reinforces Chaloupka and Wechsler 
(1996)’s conclusion regarding the availability of RTD’s and drinking participation among 
Australian youth.   
Another study conducted  in the United States by Williams et al. (2004) investigates the 
usage of alcohol and marijuana in response to a ban on campus and price change of such 
substances and if these results differed over age and gender. They employ CAS, a 
nationwide study in the United States, of full-time students in the final year of college, for 
the years 1993 and 1999. They implement similar probit models to that of Chaloupka and 
Wechsler (1996).  Their model controls for monetary and non-monetary prices variables of 
the given substances. Non-monetary prices are based on social access which, is observed 
in an individual state3 and at college level including alcohol bans on campus, availability 
campus housing that prohibits the use of alcohol, number of bars near the campus,  access 
to alcohol measured happy hours restriction and laws for open alcohol container. Other 
covariates included were gender, age, religious upbringing, parents’ education, parents’ 
drinking behaviour while the child was growing up, and characteristics of the college the 
student attended (women’s college, black college, small or large private college or public 
college and commuter college). Their paper concludes by stating that state and local 
policies4 are important factors to help reduce binge drinking amongst students in college. 
These results differ over age and gender; with bans being more effective on the 
consumption of alcohol and marijuana among females as compared to the same for males.  
 
Similar researches have been carried out using Australian data, for example, Cameron and 
William (2001) establish an analogous relationship between alcohol, cigarettes and 
marijuana consumption and government policies. They employ ABS pricing data for 
alcohol and cigarettes and NDSHS survey data that provides information on the usage of 
                                                          
3 “Boston, Massachusetts; Chicago, Illinois; Dallas, Texas; Denver, Colorado; Detroit, Michigan; Houston, Texas; Los 
Angeles, California; Miami, Florida; Newark, New Jersey; New Orleans, Louisiana; New York, New York; Philadelphia, 
Pennsylvania; Phoenix, Arizona; San Diego, California; San Francisco, California; Seattle, Washington; St. Louis, 
Missouri; and the District of Columbia” (Williams et al., 2004) 
4 Higher beer tax, strict drinking and driving laws, restriction in happy hours  
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drugs by civilians above the age of 14, for the years 1988,1991,1993,1995. They assert 
that participation in illicit and licit drugs is price sensitive to its own prices and also with 
prices of other similar substances. They claim alcohol and cigarettes are complementary 
goods. Similarly, Yang, Zhao, and Srivastava (2016)’s research ascertains that the demand 
for alcohol is price inelastic. They report that bingers are more likely to engage in antisocial 
and unlawful behaviour. More specifically, youth and young adults are more likely to binge 
drink and get involved in such behaviour as compared to individuals aged 60 or above. 
Given the aforementioned, they further acquire that a 1% increase in alcohol prices 
decreases, not only the probability of drunk-driving, but also the probability of creating 
disturbance and engaging in abusive behaviour. 
Indian researcher Ram Jiloha presents a systematic review to effectively avert the harm 
done by tobacco, alcohol and illicit drugs amongst adolescents. This research is focused in 
India, where a high proportion of the population is vulnerable to substance use (Jiloha, 
2017). He suggests taxation, bans on public consumption and road side testing as effective 
methods to decrease alcohol and cigarette consumption, in conjunction to skill trading and 
schooling. On the contrary, social norms were found to be ineffective in preventing such 
behaviour.   
2.3 Demographics and Substance Use 
 
In an earlier paper by Cook and Moore (1993), audited the effect of drinking during 
juvenescence on the years of schooling and likelihood of college graduation. This research 
was based in the United States and employed data from the national longitude survey of 
youth for the years 1979 − 1988. They affirm that heavy drinking during high school 
years is associated with a reduced number of years eventually completed in college or 
reduces average years of schooling. Moreover, they profess women tend to drink less and 
leave school earlier than men.  An individual’s family status5 has significant impact on 
drinking behaviour. Individuals from intact families favour less drinking as compared to 
individuals who are from broken families. The paper further claims that parental education 
is a powerful predictor of children’s schooling and aptitude test scores whereas class ranks 
have no effect on drinking. These results are advanced from simulating a probit model. 
They also implement two stage structural equations; the first stage is regressed using Tobit 
                                                          
5 If the individual lives with the both biological, step or adoptive parents until the age of 14  
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analysis followed by weighted least squares. Their research controls for variables such as 
the price of substances, availability of alcohol, gender, race, parent’s education and income, 
aptitude and academic achievement; mathematics and verbal, high school rank, family 
characteristics; number of siblings, intact family and father’s drinking.  
From the European evidence, provided by Gallimberti, Chindamo et al. (2011)  whose main 
aim is similar to that of Wechsler et al. (2002), investigates social, demographic and 
environmental factors that may raise the probability of drinking and also binge drinking on 
a particular night among Italian school students. They exploit data collected from schools 
in northern Italy, from students in grade 8th, 9th, and 12th, who voluntarily took part in the 
anonymous self-completed survey. The sample size of 845 underage students is employed 
that comprised predominantly of males. The paper runs bivariate analysis and ordered logit 
models. The drinking attitude was ordered in the following categorical outcomes: 
abstainers, ex-drinkers, drinkers who wanted to refrain from drinking and drinkers who did 
not want to refrain from drinking.  
The results from the bivariate analysis demonstrated that underage drinking on a particular 
Saturday night is affiliated with males, older students, students with higher pocket money 
and students who arrive home after midnight. Those students who tend to spend Saturday 
night alone or stay at home were associated with a lower probability of drinking as 
compared to those who spent Saturday night with a partner or group or went to bars, discos 
and wandered on the streets. Activities such as reading, watching a film, playing computer 
games were associated with a lowered probability of drinking, whereas flirting was related 
with higher levels of drinking.   
Further their results demonstrates that older age students, males, arriving home after 
midnight, being in a group who barely regarded obeying rule and did not perceive younger 
students as a leader were exposed to a higher risks of drinking and binge drinking. Also, 
groups who did not perceive their younger counterparts as leaders and spent time at discos 
or bars instead of watching a film had a higher risk of drinking. Furthermore, higher risks 
of binge drinking were coupled with a lower perspective of drink-driving hazards.   
The authors, Gallimberti et al. (2011), recommend heightened parental control in order to 
monitor youth’s whereabouts on a Saturday night, similar to that proposed by Escobedo, 
Marcus, Holtzman, and Giovino (1993). The motivation behind their suggestion are based 
on the findings from Grant (1998) that indicate that early age substance use may have short-
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term and long-lasting health hazards, as well as being a predictor of future alcohol 
dependence. This aligns with the finding of Cohen and Rice (1997) who concluded that a 
lack of parental control, in terms of structure and discipline puts young adults at a greater 
vulnerability of substance use. Also, increased parental control needs to be compiled with 
responsible drinking behaviour of parents in order for them to exert the necessary control 
and help children avoid getting into harmful situations.  
An international research executed by Wilsnack, Vogeltanz et al. (2000) explains the 
variability in the drinking behaviour amidst genders across countries. They propose that 
there exists a minor difference in the probability of drinking versus abstaining between 
genders. They assert, men compared to women, tend to have higher drinking frequencies 
and amount of drinks, irrespective of the age group they belong to, across all countries. 
Men are also more likely to get involved in heavy drinking and get embroiled in disputes. 
Further investigation shows that older ages were associated with a higher probability of 
abstinence. 
These results of convergence in drinking behaviour between men and women and varying 
drinking behaviours across age groups and different cultures were inferred by reviewing 
International Research Group on Gender and Alcohol (IPRGGA). The latter, is a study that 
focuses on the differential in men and women’s drinking rates and problems related with 
alcohol. Data from 50 participants across 29 different countries, such as Australia, Canada, 
Czech Republic, Estonia, the Netherlands, Russia and Sweden, is employed.  
As argued by Haavio-Mannila (1989), the few reasons behind these findings are deemed 
to be due to socio-cultural factors as well as biological influences. One debatable 
perspective of this behaviour is claimed to be biological differences, since women’s bodies 
have a generally smaller volume of water thus, tend to reach a higher blood alcohol level 
as compared to that in men. Secondly, the paper argues that the disparity in drinking 
behaviours could be due to social-structural reasons which implies that the differences in 
social roles between men and women cause a differential in their drinking behaviours. They 
further analyse the need to feel masculine among men could be a potential reason for heavy 
drinking as it displays stamina, discipline and risk-taking behaviour whereas the high level 
of drinking for women may entail a reduction in social control of sexuality. 
A research done by Wechsler, Lee et al. (2002) embodies that binge drinking provokes 
antisocial and unruly behaviour such as drunk driving, physical abuse, educational 
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difficulties, injuries and high risk sexual behaviour. The paper focuses on binge drinking 
in public and private colleges for the years 1993, 1997 and 1999 in the United States. Their 
research has policy implications that make a case for substance-free housing as a promising 
strategy to reduce binge drinking, especially for individuals who were non-bingers in high 
school. They claim a further need for increased awareness about the perils of heavy alcohol 
use. The authors also call for segmentation and tailoring specific populations which may 
lead to successful preventions, since drinking behaviour depends on different socio-
demographic factors. Additionally, decreasing availability of alcohol, increasing price and 
changing hours of service may also prevent such evasive behaviour. 
Such policy implications by Wechsler, Lee et al. (2002) are based on an array of results. 
The paper depicts a high correlation between high school binge drinking and college binge 
drinking (similar to that in Grant (1998) and Breese et al. (2011)). There seems to be no 
increasing second-hand effect of alcohol, such as property damage and difficulties in 
education attainment, on those who did not binge drinker and lived on campus. The finding 
depicts that for non-binging high school student there is a lower probability of binge 
drinking in college if the students resided in a substance-free housing, also women’s 
colleges were found to have lower rates of drinking and binge drinking. Additionally, heavy 
drinking behaviour differs according to age, year of school, residence, school location and 
involvement in sports and social activities. 
These results were gleaned using generalized estimating equation (GEE) to examine if the 
linear time trend in binge drinking was significant for the selected time span. The dependent 
variable, binge drinking, was branched into frequent bingers6, occasional bingers7 and 
abstainers. The covariates included were race, age, year of schooling, type of residence and 
gender.  
 
A country specific study was carried out in England during 1998 to 2009 by Hale and Viner 
(2013),  illustrating how demographics influence substance use amongst youth. The paper 
suggests the implementation of policies targeting specific age groups and reinforces the 
importance of continuous preventive efforts that focus on an individual’s substance use. 
They employed data obtained from the ‘Smoking, Drinking and Drug Use among Young 
                                                          
6 binged 3 or more times in the past 2 weeks 
7 binged 1 or 2 times in the past 1 or 2 weeks 
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People in England’ survey8. Information regarding frequency of use of such substance and 
number of substances used across genders. They partitioned the data in two distinctive age 
groups; 11–13 and 14–15 years old. The paper uses chi-square analysis for each 
individual’s substance use. A separate chi-square analysis was also conducted for different 
genders. In order to assess the effect of demographics for each individual, the authors 
carried out logit regressions, and controlled for gender, race and deprivation.  
The results from Hale and Viner (2013)’s study depicted that white young individuals had 
a higher frequency of substance use and multiple substance use across the years, as 
compared to that of Asian or Blacks.  Men were more likely to participate in perilous 
drinking behaviour, whereas females were more likely to smoke frequently and were also 
at greater risk of multiple substance use. Finally, privation was not significantly related to 
alcohol use, although it increased participation in smoking and illicit drug use.  
 
Multiple studies have been conducted in India, one of them conducted by Goswami (2015) 
who concentrate on the patterns of substance use amongst street children9 aged between 5 
to 18 in Guwahati, Assam. They enquire if socio-demographic factors affect such 
behaviour. Data for the years 2008 𝑡𝑜 2009 is employed. The paper uses a descriptive 
survey method, using data from a rehabilitation centre in the city, where 100 abused were 
interviewed. The outcome variables were substance use and associated risks among street 
children. The author illustrated that alcohol and heroine were the most popular substances 
that were used among the abused, aged 18 to 21 whose educational attainments were 11th 
or 12th grade.  The main reason of involvement in substance use was amusement. The usage 
was found to be higher in urban areas as compared to that in rural areas.  
The author observed that frequency of substance use was increased as age increased. For 
the individuals who never went to school, the risk of involvement in such substances was 
1.26 times higher compared their counterparts, who went to school. They also asserts that 
usage of illicit and licit drugs was common for individuals who lived in joint families as 
compared to those who did not. This result, however, was statistically insignificant. The 
absence of biological parents and presence of step-parents was associated with a high risk 
of being involved in such substances. Moreover, the inclination towards substance use by 
                                                          
8A survey that accounts for smoking, drinking and illicit drug use prevalence of 11–15 year olds  
9 The a street child “any girl or boy who has not reached adulthood, for whom the street (in the broadest sense of the 
word, including unoccupied dwellings, wasteland, etc.) has become their habitual source of livelihood and who is 
inadequately protected, supervised or directed by responsible adults”.(Goswami, 2015)  
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a family member was observed to be a risk factor for substance abuse. An individual’s 
inclination towards street life was also associated with substance abuse. The reasons 
suggested behind aforesaid results was the increasing rate of industrialization, urbanization 
and changing life styles.  
Another study conducted in India is by Bhat, Singh, and Meena (2012). This study focuses 
on substance abuse among illiterate and semi-illiterate Hindi speaking runaway boys 
residing in the capital city, New Delhi. The authors observe that a majority of the boys that 
suffered domestic violence were engaged in substance abuse and were employed as child-
labourers.  
An Iranian study conducted by  Ansari-Moghaddam et al. (2016) focuses on youth’s and 
high school students’, belonging to age group 14 to 19, smoking, drugs and alcohol 
behaviour for the years 2000 to 2014. They performed a meta-analysis using multiple 
electronic databases10. This study also compared Iranian youth’s habits to their counterparts 
in other societies. The paper summarizes findings of various other researches that suggest 
that there are potential changes in the frequency of smoking among youth due to tax 
policies. Substance use behaviour is affected by culture, confidence, and responsibility 
while still young is negatively correlated with participation in the use of alcohol. 
Additionally, involvement in extracurricular activities is proved to be effective in altering 
attitudes and increasing health knowledge amongst adolescents. Also, mother’s education 
is negatively correlated with the likelihood of consuming alcohol and smoking cigarettes 
amongst young adults.  
The paper also asserts that boys are more likely to drink and do so more frequently than 
girls, while girls are more likely to smoke than boys. These results reflect the findings of 
Hale and Viner (2013). The availability of alcohol on black markets is asserted to be a 
possible determining factor of the underage individual’s participation in drinking. 
Policy implications have been proposed, suggesting for schools to take preventive action 
such as educational campaigns tailored for different age groups. In addition, the authors 
emphasize the importance of parental control and supervision during children’s 
adolescence. Also, for parents to consider such risks while choosing a neighbourhood and 
                                                          
10 Electronic databases use were : "PubMed, Medline, Embase, Google scholar and National Persian databases of SID, 
Magiran, and IranMede" (Ansari-Moghaddam et al., 2016) 
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the school their children attend. Similar policies have been suggested by Escobedo et al. 
(1993) and Gallimberti et al. (2011). 
2.4 Physical activity and Substance Use  
 
An analysis of smoking patterns and sports participation is carried out by Escobedo et al. 
(1993) amongst high school students in the United States. They employ the Youth Risk 
Behaviour Survey data in 1990, with a sample size of 11248 respondents. Logistic 
regressions were implemented, where the dependent variable was smoking frequency, 
which categorised student’s smoking patterns; abstainers, experimental smokers and 
smokers who ‘ever’ smoked. ‘Ever’ smokers are categorised under former and current 
smokers, further current smokers are sub-categorised as an occasional, regular, light and 
heavy smoker11. The independent variables compromise of age, race, gender, self-
perceived academic performance and participation in interscholastic sports.  
The paper finds student’s participation in interschool sports events is negatively related 
with the likelihood of smoking regularly or heavily, compared to those students who do not 
participate in such events. Additionally, regular and heavy smoking habits were associated 
with a decrease in number of sports played. The reasons for the aforesaid is claimed to be 
increased self-confidence, hinted from being a part of interscholastic sports, heightened 
counselling about smoking risks from sports coaches and less peer influence.  
They further assert that students who start smoking before the age of 12 are more likely to 
be regular or heavy smokers as compared to start to smoke after the age of 12. Their finding 
coincides with that of Chassin, Presson, Sherman, and Edwards (1990), who infer that any 
smoking during adolescence increases the probability of smoking during young adulthood, 
also to that of Grant (1998), regarding drinking behaviour at early ages. All in all, the 
authors suggest a need for increased educational effort compiled with stricter laws for 
minors to buy cigarettes.  
A more recent study conducted in the UK by Thompson et al. (2018) claims that consuming 
alcohol and other substances has a significant social and economic cost on the society. They 
                                                          
11“ Occasional smokers: who smoked less than 5 days in the last month  
Regular smokers: who smoked on 5 days to 15 days in the last month 
Light smokers: who smoked less 5 cigarettes a day  
Heavy smokers: who smoked more than 5 cigarettes a day”(Escobedo et al., 1993) 
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assert that physical activity 12 is an easily accessible and cost-effective technique that may 
be an adjunct approach to affect the high rate of substance use in the UK and perhaps help 
to evade such external costs. They make a case in favour of physical activity, hoping it will 
affect the involvement in substances through a psychological system such as through a 
reduction in cravings, decreased depression and anxiety, which may lead to abatement of 
use of alcohol. Furthermore, airing to such new environments may provide immediate 
rewarding experiences. 
2.5 Type of Schooling and Substance Use 
 
A study based in the United Kingdom conducted by Bann, Hamer, Parsons, Ploubidis, and 
Sullivan (2017) primarily focused on attendance at elite schools or high status universities 
to examine if such measures were favourably related to one’s health and related behaviours 
in their mid-life. The authors implemented data from a British Birth Cohort Study 
conducted in 1970. At the age of 16, high school attended (i.e. private, grammar or state) 
was verified and at the age of 42 university was verified. The study gathered information 
regarding individuals’ self-reported health that included factors such as body mass index 
(BMI), illness, take-away food consumption, television viewing, physical activity, smoking 
and risky alcohol drinking. 
With the help of multiple regressions, the findings show that elite school attendance was 
linked to better self-rated health conditions and lower BMI. Furthermore, private school 
students also claimed to have better health-related behaviours during their youth and 
midlife. These students were also more likely to be involved in physical activity, had 
reduced odds of smoking and consuming take-away food. No such results were found for 
risky alcohol behaviour. Nonetheless, private school students were associated with higher 
alcohol consumption but a lower frequency of drinks consumed on the days they drank. 
Additionally, attendance at a prestigious university was related to lower odds of hazardous 
drinking, yet increased total alcohol intake. Such contradictory results among university 
students is a limitation of the study. In spite of the latter finding, the authors conclude that 
education type is a supreme marker of prior social, economic and cognitive factors that are 
finally linked to health outcomes. 
                                                          
12 Physical activity is defined as “any bodily movement produced by skeletal muscles that requires energy 
expenditure, inclusive of organised sport” ((Thompson et al., 2018) 
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2.6 Our Contribution  
 
Numerous studies have delved into own and cross price elasticities of cigarettes, alcohol 
and marijuana for college students in Australia and the United States (see subsection 
Pricing Policies and Substance Use). They all conclude that these substances are price 
responsive. There, however, remains ambiguity between the economic relationship 
between the different substances (see: Cameron and Williams (2001); Decker and Schwartz 
(2000); Shrestha (2018); Williams et al. (2004) and Yang et al. (2016)).  Researches have 
also preliminarily based their work on examining the types of beverages that are preferred 
by different age groups. Australian researchers conclude youth prefers to drink ready-to-
drink spirits or RTDs (see: Srivastava and Zhao (2010) and Callinan and MacLean (2016)). 
Some previous studies have deduced a positive relationship between binge drinking, 
especially strong beers and spirits,  and nefarious behaviour in Australia (see Yang et al. 
(2016) and Srivastava and Zhao (2010)). Such researches have been conducted and 
deduced similar results in the US as well (see Wechsler et al. (2002)).  
Empirical literature in the US has consummated that availability of alcohol amongst college 
students has been associated with binge drinking (see: Chaloupka and Wechsler (1996); 
Cook and Moore (1993); Wechsler et al. (2002) and Williams et al. (2004)). Additionally, 
individual based studies in the US have found a negative correlation between college 
graduation and substance use (see: Cook and Moore (1993) and Patrick, Schulenberg, and 
O’Malley (2016)). Few also probe that involvement in extra-curricular and physical 
activities is negatively related with smoking behaviours amongst high school students in 
the US (see: Dunn (2014) and Escobedo et al. (1993)). Moreover, family history of 
alcoholism has been proven to pose significant risks of developing alcohol use disorders 
(AUD) among youth (see: Sanchez-Roige, Stephens, and Duka (2016)). In the field of 
medicine and epidemiology, researchers have focused on negative health outcomes related 
to the consumption of alcohol and cigarettes  (see: Kenkel (1991) and Kerr et al. (2018)).  
To the best of our knowledge, researches on drinking and smoking patterns have essentially 
been carried out for college students or for young adults. As argued by Breese et al. (2011), 
early age dependence on alcohol and cigarettes has been a significant predictor for future 
dependence on the same. We believe it is appropriate to examine the predictors that 
influence smoking and drinking patterns during pre-adulthood. We make a specific 
contribution to the set of literature mentioned above, by devoting this thesis to this growing 
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literature. We delve into participation in drinking and smoking and their frequency of use 
primarily amongst high school students controlling for underage use in Australia.  
We further research if there exists a difference in the drinking and smoking behaviour 
amongst underage high school students and underage individuals who are not enrolled in 
high school. Additionally, we also consider whether the type of school attended, public or 
private, has an effect on drinking and smoking patterns for those individuals who are not 
currently in high school.  
We uncovered one such study conducted by Gallimberti et al. (2011), who probe the effect 
of socio-demographics, social, environmental aspects that may heighten the risk of 
drinking and binge drinking for Italian high school students on Saturday nights. In 
conjunction with other empirical researches, we also comprehend whether the participation 
in alcohol and cigarette consumption and the prevalence of such substances is contingent 
on demographic factors, individual’s social attributes, and family and neighbourhood 
characteristics.  
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3 Data and Econometric Framework 
3.1 Introduction 
 
This chapter is branched into three parts: Data, Econometric Framework and Variables 
Creation. Firstly, we discuss the two datasets we employ: HILDA and ABS data. Secondly, 
we explain the variables that have been created using the data explained, and employed in 
the regression models. Lastly, we progress to examine the econometric framework needed 
to conduct this analysis.  
In the Data section, we explain the HILDA data and its limitations. This is succeeded by 
an explanation of the pricing data obtained from the ABS. This subsection then glances 
through the two different samples, High School Students (HS) and those who are Not in 
High School (NHS).  
The second section essentially explains, cleaning of the data, the partition of the two 
sample, High School Students and for Not in High School and finally the creation of the 
dependent and independent variables that are applied in the econometric models.  
Finally, the third subsection gives an introduction to our econometrics model: Probit Model 
and Ordered Probit Model. We first emphasize the need for employing a probit model and 
the specifications of the same. Next, we explain the second model, Ordered Probit Model. 
This has a similar structure to that of the prior model. We first explain the need for the said 
model, followed by the specifications and finally the limitations affixed with it.   
3.2 Data  
 
For our analysis we merge two datasets, 1) The Household, Income Labour Dynamic in 
Australia (HILDA) and 2) Consumer Price Index, Tobacco and Alcohol: Group and 
Subgroup Index numbers. Both datasets have been employed for the years 2001-2016. The 
former dataset is available on request from the Melbourne Institute and the latter is 
available for public access online from the Australian Bureau of Statistics (ABS), 
Australian Government. The following subsection, first introduces HILDA data and 
consecutively, pricing data (ABS).  
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3.2.1 HILDA Data  
 
Our research uses Australian data from the Household, Income Labour Dynamic in 
Australia (HILDA) survey. This is a nationally representative household13 panel study. The 
data for the year 2001 to 2016 is available. HlLDA is funded by the Australian Government 
Department of Families, Housing, Community Services and Indigenous Affairs 
(FaHCSIA) and organised by the Melbourne Institute of Applied Economic and Social 
Research. This survey intends to obtain a population sample for those residing in private 
households. This nation-wide survey is conducted annually, It follows members who are 
aged 15 and above, of the original sample household for an indefinite life. Any additions 
to the household are added to the sample, however, any immigrant arriving in the country 
after the survey is commenced is not added immediately. 
Primary collection of the data is through interviews that are usually conducted at the 
interviewees’ house. The interviewees are further asked to fill in a self-completed 
questionnaire that mainly consists of questions respondents feel uncomfortable to answer 
in presence of an interviewer, for example, health and lifestyle behaviours such as smoking 
habits, exercise patterns, alcohol consumption, social interaction and neighbourhood 
characteristics. To minimize underreporting of such behaviours, the above mentioned form 
is not always completed in presence of an interviewer and the respondents are assured all 
information will remain completely confidential.   
Given the essence of this data, its longevity and ongoing research, rising and relatively high 
rates of annual re-interview, we can conclude that the population sample is an accurate 
representation of the national population residing in private households in Australia ( 
Watson & Wooden, 2015 and Watson & Wooden, 2012) 
However, we are aware that few resources have been devoted to interviewing immigrants. 
The system lacks an ongoing automated system to add immigrants to the existing sample. 
Furthermore, despite the numerous ways to track people14 and the effort exerted to 
                                                          
13 Household is the sampling unit; people who reside and eat together 
14 Consulting online telephone directories, extensive pre-field office activity, seeking information from other 
household members, new members, neighbours and communities.  
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maximize response rates15, due to the inherent nature of the survey, some members are lost 
in every wave, for various reasons; for example, failure to locate the sample member who 
has moved, withdrawn their cooperation or suffered from a long-term irrecoverable illness. 
We hope this missing data is random; otherwise, there is potential for bias. Furthermore, 
the data is prone to high level of measurement errors and sampling errors, as a result, the 
sample may differ from the population (Watson & Wooden, 2015). Moreover, the self-
completed questionnaire incurred a reward of an appeal of 1 in 8 chances of winning a 
$500 gift card or 1 in 5 chances of winning an iPad mini. Since responses are based on 
self-reports there is a potential risk of being influenced by social desirability bias.  
3.2.2 Australian Bureau Statistics: Pricing data  
 
As mentioned above, our research adopts two data sets. We use the indices that are 
subgroups of the Consumer Price Index (CPI) to include measure of the prices of alcohol 
and tobacco in the model. The CPI is a ‘measure of average prices of consumer goods and 
services purchased by households’ (Statistics, 2018). This measure is frequently used to 
measure inflation. The Australian CPI measures the price changes quarterly for a ‘basket’ 
of goods and services that record a higher proportion of cosmopolitan households’ 
expenditure (Burns, Sacks, & Gold, 2008). This dataset has been provided to the public 
through online access, by the Australian Bureau of Statistics (see 6401.0 - Consumer Price 
Index, Australia, Mar 2018.html).  
We use the information on the prices for tobacco and types of alcohol from the “Consumer 
Price Index, Tobacco and Alcohol: Group and Subgroup Index numbers”, that measures 
quarterly price changes in subgroups of alcohol; Spirits, Wine and Beer. For simplicity, we 
consider yearly price changes, calculated by taking an arithmetic average of the four 
quarters from the information provided.  
We are aware that the CPI ignores the addition of new goods and services and has 
inadequate information about the price changes of subcategories of alcohol, for example; 
ready to drink beverages, vodka and cask wine. The CPI currently has information 
regarding generic subgroups (Hausman, 2003). We believe more cohesive results could 
                                                          
15 Such as cash incentives, training staff, multiple call attempts, refusal conversion, using specific letters to sample 
members who did not respond, distribution of material to sample members in order to revive their interest in the 
study.  
 
 
29 
 
have been accomplished if price changes within the type of spirits, beer and wine were 
available. As there exists differences in the type of spirits young adults drink, also 
examined by Callinan and MacLean (2016) and Srivastava and Zhao (2010), (see Section 
2), there ought to be differences also in the demands for premixed drinks and liquor, beers 
and ciders, and cask wine and bottled wine.  
 
3.2.3 Two Samples: HS and NHS 
 
As illustrated in our research questions, we focus on two types of individuals, high school 
students (HS) and those not in school (NHS) (see section The Research Questions). We use 
these two samples to analyse 1) the drinking and smoking behaviour of the two groups, 
separately, 2) if type of school affects substance use behaviour among the NHS group 3) if 
substance use patterns differs among the underage in the HS group as compared to those in 
the NHS group.  The following explains the two samples and how they will be used in our 
analysis. 
 Two Sample 
The first sample is composed of individuals that are currently enrolled and attending mostly 
high school (HS) (please see Descriptive Analysis of Substance Use). The second sample 
is composed of individuals who are not in school (NHS) or those who have completed high 
school or have decided to leave school for various reasons.  
Apart from the drinking and smoking behaviour amongst these two samples, for NHS, we 
have additional information available on the type of school the individual attended; 
Government or Non-Government, whereas the same is unavailable for the HS group.  
We implement three sets of regressions. 1) The same regressions for the two samples 2) 
Different set of regressions for NHS that include type of schooling as an explanatory 
variable, 3) The same regression as mentioned in 1) but for the merged sample of the HS 
and the NHS group. This is further explained later (see Econometric Modelling Results). 
The following table presents a detailed description of the variables created for the study, 
with their definitions, and descriptive statistics for both our samples.  
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 Table 1: Variable Descriptive for the Two Samples 
 
3.3 Variable Creation  
3.3.1 Introduction  
 
This subsection describes in detail the variables generated for the study from the survey. 
The subsection flows by first explaining how the HILDA dataset was cleaned, followed by 
a description of the division of the two samples; HS and NHS. Then, a detailed descriptive 
analysis of the variable that enter the models is presented.  
In order to illustrate the variable generation and sample division, we first present the 
HILDA questions corresponding to the HILDA variable we have used, then the generation 
process of our variable. Dependent variables for the Probit Model (PM) − Drinker and 
Smoker are illustrated first, followed by dependent variables for the Ordered Probit Model 
(OPM) − Frequency of Drinking and Smoking. We progress to discuss the creation of our 
independent variables that have been categorised as demographics, individual, family and 
neighbourhood characteristics. 
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3.3.2 Missing values  
 
Missing values are encountered if certain questions were not answered. This is due to the 
questions being skipped because of an answer to the preceding question, or if the question 
is not applicable to the interviewee. Missing values also arise if the answer to a particular 
question was not known, the interviewee refused to answer, there existed invalid multiple 
responses, the value was implausible or indeterminable, if the interviewee did not 
undertake the self-completed questionnaire and for all the non-responding households. The 
missing values in HILDA dataset have been dropped from our study.  
3.3.3 Separation of the Two Samples  
 
The following is the explanation of how we used HILDA data to create the two samples, 
HS and NHS. To represent the sample of students currently in school (HS), we used 
HILDA’s variable “𝑒𝑑𝑠𝑠𝑙” in order to generate “𝑖𝑛𝑠𝑐ℎ𝑜𝑜l”. The HILDA variable, was 
developed from the following question in the CPQ (A3): “have you now left school?” and 
the array of possible answers takes the values; “Yes, No, Refused and Don’t know”. We 
only work with individuals where the answer was 𝑛𝑜, implying they have not left school.  
Students who were taking a year or more off from school for various reasons, such as 
travelling, are treated as not in school. For this sample, 98% lie below the age of 21 (see 
Appendix). The remaining 2% of the observed, however, claim to have higher education 
qualifications such as bachelors and post-graduate. After consulting HILDA 
representatives, these are reporting errors and have been dropped from our sample.  
 
To select the sample of individuals who are not in high school (NHS), information from 
the HILDA variable “𝑒𝑑𝑠𝑠𝑡𝑦𝑝” has been utilized. The formation of this variable inquires 
about the type of school an individual attended (this variable is further explained in the 
Control Variables below). For the NHS group, we also confirmed that the answer to 
HILDA’s question corresponding, to the variable 𝑒𝑑𝑠𝑠𝑙, was yes. Put differently, for NHS, 
none of the individuals are in school. The majority (95%) of the NHS group belongs to the 
age group of 16 − 21. In order to maintain consistency with the HS group, we have 
dropped individuals above the age 21 
Additionally, for both the samples, we further inquire for their highest qualifications 
obtained, using HILDA’s variable "𝑒𝑑ℎ𝑖𝑔ℎ1". This HILDA variable recoded and named 
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“ℎ𝑖𝑔ℎ𝑒𝑠𝑡𝑒𝑑𝑢𝑐”, which is labelled as Highest Education Obtained. The HILDA variable, 
“𝑒𝑑ℎ𝑖𝑔ℎ1”, was developed from the following question “History: Highest education level 
achieved?” and the printed answers are “1 Postgraduate-masters or doctorate, 2 Grad 
diploma, grad certificate , 3 Bachelors or honours , 4 Advance diploma, diploma, 5 
Certificate III or IV, 8 year 12, 9 year 11 or below and 10 Undetermined”. For majority of 
the HS sample the highest education obtained was year 11 and for the NHS sample it was 
year 12 (please see detailed graphs in the sub-section: Highest Education Achieved).  
3.3.4 Participation in Drinking and Smoking  
 
The next section construes the generation of this research’s dependent variables; 
participation in drinking and smoking, and the prevalence of consumption of alcohol and 
smoking cigarettes.  
 Drinking 
 
We used HILDA’s variable “𝑙𝑠𝑑𝑟𝑘𝑓” in order to generate “drinker” which is labelled as 
Drinker. The variable, “𝑙𝑠𝑑𝑟𝑘f”, was developed from the following question in the SPQ 
(B5): “Do you drink alcohol?” and the array of possible answers are “I have never drank 
alcohol, I no longer drink, Yes, I drink alcohol every day, Yes, I drink alcohol five or six 
days per Week, Yes, I drink alcohol three or four days per week, Yes, I drink alcohol one 
or two days per week, Yes, I drink alcohol two or three drinks per month, Yes, but rarely”. 
Our variable “drinker” is a binary variable coded as “1” if the respondent checked any 
answer containing “Yes”. Otherwise if the respondents answered “never had a drink” or 
“no longer drink alcohol”, they are categorised as non-drinkers and hence the variable 
“drinker” is coded as “0”. 
Using the same HILDA variable, “𝑙𝑠𝑑𝑟𝑘𝑓”, we code the frequency of drinking; “𝑎𝑙𝑐_𝑐𝑜𝑛” 
which is labelled as Drinking Frequency.  We have ordered the HILDA variable as the 
following: 1 abstainer, 2 rarely drinks, 3 drinks multiple times a week and 4 drinks every 
day. Our variable, 𝑎𝑙𝑐_𝑐𝑜𝑛,  takes the value “1” if the response was never drank or no 
longer drinks, “2” if the response was “Yes, I drink alcohol, two or three drinks per month” 
or “Yes, but rarely”, “3”  if the response was “Yes, I drink alcohol one or two days per 
week”, or  “Yes, I drink alcohol three or four days per week”, or “Yes, I drink alcohol one 
or two days per week” and finally the variable is coded as “4”  if the response was “Yes, I 
drink alcohol every day”. 
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 Smoking behaviour 
 
We used HILDA’s variable “𝑙𝑠𝑠𝑚𝑓𝑘” in order to generate “smoker” which is labelled 
Smoker. The variable, “𝑙𝑠𝑠𝑚𝑓𝑘”, was developed from the following question in the SPQ 
(B2): “Do you smoke cigarettes or any other tobacco products?” and the possible answers 
are as follows: No, I have never smoked, No, I longer smoke, Yes, I smoke daily, Yes, I 
smoke at least weekly (but not daily) , Yes, I smoke less often than weekly. Our variable 
“smoker” is a binary variable coded as “1” if the respondent said they smoke. Otherwise if 
the answers were never smoked or no longer smoke, they are categorised as non-smokers 
and hence, the variable “smoker” is coded as “0”. 
Using the same HILDA variable, we code the frequency of smoking, labelled as Smoking 
Frequency,  “𝑠𝑚𝑜𝑘_𝑓𝑟𝑒𝑞”, which takes the value “1”  and is recorded as an abstainer, if 
the response was never smoked or no longer smokes, “2” is labelled  as rarely smokes if 
they responded “Yes, I smoke less often than weekly”, “3” is labelled as smokes several 
times a week if the response was “Yes, I smoke at least weekly (but not daily)” and finally 
if the variable takes the value “4” and is recorded as smoked every day, if the response was 
“Yes, I smoke daily”.  
3.3.5 Control Variables  
 
HILDA data provided a large range of socioeconomic and demographic information. We 
take into account potential determinants of alcohol and smoking behaviour such as; 
demographics, individual characteristics, family traits, few neighbourhood attributes and  
lastly, type of school attended by NHS. 
 Demographics  
 
To control for demographics, we include the following variables; underage, gender and 
major statistical region in which the individual resides.  
We used HILDA’s variable “ℎ𝑔𝑠𝑒𝑥” to generate “𝑚𝑎𝑙𝑒”, which is labelled as Male. The 
variable, “ℎ𝑔𝑠𝑒𝑥”, was prefilled and corresponding to HF (5) that enquires about the gender 
of the interviewee: the possible answers take two values; “1 Male and 2 Female”. Our 
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generated variable takes the value "1" if the interviewee answered male and "0" if the 
interviewee answered female. 
 
 We used HILDA’s variable “ℎ𝑔𝑎𝑔𝑒” to create a binary variable named “𝑢𝑛𝑑𝑒𝑟𝑎𝑔𝑒”, 
taking the value “1” if the age is less than or equal to 17, labelled as Underage. Otherwise, 
the variable takes the value “0” if the age is greater than or equal to 18, and is labelled as 
Legal Age. All household members’ ages are collected on 30 June each year. If the age is 
a missing value due to no response, the hot deck method16 is used to impute age, whereas 
the new corrected age is applied to all previous waves if an incorrect age was provided. 
Similar procedure have been applied if gender is a missing value. 
 
Furthermore, we used HILDA’s variable “ℎℎ𝑚𝑠𝑟” to generate “𝑐𝑎𝑝𝑖𝑡𝑎𝑙", which is labelled 
as Capital. The variable, “hhmsr”, was developed from the following question in the DV: 
ASGC(2001): “Major Statistic Region the household resides in” and the array of possible 
answers are; “Sydney, Balance of NSW,  Melbourne, Balance of VIC, Brisbane, Balance 
of QLD, Adelaide, Balance of SA, Perth, Balance of WA, Tasmania, Northern Territory, 
ACT”. We generate a dummy variable for each area of residence. If the individual claimed 
they reside in Sydney, Melbourne, Brisbane, Adelaide, Perth, Tasmania, Northern 
Territory, and ACT, our variable takes the value "1" and "0" otherwise.  
 
 Family Characteristics  
 
Family characteristics are described by the following; parent’s occupation and their 
relationship status and siblings’ status. The following explains the development for the 
aforementioned. 
Parent’s occupation is branched into blue collar and white collar jobs that is created from 
HILDA’s variables “𝑓𝑚𝑓𝑜61, 𝑓𝑚𝑓𝑜62, 𝑓𝑚𝑛𝑜61 𝑎𝑛𝑑 𝑓𝑚𝑛𝑜61”, to generate “𝑓_𝑜𝑐𝑐” and 
“𝑚_𝑜𝑐𝑐” corresponding to father’s and mother’s occupations, respectively. These 
correspond to the respondent’s answer about labour force status. For the list of occupations 
                                                          
16 Hot deck method: is an imputation method used in HILDA, which divides full informed cases into imputation classes 
based on key explanatory variables, such as age. Then the incomplete cases are match (i.e. the recipient) to an 
imputation class and a randomly chosen case, with full information (i.e. the donor). Then teg missing data is replaced 
with the valid data from the donor case. For more information see HILDA Project discussion paper (Headey) 
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please see Appendix: List of Occupations (Statistics, 2011).  The definitions of the 
occupation types are published by the ABS labour force statistics17.  
We used HILDA’s variable “𝑓𝑚𝑝𝑑𝑖𝑣” in order to generate a binary variable 
“𝑝𝑎𝑟𝑒𝑛𝑡𝑠_𝑑𝑖𝑣”, which is labelled as Divorced. HILDA’s variable was developed from the 
following question in the CPQ: “Did your mother and father ever get divorced or separate?” 
and has two possible answers; “Yes” and “No”. Our variable 𝑝𝑎𝑟𝑒𝑛𝑡_𝑑𝑖𝑣 takes the value 
of “1” if the individual’s parents are divorced and “0” otherwise. In order to control for an 
individual’s siblings’ status, we use HILDA’s variable “𝑓𝑚ℎ𝑠𝑖𝑏” and generate “sib”, 
labelled as Siblings. The variable, “𝑓𝑚ℎ𝑠𝑖𝑏𝑖”, was developed from the following question: 
“Have you ever had any brothers or sisters? Include half or adopted, but not step or foster” 
and the possible answers are; “Yes” and “No”. Our variable sib takes the value “1” if the 
individual has siblings and “0” otherwise. 
 
 Individual Characteristics 
 
We control for individual characteristics in all regressions. The following variables are also 
included in all the regressions; employment status, social life aspects, extra-curricular 
activities, voluntary work.  
We used HILDA’s variable “𝑙𝑠𝑠𝑜𝑐𝑎𝑙” to generate “socialize”, which is labelled as Social. 
The variable, “𝑙𝑠𝑠𝑜𝑐𝑎𝑙”, was developed from the following question in the SPQ (B19): “In 
general, about how often do you get together socially with friends or relative not living 
with you?” and the printed answers were “Every day, Several times a week, About once a 
week, 2 or 3 times a month, About once a month, Once or twice every 3 months and Less 
often than once every 3 months”. Our variable “socialize” is a binary variable that takes 
the value of “1” if the individual answers they get together socially with their friends or 
relatives at least about once a month, and is classified as social and takes the value “0” 
otherwise, thereby categorized as not social.  
One’s physical activity status or involvement in extracurricular activities is partitioned into 
two distinct categories; involved and not involved. We used HILDA’s variable “𝑙𝑠𝑐𝑙𝑢𝑏” in 
order to generate “sports”, labelled as Extracurricular Activities. The variable, “𝑙𝑠𝑐𝑙𝑢𝑏”, 
                                                          
17 -Australian Social Trends, Dec 
2011 http://www.abs.gov.au/AUSSTATS/abs@.nsf/Lookup/4102.0Main+Features30Dec+2011 
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was developed from the following question in the SPQ (B8): “Are you currently an active 
member of a sporting, hobby or community-based club or association?” and the possible 
answers are “Yes” or “No”. Our variable sports18 is a binary variable, coded as “1” if the 
individual was involved in any extra-curricular activity and “0”otherwise. 
  
We generate “𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑑_𝑝𝑎𝑟𝑡” using HILDA’s variable “𝑒𝑠𝑑𝑡𝑙”, which is labelled as 
Employed (PT). The variable, “𝑒𝑠𝑑𝑡𝑙”, was developed from the following question in the 
(DV): “Current labour force- detail” and the possible answers were as follows: “Employed 
full time, Employed part time, Unemployed, looking for full time work, Unemployed, 
looking for part time work, Not in labour force, Marginally attached, Not in labour force, 
Not marginally attached, Employed, but usual hours worked unknown”19. Our variable 
“𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑑_𝑝𝑎𝑟𝑡”, labelled as part-time working, is a binary variable that takes the value 
of “1” if the individual answered; “Employed part time” and “0” otherwise. We have 
dropped observations where hours of work were not determined.  
 
An explanatory variable is added for individuals’ feeling time pressured. A variable “rush” 
was generated, which is labelled as Time Pressure, adopting HILDA’s variable “𝑙𝑠𝑟𝑢𝑠ℎ” 
that was developed from the following question in the SPQ (A9): “how often do you feel 
rushed or pressed for time?” and the possible answers included; “Almost always, Often, 
Sometime, Rarely and Never”. Our variable takes the value of “1” if the individual 
answered; “sometime or rarely”, and “0” otherwise.  Finally, we adopted HILDA’s variable 
“𝑙𝑠𝑚𝑛𝑣𝑜𝑙” to generate “𝑐ℎ𝑎𝑟𝑖𝑡𝑦”, labelled as voluntary work. HILDA’s variable was 
developed from the following question in the SPQ (B24): “How much time would you 
spend on volunteer or charity work (for example, canteen work at the local school, unpaid 
work for a community club or organization?” and the answer needs to be an approximation 
of minutes per week.  
 Neighbourhood  
 
                                                          
18 Active member of a sporting/hobby/community based club or association 
19 Definition of the types of employment can be found on the ABS website: 
http://www.abs.gov.au/ausstats/abs@.nsf/7d12b0f6763c78caca257061001cc588/47bfb611a97c91f2ca2
5710e007321c6!OpenDocument 
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We take into consideration neighbourhood features such as teenagers hanging out in the 
street in the neighbourhood and vandalism or deliberate damage to property. The following 
explains the development of the same. 
Using HILDA’s variables “𝑙𝑠𝑣𝑙𝑎𝑑” and “𝑙𝑠𝑙𝑎𝑠𝑡”, we generate “𝑑𝑎𝑚𝑎𝑔𝑒” and 
“𝑡𝑒𝑒𝑛_𝑠𝑡𝑟𝑒𝑒𝑡”, labelled as Vandalism and Noisy Neighbourhood, respectively. These 
variables, were developed from the following question in the SPQ (B12): “How common 
are the following things in your local neighbourhood? Sub-sections include “teenagers 
hanging around on streets?” and “vandalism and deliberate damage to property?” and the 
possible answers are; “Never happens, Very rare, Not common, Fairly common, Very 
common”. Our created variables are binary variables that takes the value of “1” if 
individuals answered that they feel vandalism or deliberate damage to property or teenagers 
hanging out in the street was fairly common or very common and otherwise the variables 
take the value “0”.  
 Type of School Attended  
 
We further analyse type of schooling as a covariate for the NHS group only. In Australia, 
the two fundamental types of schools are Government and Non-Government schools, 
where non-government schools are categorised as either Catholic Schools or Independent 
Schools. All government schools are non-denominational and nearly all of them are co-
educational, whereas most of the independent schools have certain religious affiliations 
(Directory, 2017). We used HILDA’s variable “𝑒𝑑𝑠𝑠𝑡𝑦𝑝” in order to generate 
“𝑝𝑟𝑖𝑣𝑎𝑡𝑒_𝑠𝑐ℎ𝑜𝑜𝑙”. The variable “𝑒𝑑𝑠𝑠𝑡𝑦𝑝” was developed from the following question in 
the CPQ (A6): “Which of these categories best describes the type of school you attended 
in your last year?” and the array of possible answers includes “Government school, 
Catholic non-government school, other non-government school, Other−not included, 
Refused, Don’t know”. Our variable “𝑝𝑟𝑖𝑣𝑎𝑡𝑒_𝑠𝑐ℎ𝑜𝑜𝑙”, is a binary variable that takes the 
value of “1” if the individual answered “Catholic non-government school, other non-
government school”, and is labelled as Private School. The variable 𝑝𝑟𝑖𝑣𝑎𝑡𝑒_𝑠𝑐ℎ𝑜𝑜𝑙 takes 
the value of “0” otherwise and is subsequently labelled as Public School. We have dropped 
those observations who answered “Other−not included, Refused, Don’t know”. 
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3.2 Econometric Model 
3.2.1 Introduction  
 
In practice not all students participate in drinking and smoking, as a result our data consists 
of zeros for those students who do not involve in such behaviour. Hence, the application of 
ordinary least square would generally lead to bias estimates of the independent variables. 
Therefore, probit models are used to estimate the equations for such binary variables. For 
all individuals, we hypothesise a continuously varying frequency of consumption of 
alcohol and cigarettes. Hence, for further analysis, we use ordered frequency of 
consumption of such substances, and hence ordered probit model is implemented. We first 
shed light on the specification of the probit model. This is followed by the same of the 
ordered probit model  
3.2.2 Probit Models 
 
The participation behaviour of students who are in school can be described by a latent 
variable model: 
𝐷𝑖𝑡
∗ = 𝛽𝑋𝑖𝑡 + 𝛾𝑃𝐵𝑡 + 𝜀𝑖𝑡  (1)  
𝑆𝑖𝑡
∗ = 𝛼𝑋𝑖𝑡 + 𝜅𝑃𝑐𝑡 + 𝜇𝑖𝑡  (2)  
𝐷𝑖𝑡 = {
1 𝑖𝑓 𝐷𝑖𝑡
∗ > 0 
0 𝑖𝑓 𝐷𝑖𝑡
∗ ≤ 0  
𝑆𝑖𝑡 = {
1 𝑖𝑓 𝑆𝑖𝑡
∗ > 0 
0 𝑖𝑓 𝑆𝑖𝑡
∗ ≤ 0  
 
Where 𝐷𝑖𝑡
∗  & 𝑆𝑖𝑡
∗  are is a continuous variable for true demand for alcohol and cigarettes 
respectively, for student (𝑖) over time(𝑡). 𝑋𝑖𝑡 represents individual factors such as 
underage, gender, capital, involvement in extracurricular activities, social, neighbourhood 
characteristics; vandalism and noise in the neighbourhood, parents’ relationship status, 
siblings, involvement in voluntary work, and if they feel pressed for time. In equation (1) 
and (2),  𝑃𝐵  & 𝑃𝑐   are the average prices of alcohol and tobacco, respectively. Since it is 
relatively hard to compute a school student’s income, we can use proxy variables to capture 
such effects as employment levels and parent’s occupation (Chaloupka & Wechsler, 1996).  
We do not directly observe the student’s participation status in drinking and smoking but 
are it is rather inferred, based on the self-reported participation. The probability that the 
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student decides to drink alcohol or smoke cigarettes, respectively, are expressed in 
empirical models, which have been written as the following:    
𝑃𝑟𝑜𝑏(𝐷𝑖 = 1) = 𝛷(𝛽𝑋′𝑖 + 𝛾𝑃𝐵 + 𝜀𝑖) 
𝑃𝑟𝑜𝑏(𝑆𝑖 = 1) = 𝛷(𝛼𝑋′𝑖 + 𝜅𝑃𝑐 + 𝜇𝑖)  
 
𝐷𝑖  𝑎𝑛𝑑 𝑆𝑖 are binary variables, 𝐷𝑖 = 1 𝑜𝑟 𝑆𝑖 = 1 if the student drinks alcohol or smoke 
cigarettes respectively and 0 otherwise. We assume that 𝜀𝑖 and 𝜇𝑖 to be our error terms in 
the above mention equations, respectively.  These errors are assumed to follow standard 
normal distribution.  
3.2.3 Ordered Probit Model  
 
Hilda’s self-completed questionnaires collect data about self-assessed prevalence of 
drinking and smoking behaviours. These responses have been given specific numerical 
values, indicating the strength of such self-assessed behaviour. According to HILDA 
survey, individuals reveal their frequency of use of alcohol and cigarettes. Our latent 
variables: frequency for drinking and smoking crosses certain thresholds, for instance, 
drinking frequency takes six numerical values. This has been explained in the following 
subsection (see section Variables Creation). Similarly, the frequency of smoking takes four 
numerical values.  
The ordered outcomes are modelled so as to occur consecutively as our latent variable 𝑦∗ 
crosses various thresholds. In our sample, 𝐷∗ 𝑎𝑛𝑑 𝑆∗ are the unobserved demand for 
drinking and smoking, respectively. For individual 𝑖 the model is as follows:  
 𝐷𝑖
∗ = 𝛽𝑥′𝑖 + 𝜀𝑖  (1)  
𝑆𝑖
∗ = 𝛼𝑥′𝑖 + 𝜇𝑖  (2)  
Let 𝐷𝑖  where 𝑖 takes the values in [1, … 𝐽] be the number of categories for drinking that lies 
from 1 𝑡𝑜 4; 1 “ Not a Drinker", 2  "Rarely Drinks",  3 "Drinks Multiple Times a Week" 
and  4 “Drinks Every day” . Let 𝑆𝑖 where 𝑖 takes values in [1, … 𝑀] be the number of 
categories for smoking that lies from 1 𝑡𝑜 4; 1 "Not a Smoker", 2 "Smokes Less Often than 
Weekly", 3 "Smokes Weekly but Not Daily" and 4 "Smokes Everyday". Where 
𝜀𝑖 and 𝜇𝑖 are normally distributed across observations with mean of 0 and variance of 1. 
 The following shows the cumulative probabilities of the discrete outcomes:   
 
 
40 
 
𝑃[𝐷𝑖 ≤ 𝑗|𝑥] = 𝐹(𝜅𝑗 − 𝑥𝑖
′𝛽)   𝑗 = [1,4] 
𝑃[𝑆𝑖 ≤ 𝑚|𝑥] = 𝐹(𝛶𝑚 − 𝑥𝑖
′𝛽)   𝑚 = [1,4] 
For an alternative ordered model, which can be defined as; 
𝐷𝑖
∗ = 𝑗 𝑖𝑓 𝜅𝑗−1 < 𝐷𝑖
∗ ≤ 𝜅𝑗  ,   𝑗 = [1,4] 
𝑆𝑖
∗ = 𝑚 𝑖𝑓 𝛶𝑚−1 < 𝑆𝑖
∗ ≤ 𝛶𝑚  ,   𝑚 = [1,4] 
Whereas, the probability that an individual reports his drinking frequency in category 𝑗 can 
then be written as the following:  
𝑃(𝐷𝑖 = 𝑗)  = 𝑃(𝜅𝑗−1 < 𝐷𝑖
∗ ≤ 𝜅𝑗) 
=  𝑃(𝜅𝑗−1 < 𝑥𝑖
′𝛽 + 𝜀𝑖 ≤ 𝜅𝑗) 
= 𝑃(𝜅𝑗−1 − 𝑥𝑖
′𝛽 <  𝜀𝑖  ≤ 𝜅𝑗 − 𝑥𝑖
′𝛽) 
= 𝐹(𝜅𝑗 − 𝑥𝑖
′𝛽) − 𝐹(𝜅𝑗−1 − 𝑥𝑖
′𝛽) 
Where  𝜅𝑗 are the unknown threshold parameters, obtained by maximising the likelihood 
with   𝑝𝑖𝑗 = 𝑃(𝐷𝑖 = 𝑗), and 𝛽 are the regression coefficients. Where F is the cumulative 
standard normal.  Stata excludes the intercept from the regressors and assumes a constant 
variance, if an intercept is added only 𝑗 − 2 threshold parameters are diagnosed (Cameron 
& Trivedi, 2010) . We run a similar model for smoking frequencies.  
One obstacle that was met while running ordered probit regressions, is of parallel lines or 
proportional regression assumption (Long, 1997).  Due to this obstacle, the coefficient that 
describes the probability of being in the lowest category as compared to all the other higher 
categories of the latent variable, are the same as those that explain the probability between 
the second lowest category and all the other higher categories. In other words, under 
categorical models, the independent variable coefficient is assumed to be identical for all 
the existing categories. Thus, with an increase in the independent variable, the cumulative 
distribution shifts in either direction, with the slope of the distribution unchanged (Pfarr, 
Schmid, & Schneider, 2010).  
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4 Results: 
4.1 Introduction  
 
This chapter first presents a descriptive analysis of the demographics and substance use 
behaviour among our two samples (please see Appendix I: Descriptives for additional 
descriptive analysis). This is followed by the presentation of empirical results obtained 
using probit and ordered probit models (please see Appendix II: Full Regression Output 
for full regression outputs).  
4.2 Descriptive Analysis for HS and NHS 
 
4.2.1 Highest Education Achieved 
 
Figure 1 and Figure 2 below show the highest education obtained by the HS and the NHS 
group, respectively.  From the pie chart it is evident that the majority of the students that 
are in HS sample are in year 11. For NHS we can see the majority has year 12 as the highest 
education obtained.   
Pie Charts for Highest Education Achieved 
Figure 1: In School Figure 2: Not in School 
 
 
4.2.2 Age Distribution  
 
Figure 3 and 4 show the histograms for the age distribution for HS and NHS, respectively. 
We can see from Figure 3, the majority of high school students are underage, of 17 years 
Figure 1: Highest Education Achieved by School Students  Figure 2: Highest Education Achieved by those not in School   
 
 
42 
 
of age or below. From Figure 4 we infer that those who are not in high school, the majority 
are of legal age, 18 years of age or above and on average are older than the HS samples.  
Histograms for Age Distribution 
Figure 3: In School Figure 4: Not in School 
 
Figure 3 Age distribution for School Students 
 
Figure 4 Age distribution for those not in School 
 
4.2.3 Type of School Attended: NHS  
 
Figure 5 shows the proportion of attendance at a specific type of school, by those who are 
not in high school (NHS) 
 
Figure 5 depicts the percent of individuals in our sample who attend the various type schools  
 
Figure 5 shows that the majority of individuals who are not in school attended public 
schools, followed by Catholic and finally, Independent schools. We group independent 
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schools and catholic schools jointly under private school, because as we can see from 
Figure 5 their relative proportions are small.  
The percentage of the NHS group attending these types of schools varies slightly across 
states, however public school still remains the predominant choice. (See Appendix).  
4.3 Descriptive Analysis of Substance Use 
This subsection presents a visual presentation of the substance use behaviour amongst 
school students (HS) and those not in school (NHS). 
4.3.1 Substance Use among Two Samples 
 
Figure 6 below depicts the proportion of HS and NHS that participate in such substances, 
partitioned by their gender. We notice a higher percentage individuals in the NHS group 
tend to drink and smoke as compared to their counterparts in the HS group. We see no 
apparent difference in smoking patterns among the two genders who are in school, 
however, a slight higher proportion of males tend to drink as compared to that of females.  
 
Figure 6 depicts the proportion of students in our two sample who smoke and drink   
 
Figure 7 below depicts the proportion of HS and NHS that consume alcohol and smoke 
cigarettes, partitioned by age. We notice no apparent differences between the substance use 
behaviour amongst those who are of legal age, irrespective of current school enrolment. 
We find evidence that a lower proportion of underage high school students drink and smoke 
as compared to their underage counterparts who are not in school and also to their legal 
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counterparts, in enrolled in school. We notice that lower proportion of individual smoke as 
compare to drink, irrespective of current attendance at school or age.  
 
Figure 7 depicts the proportion of underage and legal age drinkers and smokers in the two samples.  
 Substance Use by NHS  
 
Figure 8, shows the proportion of individuals in each type of school that drink and smoke. 
There are no differences in mean drinking and smoking patterns amongst the individuals 
who attend different schools, as depicted in the following graphical illustration: 
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Figure 8: Percentage of smokers and drinker in different schools; Age group: 16-21 
The majority of individuals in the NHS sample drink, irrespective of the type of school 
they attended. Smoking patterns varies, a higher percentage of individuals who attended 
public schools smoke as compared to their counterparts in private schools. 
Figure 9 below illustrates if an individual’s substance use behaviour varies across gender 
and type of school they attended 
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Figure 9: Percentage of smokers and drinker partitioned by gender. Please note: Catholic and Independent school are 
private schools 
 
From Figure 9 it seems more male students smoke compared to females, regardless of the 
type of school they attend. Another interesting observation is that a higher percentage of 
females and males who attended public schools tend to smoke as compared to their 
counterparts in other schools.   
4.3.2 Prevalence of Substance Use amongst Two Sample  
 
Table 2 provides the percentage of participation in smoking and drinking patterns across 
genders and age, among the HS group.  
Noticed from the sample size, it comes as no surprise that the majority of students in the 
HS group are underage. We observe a high percentage underage students are abstainers, 
for both drinking and smoking.  
A higher percentage of students tend to be entangled in drinking than in smoking, 
irrespective of the age or gender. A smaller percentage of legal age students tend to be 
abstainers, for both drinking and smoking as compared to their underage counterparts. 
Additionally, we observe that a higher percentage of females, irrespective of the age, do 
not drink as compared to males. No such apparent difference is noticed for those who do 
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not smoke. We also observe that a higher percentage of females, irrespective of age, smoke 
several times a week compared to their male counterparts.  
Table 2: Prevalence of Drinking and Smoking for School Students (HS) 
  
Table 2 Note: Abstains: Not a Drinker" 2"Rarely Drinks”,  Drinks Several Times a Week: "Drinks 1 or 2 days per a week" 
4"Drinks 3 or 4 days times a week" 5"Drinks 5 or 6 days times a week" Drinks Rarely “"Rarely Drinks 
 
Table 3 provides the percentages of participation in smoking and drinking across gender , 
age and school type for the NHS group. 
Table 3: Prevalence of Drinking and Smoking for Individuals not in School (NHS) 
 
Table 3: Abstains: never drank/smoked or no longer drinks/smokes, Drinks/Smokes Multiple Times a Week: one to six 
times a week. Rarely Drinks and Rarely Smokes: two or three drinks per month or smoke less often than weekly 
respectively, N: number of observations. For individuals between ages 16 to 21. Please note: Catholic and Independent 
school are private schools 
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From the above table, we notice from the sample size, that the majority of NHS are of legal 
age, similar to that seen, in the histograms for age. We discern that a majority of individuals 
drink rarely and do not smoke, irrespective of the type of school they attended and their 
age. For those who are underage, there is a high percentage of drinking abstainers, 
irrespective of the school type they attended, compared to their legal counterparts. We 
observe no such distinctive statistics for underage non-smokers.  
Additionally, men on average claim to drink more frequently than women. On the other 
hand, we observe that a higher percentage of underage females in public schools tend to 
smoke every day as compared to their underage male counterparts in public schools. We 
observe that a higher percentage of legal age females in public and private schools smoke 
several times a week, as compared to their legal aged male counterparts. We also observe, 
a higher percentage of females who attended public schools claim to smoke daily as 
compared to their counterparts in other schools, irrespective of their age.  
4.3.3 Consumption Levels 
 
Table 4 and 5 provides information regarding the number of drinks consumed per day and 
the packs of cigarettes smoked per week, respectively, by the two samples. Table 4 shows 
that the common response for the HS group to the number of drinks they consume was 1 
or 2 drinks per day, and the predominant response of the NHS group was 3 to 4 drinks per 
day.  
Table 4: Number of Drinks Consumed per Day by the Two Samples 
 
Table 4:  Depicts the percentage of individuals, who attended private school or public school and are students, who claim 
to drink the mentioned number of drinks 
Table 5 shows that the most common response for the HS group and the NHS group, to the 
packs of cigarettes consume was 1 pack per week.  
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Table 5: Packs of Cigarettes Smoked per Week Samples 
 
Table 5:  Depicts the percentage of individuals, who attended private school or public school and are students, who claim 
to smoke the given packs of cigarettes per week 
 
4.4 Econometric Modelling Results  
The following subsection limns the empirical modelling results. This section is divided into 
two subparts Part A and Part B. In Part A, we present the results obtained from probit and 
ordered probit model for the two sample, HS and NHS. In Part B, we present the results 
obtained from probit and ordered probit model for a combined sample of HS and NHS. 
This sample is created by merging the two groups, HS and NHS. We shall call it “combined 
sample” from here onwards. 
For both sections, we run various specifications for all our models. These specifications 
vary due to the inclusion of different pricing variables for Part A, and different pricing 
variables and interaction action terms for Part B. The explanatory variables that have been 
explained in Chapter 3 are included in the regressions. We have excluded parent’s 
occupation due to insufficient data points (see Appendix II: Regression Results including 
Parent’s Occupation). Robust standard errors have been implemented throughout all 
regression analyses.  
Both parts are organized in the following manner, first, we present the results obtained 
from the probit model, followed by results obtained from the ordered probit model. From 
here onwards results obtained in Part A for the two probit models will be called Model 1 
and Model 2 and the results obtained from the two ordered probit models will be called 
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Model 3 and Model 4. The results obtained in Part B for the probit model will be called 
Model 5 and the results obtained from the ordered probit model will be called Model 6.  
Model 1, regresses the same specifications for both the samples, HS and NH, separately. 
These results are presented in one table, Table A.  
Model 2, regresses the same specifications as in Model 1 for HS. For NHS we add an 
additional regressor, the type of school attended by individuals− 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 𝑆𝑐ℎ𝑜𝑜𝑙, in all 
the specifications.  These results are presented in Table B.  
Model 3, regresses the same specifications for the two samples, HS and NH. The results 
are presented in one table, Table C.  
Model 4, regresses the same specifications as in Model 3 for the HS group. For NHS we 
add an additional regressor, the type of school attended by individuals− 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 𝑆𝑐ℎ𝑜𝑜𝑙, 
in all the specifications.  These results are presented in Table D. 
Model 5, in Part B, regresses the same specifications as in Model 1, however, this model 
is for the combined sample of HS and NHS. In addition to the variables in Model 1, we add 
interaction terms to allow for interaction between being in school with underage and for 
being in school with different price variables.  
Model 6, regresses the same specifications as in Model 2, however, this model is for the 
combined sample of HS and NHS and includes additional interaction terms. These 
interaction terms are same as those in Model 5.  
4.4.1 Part A 
 Probit model 
 
This section focuses on establishing a relationship between drinking and smoking 
participation and the prices of alcohol and tobacco. Then we investigate if there exist a 
relationship between participation in such substances and demographics, family, individual 
and neighbourhood characteristics. Our dependent variables are the, dichotomous variables 
for drinking and smoking and they are denoted by,  "𝑑𝑟𝑖𝑛𝑘𝑒𝑟" and "𝑠𝑚𝑜𝑘𝑒𝑟", 
respeictively. Model 1 is presented in Table A, presents the results estimated from probit 
estimation for HS and NHS, followed by Model 2, presented in Table B, which displays 
the results obtained from the probit model with the inclusion of 𝑝𝑟𝑖𝑣𝑎𝑡𝑒_𝑠𝑐ℎ𝑜𝑜𝑙 as an 
independent variable for the regressions estimated for NHS.  
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All the odd numbered specifications are for the high school students and the all even 
numbered specifications are for individuals not in school (i.e. 1, 3, 5, 7, 9, 11 for HS and 
2, 4, 6, 8, 10, 12 for NHS).  
In Specifications (1) to (6) drinker is the explained variable, while the prices included in 
these specifications vary. In particular, in specifications (1) and (2) only the price of 
alcohol is included. In specification (3) and (4) the price of spirits, wine and beer are 
included, while in specifications (5) and (6) the price of alcohol and the price of tobacco 
are included.   
In Specifications (7) to (12) smoker is the dependent variable. In specifications (7) and 
(8) only the price of tobacco is included. In specification (9) and (10) the price of spirits, 
wine and beer and the price of tobacco are included, while in specifications (11) and 
(12) the price of alcohol and price of tobacco are included. 
 Probit Model Specification− Model 1 
Table A shows the regression estimates of the probit model for the HS and NHS 
participation in the drinking and smoking: 
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Table A: Probit Model for HS (Odd Numbered Models) and NHS (Even Numbered Models) 
Table A; Note: In the first three regression (1-6) the dependent variable is drinking, for the next three the dependent 
variable is smoking (7-12). For the regression (1 and 2) and (7 and 8), we add price of alcohol and price of cigarettes as 
price variables, respectively. Regression (3 and 4) and (11 and 12) and similar to regression (1 and 2) and (7 and 8) 
respectively, the only changes is, we add price of beer, wine and spirits in the later instead of price alcohol in the 
former. For regression (5 and 6) and (9 and 10), we added price of alcohol and price of tobacco in both regressions. Y 
means included and N means not included. All odd specifications are for the HS group and the even for the NHS group 
Please also note: The coefficients for charity are zero for regressions (8, 10 and 12) as 99% of the NHS sample does 0 
minutes of voluntary work (for a detailed table please see Appendix I: Descriptives) 
Comparing specifications (1) and (2) we find that the price for alcohol to be highly 
significant (at 0.1% significance level); however, it is of the incorrect sign as the estimate 
indicates higher prices increase the probability of participation in drinking for the HS group 
only. Specifications (3) and (4), control for specific alcoholic beverage prices. The price 
of wine is significant (but again it is positive for the HS group). Specifications (5) and (6), 
include the price of tobacco the coefficient of this variable is significant and negatively 
related with probability of participation in drinking on for the HS group. This suggests a 
complementary relationship between alcohol and cigarettes for school students; however, 
this is not found with the NHS sample. In specification (5), adding the price variable for 
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tobacco leads to a decrease in significance of the price of alcohol, which is then statistically 
significant at the 5% significance level.   
The results where the dependent variable is 𝑠𝑚𝑜𝑘𝑒𝑟 are specifications  (7) to (12). The 
price of tobacco is significant and is negatively related to the probability of participation in 
both groups. This validates that demand for cigarettes is noticeably price responsive. In 
specifications (9) and (10), we add the generic price of alcohol variable, but it is 
insignificant. Thus, the price of alcohol does not appear to influence the probability of 
participation in smoking. This is common to both groups (HS and NHS). In the final 
specifications, (11) and (12), where the price of specific beverages instead of a single 
combined price of alcohol. In specification (11) price of spirits and price of wine are 
significant at 1% and 5% significance level, respectively, however, they have opposing 
signs. The price of wine is positively related to the probability of participation in smoking, 
whereas price of spirits appears to be negatively related with the aforementioned. The latter 
also hints to the fact that wine and cigarettes are perhaps substitute goods, whereas spirits 
and cigarettes are complementary goods. These results are only significant for the HS 
group, no such inference can about the NHS group.  
Turning to the impact of non-monetary variables, we find that our variable “underage” is 
statistically significant and has a negative sign, across all specification, where drinker is 
the dependent variable (specifications (1) to (6)). For specifications where smoker is the 
dependent variable (specifications (7) to (12)), this variable is only significant for high 
school students. Overall, we infer the being underage is associated with a lower probability 
of participation in drinking, irrespective of current school attendance. Additionally, for 
school students, being underage is also associated with a lower probability of participation 
in smoking.  
In specifications for the HS group, where drinker is the dependent variable 
(specifications (1), (3) and (5)), the coefficient of the variable “Male” is significant at the 
5% significance level, across all specifications. This indicates that male students in school 
have a higher probability of participation in drinking than their female counterparts. We 
find no such differences in probability of smoking participation amongst the two genders, 
for the two samples. 
We document that those who are employed part-time bear a higher probability of 
participation in drinking and those who are involved in extracurricular activities have a 
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lower probability of participation in smoking, irrespective of current school attendance. In 
specification (12), we find that employed part-time bears a lower probability of 
participation in smoking for NHS, this coefficient is significant at the 10% significance 
level (p-value 0.098).  
For high school students having siblings, being social, living in noisy neighbourhoods and 
those feeling time pressured is associated with a higher probability of participation in 
drinking, these results are significant at the 5%, 1%, 5% and 0.1% significance level,  
respectively, across specifications (1), (3) and (5). We witness that school students from 
broken families or whose parents are divorced and those who live in noisy neighbourhood 
or neighbourhoods where teenagers are hanging out in the street have a higher probability 
of participatory behaviour in smoking. The coefficient of the variable parents’ divorce is 
significant at 10% significance level, in specifications (7) and (9); otherwise, it is 
significant at 5%.  
For those not in schools, our results indicate that living in major city negatively affects the 
probability of participating in drinking and is statistically significant at the 1% level, across 
all specifications. We notice that vandalism or deliberate damage to property is statistically 
significant at the 5% level, across all specifications, and is positively akin to the probability 
of participation in smoking among those not in high school.  
The specifications above include, inter alia, charity as a variable, we notice that the 
coefficient and the standard errors of the same are zero, for specifications (8), (10) and 
(12).  This is because charity has been dropped from the all the NHS specifications, since, 
99% of the NHS group are not involved in volunteer work or do 0 minutes of voluntary 
work. The same is illustrated in the table below (see Appendix for a detailed table):  
Table 6: Volunteer Work done by the NHS group 
 
Table 6 Number and percentage of those not in Schools who do charity or volunteer work  
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 Probit Model Specification− Model 2  
Table B presents the same specifications as those in Table A for the HS group, however, 
for the NHS group, these specifications include the additional independent indicator 
variable, 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 𝑆𝑐ℎ𝑜𝑜𝑙 (in all even numbered specifications).  
Table B: Probit Model for HS and NHS with an Additional Regressor for School Type  
Table B: Note: In the first three regression (1-6) the dependent variable is drinking, for the next three the dependent 
variable is smoking (7-12). For the regression (1 and 2) and (7 and 8), we add price of alcohol and price of cigarettes as 
price variables respectively. Regression (3 and 4) and (11 and 12) are similar to regression (1 and 2) and (7 and 8) 
respectively, the only changes is we add the price of beer, wine and spirits instead of price alcohol. For regression (5 
and 6) and (9 and 10), we added price of alcohol and price of tobacco in sets both regressions. Y indicates variable 
added. N indicates variable not added. All odd specifications are for the HS group and the even for the NHS group. All 
even specifications have an additional variable “Private School” 
The results obtained in Table B are no different from those obtained in Table A, with one 
exception. In Table A, under specification (12), we found that being employed part-time 
bears a lower probability of participation in smoking for the NHS group, this coefficient 
was significant at 10%, and in Table B it is no longer significant.  
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In specification (12), our results for the additional coefficient, private school, is marginally 
significant at 10% (p-value 0.096), this delineates that attending a private school, 
negatively affect the probability of participation in smoking. This coefficient is not 
significant in any other specification and we believe this maybe a spurious result.  
 Ordered probit model 
 
This section focuses on establishing a relationship between the frequency of drinking and 
the price of alcohol and tobacco for the two samples. We then investigate if there exists a 
relationship between participation in substance use and demographics, family, individual 
and neighbourhood characteristics. Our dependent variable is the, ordinal variable for 
prevalence of drinking “𝑎𝑙𝑐_𝑐𝑜𝑛” (see Chapter 3: Dependent Variables) and is labelled 
as  "𝐷𝑟𝑖𝑛𝑘𝑖𝑛𝑔 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦" in the result tables.  
The regression results for this the two samples only show the estimates for the dependent 
variable "𝐷𝑟𝑖𝑛𝑘𝑖𝑛𝑔 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦". This is because non-smokers in the NHS group are 79% 
in public schools and 87% in private schools. Table 7 presents the frequency of smoking 
for the NHS group (for more detailed statistics please see Section: NHS: Descriptive)  
Table 7: Smoking Prevalence among the NHS group 
 
Table 7: The table shows the number of individual who lie in a particular category of smoking prevalence (Smoking 
Status), bases on the type of school they attended. The last column shows the total number of individuals and the 
percentage of individuals who lie in the category of smoking prevalence, irrespective of school type.  The definition for 
the smoking status are:  Not a Smoker or Abstainer (no longer smokes). 
Table C  presents the results estimated from ordered probit estimation for the HS and NHS 
group, followed by Table D, which displays results obtained from the ordered probit model 
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with the inclusion of 𝑝𝑟𝑖𝑣𝑎𝑡𝑒_𝑠𝑐ℎ𝑜𝑜𝑙 as an independent variable for the regressions 
estimated for the NHS group. 
All odd numbered specifications are for high school students and all even numbered 
specifications are for individuals not in school (i.e. 1, 3, 5 for the HS group and 2, 4, 6 for 
the NHS group).  
In Specifications (1) to (6) drinking frequency is the explained variable, while the prices 
included in these specifications vary. In particular, in specifications (1) and (2) only the 
price of alcohol is included. In specifications (3) and (4) the price of spirits, wine and beer 
are included, while in specifications (5) and (6) price of alcohol and price of tobacco are 
included.   
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 Ordered Probit Model Specification− Model 3  
Table C Ordered Probit model for NHS and HS 
 
Table C Note: Note: In the first two regression (1 to 6) the dependent variable is frequency of drinking. Regression (1 
and 2) we only add the price of alcohol. Regression (3 and 4) we add the price of sprits wine and beer, instead of price 
of alcohol. For the regression (5 and 6), we add the price of tobacco and price of tobacco. Please also note; Y indicates 
variable added. N indicates variable not added. All odd specifications are for the HS group and the even for the NHS 
group 
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Similar to the results obtained where drinking was defined as a binary variable (Table A 
and Table B), specification (1) the price of alcohol is very significant (at 0.1% significance 
level) and is positively related with the frequency of drinking, for high school students, 
however; no such results were found for the NHS group. This is a strange result as it is 
against expectations. In specifications (3) and (4) where we control for prices of specific 
alcoholic beverages, again the price of wine has a positive sign and is statistically 
significant at the 5% significance level for the HS group, in specification (3). In addition, 
when we control for the price of tobacco and price of alcohol in specifications (5) and (6), 
the coefficient for the price of tobacco is eminently significant and negatively related with 
frequency of drinking, for the HS group. This suggests a complementary relationship 
between alcohol and cigarettes for the HS group, no such result was found for the NHS 
group. The price of alcohol in specification (5), is no longer significant for the HS group.   
Turning to the impact of non-monetary variables, we discover that for underage high school 
students, the frequency of drinking is lower as compared to those of legal age high school 
students. This coefficient is statistically significant at 0.1% in all specifications for the HS 
group. We obtain no such results for the NHS group, since the coefficient of underage is 
insignificant, across all specifications. We find no empirical evidence for differences in 
frequency of drinking amongst genders, for the two samples.  
Furthermore, high school students who are employed part-time, have siblings, are social, 
live in noisy neighbourhood and feel time pressured tend to have a higher frequency of 
drinking as compared to those school students who are not part-time employed, are the only 
child, are not social, live in a not noisy or quiet neighbourhood and do not feel time 
pressured, respectively. Interestingly, the coefficient of siblings is significant at 5% 
significance level, when we control for generic price of alcohol and price of tobacco in 
specification (5) and otherwise, it is only significant at 10% (with p-value ranging from 
0.051 to  0.054) in specifications (1) and (3) . No such results were obtained for the other 
sample, NHS.  
 Ordered Probit Model Specification− Model 4  
Table 𝐷 presents the same specifications as those in Table C for the HS group, however, 
for the NHS group, these specifications include the additional independent variable, Private 
School (in all even numbered specifications).  
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Table D Ordered Probit model with additional regressor for school type 
 
Table D Note: In the first two regression (1 to 6) the dependent variable is frequency of drinking. Regression (1 and 2) 
we only add the price of alcohol. Regression (3 and 4) we add the price of sprits wine and beer, instead of price of 
alcohol. For the regression (5 and 6), we add the price of tobacco and price of tobacco. Please also note; Y indicates 
variable added. N indicates variable not added. All odd specifications are for the HS group and the even for the NHS 
group. All even specifications have an additional variable “Private School” 
 
 
The results in table D are the same as those obtained in Table C. The coefficient of the 
additional added variable Private School is insignificant across all specifications 
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(2), (4) and (6), indicating that the type of schooling has no effect on the frequency of 
drinking amongst the NHS group.  
4.4.2 Part B 
 
Results in this subsection are for a combined sample. This sample is created by merging 
the two samples, HS and NHS. We do so to establish a relationship between participation 
in and prevalence of drinking and smoking amongst underage high school students 
compared to those who are not in high school. This relationship can be obtained from the 
interactions between being in school and underage, which is labelled as  “𝑆𝑐ℎ𝑜𝑜𝑙 ∗
𝑈𝑛𝑑𝑒𝑟𝑎𝑔𝑒” in table E and F. “𝑆𝑐ℎ𝑜𝑜𝑙” is a dummy variable that takes the value of “1” if 
the individual is in school (i.e. belongs to the group HS) and “0” otherwise (i.e. belongs to 
the group NHS). Underage is the same variable as per previous models (see Chapter 3 for 
definition). This interaction term is included in all specifications in Table E and F. We also 
add interaction terms between variable “𝑆𝑐ℎ𝑜𝑜𝑙” and the price variables, in order to assess 
if the price of the substances affect the participation in and prevalence of drinking and 
smoking for the HS group as compared to that of the NHS group.  
 Probit Model Specification− Model 5 
 
Table E shows the results obtained from the probit model for the combined sample. In 
Specifications (1) to (3) drinker is the explained variable, while the prices and interaction 
terms included vary. In particular, in specification (1) the price of alcohol and an 
interaction term for being in school and price of alcohol is included. This is labelled 
as “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝐴”. In specification (2) the price of spirits, wine and beer and three 
interaction terms that interact being in school with the specific beverage price are included 
and are labelled as “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑆”, “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑊” and “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝐵”, 
respectively.  In specification (3) the price of alcohol, the price of tobacco and interaction 
terms between school and the price of alcohol and tobacco are included, labelled as 
“𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝐴” and “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑇”, respectively.   
In Specifications (4) to (6) smoker is the dependent variable while the prices and 
interaction terms included in these specifications vary. In specification (4)  the price of 
tobacco and an interaction term between school and the price of tobacco is included. This 
is labelled as “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑇”. In specification (5) the price of alcohol, the price of 
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tobacco and interaction terms between school and the price of alcohol and tobacco are 
included, labelled as “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝐴” and “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑇”, respectively.  In 
specification (6) the price of spirits, wine and beer, price of tobacco and four interaction 
terms, which interact school with the specific beverage price and tobacco are included. 
These are labelled as “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑆”, “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑊” and “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝐵”, 
respectively. 
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Table E Probit model for Merged Sample with interactive terms 
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Table E: Note: In the first three regression (1-3) the dependent variable is drinker, for the next three the dependent 
variable is smoker (3-6). For the regression (1), we add price of alcohol and an interactive term for school*price A. 
Regression (2) the only changes from regression (1) is we add price of beer, wine and spirits instead of price alcohol 
with the corresponding interaction with school. For regression (3) we added price of alcohol and price of tobacco in 
both regressions, with the corresponding interactive terms. For the regression (4), we add price of tobacco and an 
interactive term for school*price T. Regression (5) the only addition to regression (4) is, we add price alcohol with the 
corresponding interaction with school. For regression (6) the only changes from regression (5) is we add price of beer, 
wine and spirits instead of price alcohol with the corresponding interaction with school. Please note Y indicates 
variable added. N indicates variable not added. Also this table is for the combined sample. 
 
In specifications (1), (2) and (3) we find that there is no effect of the price for alcohol, 
price of specific alcoholic beverages and price of tobacco, respectively, on the probability 
of participation in drinking for the combined sample.  
In specifications (4) and (6) where the dependent variable is 𝑠𝑚𝑜𝑘𝑒𝑟, only the price of 
tobacco is significant in at 5% and 10% (p-value 0.0952) significance level, respectively. 
The price of tobacco is negatively related to the probability of participation in smoking for 
the combined sample. This result shows that the demand for cigarettes is noticeably price 
responsive. No such result was obtained for specification (5).  
Furthermore, in specification (1) the result obtained for the interaction term “𝑆𝑐ℎ𝑜𝑜𝑙 ∗
𝑃𝑟𝑖𝑐𝑒 𝐴” is significant at the 5% significance level; however, it is of the incorrect sign as 
the estimate indicates for school students the price of alcohol increases the probability of 
participation in drinking, as compared to those not in school. This result is odd and against 
expectations. In specification (3), the interactive term “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑇” is significant at 
0.1% significance level and has a negative sign. This result means that for school students 
increase in the price of tobacco decreases the probability of participation in drinking, as 
compared to those not in school. This result also validates the law of demand for cigarettes, 
and infers that alcohol and cigarettes are complementary goods, for the HS group. In 
specification (5), the interactive term “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝐴”, is significant at 10% (p-
value 0.0808) significance level and has a negative sign. This shows that an increase in the 
price of alcohol decreases the probability of participation in smoking for the HS group as 
compared to that of the NHS group. This result is similar to that obtained in 
specification (3). Hence we gather that for the HS group, alcohol and cigarettes are 
complementary goods.  
For all specifications, the interaction term “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑈𝑛𝑑𝑒𝑟𝑎𝑔𝑒” is significant at 0.1% 
level and has a negative sign. This means for the underage student in high school, the 
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probability of participation in drinking and smoking is lower than those who are not in 
school.   
For the impact of non-monetary variables, we find similar results as those in Model 1 for 
the HS group, except for the variables Noisy Neighbourhood, Vandalism and Volunteer 
Work. For specifications (1) to (3), the variable Noisy Neighbourhood is now significant 
at the 5% level as compared to 1% previously. For specifications (4) to (6), the 
significance of variable Vandalism is now at 10% level as compared to 5% in Model 1 for 
the HS specifications. In specifications (4) to (6), the result for Voluntary Work is now 
significant at the 10% level (p-values ranging from 0.072 to 0.080) and has a negative 
sign. This means for the combined sample being increasing the minutes of voluntary work 
decreases the probability of participation in smoking.  
 
 Ordered Probit Model Specification− Model 6 
Table F shows the results obtained from the ordered probit model for the combined sample. 
Specifications (1) to (3) are the same as that explained for Table E, however, the 
dependent variable in Table F is drinking frequency.    
The regression results for the combined sample only show the estimates for the dependent 
variable "𝐷𝑟𝑖𝑛𝑘𝑖𝑛𝑔 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦". This is because non-smokers are 88.65% of the sample. 
Table 8 below presents this.  
Table 8: Smoking Prevalence among the Combined Sample 
 
Table 8 Smoking Prevalence among the combined sample of HS and NHS 
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 Table F Ordered Probit model for Merged Sample with Interactive Terms 
 
Table F: Note: In the first three regression (1-3) the dependent variable is drinking Frequency. For the regression (1), 
we add price of alcohol and an interactive term for School*Price A. Regression (2) the only changes from regression (1) 
is we add price of beer, wine and spirits instead of price alcohol with the corresponding interactions terms with school. 
For regression (3) we added price of alcohol and price of tobacco in both regressions, with the corresponding 
interaction terms. 
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In specifications (1) and (2) we find that there is no effect for the price of alcohol and price 
of specific alcoholic beverages, respectively, on the frequency of drinking for the combined 
sample. In specification (3) the price of tobacco is significant at 5% significance level and 
has a positive sign. This result means that price of tobacco is positively related to the 
frequency of drinking for the combined sample.  
Furthermore, in specifications (1) and (2) the result obtained for the interactive 
term “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝐴” and “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑊”, are significant at the 0.1%  and 5% 
level, respectively; however, both are of the incorrect sign as the estimates indicate for 
school students the price of alcohol and price of wine increases the prevalence of drinking 
as compared to that for those who are not in school. These results are odd and against 
expectations.  
In specification (3), the interactive term “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑇”, is significant at the 0.1% 
significance level and has a negative sign. This result suggests, for the HS group the price 
of tobacco is negatively related to the frequency of drinking as compared to that for the 
NHS group. This result also validates the law of demand for cigarettes and infers that 
alcohol and cigarettes are complementary goods for the HS group. 
For all specifications, the interactive term “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑈𝑛𝑑𝑒𝑟𝑎𝑔𝑒” is significant at the 0.1% 
significance level and has a negative sign. This means for underage in the HS group, the 
frequency of drinking is lower than that of those in the NHS group.  
Besides, we find the same results as in Model 2 for the HS group, except for the variables 
Noisy Neighbourhood and Employed. For specifications (1) to (3), the significance of 
variable Noisy Neighbourhood is now significant at the 5% significance level as compared 
to 1% previously. The variable Employed is now significant at the 0.1% significance level 
as compared to 1% previously.  
4.4.3 Average Marginal Effects  
 
Table G and Table H , in the Appendix, shows the marginal effects at the mean, for Model 
5 and Model 6, respectively. The results for the variable 𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑈𝑛𝑑𝑒𝑟𝑎𝑔𝑒 (Table G) 
shows that, on average, underage students in school have a lower probability of 
participation in smoking by approximately 65%, as compared to those who are not in 
school. This result is significant at the 1% significance level. The results from Model 6 
(Table H) for the same variable show that, on average, underage students in school have a 
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lower frequency of drinking by approximately 49%, as compared to those who are not in 
school. This result is significant at the 0.1% significance level.  
Additionally, the results obtained for the variable 𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑇 (Table G and Table H) 
show that, on average, the price of tobacco decreased the probability of participation in and 
prevalence of drinking by approximately 9% and 6.5% percentage points, respectively, for 
the HS group as compared to those who are not in school. This result is significant at the 
1% and 0.1% significance level, respectively.  
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5 Discussion and Conclusions 
5.1 Introduction 
 
This chapter first summarises and discuss the findings from the empirical results achieved 
in the previous chapter. Next, we acknowledge the limitations of this study. This is 
followed by areas of further research and, a brief summary of answers to the questions 
presented in chapter 1.  
5.2 Summary of Findings 
 
This subsection initially explains the results obtained from examining the price variables, 
in order to conclude if alcohol and cigarettes are complementary or substitute goods. This 
is followed by a discussion to assess if substance use behaviour is depended on being 
underage. Then we discuss if the other variables including demographics, individual 
characteristics, family traits, neighbourhood features and type of schooling, have an effect 
on substance use for the two samples.  
5.2.1 Own Prices Effects and Cross-Price Effect 
 Results for Price Variables  
 
We confirm that the participation in smoking is negatively related to the own price effects 
of tobacco, for both the HS and NHS group. Additionally, for the HS group, an increase in 
the price of cigarettes is also associated with decreased prevalence of smoking (see Model 
1 and Model 3).   
The prevalence of and participation in drinking is sensitive to the price of alcohol for the 
HS group only. This result, however, is of the wrong sign in all specifications. It is possible 
this indicator is too broad for this group. It would be ideal to use the price of ready-to drink 
spirits (RTDs). As the literature, Srivastava and Zhao (2010), has found − RTDs to be the 
most popular drink amongst the age group in this study. Unfortunately, we did not have the 
price indicator for this type of drink.  
We find evidence to suggest alcohol and cigarettes are complementary goods for school 
students only, which is similar to that found in Cameron and Williams (2001) and Yang et 
al. (2016). The relationship is only found to be one way that is price of tobacco affects the 
participation and prevalence of drinking amongst the HS group. No such result was 
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obtained for the generic price of alcohol affecting smoking participation amongst the HS 
group.  We find evidence that the price of wine and spirits affects the participation in 
smoking for the HS group (please see Model 1). Thus, we can presume that spirits and 
cigarettes are complements, whereas wine and cigarettes are substitutes for school students.  
In Model 5 and Model 6, the interaction terms were added for being in school and the price 
of alcohol (and subtypes). The same incorrect sign is found in that the coefficient of 
 𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝐴 and 𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑊 are positive. As per previous case, it is possible 
these are not the correct alcohol price indicators for this age group, and are not good proxies 
for the price of ready-to drink spirits (RTDs) which is the type of alcohol mostly consumed 
by younger people.  
For the case of tobacco, the coefficients of the interaction variable “𝑆𝑐ℎ𝑜𝑜𝑙 ∗ 𝑃𝑟𝑖𝑐𝑒 𝑇”, 
indicated that for the HS group alcohol and cigarettes are complementary goods.  
5.2.2 Underage  
 
We find evidence from Model 5 and Model 6, that underage students who are in school 
have a lower probability of participation in and prevalence of substance use as compared 
to those who are not in school. This can be explained through two effects 1) Access to 
alcohol and 2) In School effect.  
While the age of those in the HS and NHS sample is the same, the distribution is different. 
The majority of the HS group are underage, whereas the majority of the NHS group are of 
legal age (see Age Distribution). Thus, this result can be explained through the differences 
in ease of accessing alcohol and cigarettes, between the two groups. Access to these 
substances being relatively easier to obtain for the NHS group as compared to that for the 
HS group.  
It is common in Australia to find education campaigns to reduce alcohol abuse via 
education of high school students (Evans-Whipp, Plenty, Catalano, Herrenkohl, & 
Toumbourou, 2013).  
These policies are aimed at increasing the long-term welfare of students by spreading 
awareness and providing counselling related to substance use. For those not in school, such 
policies or counselling might not be readily available, which might explain the difference 
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in the result obtained in Model 5 and Model 6.  Thus, they are more likely to drink and 
smoke as compared to their counterparts in the HS group.  
5.2.3 Demographics 
 
Universally, alcohol consumption varies across gender (Wilsnack, Wilsnack, Kristjanson, 
Vogeltanz-Holm, & Gmel, 2009). Results from assessing the gender cognizance that male 
school students tend to have a higher prevalence of and participation in drinking as 
compared to females. These results are also consistent with those of Gallimberti et al. 
(2011) and Hale and Viner (2013). This could be due to boys in school wanting to mark 
their masculinity. One way to show this is through the consumption of alcohol (de Visser 
& Smith, 2007).  
We would expect living in a major city would positively affect substance use behaviour, 
perhaps due to easier access to alcohol. We notice, however, that living in a major city is 
associated with a lower probability of participation in drinking among those individuals 
not in school. Bernat and Choi (2018) have established congruent results for smoking 
behaviour. This could be due to profuse reasons. For example, it is possible that most of 
the socialisation in small town or rural areas occur at the local pub.  
5.2.4 Individual Attributes 
 
We gauge that social individuals in the HS group tend to have a higher tendency to 
participate in and prevalence of drinking. These results are not unexpected as multiple 
studies have found, peer influence and gregarious behaviours to be major causes of 
drinking (see Gallimberti et al. (2011) and Haas and Schaefer (2014)).  
Additionally, we find congruent results to that of Escobedo et al. (1993), that infer being 
involved in extracurricular activities negatively affects smoking behaviour for both our 
samples, HS and NHS. This is not surprising, an individual’s participation in sports may 
be accompanied with the provision of additional supervision from coaches and awareness 
of the harmful effects of such behaviours. Furthermore, it is believed being exposed to 
such environments suppresses craving to smoke (see Thompson et al. (2018)).  
5.2.5 Family Relations 
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Parental nurturance is a valued trait that illustrates care and acceptance of the child and is 
expressed through habits such as encouraging the child’s activity and being actively 
involved in the child’s life. Separation of parents and parental divorce leads to a lack of 
parental support and such traits have been related to problematic behaviours amongst 
adolescents, such as substance use (Wood, Read, Mitchell, & Brand, 2004). 
Moreover, having siblings positively affects the drinking patterns of the group HS. 
Intuitively, this was expected. Since the majority of the school students are underage, if 
their siblings are of legal age, may ease the access to alcohol. However, having a sibling 
only seems to affect prevalence and not participation of drinking behaviour amongst those 
not in high school. This might be due to the fact that the NHS group are relatively older 
than the HS group. Furthermore, the NHS group might be more inclined to go to night 
clubs and bars if they have siblings. This may increase the frequency of drinks consumed 
at the night club and also before going to the night club (Malnick, 2014).  
5.2.6 Neighbourhood Features 
 
Neighbourhood features such as teens hanging out in the street was detected to be positively 
related to the participation in and prevalence of drinking among the HS group, whereas 
damage to property was not significant. We perceive the reason behind such an inference 
is if there is lot of entertainment around streets or streets are noisy, perhaps, students drink 
to conform to the groups hanging out in the street. Similar results have been presented by 
Simões, Branquinho, Santos, and Gaspar de Matos (2018).  
5.2.7 Type of School Attended by NHS 
 
In Model 2, we found that among the NHS group who had attended a private school had a 
marginally lower probability of participation in smoking as compared to their counterparts 
in public schools, although, this finding cannot be interpreted as causation.  
5.3 Limitation of this Research   
 
As mentioned in Chapter 3, the completion of Self Completed Questionnaire (SCQ) is 
attached to incentives, monetary and non-monetary, which may have led to a self-selection 
bias, thereby a biased sample. 
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Even though we have controlled for many variables in our regressions; nonetheless, there 
is a possibility that some omitted variables are included in our error terms, such as peer 
fixed effects.  
The responses collected from HILDA’s SCQ could suffer from measurement errors. The 
following explains the measurement error that may exist in the computation of the number 
of cigarettes consumed per week and drinks consumed per day that corresponds to 
measurement errors in the smoking and drinking frequency, respectively.   
From examining the individual data, we encounter measurement errors for the number of 
drinks consumed per day (see Appendix for the construction of this variable). While the 
majority of the two samples claim to drink rarely (see Prevalence of Substance Use for HS 
and NHS), the common response for the HS group, to the number of drinks consumed was 
1 or 2 drinks per day, and the predominant response of the NHS group was 3 to 4 drinks 
per day (see Table 4), which seems conspicuous. We believe binge drinking over the 
weekend (similar to that expressed in Gallimberti et al. (2011))  is a possible explanation 
behind such responses. 
Similarly, measurement errors exist in the responses for smoking frequency. The HILDA 
question requires for smokers to convert loose tobacco, pipe, and cigars consumption into 
the number of cigarettes. There exist no guidelines or conversion charts for the same. 
Moreover, some individuals consume Roll Your Own (RYO) cigarettes, in which the 
amount of tobacco may vary in each cigarette rolled. For these individuals, inaccuracy in 
the conversion remains expected. Also, if one is unaware about the amount of tobacco per 
cigarette, these estimates are likely to be inaccurate and since smoking frequency hinges 
on this, it is also likely to suffer from measurement errors. Additionally, e-cigarettes have 
gained popularity in Australia (Heather Douglas, 2015) and yet, there are no particular 
questions asked about such consumption. However, this may be due to the fact that some 
e-cigarettes have very insignificant amounts of nicotine (Government, 2018). 
More sophisticated probit and ordered probit models such as zero-inflated probit model 
(ZIOP) were not implemented in this study and might be of help with the type of responses 
typically encountered in substance use. ZIOP may have some advantages over the 
conventional models we used in our research and it might be worth exploring for further 
research.  
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Finally, we believe increasing the sample size, especially for the sample NHS, the 
robustness of our findings is subject to increase (Wooldridge, 2015). Future empirical 
researches would benefit from this if the sample size in HILDA continues to grow.  Despite 
all the above limitations, our findings are relevant to analyse the drinking and smoking 
patterns amongst high school students and the relationship between underage use, prices, 
demographics, and family, individual and neighbourhood characteristics are warranted. 
 
5.4 Areas for Further Research  
Potential further research would be to create a sample by the use of ‘matching’20of the 
individuals in our sample of HS to those in the NHS sample, to predict the type of school 
system these high school students were attending (i.e. public or private). This would have 
provided the opportunity to explore any differences in drinking and smoking patterns 
across different school systems. This method is similar to that of conducting a randomised 
experiment (Stuart, 2010). 
This statistical technique requires numerous steps; foremost we would define the 
“closeness”, in other words, a distance measure that could be used to analyse whether an 
individual, in the sample NHS, is a good match for the school students based on their 
drinking and smoking patterns. Further, we would implement a matching algorithm built 
on the measure of closeness, followed by assessing the quality of the match. If latter is 
unsatisfactory, we would re-run the model until we have a well matched sample. Using this 
method we could infer the type of school a student is currently attending. 
Another possible area to explore is how an individual’s peers and siblings’ age and 
gender, and their inclination towards drinking and smoking affects the individual’s 
substance use behaviour. A similar research has been conducted by Canale et al. (2017), 
however, their focus was on the relationship between older siblings who gamble and 
adolescents’ risk of gambling.  
                                                          
20 By “matching” we imply to use a method whose objective is to equate the distribution of covariates in 
the treated and control group (Stuart, 2010). 
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5.5 Concluding Remarks 
 
This thesis provides evidence that could assist policy-makers in order to reduce the 
vulnerability of youth engaging in drinking and smoking, in particular, high school 
students.  
We find complex interrelationships between the price of alcoholic beverages and tobacco 
and the participation and the regularity in use of alcohol and cigarettes, among high school 
students, between ages 16 to 21. To summarize, we found spirits and cigarettes to be 
complementary goods, whereas wine and cigarettes to be substitutes for school students. 
We also found that the price of tobacco negatively affects drinking behaviour among high 
school students, however, no such result was found for the price of alcohol affecting 
smoking behaviour.  
Amongst various factors diagnosed, being in school and underage seems to be a compelling 
factor that negatively affects substance use behaviour compared to those individuals who 
are underage and not in school.  
Additionally, we aim to shed light on the role of the neighbourhood of residence, as they 
are significant predictors of substance use behaviour among school students. We believe 
that parents are the main agents who can potentially reduce the vulnerability of substance 
use amongst young individuals.  Importantly, parents should emphasize the need for 
extracurricular activities among their children, monitor their child’s company; friends and 
colleagues, and the relationship among siblings.  
All together we believe tailored specific policies, especially, for underage individuals 
(whether in or out of school), educational campaigns and increased emphasis on 
extracurricular in schools and parental guidance and monitoring can help curb substance 
use statistics amongst Australian youth.  
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7 Appendix I: Descriptives 
1. Variable Description 
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2. Descriptive Statistics for HS  
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3. Descriptive Statistics for NHS  
 
 
  
4. Descriptive Statistics for ABS Pricing Data 
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5. Histogram for the Distribution of Age of School Student (HS)  
 
6. Type of School Attended Based on State for NHS 
 
 
7. Type of School Attended Based on Gender for NHS: 
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8. List of Occupations (Statistics, 2011) 
Blue collar occupations: Farmers, fisherman, timber-getters, Miners, quarrymen and related 
workers, Transport and communication, Tradesmen, production-process workers and labourers, 
Service, sport and recreation workers. Tradespersons, Plant and machine operators, and drivers, 
Labourers and related workers. Technicians and trades workers, Machinery operators and drivers, 
Labourers. 
 
White collar occupations refer to: Professional, technical, Administrative, executive and 
managerial, Clerical, Sales, Service, sport and recreation. Managers and administrators, 
Professionals, Para-professionals, Clerks, Salespersons and personal service workers. Managers, 
Professionals, Community and personal service workers, Clerical and administrative workers, 
Sales workers. 
9. Voluntary Work Statistics for NHS 
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10. Correlation Coefficients for HS and NHS 
11. Number of Instruction Hours 
 
Source: OECD (2013), Education at a Glance 2013, Chart D1.1, available at http://dx.doi.org/10.1787/888932847754 
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12. Hard and Soft Drugs Classification:  
 
 
13. Descriptive Statistics of Substance Use  
The figures below depicts the proportion of individuals in the two sample, who drink and 
smoke based on the following characteristics: 
a. Based on where they live: Lives in a capital or not 
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b.  Part-time Employed 
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c. Parents’ Relationship Status 
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d. Sibling Status 
 
 
 
e. Involvement in Extra-curricular  
 
Figure: Please note: Yes corresponds to if the individual is involved in extra-curricular, No otherwise  
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f.  Social Status  
  
 
g. Teenagers hanging out in the street 
 
Figure: Please note: Yes corresponds to if in the individual’s neighbourhood teenagers hanging out is common, No 
otherwise  
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h. Damage to Property 
   
i. Time Pressure 
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14. Drinks per day and Cigarettes packs per week  
We also have access to the number of drinks an individual consumes on the day they drink 
alcohol. A new variable is created “𝑑𝑟𝑖𝑛𝑘𝑠𝑝𝑒𝑟𝑑𝑎𝑦”, using HILDA’s variable “𝑙𝑠𝑑𝑟𝑘𝑎”, 
which was developed from the following question “On a day that you have an alcoholic 
drink, how many standard drinks21 do you usually have?” These estimates are the average 
of the best guesses of weekly alcohol consumption, which includes alcohol consumed 
with meals eaten out and has been categorised in the seven different categories; 
1 𝑡𝑜 2 , 3 𝑡𝑜 4 , 5 𝑡𝑜 6, 7 𝑡𝑜 8, 9 𝑡𝑜 10, 11 𝑡𝑜 12, 𝑎𝑛𝑑 13 𝑜𝑟 𝑚𝑜𝑟𝑒.   
 
Additional data is available for an individual smoking habits in a week “𝑐𝑖𝑔𝑝𝑒𝑟𝑤𝑒𝑒𝑘”, 
which is generated using HILDA’s variable “𝑙𝑠𝑠𝑚𝑘𝑓” that was developed from the 
following question “How many cigarettes do you usually smoke each week?” These 
estimates are the average of the best guesses of weekly cigarettes smoked. The 
respondents have been requested to convert the consumption of cigars, pipes and loose 
tobacco to the number of cigarettes. For practicality, we recode the number of cigarettes 
into the packs22 of cigarettes smoked.  
 
                                                          
21 A standard drink is a small glass of wine, a 285ml glass of regular beer, a nip of spirit or a mixed drink  
22 A pack consist of 25 cigarettes each (Affairs, 2018)  
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2. Appendix II: Full Regression Output 
1) Model 1 
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2) Model 2 
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3) Model 3 
 
4) Model 4 
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5) Model 5  
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6)  Model 6  
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7) Marginal Effects at Mean: Table G and Table H 
1) Combined Sample: Probit Model specification  
Table G: Marginal Effects for the Combines Sample: Probit model   
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2) Combined Sample: Ordered Probit Model Specification  
Table H: Marginal Effects for the Combines Sample: Ordered Probit model   
 
 
8) Regression Results including Parent’s Occupation 
Please note data about mothers and fathers occupation is only available for the HS group. The 
following is a probit model specification for the same 
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