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Resumen
En este trabajo se presenta un estudio de comparacio´n entre las te´cnicas de clasificacio´n ana´li-
sis discriminante no me´trico, regresio´n log´ıstica multinomial; adicionalmente, se considera la
te´cnica tradicional ana´lisis discriminante lineal ya que la funcio´n de clasificacio´n de e´sta sirve
como punto de partida para ana´lisis discriminante no me´trico. Los escenarios bajo los cuales
se llevo´ a cabo el estudio fueron los siguientes: tres grupos distribuidos normal bivariado con
matrices de varianza y covarianza iguales y diferentes, siete grupos distribuidos normal con
tres variables y matrices de varianza y covarianza diferentes, tres grupos distribuidos Logit-
normal, Lognormal y Sinh−1-normal con dos variables. Los desempen˜os de las te´cnicas fueron
medidos con la tasa de clasificacio´n erro´nea. Las te´cnicas de Regresio´n Log´ıstica Multinomial y
Ana´lisis Discriminante Lineal obtuvieron tasas de clasificacio´n erro´nea muy similares en todo
el estudio e inferiores que Ana´lisis Discriminante no Me´trico. Se construyeron funciones en el
programa R para implementar el algoritmo propuesto por Choulakian y Almhana (2001) para
te´cnica Ana´lisis Discriminante no Me´trico. Se llevo´ a cabo una aplicacio´n de las tres te´cnicas
utilizando una base de datos real sobre datos antropome´tricos de trabajadores colombianos.
En esta aplicacio´n se encontro´ que las mejores clasificaciones fueron obtenidas por Regresio´n
Log´ıstica Multinomial y Ana´lisis Discriminante Lineal al clasificar personas en tres grupos
predeterminados por el ı´ndice de masa corporal. Finalmente, del estudio se recomienda la
utilizacio´n de las te´cnicas regresio´n log´ıstica multinomial y ana´lisis discriminante lineal para
realizar clasificaciones en situaciones donde la distribucio´n de los datos sea pro´xima a la
distribucio´n normal multivariada con variables explicativas cuantitativas.
iii
Summary
In this paper we show the results of a comparison simulation study for three classification
techniques: Multinomial Logistic Regression (MLR), No Metric Discriminant Analysis (NDA)
and Linear Discriminant Analysis (LDA). The measure used to compare the performance of
the three techniques was the Error Classification Rate (ECR). We found that MLR and LDA
techniques have similar performance and that they are better that NDA when the population
multivariate distribution is Normal or Logit-Normal. We illustrated the application of the
three techniques using a Colombian workers anthropometric data base.
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Cap´ıtulo 1
Introduccio´n
Uno de los campos importantes de la estad´ıstica es la clasificiacio´n de nuevas observaciones
en una de varias poblaciones dada una discriminacio´n por medio de las caracter´ısticas con-
sideradas como relevantes en las observaciones. Fisher propuso una herramienta para lograr
esta tarea llamada Ana´lisis Discriminante Lineal (LDA) el cual divide el espacio muestral en
subespacios mediante hiperplanos para separar lo mejor posible las poblaciones en cuestio´n.
Efron (1975) mostro´ que la regresio´n log´ıstica tiene un mejor desempen˜o que el Ana´lisis
Discriminante Lineal cuando se violan los supuestos de multinormalidad y homocedastici-
dad. Raveh (1989) propuso el Ana´lisis Discriminante no Me´trico (NDA) el cual se basa en
una regla de separacio´n diferente al Ana´lisis de Discriminante Lineal con resultados muy
similares a la metodolog´ıa de Fisher y cuya ventaja radica en que no requiere supuestos dis-
tribucionales. Adicionalmente, se cuenta con Regresio´n Log´ıstica Multinomial (MLR) que no
requiere supuestos distribucionales y que permite realizar clasificaciones de observaciones en
una de varias categor´ıas. Hasta el momento so´lo se ha publicado una comparacio´n de Ana´lisis
Discriminante no Me´trico contra Regresio´n Log´ıstica para el caso de dos poblaciones, Usuga
(2006). En el presente documento se realiza una comparacio´n entre Ana´lisis Discriminante no
Me´trico y Regresio´n Log´ıstica multinomial para el caso de ma´s de dos grupos y bajo diferentes
escenarios de simulacio´n.
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En el cap´ıtulo 2 del presente trabajo se puede encontrar una descripcio´n de las te´cnicas, sus
reglas de clasificacio´n y los trabajos anteriores sobre comparaciones entre ellas. En el cap´ıtulo
3 se pueden encontrar las caracter´ısticas de los cuatro escenarios de simulacio´n, sus resultados
y las conclusiones a las cuales se llego´. En el cap´ıtulo 4 se encuentra una aplicacio´n de a
una base de datos reales llamada Acopla95 que contiene mediciones antropome´tricas de 2100
trabajadores colombianos en 1995. En la parte final del documento se puede encontrar el
anexo que corresponde a la documentacio´n de las funciones creadas en el programa R para
implementar la te´cnica ana´lisis discriminante lineal.
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Cap´ıtulo 2
Marco teo´rico
2.1. El problema de clasificacio´n
Supo´ngase que se tienen G grupos o clases de elementos. Adicionalmente, supo´ngase que se
tiene una nueva observacio´n que posee p caracter´ısticas y cuyo intere´s es asignarla o clasificarla
en uno de los G grupos. El problema de clasificacio´n es encontrar la relacio´n entre el vector
de caracter´ısticas de la nueva observacio´n y la pertenencia a uno de los grupos. Para asignar
la nueva observacio´n a uno de los grupos se debe construir una Funcio´n Discriminante que
sirva como regla para determinar a que´ grupo pertenece una nueva observacio´n basados en
unas caracter´ısticas relevantes. La clasificacio´n tiene utilidad en diversas a´reas de la ciencia, la
tecnolog´ıa y los negocios, entre las cuales se pueden destacar el diagno´stico de enfermedades,
la asignacio´n de cre´ditos, identificacio´n de criminales mediante el uso de huellas digitales,
identificacio´n de compradores potenciales de un producto entre otras.
2.2. Ana´lisis Discriminante Lineal
Supongase que se tienen tienen G grupos cada uno con n1, n2, . . . , ng observaciones p variadas,
adema´s cada grupo posee vector de medias x¯i, matriz de covarianzas Si para i = 1, 2, . . . , G
3
y vector de medias general x¯.
La te´cnica LDA se basa en los supuestos de normalidad multivariada y de igualdad entre
las matrices de varianzas y covarianzas de cada uno de los grupos. El objetivo de LDA es
encontrar un vector a′ de p variables de tal manera que se maximice λ definido por:
λ =
a′Ba
a′Wa
, (2.1)
donde B y W son dos matrices que representan cada una la variabilidad entre los grupos y
la variabilidad dentro de los grupos respectivamente, dadas por;
B =
g∑
i=1
ni(x¯i − x¯)(x¯i − x¯)
′, (2.2)
W =
g∑
i=1
(ni − 1)Si. (2.3)
Los valores de a que maximizan λ se pueden encontrar por medio de los vectores propios
eˆ1, eˆ2, · · · , eˆs asociados con los valores propios positivos
1 λˆ1, λˆ2, · · · , λˆs de W
−1B.
De esta manera si aˆ = eˆ1 entonces aˆ se le denomina primer discriminante lineal (LD1), si
aˆ = eˆ2 entonces aˆ se le denomina segundo discriminante lineal (LD2) y as´ı hasta aˆ = eˆs, en
cuyo caso aˆ se denomina s-e´simo discriminante lineal (LDs).
La regla para clasificar una nueva observacio´n x es asignar a la poblacio´n o grupo i si se
cumple que:
∑r
j=1
[
aˆ
′
j(x− x¯i)
]2
es mı´nimo2.
1Donde s = min {p, g − 1}
2Donde r ≤ s.
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2.3. Ana´lisis Discriminante no Me´trico
Raveh (1989) propuso un procedimiento de discriminante no me´trico (NDA) basado en la
maximizacio´n de un ı´ndice de separacio´n entre dos grupos. Guttman (1988) generalizo´ el
ı´ndice propuesto por Raveh para mu´ltiples grupos y lo llamo´ disco (discrimination coefficient).
El NDA tiene como objetivo determinar una funcio´n discriminante de tal manera que se ma-
ximice el cociente entre la variabilidad entre grupos con la variabilidad dentro de grupos.
Supo´ngase que se tienenG grupos p-variadosX(1), X(2), . . . , X(G) cada uno con n1, n2, . . . , nG
observaciones3, el elemento denotado por Xi(j) corresponde a la observacio´n i del grupo j.
Al conjunto formado por las observaciones de todos los grupos se denomina Conjunto de En-
trenamiento.
Sea η un vector p-dimensional, y zi(g) la variable aleatoria definida as´ı: zi(g) = η
′Xi(g) que
representa el Score de la i-e´sima observacio´n del grupo g-e´simo dado por η. El ı´ndice disco
entre G grupos esta´ dado por:
disco =
G∑
g=1
G∑
h=1
ngnh |z¯(g)− z¯(h)|
G∑
g=1
G∑
h=1
ng∑
i=1
nh∑
j=1
|zi(g)− zj(h)|
, (2.4)
donde z¯(g) representa el promedio de los scores para las observaciones del grupo g.
El numerador en (2.4) se puede escribir como
G∑
g=1
G∑
h=1
∣∣∣∣∣
ng∑
i=1
nh∑
j=1
[zi(g)− zj(h)]
∣∣∣∣∣,
3En total n observaciones, n =
G∑
i=1
ni
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donde el valor absoluto corresponde a una medida de la separacio´n entre los grupos h y g.
El denominador en (2.4) contiene el elemento
ng∑
i=1
nh∑
j=1
|zi(g)− zj(h)|,
que representa la variacio´n total entre los grupos h y g, cuantificado mediante desviaciones
absolutas.
En virtud de la siguiente desigualdad
G∑
g=1
G∑
h=1
∣∣∣∣∣
ng∑
i=1
nh∑
j=1
[zi(g)− zj(h)]
∣∣∣∣∣ ≤
G∑
g=1
G∑
h=1
ng∑
i=1
nh∑
j=1
|zi(g)− zj(h)|,
se obtiene que la ecuacio´n (2.4) satisface 0 ≤ disco ≤ 1.
El coeficiente disco es igual a cero si y solamente si todos los grupos tienen la misma media,
y es igual a 1 si no existe superposicio´n entre los scores de ningu´n par de grupos.
En virtud de zi(g) = η
′Xi(g), la ecuacio´n (2.4) puede escribirse de la siguiente manera:
disco =
G∑
g=1
G∑
h=1
ngnh
∣∣η′ [X¯(g)− X¯(h)]∣∣
G∑
g=1
G∑
h=1
ng∑
i=1
nh∑
j=1
|η′ [Xi(g)−Xj(h)]|
, (2.5)
El NDA propuesto por Raveh (1989) consiste en la bu´squeda de η tal que maximice el coefi-
ciente disco dado en la ecuacio´n (2.5).
Disco en (2.5) puede ser escrito en forma matricial, para esto se definen dos matrices Bgh y
Vgh(i, j) ambas de orden p× p de la siguiente manera:
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Bgh =
[
X¯(g)− X¯(h)
] [
X¯(g)− X¯(h)
]
′
, (2.6)
Vgh(i, j) = [Xi(g)−Xj(h)] [Xi(g)−Xj(h)]
′ . (2.7)
Usando la identidad |a| = a2/ |a| con a 6= 0 se tiene que:
∣∣η′ [X¯(g)− X¯(h)]∣∣ = η
′Bgh(i, j)η√
η′Bgh(i, j)η
si Bgh 6= 0.
Adema´s,
|η′ [Xi(g)−Xi(h)]| =
η′Vgh(i, j)η√
η′Vgh(i, j)η
si Vgh(i, j) 6= 0.
De esta manera disco en (2.5) puede ser representado en notacio´n matricial como una funcio´n
del vector η as´ı:
disco(η) =
η′B(η)η
η′V (η)η
, (2.8)
donde B(η) y V (η) son matrices sime´tricas de orden p× p que so´lo dependen del para´metro
η de la siguiente manera:
B(η) =
G∑
g=1
G∑
h=1
ngnhBgh√
η′Bghη
y
V (η) =
G∑
g=1
G∑
h=1
ng∑
i=1
nh∑
j=1
Vgh(i, j)√
η′Vgh(i, j)η
.
Para maximizar disco en (2.5) con respecto a η, Choulakian y Almhana (2001) propusieron
el siguiente algoritmo:
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1. Se comienza con η0 = θ
∗ siendo θ∗ el eigenvector4 (LD1) .
2. Calcular ηk+1 = ηk [1− 2× disco(ηk)] + 2× V (ηk)
−1B(ηk)ηk, para k = 0, 1, 2, . . .
3. El proceso se detiene cuando |disco(ηk+1)− disco(ηk)| ≤ ǫ donde ǫ es un valor real
positivo definido con anterioridad, por ejemplo, ǫ = 10−5.
4. El valor o´ptimo de la funcio´n discriminante η se obtiene haciendo η = ηk.
La convergencia del algoritmo anterior fue demostrada por Choulakian y Almhana (2001).
Luego de encontrar el valor o´ptimo de η e´ste puede ser utilizado para clasificar nuevas obser-
vaciones en uno de los G grupos. Para realizar la clasificacio´n se determinan G− 1 puntos de
corte (CP) de la siguiente manera: se toman los n disco scores zi(g) con i = 1, 2, . . . , ng y con
g = 1, 2, . . . , G; sin pe´rdida de generalidad, se puede suponer que los primeros n1 scores son
menores que los segundos n2 y as´ı sucesivamente. El punto de corte CP que separa los grupos
1 y 2 es igual al percentil 100(n1/n)% de los n scores ordenados, el segundo CP que separa
los grupos 2 y 3 es igual al percentil 100((n1+n2)/n)% de los n scores ordenados, de manera
similar se obtienen los G− 3 CP restantes.
Si los n scores de los G grupos no se superponen la anterior regla indica que el punto de corte
CP entre el g-e´simo grupo y el g + 1-e´simo grupo ser´ıa:
maxi=1,...,ngzi(g) +mini=1,...,ng+1z(g + 1)
2
,
lo cual asegura que la tasa de clasificaciones incorrectas de las observaciones en el conjunto
de entrenamiento sea cero.
4Obtenido mediante Ana´lisis Discriminante Lineal
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2.4. Regresio´n Log´ıstica Multinomial
La te´cnica MLR consiste en la estimacio´n de la probabilidad de que una observacio´n x
pertenezca a cada uno de los grupos, dados valores de las p variables que conforman la
observacio´n.
El modelo compara G−1 categor´ıas contra una categor´ıa de referencia. Dadas n observaciones
(yi,xi) donde xi es un vector con p variables y yi es una v.a. independiente Multinomial con
valores 1, 2, . . . , G, la cual indica el grupo al cual pertenece cada observacio´n, la probabilidad
condicional de pertenencia de xi a cada grupo esta´ dada por:
P (y = j|xi) =
eα1j+β
′
1jxi
1 +
∑G
k=2 e
α1j+β
′
1k
xi
(2.9)
donde α11 = 0 y β11 = 0.
La regla de clasificacio´n consiste en que dada una nueva observacio´n con p variables se calcula
la probabilidad de que e´sta observacio´n pertenezca a cada uno de los G grupos y luego se
asigna al grupo que presento´ la mayor probabilidad.
La ventaja de MLR es que no requiere supuestos distribucionales como LDA y por lo tanto
se puede aplicar a distribuciones multivariadas con variables cuantitativas y/o cualitativas.
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2.5. Desarrollo histo´rico de las te´cnicas de clasificacio´n
y estudios de comparacio´n.
2.5.1. Ana´lisis Discriminante Lineal
LDA es una de las te´cnicas ma´s populares para clasificar cuando se cumplen los supuestos de
normalidad multivariada con igualdad de matrices de varianzas y covarianzas entre los grupos.
Fisher (1936) propuso la metodolog´ıa para discriminar en el caso de dos grupos. Welch (1939)
mostro´ la optimalidad de LDA bajo condiciones de normalidad multivariada. Rao (1948) pro-
puso el ana´lisis discriminante cano´nico que es una generalizacio´n de ana´lisis discriminante
lineal para el caso de varios grupos.
Clunies y Riffenburgh (1960) y Anderson y Bahadur (1962) encontraron una funcio´n discri-
minante para el caso donde no se cumple la igualdad de matrices de varianzas y covarianzas.
Chernoff (1972) sugirio´ medidas de que´ tan bien se discrimina para el caso de dos grupos.
Recientemente Hawking (1997) y Croux (2001) presentaron un procedimiento llamado high
breakdown para remover outliers que pueden afectar las estimaciones de los vectores de medias
y las matrices de varianzas y covarianzas en LDA y que por lo tanto afectan las funciones de
clasificacio´n. Cheng et al. (2002) proponen dos formas alternativas de realizar las estimaciones
del vector de medias y de la matriz de varianzas y covarianzas cuando faltan datos en las ob-
servaciones. Las propuestas consisten ba´sicamente en combinar el algoritmo ER (expectation-
robust) propuesto por Little and Smith (1987) con los estimadores high breakdown.
2.5.2. Regresio´n Log´ıstica Multinomial
Cornfield (1962), Cox (1966) y Day y Kerridge (1967) sugirieron el modelo de regresio´n
log´ıstica para una variable respuesta binaria, Anderson (1972) propuso el modelo de regresio´n
log´ıstica multinomial o polico´tomo.
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Pregibon (1981) propuso un me´todo para detectar posibles observaciones at´ıpicas en la mues-
tra de entrenamiento que se usa para encontrar los estimadores de ma´xima verosimilitud
para un modelo de regresio´n log´ıstico. Trevor y Ferry (1991) publicaron un art´ıculo donde
muestran un nuevo modelo de regresio´n log´ıstica robusto que mostro´ tener mejor desempen˜o
en un estudio de simulacio´n y en un estudio dental con ratas. Carroll and Pederson (1993)
mostraron que existen otras dos formas de estimaciones resistentes y robustas que tienen
sesgos iguales o menores en las estimaciones cuando se tienen observaciones at´ıpicas en el
conjunto de obsevaciones.
2.5.3. Ana´lisis Discriminante no Me´trico
Raveh (1983) y (1989) propuso el ana´lisis discriminante no me´trico que toma el primer discrim-
inante lineal (LDA) y lo utiliza como punto de partida para construir su propio discriminante
con el fin de realizar las clasificaciones, esto basado en un ı´ndice de separacio´n llamado DISCO.
Guttman (1988) generalizo´ el ı´ndice de separacio´n propuesto por Raveh y lo generalizo´ para el
caso de mu´ltiples grupos. Por u´ltimo, Choulakian y Almhana (2001) proponen un algoritmo
para calcular los para´metros de la funcio´n discriminante (η) por medio de NDA y que asegura
la maximizacio´n del ı´ndice DISCO.
2.5.4. Comparaciones entre LDA y LR
Efron (1975) comparo´ las dos te´cnicas para el caso de dos grupos con igual matriz de var-
ianzas y covarianzas, se encontro´ que la eficiencia relativa asinto´tica de LR con respecto a
LDA esta´ entre un medio y dos tercios. Crawley (1979) comparo´ LR con LDA para muestras
pequen˜as con dos grupos y encontro´ que para Σ1 = Σ2 LDA tiene un mejor desempen˜o que
LR a la hora de clasificar, para el caso de Σ1 6= Σ2 LR tuvo ligeramente un mejor desempen˜o
y para el caso de dos poblaciones distribuidas no normal LR tuvo un desempen˜o muy supe-
rior a LDA. Harrell (1985) realizo´ una comparacio´n entre las te´cnicas y considero´ Σ1 = Σ2,
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taman˜os de muestra de 50 y 130 y distancias de Mahalanobis entre los vectores de medias
de las dos poblaciones con valores que variaron desde 0.94 hasta 4.68, en el estudio se encon-
tro´ que el desempen˜o de LDA fue mejor que LR pero que las diferencias no eran significativas.
Cherkaoui y Cleroux (1991) compararon para el caso de dos grupos LDA, LR, ana´lisis discrim-
inante cuadra´tico y tres me´todos no parame´tricos. En las conclusiones los autores plantean las
condiciones en que cada una de las te´cnicas tienen un desempen˜o superior. Castrillo´n (1998)
comparo´ LDA y LR para el caso de dos grupos y encontro´ que LR clasifica mejor cuando los
supuestos de normalidad y matrices de varianzas y covarianzas se violan.
2.5.5. Comparaciones entre LDA y MLR
Shelley y Donner (1987) llevaron a cabo un estudio para medir la eficiencia relativa asinto´tica
(ARE) de regresio´n log´ıstica multinomial comparada con ana´lisis discriminante para el caso
de poblaciones distribuidas normal multivariada con igual matriz de varianzas y covarianzas.
Los casos que estudiaron fueron con dos, tres y cuatro grupos. Adema´s, tuvieron en cuenta
varias separaciones entre los grupos y estudiaron el efecto de la colinearidad entre los vectores
del modelo de regresio´n log´ıstica sobre la ARE. Los autores encontraron que para el caso de
vectores de clasificacio´n colineales la ARE cambio´ de 50% a 65% para dos grupos y de 35%
a 95% para el caso de cuatro grupos cuando la distancia entre el grupo de referencia y los
dema´s estuvo en 3.0 a 3.5. Para el caso de vectores ortogonales se encontro´ que ARE decae
ra´pidamente a medida que aparecen ma´s grupos en el proceso de clasificacio´n.
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Cap´ıtulo 3
Estudio de simulacio´n
En el presente trabajo se realizo´ la comparacio´n entre Ana´lisis Discriminante Lineal (LDA),
Ana´lisis Discriminante no Me´trico (NDA) y Regresio´n Log´ıstica Multinomial (MLR) para
el problema de clasificar observaciones nuevas a uno de tres o ma´s poblaciones distribuidas
normal multivariada y para poblaciones distribuidas Log-normal, Sinh−1-normal y Logit-
normal. Para el caso de poblaciones distribuidas normal multivariada, se trabajo´ con matrices
de varianza y covarianza iguales y diferentes, adema´s se consideraron varias combinaciones de
taman˜os muestrales.
3.1. Procedimiento de comparacio´n
Las tres te´cnicas de clasificacio´n fueron comparadas llevando a cabo el siguiente conjunto de
pasos:
1. Se simula1 una muestra por cada una de las G poblaciones con las cuales se forma
al conjunto de entrenamiento. Se utilizaron diferentes poblaciones y diferentes para´me-
tros. Adicionalmente, se consideraron varias combinaciones para los taman˜os de muestra
n1, n2, . . . , nG.
1Las simulaciones se llevara´n a cabo usando el programa R.
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2. Con el conjunto de entrenamiento se construyeron las funciones de discriminacio´n para
NDA y MLR y LDA.
3. Se generaron nuevas muestras como en el paso 1 y con ellas se formo´ un nuevo conjunto
llamado de validacio´n. A todas las observaciones de este conjunto se les clasifico´ con las
funciones obtenidas en el paso 2.
4. Se calculo´ la tasa de clasificacio´n erro´nea para el conjunto de validacio´n del paso anterior.
5. Los pasos 3 y 4 se repetieron mil veces y se calculo´ la tasa promedio de clasificacio´n
erro´nea para cada uno de los procedimientos de clasificacio´n.
3.2. Evaluacio´n de las funciones de clasificacio´n
La evaluacio´n de los desempen˜os de las te´cnicas de clasificacio´n se llevo´ a cabo utilizando la
Tasa de Clasificacio´n Erro´nea (TCE) que se define de la siguiente manera:
TCE =
NCE
NOBS
donde NCE corresponde al nu´mero de clasificaciones erradas por la te´cnica en el conjunto de
validacio´n y NOBS corresponde al nu´mero de observaciones en el conjunto de validacio´n.
3.3. Escenarios de simulacio´n
A continuacio´n se muestran los diferentes escenarios en los cuales se realizaron las compara-
ciones entre las metodolog´ıas de clasificacio´n.
Escenario 1. Tres grupos normales bivariados con matrices de covarianza iguales.
Aqu´ı se consideraron tres grupos normales bivariados2, la media del grupo 1 estuvo
2Los grupos fueron llamados grupo 1, grupo 2 y grupo 3.
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ubicada siempre en el origen del plano cartesiano de R2 mientras que las medias de
los otros dos grupos cambiaron de posicio´n, pero siempre sobre los ejes cartesianos.
Los tres grupos tuvieron la misma matriz de varianzas y covarianzas, se consideraron
σ1 = σ2 = 1 con varios valores de correlacio´n ρ de 0.1, 0.3, 0.5, 0.7 y 0.9. A continuacio´n
se muestran los diferentes casos para los vectores de medias.
• Situacio´n A: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 1).
• Situacio´n B: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 2).
• Situacio´n C: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 3).
• Situacio´n D: µ1 = (0, 0), µ2 = (2, 0), µ3 = (0, 2).
• Situacio´n E: µ1 = (0, 0), µ2 = (2, 0), µ3 = (0, 3).
Otro aspecto importante que se tuvo en cuenta fue el taman˜o de los grupos3 que se
denotan por n1, n2 y n3 para los grupos 1, 2 y 3 respectivamente. Se utilizaron las
siguientes combinaciones de taman˜os muestrales.
• n1 = 20, n2 = 20, n3 = 20.
• n1 = 50, n2 = 50, n3 = 50.
• n1 = 100, n2 = 100, n3 = 100.
• n1 = 20, n2 = 50, n3 = 100.
Las comparaciones se llevaron a cabo utilizando las diferentes combinaciones anterior-
mente presentadas de ρ, medias y taman˜os muestrales.
Escenario 2. Tres grupos normales bivariados, matrices de covarianza diferentes.
Para el caso de matrices de varianza y covarianza diferentes se trabajo´ de la siguiente
manera: la matriz de covarianzas del grupo 1 se caracterizo´ por σ1 = σ2 = 1 con varios
3La cantidad de observaciones presentes del grupo 1 en los conjuntos de entrenamiento y validacio´n fueron
iguales, esto se aplicara´ para los dema´s grupos tambie´n.
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valores de correlacio´n ρ de 0.1, 0.3, 0.5, 0.7 y 0.9. La matriz de covarianzas de los grupos
1, 2 y 3 se denotan por Σ1, Σ2 y Σ3. Los casos considerados fueron los siguientes:
• Σ2 = 2Σ1 y Σ3 = 2Σ1.
• Σ2 = 2Σ1 y Σ3 = 3Σ1.
• Σ2 = 3Σ1 y Σ3 = 3Σ1.
• Σ2 = 2Σ1 y Σ3 = 4Σ1.
Los vectores de medias fueron los siguientes:
• Situacio´n A: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 1).
• Situacio´n B: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 2).
• Situacio´n C: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 3).
• Situacio´n D: µ1 = (0, 0), µ2 = (2, 0), µ3 = (0, 2).
• Situacio´n E: µ1 = (0, 0), µ2 = (2, 0), µ3 = (0, 3).
Los taman˜os muestrales fueron los siguientes:
• n1 = 20, n2 = 20, n3 = 20.
• n1 = 50, n2 = 50, n3 = 50.
Escenario 3. Siete grupos distribuidos normal multivariada.
En este caso se consideraron siete grupos pertenecientes a diferentes poblaciones4 dis-
tribuidas normal con tres variables. Los vectores de medias de cada una de las pobla-
ciones se ubicaron sobre puntos positivos y negativos de cada uno de los tres ejes (en
total seis grupos) y un u´ltimo grupo sobre el origen para completar los siete grupos. Se
consideraron tres situaciones (A, B y C) de alejamiento entre los grupos, los vectores
de medias asociadas a cada una de las situaciones fueron los siguientes:
4Denotadas por 1, 2, . . . , 7
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• Situacio´n A: µ1 = (0, 0, 0), µ2 = (0, 0, 2), µ3 = (0, 0,−2), µ4 = (0, 2, 0), µ5 = (0,−2, 0), µ6 = (2, 0, 0), µ7 =
(−2, 0, 0).
• Situacio´n B: µ1 = (0, 0, 0), µ2 = (0, 0, 2), µ3 = (0, 0,−2), µ4 = (0, 3, 0), µ5 = (0,−3, 0), µ6 = (3, 0, 0), µ7 =
(−3, 0, 0).
• Situacio´n C: µ1 = (0, 0, 0), µ2 = (0, 0, 2), µ3 = (0, 0,−2), µ4 = (0, 4, 0), µ5 = (0,−4, 0), µ6 = (4, 0, 0), µ7 =
(−4, 0, 0).
El taman˜o de cada una de las muestras tomadas de cada poblacio´n fue de diez, veinte y
cincuenta. La matriz de covarianzas de los grupos 1, 2, . . . , 7 se denotan por Σ1, Σ2,. . . ,
Σ7. Se consideraron matrices de covarianza diferentes y la matriz de covarianzas del
grupo 1 (grupo base) se caracterizo´ porque las varianzas de las tres variables fueron
σ1 = σ2 = σ3 = 1. Se consideraron valores de correlacio´n entre pares de variables
ρ de 0.1, 0.3, 0.5, 0.7 y 0.9. Las estructuras generales de las matrices de varianzas y
covarianzas fueron las siguientes dos:
• Estructura 1: Σ1 = Σ2 = Σ3 , Σ4 = Σ5 = 2Σ1, Σ6 = Σ7 = 4Σ1.
• Estructura 2: Σ1 = Σ2 = Σ3 , Σ4 = Σ5 = 4Σ1, Σ6 = Σ7 = 8Σ1.
Escenario 4. Tres grupos con funciones de densidad especiales.
En este escenario se llevo´ a cabo la comparacio´n de las te´cnicas de clasificacio´n u-
sando tres funciones de densidad especiales como lo son: Lognormal, Sinh−1-normal y
Logit-normal. Para crear las muestras de entrenamiento y las de validacio´n se genera-
ron muestras de observaciones normales bivariadas con para´metros conocidos y luego se
aplico´ el sistema de transformacio´n sugerido por Johnson (1987) para obtener observa-
ciones distribuidas con las funciones de densidad especiales ya mencionadas.
La estructura usada para este escenario fue la siguiente: se consideraron tres grupos
normales bivariados5, la media del grupo 1 estuvo ubicada siempre en el origen del
plano cartesiano de R2 mientras que las medias de los otros dos grupos cambiaron de
5Los grupos fueron llamados grupo 1, grupo 2 y grupo 3.
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posicio´n, pero siempre sobre los ejes cartesianos. Los tres grupos tuvieron la misma
matriz de varianzas y covarianzas, se consideraron σ1 = σ2 = 1 con varios valores de
correlacio´n ρ de 0.1, 0.3, 0.5, 0.7 y 0.9. A continuacio´n se muestran los diferentes casos
para los vectores de medias.
• Situacio´n A: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 1).
• Situacio´n B: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 2).
• Situacio´n C: µ1 = (0, 0), µ2 = (1, 0), µ3 = (0, 3).
• Situacio´n D: µ1 = (0, 0), µ2 = (2, 0), µ3 = (0, 2).
• Situacio´n E: µ1 = (0, 0), µ2 = (2, 0), µ3 = (0, 3).
Otro aspecto importante que se tuvo en cuenta fueron los taman˜os de los grupos6 que
se denotan por n1, n2 y n3 para los grupos 1, 2 y 3 respectivamente. Se utilizaron las
siguientes combinaciones de taman˜os muestrales.
• n1 = 20, n2 = 20, n3 = 20.
• n1 = 50, n2 = 50, n3 = 50.
• n1 = 100, n2 = 100, n3 = 100.
Las combinaciones (5 situaciones, 5 correlaciones y 3 taman˜os) de los para´metros de
simulacio´n arrojan 75 casos diferentes; para cada uno de los casos se consideraron adi-
cionalmente las tres transformaciones para lograr que las muestras tuvieran las distribu-
ciones definidas Lognormal, Sinh−1-normal y Logit-normal.
6La cantidad de observaciones presentes del grupo 1 en los conjuntos de entrenamiento y validacio´n fueron
iguales.
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3.4. Resultados obtenidos
3.4.1. Escenario 1.
En las figuras 3.1 a 3.4 se pueden observar los resultados para las diferentes situaciones de
alejamiento (A, B, C, D y E) y todos los taman˜os muestrales. Al analizar las figuras se en-
cuentran patrones claros comunes en cada una de ellas, los resultados ma´s sobresalientes son
los siguientes:
A medida que aumenta el alejamiento entre las poblaciones, las tasas de clasificacio´n
erro´nea disminuyen.
A medida que aumenta el coeficiente de correlacio´n en las poblaciones en estudio, las
tasas de clasificacio´n erro´nea disminuyen considerablemente.
Cuando se aumenta el taman˜o de muestra de 20 a 50 y luego a 100, se obtiene una
disminucio´n en las tasas de clasificacio´n erro´nea.
Cuando se consideran taman˜os muestrales diferentes para cada poblacio´n (n1 = 20,
n2 = 50 y n2 = 100) las tasas de clasificacio´n erro´nea disminuyen considerablemente
con respecto al caso de taman˜os muestrales iguales (n1 = n2 = n2) en cada poblacio´n.
La l´ınea asociada con la tasa de clasificacio´n de la te´cnica NDA siempre quedo´ por
encima de las otras dos te´cnicas LDA y MLR.
Los desempen˜os de LDA y MLR fueron muy similares, las l´ıneas asociadas a estas dos
te´cnicas se encuentran muy cerca.
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Figura 3.1: Escenario 1. Taman˜os muestrales n1 = n2 = n3 = 20
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Figura 3.2: Escenario 1. Taman˜os muestrales n1 = n2 = n3 = 50
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Figura 3.3: Escenario 1. Taman˜os muestrales n1 = n2 = n3 = 100
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Figura 3.4: Escenario 1. Taman˜os muestrales n1 = 20, n2 = 50, n3 = 100
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3.4.2. Escenario 2.
En esta parte de la presente seccio´n se muestran los resultados obtenidos cuando se consideran
diferentes estructuras para las matrices de varianzas y covarianzas de los grupos de compara-
cio´n y diferentes taman˜os muestrales.
Al observar las figuras 3.5 a 3.12 se notan nuevamente patrones claros de los cuales se pueden
destacar los siguiente aspectos importantes:
A medida que aumenta el alejamiento entre las poblaciones las tasas de clasificacio´n
erro´nea disminuyen.
A medida que aumenta el coeficiente de correlacio´n las tasas de clasificacio´n erro´nea
disminuyen considerablemente.
Al considerar diferentes matrices de varianzas y covarianzas para los grupos, los de-
sempen˜os de las te´cnicas se vieron afectados, el aumento promedio en la tasa de clasifi-
cacio´n incorrecta fue de 6%.
Se observo´ tambie´n que cuando las matrices de varianzas y covarianzas eran diferentes
con taman˜os muestrales de 50 las tasas de clasificacio´n incorrectas eran pra´ctimente las
mismas que cuando se tiene matrices de varianzas y covarianzas iguales, es decir, los
desempen˜os de las te´cnicas fueron similares cuando los taman˜os muestrales fueron de 50
sin importar si se cumplia el supuesto de igualdad de matriz de varianzas y covarianzas.
La l´ınea asociada con la tasa de clasificacio´n de la te´cnica NDA siempre quedo´ por
encima de las otras dos te´cnicas LDA y MLR.
Los desempen˜os de LDA y MLR fueron muy similares, las l´ıneas asociadas a estas dos
te´cnicas se encuentran muy cerca.
22
Resultados obtenidos
Rho
Ta
sa
 d
e 
cla
sif
ica
ció
n 
er
ró
ne
a
0.1
0.2
0.3
0.4
0.5
A
0.1 0.3 0.5 0.7 0.9
B C
0.1 0.3 0.5 0.7 0.9
D
0.1
0.2
0.3
0.4
0.5
E
NDA
LDA
MLR
Figura 3.5: Taman˜os muestrales n1 = n2 = n3 = 20 y Σ2 = Σ3 = 2Σ1
Resultados obtenidos
Rho
Ta
sa
 d
e 
cla
sif
ica
ció
n 
er
ró
ne
a
0.1
0.2
0.3
0.4
0.5
A
0.1 0.3 0.5 0.7 0.9
B C
0.1 0.3 0.5 0.7 0.9
D
0.1
0.2
0.3
0.4
0.5
E
NDA
LDA
MLR
Figura 3.6: Taman˜os muestrales n1 = n2 = n3 = 20, Σ2 = 2Σ1 y Σ3 = 3Σ1
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Figura 3.7: Taman˜os muestrales n1 = n2 = n3 = 20, Σ2 = 3Σ1 y Σ3 = 3Σ1
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Figura 3.8: Taman˜os muestrales n1 = n2 = n3 = 20, Σ2 = 2Σ1 y Σ3 = 4Σ1
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Figura 3.9: Taman˜os muestrales n1 = n2 = n3 = 50, Σ2 = 2Σ1 y Σ3 = 2Σ1
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Figura 3.10: Taman˜os muestrales n1 = n2 = n3 = 50, Σ2 = 2Σ1 y Σ3 = 3Σ1
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Figura 3.11: Taman˜os muestrales n1 = n2 = n3 = 50, Σ2 = 3Σ1 y Σ3 = 3Σ1
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Figura 3.12: Taman˜os muestrales n1 = n2 = n3 = 50, Σ2 = 2Σ1 y Σ3 = 4Σ1
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3.4.3. Escenario 3.
En el escenario 3 se compararon las tres te´cnicas de clasificacio´n para el caso de siete grupos
distribuidos normal con tres variables, los resultados obtenidos se muestran a continuacio´n.
En las figuras 3.13 a 3.15 se muestran los resultados para las diferentes situaciones de ale-
jamiento, diferentes taman˜os muestrales y diferentes estructuras de las matrices de varianzas
y covarianzas. Los aspectos importantes a destacar son los siguientes:
Si se observan las figuras 3.13, 3.14 y 3.15, la conclusio´n es que a medida que se alejan
las poblaciones las tasas de clasificacio´n erro´nea disminuyen en promedio 12%.
El efecto que tiene el aumento del coeficiente de correlacio´n ρ entre pares de variables
es el de disminuir las tasas de clasificacio´n erro´nea.
En el presente escenario de siete grupos se consideraron dos estructuras de matrices de
varianzas y covarianzas, el efecto de pasar de la primera estructura a la segunda sobre
las tasas de clasificacio´n erro´nea fue de aumento.
El aumento de los taman˜os muestrales favorecio´ las tasas de clasificacio´n erro´nea dis-
minuye´ndolas un promedio de 3%.
Los mejores desempen˜os correspondieron a las te´cnicas LDA y MLR las cuales tuvieron
desempen˜os muy similares.
La te´cnica NDA presento´ las tasas de clasificacio´n erro´nea ma´s grandes.
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Figura 3.13: Situacio´n A: µ1 = (0, 0, 0) µ2 = (0, 0, 2) µ3 = (0, 0,−2) µ4 = (0, 2, 0) µ5 = (0,−2, 0) µ6 = (2, 0, 0)
µ7 = (−2, 0, 0)
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Figura 3.14: Situacio´n B: µ1 = (0, 0, 0) µ2 = (0, 0, 2) µ3 = (0, 0,−2) µ4 = (0, 3, 0) µ5 = (0,−3, 0) µ6 = (3, 0, 0)
µ7 = (−3, 0, 0)
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Figura 3.15: Situacio´n C: µ1 = (0, 0, 0) µ2 = (0, 0, 2) µ3 = (0, 0,−2) µ4 = (0, 4, 0) µ5 = (0,−4, 0) µ6 = (4, 0, 0)
µ7 = (−4, 0, 0)
3.4.4. Escenario 4.
Distribucio´n Lognormal
En el presente apartado se muestran los resultados de las te´cnicas de clasificacio´n para el caso
de tres grupos distribuidos Lognormal con tres variables y diferentes taman˜os muestrales.
En las figuras 3.16 a 3.18 se observan los desempen˜os de las te´cnicas, nuevamente aprecia un
patro´n en las curvas por lo cual se pueden destacar los siguientes aspectos:
A medida que aumenta la separacio´n entre los grupos (Situacio´n A a E) se observa que
las tasas de clasificacio´n erro´nea disminuye.
Por primera vez la te´cnica LDA tuvo un mal desempen˜o y fue superada por NDA y
MLR considerablemente en la mayor´ıa de los casos.
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Figura 3.16: Distribucio´n Lognormal con n1 = n2 = n3 = 20
Los mejores desempen˜os los obtuvo MLR y a medida que aumentaba la separacio´n entre
los grupos la diferencia con LDA y NDA fue mayor.
A partir de la situacio´n de alejamiento C la te´cnica LDA mantuvo su tasa de clasificacio´n
erro´nea independiente del coeficiente de correlacio´n ρ.
A medida que aumenta el coeficiente de correlacio´n ρ los desempen˜os se hacen mejores
en NDA y sobre todo en MLR.
Distribucio´n Sinh−1-normal
En las figuras 3.19 a 3.21 se pueden observar los resultados de las te´cnicas de clasificacio´n
cuando se consideraron tres grupos distribuidos Sinh−1-normal con tres variables y diferentes
taman˜os muestrales. Nuevamente aqu´ı se puede apreciar un patro´n claro en los desempen˜os,
es importante destacar los siguientes aspectos:
Las tasas de clasificacio´n erro´nea para NDA y MLR disminuyeron a medida que se
30
Resultados obtenidos
Rho
Ta
sa
 d
e 
cla
sif
ica
ció
n 
er
ró
ne
a
0.0
0.1
0.2
0.3
0.4
A
0.1 0.3 0.5 0.7 0.9
B C
0.1 0.3 0.5 0.7 0.9
D
0.0
0.1
0.2
0.3
0.4
E
NDA
LDA
MLR
Figura 3.17: Distribucio´n Lognormal con n1 = n2 = n3 = 50
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Figura 3.18: Distribucio´n Lognormal con n1 = n2 = n3 = 100
incremento´ la situacio´n de alejamiento entre los grupos, sin embargo, el desempen˜o
para LDA no parecio´ mejorar a partir de la situacio´n de alejamiento C.
La te´cnica de clasificacio´n con el mejor desempen˜o fue claramente MLR seguida por
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Figura 3.19: Distribucio´n Sinh−1-normal con n1 = n2 = n3 = 20
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Figura 3.20: Distribucio´n Sinh−1-normal con n1 = n2 = n3 = 50
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NDA y por u´ltimo con el peor desempen˜o LDA.
El desempen˜o de LDA se mantuvo constante alrededor del 29% a partir de la situacio´n
de alejamiento D e independiente del coeficiente de correlacio´n ρ, mientras que los
desempen˜os de las otras dos te´cnicas mejoraron a medida que aumentaba el coeficiente
de correlacio´n.
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Figura 3.21: Distribucio´n Sinh−1-normal con n1 = n2 = n3 = 100
Distribucio´n Logit-normal
En las figuras 3.22 a 3.24 se encuentran los resultados para el caso de grupos distribuidos
Logit-normal con tres variables y diferentes taman˜os muestrales. Los aspectos a resaltar son
los siguientes:
A medida que aumenta la situacio´n de alejamiento los desempen˜os de las te´cnicas mejo-
ran considerablemente.
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A medida que aumenta el coeficiente de correlacio´n ρ los desempen˜os de las te´cnicas
mejoran.
El aumento en los taman˜os muestrales de los grupos de entrenamiento tuvo como con-
secuencia una ligera mejora en los desempen˜os de las te´cnicas.
Los desempen˜os de LDA y MLR son muy similares y superiores a NDA para todos los
casos.
La te´cnica NDA presento´ las tasas de clasificacio´n erro´nea ma´s altas.
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Figura 3.22: Distribucio´n Logit-normal con n1 = n2 = n3 = 20
Del estudio de simulacio´n del escenario 4 se destacan los siguientes aspectos:
Las tasas de clasificacio´n erro´nea disminuyen a medida que aumenta el alejamiento entre
los grupos y a medida que aumenta el coeficiente de correlacio´n ρ.
La te´cnica que mejor desempen˜o tuvo fue MLR.
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Figura 3.23: Distribucio´n Logit-normal con n1 = n2 = n3 = 50
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Figura 3.24: Distribucio´n Logit-normal con n1 = n2 = n3 = 100
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Para las distribuciones Log-normal y Sinh−1-normal NDA tuvo un mejor desempen˜o
que LDA.
El aumento de taman˜os de muestra genero´ una mejora en la clasificacio´n cuando se
paso´ de veinte a cincuenta, sin embargo, cuando se paso´ de cincuenta a cien el impacto
en las tasas de clasificacio´n erro´nea fue mı´nimo.
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Cap´ıtulo 4
Aplicacio´n
En la presente seccio´n se mostrara´ una aplicacio´n de las te´cnicas de clasificacio´n NDA, LDA
y MLR estudiadas usando para esto la base de datos de Para´metros antropome´tricos de la
poblacio´n laboral colombiana 1995 del estudio realizado por Estrada y et al (1998). La base de
datos consta de las mediciones de 69 variables antropome´tricas tomadas a 2100 trabajadores
activos, 785 de sexo femenino y 1315 de sexo masculino, de las ciudades Pereira, Santa Mar-
ta, Barranquilla, Cartagena, Bogota´, Bucaramanga, Barrancabermeja, Manizales, Medell´ın,
Riohacha, Cali y Pasto cuyas edades estaban comprendidas entre 20 y 60 an˜os.
La variable elegida para la formacio´n de los grupos fue el I´ndice de Masa Corporal (IMC) que
se define como IMC = Peso(kg)
Altura(cm)2
. Esta´ndares me´dicos internacionales indican que existen
tres grupos definidos a partir del IMC, los cuales servira´n para la clasificacio´n.
Grupo =


1 Delgadez si IMC < 18
2 Normal si 18 ≤ IMC ≤ 25
3 Obesidad si IMC > 25
En la figura 4.1 se pueden observar claramente los tres grupos denotados por los nu´meros 1,
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2 y 3. Los grupos se muestran en la siguiente figura.
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Figura 4.1: Distribucio´n de los grupos
En el cuadro 4.1 se observan el nu´mero de observaciones que conforman cada uno de los grupos,
mientras que de los grupos 2 y 3 se tienen ma´s de 800 observaciones del grupo 1 so´lo se dispone
de 21 lo cual se tendra´ en cuenta al momento de formar el conjunto de entrenamiento de las
te´cnicas.
Se eligieron seis variables con las cuales se realizo´ el proceso de clasificacio´n.Las dos primeras
variables esta´n asociadas con la talla de los trabajadores mientras que las siguientes cuatro
esta´n asociadas con la masa muscular y/o acumulamiento de grasa, las variables son las sigu-
ientes:
38
Grupo Noobs.
1 21
2 1181
3 897
Cuadro 4.1: Distribucio´n de los grupos
Variables =


V 1 Longitud del pie (cm)
V 2 Alcance vertical ma´ximo (cm)
V 3 Per´ımetro del brazo relajado (cm)
V 4 Per´ımetro del muslo (cm)
V 5 Ancho transversal del to´rax (cm)
V 6 Per´ımetro abdominal umbilical (cm)
En la figura 4.2 se pueden observar los boxplot para cada una de las variables seleccionadas.
Las cajas de los boxplot para las variables V1, V2 y V4 se traslapan mientras que para las
dema´s variables parece existir una diferencia entre los grupos, es decir, las variables V3, V5
y V6 parecen discriminar mejor entre los tres grupos. Adicionalmente se puede ver que existe
una relacio´n directa entre el grupo y los boxplot de las variables V3, V5 y V6, es decir, se
ve que las personas pertenecientes al grupo 3 (obesidad) tienden a tener valores ma´s grandes
en estas variables seguidos de los del grupo 2 y grupo 1. Lo anterior se puede ver como
una situacio´n lo´gica ya que a medida que una persona sea obesa e´sta tendera´ a tener mayor
per´ımetro del brazo, del to´rax y del abdomen. En la variable V4 que corresponde al per´ımetro
del muslo se puede apreciar el mismo patro´n aunque no tan marcado como en las variables
anteriores. Por otra parte, se observa que que la mayor parte de los boxplot muestran dis-
tribuciones marginales sime´tricas con varianzas similares.
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Figura 4.2: Boxplot para las variables de clasificacio´n
En el cuadro 4.2 se presentan los resultados de las pruebas de simetria y kurtosis multivaria-
da. Se puede observar que la hipo´tesis nula de simetr´ıa igual a cero se acepta1 tanto a nivel
general como grupal, por otra parte, la hipo´tesis nula de kurtosis igual a p(p + 2) = 24 se
rechaza en todos los casos, en conclusio´n, los datos para la aplicacio´n cumplen el supuesto de
sumetr´ıa multivariada pero no el supuesto de kurtosis multivariada.
En los cuadros 4.3, 4.4 y 4.5 se muestran las matrices de varianzas y covarianzas para los tres
grupos definidos. Al utilizar el procedimiento para probar la hipo´tesis nula de igualdad de
1A un nivel de significancia del 5%
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Grupo Simetr´ıa Valor P Kurtosis Valor P
General 0.01 1 3418.47 0
1 16.7 0.38 168.57 0
2 0.01 1 1937.35 0
3 0.01 1 1723.73 0
Cuadro 4.2: Pruebas de simetr´ıa y kurtosis multivariada
varianzas mostrado en Dı´az (2002), se encontro´ que el valor P de la prueba es menor que un
nivel de significancia del 5%, por lo tanto, se rechaza la hipo´tesis nula.
v1 v2 v3 v4 v5 v6
v1 1.62 13.30 0.25 −3.76 1.17 −0.31
v2 13.30 141.03 0.61 −48.15 10.95 −10.18
v3 0.25 0.61 2.08 −0.85 0.22 0.87
v4 −3.76 −48.15 −0.85 79.05 −4.22 17.24
v5 1.17 10.95 0.22 −4.22 1.75 −0.56
v6 −0.31 −10.18 0.87 17.24 −0.56 14.46
Cuadro 4.3: Matriz de varianzas y covarianzas Grupo 1
Para llevar a cabo la aplicacio´n de cada una de las te´cnicas se construyeron dos conjuntos a
partir de la base original de 2100 observaciones y 6 variables. El conjunto de entrenamiento
y el de validacio´n estuvieron conformados por 10, 50 y 50 observaciones del grupo 1, 2 y 3
respectivamente. El taman˜o de 10 tomado del grupo 1 se debio´ al nu´mero de observaciones to-
tales en ese grupo que era de 21 lo que obligo´ a tomar un nu´mero pequen˜o de obsevaciones. El
conjunto de validacio´n estuvo formado por el restante de observaciones que no hicieron parte
del conjunto de entrenamiento. Al conjunto de entrenamiento fueron aplicadas las te´cnicas
para crear las funciones discrimiantes y luego con e´stas funciones discriminantes se llevo´ a
cabo la clasificacio´n de las observaciones del conjunto de validacio´n calculando la tasa de
clasificacio´n incorrecta para cada caso. Los resultados obtenidos se muestran en el cuadro 4.6.
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v1 v2 v3 v4 v5 v6
v1 2.70 17.18 1.58 −9.86 1.77 2.09
v2 17.18 151.89 11.13 −71.18 14.83 16.24
v3 1.58 11.13 4.99 −3.08 2.59 7.01
v4 −9.86 −71.18 −3.08 186.78 −7.08 10.60
v5 1.77 14.83 2.59 −7.08 4.18 6.29
v6 2.09 16.24 7.01 10.60 6.29 37.18
Cuadro 4.4: Matriz de varianzas y covarianzas Grupo 2
v1 v2 v3 v4 v5 v6
v1 2.47 17.28 1.01 −10.03 2.16 2.09
v2 17.28 167.55 8.42 −65.69 20.43 18.17
v3 1.01 8.42 5.02 4.64 2.89 7.92
v4 −10.03 −65.69 4.64 288.97 −7.24 20.22
v5 2.16 20.43 2.89 −7.24 7.27 9.31
v6 2.09 18.17 7.92 20.22 9.31 52.23
Cuadro 4.5: Matriz de varianzas y covarianzas Grupo 3
En el cuadro 4.6 se pueden observar los resultados de la aplicacio´n de las te´cnicas LDA, MLR
y NDA para la base de datos con las variables seleccionadas. El caso 1 mostrado en el cuadro
corresponde a las tasas de clasificacio´n erro´nea cuando se consideran las seis variables. La
te´cnica LDA genero´ la menor tasa de clasificacio´n erro´nea con un 18% seguida de MLR y
NDA con diferencias de 1% entre ellas.
Los casos 2 al 7 corresponden a los desempen˜os de las te´cnicas cuando se elimina a una de las
variables y el proceso se lleva a cabo con las restantes variables. Se puede ver que cuando se
excluyeron las variables V3, V5 y V6 las tasas tuvieron un aumento mayor que en los otros
casos. En los casos 8 y 9 se muestran los resultados cuando se consideran so´lo las variables
V1, V2 y V4 las cuales en el boxplot de la figura 4.2 mostraron traslapes entre las cajas de
los grupos en consideracio´n. Se observa que cuando so´lo se utilizan estas variables las tasas
42
TASA DE CLASIFICACIO´N ERRO´NEA
Caso Variables utilizadas Variables excluidas LDA MLR NDA
1 V1, V2, V3, V4, V5, V6 0.18 0.19 0.20
2 V2, V3, V4, V5, V6 V1 0.18 0.19 0.20
3 V1, V3, V4, V5, V6 V2 0.18 0.18 0.23
4 V1, V2, V4, V5, V6 V3 0.20 0.22 0.21
5 V1, V2, V3, V5, V6 V4 0.18 0.21 0.20
6 V1, V2, V3, V4, V6 V5 0.19 0.22 0.21
7 V1, V2, V3, V4, V5 V6 0.21 0.25 0.23
8 V1, V2 V3, V4, V5, V6 0.56 0.57 0.59
9 V1, V2, V4 V3, V5, V6 0.45 0.46 0.50
10 V3, V5, V6 V1, V2, V4 0.17 0.20 0.25
Cuadro 4.6: Resultados de la aplicacio´n
de clasificacio´n erro´nea aumentan por encima del doble lo cual indica que estas variables no
diferencian claramente los grupos.
En el caso 10 solo se tienen en cuenta las variables V3, V5 y V6 que parecen ser las que mejor
discriminan los grupos, LDA obtiene en este caso la mejor tasa hasta ahora del 17% mientras
que las otras dos te´cnicas no mejoraron los resultados obtenidos anteriormente.
El mejor desempen˜o de LDA 17% se obtuvo en el caso 10, el de MLR 18% se obtuvo en
el caso 3 y el mejor de NDA 20% se obtuvo en el caso 1, 2 y 5. Las diferencias entre los
mejores desempen˜os de las te´cnicas son del 3%, siendo LDA y MLR desempen˜os muy similares
mientras que el desempen˜o de NDA solo estuvo mejor que MLR en tres ocasiones pero nunca
mejor que LDA.
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Cap´ıtulo 5
Conclusiones
Las te´cnicas de clasificacio´n que mejor desempen˜o tuvieron en el estudio de simulacio´n fueron
LDA y MLR, su desempen˜o fue tan similar que en la mayor´ıa de las figuras las l´ıneas aso-
ciadas se superponen, mostrando esto que las diferencias son mı´nimas; la te´cnica NDA en la
gran mayor´ıa de casos obtuvo tasas de clasificacio´n superiores a LDA y MLR. El u´nico caso
donde NDA no obtuvo las tasas de clasificacio´n erro´nea ma´s altas fue cuando se consideraron
poblaciones distribuidas Lognormal y Sinh−1-normal, en esta situacio´n el peor desempen˜o lo
presento´ LDA.
En situaciones pra´cticas donde se presente´ un problema de clasificacio´n de nuevas observa-
ciones a grupos ya definidos, teniendo en cuenta varias variables explicativas, se recomien-
da utilizar principalmente la te´cnica MLR seguida de la te´cnica LDA, siempre y cuando la
distribucio´n de probabilidad de los datos sea muy cercana a una situacio´n de normalidad
multivariada, el supuesto de homogenidad de varianzas puede violarse ligeramente y los re-
sultados obtenidos con cualquiera de las te´cnicas sera´n similares, adicionalmente se sugiere
utilizar este criterio siempre y cuando todas las variables explicativas sean de tipo cuantitativo.
Posibles trabajos futuros podr´ıan estar encaminados a comparar el desempen˜o de las te´cni-
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cas considerando otro tipo de escenarios en los cuales se pueden estudiar aspectos como:
mayor nu´mero de grupos a clasificar, taman˜os muestrales mayores, estructuras de matrices
de varianzas y covarianzas diferentes, otros tipos de distribuciones para los grupos, medidas
de desempen˜o diferentes a la tasa de clasificacio´n erro´nea y algoritmos de bu´squeda para
determinar el vector de clasificacio´n en la te´cnica NDA.
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Ape´ndice A
Documentacio´n de las funciones
creadas en R
Funciones NDA y NDA.CLA en R para
Ana´lisis Discriminante no Me´trico
1. Funcio´n NDA
Descripcio´n: esta funcio´n permite encontrar el vector de clasificacio´n para el me´todo
de Ana´lisis Discriminante no Me´trico usando el algoritmo sugerido por Choulakian
y Almhama (2001).
Sintaxis de la funcio´n: NDA(datos , epsilon=10−5 , n.iteraciones=100 )
Argumentos
• datos: marco de datos (conjunto de entrenamiento) donde la primera columna
debe ser un factor el cual contiene los nombres de los grupos a los cuales
pertenece cada observacio´n.
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• epsilon: valor sugerido por Choulakian y Almhama (2001) para detener el
proceso iterativo.
• n.iteraciones: nu´mero ma´ximo de iteraciones se cree va a necesitar el algoritmo
para la convergencia. Si el nu´mero total de iteraciones que tomo´ el algoritmo
para converger es igual al que el usuario dio´ (n.iteraciones) se recomienda volver
a correr la funcio´n y aumentar este para´metro; sin embargo, la ventaja de este
algoritmo es que converge en no ma´s de treinta iteraciones por lo general.
Valores de salida
• NETA: corresponde al vector que sirve como funcio´n de clasificacio´n.
• NETACERO: corresponde al vector de clasificacio´n de Ana´lisis Discriminante
Cano´nico que sirve como semilla para el algoritmo.
• DISCO: valor ma´ximo del discriminante cuando converge el algoritmo.
• Niteraciones: nu´mero de iteraciones que tomo´ el algoritmo para alcanzar la
convergencia.
• Adicionalmente se obtiene un gra´fico donde se puede ver el comportamiento
del discriminante, en el eje horizontal van las iteraciones y en el vertical el
valor de DISCO.
Ejemplo
En este ejemplo se tomara´ la base de datos Iris, se obtendra´ la funcio´n de clasifi-
cacio´n con NDA.
# Tomando 20 observaciones de cada categorı´as
# para construir el conjunto de entrenamiento
k<-20
samp <- c(sample(1:50,k), sample(51:100,k), sample(101:150,k))
datos<-data.frame(grupo=factor(iris[samp,5]),iris[samp,-5])
# Aplicando NDA()
resultado<-NDA(datos=datos,epsilon=10^-5,n.iteraciones=200)
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resultado
2. NDA.CLA
Descripcio´n: esta funcio´n tiene como objetivo clasificar un conjunto de observa-
ciones en uno de varios grupos utilizando el resultado obtenido por la funcio´n
NDA.
Sintaxis de la funcio´n:
NDA.CLA(datos= , datos.predic= , resultado= )
Argumentos
• datos: marco de datos (o conjunto de entrenamiento) que se sirvieron para
encontrar el vector de clasificacio´n con la funcio´n NDA.
• datos.predict: marco de datos que se quiere clasificar.
• resultado: objeto que correponde a la salida de la funcio´n NDA.
Valores
• TABLA: aparece una tabla donde se muestran las clasificaciones correctas y
erradas.
• N.clas.erradas: nu´mero de clasificaciones erradas.
• tasa.clas.incorr: tasa de clasificaciones incorrectas.
Ejemplo
En este ejemplo se tomara´ la base de datos Iris, se obtendra´ la funcio´n de clasifi-
cacio´n con NDA y luego se validara´ la clasificacio´n con el mismo conjunto.
# Tomando las 30 observaciones restantes
# de cada categorı´a para realizar la validacio´n
datos.validacion<-data.frame(grupo=factor(iris[-samp,5]),iris[-samp,-5])
# Aplicando NDA.CLA( )
NDA.CLA(datos=datos,datos.predic=datos.validacion,resultado=resultado)
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3. Co´digo de las funciones
################################################################################
########### Librerias necesarias para la aplicacio´n de las tecnicas ############
################################################################################
require(MASS)
require(nnet)
require(klaR)
################################################################################
########### Esta funcio´n sirve para la construccio´n de las matrices ############
############################## Bgh y Vgh ######################################
restas<-function(x){
n<-nrow(x)
resultado<-matrix(,ncol=ncol(x))
for (i in 1:n-1){
z<-matrix(x[i,],nrow=n-i,byrow=T,ncol=ncol(x))
temp<-x[(i+1):n,]-z
resultado<-rbind(resultado,temp)
}
resultado[-1:-(n+1),]
}
################################################################################
######### Esta funcio´n sirve para la construccio´n de las matrices ##############
########################### Bgh y Vgh #######################################
################################################################################
producto<-function(x) x%*%t(x)
################################################################################
######### Esta funcio´n sirve para la construccio´n de las matrices ##############
##################### B(neta) y V(neta) #####################################
################################################################################
Vcoc<-function(x,neta,p) x/sqrt(t(neta)%*%matrix(x,ncol=p)%*%neta)
Vneta<-function(x,neta,p) matrix(rowSums( apply(x,2,Vcoc,neta=neta,p=p) ) ,ncol=p)
Bcoc<-function(x,neta,p) x / sqrt(t(neta)%*%matrix(x,ncol=p)%*%neta)
Bneta<-function(x,neta,p,Nij) {
matrix(rowSums( (apply(x,2,Bcoc,neta=neta,p=p))%*%diag(Nij) ),ncol=p) }
################################################################################
######################### Funcio´n DISCO ###################################
49
################################################################################
Disco<-function(B.neta,V.neta,neta) (t(neta)%*%B.neta%*%neta)/(t(neta)%*%V.neta%*%neta)
################################################################################
###################### Funcion NETA k ######################################
################################################################################
neta.sig<-function(neta.ant,disco,Vneta.ant,Bneta.ant){
t((1-2*disco)*neta.ant+2*solve(Vneta.ant,tol=1e-25)%*%Bneta.ant%*%neta.ant) }
################################################################################
############################# Funcio´n Principal ###############################
################################################################################
NDA<-function(datos,epsilon=1e-5,n.iteraciones=100) {
g<-nlevels(datos[,1])
p<-ncol(datos)-1
N<-table(datos[,1]) # No de elementos por grupo
NN<-outer(N,N) ; Ngh<-NN[upper.tri(NN)] # Multipli de los no element
if(g==2) Ngh=as.matrix(Ngh)
list.datos<-split(datos[,-1],datos[,1])
medias<-t(sapply(list.datos,mean))
medias
Restas.medias<-restas(medias)
if(g==2) Restas.medias=t(as.matrix(Restas.medias))
B<-apply(Restas.medias,1,producto)
V<-apply(restas(as.matrix(datos[,-1])),1,producto)
neta.cero<-coefficients(lda(grupo ~ . ,data=datos))[,1]
neta.cero<-neta.cero/max(abs(neta.cero))
V.cero<-Vn<-Vneta(x=V,neta=neta.cero,p=p)
B.cero<-Bn<-Bneta(x=B,neta=neta.cero,p=p,Nij=Ngh)
Disco.cero<-Disco(B.neta=B.cero,V.neta=V.cero,neta=neta.cero)
### Aquı´ inician las iteraciones
iter<-matrix(0,ncol=(p+1),nrow=n.iteraciones)
iter[1,1]<-Disco.cero ; iter[1,2:(p+1)]<-t(neta.cero)
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convergencia<-matrix(0,ncol=1,nrow=n.iteraciones)
convergencia[1,1]<-1
i<-2
while(convergencia[i-1,1]>0) {
iter[i,2:(p+1)]<-neta.sig(neta.ant=iter[i-1,-1],disco=iter[i-1,1],Vneta.ant=Vn,Bneta.ant=Bn)
Bn<-Bneta(x=B,neta=iter[i,2:(p+1)],p=p,Nij=Ngh)
Vn<-Vneta(x=V,neta=iter[i,2:(p+1)],p=p)
iter[i,1]<-Disco(B.neta=Bn,V.neta=Vn,neta=iter[i,2:(p+1)])
convergencia[i,1]<-ifelse(abs(iter[i,1]-iter[(i-1),1])>epsilon,1,0)
i<-i+1
}
nconver<-sum(convergencia,na.rm =T)
par(bg=’lightyellow’,cex.axis=0.7)
plot(x=iter[1:nconver,1],ylab=’Disco’,xlab=’Iteracio´n’,
main=’Comportamiento de Disco \n NDA’,pch=20,ylim=c(0,1.01),col=’blue’)
abline(a=1,b=0,col=’red’)
iter
list(NETACERO=t(neta.cero),NETA=iter[nconver,-1],
DISCOCERO=iter[1,1],DISCO=iter[nconver,1],Niteraciones=nconver)
}
############################################################
# El conjunto de datos A CLASIFICAR se denota por "datos.predic"
# El conjunto de datos de entreno de denota por "datos"
NDA.CLA<-function(datos,datos.predic,resultado){
vector<-resultado$NETA # Vector o Funcio´n Discriminante
scores.clas<-as.matrix(datos[,-1])%*%as.matrix(vector)
# Scores para clasificar
n.grupos<-nlevels(datos[,1])
G<-datos[,1]
S<-scores.clas
x<-data.frame(G=factor(datos[,1]),S=scores.clas)
y.clas<-x[order(S,G),]
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# Y es la matriz con los grupos y los scores de clasificac
plot(x,ylab=’Scores’,main=’Distribucio´n de los Scores por grupo’,xlab=’Grupos’)
# Distribucio´n de los scores por grupo
prediccion<-datos.predic[,1]
scores.predic<-as.matrix(datos.predic[,-1])%*%as.matrix(vector)
# Scores para las nuevas observaciones
cortes<-lapply(split(y.clas[,2],y.clas[,1]),mean,3)
distancias<-matrix(0,ncol=n.grupos,nrow=nrow(datos.predic))
for (i in 1:nrow(datos.predic)){ distancias[i,]= abs (unlist(t(as.matrix(cortes))) - scores.predic[i,1]) }
distancias
predicciones<-names(cortes[max.col(-distancias)])
tabla<-errormatrix(true=datos.predic[,1], predicted=predicciones, relative = FALSE)
# Tabla de clasificacion
n.clas.erradas<-errormatrix(true=datos.predic[,1], predicted=predicciones,
relative = FALSE)[n.grupos+1,n.grupos+1] # No de clasificaciones que fueron clasificadas incorrectamente
tasa.clas.incorr<-n.clas.erradas/nrow(datos.predic)
list(TABLA=tabla,N.clas.erradas=n.clas.erradas,tasa.clas.incorr=tasa.clas.incorr)
}
################################################################################
################################################################################
################################################################################
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