Old and new formulas for the Hopf–Stiefel and related functions  by Eliahou, Shalom & Kervaire, Michel
Expo. Math. 23 (2005) 127–145
www.elsevier.de/exmath
Old and new formulas for the Hopf–Stiefel and related
functions
Shalom Eliahoua,∗, Michel Kervaireb
aDépartement de Mathématiques, LMPA Joseph Liouville, Université du Littoral Côte d’Opale,
Bâtiment Poincaré, 50, rue Ferdinand Buisson, B.P. 699, 62228 Calais, France
bDépartement de Mathématiques, Université de Genève, 2-4, rue du Lièvre, B.P. 240, 1211 Genève
24, Suisse
Received 28 June 2004
Abstract
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1. Introduction
We shall deal here with the number-theoretic function a ◦ b deﬁned on pairs of positive









≡ 0mod2 for all integers k in the range n−a < k <b
}
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This function, the Hopf–Stiefel function, was introduced in 1940 in papers by Hopf [8]
and Stiefel [14] dealing with problems and using methods of Algebraic Topology. Over
the decades, the function has turned out to play an important role in several other subjects
besides Algebraic Topology: the theory of Quadratic Forms, Combinatorics, and Additive
Number Theory.
Because of this ubiquity, many different formulas are now known for the function a ◦ b,
and for its recently discovered generalizations.
Our purposes in this paper are manifold:
(1) list in a single place the known formulas for a ◦b, currently spread over various papers,
and brieﬂy recall some of its manifestations;
(2) discuss natural generalizations of a ◦ b together with the context in which they arise;
(3) prove directly, by arithmeticmeans only, that all these (generalized) formulas are indeed
equivalent to one another.
The following obvious generalization of the Hopf–Stiefel function, namely
p(a, b)=min{n ∈ N | (X + Y )n ∈ (Xa, Y b) ⊂ Fp[X, Y ]},
with an arbitrary prime p, arose recently in Additive Number Theory. Note that 2(a, b)=
a ◦ b (see formula (1) in Section 2.1 below).
LetA,B be subsets of cardinality a, b, respectively, in an arbitrary ﬁnite abelian p-group
P; then, as it turns out, the cardinality of the sumset
A+ B = {x + y | x ∈ A, y ∈ B}
satisﬁes |A+ B|p(a, b).
In fact this lower bound is sharp, that is p(a, b) is precisely the minimum cardinality
P (a, b) of the sumset A+B of subsets A,B ⊂ P of size a, b respectively in any abelian
p-group P.
Different looking formulas for P (a, b) have been derived in [1,3,7,12]. Each one carries
the mark of its method of proof.
Here are some historical details. In [1] Bollobás and Leader proved that for an abelian
p-group P, the value of P (a, b) depends only on the order of P and not on its speciﬁc
group structure.
Independently of Bollobás and Leader, Eliahou and Kervaire gave in [3] the formula
V (a, b)= p(a, b) for a vector space V over Fp of cardinality at least max{a, b}.
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generalizing the formula (4) recorded in Section 2.1 below. (Compare Section 3.) See also
the paper [9] by Gyula Károlyi, for the case p = 2.
In Section 3 we deﬁne a new function H, depending on an increasing sequenceH of
natural numbers, just general enough to encompass all manifestations of the Hopf–Stiefel
function referred to above.
We also prove a lemma about H which we shall use in comparing the various above
functions, namely p(a, b), the Bollobás–Leader function, the Plagne function, etc.
In Section 4 we compare P and p, where P stands for the sequence of non-negative
integral powersP= {p |  ∈ N} of the prime number p.
Using [4], we present in Section 5 a direct proof of the equality of the function fk,n(a, b)
















whereK is the sequenceK= {k |  ∈ N}.
In Section 6, we give a formula for H(a, b) which applies whenH is the sequence of
orders of subgroups of a ﬁnite group.
2. The original function a ◦ b
This section is exclusively devoted to the original function a ◦ b of Hopf and Stiefel.
2.1. Seven formulas for a ◦ b
Let a, b be positive integers. The formulas for a ◦ b we consider are
(1) The original deﬁnition [8,14]:
a ◦ b =min
{




≡ 0mod 2 for all k in the range n− a < k <b
}
.
Equivalently, let (Xa, Y b) denote the ideal generated byXa and Yb in the two-variables
polynomial ring F2[X, Y ] over the ﬁnite ﬁeld F2=Z/2Z. Then, a ◦bmay equally well
be deﬁned as follows:
a ◦ b =min{n ∈ N | (X + Y )n ∈ (Xa, Y b)}.
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The equivalence between the two formulations follows immediately from the binomial
expansion (X + Y )n =∑ni=0( nk )Xn−kY k .(2) Recursion formulas [11]:
a ◦ 1= a,
a ◦ b = b ◦ a,
a ◦ b = 2k if 2k−1<a, b2k,
a ◦ b = 2k + a ◦ (b − 2k) if 2k−1<a2k < b.
The notation a ◦ b was actually inaugurated by Pﬁster [11] who used these formulas as
the deﬁnition.
(3) A formula in terms of the 2-adic developments of a and b [1]:
Leta=∑i0ai2i andb=∑j0bj2j be the unique expressions such thatai, bj ∈ {0, 1}
for all i, j . Let r =min{i ∈ N | ai > 0}, and similarly s=min{j ∈ N | bj > 0}. Now
deﬁne coefﬁcients ci(r, s), satisfying the requirement ci(r, s)= ci(s, r), as follows:
For rs, set
ci(r, s)= 0 for 0 ir − 1,
=
{
ar + br − 1 if i = r = s,
0 if i = r < s,
= ai + bi for r + 1 in− 1.
The formula for a ◦ b is now deﬁned by







0 if c(r, s)2 for some > i,
min{ci(r, s), 2} otherwise.
(4) A formula in terms of the 2-adic developments of a − 1 and b − 1 [3]:
Let a − 1 =∑i0i2i and b − 1 =∑j0j2j be the unique expressions such that
i ,j ∈ {0, 1} for all i, j . Let m be the largest index i such that i + i = 2, or set
m=−1 if i + i1 for all i. Then,













(5) A formula involving the ceilings ⌈ a2t ⌉ and ⌈ b2t ⌉ [12]:















(6) A formula involving greatest common divisors and 2-valuations [3]:
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For any positive integer c, we denote by (c) the highest integer n ∈ N such that 2n
divides c. Then we have
a ◦ b = min
xa,yb
{x + y − (gcd(x, y))}.
(7) Another recursive formula, corollary of the preceding one:
a ◦ b =min{a + b − (gcd(a, b)), (a + 1) ◦ b, a ◦ (b + 1)}
with 2n ◦ 2n = 2n for all n.
2.2. Four occurrences of a ◦ b
We present here a few manifestations of the Hopf–Stiefel function a ◦ b. There are of
course some links between them. However, it is interesting to observe that they arise in
quite different contexts.
(1) The Hurwitz problem
Theorem (Hopf–Stiefel). Let a, b, n be positive integers such that there exists a bilinear
map f : Ra × Rb → Rn preserving the euclidean norms, in the sense that ‖f (x, y)‖ =
‖x‖ · ‖y‖. Then na ◦ b.
The proof uses tools from Algebraic Topology. Brieﬂy, a map f as above induces a
well-deﬁned continuous map f on the level of projective spaces, f : Pa−1 × Pb−1 →
Pn−1. Taking cohomology mod 2, the map f in turn induces a ring homomorphism g :
F2[Z]/(Zn) → F2[X, Y ]/(Xa, Y b) mapping Z to X + Y . For g to be well-deﬁned, it is
necessary that in the polynomial ring F2[X, Y ], the element (X + Y )n belongs to the ideal
(Xa, Y b). Thus na◦b, as a◦b is by deﬁnition the smallest integer such that (X+Y )a◦b ∈
(Xa, Y b).
It is known that, in general, this lower bound a ◦ b on n is far from being sharp. For
example 16◦16=16 but in the above theorem with a=b=16, we must in fact have n29.
(See Lam andYiu [10].)
(2) Quadratic forms
Theorem (Pﬁster). Let a, b be given positive integers. Consider the ﬁeld of rational frac-
tions in a+ b variables F =R(X1, . . . , Xa, Y1, . . . , Yb). Then, the smallest integer n such
that there exist Z1, . . . , Zn ∈ F satisfying
(X21 + · · · +X2a)(Y 21 + · · · + Y 2b )= Z21 + · · · + Z2n
is exactly given by n= a ◦ b.
132 S. Eliahou, M. Kervaire / Expo. Math. 23 (2005) 127–145
Note that for sufﬁciently general a, b, some of the Zi need to be true rational fractions,
not merely polynomials. On the other hand, requiring all the Zi to be polynomials, makes
the above problem a particular case of the Hurwitz problem.
(3) Yuzvinsky’s conjecture
An intercalate matrix is a rectangular matrix M of size a × b, with entries in any given
set, and with the following properties:
(1) The entries of any row or column of M are pairwise distinct.







with x, y, z, t pairwise







with x, y distinct.
Note that, if both a2 and b2, then condition (1) above is in fact implied by condi-
tion (2).
It is natural to wonder what is the smallest possible number of pairwise distinct entries
in an intercalate matrix of a given size a × b. The conjectured answer to this question is as
follows:
Conjecture (Yuzvinsky, [15]). Let a, b be positive integers and let M be an intercalate
matrix of size a × b with n pairwise distinct entries. Then, na ◦ b.
If the above conjecture is true, then its proposed lower bound a ◦b will actually be sharp.
Indeed, for any positive integers a, b there does exist an intercalate matrix A of size a × b
with exactly a ◦ b pairwise distinct entries. See (4) straight below.
(4) Additive theory
Let G be an abelian group. Given ﬁnite subsets A,B ⊂ G, we deﬁne the sum A+ B of
A and B by A+ B = {x + y | x ∈ A, y ∈ B}.
What is the smallest possible size of the sumsets A + B when A,B are of given ﬁxed
sizes a and b, respectively? We recall the following notation:
G(a, b)=min{|A+ B| : A,B ⊂ G, |A| = a, |B| = b}.
Theorem (Eliahou–Kervaire [6]). Let G be a (possibly inﬁnite) abelian 2-group. Then, for
every positive integers a, b, we have G(a, b)= a ◦ b.
Special cases of this theorem had been settled earlier byYuzvinsky [15], Bollobás–Leader
[1] and Eliahou–Kervaire [3].
Moredetails on theoccurrences of the functiona◦b canbe found in thebookCompositions
of quadratic forms by Shapiro [13].
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3. The function 
LetH be a strictly increasing (ﬁnite or inﬁnite) sequence of positive integers starting
with 1:
H= {h0 = 1, h1, h2, . . .}.
















If G is an abelian group, we have studied in [6] the function H, whereH=H(G) is
the sequence of orders of the ﬁnite subgroups of G. In this case the function H(G)(a, b) is
equal to G(a, b), the minimal cardinality of a sumset A+ B of two subsets A,B ⊂ G of
sizes a, b, respectively. The case of a ﬁnite abelian group was ﬁrst solved in [7]. See also [5],
where the function H(G)(a, b) reappears in the Additive Number Theory of non-abelian
ﬁnite groups.
Note that the functionHweare considering satisﬁesH(b, a)=H(a, b), as is obvious,
and H(a, 1)= a for all a1.

















⌉− 1) ·h= ⌈ a
h
⌉ ·ha, for all h ∈H. Hence,
H(a, 1)a, and thus H(a, 1)= a.
We now consider the case whereH= {h0 = 1, h1, . . .} has the additional property that
each hi is a strict divisor of hi+1. We will call such a sequence a numeration basis. This is
motivated by the fact (otherwise irrelevant to the present paper) shown by Cantor in 1869,
that such sequences precisely characterize the numeration bases. (See [2].)
An example P of a numeration basis consists of the sequence of successive powers of
a ﬁxed prime number p, i.e. P = {pi | i ∈ N}. In this particular example, the theorem
proved in the following section (Section 4) will imply the equality
P(a, b)= p(a, b) for all pairs of integers a, b1.
We denote by p the sequence of quotients hi+1
hi
= pi ∈ N. Recall that we are assuming
thatH is strictly increasing and thus pi > 1 for all i.
Given a sequence p = {p0, p1, p2, . . .} of integers larger than 1, and the associated
sequenceH= {h0 = 1, h1 = p0, . . . , hi+1 = pi · hi, . . .}, then every non-negative integer





for some N, with integers zi in the intervals 0zi <pi .
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Indeed, ﬁnd N such that hNz<hN+1 and then perform euclidean division of z by hN :
z= z′ + zNhN, with remainder z′ in the interval 0z′<hN .
Uniqueness of (2) is securedby theuniqueness of the euclidean algorithm, and0zN <pN
follows from z<hN+1.
We call (2) the p-adic expansion of z.
In order to understand better the function H, we shall need the following deﬁnition and
the ensueing lemma:
Deﬁnition. Given a numeration basisH and two positive integers a, b, we deﬁne their
critical index m=m(a, b), relative toH, as follows: Let a − 1=∑i0 ihi and b− 1=∑
i0 ihi be the respective p-adic expansions of a − 1 and b − 1. If for every i ∈ N, we
have i + ipi − 1, then set m = m(a, b) = −1. If on the contrary, there exists at least
one value of i for which i + ipi , then m(a, b) is deﬁned to be the largest such, i.e.
m(a, b)=max{i ∈ N | i + ipi}.
Keeping the notation of the above paragraph, we shall now prove the following lemma.
Lemma. LetH be a numeration basis as above and let a, b be two strictly positive integers.
Let m=m(a, b) be their critical index. Then













that is m(a, b)+ 1 pinpoints the minimum of f(a, b) as a function of .
As a by-product of the proof, we also get the formula
H(a, b)= hm+1 +
∑
im+1(i + i )hi .














and show that this minimum is attained at =m+ 1 with m the critical index of a, b.
Let a − 1 = ∑i0 ihi and b − 1 = ∑i0 ihi be, as above, the respective p-adic
expansions of a − 1 and b − 1.





in terms of the p-adic expansion of a − 1.










i=0 (hi+1 − hi)
h
= 1.
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as a function of .
Let m be the critical index of the pair a, b.














is a weakly increasing function of  for m+ 1. Indeed, we get from Eq. (3)
f(a, b)= h +
∑
i
(i + i )hi .
Hence, for m+ 1< ′, we have
f′(a, b)− f(a, b)= h′ +
∑
i′
(i + i )hi − h −
∑
i
(i + i )hi
= h′ − h −
∑
 i<′
(i + i )hi
h′ − h −
∑
 i<′
(pi − 1)hi = 0.
(The last equality uses the relation hi+1 = pihi for all i0.) Thus, in the case where





























= a + b − 1,
as desired.
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= h − hm+1 +
∑
 im
(i + i )hih − hm+1 + hm+1 = h > 0.












as a function of , need not be monotonously decreasing in the interval 0m+ 1, and
it actually is not in general, it still does take its minimum at =m+ 1.

































(i + i )hi , (4)
using Eq. (3). 
4. Relationship between  and the Hopf–Stiefel function p
As in Section 3, let againH= {h0, h1, . . . , hi, hi+1, . . .} be a numeration basis; that is,
h0= 1 and hi is a strict divisor of hi+1 for each i. The special caseH=P= {pi | i ∈ N}
will eventually yield the alleged equality P = p. We have the following theorem:
Theorem. LetH={h0, h1, . . . , hi, hi+1, . . .}beanumerationbasis.The functionH(a, b)
satisﬁes the following three recursion formulas:
(i) H(a, b)= h + H(a, b − h), if h−1<ah<b,
(ii) H(a, b)= h+1, if h<a, bh+1 and a + b>h+1,
(iii) H(a, b)= h + H(a, b − h), if h<a, bh+1 and a + bh+1.
Proof. (i). If h−1<ah<b, then h−1a − 1<h and b − 1h. Therefore, the
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Set b′ = b − h and b′ − 1 =∑−1i=0 ihi +∑j ′j hj , where t ′ =∑j ′j hj is the
p-adic expansion of t − h = t ′0.
Since the sum of the coefﬁcients of hi in the expansions of a− 1, b− 1 and a− 1, b′ − 1
are equal for 0 i − 1 and are all not larger than pi − 1 for both a − 1, b − 1 and
a − 1, b′ − 1 in the range i, it follows that the critical index m (see Section 3) does not
exceed − 1 and takes the same value for both pairs, a, b and a, b′ = b − h.




(i + i )hi +
∑
j
j hj + hm+1,
H(a, b − h)=
∑
m+1 i−1
(i + i )hi +
∑
j
′j hj + hm+1,
where the ﬁrst sum (in both terms) is empty if m= − 1.
Thus, H(a, b) − H(a, b − h) =
∑




j hj = h, which is
formula (i).
We proceed analogously for the proofs of formulas (ii) and (iii).









However, the condition a + b>h+1 does not force any speciﬁc value of  + . In
fact any value of m in the range −1m is possible for the critical index m = m(a, b)
as easily seen by examples.




(i + i )hi + hm+1,
with the appropriate value of m.
We note in passing that H(a, b) is divisible by hm+1.
The above equation for H(a, b) gives
H(a, b)= (a + b − 2)−
m∑
i=0
(i + i )hi + hm+1
(a + b − 2)− 2(hm+1 − 1)+ hm+1








and since both sides of the strict inequality are integers, this means, after simpliﬁcation by
1
hm+1 , that H(a, b)h+1.
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· h+1 = h+1.
Hence, we have H(a, b)= h+1 in accordance with formula (ii).
It remains to prove formula (iii).









In the case of formula (iii), with the constraint a+bh+1, wemust have +p−1.
Thus, the critical index m=m(a, b) satisﬁes m− 1.




ihi + ( − 1)h.
It follows that the values of themaximamax{i|i+ipi} for the pairs (a, b) and (a, b′)




(i + i )hi + h + hm+1,
H(a, b − h)=
∑
m+1 i−1
(i + i )hi + ( − 1)h + hm+1,
where the ﬁrst sum (in both terms) is empty if m= − 1.
Thus, H(a, b)− H(a, b − h)= h, which is formula (iii).
This ﬁnishes the proof of the Theorem. 
Observe that the Theorem, together with the easier properties H(b, a)= H(a, b) and
H(a, 1)= a obviously characterize the function H(a, b).
In the special case whereH is the sequence of powers {p |  ∈ N} of a prime number
p, the above Theorem implies H = p as an immediate corollary. Indeed, the function
p(a, b) has been shown in [3] to satisfy the required recursion formulas. (See also [4] for
a proof independent of Additive Number Theory.)
5. The Bollobás–Leader formulas
In their paper entitled “Sums in the grid” [1], Bollobás and Leader introduced a function
fk,n(a, b) on two integral variables a, b deﬁned in terms of the k-adic expansions a =∑n−1
i=0 aiki and b =
∑n−1
i=0 biki of a and b.
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They show that fk,n(a, b) is the size of the sum of the initial segments of sizes a and b
(with respect to the lexicographical order) in the grid [k]n.

















whereK denotes the sequenceK = {ki | i ∈ N} = {k0 = 1, k, k2, . . .} of non-negative
integral powers of the integer k2.
Deﬁnition of fk,n(a, b). Let r =min{i ∈ N | ai > 0} be the index of the smallest non-zero
coefﬁcient in the k-adic expansion of a. Similarly, s =min{i ∈ N | bi > 0} for b.
Bollobás and Leader deﬁne ﬁrst a sequence of coefﬁcients ci(r, s) satisfying the require-
ment ci(r, s)= ci(s, r). Assuming rs as we may, set
ci(r, s)= 0 for 0 ir − 1,
=
{
ar + br − 1 if i = r = s,
0 if i = r < s,
= ai + bi for r + 1 in− 1.
The integer fk,n(a, b) is now deﬁned by









0 if cj (r, s)k for some j > i,
min{ci(r, s), k} otherwise.
Observe that the deﬁning expression of fk,n(a, b) need not be a k-adic expansion. It
actually happens occasionally that some of the coefﬁcients di (i ∈ N) equal k. Note that
fk,n(b, a)= fk,n(a, b).
Our objective in this section is to prove the following statement:
















In otherwords, ifKdenotes the sequenceof non-negative integral powersK={1, k, k2, . . .}
of k2, we have fk,n(a, b)= K(a, b).
Proof. We ﬁrst appeal to the formula for H(a, b) in the Lemma of Section 3 withH=
K= {ki | i ∈ N} with k2 as above.
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Let a − 1 =∑n−1i=0 iki and b − 1 =∑n−1i=0 iki be the k-adic expansions of a − 1 and
b− 1, respectively. Letm=mK(a, b) be the critical indexm=max{i ∈ N | i + ik}
of a and b relative to the sequenceK= {ki | i ∈ N}.
Then, by the Lemma in Section 3, Eq. (4), we have
K(a, b)= km+1 +
∑
im+1
(i + i )ki .
Using the notations r =min{i ∈ N | ai > 0} and s =min{i ∈ N | bi > 0} as above in the
deﬁnition of fk,n(a, b), we have
i = k − 1 for 0 ir − 1, r = ar − 1,
i = ai for r + 1 in− 1,
and similarly,
i = k − 1 for 0 is − 1, s = bs − 1,
i = bi for s + 1 in− 1.
Note that the intervals [0, r − 1] and/or [0, s − 1] may well be empty.
Wemust havemr−1. Indeed, for r=0 this is obvious. If r1, then r−1=r−1=k−1
and thus r−1 + r−1 = 2k − 2k, and so m cannot be smaller than r − 1.
We distinguish the two cases r = s and r = s.
Case r = s: If r = s, the integers ci , i ∈ N, are given by
ci = 0, for 0 ir − 1, cr = ar + br − 1 and
ci = ai + bi for r + 1 in− 1.
If m= r − 1, then i + ik − 1 for r in− 1. It follows that ar + br − 2k − 1
and ai + bik − 1 for r + 1 in − 1. Hence dr = ar + br − 1 = 1 + r + r and
di = ai + bi = i + i for r + 1 in− 1. Thus, fk,n(a, b)=
∑n−1
i=0 diki = K(a, b) if
r = s,m= r − 1.
Ifm=r , then ai+bi=i+ik−1 for r+1 in−1. It follows that di=ai+bi in that
interval for i. Furthermore, dr=min{ar+br−1, k} and ar+br−1=r+r+1k+1.Thus
dr =k. It follows that fk,n(a, b)=d=∑n−1i=0 diki=kr+1+∑n−1i=r+1(i+i )ki=K(a, b)
if r = s,m= r .
If mr + 1, then ai + bik − 1 for m + 1 in − 1. Since am + bmk, it follows
from the deﬁnition of di , namely
di =
{
0 if cjk for some j > i,
min{ci, k} otherwise,
that di = 0 for im − 1 and di = min{ai + bi, k} for m in − 1. This gives dm = k
and di = ai + bi = i + i for m + 1 in − 1. Hence, again fk,n(a, b) = K(a, b) if
r = s,mr + 1.
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Case r = s: Since fk,n(b, a)=fk,n(a, b), there is no loss of generality in assuming r < s.
The integers ci , i ∈ N in the deﬁnition of the Bollobás–Leader function fk,n(a, b) are
now given by the formulas
ci = 0 for 0 ir, ci = ai for r + 1 is − 1,
ci = ai + bi for s in− 1,
because bi = 0 for 0 is − 1.
Of course the interval [r + 1, s − 1] may be empty.
In order to evaluate d =∑n−1i=r+1 diki given by
di =
{
0 if cjk for some j > i,
min{ci, k} otherwise,
we examine the possible values of the critical index
m=max{i ∈ N | i + ik}
of the pair a, b, where i and i are the coefﬁcients of the k-adic expansions a − 1 =∑n−1
i=0 iki and b − 1=
∑n−1
i=0 iki , respectively.
Recall that, as observed earlier,
i = k − 1 for 0 ir − 1, r = ar − 1,
i = ai for r + 1 in− 1,
and similarly
i = k − 1 for 0 is − 1, s = bs − 1,
i = bi for s + 1 in− 1.
Recall that we must have mr − 1, because for ir − 1<s − 1, we have i + i =
2(k − 1)k.
We now examine successively the cases wherem= r − 1,m= r , and r + 1ms − 1,
and ﬁnally, smn− 1.
Case m= r − 1: If m= r − 1 then, by deﬁnition of m, i + ik − 1 for r in− 1.
Thus r + r = (ar − 1)+ (k − 1)k − 1. That is ar1. Since ar1 by deﬁnition of r,
we have ar = 1.
In the interval r + 1 is− 1, we have i + i = ai + k− 1. Hence, ai + k− 1k− 1
and thus ai = 0. Also bi = 0 because i < s and hence ci = ai + bi = 0.
Furthermore, s + s = as + bs − 1k − 1, and thus cs = as + bsk.
Finally, for s + 1 in− 1
ci = ai + bi = i + ik − 1.
It follows that d = csks +∑n−1i=s+1 ciki .
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On the other handK(a, b)=kr+
∑n−1
i=r (i+i )ki and, collecting the above information
on the sums i + i , we get
r + r = k − 1,
i + i = ai + (k − 1)= k − 1 for r + 1 is − 1,
s + s − 1= as + bs − 1k − 1,
i + i = ai + bi for s + 1 in− 1.
Plugging these values of i + i in the above expression
K(a, b)= kr +
n−1∑
i=r
(i + i )ki ,




(ai + bi)ki = d .
Case m = r: If m = r , then r + rk. Since r = ar − 1 and r = k − 1, this only
gives ar − 1+ k − 1k − 1 and cr = ark − 1. But m= r also gives i + ik − 1 for
r + 1 in− 1.
In the interval r + 1 is− 1, we have i + i = ai + k− 1. Hence, ai + k− 1k− 1
and thus ai = 0.Also, bi = 0 because i < s, and hence ci = ai + bi = 0 for r + 1 is− 1.
Just as in the preceding case, s + s = as + bs − 1k − 1 implies d =
∑n−1
i=s ciki .
On the other hand,
K(a, b)= kr+1 +
s−1∑
i=r+1
(k − 1)ki + (as + bs − 1)ks +
n−1∑
i=s+1
(ai + bi)ki ,
and therefore
K(a, b)= (as + bs)ks +
n−1∑
i=s+1
(ai + bi)ki = d.
Case r+1ms−1: In this case, we have m+mk, where m+m=am+ k−1.
We get the modest information 1cm = amk − 1.
Also, i + ik − 1 for m + 1 in − 1. In the range m + 1 is − 1, this yields
ai+k−1=i+ik−1. Thus, form+1 is−1, we have ai=0 and ci=ai+bi=0.
In the range s in−1, we have i+i=ai+bi−i,s and therefore ci=ai+bik−
1+ i,s , where i,s is the Kronecker delta function
i,s =
{
1 if i = s,
0 if i = s.
It follows that if as + bs = k, then di = 0 for is − 1, because there exists some j > i
(namely j = s) for which cjk. Hence, d =∑n−1i=s ciki .
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If however as + bsk − 1, then di =min{ci, k} also implies di = 0 and we end up with
the same conclusion d =∑n−1i=s ciki .
On the other hand,
K(a, b)= km+1 +
n−1∑
i=m+1




(i + i )ki +
n−1∑
i=s+1




(k − 1)ki + (as + bs − 1)ks +
n−1∑
i=s+1




(i + i )ki = d .
Case smn−1: If sm, then m+mk and cm=am+bm=m+m+m,sk.
It follows that di = 0 for im− 1 because there exists an index j > i (namely j =m) for
which cjk. Furthermore, i + i = ai + bik − 1 for all i such that m+ 1 in− 1.
Therefore, di =min{ci, k} for m in− 1.
It follows that d=km+1+∑n−1i=m+1(ai+bi)ki=km+1+∑n−1i=m+1(i+i )ki=K(a, b).
We have exhausted all the cases leading to the proof of the Theorem. 
6. Another formula for H(a, b)
We can deﬁne the function H(a, b) for any strictly increasing sequenceH = {h0 =
1, h1, h2, . . .} containing 1 and obtain a recursive formula which characterizes the function
by descending induction if we know H(a, b) for large enough a, b.
This was used in [5] withH being the sequence of orders of subgroups of a given (not
necessarily abelian) ﬁnite group G. In this instance, we have H(a, b)=|G| if a+ b> |G|
as was proved in [5].
Given positive integers a, b andH a strictly increasing sequence of positive integers
















We use the notation fh(a, b)= ( ah +  bh − 1)h.
Denoting byD(t) the set of positive divisors of the positive integer t, we recall from [5]
the notation h(t)= hH(t)=max{H ∩D(t)}. That is h(t) is the largest divisor of t which
belongs to the sequenceH.
Note that h(t) is well deﬁned for every positive integer t because the setH ∩ D(t) is
ﬁnite and containing 1, it is not empty.
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{x + y − h(gcd(x, y))} ,
where the minimum is taken over all integers such that xa and yb.
Proof. Note ﬁrst that the right hand side in the alleged equality is well deﬁned since
1h(t) t and thus {x + y − h(gcd(x, y)) | xa, yb} is a non-empty set of positive
integers containing a + b − h(gcd(a, b)).
• The inequality H(a, b)minx,y{x + y − h(gcd(x, y))}. Let d ∈ H be such that
H(a, b) = fd(a, b). Let u =  ad d and v =  bd d. We have au and bv. Now,
H(a, b)= u+ v− d . Moreover, d divides gcd(u, v) and therefore dh(gcd(u, v)) by
deﬁnition of the function h. It follows that
H(a, b)= u+ v − du+ v − h(gcd(u, v)) min
x,y
{x + y − h(gcd(x, y))} .
• The inequality H(a, b)minx,y{x+y−h(gcd(x, y))}. Let u, v be two integers satisfy-
ing the inequalities au, bv andwhich realize theminimumof {x+y−h(gcd(x, y)) |
xa, yb}, that is
u+ v − h(gcd(u, v))= min
xa,yb
{x + y − h(gcd(x, y))}.
Let d = h(gcd(u, v)). Then d divides both u and v, and thus  a
d
du and  b
d
dv. It
follows that d ∈H and H(a, b)fd(a, b)u+ v − d as desired. 
As an immediate consequence of the above Theorem, we get the following result.
Corollary. LetH be a strictly increasing sequence of positive integers containing 1, and
a, b two positive integers, then
H(a, b)=min{a + b − h(gcd(a, b)),H(a + 1, b),H(a, b + 1)}.
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