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Abstract
This manuscript introduces a unified mathematical framework to replicate both desiccation-induced and hydraulic fracturing
in low-permeable unsaturated porous materials observed in experiments. The unsaturated porous medium is considered as a
three-phase solid–liquid–gas effective medium of which each constituent occupies a fraction of the representative elementary
volume. As such, an energy-minimization-based phase-field model (PFM) is formulated along with the Biot’s poroelasticity
theory to replicate the sub-critical crack growth in the brittle regime. Unlike hydraulic fracturing where the excess pore liquid
pressure plays an important role at the onset and propagation of cracks, desiccation cracks are mainly driven by deformation
induced by water retention. Therefore, the wettability of the solid skeleton may affect the evolution of the capillary pressure
(suction) and change the path-dependent responses of the porous media. This air–water–solid interaction may either hinder or
enhance the cracking occurrence. This difference of capillary effect on crack growth during wetting and drying is replicated by
introducing retention-sensitive degradation mechanisms in our phase field fracture approach. To replicate the hydraulic behaviors
of the pore space inside the host matrix and that of the cracks, the path-dependent changes of the intrinsic permeability due to
crack growth and porosity changes are introduced to model the flow conduit in open and closed cracks. Numerical examples of
drying-induced and hydraulic fracturing demonstrate the capability of the proposed model to capture different fracture patterns,
which qualitatively agrees with the fracture mechanisms of related experiments documented in the literature.
c⃝ 2019 Elsevier B.V. All rights reserved.
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1. Introduction
Porous media with pores partially filled with water may exhibit path-dependent responses that are distinctive
to those of the single-phase solid and fully saturated porous media [1–7]. At low confining pressure and room
temperature, sub-critical crack growth is influenced by the change of the degree of water saturation in the brittle
regime such that both drying and wetting may both induce fractures. In the petroleum engineering industry, hydraulic
fracturing (fracking) is widely applied to extract special forms of natural gas including coal seam gas, shale, and
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tight gas [8,9]. In enhanced geothermal systems (EGS), high-pressure water is injected into deep hot rock layers of
very low permeability in order to enhance their permeability and, thus, improve the efficiency of the energy system
(cf. [10]). Opposite to hydraulic fracturing, cracking phenomena can be observed in partially-saturated clay and
clayey rocks as a result of drying shrinkage [11,12]. As shrinkage-induced cracks in geomaterials may significantly
affect the overall thermo-hydro-mechanical properties of geological systems, this topic is of special interest in
both geomechanics, soil science and geotechnical engineering. For instance, Desiccation cracking can endanger the
overall stability of constructions through degradation of the bearing capacity of foundation ground. It can also largely
enhance the macroscopic permeability of soil layers through forming of inter-connected cracks, see, e.g. [13,14]
for detailed discussion and experimental studies.
In connection with fracture modeling and diffusive interface approaches, the starting point is the crack surface
energy and the critical energy-release-rate for brittle materials presented by Griffith [15] and extended by Irwin
[16] to, e.g., ductile materials. Within a variational energy framework of fracture, essential advances were made by,
e.g., [17,18]. On the other hand, the diffuse interface approach was applied in physics by, e.g. [19], to describe the
interfaces between the different phases of heterogeneous materials by partial differential equations. A link between
the approaches of diffusive interfaces and fracture mechanics was established by Bourdin et al. [20] in an analogy
to the work of Mumford and Shah [21] for the modeling of image segmentation problems.
1.1. Literature for drying-induced fracture
A number of studies on desiccation cracking phenomenon can be found in the literature. They are mainly
related to small-scale controlled laboratory experiments and the corresponding modeling efforts at the material
point level [22]. Based on the theory of linear elastic fracture mechanics (LEFM), Konrad and Ayad [23] discussed
an idealized framework for estimating the shrinkage cracking width in desiccated cohesive soils. In [24], cyclic
wetting / drying tests were conducted to investigate the development of desiccation cracking of three layers of low
plasticity liner soils. In [25], drying tests with different desiccation speeds were conducted on thin layers of clay
soils. These tests resulted in parallel desiccation cracking as the lengths of the samples were considerably larger
than their widths. In the work of Kodikara and Costa [26], a comprehensive literature review and discussion of the
numerical approaches for modeling of desiccation cracking and the related process was discussed. Also laboratory
desiccation tests on mining waste presented in [27], whereas a coupled hydro-mechanical porous media model
was considered to describe the desiccation cracking formation. A thorough discussion of desiccation cracking of
fine-grained soil slabs, including experimental characterization under air drying in controlled conditions presented
in [28]. In a later work, Peron et al. [29] discussed the formation of simultaneous desiccation crack patterns with
a consistent explanation based on numerical and experimental evidence. In [30], factors controlling desiccation
cracking of clay were investigated. In the modeling, critical fracture energy and tensile stress distribution were
governing the cracking onset, which were also related to the boundary conditions and material stiffness. It was shown
that the exact crack location is related to the existing flaws (such as microcracks, delaminations or foreign inclusions)
and/or the micropores of the material. Sa´nchez et al. [31] presented simulations of 3D patterns of drying-induced
cracks network in soils using the J2 damage model and mesh fragmentation technique, which was embedded into
the finite element approach. It was shown that the proposed numerical approach can qualitatively replicate different
patterns of the desiccation cracking in unsaturated porous media. The role of soil properties, such as elasticity,
permeability and retention curve on the desiccation process and crack onset were discussed in [14]. In this work,
a pseudo-discrete continuum finite difference model was implemented, showing the capability of modeling crack
patterns under drying-wetting cycles. Using a cohesive fracture method, Vo et al. [32] studied numerically the
desiccation cracking of clayey soil and showed good comparable results with experimental data from the literature.
In the framework of phase-field modeling of drying-induced crack evolution, Maurini et al. [33] successfully
applied the brittle fracture variational approach, based on minimization of the bulk and fracture energy, to modeling
of shrinkage-induced cracks. The model verification and validation therein considered unidirectional drying of a
colloidal suspension, which were confined in a capillary tube, and showed qualitative and quantitative agreement
between the model and the experiments. Miehe and Mauthe [34] introduced a 3D model of desiccation-induced
fracturing in fully-saturated porous media, where the approach was based on the comparison with a thermo-elastic
phase-field fracture model. In particular, the coupling between the deformation and the moisture content in relation to
the shrinkage and swelling was compared to the relation between deformation and temperature in thermo-elasticity.
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Thus, they could adopt the thermo-elastic free energy function by replacing the temperature with the moisture
content. This work, nevertheless, disregarded the distinctive air–water–solid interactions in unsaturated porous media
undergo desiccation-induced fracture. In [35], a phase-field fracture model in unsaturated porous media model with
a fixed and homogeneous pore air pressure was presented. By neglecting the changes of the pore-air pressure, the
field equations of the unsaturated poromechanics problem could be discretized in a two-field u/p formulation similar
to the fully-saturated counterpart [36,37]. The numerical simulations presented in [35] showed the capability of the
phase-field approach to model complex cracking patterns. In this, a detailed study was applied to the effects of the
intrinsic permeability variation as well as the drying flux rate on the fracture patterns and crack evolution speed.
The simulated fracture patterns were qualitatively comparable with experimental observations from the literature.
However, both the flow in the emerging cracks as well as the air pressure change in the domain were not taken into
consideration.
1.2. Literature for fluid-driven fracture
Modeling of hydraulic fracturing using the phase-field approach has attracted much more research works than
the drying-induced cracking in recent years, see, e.g. [38–41] and [42]. In this connection, we refer to Heider
et al. [10] for a comprehensive literature review and a comparison between experimental data and a new phase-
field fracture model. Additional details could also be found in [43,44]. Modeling of dynamic hydraulic fracturing
via embedding the phase-field method in the Theory of Porous Media as well as detailed discussion of the crack
width, were introduced in [45,46]. Based on Biot’s poroelastic equations, phase-field models of hydraulic fracturing
were investigated in [47–51] and [42] among others. In the mentioned works, several features of quasi-static and
dynamic hydraulic fracturing in 2D and 3D settings were realized and advanced numerical schemes and monolithic
or staggered algorithms were implemented. Apart from the phase-field approach, hydraulic fracturing was modeled
using a cohesive-zone model as in [52], using a cohesive, discrete crack model with adaptive meshes, see [53]
and [54], and by applying the lubrication theory for the fluid flow in the crack beside analytical solutions as
in [55,56] and [57]. Recently, a coupled formulation of poroelasticity (Biot’s approach) and phase-field fracture
was implemented in [42], in which the flow in fracture was described using the lubrication theory and a nonlocal
definition of the fracture aperture. However, many of the mentioned phase-field modeling efforts exclude the
consideration of wetting and drying process and their implication to fractures. This simplification might be attributed
to the fact that the high excess pore-water pressure built up near the injection wells could be sufficient to drive the
material to become fully saturated. Nevertheless, micro-mechanical simulations, such as in [58], have shown that gas
invasion, air–water interaction and the wetting process may all affect the resultant crack patterns for low-permeability
porous materials that are often in unsaturated states.
In connection with porous media modeling on continuum level, several approaches for the description of partially-
saturated materials with small and large deformations can be found in the literature, such as the works of Ehlers
et al. [59], Schrefler and Scotta [60] and Uzuoka and Borja [61]. In these formulations, Bishop’s effective stress is
utilized such that the van Genuchten (VG) soil–water retention curve (SWRC) is adopted to describe the relationship
between the degree of saturation and the capillary pressure, see [62]. Meanwhile, the retention affects the fluid
contribution to the total stress and the relative permeabilities of water and air. While [35] extended this approach
for unsaturated porous media, the importance of air motion and the influence on the solid skeleton behaviors was
not addressed.
1.3. Content organization, notations and conventions
Properly capturing the path-dependent responses of brittle porous media require one to capture the boundary
layer growth of both the pore air and water pressure and the hydro-mechanical interactions between the cracks and
the host matrix. The purpose of this proposed work is to fill this knowledge gap.
In this work, we first extend the small-strain u/p formulation for unsaturated poromechanics derived in [63] to
consider the airflow inside the pores. In particular, we introduce an additional degree of freedom to the evolution
of the air pressure field and the relative permeability of air to more faithfully capture the flow of both air and water
constituents and the interactions among the two fluid constituents and the single solid constituent in the host matrix
(see Section 2). To capture the onset and propagation of the fracture due to drying and wetting, this three-field
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poromechanics model is coupled with a phase field fracture model, where the location of the crack is implicitly
represented by a phase field. The implication of the phase field to the stiffness degradation and the permeability
enhancement for both air and water constituents are considered in Section 3. Besides, detailed discussion of the
extended permeability, the volume fractions, the stress degradation formulations, and the phase-field evolution
relation are presented. The different interpretations of the effective stress and suction for crack growth induced by
drying-induced and fluid-driven mechanisms are considered. In drying-induced fracture, the occurrence of cracking
is associated with the vanishing of the solid effective stress contribution as well as the suction contribution, as
the only medium in the crack would be the free fluid. In the case of hydraulic fracturing, crack growth is caused by
build-up of the excess pore-water pressure. The cracking is associated merely with vanishing of the solid effective
stress. A summary of the governing balance relations is then introduced in Section 4.
The numerical treatment of the emerging set of equations is presented in Section 5. In this, the mathematical
description of unsaturated porous media fracture results in a set of coupled partial differential equations (PDE), see
also, e.g. [64,65] for discussions. The numerical solution includes implicit time integration and spatial discretization
using the finite element method (FEM). In this, particular care is given to the numerical stability, especially for
very-low permeability cases, where the twofold inf–sup condition could be violated. Moreover, the presence of the
phase-field approach adds an additional differential equation to the porous media problem. Thus, a suitable time-
stepping algorithm, consisting of monolithic and staggered solution steps is needed to solve the coupled problem.
In order to verify the presented formulations and solution schemes, two 2D numerical boundary-value-problems are
presented in Section 6 and compared qualitatively with experimental results on desiccation-induced cracking and
hydraulic fracture from the literature.
As for notations and symbols, bold-faced letters denote tensors (including vectors which are rank-one tensors);
the symbol ‘·’ denotes a single contraction of adjacent indices of two tensors (e.g. a ·b = ai bi or c·d = ci j d jkei⊗ek
); the symbol ‘:’ denotes a double contraction of adjacent indices of tensor of rank two or higher (e.g. C : ϵe =
Ci jklϵeklei ⊗ e j ); the symbol ‘⊗’ denotes a juxtaposition of two vectors (e.g. a ⊗ b = ai b j ) or two symmetric
second order tensors (e.g. (α ⊗ β)i jkl = αi jβkl). Moreover, (α ⊕ β)i jkl = α jlβik and (α ⊖ β)i jkl = αilβ jk . We also
define identity tensors (I)i j = δi j , (I4)i jkl = δikδ jl , and (I4sym)i jkl = 12 (δikδ jl + δilδk j ), where δi j is the Kronecker
delta. The gradient and divergence operators (following the solid motion) of a second-order tensor T are expressed,
respectively, as ∇T = Ti j,kei ⊗ e j ⊗ ek and ∇ · T = Ti j, j ei . As for sign conventions, unless specified otherwise,
we consider the direction of the tensile stress and compressive pressure as positive.
2. Continuum unsaturated porous media model
The underlying study proceeds from a triphasic porous material, consisting of a microscopically heterogeneous
solid phase ϕS , a liquid phase ϕL such as water ϕW and a gas phase ϕG such as air ϕA. For the continuum mechanical
description, homogenization is applied to a representative volume element (RVE) of the triphasic material, yielding
a smeared-out effective continuum ϕ with overlapped, interacting and statistically distributed constituents. However,
unlike composite materials in which multiple constituents of the RVE are expected to follow the same trajectory
at the macroscopic scale, the constituents of the fluid-infiltrating porous media are not expected to always move
together unless they are at the undrained limits [66–68].
Having immiscible constituents with α ∈ {S, L ,G}, the volume fraction nα := dvα/dv of ϕα is defined as
the ratio of the partial volume element dvα to the total volume element dv of ϕ. Additionally, sβ := nβ/nF with
β ∈ {L ,G} is introduced as the saturation of ϕL and ϕG , see, e.g. [69]. Following this, the saturation constraints
can be expressed as∑
α




nS : solidity ,
nF : porosity and
∑
β
sβ = sL + sG = 1 . (1)
For each constituent, one defines a material (intrinsic) density ραR := dmα/dvα and a partial density ρα := dmα/dv,
where dmα is the local mass element of ϕα . Therefore, the density of the entire mixture ρ as well as of the individual
constituents can be summarized as follows
ρ := ρS + ρL + ρG with ρS = nSρSR , ρL = nLρLR , ρG = nGρGR . (2)
In an unsaturated porous medium, the liquid saturation is assumed to vary between a maximum value, i.e. sLmax =
1−sGres, and a minimum value sLmin = sLres, with {sLres, sGres} being residuals of the liquid and gas saturation, respectively.
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Thus, having pc := pG − pL as the capillary pressure with pG and pL as effective pressures of the gas and liquid
phases, respectively, several mathematical relations between sL and pc can be found in the literature, which are
mainly based on the comparison with experimental retention curves, see [70]. In this study, we consider the van
Genuchten (VG) model [62] for water-saturated soils, in which the soil–water retention curve (SWRC) can be
expressed as
sW = sWeff (1− sWres − s Ares)+ sWres with sWeff(pc) =
[
1+ (αvg H (x)) jvg]−hvg and H (x) := pc
γw0
. (3)
In this, H (x) is the static pressure head and γw0 is the specific weight of water. Moreover, two relative permeability
factors for the flow of water and gas in the unsaturated zone are introduced, which are expressed, respectively, as
kWr = (sWeff)ϵvg
[
1− (1− (sWeff)1/hvg )hvg ]2, k Ar = (1− sWeff)γvg (1− (sWeff)1/hvg )2 hvg (4)
with sWeff being the effective degree of water saturation and αvg, jvg, hvg, ϵvg, γvg are van Genuchten model
parameters. The relative permeability factors kWr and k
A
r are multiplied by the intrinsic permeability K
S of the
porous material in the sense of correction factor. Thus, very low values of these factors, especially in the extreme
cases of maximum or minimum saturation might lead to numerical instability. As a remedy for this challenge, lower
values of these factors, justified by experimental evidences, have been proposed in the literature such as in [71]
or [61]. In the current work and similar to Uzuoka and Borja [61], a lower limit of 1× 10−3 is adopted for relative
permeability factors during the numerical calculation.
2.1. Kinematics
The formulation presented in this work is restricted to a geometrically linear regime of the solid deformation.
Throughout this work, we formulate our model at the continuum scale, where we assume that a material point can
simultaneously be occupied by fractions of solid, liquid and gas constituents. For convenience, we then derive the
formulations by following the trajectory of the solid matrix formed by the solid constituent. For brevity, we drop
the designation of the solid phase S, such that the mapping between the reference and current configuration of the
solid matrix can be expressed as x = φS(X, t) = φ(X, t). Thus, the linearized infinitesimal solid strain tensor ε
can be expressed as
ε = 12 (∇ uS + ∇T uS) , (5)
where uS is the solid displacement vector. The material time derivative of an arbitrary vector quantity (•) with
respect to the motion of ϕα is mentioned to in the following as (•)′α . Using vβ with β ∈ {L ,G} to denote the fluid
velocities, the motion of the liquid and gas phases are expressed in Eulerian settings with reference to the solid
motion [2,6,9,59,63,66,68,72]. Therefore, we apply the material time derivative with respect to the motion of the
solid constituent as





+∇(•) · vS . (6)
2.2. Balance principles under isothermal conditions
Under the assumption of an isothermal state, the deformation and fluid flow in the unsaturated medium are
governed by the mass and momentum balance equations. The local mass balance of each constituent can be
expressed as (cf. [2,59,63,67,73–75])
ρ˙α + ρα ∇ · vS + ∇ ·
[
ρα(vα − vS)
] = qˆα . (7)
In Eq. (7), qˆα is the mass supply (production) term, which fulfills the condition qˆ S + qˆ L + qˆG = 0 for a closed
system. Moreover, the condition qˆα = 0 holds true if no mass exchange among the constituents is considered, which
is applied in our models for drying-induced fracture. However, as discussed in [10], in dealing with boundary-value
problems of hydraulic fracturing, the liquid injection takes place in a certain non-porous part of the domain with
nS ≈ 0. For this, a source location function Q(x) to be considered in the liquid mass balance, so that Q = 1 for the
external source location and Q = 0 otherwise. To this end, a local liquid mass supply (or sink) term qˆ L := qˆ Ext Q(x)
will be defined, so that the production terms vanish everywhere in the domain except for that of liquid and only
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at the injection source. Following the trajectory of the solid matrix, the solid mass balance can be expressed as
(cf. [4,76])
ρ˙S + ρS ∇ · vS = 0, (8)
which is obtained by the material time derivative following the solid motion. An explicit relation of the solid volume
fraction nS as a function of the solid matrix deformation uS can then be derived based on the assumption that the
solid constituent is incompressible (cf. [4,7,36,43,77]). Having FS as the solid deformation gradient, the related
Jacobian JS := det(FS) = dvS/dVS is introduced as a mapping of a referential differential volume element dVS
into a current differential volume element dvS . Therefore, in the initial configuration with no volumetric deformation,
we have JS0 = 1. The solid mass conservation with the condition of incompressibility (ρSR0 = ρSR = const.) and
linearization yields:
nSρSR dvS = nS0ρSR0 dVS −−−−−−→ nS = nS0 J−1S linearization−−−−−−→ nS ≈ nS0 (1−∇ · uS) (9)
with nS0 being the initial solid volume fraction. Assuming barotropic fluids ϕ
β , a simple relation among the material






Inserting Eq. (10) together with the definition of saturation sβ := nβ/(1 − nS) in Eq. (1) yields the following two
mass balance relations of liquid and gas, respectively, as
(1− nS)s˙L + n
L
κ L
p˙L + sL ∇ · vS + 1
ρLR
∇ · [ρL (vL − vS)] = qˆ L , (11)
(1− nS)s˙G + n
G
κG
p˙G + sG ∇ · vS + 1
ρGR
∇ · [ρG(vG − vS)] = 0 . (12)
For the linear momentum balance, we neglect the inertial term. The local momentum balance of each constituent
can then be expressed as
∇ · σ α + ρα g + hα = 0 , (13)
where σ α is the symmetric partial Cauchy stress tensor and g is the gravity acceleration vector. Additionally, hα is
the direct momentum production (local force interaction) between the constituents ϕα , where the overall conservation
of momentum requires hS + hL + hG = 0. Summing up the momentum balances of the individual constituents
yields the overall momentum balance as
∇ · σ + ρ g = 0 (14)
with the total stress σ := σ S + σ L + σG .
2.3. Constitutive modeling
In analogy to the fully-saturated porous media and neglecting the intrinsic volumetric deformation of the solid
material (Biot’s coefficient αB ≈ 1), the effective solid stress σ ′ can be expressed in terms of the total stress σ and
an equivalent pore pressure p = p(pL , pG, sL ) as
σ ′ = σ + p I = σ + pG I − χ (pG − pL )  
pc
I (15)
with χ being Bishop’s coefficient [78] related to the degree of saturation sL . Assuming χ = sL with no residual
saturations results in a Terzaghi-like formulation of the effective stress, where χ = sL = 1 for a fully saturated
and χ = sL = 0 for a fully dried medium. A common choice of the Bishop’s coefficient is to set χ = sL
as was suggested in [79]. However, for fine soils under a high suction pc and with non-zero residual water
saturation (i.e. sLres ̸= 0), putting χ = sL according to Eq. (3)1 overestimates the contribution of the suction in
the effective stress relation (i.e. the term sL pc). Thus, following the discussion about the micro-structural analysis
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of the saturation and effective stresses in [80], we consider in this work χ = sLeff in Eq. (15) as sLeff = 0 for sL = sLres.
This consideration is justified as the residual saturation is mainly associated with the non-free water found in the
micro-pores and connected via physico-chemical bonds to the solid phase, thus not contributing to the suction.
The solid free energy function ψ Sel within linear elasticity can be expressed as
ψ Sel(ε, ε
h) = µS εD : εD + 12 κ S (tr ε)2 (16)
with εD as the deviatoric strain. The next step is to find the stress measure, which is energy-conjugate to the strain
tensor ε. In a fluid-infiltrated porous material, this corresponds by definition to the effective stress σ ′, which is
derived as




= 2µS εD + κ S (tr ε) I (17)
with κ S := λS + 23µS being the bulk modulus of the porous solid matrix, given in terms of the macroscopic Lame´
constants µS and λS .
3. Phase-field fracture
This section describes the phase-field model used to capture the capillary-induced fractures due to drying and
wetting of the unsaturated porous media. The multiphysical coupling mechanisms such as the porosity–retention–
permeability relation of the unsaturated porous media and the related degradation of the solid skeleton, are discussed.
This is beside the balance law for the phase-field fracture model.
3.1. Phase field fracture as a smeared crack approach
The phase-field modeling is applied for modeling the onset and propagation of brittle fracture, which approxi-
mates the sharp crack edges by diffusive zones represented by a phase field d S(x, t).
d S(x, t) ∈ [0, 1] with
⎧⎨⎩d
S = 1 :cracked solid phase ,
d S = 0 :intact solid phase ,
0 <d S< 1 :diffusive interface .
(18)
Having Γ as the set of discontinuous fractures inside the continuum body Ω with d A as the crack surface unit,
the total area of the fracture surfaces AΓ , which is naturally an area integral over Γ , can be approximated in the




d A ≈ AΓd =
∫
Ω
Γd (d S,∇d S)d V with Γd = 12 lc
[
(d S)2 + lc2 |∇d S|2
]
. (19)
In this regard, Γd represents the crack density function per unit volume and lc > 0 is a regularization parameter
(internal length) that controls the width of the transition zone between the cracked and the intact zones, see [81].
Having the critical fracture energy Gc (or Griffith’s crack surface energy required to create a unit area of the fracture
surface [15]), the fracture energy as a function of d S and its gradient ∇ d S can be expressed as
ψ Sfrac(d
S,∇d S) = GcΓd (d S,∇d S) = Gc2 lc
[
(d S)2 + lc2 |∇d S|2
]
. (20)
For additional details and a wide range of applications and extensions about the approach of diffuse fracture using
the phase-field method, we refer to Bourdin et al. [38], Kuhn and Mu¨ller [82], Patil et al. [83], Ambati et al.
[84], Weinberg and Hesch [85] and Miehe et al. [86] and Bryant and Sun [87] among others.
3.2. Effective porosity–permeability–retention relationships with crack opening and closure
In this section, we propose phenomenological relations to capture the porosity–permeability–retention relation-
ships for effective media with crack opening and closure represented by the phase-field variable. The fluid flow in
the intact porous media is governed by Darcy’s law. However, a modified anisotropic permeability tensor relation
K frac is introduced in the phase-field fracture problem, where the Poiseuille’s flow in the crack region, similarly to
the flow between two parallel plates (i.e. Stokes’ hypothesis is applied, cf. [9,40,77,88]), is incorporated as a material
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law for the damaged porous media. This leads by an analytical solution of the Stokes equation to a modified Darcy’s
law for the flow in the crack region, commonly referred as the cubic law. Similarly to work on fully saturated porous
media-phase-field fracture, such as in [9,40,77,88], the intrinsic permeability tensor of a representative elementary
volume can be partitioned into two components, K poro which governs the deformation-dependent bulk hydraulic
responses that remains isotropic and Kfrac, a rank-one tensor that represents the crack opening and closure both as
a fluid conduit for the plane orthogonal to the normal vector of the crack, i.e.
K S(d S, nS) = K poro(d S, nS)+ (d S)b K frac , (21)
where b = 1 for a linear permeability transition and b = 2 for a quadratic transition. Meanwhile, it is also important
to capture the effect of damage on both the eigenvalues and eigenvectors of the permeability. While the presence of
crack is likely to increase all eigenvalues of the permeability, the enhancement of permeability is likely be largest in
the orientation aligned with the crack. The first and second terms in Eq. (21) are proposed to capture these enhanced
permeability and anisotropy induced by the presence of cracks and damage.
3.2.1. Isotropic damage-permeability relation
One important implication of using implicit function to represent crack interface is that the resultant damage zone
now contains a finite volume (as opposed to the embedded strong-discontinuity approach, which enables explicit
insertion of interfaces). When a crack grows, new sharp surfaces are formed in the models that represent cracks
via the embedded discontinuity approach. However, these new surfaces do not change the total volume of the intact
material. In contrast, a diffusive damage imposed by the phase-field approach would lead to change of the total
volume of the intact material, as damage is now distributed in a zone whose size is controlled by the length-scale
parameter. This leads to a variety of different treatments, ranging from assuming that any region beyond a certain
level of degradation as eroded space (cf. [89]) to introducing phenomenological relations to introduce an effective
anisotropic permeability model based on Eq. (21) (cf. [9,10,43]). While both approaches may capture the anisotropic
nature of the fluid conduit effect, the validity of the former approach can be viewed as questionable, as this implies
the removal of solid mass in the damaged zone. Following the phenomenological treatment in [10] of observed
gradual damage at crack edges, the impact of the damage on the isotropic part of the intrinsic permeability can be
expressed as
Kporo(nS, d S) = Kporo(n′S) . (22)
In this case, the assumed solidity n′S reads
n′S ≈ f (d S) nS0S  
nSd
(1−∇ · uS) with 0 ≤ nS< 1 , (23)
where we define f (d S) := 1− (d S)2. Thus, for an initially intact material with d S = 0, Eq. (9)3 is recovered. From
a physical point of view, this assumed solidity n′S can be equal to the real solidity nS if the damage does lead
to sufficient fragmentation that turns intact rack into fine fragmented particles, which could be washed out during
hydraulic fracture as shown in the experimental work by Haimson [90]. However, in such a case, the formulation
must take into account the effect of mass exchange as well as the resultant change in the “effective” viscosity. This
extension will be considered in the future but is out of the scope of current study.
Following this, the assumed porosity then reads n′F = 1 − n′S . This can be used to establish the relationship
among the damage variable (phase field), porosity and the isotropic component of the effective permeability via,
for instance, Kozeny–Carman equation, where the actual porosity nF is substituted by the assumed porosity n′F
to take account of the additional flow due to local damage. Calibrations between experimental data performed on
granite samples in [10] showed that this phenomenological approach is able to provide a good match between
the experimental data and the simulations. In a simpler case, a constant bulk intrinsic permeability tensor K poro as
K poro := K S0 I can be applied in Eq. (21), which makes the permeability enhancement only related to crack-aperture
values. Other or similar possibilities for treatment of the coupled domain-crack permeability can be found in the
literature. For instance, within finite deformations, Miehe et al. [91] proposed the usage of the Kozeny–Carman
equation for the bulk permeability and only introduced the enhancement through the term Kfrac. Other works such
as Pijaudier-Cabot et al. [92] and Rahimi-Aghdam et al. [93] suggested other phenomenological relations to replicate
the permeability changes for distributed damage that exhibits an approximately isotropic effect.
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3.2.2. Crack as anisotropic permeability enhancement
The presence of the crack in the solid matrix may also introduce anisotropy in the effective medium. The
underlying work addresses the additional flow due to the presence of crack opening and closure, where the “cubic
law” can be applied in both cases as was experimentally verified by Witherspoon et al. [94]. Several approaches
for the crack width estimation in case of open cracks (wc) can be found in the literature, which are mainly related
to the displacement field along the fracture. For instance, within the phase-field method, the crack width can be
computed using the normal vector on the fracture boundary [40,88,95], by employing the phase-field gradient and
application of a line integral along the fracture [48,57] or following the level-set approaches with the related finite
element interpolation [96]. On the other hand, estimation of the effective or residual crack aperture (wr ) for closed
cracks in, e.g., phase field fracture, is not straightforward, as the displacement jump normal to fracture boundaries
usually vanishes. Experiments applied in [94] showed that these widths could be of micro-meter order, whereas one
distinguishes between the real measured crack width and the effective width related to approximation of the fluid
flow via the cubic law. Thus, with wc as the opened-crack mechanical aperture, wr as the residual crack aperture for
the case of a closed crack and fc as the correction factor related to the roughness of the crack surfaces [94,97,98],
a unified relation to calculate the intrinsic permeability in the fracture domain can be expressed as




(I − nd ⊗ nd ) with nd := ∇d
S
|∇d S| and wh := max
{
( fc wc)χd (open crack)
( fc wr )χd (closed crack) .
(24)
In this, nd is a unit vector normal to the fracture boundary and wh is introduced as the hydraulic width of the
crack for both open and closed cracks. Moreover, χd is a level-set function that explicitly defines the cracked
region and is given using the Heaviside step function H as χd = H (d S − 0.5). The mechanical crack opening wc
can be approximated at each quadrature point of the crack path based on the elongation of a 1D line element he
perpendicular to the fracture path. Thus, having the strain tensor ε and the unit normal vector nd , the open crack
width can be calculated as
wc := ∥he (1+ nd · ε · nd )∥ . (25)
More details about the smeared displacement jump approximation can be found in, e.g., [40]. An accurate estimation
of the intrinsic permeability and the related residual crack opening for a closed crack in a real experiment
requires, for instance, micro-CT scan of the crack region and knowledge about the applied normal stresses at crack
boundaries. Thus, reliable experiments or Lattice-Boltzmann simulation of the flow may help to approximate the
enhanced intrinsic permeability. In the numerical simulation in this work, we assume for simplicity that the intrinsic
permeability in closed cracks is 10 times greater than the initial permeability of the porous matter and the roughness
of the crack surfaces fc ≈ 1 . Thus, implementing the cubic law, wr can be calculated as wr :=
√
12× (10× K S0 ) .
Besides the volume fractions and the permeability, the residual saturations of liquid and gas phases are also extended
to be functions of the phase-field variable. This is because the residual saturations could be different between
the crack and the porous domain. Thus, having sβres,c as the residual saturation in the crack and s
β
res,p the residual
saturation in the porous domain, a linear transition between the two quantities can be expressed as
sβres = (1− d S) (sβres,p − sβres,c) + sβres,c (26)
3.3. Degradation of solid skeleton in two effective stress theories
In the desiccation process, the contribution of suction on the path-dependent behavior of the solid matrix is
significant. During the desiccation process, the crack growth in unsaturated porous media may lead to degradation
of the stiffness of the solid matrix as well as the breakage of the liquid thin film that is formed inside the solid
matrix. For instance, in the pendular regime with a degree of saturation below 20%, the suction contribution to
the total stress is associated with liquid bridges formed among the micro granulates. Movement of particles or the
solid matrix, such as during Mode I opening, however, may rupture these liquid bridges. As a result, the force
chains formed by these liquid bridges may loss connectivity and this, in return, further the degradation process and
continuous drying, see, e.g. [5,99,100] for analogous discussions. In contrary, hydraulic fracturing is associated with
an increase of the liquid pressure far above the gas pressure. Thus, this leads to degradation of the solid stiffness,
whereas the contribution of suction is too small or negligible. Fig. 1, left, illustrates a crack in unsaturated medium
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Fig. 1. Illustration of desiccation cracking in unsaturated porous material with the absence of liquid bridges and solid matters in the crack
(left). Illustration of hydraulic fracture in unsaturated porous media with negligible contribution of suction as sL ≈ 1 (right).
with the absence of liquid bridges and solid matters in the crack. Fig. 1, right, illustrates the hydraulic fracturing
where the only medium in the crack is liquid (sL ≈ 1).
This degradation is realized through introduction of a phase-field degradation function G(d S) := [(1 − η)(1 −
d S)2 + η], which is responsible for the crack-induced energy dissipation. In this, 0 < η << 1 is a small residual
stiffness parameter needed to ensure the numerical stability (see, e.g., [47,82]). In desiccation-induced cracking, the
free energy in the crack evolution formulation ψ(ε, pc) is related to the elastic deformation and suction, whereas
in hydraulic fracturing, we consider the free energy ψ(ε) as a function only of the elastic strain. It is also assumed
that the degradation occurs under tension and shear and not under compression. Thus, we split the free energy
ψ(ε, pc) or ψ(ε) into a positive part ψ+, including the tensile and the shear response, and a negative part ψ− that
includes the compressive response. Following this, the total potential energy ψ of the isotropic unsaturated porous
body, exposed to desiccation or hydraulic fracturing, can be expressed as
ψ := G(d S)ψ+ + ψ− + Gc Γd (d S, ∇d S)  
ψ Sfrac
. (27)
The total stress in Eq. (15) for the desiccation cracking can now be written in terms of the positive and negative
stress terms, σ+d and σ
−
d , as















− pG I , (28)
where for an arbitrary scalar (·), the Macauley brackets are defined as ⟨·⟩± = 12
[
(·) ± |(·)|] . For the hydraulic
fracturing, the total stress is expressed as















+χ (pG − pL ) I − pG I , (29)
showing that only the solid effective stress contributes to material cracking resistance.
3.4. Phase-field balance law
The phase-field evolution relation can be derived following the Allen–Cahn approach [101], in which a
reaction–diffusion equation is applied to express the process of phase separation, yielding
d d S(x, t)
dt




−2 (1− d S)ψ+ + Gc
lc
(
d S − l2c∇ · ∇d S
)]
. (30)
The scalar parameter M > 0, interface mobility parameter, controls the time scale of the phase-field evolution.
Assuming a constant value of M yields the Ginzburg–Landau evolution equation, see, e.g., [49,82,102]. In
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quasi-static settings with d d
S
dt ≈ 0, Eq. (30) is reformulated according to Miehe et al. [49] yielding














and ψ+max := max
τ∈[0,t]
ψ+ . (32)
In this, ψ+max represents the maximum positive elastic strain energy density, which is introduced following Miehe
et al. [103] to prevent crack healing and to assure the irreversibility of the phase-field variable during crack closure or
cyclic loading. The crack driving force Dc is proportional to ψ+max that includes the elastic energy. Thus, it becomes
greater than zero once the material is under tension or shear, leading to degradation of the material stiffness at lower
values of the stresses. To overcome this undesired effect associated with underestimation of the material resistance,
and following a comparable approach within gradient-damage mechanics, see [104,105], a modified crack driving
criterion was suggested by Miehe et al. [49] that enforces the crack driving force to be zero as long as the occurring
positive energy ψ+ or the corresponding principal stresses σ+p,i are below a certain threshold, i.e. the critical stress











The positive principal stress σ+p,i is derived from σ
+
d for the desiccation fracture and from σ
+
h for the hydraulic
fracture modeling. The criterion in Eq. (33) is very similar to the classical maximum principle stress criterion








with σ+p,max being the maximum positive principal stress. Details about the derivations of the Dc can also be found
in, e.g [49] or [10].
4. Summary of the governing balance relations
The mathematical description of the desiccation-induced and hydraulic fracturing of unsaturated porous media,
results in the following four coupled partial differential equations (PDE) with primary unknowns {uS , pL , pG , d S}:
• Overall momentum balance:
Restricting the treatment to quasi-static loadings in which the acceleration terms can be neglected, the
momentum balance of the three-phase medium for solving drying-induced cracking can be expressed as
∇ ·
[




+ρ g = 0 . (35)
For a fully cracked region with G(d S) ≈ 0 and ρ ≈ ρG , Eq. (35) yields the momentum balance of air in
the crack where no solid or water phases exist. In dealing with hydraulic fracturing, the stress relation from
Eq. (29) should be considered and the momentum balance of the three-phase medium then reads
∇ ·
[




+ρ g = 0 . (36)
Apparently, for a full crack with G(d S) ≈ 0, which is completely filled with liquid, i.e. χ ≈ 1 and ρ ≈ ρL ,
Eq. (36) results in the pure liquid momentum balance.
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• Liquid mass balance:
Eq. (11) together with the liquid momentum balance and the retention curve relation (3) yield the following
liquid-phase momentum balance[nL
κ L




















K S (−∇ pL + ρL g)
]
= qˆ L .
(37)
The material time derivative with respect to the motion of the solid matrix motion is denoted by an overdot
and µL is the dynamic viscosity of liquid phase.
• Gas mass balance:



























where µG is the dynamic viscosity of gas phase.
• Phase-field evolution equation:
Inserting Eq. (33) in Eq. (31) yields the governing phase-field equation as
(1− d S)Dc −
[
d S − l2c∇ · (∇d S)
]
= 0 . (39)
5. Numerical treatment and stability challenges
We discuss in the following the numerical solution using the finite element method (FEM) of the unsaturated
porous media-phase field initial–boundary-value problems, with the primary variables {uS , pL , pG , d S} and the
governing equations in strong form (35)–(39). Let B denotes the domain of interest with ∂B being its boundary,
∂B is split for each variable into Dirichlet (∂BD) and Neumann (∂BN ) boundaries, where ∂BD ∪ ∂BN = ∂B and
∂BD ∩ ∂BN = ∅. In particular, the Dirichlet and Neumann boundary conditions are given, respectively, for each
variable as
uS = uS on ∂Bu σ n = t on ∂Bt
pL = pL on ∂BpL nL (vL − vS) · n = qL on ∂BqL
pG = pG on ∂BpG nG(vG − vS) · n = qG on ∂BqG
d S = d S on ∂Bd ∇d S · n = 0 on ∂Bqd
(40)
with n as an outward-oriented unit surface normal. In the derivation of the weak formulations, the spaces of the
trial spaces of the solution variables can be specified as follows
Vu = {uS : B→ R3 |uS ∈ [H 1(B)]3, uS|∂Bu = uS}
VpL = {pL : B→ R |pL ∈ [H 1(B)], pL |∂BpL = pL}
VpG = {pG : B→ R |pG ∈ [H 1(B)], pG |∂BpG = pG}
Vd = {d S : B→ R |d S ∈ [H 1(B)], d S|∂Bd = d
S} ,
(41)
where H 1 is the order-one Sobolev space. Following this, the spaces of weighting functions, corresponding to the
solution variables can be expressed as
Su = {η : B→ R3 |η ∈ [H 1(B)]3, η|∂Bu = 0}
SpL = {ψ : B→ R |ψ ∈ [H 1(B)], ψ |∂BpL = 0}
SpG = {φ : B→ R |φ ∈ [H 1(B)], φ|∂BpG = 0}
Sd = {ω : B→ R |ω ∈ [H 1(B)], ω|∂Bd = 0} .
(42)
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Applying the standard weighted residual procedure and making use of the test and weighting functions from (41)
and (42), the variational formulations of the governing equations (35)–(39) are presented in the following:




∇η · σ dv −
∫
B
η · ρ g dv −
∫
∂Bt
η · t da = 0 . (43)




ψ CL L p˙L dv +
∫
B
ψ CLG p˙G dv +
∫
B












ψ · qL da −
∫
B
ψ qˆ L dv = 0 .
(44)




φ CGL p˙L dv +
∫
B
φ CGG p˙G dv +
∫
B












φ · qG da = 0 .
(45)











∇ω · l2c∇d S dv = 0 . (46)
For solving of initial–boundary-value problems, the system of equations is implemented in the FlexPDE 7.12
package, which integrates equations in time using a second-order implicit Backward Difference Formula (BDF2)
discussed in [106]. In this, a staggered procedure is applied between the coupled porous media problem (43)–(45)
and the phase field problem (46). For the spatial discretization within the finite element framework, the procedure
of Bubnov-Galerkin is applied. The primary variables z(x, t) = {uS, pL , pG, d S} and the weighting functions
s(x) = {η, ψ, φ, ω} are approximated over the discrete spatial domain using space-dependent shape functions









with the trial spaces V hu , V
h
pL ,
V hpG , V
h
d , whereas s ≈ sh =
{
ηh, ψh, φh, ωh
}







Having GhP M as the space-discrete, strongly coupled porous media problem, which considers GuS , GpL and GpG
from Eqs. (43)–(45), and Gh
d S
as the space-discrete phase-field equation from Eq. (46), the solution steps at time
t(k+1) = t(k) +∆t with ∆t being the time increment are summarized in Box 47.
Summary of the staggered-monolithic solution scheme
Initialization: z(k) := z(x, t(k)) and z(k−1) := z(x, t(k−1)) are known values
Update the boundary conditions at time t(k+1)
Find: z(k+1) := z(x, t(k+1)) at time t(k+1) = t(k) +∆t
Step 1: Calculation of the crack deriving force Dc based on the data from t(k)
−→ Dc := max
τ∈[0,t]
Dc (non-reversible)
Step 2: Solving the phase-field problem Gh
d S
using the BDF2 scheme and Dc from Step 1
−→ d S(k+1)
Step 3: Solve monolithically the coupled equations GhP M using the BDF2 scheme and d S(k+1)
−→ {uS, pL , pG} (k+1)
Step 4: Check the error limit for convergence and update the time step
(47)
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In this procedure, time adaptivity is applied to keep the root-mean-square (RMS) temporal errors below a certain
limit, which is set in all simulations to E R Rt = 2× 10−3, whereas the initial time step is set to ∆t = 1× 10−5 s.
With regard to the system of nonlinear differential equations, a modified Newton–Raphson iteration procedure is
implemented in FlexPDE 7.12 package. In this, the numerical solution is done by computing the Jacobian matrix
of the nonlinear time-dependent system equations and performing the Newton iterations at each time step until
the convergence is reached. The maximum Newton iteration limit is set to 40 iterations, whereas the minimum
acceptable residual improvement in Newton–Raphson backtracking of steady-state solutions equals 0.1. More
information and references to the solution of coupled problems can be found in, e.g, [65,107,108] and [109].
The finite element implementation considers equal-order, quadratic shape functions for the all variable, i.e. uS ,
pL , pG and d S . In solving the coupled problem of unsaturated porous media in a monolithic manner (step 3 in
Box 47), special focus is laid on the numerical stability. In particular, the goal is to have a stabilized uS-pL -pG
equal-order finite element, which eliminates spurious numerical oscillations in the limits of very small intrinsic
permeability, very high fluid viscosity, near sharp interfaces (like crack edges), near drained boundaries, in the
undrained or completely drained states. Having two pressure fields, the necessary conditions for existence and
uniqueness of the solutions were discussed by Howell and Walkington [110] and Sun et al. [68] based on the
twofold inf–sup condition analysis. Within mixed quasi-compressibility methods for enforcing the stability of such
problems, we apply in this work the pressure projection stabilization procedure. In particular, a stabilization term
of the form ∇ · (αβ∇ p˙β) with β ∈ {L ,G} was added to both the water and the air mass balances (Eqs. (37) and
(38), respectively). In this, αL and αG the stabilization parameter were chosen equal in the numerical treatment.
6. Numerical examples
6.1. Modeling of drying-induced fracture under a constant drying rate
Reproducible and well-constrained laboratory experiments on a drying-induced crack of compacted and con-
strained fill were presented in [111] and [14], whereas other desiccation tests can also be found in the literature
as, e.g., in [13] and [112]. In particular, water-saturated clay soil was compacted in semi-circular steel molds. To
guarantee frictional boundary conditions between the clay sample and the mold as a necessary condition for the
onset of the cracking, the internal surface of the mold was coated with coarse sand. Based on the real geometry of
the experiment and in analogy to Cajuhi et al. [35], a 2D numerical model representing the central cross-section was
constructed as illustrated in Fig. 2. Moreover, to capture imperfections of the upper boundary in the experiments,
such as initial micro-cracks, a number of flaws (distributed notches) are placed at the upper boundary of the model
geometry (see, e.g., [34], for an analogous treatment using reduced-stiffness elements). The basal model boundary
is approximately considered fixed, whereas free basal boundaries fail to generate sufficient tensile stresses in the
domain and, thus, no crack would be generated, see, [14]. The drying boundary conditions are represented by water
flux (constant drying rate) at the discharge boundary and approximated by qw = (nF/nF0 ) 6·10−7 m/s . Additionally,
the source term in the fluid mass balance has been disregarded, i.e. qˆW = 0, and the crack driving force (34) has
been considered. After onset and propagation of cracks, which start from the boundary, the out-flux from the crack
side will increase as nF = nW + n A → 1.
The unsaturated clay material parameters together with van Genuchten model parameters are summarized in
Table 1, which are taken from several references like [35]. Based on experimental observations (see, [14]), the
elasticity modulus E S and the tensile strength σt are proportional to the gravimetric water content (moisture content)
Wt .1 In the simulation, the clay is assumed to behave elastically during the drying process until the onset of the
brittle fracture.
For the phase-field implementation, the residual stiffness in this example is chosen as η = 0.01, whereas the
regularization parameter lc and the mesh size he have been changed according to the studied cases. In the following,
we study in details the effects of changing the intrinsic permeability values, the mesh size and the retention curve
parameters on the crack patterns, whereas other factors might affect the drying-induced fracture patterns as was
discussed in [14]. In our implementation, it is also worth mentioning that the stabilization numerical parameters
αL and αG , inducing pseudo compressibility to the problem, slightly affect the fracture patterns. Therefore, it is
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Fig. 2. Illustration of the geometry and boundary conditions of the 2D symmetric desiccation model (top). Illustration of the finite element
mesh using triangular quadratic-order elements (bottom).
Table 1
Parameters of the unsaturated clay including the retention curve parameters.
Parameter Sym. Val. Unit
Young’s modulus of ϕS E S 1770 · 106e−0.297 Wt Pa
Poisson’s ratio of ϕS νS 0.3 –
Tensile strength σt 228 850 e−0.14 Wt Pa
Initial intrinsic permeability K S0 5 · 10−14 − 5 · 10−16 m2
Effective solid density ρSR 2670 kg/m3
Initial solidity nS0 0.6 –
Effective water density ρWR 1000 kg/m3
Water material bulk modulus κWR 2.2 · 109 N/m2
Eff. dyn. water viscosity µWR 1.0 · 10−3 N s/m2
Effective air density ρAR 1 kg/m3
Air material bulk modulus κ AR 1.0 · 105 N/m2
Eff. dyn. air viscosity µAR 1.8 · 10−5 N s/m2
Residual water saturation sWres 0.15 –
Residual air saturation s Ares 0.15 –
Van Genuchten model parameter αvg 0.028 m−1
Van Genuchten model parameter jvg 1.3 –
Van Genuchten model parameter hvg 0.231 –
Van Genuchten model parameter ϵvg 0.5 –
Van Genuchten model parameter γvg 0.5 –
important to choose these parameters as small as possible to get a stable but correct solution. In all studied cases,
however, cracks start from the outer boundaries with the first crack from the bottom of the domain, and the number
of cracks decreases by increasing the permeability parameter, which agrees qualitatively with observations from the
literature.
6.1.1. Effect of intrinsic permeability changing
In the context of Darcy’s pore-fluid flow in porous media, the variation of the fluid dynamics viscosity, the
intrinsic permeability, and the fluid in-flux rate would have a similar effect on the cracking patterns. Therefore, we
restrict the study in this part to the effect of intrinsic permeability variation on the drying-induced crack patterns.
The phase-field regularization parameter is set to lc = 1.9 mm, which is twice the regular mesh size he ≈ 0.95 mm.
All the model and material parameters are fixed in this comparison, and only the permeability parameter is changing
For the case of lowest permeability of K S0 = 5 · 10−16 m2, Fig. 3, left, shows the crack paths via the phase-field
variable at sequence time steps. Several well-defined and fully penetrating cracks beside a number of partially-
penetrating cracks are generated. These cracks are a result of the drying-induced tensile stress in the sample domain.
The development of air pressure pA for K S0 = 5 · 10−16 m2 is depicted in Fig. 3, right. In this, the pressure is zero
at the drying boundaries and very low in the cracks, whereas the maximum values are in the domain between the
cracks.
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Fig. 3. Contour plots at different times (t1 = 615 s, t2 = 685 s, t3 = 965 s, t4 = 1770 s) of the phase-field variable d S (left) and of the
corresponding air pressure pA (right) for K S0 = 5 · 10−16 m2.
Fig. 4. Air pressure pA , water pressure pW and the suction contribution to the momentum balance pc := −G(d S) (pA − pW ) at t4 = 1770 s
and at section A − A illustrated in Fig. 3. Air pressure pA at sections B − B and C − C inside the cracks as illustrated in Fig. 3 for
K S0 = 5 · 10−16 m2.
To quantify the air and water pressures inside and outside the cracks and their contribution to the suction,
Fig. 4, left, presents pA and pW at time at t4 = 1770 s and section A − A. As the suction contribution pc =
pA − pW is multiplied by the degradation function in the momentum balance (see, Eq. (28)), we plot the quantity
pc := −G(d S) (pA − pW ) that represents the actual contribution of suction to cracking resistance. In this regard,
the saturation degree barely changes in the undamaged zone (very low permeability). However, due to the hydro-
mechanical coupling effect, the contraction of the solid skeleton is sufficient to induce enough air pressure changes
that lead to positive air pressure inside the undamaged zone. Thus, pc would be underestimated if the air pressure
is considered constant, as in two-phase models. Fig. 4, right, depicts the air pressure at t4 = 1770 s in two cracks
represented by sections B − B and C − C (see, Fig. 3). Having pressure differences between the domain and the
boundary (the pressure gradient is not equal to zero) indicates the ability of the air to flow following the Stoke’s
equations according to our formulations for d S = 1. The number of fully penetrating cracks reduces with the
increase of permeability as shown in Figs. 3, 5–7, which represent the final state as continuing the application of
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Fig. 5. Contour plots at times t1 = 715 s of the phase-field variable d S , the corresponding air pressure pA and the capillary pressure pc
for K S0 = 1 · 10−15 m2.
Fig. 6. Contour plots at times t1 = 860 s of the phase-field variable d S , the corresponding air pressure pA and the capillary pressure pc
for K S0 = 5 · 10−15 m2.
the constant drying rate qw does not lead to a significant further crack development. These configurations agree
with the experimental observations in, e.g., [14]. The air and capillary pressures for each case are also illustrated
in Figs. 5–7.
At the highest considered permeability of K S0 = 5 · 10−14 m2, Fig. 7 shows that the resulting drying-induced
tension stress values in the domain are not even high enough to generate cracks in the domain, which also agrees
with the experimental observations.
6.1.2. Effect of mesh refinement
The diffusive phase-field approach is based on spatial regularization of the sharp crack surfaces using the crack
surface density function as was discussed in Section 3. In this, the regularization parameter lc plays a central role in
the sense that the diffusive crack converges to the sharp one for lc → 0. Thus, it very important to have small values
of the parameter lc when applying the PFM. On the other hand, the presence of phase-field gradient term in the
crack density function demands the use of sufficiently fine mesh size in the simulation. In this regard, Miehe et al.
[91] suggested a rough proportionality between the mesh element size he and lc for linear elements as lc ≈ 2 he ,
where it was shown in, e.g., [43], within hydraulic fracturing that bigger values of the regularization parameters
lead to overestimation of the crack resistance. For the case of K S0 = 1 · 10−15 m2 and keeping all the material and
model parameters unchanged, we test in the following the effect of mesh refinement and the related regularization
parameters on the cracking patterns. In particular, we compare the following three cases: Case (1) with the coarsest
mesh of he ≈ 1.9 mm and lc = 3.8 mm. Case (2) with element size of he ≈ 1.13 mm and lc = 2.26 mm. Case (3) with
the finest mesh of he ≈ 0.95 mm and lc = 1.9 mm, which was also considered in studying the permeability effect.
In all cases, the mesh refinement is applied to the whole domain as crack locations or paths are not predictable.
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Fig. 7. Contour plots at times t1 = 1370 s of the phase-field variable d S , the corresponding air pressure pA and the capillary pressure pc
for K S0 = 5 · 10−14 m2.
Fig. 8. Comparison between the three cases with different mesh sizes using the contour plots of the phase-field variable d S for
K S0 = 1 · 10−15 m2. Case (1) with he ≈ 1.9 mm and lc = 3.8 mm, case (2) with he ≈ 1.13 mm and lc = 2.26 mm and case (3) with
he ≈ 0.95 mm and lc = 1.9 mm.
Fig. 8 shows the crack patterns at two time steps of the considered three different cases of mesh refinements
and the related regularization parameters. In all cases, the crack propagation starts at the bottom of the domain,
however, at different times. In case (1) the fracture starts at t = 541 s, for case (2) at t = 431 s and for case (3) at
t = 400 s. This finding reflects the fact that coarser mesh with a larger regularization parameter leads to increasing
the dissipation according to the crack density function and, thus, overestimating the material strength. Fig. 8, left,
shows the crack patterns before starting of the top-domain cracks, which are similar for all cases. Fig. 8, right, shows
the later top cracks propagation, which have different patterns. As an interpretation for this finding, the stress values
at several locations at the top of the domain simultaneously become close to the critical values associated with the
crack onset. Therefore, the crack locations become sensitive to structure-related factors like the mesh size and
regularization parameter value.
6.1.3. Variation of retention curve parameters
The following comparisons focus on the effect of retention curve parameters on the patterns of the occurring
fractures, i.e. their initiation times and locations. The parameters of the three retention curves are summarized in
Table 2, where case (3) is the one that was considered in the previous discussions. For the three cases, we consider
a permeability of K S0 = 1 · 10−15 m2 beside he ≈ 0.95 mm and lc = 1.9 mm.
Fig. 9, left, shows the crack patterns before starting of the top-domain cracks, which are similar for all cases.
However, the crack initiation time is slightly different between the cases, i.e in case (1) the fracture starts at
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Table 2
Parameters of the three different retention curves (van Genuchten
model).
Parameter Case (1) Case (2) Case (3) Unit
αvg 0.02 0.05 0.028 m−1
jvg 1.1 1.5 1.3 –
hvg 0.09 0.33 0.231 –
Fig. 9. Studying effects of retention curve parameters on crack patterns using the contour plots of the phase-field variable d S for
K S0 = 1 · 10−15 m2, he ≈ 0.95 mm and lc = 1.9 mm. The parameters for cases (1), (2) and (3) are given in Table 2.
t = 541 s, for case (2) at t = 530 s and for case (3) at t = 400 s. Fig. 9, right, shows the later top cracks
propagation, which have different patterns. These results show that different materials with different retention
curves yield different drying-induced crack patterns, which agrees with the findings in, e.g., [14]. In particular,
the generation of negative pore pressure in the unsaturated model is governed by the van Genuchten SWRC fitting
parameters, which affect the stress distribution in the domain and onset of fracture.
6.2. Hydraulic fracturing in unsaturated granite rocks
The following section presents 2D numerical solutions of phase-field hydraulic fracturing of unsaturated three-
phase porous material using the FE package FlexPDE (professional version 7.12, Linux86 64). The material
parameters are related to hydraulic fracturing experiments described in [113]. In this, a highly-viscous glycerol
fluid was applied for generating slowly propagating cracks in granite rock samples under confining stresses. Related
numerical simulations of crack propagation using the phase-field approach embedded in a two-phase porous media
model were presented in [10]. It was shown that the measured fluid pressure time history in the experiments was
very much affected by the elastic expansion of the injection system, consisting of the pump, the pipes, the packer
and the sample. These effects were then considered in the modeling by adding a total injection system compliance
term to the fluid mass balance, which helped to model the slow crack propagation and allowed for a quantitative
comparison with the experiments. The discussion of system compressibility is, however, beyond the scope of the
current manuscript, where we focus on the ability of the presented modeling framework in capturing the crack
patterns. Besides this, we consider in the simulation two injection liquids, low viscous water and highly-viscous
glycerol, and we discuss the pressure changes in the injection source, the crack and the porous domain as well as
the crack patterns.
The material parameters of the granite rock samples and the glycerol fluid, needed for the simulations, are
summarized in Table 3. Beside this, the retention curve parameters and that of water and air are taken from Table 1.
In this connection, it is assumed for the rock samples that the pores are filled by 60% gas and 40% liquid, whereas
in the notch and the crack domains we have 1% gas and 99% liquid.
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Table 3
Parameters of the granite rock samples and the injected glycerol fluid [10].
Parameter Sym. Val. Unit
Young’s modulus of ϕS E S 36.9 · 109 Pa
Poisson’s ratio of ϕS νS 0.3 –
Critical tensile strength σt 13.5 · 106 Pa
Initial intrinsic permeability K S0 5 · 10−19 m2
Effective solid density ρSR 2670 kg/m3
Initial solidity nS0S 0.99 –
Effective glycerol density ρLR 1575 kg/m3
Eff. dyn. glycerol viscosity µLR 1.48 N s/m2
Fig. 10. Geometry and boundary conditions of the 2D numerical model (top), where the width of the notch is 36 mm and the heights is
9 mm. Illustration of the finite element mesh using triangular quadratic-order elements (bottom).
To solve the initial–boundary-value problem (IBVP) of hydraulic fracturing in 2D settings, the geometry and the
boundary conditions are chosen the same as in [10] and illustrated in Fig. 10. In the first step, the confining stresses
σ1 and σ2 are applied in the first step. Thereafter, without considering the injections system compressibility, constant
liquid injection rates of qF = 0.001 mm3/s is applied in the source area, which leads to quasi-incompressible system
behavior with sudden and fast crack propagation. For the phase-field implementation, the residual stiffness is chosen
as η = 0.001 and the regularization parameter lc = 3.0 mm, which is approximately twice the regular mesh size on
the crack path. For the crack initiation and propagation, the crack driving force in Eq. (33) has been adopted with
the critical stress strength given in Table 3. A linear transition of the permeability between the crack and the porous
domain was considered, and the elasticity modulus E S and the tensile strength σt were considered as constants.
Fig. 11 presents exemplary contour plots of the phase-field variable d S the corresponding air pressure pA, water
pressure pW and the degree of saturation sW directly after the onset of the hydraulic fracturing at time t = 12.634 s
for the case of water as an injection liquid. As expected, the cracks propagate horizontally perpendicular to the
maximum confining stresses, which agrees with the observation in the experiment. It is also remarkable that the
air pressure decreases to negative values in the crack region directly after the crack nucleates. The water pressure
also decreases at the source and increases in the crack after onset of the fracture, whereas the degree of saturation
sW , as a function of the phase-field variable, increases to maximum values in the fractured domain. For a closer
look at the air and liquid pressure behaviors at the injection source and in the crack, Fig. 12, left, depicts the water
and glycerol pressure time histories at the source as well as at points A (50, 225) and B (80, 225) on the crack
paths. In the pre-crack phase, using the highly-viscous glycerol instead of water as an injection liquid allows to
reach a higher maximum pressure at the injection source, however, an earlier occurrence of the crack. After onset
of fracture and unlike glycerol, the low-viscous water can easily flow in the crack leading to a significant water
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Fig. 11. Contour plots of the phase-field variable d S the corresponding air pressure pA , pore water pressure pW and degree of saturation
sW at time t = 12.634 s for the case of water injection.
Fig. 12. Water and glycerol pressure time histories at the injection source and water pressure time history at the two points B, C on crack
path (left). Air pressure time history at the injection source and at the two points B, C for the case of water injection fluid (right).
pressure drop at the injection source. For the points B and C , a prompt increase in the water pressure takes place
when the crack reach these points. For the case of water as an injection fluid, Fig. 12, right, depicts the air pressure
time histories at the injection source and at the two points B and C . The initial values of the air pressure, resulting
from the confining stresses, decrease slowly during the pre-crack phase and then decrease suddenly after the onset
of the crack, leading to negative values in the crack region (i.e. expansion of gas). This phenomenon corresponds
to a considerable air pressure gradient between the crack and the surrounding domain. Thus, enhancing the air flow
inside the crack region. However, for the considered boundary-value problem together with the material and model
parameters, the air pressure remains less than the liquid pressure. Thus, no suction effects could be observed in this
hydraulic fracturing problem.
7. Conclusions and future work
This research work presented a unified phase-field fracture framework that captures the capillary-induced fracture
and damage in unsaturated porous media, with comparisons between simulations and experimental observations
of desiccation-induced cracking and hydraulic fracturing of unsaturated porous brittle materials. The Biot’s
poromechanics theory was used for the continuum-mechanical description of porous media on the macroscopic scale,
whereas the formulations considered three phases, i.e. solid, liquid and gas phases. In this, we restricted the modeling
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to isothermal, small strains as well as quasi-static loading conditions. Different formulations for the fracture-
related stiffness degradation were introduced for each of the aforementioned types of fracture. The introduction
of these formulations was based on the micro-structural interpretation of the effective stresses and suction during
the fracturing process. Beside this, porous media quantities like permeability and residual saturations were extended
to be functions of the phase-field variable. In this, the proposed phase-field-dependent intrinsic permeability took
into account the enhanced flow in both open and closed cracks. For the crack initiation and propagation, a crack
driving force based on the principal effective stresses and the maximum tensile stress criterion was applied. The
mathematical description of the coupled porous-media phase field problem resulted in four differential equations.
The numerical solution of these equations succeeded using a staggered-monolithic scheme within the finite element
framework, where a special focus was led on the twofold inf–sup stability condition. Hence, it has been shown that
the proposed numerical algorithm and the time integration scheme lead to robust and stable numerical solutions.
The numerical solutions of the desiccation-induced cracking and the hydraulic fracturing together with the
qualitative comparisons with experimental results from the literature showed the capability of the proposed model
to capture the coupled processes of deformation, drying, crack initiation and propagation as well as gas and liquid
flow in the crack and the porous domain. For the drying-induced cracking, it was shown that drying leads to
negative pore water pressure, which generated localized tensile stresses in the domain according to the principle
of effective stresses and suction effects. Once the principal tensile stresses exceeded a critical threshold, cracks
started to initial and propagate according to the phase-field model. The influence of the permeability, mesh size and
retention curve parameters on the cracking process and cracking patterns were also discussed. In this, crack patterns
resulted from the numerical simulations compared well with those observed in desiccation experiments, especially
in the proportionality of the number of cracks to the inverse of the intrinsic permeability value and dependency of
fracture patterns on retention curve parameters. In contrary, it was shown that the effects of suction in the hydraulic
fracturing were not significant. This is because the injected liquid pressure is far higher than the gas pressure.
Upon opening of cracks in hydraulic fracturing, the liquid and gas in the cracks expanded, which yielded to an
enhancement of the flow in the cracked region.
A number of important aspects to be addressed in our future works on unsaturated porous media fracture.
These include improving the mathematical model for good qualitative and quantitative comparisons with related
experimental data. The effects of factors like the boundary conditions (e.g. Basal interface condition), mechanical
parameters (e.g. elasticity parameters and fracture-related parameters) and hydraulic parameters ( various initial
saturations and soil–water retention curves) should also be considered in future studies. Besides, the inclusion
of modern solution approaches like the model-order reduction and the data-driven modeling, help to increase the
accuracy and efficiency of numerical solutions.
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