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ABSTRACT 
We study the classes of matrices which admit a regular incomplete factorization 
with respect to any graph set. We extend the construction to the class of real positive 
definite matrices. The convergence of the basic iteration associated with the splittings 
we have is discussed. 
1. INTRODUCTION 
NOTATION. Throughout this paper, L (U) is a lower (upper) triangular 
matrix with unit diagonal, and D is a nonsingular diagonal matrix. 
1.1. 
Suppose we want to solve the matrix equation Ax = b, where A is a large 
sparse n x n matrix. Choosing a Gaussian elimination would lead us to a 
factorization A = LDU. But the limitations of the method are the fill-in and 
the resulting high cost in terms of storage. To avoid these difficulties we may 
consider an incomplete factorization technique to obtain a splitting A = LDU 
- R, where the fill-in has been controlled by zeroing previously determined 
coefficients in L and U during the elimination (the numerical power of the 
method is shown in [l-S]). 
1.2. 
Let G be a set of pairs of integers (i, j), with 1 Q i, j< n and i * j. We 
denote by S, [9] the collection of all such sets G. 
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EXAMPLE. The simplest choice for G is G = {(i, j)]i * j and ai j * O}. 
DEFINITION. A admits a regular incomplete factorization with respect to 
G if there exist four matrices L, D, U, and R such that A = LDU - R, with 
zjj= uij= 0 if (i,j)@G, i*j, 
rij= 0 if (i,j)~G or i=j. 
We denote by %n the set of n X n matrices which admit a regular incomplete 
factorization with respect to any G E S,. An element of %n is concisely said to 
be IF-regular. 
1.3. 
In [5] Meijerink and Van der Vorst show that any M-matrix is IF-regular. 
In [4] Manteuffel extends this result for the H-matrices; he then constructs a 
regular incomplete factorization for symmetric positive definite matrices. The 
basic idea is to let A be symmetric and positive definite and write A = D - B, 
where D is the diagonal of A; then 
A(a)= D-&R 
is diagonally dominant (and thus an H-matrix) for (Y large enough. 
1.4. 
First we give conditions for a matrix to be IF-regular (these conditions 
lead us to a new proof of Manteuffel’s result). Then we extend the construc- 
tion to the class of real positive definite matrices (not necessarily symmetric). 
Finally we study the convergence of the basic iteration associated with the 
splittings we have. 
2. CLASSES OF IF-REGULAR MATRICES 
2.1. 
Let A E C”,” admit a regular incomplete factorization with respect to G: 
A= LDU- R. 
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The following relations hold [4] for 1~ i Q n, i + 1~ j< n: 
i-l 
di = a,, - c likd,uki, 
k=l 
i-l 
liidi=ai, - c 1.d u 
k=l Jk k ki 
if (j,i)EG, 
Zii=O if (j,i)@G, (*) 
i-l 
uijdi = aij - c likdkukj if (i, j)EG, 
k-l 
uij= 0 if (i, j)EG. 
For 1~ i < n we define the scheme 
(Hi ) = computation of 
di, 
Zjianduij with i+l< j<n. 
The decomposition exists iff [9] the coefficients di, 1~ i < n, in ( * ) recur- 
sively defined by the scheme (Hi), 16 i < n, are all nonzero. Using this 
scheme, we make two remarks: 
(1) If the factorization with respect to G exists, then it is unique. 
(2) If A is symmetric, and if we add the condition (i, j) E G * (j, i) E G, 
then U = Lf, and R = LDL’ - A is symmetric too. 
2.2. 
NOTATION. A E @ nxn is written 
b,cEC”-‘, E~Q:(“-l)x(n-l) 
We define 
A’=E-&cb’: 
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A’ is the “Gaussian transform” of A, for one step of Gaussian elimination 
gives 
A= 
THEOREM. Let w be a class of matrices (of any order) satisfying a given 
property, and such that 
(Tl) A E w j the diagonal D of A is nonsingular; 
(T2) if A E o and B is obtained from A by zeroing some nondiagonal 
coefficients, then B E o; 
(T3) A E o 3 A’ E o. 
Then any matrix of o is IF-regular. 
Proof Let us consider A E w of order n and G E s,. We set 
) =&R, 
where PI [n] is obtained from b, [cl] by z_eroing 
[(j 1) @ Gl. (Tl) and (T2) give a\? * 0 and A, E w: 
elimination on A, gives 
ali [a,ll if (1, j>@ G 
one step of Gaussian 
From (T3), A, E w, so we decompose A, as 
A,=L, U, - R,. 
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Filling out matrices of order n - 1, we get 
A = L,L, v,v, -CR, + R,) 
(obviously L,R,U, = R,), and A, E w. 
By iteration we finally have A = LDU - R, L = L, . . . L,, U = U; . . U,, 
D = diag (u$i)) and R = R, + . . . + R,; and A is IF-regular. W 
2.3. Diagonally dominant matrices 
PROPOSITION [4]. Any diagonally dominant matrix A (laiil > Cj, ilaijl, 
1~ i < n) is IF-regular. 
Proof. Let w be the class of diagonally dominant matrices. (Tl) and (T2) 
are obvious. Let A be diagonally dominant of order n: the coefficients of its 
Gaussian transform A’ are given by 
1 
aij= aij- -ai,alj, 
a11 
2 d i, j< n. 
Fixing i > 2, we have 
< i: laijl+ 2 2 )Uljl; 
j=2 I I j=2 
i*j itj 
thus 
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ailali 
< aii - - 
a11 
= j&l. 
So A’ is diagonally dominant, A’ E w, and (T3) is verified. n 
2.4. H-matrices 
PROPOSITION. Any H-matrix A (i.e., any A such that B defined by 
bii = )u,,J and bij= -J@ i * j, is an M-matrix) is IF-regular. 
Proof Let w be the class of H-matrices. (Tl) and (T2) follow from usual 
properties of M-matrices (see [6] for instance). For (T3) we use the following 
characterization [6]: 
(*) A is an H-matrix iff there exists a real nonsingular diagonal matrix A 
such that AA is diagonally dominant. 
Setting 
A= d,E[W, Aaofordern-1, 
the Gaussian transformation of AA is (AA)‘= A’A,. From the proposition in 
Section 2.3 and the characterization ( * ) we see that A’ is an H-matrix, 
thereby establishing (T3). n 
3. EXTENSION TO REAL POSITIVE DEFINITE MATRICES 
3.1. 
DEFINITION. We denote by Gi)+ the class of real positive matrices. 
A E q+ iff (x, Ax) > 0 for any r E !R”\(O}, where n is the order of A. 
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REMARKS [7]. 
(i) A E 9+ = all the principal minors of A are > 0; the converse is false. 
(ii) If A is symmetric, then A E %J+ e all the principal minors of A are 
> 0. 
LEMMA. AE~+ = A’E~)+, where A’ is the Gaussian transform of A. 
Proof Let n be the order of A E 9)‘. We write 
A’=E-$cb’. 
ForanyXER”-’ \{O} and any real ;r, 
or equivalently, x(allx + b”X) + Xt(cx + EX) > 0. Choosing x = 
- (l/a,,)btX, we get 
X’(E-$cb’)X>O; 
thus A’ E ‘9+. n 
The lemma shows (T3) is true for oi)+ . (Tl) is clearly verified. But the 
choice of 
and G = {(1,3),(3,1)) 
provides a counterexample to (T2) (A E 9+ -use the remark (ii)-but the 
determinant of 
is - 8). 
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3.2. 
We extend the definition of an incomplete factorization A = LDV - R by 
suppressing the condition diag R = 0. We then have the following theorem: 
THEOREM. LetAEq+ ofordernandGE&. ThenAadmitsaregular 
incomplete factorization with respect to G: A = LDV - R. Furthenrwre, 
D > 0 and R is semipositive definite ((x, Rx) >, 0 for any x E [w “). 
Proof. Divided into four parts. 
First part. A 2 X 2 matrix 
is semipositive definite iff a >, 0, d >, 0, 4ud - (b + c)~ > 0, since 
d- (b~ac)z)~: if a*0 
(and if a = 0, the result is obvious). 
Second part: construction of R,. We define R, by setting 
ril = - a,, if (i,l)@G, i==l, 
rlj= - alj if (l&G, j*l; 
ril = 0 if (i,l)EG, 
Tlj’ 0 if (1, j) E G; 
rl1 = C ii(lrljl+lr~llll)~ 
26j9n 
rjj= ~(l~i,I+l~,jl)~ j* 1; 
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and all the other coefficients of R, equal to zero. The configuration of R, is 
x x x x 
x x L I X x . X X 
R 1 may be viewed as the sum of 2 X 2 matrices 
i 
b(lriil+lrill) ‘li 
ril 
The first part shows R, is semipositive definite. 
1 b(lrIil+lrill) ’ 
Third part: First step of the elimination process. A + R, E ?il+. One step 
of Gaussian elimination gives 
with a,, + r,, > 0 and A, E 67-J+ (from the lemma in Section 3.1). 
Fourth part: Iteration of the process. The same iteration as in the 
theorem of Section 2.2 leads to A + R = LDU, where D > 0, and R = R, 
+ . . . + R, is semipositive definite, which is the required incomplete factori- 
zation of A. n 
REMARK. This factorization is clearly not unique: we may compute the 
diagonal of R by setting qi = ~~,(l~~l+lr~l) and rjj=pii(l~jl+Irj,l), with aii’ pij 
real numbers such that 4a, j& j > 1 (remember R must be semipositive defi- 
nite). 
3.3. Process of computation 
Let A = LDU - R be the incomplete factorization of the matrix A E %J)+ 
of order n with respect to some G E s,. We use the recursive scheme (Hi), 
I < i < n, of Section 2.1 to compute the coefficients of L, D, and U as follows. 
(1) Suppose the coefficients related to (Hk), k < i - 1, are computed. For 
j>i+l wehave 
i-l 
i-l 
aij- c likdkukj+ rij= uijdi. 
k=l 
(E) 
(E’) 
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i=l 
C likdkUkj_aij if (i,j)@G, 
k=l 
otherwise, 
i-l 
c l&kUki-afi if (j,i)eG, 
k=l 
\O otherwise. 
(3) Compute rii = cjfi$(lr,jli-Iriil) and di = a,, + rii -C~~:~ikdkUki. 
(4) Compute I, and uij using respectively (E) and (E’) if (j, i) E P or 
(i, j) E P. 
Thus we compute the coefficients through the successive configurations 
REMARK. If A is symmetric, and we add the condition (i, j) E G =L. 
(j, i) E G, then R is symmetric too, and U = Lt. 
3.4 
EXAMPLE. 
4 -1 -1 0 
A= i 1: 4 
0 
; 1; 0 -1 -1 4 I 
is symmetric, its eigenvalues are 2, 4, 4, 6, and thus A E 9’. The choice of 
G = {(1>3), (1,4), (2,3), (3,4), (3,1), (4,1), (3,2), (4,3)) 
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leads to the factorization 
’ 1 
0 1 
-4 0 1 
\o 0 -& 1 
’ ‘5 “lo -4 0’ 
6 10 0 
+! 
1 -& 
I \ % I \ 1 / 
-1201 
The eigenvalues of A + R are 5,6,(9 + G/2) (A + R has a condition number 
1.7 times as good as A). 
4. CONVERGENCE OF THE BASIC ITERATION ASSOCIATED WITH 
THE INCOMPLETE FACTORIZATION!3 
4.1. 
Suppose we want to solve the linear system Ax = b by using a splitting 
A = M - N (A and M are nonsingular). The basic iteration associated with 
this splitting is defined as follows: 
(1) x0 is an arbitrary vector. 
(2) xi+l is obtained from xi by solving Mxi+' = Nx' + b. 
It converges to the solution of Ax = b (for any x0) iff [8] p(M - 'N) < 1 (we 
set p(X)= maxi]hi], Xi the eigenvahres of the matrix X). 
4.2. H-matrices 
PROPOSITION. Let A be an H-matrix of order n, and A = LDU - R the 
incomplete factorization of A with respect to G E S,. The basic iteration 
associated with this splitting converges. 
Proof. The M-matrix B associated with A (see Section 2.4) admits [5] a 
regular incomplete factorization with respect to G 
B=LfiC-fi such that p((ti>o)-‘fi) < 1. 
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Using the recursive scheme (Hi), 1~ i < n;of Section 2.1, we see easily that 
ILI~t,IUI~ir,IDl>-Ij,andIRI~~.SinceL-’=2Z-LandU-‘=21- 
U, we have I(LDU))‘Rj < I(tD~)-‘Rl, and the Perron-Frobenius theorem 
enables us to conclude that p((LDU)-‘R) < 1. n 
4.3. Positive definite matrices 
PROPOSITION. Let A E q+ be symmetric of order n, and A = LDL’ - R 
be the incomplete factorization of A with respect to some G E S,. The basic 
iteration associated with this splitting converges. 
Proof. Let A be an eigenvalue of ( LDLt ) _ ‘R, and x an eigenvector 
associated with X. h is real, since LDLt is symmetric positive definite and R is 
symmetric. Then 
O<(x,Rx)=X(x,(A+R)x) =j h>O, 
O<(x,Ax)=(l-X)(x,(A+R)x) * 1-A>O; 
therefore we do have p((LDLt)- ‘R) < 1. n 
REMARK. If A E 9’ is nonsymmetric, A = LDU - R, the eigenvahies x 
of (LDU)- ‘R may have a modulus greater than 1: the choice of 
A=l: 2 i 
- 10 
1 
(A E ci)+ from 3.2) and G = 0 gives 
L=U=Z, D=(‘i ,i), and R=( _:i ii), 
so that p(D-‘R)=z)l+i(=5&/6>1. 
4.4. Conclusion 
For H-matrices and symmetric positive definite matrices the basic itera- 
tion associated with the incomplete factorization converges for any graph set. 
For nonsymmetric positive definite matrices this is not the case; the question 
of finding some graph set leading to convergence remains open. 
Z am greatly indebted to the referee for his helpful suggestions. 
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