Modeling and justification of eigenvalue problems for junctions between elastic structures  by Bourquin, F & Ciarlet, P.G
JOURNAL OF FUNCTIONAL ANALYSIS 87, 392427 (1989) 
Modeling and Justification of Eigenvalue Problems for 
Junctions between Elastic Structures 
F. BOURQUIN 
Swvice de MathPmntique.~, I,nhorntoire Central des Pants et Chau.rsPes, 
J8 Boulevard Lefebvre, 75015 Paris, France 
AND 
P. G. CIARLET 
Laboratoire d’AnalyJe NumPrique, Univrrsite Pierre et Marie Curie, 
4 Place Jussieu, 75005 Paris, France 
Communicated by H. Brezis 
Received June 10, 1988 
We consider a problem in three-dimensional linearized elasticity, posed over a 
domain consisting of a plate with thickness 2s inserted into a solid whose Lami: 
constants and density are independent of E. If the Lame constants of the material 
constituting the plate vary as se3 and its density as a-‘, we show that the solutions 
of the three-dimensional eigenvalue problem converge, as E approaches zero, to the 
solutions of a “coupled, ” “pluri-dimensional” eigenvalue problem of a new type, 
posed simultaneously over a three-dimensional open set with a slit and a two- 
dimensional open set. ri3 1989 Academic Press, Inc. 
1. INTRODUCTION 
The modeling of the junction between a three-dimensional linearly elastic 
structure and a linearly elastic plate has recently been analyzed by Ciarlet, 
Le Dret, and Nzengwa [19, 201, who showed that, once appropriately 
scaled, the solution of the three-dimensional static problem converges, as 
the thickness of the plate approaches zero, to the solution of a “coupled,” 
“pluri-dimensional” problem of a new type, posed simultaneously over a 
three-dimensional open set with a slit and a two-dimensional open set. We 
consider here the associated eigenvalue problem. 
Our approach relies on two basic tools: First, we use the asymptotic 
method advocated and developed by Lions [40] for studying abstract varia- 
tional problems that contain a “small” parameter. This method has since 
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then proved to be a powerful tool for justifying lower-dimensional elastic 
models: see Ciarlet and Destuynder [15, 163, Ciarlet and Kesavan [17], 
Ciarlet [9, 10, 131, Destuynder [25, 271, and Raoult [47, 481 for plates; 
Destuynder [26] for shells: and Bermudez and Viaiio [4], AganoviE and 
Tutek [l], Cimetiere, Geymonat, Le Dret, Raoult, and Tutek [22], and 
Trabucho and Viaiio [53,54, 551 for rods. In this respect, mention should 
be also made of the related pioneering contributions of Friedrichs and 
Dressler [28], Goldenveizer [32], John [33] (who was the first to mathe- 
matically justify the Kirchhoff-Love approximation), Rigolot [49, 501, 
Rigolot [Sl] (where the asymptotic expansion method is used to study the 
flexural vibrations of elastic rods), and Caillerie [S] (who gave an 
asymptotic analysis of plates that are “sandwiched” between three-dimen- 
sional structures). 
Second, we combine this method with the approach developed in Ciarlet, 
Le Dret, and Nzengwa [20] for analyzing junctions between three-dimen- 
sionul elastic structures and elastic plates. This approach is of wide 
applicability, since it can also be used for modeling junctions between plate,s 
(folded plates, possibly with corners; cf. Le Dret [36, 37, 38]), junctions 
between plates and rods (cf. Ciarlet [14]), junctions between rods (cf. Le 
Dret [39]), junctions connecting rigid and elastic structures (cf. Ciarlet and 
Le Dret [ 18]), and the corresponding nonlinear problems (cf. Aufranc [ 33). 
See also Ciarlet [ 111 for an overview of this approach and Aufranc [2] for 
numerical results. 
In each instance, one or several portions of the whole three-dimensional 
structure have a “small” thickness, or diameter, which is proportional to a 
dimensionless parameter E. Zf the various data (Lame constants, applied 
body or surface force densities) behave as specific powers of E as E + 0, one 
can establish the H’-convergence of the (appropriately scaled) components 
of the displacement vector field towards the solution of a “limit” variational 
problem of a new type, posed simultaneously over an open subset of [w”’ and 
an open subset of W, with 16 m, n < 3. 
In the present paper, we likewise establish the convergence of the eigen- 
values and the H’-convergence of the associated eigenfunctions (the com- 
ponents of the associated isplacement vector fields) towards the solutions 
of a coupled, pluri-dimensional eigenvalue problem of a new type, which is 
precisely the eigenvalue problem associated with the “limit” variational 
problem obtained by Ciarlet, Le Dret and Nzengwa [20]. Accordingly, the 
techniques used here for proving the convergence rely on those used by 
Ciarlet and Kesavan [ 173 for the limit analysis of the eigenvalue problem 
for a “single” plate, and on those used by Ciarlet, Le Dret, and Nzengwa 
[20] for the limit analysis of the junctions between three-dimensional 
structures and plates. 
The crucial idea for treating the junctions consists in scaling the different 
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parts qf the .full structure independently of each other (in particular, the 
plate is scaled as is usually done in “single plate” theory), but counting the 
junction twice, once in each portion that it connects. The scaled com- 
ponents of the displacement, which are defined in this fashion on two 
separate domains, thus contain the information about the junction twice. 
That they correspond to the same displacement of the whole structure then 
yields the “junction conditions” that the solution of the limit problem must 
satisfy. 
2. THE THREE-DIMENSIONAL PROBLEM 
Latin indices take their values in the set ( 1, 2, 3 ) and Greek indices take 
their values in the set { 1,2}; the repeated index convention for summation 
is used systematically in conjunction with the above rules. Vector-valued 
functions and their associated function spaces are denoted by boldface 
letters. 
We are given constants a,, b,, a2, ax, b,, /? which are all > 0 and we 
assume that B < h, . For each E > 0, we let (cf. Fig. 1) 
W={(x,,x2)E[W2;O<xl<hl, Ix21<a2}, P=OX I--E, &[, 
y. = { (6,) x2) E R2; Ix21 d a2 >, cj=yox l-&&C, 
we= {(xl, x2)E R2; O<x, c/3, Ix21 <a,), Q;=opx]-&,&[, 
O=l(xl,x2,-4~~3; -al<xl<P, I.d<a,, -a,<x,<h,}, 
q+-Q;, s” = 0 u is’:, 
and we denote by xi: = (xf) a generic point in the set S” and by a; the 
partial derivative a/ax;:. 
Remark. Since E is to be understood as a dimensionless parameter, the 
thickness of the thin structure should be written as 2&h for some fixed 
length h > 0. We assume here that h = 1, thus saving another notation. 1 
The set 0; is the reference configuration of a linearly elastic body whose 
Lame constants 7 > 0, p > 0 and density p > 0 are assumed to be independ- 
ent of E; the set !P is the reference configuration of a linearly elastic body 
whose Lame constants A”, pLE and density pE are assumed to be of the form 
A”=Ep3A, $=&-3pr pe:=E-lp, 
where ,I > 0, ,u > 0, p > 0 are three constants independent of E. 
(2.1) 
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FIG. 1. The three-dimensional elastic structure. 
In linearized elastodynamics, the displacement vector field 
wE = (wl): SE x [0, + co [ -+ R3 satisfies the equations 
_ a2w4 
p at2 --=a,E{Xe,(wE)s,+2jie,i(w”)> 
dWf 
pE s= a,J{AEe,(wE) 6, + 2pEe&wE)} 
in O”p for all t > 0, 
in Q2” for all t > 0, 
if there are no applied body or surface forces, where eii(wE) = f(a; wJ + L$ ~5) 
denote the components of the linearized strain tensor. 
The problem of finding stationary solutions of these equations, i.e., solu- 
tions of the particular forms (cf., e.g., Courant and Hilbert [23, p. 308 ff.]) 
w&(x’, t) = u&(x&) cos fit or u(x’) sin fit, XEESE, tao, 
where A” is >O, thus reduces to finding the associated eigenvalues A” and 
eigenfunctions uE, which satisfy 
--~A%: = iY~{Xe,(u’) a,+ 2be,(u’)} in O;, 
-p&A%: = d;{l”e,(u”) 6, + 2pL”ev(u”)} in Q”. 
We shall further assume that the displacement vector field satisfies a bound- 
ary condition of place wE = 0 on ri x [0, + co [, so that we must also have 
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II’= 0 on r,. In this fashion, we find that each eigensolution (A’, II’) solves 
the variational equations 
B”(u”, v”) = /p(u’,, py, for all v” E V”, (2.2) 
where 
B”( uz:, VE) = I o;, 
(Xe,(uE)e,,(vE)+2~e,i(ui)e,(v")} dx” 
+jQc {icepp(ut)eyq(vE)+ 2pCeii(uE)eri(vE)} dx”, (2.3) 
( uc, y”)& = 
s 0;j 
@; 0; dx” + 
s 
p”u; v; dx”, (2.4) R’ 
and where the space V” is defined by 
V” = {v” = (0:) eH’(S”); v” = 0 on ri}. (2.5) 
The positiveness of the Lame constants 1, fi, I”, $, Korn’s inequality, 
and the boundary condition of place together imply that the symmetric 
bilinear form B”( .,.) defined in (2.3), is coercive over the space V” of (2.5). 
This property and the compactness of the injection from V” into L2(Q”) 
imply that the symmetric mapping 
G”: U= E V” + GEuE E V” 
defined by 
BB(GEuE, v’) = (II’, v&)~ for all vE E V” 
is compact and positive definite. By the spectral theory of such operators 
(see e.g. Taylor [52, Chap. 61 and Dautray and Lions [24, p. 5 1 I), all the 
eigenvalues AL’, lb 1, of this problem are > 0. They can be arranged to 
satisfy 
there exists an associated sequence of eigenjiinctions u(‘&E V”, 12 1, i.e., 
which satisfy 
B”(u’“, p) = /jI,E(UI.c, v”)E for all v&EVE, I> 1, (2.7) 
and which form a complete orthogonal set in both Hilbert spaces V” and 
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L2(Ob). We shall further assume here that the functions I&’ are orthonor- 
malized in such a way that 
BE(uk.‘, I@) = E2Ak3= a,,, and thus (uk3’, II’-‘)’ = E2 dk,, 1 6 k, 1. 
(2.8) 
Note that the numbers ALE and the functions u’,’ are respectively the 
inverses of the eigenvalues and of the eigenfunctions of the operator G”. 
Consider the Rayleigh quotient 
R”(P) = 
BE(vE, V) 
(vC, v&y ’ 
(2.9) 
which is defined for all vE E V” - {O}. Then the eigenvalues Ar,’ satisfy the 
minimum principle (cf. Courant and Hilbert [23, Chap. 63, Dautray and 
Lions [24, p. 1231) 
/1°9”=min{R”(v”); vEgVE- {0}}, 
Al’=min{RE(vE); v’EV’- (0); (I+, uksE)&=O, 1 <k<l- 1 >, I$ 1, 
(2.10) 
and the min-max principle, (cf. Poincare [46], Weinberger [56] ) 
ALE = g$,,? (max R”(v”); vE E u”}, (2.11) 
respectively, where Yy-l.’ denotes for each integer 12 1 the family of all 
subspaces of dimension I of V”. 




VW, = b#k, if B = (bijkl), e = (eV), 
we find that each pair (A”‘, uAE) is also, at least formally, the solution of 
a classical eigenvalue problem of three-dimensional linearized elasticity, 
which takes here the form 
-div”{ ;ie(u”)} = jT/l”uE 
- div”{ A”e(u”)} = pEAW 
UE = 0 
in Oi, (2.12) 
in Q”, (2.13) 
on rb, (2.14) 






(div’ a’), = 2; a:; if a’. = (u;,), 
ii” and n” denote the unit outer normal vectors along the boundaries of the 
sets 0; and Qi, respectively, and ~1,~ denotes the restriction of a function 
w to a set B. 
Relations (2.12) and (2.13) show that each solution u”~ is indeed an 
eigenfunction associated with the eigenvalue Ar.‘. Relations (2.17) and 
(2.18), which formally express the continuity of the displacement vectors 
and the stress vectors along the common portion of the two boundaries, 
are called transmission conditions; details about such transmission problems 
are found in Dautray and Lions [24, p. 12451. Relation (2.17) shows that 
we are modeling a situation where the inserted portion of the plate is glued 
to the three-dimensional structure: we are thus excluding here situations 
where the inserted portion could slide along or part away from the three- 
dimensional structure. 
3. EQUIVALENT FORMULATION OF THE THREE-DIMENSIONAL PROBLEM 
OVER Two OPEN SETS INDEPENDENT OF E 
With the sets $2” and 0, which overlap over the “inserted” part Q; of the 
“thin” part W, we associate tH>o disjoint sets L2 and 6, as follows: First, as 
in the case of a single plate (cf. Ciarlet and Destuynder [ 15]), we let 
Q = w x ] - 1, l[; with each point xc = (x,, x2, xi) E .P, we associate the 
point x = (x,, .x1, E ‘x4) E 0 (cf. Fig. 2); finally with the restriction (still 
denoted) II’ = (uf): a’ -+ [w3 of the unknown II’ to the set fi’, we associate 
the function U(E) = (Us): Sz -+ Iw’ defined by the scalings 
ui(x”) = &2u,(c)(x) for all x” E GE, (3.1) 
dgxi) = &U3(C)(X) for all xi’ E ST”. (3.2) 
Second, we define the translated set 0 =0+ t, the vector t being such 
that {s’i} n a = 0. Then, with each point x” ~0, we associate the trans- 
lated point .? = (9 + t) E {w} (cf. Fig. 2) and with the restriction (still 
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FIG. 2. The sets 0’ and 0, which are respectively occupied by the “thin” part and the 
“three-dimensional” part of the elastic structure, are mapped into two disjoint sets .O and 
ifi} The “inserted” part C$ of the thin part is thus mapped twice, once onto Q,, c .O and 
once onto {a;{}- - c {O}-. 
denoted) uC = (uf): 0 + R3 of the unknown uc to the set 0, we associate the 
function ti(e) = (iii(s)): (a} ~~ + R3 defined by the scalings 
Uf(X”) =&ii;(&)(a) for all xc E 0. (3.3) 
The function uEeVE, where V” is the space defined in (2.3), is thus 
mapped through relations (3.1)-(3.3) into a function (U(E), U(E)) which 
belongs to the space H’(a) xH’(Q), which satisfies the boundary 
condition U(E) = 0 on f, = y0 x ] - 1, l[, and which satisfies the junction 
conditions for the three-dimensional problem 
k(E)(~) =&U,(&)(x), (3.4) 
~,(&)(a) = U3(&)(“~), (3.5) 
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at each corresponding point .? E a;1 = 52;{ + t and x E R,j = ejB x ] ~ 1, 1 [. 
i.e., that correspond to the same point ~‘~52~~ (Fig. 2). 
Using the assumptions (2.1) on the data and the scalings (3.1))(3.3), we 
can thus re-formulate the variational problem (2.2) in the following 
equivalent form: The function (ii(~), U(F)) constructed in (3.1 t(3.3) belongs 
to the space 
V(c)= {(~,v)~H’(fi)xH’(R); 
v = 0 on r,, ES(Z) =&V,(X), i?,(Z) = v3(x) 
at all corresponding points ,f E 0; and x E L?,j}, (3.6) 
and (A’, (G(E), U(E))) satisfies the variational equations 
s n 
x($){~e,,,,@(~)) eq,F) + 2bei,(~(~)) e,(F)) di 
+ID { ie,,(u(E)) eBtl(v) + 2w,,du(E)) e,,Av)l dx 
{J-Ce,,(U(&)) e33(v) +e33(4E)) e,,(v)1 
+ +e,du(E)) e,Av)) dx 
+ -$ ?,, (A + $1 e3AU(E)) e33(v) dx
= A& x(0;) jZi,(~) 6, d,f + E2 ?‘, /W,(E) u, dx+ j” 
R 
pu-J&) v3 dx} 
for all (i, v) 15 V(E), (3.7) 
where X(A) denotes the characteristic function of a set A and $ = 0; + t. 
In this fashion, to each eigensolution (ALE, II’,&), 13 1, of (2.7) there 
corresponds an eigensolution (A’(E), (G’(E), U’(E)) of (3.7), where 
A’(E) = A/,c, (3.8) 
and where the eigenfunction (ii’(s), U’(E)) E V(E) associated with the eigen- 
value A’(E) is constructed from uLC E V” as in (3.1)-(3.3). Note that, in view 
of (2.8), these eigenfunctions satisfy 
.F, ,(a;) ,CU;(E) U;(E) d2 + E2 j &(E) U;(E) dx 
R 
+ I W:(E) u:(4 dx = d,,, k, 13 1. R (3.9) 
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The reason we introduce a new notation A’(s) for the eigenvalues (cf. (3.8)) 
is a reminder that the eigenvalues may be also scaled in certain situations 
(see, e.g., Ciarlet and Kesavan, [17, Eq. (3.5)]). 
4. CONVERGENCE OF (A'(E), (ii'(~), U/E)), 13 1, AS E+O 
We.use the following notations: The norms of the space L’(A) and of the 
Sobolev spaces H”(A), m >, 1, where A is an open subset in R”, are respec- 
tively denoted ( . ( ,-,A and I( . ((m,A ; the same notations are also used for the 
norms of the spaces L2(A ) and H”(A) ( h w ose elements are vector-valued 
functions). Strong and weak convergences are respectively denoted -+ 
and -. 
In (4.1) and subsequently, ka denotes the translated set (ws + t); wIA 
denotes the trace of a function w on the set A in the sense of Sobolev 
spaces (for instance, the trace d,,(+ is to be understood as a function in the 
space H “*(G8), etc.); the equality fi3,+ = qjlwa is to be understood as 
holding up to a translation by the vector t; finally, a,, denotes the outer 
normal derivative operator along &IO. 
We now show that,for each integer 13 1, thefamily (A’(E), (i?(8), U’(E))), 
E > 0 of eigensolutions, orthonormalized as in (3.9), converges to a limit 
(A’, (G’, u’)) in the space 10, + CD[ x H’(a) x H’(Q) as E -0, which is 
precisely the Ith eigensolution qf a “limit” variational problem. Note that the 
next theorem contains as a special case the convergence proof established 
in Ciarlet and Kesavan [ 171 for a “single plate.” 
THEOREM 1. (a) Define the space 
[H’(W) x H2(co)18 = {(f, q3) E H’(a) x H*(W); tyl = a,,~/~ =0 on yO, 
v311Ly{ = YI 3 1 “‘,, , v’ %,G,,=OL (4.1) 
and consider the eigenvalue problem: Find all solutions (A, (ti, 1’)) E 
10, + a[ x [H’(a) x H2(co)ll, of the variational equations 
s ii 
{Xe,(ii) e,,(i) + 2jie,(ii) e,j(i)} dZ 
-j m,di3)a,Ljv3dw=A w {J n jZiiai dZ + 2 1 C” 
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This problem has an infinite sequence oj’eigenvalues A’, 12 1 which can he 
arranged to satisfy 
O<A’6A26 .” <A’<A’+‘<..., with ,liy A’= + x. (4.4) 
(b) For each integer 12 1, 
lim/1’(c)=/jl as ~-0. (4.5) 
(c) Zf A’ is a simple eigenvalue of Problem (4.2) there exists E,,(I) > 0 
such that, for all E d I,, A’(E) is also a simple eigenvalue of Problem (3.7) 
and there exists an eigenfunction (i?(c), U{(E)) associated with A’(E), nor- 
malized as in (3.9), that converges in the space H’(n) x H ‘(~2) to a limit 
(ii’, u’), possessing the following properties: There exists a function 
[: E H’(o) satisfying [: = d, c: = 0 on y0 such that 
4(x, 3 x2, x3) = --x3 8% i:cq 1 x2) for all (x,, x2, x,)E~, (4.6) 
u:b,, x2, x3) = i:(% x2) for all (x,, x2, x3) ESZ, (4.7) 
and the pair (u’, ii) is an eigenfunction of Problem (4.2), associated with the 
eigenvalue A’. 
(d) If A’ is not a simple eigenvalue of Problem (4.2), there exists a 
subsequence of eigenfunctions associated with the eigenvalues At(&) that 
satisfy the conclusions of Part (c). 
(e) The eigenfunctions, obtained as in (c) or (d), form a complete set 
in both spaces [H’(d) x H’(o)], and L2(d) x L*(o), and they satisfy 
The proof of Theorem 1 is long and technical and for these reasons, is 
broken into a series of lemmas (Lemma 1 to Lemma 12). As is usually the 
case in asymptotic analysis, the first, and crucial, step consists in obtaining 
a priori bounds independent of the parameter. This is the object of 
Lemmas 1 and 2, where we show that for each 1, the family (A’(E), (ii’(~), 
U’(&)))C>O is bounded in the space 10, + co[ x (H’(a) x H’(Q)). 
LEMMA 1. For each integer 12 1, the family (A’(E)), , 0 is bounded. 
Proof: We first transform the Rayleigh quotient R”(P) of (2.9) into a 
quotient R(s)(P, v) expressed in terms of the functions (i, v) E V(E), where 
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V(E) is the space defined in (3.6), and where the functions (T, v) are derived 
from the functions vE E V” by the same formulas as in (3.1)-(3.3), viz., 
Ui(X&) = E%,(X) and lgXE) = &Q(X) for all xE E P, (4.9) 
uf(x&) = &%li(~) for all x&E~. (4.10) 
In so doing, we also take advantage of the fact that the points xE in the set 
0; = Q”nU may be mapped either by (4.9) or by (4.10): We split the 
integral over the set Qi appearing in the denominator (cf. (4.13) below) of 
the quotient R(E)(~, v) into two equal (for definiteness) parts; one part is 
then mapped as an integral over the set fi;, and the other as an integral 
over the set Sz,. In this fashion, we find that 




N(E)(~, v) = Jo x(0;) Ae(i): e(f) W + 1 AK(V): K(V) dx, (4.12) 
n 
with 
) = erB(v), Ku(V) = $ e33(v), 
+ ; x(Qp) + x(Q - Q,A d~2u,u, + u34 dx, (4.13) 
and where we have let 
a : b = a,b, if a = (ag), b = (b,). 
u . v = u,u, if u = (u,), v = (vi). 
Hence 
R(E)(T, ,,) d 2 fn Ae(v) : e(v) d,f + 2 ln AK(V) : K(V) dx 
&CidcZ s R pu3 v3 dx ’ 
where r”=min{p”, p}. 
Following Ciarlet and Kesavan [ 17, Lemma 11, we next use particular 
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“test functions” (V, v), whose specific form over the set R is suggested by 
the study of the stationary problem. More specifically, we let 
W(E)= ((~,v)~H’(fi)xH’(Q); v=O on rO, i=O on a;{, 
v=Oonnp,c,=-x,a,y,,andv,=II,in~--O/, 
with q3 E Hi(w -up)}. 
Clearly, W(E) c V(E); hence, by the min-max principle, 
A’(E) < min 
X(E)E9”‘(,) 
max{ 2R(i) + 2R(q,); (?, q3) E X(E)}, 
where 
and g’(s) denotes the family of all subspaces of dimension 1 of the space 
{?~H’(fi); f=O on d;} xH$w--~~). 
Let (Xk(s), ?(E))~~ 1 and (p”, [$)ka, be the eigensolutions of 
and 
1, = a,,[, = 0 on acw - O& 
We shall assume (without loss of generality) that the eigenfunctions form 
complete orthogonal sets, and that 
O<X’(&)< ... <Xk(&)<Xk+‘(&)< “. 
and 
O<p’< ... <pk<pk+l< . . . . 
Then the space X’(E) spanned by the functions (ik(.s), ii), 1 <k < 1, is of 
dimension I, and thus 
A’(E) d max{2R(i) + 2R(q,); (t, q3) EX’(E)} 
d2max{R(i; vEspan{ik(s)}:=,} 
+2maxiR(rl,); ~3ESpan{i/;}:=,}=2(~1(&)+i:). 
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Another application of the min-max principle shows that, for each I > 1, 
X’(E) is a decreasing function as E + 0 since 
{i~H’(fi);i=O on a;>~ {?~H’(fi), i=O on as} if E’<E. 
Hence, the family (n’(s)),,, is bounded. 1 
In what follows, any subsequence of a given family will be denoted for 
notational convenience by the same symbol as the family itself. 
LEMMA 2. For each integer I>, 1, the family (ii’(~), u’(E)),,~, orthonor- 
malized as in (3.9), is bounded in the space H’(W) x H’(R). 
Thus there exists a subsequence which can be chosen to be the same for all 
integers 12 1, and there exist for each 1 a number A’>, 0 and a function 
(ii’, u’) OH’ x H’(Q) such that 
A’(&) + A’ as E -+ 0, (4.14) 
G’(E)-6’ in H’(a) as E -+ 0, (4.15) 
U’(E) - u’ in H’(Q) as E-O and u’=O on r,. (4.16) 
Proof: The trick now consists in splitting the integral over the set Qi 
appearing in the numerator of the quotient R(E)(~, v) of (4.11) into two 
equal (for definiteness) parts; one part is then mapped as an integral over 
the set fi;, and the other is mapped as an integral over the set Q,. In this 
fashion, we find that 
)^ . n {x(0;) de(ii’(E)) : e(ii’(E)) 
+ $ ~(0;) Ae(ii’(s)) : e(ii’(e))) dZ 
+ 1 { &(Qp) + ~(52 - Qa)} AK(u’(E)) : K(U)(E)) dx = A’(E), (4.17) 
R 
where we have let 
%~(U’k-)) = e,&‘(E)), 
‘d”‘(E)) = %(U’(E)) =f %(‘+(E)), 
kdu’(E)) = f edu’(E)). 
(4.18) 
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Since there exists a constant c = c(;1, p, 1, ,E) such that 
C30 and Ae:eace:e,Ae:e>ce:e (4.19) 
for all symmetric tensors e = (e,,), and since without loss of generality, we 
may restrict ourselves to values of E that are < 1, we infer from (4.17) and 
(4.19) that 
leW(~))G,0 + le(u’(4)G,, d lW(4)li.a + IK(u’(~)I~,~ 
d 2c ‘A’(&). (4.20) 
By Lemma 1 of Ciarlet, Le Dret, and Nzengwa [ZO], there exists a 
constant C independent of E such that 
llill :,n + I/VII 2,,* G C(le(~)l&j + le(v)lZ,,) for all (K VIE V(E). (4.21) 
Hence we conclude from Lemma 1 and inequalities (4.20)-(4.21) that the 
family (f?(s), u’(s)), , 0 is bounded independently of E in the space 
H’(a) xH’(Q). The other conclusions of Lemma 2 follow from this 
property (that the subsequence may be chosen to be the same of all 
integers I > 1 follows from the diagonal procedure). 1 
The next lemmas, 3 to 10, closely follow Lemmas 3 to 10 of Ciarlet, Le 
Dret, and Nzengwa [20] and for this reason, only the significantly different 
parts of their proofs will be given. 
As in the case of “single” plates (see Destuynder, [25, 271 or Ciarlet and 
Kesavan [17]), we next show that the weak limit u’~H’(f2) found in 
(4.16) is a Kirchhoff-Love vector field over the set Q, in the sense that it 
belongs to the closed vector space V,,(Q) defined in the next lemma. Note 
that V,,(Q) is strictly contained in the space {v E H’(Q); v = 0 on Z-,}. 
LEMMA 3. For each integer 12 1, the function u’ belongs to the space 
V,,(Q) 2’ {v EH’(Q); ei3(v) = 0 in Q, v = 0 on TO}, (4.22) 
which can also be dejined as 
V,,(Q) = iv E H’(Q); v, = rla -x3 8,113, 03 = ~3, 
with q,~H’(o), q3~H2(m), ~~=a,,~,=0 on “~“1. (4.23) 
Proof: The second inequality in (4.20) shows that the sequence 
(K.(U’(&))),>O is bounded in the space L2(sZ). Hence (cf. (4.18)) there exists 
in particular a constant C independent of E such that 
lez3(u’(E))I 0 l2 d Cc, Mu’(E))I , ondC&2. (4.24) 
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The weak lower semicontinuity of the norm implies that 
lei?8(U’)~0,Q<lim+~f lei,(u’(s))lO,Q=O; 
consequently, u’ belongs to the space V,,(Q) defined in (4.22). The equiv- 
alence between Definitions (4.22) and (4.23) is established as in Ciarlet and 
Destuynder [ 151. 1 
We next identify (cf. (4.25)) the junction conditions that the pair (fi’, u’) 
must satisfy. Note that, in (4.25), the second equality is to be understood 
up to a translation by the vector t. 
LEMMA 4. For each integer 12 1, the weak limit (fi’, II’) satisfies 
(4.25) 
Proof By definition of the space V(E) (cf. (3.6)), 
iii(&)(Z) = &2((&)(X) and ii:(&)(n) = l&&)(X) 
at all corresponding points 2 E ai and x E 0,. Hence 
a&),r+J = 4(&J,B and z$(E),~~ = u\(E),~~ for each E > 0. 
(4.26) 
Since 
ii’(~),~~ - iifc,p in H”‘(LI~) and U’(E),,,, - ufwp in H”2(og) (4.27) 
(the trace operators from H’(a) onto IzJ”~(G,,) and from H’(Q) onto 
H”2(~a) are strongly continuous, and a linear mapping that is strongly 
continuous is also continuous with respect to the weak topology; cf., e.g., 
Brezis [7, p. 39]), the second equality in (4.25) follows from the second 
equality in (4.26) and from (4.27). 
Since (4(~)jw,,L>0 is a weakly convergent sequence, it is bounded; there- 
fore the sequence (EU:(E),,,,),,~ converges strongly to 0 in the space 
H”2(~,8). This fact, combined with the first equality of (4.26) and with 
(4.27) implies that the first equality of (4.25) holds. 1 
In the next two lemmas, we state two technical results, which play a key 
role in the identification of the “limit” variational problem solved by the 
pair (ti, u). 
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LEMMA 5. There exists u subsequence, which can be chosen lo he the 
same ,for ull integers 13 1, such that 
in L’(Q), (4.28) 
e,,,(u’) in L2(Q). (4.29) 
Prooj The proof is verbatim that of Lemma 5 of Ciarlet, Le Dret, and 
Nzengwa [20], once the right-hand sides ,f, of Eq. (4.44) in [20] are 
replaced by 
f; = -c’pA’(&) u;(E) and .f; = -M’(E) 4(4, 
since all that was needed in that proof was the boundedness of these right- 
hand sides in the space L2(G?). 1 
It follows from Lemmas 2, 3, and 4 that, for each integer 13 1, the weak 
limit (ti’, u’) belongs to the space 
[H’(L=& x V,,(Q)],, 2’ { (7, v) EH’(@ x V,,(Q); 
v’ a I G,, = 0, 63 IG,j = v3 I “,{ 1. (4.30) 
The next lemma shows how any function lying in two particular subspaces 
of the space [H’(Q) x V,,(sZ)], can be approximated as well as we please 
by functions (7(s), V(E)) in the space V(E), whose components V(E) lie in 
addition in the space V,,(Q). If we take limits as E -+ 0, this density 
property will later enable us to find variational equations satisfied by 
(fi’, u’). In what follows, o”, designates the intersection of the set s?i by the 
plane that contains the set G,, and we are assuming that the origin 0 for the 
points R E 4 belongs to the left edge of the set G3, (cf. Fig. 2); the spaces V(E) 
and V,,(sZ) have been defined in (3.6) and (4.22). 
LEMMA 6. Let (f, v) he u function in the space [H’(a) x VKL(.Q)]a of 
(4.30) such that either supp V is contained in the set {.Z = (2,) E 0; 2, GO} 
and v = 0, or flrn E H’(8). Then there exists a sequence (f(c), V(E)) such that 
(q(E), V(E)) E V(E) for all E > 0, (4.31) 
V(E) E V.,(Q) for all E > 0, (4.32) 
IV(&) - VII 1.Q 3 0, (4.33) 
l/F(E) -VII 1,a = 0. (4.34) 
Proof: See the proof of Lemma 6 of Ciarlet, Le Dret, and Nzengwa 
[20] which itself makes an essential use of an idea of Caillerie [S]. 1 
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As a first step towards identifying the “limit” eigenvalue problem solved 
by the weak limit (G’, u’), we obtain the variational equations that this 
weak limit should satisfy when the test-functions (i, v) are subjected to the 
same restrictions as in Lemma 6. 
LEMMA 7. Let (i, v) he a function in the space [H’(a) x VKL(Q)la of 
(4.30) such that either supp t is contained in the set (2 = (Gi) ED; Z, GO} 
and v = 0, or Glo E H’(G). Then, for each integer I > 1, the weak limit 
(ti’, u’) E [H’(b) x V,,(Q)lp satisfies 
with (cj Lemma 3) 
4=c-X3a,i:, u: = i:, i’, E H’(w), 
t’: E H’(o), ij=a,.i:=o on yo, (4.36) 
and 
b=k-X34b 03 = r3, va E H’(w), 
y/3 E H’(w)> ~i=a,~3=~ on yo. (4.37) 
Proof: We use the functions (I, V(E)) constructed in Lemma 6 to 
approximate the function (P, v), as test-functions in the variational equa- 
tions (3.7) satisfied by the triple (/i’(s), (b’(a), U’(E)). Since e,3(v(s)) =0 in Q 
by construction, these equations reduce to 
I 
n x(&) le(ii’(c)) : e(i(E)) d.Z 
+ I PP@(u’(E)) c@(V(E)) R 
+ @Au’(E)) + JG3(“%))1 q&‘(E))) dx 
+ E2 j d(E) u,(E) dx + j d(E) h(E) dx}, (4.38) 
R s;, 
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where IC~~(U’(E))=E-~~~~~(U’(~)) (cf. (4.29)). Let then c approach 0 in 
Eqs. (4.38). Since (cf. Lemmas 2, 5, 6) 
ti’(&)-fi’in H’(d), u’(c) - u’ in H’(Q), 
K&/(c))- - A ~ e,;,(u’(E)) in L’(Q), 
(2 +2/l) 
i(c) + i in H’(a), V(E) -+ v in H’(Q), 
we can pass to the limit in Eq. (4.38) (whenever B is a strongly continuous 
bilinear form, u,, - u and v,, -+ v implies B(u,, u,,) + B(u, v)). We obtain in 
this fashion Eq. (4.35) after replacing the components of u’ and v’ by their 
expressions (4.36))(4.37). 1 
Remark. Only the weak convergence of the sequence (K~~(u’(E)) is thus 
needed here; the weak convergence of the sequence K,~(u’(E)) will not be 
used until Lemma 10. 1 
It turns out that the limit problem consists of two independent problems, 
the first one being a “genuine” eigenvalue problem with (A’, (ti’, [i)) as the 
unknown, the second one being a “degenerate” problem with ([:, ii) = 0 as 
its unique solution. Accordingly, our identification of the limit problem 
comprises two stages (Lemmas 8 and 9). 
LEMMA 8. For each integer 13 1, the function (ii’, ii) belongs to the 
space 
[H’(a) x H*(o)],~ ‘!? {(V, q3) OH’ x H’(o); qj = 8,. y13 = 0 on y,,, 
v3lltl,‘= YI3lcqp ~xl~~p - =o>, (4.39) 
and it satisfies 
i 
Ae(ii’) : e(V) W + 
a 
~8,~ r: + -!L. Ai: 6,~ 
A+ 2c( 
Z/i’ pfi’.idZ+21 pi:rj3dw 
10 
.for all (i, q3) E [H’(w) x H2(w)lP. (4.40) 
The bilinear form appearing in the left-hand side of Eq. (4.40) is symmetric 
and coercive over the space [H’(d) x H2(w)la; hence, each eigenvalue A’ is 
necessarily > 0. The eigenfunctions (ii’, ii), Ia 1, found in this fashion satisfy 
1 $iik. u/d.? + 2 1 p[;[; dw = 6,,, k, 13 1. (4.41) 
a C” 
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Proof: By Lemma 7, the variational equation (4.35) is satisfied in par- 
ticular by any function of the form (?, (-a, ran, -8, qj, Y]~)), such that 
(v, ~3:) E CH’@) x H2Wlp and either supp T is contained in the set 
{a= iaJ Efi; Z1 GO} and q3 =O, or V,,Z~H ‘(0) and in both cases they 
reduce to Eq. (4.40). Given an arbitrary function (i, V~)E 
[H’(o) x H2(w)lP, let rj3 E H2(&) denote an extensjon of Q3,+, and let 
%3(,i!l, Ts:rZ3) = q3(.Z,, 2,) for all 2 = (2,) Z2, Z3) E 52. Since the function 
(ti*, q3) = ((0, 0, a,), ran) belongs to the space [H’(d) x H*(w)]~ and 
satisfies tih E H ‘(15) 4 H ‘(6) it satisfies the variational equation (4.40). 
Since Eq. (4.40) is linear with respect to (?, y13), it thus suffices to show 
that it is satisfied for all pairs of the form (i, 0) E [H’(d) x H2(w)ls, with 
functions V = ( fii) E H1 (ii) satisfying fiXI Gig = 0. 
To this end, we use the following result, proved in Ciarlet, Le Dret, and 
Nzengwa [20]: Given any function U”E H’(a) that satisfies 
there exist functions F” and S”, n 2 1, with the following properties: 
i%H’@) and f; E H’(6), 
SwP(i2) and suppS”c {J?=((a,)EQi; P, GO}, 
(T+Y)s 5 in H’(0). 
Since the variational equation (4.40) is separately satisfied by the functions 
((F:), 0) and ((S;), 0), and since they are linear and continuous with respect 
to V E H’(a), the conclusion then follows. 
In order to show that the bilinear form appearing in the left-hand 
side of the variational equation (4.40) is coercive over the space 
[H’(a) x H2(c&, ‘t I su ices to observe that the mapping fl- 
F, v3) + i le(S)li,fi + Ia,, y13 ax8 ~31i,~o11i2 
is a norm over the space [H’(a) x H2(o)lP, equivalent to the norm 
(ft 93) -+ uw.n+ Ilrl,II:,,,~1~2; 
the proof of this last result is similar to that of Lemma 1 of Ciarlet, 
Le Dret, and Nzengwa [20] and, for this reason, is omitted. 
The orthonormalization conditions (4.41) follow from the orthonor- 
malization conditions (3.9) and from the compact imbedding from 
H’(a) x H’(Q) into L’(a) x L2(Q) (each sequence (f?(s), U’(E)),,,,, 12 1, 
converges trongly to (ii’, u’) in the latter space). 1 
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LEMMA 9. For euch integer I> I, thtj puir ((;{, ;i) belongs to the space 
H(o)= ((rl,,~~~)~H’(tu)xH’(cr,); q,=O on yO), (4.42) 
and it satisfies 
The hilinear,form appearing in the left-hand side of Eq. (4.43) is symmetric 
and coercive over the space H(o), and thus 
is its unique solution. 
[( =o and i; = 0. (4.44) 
Proof By Lemma 7, the variational equation (4.35) is satisfies in par- 
ticular by any function of the form (6, (q,, qz, 0)) such that (q,, qz) E H(o) 
(since a,, E H’(G)), in which case it reduces to Eq. (4.43). The coerciveness 
of the associated variational problem is a simple consequence of the two- 
dimensional Korn inequality. m 
We now establish the strong convergence in the space H’(a) x H’(Q) of 
the subsequences (f?(s), u’(e)),, , 0, which so far are only known to weakly 
converge in this space. We likewise establish the strong convergence in 
L’(Q) of the subsequence (K(u’(E))) (cf. (4.18)). 
LEMMA 10. By Lemmas 2 and 5, there exists at least one subsequence 
with the properties 
A’(E) + A’ 
(ii’(E), U’(E)) - (ii’, u’) 
as c -+ 0, (4.45) 
in H’(fi)xH’(Q) as ~‘0, 
(4.46) 
1 
%x(“‘(E)) = - e,du’(&)) - 0 E 
in L2(Q) as E + 0, (4.47 
K33(U’(E)) = -$ e33(U’(E)) - - & ew(u’) in L’(Q) as ~-0. (4.48 
for all integers 12 1. Then all convergences ((4.46), (4.47), (4.48)) are strong. 
Proof Let I>, 1 be a given integer throughout the proof. By the 
Rellich-Kondrasov theorem, the sequence (a’(c), u’(s)) strongly converges 
to (ti’, u’) in L2(fi)xL2(f2). Hence it suffices to show that the family 
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W’(E)), WWLo strongly converges in the space L’(a) x L2(Q)), as the 
conclusion will then follow from Korn’s inequality applied in the spaces 
H’(a) and H’(Q). 
Let K’= (ic:,), with 
I+ &p(U’), & = K:, = 0, K& = 
A 
- ~ e,,(u’), 
(A + 2P) 
(4.49) 
denote the weak limit in L2(Q) of the sequence (K’(u’(E))),,~. Expressing 
that the variational equation (4.40) is satisfied in particular by 
(i, q3) = (h’, ii), and taking into account Equation (4.41), we easily obtain 
1, Ae(ii’) : e(ii’) df + J AK’ : K’ d.x = A’. 
s? 
(4.50) 




n ~(0;) A(e(ii’(&)) - e(ii’)) : (e(ii’(c)) -e(ii’)) W 
+ D ~(0;) A(e(ii’(E)) - e(ii’)) : (e(ii’(E)) -e(ii’)) d,f 
I 
+ .r A(K(u’(E)) - K’) : (K(u’(E)) -K’) dx. (4.51) R 
We shall now show that the right-hand side of (4.51) approaches 0 as 
E -+ 0. 
First, a simple computation based on the junction conditions (3.4)-(3.5) 
for the three-dimensional problem shows that 
s a x(fi;) Ae(ii’(&)) : e(ii’(&)) d2 = 2 I Q/J AK(u’(E)) : K(u’(E)) dx 3 0, 
since the weakly convergent family (K(u’(F))),,~ is bounded in the space 
L’(Q). Further, 
s a x(6”,) AE(ii’) : (e(G)(c)) - e(ii’)) d2 - 0, 
since the family (~(a”,) Ae(ii’))E,o converges strongly to 0 in L’(d), the 
family (e(fi’(e)) - e(G’)),,, converges weakly to 0 in L*(Q), and the inner 
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product in the space L2(6) is a continuous bilinear form (this argument 
will be used at several other places in what follows). Finally, 
5 d x(d;) Ae(ii’) : e(ii’) d,f ,: 0, 
since the &-measure of the set ayj approaches 0 as E + 0. Hence 
j n 
,(a;) A(e(CI'(E)) - e(ii')) : (e(ii'(E)) - e(ii')) d2 3 0. 
The remaining terms in the right-hand side of (4.51) can be rewritten as 
s n ~(0;) A(e(ii’(c)) - e(ii’)) : (e(ii’(&)) - e(ii’)) & 
+ jn A(K(u’(E)) - K’) : (K(u’(E) - K’) dx 
= a ~(0;) iie(ii’) : (e(ii’) - 2e(ii’(&))) d.f 
s 
First, 
+ jQ AK’ : (K’- 2K(Uq&)) dx 
+ ja x(a;)Ae(ii’(&)) : e(ii’(e)) di? 
+ jcJ AK(u’(c)) : K(u’(E)) dx. 
j. x(&) Ae(ii’) : (e(ii’) - 2e(ti’(&))) dx + 5, AK’ : (K’- ~K(u’(&))) dx 
= ii a 
&S(ii’) : e(ii’) d,f + ja AK’ : K’) dx} = -A’ 
by (4.50). Second, 
j. ,(a;) &e(u’(c)) : e@(e)) d2 + Ia AK’(E) : K’(E) dx = A’(E) 
by (3.7), written with (?, v) = (h’(s), U’(E)), and (3.9). Since A’(E) + A’ as 
E + 0, we thus conclude that the right-hand side of (4.51) converges to 0 
as E +O. 1 
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Though we have proved that each subsequence (A’(E), (a’(&), U’(E))),,,,, 
1 b 1, strongly converges in 10, + co[ x H’(a) x H’(Q) to a solution 
(A’, (ii’, u’)) of the “limit” eigenvalue problem (4.40) (cf. Lemmas 8,9, lo), 
nothing tells us so far whether A’ is precisely the lth eigenualue (counting 
multiplicities) of (4.40), nor whether the set (ti’, ii)?= 1 forms a complete set 
in the space [H’(d) x H’(o)]~ of (4.39). We shall answer these questions 
by the affirmative in the next lemma. There, as in Lemma 12, we shall 
make an essential use of ideas first developed by Kesavan [34] in an 
abstract setting, then applied to eigenvalue problems for a “single” plate by 
Ciarlet and Kesavan [ 171. 
LEMMA 11. Let (A’, (u’, ii)), 12 1, be the eigensolutions of 
Problem (4.40) found as limits of the subsequence (A’(E), (fit(~), u(E))),,~, 
12 1 of eigensolutions, orthonormalized as in (3.9), of Problem (3.7). 
Then the sequence (A’)?: I comprises all eigenvalues, counting multi- 
plicities, of Problem (4.40), and the associated sequence ((u’, c:)),-j=, of 
eigenfunctions, orthonormalized as in (4.41), forms a complete set in the 
space [H’(a) x H*(o)]~. 
Proof We first show that 
o<A’<A*< . . . <A’<A’+‘<..., with lim A’= +co. (4.52) 
I* +n3 
Since 0 <A’(E) 6 A’(E) d . . . for each E > 0, it follows that 0 d A’ d A* d . . . ; 
since the bilinear form associated with the left-hand side of Eq. (4.40) is 
coercive over the space [H’(d) x H2(o)lp, it follows that A’ > 0. If the 
sequence (A’)?= i were bounded, the eigenvalue problem (4.40) could have 
only a finite number of linearly independent eigensolutions, since its 
associated operator is compact over the space [H’(lii)x H2(a)lp; but 
this would contradict the orthonormalization condition (4.41). Hence all 
relations (4.52) hold. 
We next show that, if A is any eigenvalue of Problem (4.40), there exists 
an integer 12 1 such that A = A’. Suppose that the contrary holds, i.e., that 
A #A’ for all 12 1, and let (a, i3)e [H’(d)x H2(w)lp denote an 
associated eigenfunction, which thus satisfies 
for all (i, q3) E [H’(a) x H*(O)],, (4.53) 




pc3i3 dw = 1. (4.55) 
0, 
If (G, w) and (in, v) denote arbitrary elements in the space V(E) of (3.6) 
we let 
NE)((k WI, (C v)) 
= Jfi x(bt,) Ae(ii) : e(T) dT + j AK(W) : K(V) dx, (4.56) 
R 
WE)((k WI, (i, v)) 
= 
I x(&) pi-i. T di? + I P(E’U,U, + u3 03) dx. 
(4.57) 
n R 
If (6, w) = (i, v), we use the shorter notations N(E)(?, v) and D(E)(?, v), 
respectively, already defined in (4.12)-(4.13). For each E > 0, let 
(G(E), u(E))EV(E) be the unique solution of 
=A 
0 
~(~‘,)Pi.id~~+~~plj~~dx} for all (T, v) E V(E)), 
n 
(4.58) 
where (ii, c3) is the function that satisfies (4..53)-(4.55) and c3 is identified 
with a function independent of x3 in the space H’(Q) in the last integral 
found in (4.58). 
Proceeding as in Ciarlet, Le Dret, and Nzengwa [20] (or, for that 
matter, as in Lemmas 2 to 9 of the present paper; there is no need here fore 
the analog of Lemma l), we find that the sequence ((G(E), U(E))),,,, con- 
verges strongly in H’(a) x H’(Q) to an element (ii~, w) such that 
w,= -x3a,e,, w3=e3, where (i;, 0,) E [H’(d) x H2(co)]8 is the unique 
solution of 
for all (?, q3) E [H’(o) x H2(o)la. (4.59) 
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By comparing (4.53) and (4.59) we conclude that (w, 0,) = (u, c3). In other 
words, we have shown that 
(w, U(E)) +(a, (-x3 a, i3, -x3 a2 i,)) in H’(G) x H’(Q) as + 0. 
(4.60) 
By virtue of (4.52), there exists an integer m such that 
A<Am+l. (4.61) 
For each c>O, let 
(i(E), V(E)) = (fit&), “(&)I if m = 0, 
(i(E), V(E)) = (fit&), U(E)) 
- kgl D(E)((fi(E), U(E)), (fik(E), Uk(E))) (Gk(&)> Uk(&)) 
if m >, 1, (4.62) 
so that, by construction, if m b 1 
wE)((qE), V(E)), W&L U’(E))) = 0, 1 GlIm. 
Hence the minimum principle (2.10) gives us 
def N&NY&), V(E)) 
WE)F(E), V(&)) = I=- Am+‘(&) 
N&ME), V(4)’ 
for all E > 0. (4.63) 
Let us study the behavior of the quotient R(E)(~(E), V(E)) as E + 0. Using 
Definition (4.62), we find that 
NE)(f(E), V(E)) = NE)@(E), U(E)) 
- 2 f D(E)(@(E), U(E)), (Gk(E), Uk(E))) 
k=l 
X N(E)((c(&), U(E))> (fik(E)t Uk(&))) 
+ f o(E)((a(E), U(E)), (fik(&), Uk(&))) 
k,/= I 
x D(&)((ti(&), U(E)), G/(E), U’(E))) 
X N(E)((Gk(E), Uk(E)), (c’(E), U’(E)). (4.64) 
580!87!2-13 
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The definition of D(E) (cf. (4.57)), the convergence (4.60) the convergence 
of each sequence (tik(s), ~~(a)),:, 0, 1 d k d m, and the orthonormalization 
condition (4.54) then yield 
lim W&NW(E), U(I)), (iik(e), uk(~))) t + 0 
= ja/WikW+2/ p[&do=O. (4.65) 
01 
From the definition of N(E) (cf. (4.56)), we deduce that there exists a 
constant C independent of E such that, for arbitrary elements (ti, w) and 
(i, v) in the space V(E), 
INE)((k WI, CT, v))l 
G C{le(+)lZi.0+ l~(w)l&)‘/~ {le(~)l&2+ IK(v)/?~)‘/~. (4.66) 
Hence the sequences (N(&)((G(&), U(E)), (tik(&), uk(&)))),,, and (N(E) 
((ak(&), Uk(4)7 @‘bL U’(E))),>03 1 6 kdm (which appear in (4.64)) are 
bounded independently of E since all sequences (n(s), K(u(F))),,~ and 
(fik(&)v K(Uk(&))),>o, 1 <k d m, converge in H’(a) x L’(Q). 
Letting (i, v) = (ii(~), U(E)) in Eq. (4.58) gives 
N(E)@(E),u(E))=A ~~x(ab)li.i(c,d~+~~p~~~~(&,dr), 
{ 
and thus, by (4.55), (4.60), (4.64), (4.65), and (4.66), 
!Fo N&ME), V(&)) = Eiyo W&)(@(E)> UC&)) 
=A 
(i n 
$.idT+2{ ~[~[~do =A. (4.67) 
(0 1 
From the definition of D(E) (cf. (4.57)), we deduce that there exists a con- 
stant C independent of E such that, for arbitrary elements (i?, w) and (i, v) 
in the space V(E), 
ID(E)((% “‘), (it “))I < c((E(;,fi + lWl;,,}‘i2 { IfI& + l”l;~~}‘~~. (4.68 
Since, from (4.62), (4.65), and Lemma 2, 
{(f(E), V(E)) - (fit&), U(E))} +o in H’(fi)xH’(Q) as c+O, (4.69 
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whence a fortiori in L2(fi) x L2(Q), we conclude from (4.68), (4.69), and 
(4.55) that 
lim D(E)((~(E), V(E)) 
E-0 
x(Q) ,i%(&) . ii(E) d2 + !^, p( EMU, U,(E) + 4~) Q(E)) dx 
= .r @.CdT+2 s R ~(313 do = 1. (4.70) n 
Therefore, Relations (4.63) (4.67) (4.70) together imply that 
/1”‘+l=lim /Im+l (E) f lim R(&)(V(s), v(a)) = ,4, 
Ch+O E’O 
but this last inequality contradicts Inequality (4.61). Hence each eigenvalue 
A of Problem (4.40) is equal to at least one of the limits A’, I> 1. 
Let us finally show that the sequence (ii’, u’) forms a complete set in the 
space [H’(a) x H2(m)lS. Otherwise, by the spectral theory of compact 
operators, there would exist an eigensolution (A, (fi, i3)) of Problem (4.40) 
with the property that the eigenfunction (ti, t3) is orthogonal in the sense 
of (4.54) to all the eigenfunctions (ii’, [i), l>, 1, found as limits. By virtue 
of (4.52), there exists an integer m > 0 such that (4.61) holds, and thus the 
same argument as above would again lead to a contradiction. Hence the 
assertion follows. 1 
In our last lemma, we show that any one of the convergences o far 
established only for a subsequence holds in fact for the whole family, except 
those of eigenfunctions corresponding to a multiple eigenvalue of the limit 
problem. 
LEMMA 12. For each integer 13 1, the whole family (A’(C)), , o converges 
as E -+ 0. 
If, for a given integer 1 Z 1, the eigenvalue A’ is simple, there exists 
~~(1) > 0 such that, for all E < co(l), the eigenvalue A’(E) is simple and further 
there exists, for all E 6 co(l), an eigenfunction (G’(E), U’(E)), orthonormalized 
as in (3.9), such that the whole family ((C’(E), u’(E))),,~ converges in the 
space H’(a) x H’(Q) as E + 0. 
Proof If instead of the whole family, i.e., indexed by all E > 0, we had 
started out with one of its subsequences, the conclusions of Lemmas 1 to 
11 would hold verbatim for a further subsequence. In this fashion, we see 
in particular that any subsequence of the whole family (A’(E)),,, has a 
further subsequence that always converges to the same limit, viz., the lth 
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eigenvalue A’ of the limit problem (cf. Lemma 11); hence the entire family 
(A’(&)),>0 converges to A’ for each I3 I. 
Since lim, _ 0 A’(c) = A’, there exists for each integer 12 1 a number 
s”(I) > 0 such that the multiplicity of A’(E) is less than or equal to that of 
A’ for a d F+(I). In particular, A’(C) is simple for E d so(I) if A’ is simple. 
If A’ is simple, let (ii’, II’) be one of its two corresponding orthonor- 
malized eigenfunctions (the other one being ( -ii’, -u’)). Then for each 
ad c,(l), A’(s) is also simple, and of its two distinct eigenfunctions, there 
exists at least one of them, denoted (G’(E), u’(s)), that satisfies 
(4.71) 
Then again the previous arguments can be repeated verbatim: Given any 
subsequence of the whole family (i?(c), u’(s)),, <,: GcoCrj whose elements 
satisfy (4.71), there exists a further subsequence that converges to an eigen- 
function of the limit problem (4.40). Since this convergence can be only 
to (b’, u’) in view of (4.71), we conclude that the whole family 
W(E)> U’(4)OCeeo(l) whose elements satisfy (4.71) converges. 1 
5. INTERPRETATION OFTHE LIMIT PROBLEM AS A BOUNDARYVALUE PROBLEM 
It remains to describe the eigenvalue problem that is, at least formally, 
associated with the variational equations (4.2). To begin with, we define the 
open set 
i&=w- {c3&, (5.1) 
which is thus a three-dimensional open set with a two-dimensional slit, and 
we let &‘Bf and 63; denote the upper and lower faces of the slit. When 
viewed as sets, these faces are fictitiously distinguished, since they coincide 
with the set 63 a; on the other hand, the introduction of different notations 
allows for a convenient distinction between the trace from above and the 
trace from below of a function dehned over the set iz,, as in Eq. (5.5). 
Finally, we denote by ii = (ii;) the unit outer normal vector along the set 
ad, - {w/: u w/i }; by (v,) and (7,) the unit outer normal and unit tangen- 
tial vectors along &II; and by 8, the tangential derivative operator along 
am. 
THEOREM 2. A smooth enough solution (A, (ii, c3)) of the variational 
equations (4.2) solves the following equations: 
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(a) in the set s?i,, 
- i7ja,(ii) = /ipi& in BP, (5.2) 
d,(ii)fij=O on 8.0, - { 0; u w/i- }, (5.3) 
where ai = a/Zj, 
rTii(ii) = Xe,(ii) + 2jTie,(ii); (5.4) 
(b) in the set o, 
i3 = a, c3 = 0 on yo, 
m&i3) v,vg = 0 on (am - yo), 
&(m,,K3) VJ,~) + ia, mE&C3)l vp = 0 on (am - yo), 
where rnEp(i3) is defined as in (4.3); 




U313+ = U31G,, - B 
-i 3~W~{’ (5.9) 
- u,15p + = i&$ =o. (5.10) 
Proof. In the variational equation (4.2), let q3 = 0 and let i vary in the 
space {?~%~({a}~); T=O . m a neighborhood of CZ.G~}; this shows that 
Eqs. (5.2) and (5.3) are satisfied. If i E H’(d) satisfies a,,,; = CllCiB = 0, and 
if ii is smooth enough (as is customarily assumed when variational equa- 
tions are interpreted as boundary value problems), we thus have 
where the quantity 633(c) is defined as in (5.4). Since C3,Gfi=~3,wB, the 
variational equation (4.2) thus reduces to 
= J (2&i, + x(w&~33@),<,,; - 533(fi),cu,7 1) yl3 do (5.12) (0 
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for all Q+~ E H’(W) that satisfy y1j,7C1 = a~~,~,, = 0. That the variational 
problem (5.12) is formally equivalent to the boundary value problem 
(5.5)-(5.8) is classical (see, e.g., Germain [30, p. 83 ff.]). 1 
6. COMMENTS ON THEOREMS 1 AND 2 
(i) To begin with, we must “de-scale” Eqs. (5.2))(5.10) in order that 
the “de-scaled” unknowns ti” and 14, as defined in (6.1)-(6.2) below, may 
be attached to the actual structure. Let (cf. Fig. 3) 
0,j = Q, - t, co;=c+t, WB =d, -t. 
Then with the “limit” vector field fi = (fi,) : s?i, + R3, we associate the 
“limit” vector field fi” = (ill) : OLi + R3 by letting, in view of (3.3), 
iqx”) = Ezqiq (6.1) 
at all corresponding points xc E 0, and +? E fib, and with the “limit” vector 
field c3: w -+ R3 we associate the “limit” vector field [“,: o + lR3 by letting, 
in view of (3.2), 
i”,(Xl? x2) = d3(X1> x2) for all (x,, x2) E 0. (6.2) 
FIG. 3. The limit problem is a coupled, pluri-dimensional eigenvalue problem posed over 
the three-dimensional open set O,j and the two-dimensional open set w. The three-dimensional 
set has a two-dimensional slit into which the two-dimensional set is inserted. 
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In this fashion, we find that (,4, (ti”, 14)) so ves 1 the following equations: 
(a) in the set 0, and on its boundary, 
-q a,($) = npq in O,, (6.3) 
6:ii(ii”) n, = 0 on do,- {IS/: UW;}, (6.4) 
where R = ala.?;, 
a,( ii”) = Xe,( ii”) + 2/k?u (a&), (6.5) 
and 1, p are the “true” Lame constants of the “three-dimensional” portion 
of the structure; 
(b) in the set o and on its boundary, 
= 2fwi”, + X(qJ{Mq,; - 533 W),,,) in w, 
~;=a,~;=0 on yoy 
m:&i;) v,vp = 0 on (am - yo), 
a,bc,(i;) v,zg + 14 m:g~i;)l 9 = 0 on (ao-~~), 
where 
m",/?(L)= - 
(c) at the “junction” between the sets 0, and W, 
fiE3,0,{ + = qwi - -i” 3lw/J, 








(ii) A major conclusion is thus that (A, (ii”, [;)) solves a coupled, 
pluri-dimensional, eigenvalue problem of a new type, posed over a subspace 
of H1(Op) x H'(o), whose elements satisfy the junction conditions 
(6.11-6.12). Further, this problem is precisely the eigenvalue problem 
associated with the “static” problem found in Ciarlet, Le Dret & Nzengwa 
POT 
(iii) Problem (6.3 k(6.12) may be equivalently formulated as a varia- 
tional problem: find all solutions (A, (ti’, i;)) E R x [H’(O) x H2(w)la, where 
W’(O) x ff2W1,, = {P, 13) EH’(O) x ff2(w), v3 = a, q3 = 0 on yo, 
u31”,,=~31wp’ V,Iq =O), (6.13) 
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such that 
=A I @;a, d,? + 2E I ~“c”,r/~ dw 0 <” 
for all (v, r],) E [H’(O) x H2(o)18. (6.14) 
This de-scaled limit problem provides an example of a “stiff” spectral 
problem, in the sense that different powers of E (respectively, 0 and 3) 
appear in front of the two bilinear forms found in (6.14). For a given E > 0 
(in which case the data A”, $, p6 should be viewed as constant), this 
problem thus becomes amenable to the techniques developed by Lions [41, 
p. 184 ff.] for expanding the solution of (6.14) as a power series with 
respect o E (see also Panasenko [45] ). 
In the same spirit, it would be worthwhile to derive the associated “limit” 
time-dependent problem (whose identification and justification should rely 
on the techniques developed by Raoult [47] for a “single” plate), which 
surely falls in the category of “stiff’ evolution problems, as studied by Lions 
[40,41]. 
(iv) While the junction conditions ii”;,,+ = G\,wm = [4,w, express the 
continuity of the vertical displacement along the’inserte d portion of the plate, 
the other junction condition ii”,,,; = ii”,,,, =0 looks as though it involves 
only the three-dimensional part of the structure. This is an apparent 
paradox, for the convergence result obtained in Theorem 1 implies that the 
limit vector field u = (ui) satisfies 
L(-x, 3 -x2) dzf %(X, 3 X2) 0) = 0. 
Thus the de-scaled unknowns <“,: w + [w defined by 
i’;(x, 3 x2) = E2W1 3 4, 
in accordance with (3.1), satisfy 
(6.15) 
(6.16) 
[“,=O in w (6.17) 
to within the second order with respect o E. Therefore, to within the first 
order with respect to E, Conditions (6.12) may also be viewed as “true” 
junction conditions since ii”, = 0 on w,~ to within the first order with respect 
to E, by (5.10) and (6.1). 
Note in passing that conditions (6.15) or their de-scaled counterparts 
(6.17) are in agreement with the conclusions reached by Ciarlet, Le Dret 
and Nzengwa [20] in the static case; there, it was found that applied forces 
with horizontal components of order l/c were needed in the plate in order 
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to produce non-zero “limit” functions [, (here the corresponding right 
hand sides -p”A”u; are of order a). 
(v) Relations (2.1) express that the rigidity of the material constitut- 
ing the thin portion of the structure should increase as E -’ when E + 0. That 
such asymptotic orders are inevitable assumptions in order that a limit 
problem exists, has already been observed by Caillerie [S] and Ciarlet [9] 
in the case of a “single” plate. The reader is referred to Ciarlet [9, 10, 131 
for more detailed discussions of the meaning of such asymptotic orders. 
(vi) The controllability of structures with junctions is a problem of 
outstanding practical interest, particularly in aerospace ngineering, where 
the stabilization of large multi-structures, such as space stations, is a 
crucial problem. The controllability of the limit problem can then be 
approached by the Hilbert Uniqueness Method (HUM) of Lions [42,43] 
(see also Lagnese and Lions [35] and Glowinski, Li and Lions [31 I). 
(vii) The numerical analysis of the limit eigenvalue problem found in 
Sect. 5 should be performed by methods adapted to its pluri-dimensional 
character, such as model synthesis by substructuting methods (see Bourquin 
[6]). There remains however the challenging assessment of the range of 
practical validity of the limit problem (in this direction, see Miara [44] for 
a single plate). 
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