Abstract| We show that we can e ectively t a very complex facial animation models to uncalibrated video sequences, without bene t of targets, structured light o r a n y other active device.
I. Introduction
In this paper, we show that we can e ectively and automatically t a complex facial animation model to uncalibrated video sequences, without bene t of targets, structured light o r a n y other active device.
To do so, we h a v e developed a three-step process. First, our algorithm automatically recovers the head's relative motion with respect to the camera. Second, it computes disparity maps for each pair of consecutive images, derives clouds of 3 D points and ts local surface patches to these raw 3 D points. Finally, it uses a least-square adjustment technique to t a generic animation mask to the 3 D data.
In recent y ears much w ork has been devoted to the modeling of faces from image and range data. There are many e ective approaches to recovering face geometry. They rely on stereo 1 , shading 2 , structured light 3 , silhouettes 4 or low-intensity lasers. Some of these systems such as the C3D tm1 or the Cyberware tm scanner are commercially available. However, recovering a head as a simple triangulated mesh does not su ce: To animate the face, one must further t an actual animation model to the data. Automated approaches to this task can be roughly classi ed into the following two categories:
Some concentrate on tracking the head motion and some features. They typically use a fairly coarse face model that is too simple for realistic face animation e.g. 5 .
Others use sophisticated face models with large numbers of degrees of freedom that are suitable for animation purposes but require very clean data to instantiate them. Such data can be produced by a 1 Turing Institute, Glasgow laser scanner or structured light 6 , 3 or come from semi-automatically e n tered feature points and silhouettes 7 . The approach proposed here bridges the gap between these two classes by tting to actual image data a detailed face model that has successfully been used to animate virtual actors. We can generate with very limited manual intervention a complete head model that can then be fed to existing animation software to create synthetic sequences.
Our contribution is twofold: We have introduced model-based regularization constraints in our bundle adjustment procedure that allows the e ective recovery of the motion parameters, even though the quality of the points matches cannot be expected to very good. We have developed a robust tting technique that allows the tting of an animation mask with a great many degrees of freedom to noisy stereo data.
The least-squares framework we propose allows us to pool several kinds of heterogeneous information sources|stereo or range, silhouettes and 2 D feature locations|without deterioration in the convergence properties of the algorithm. This is in contrast to typical optimization approaches whose convergence properties tend to degrade when using an objective function that is the sum of many incommensurate terms 8 , 9 . This has proved essential in dealing with ordinary video sequences of faces that typically exhibit relatively little texture. Our approach t h us allows the automated instantiation of sophisticated animation models using a cheap, entirely passive and readily available sensor. As more and more people have video cameras attached to their computers, our approach could be used to quickly produce clones for video-conferencing purposes. It will also allow u s t o e xploit ordinary movies to reconstruct the faces of actors or famous people that cannot be easily be scanned using active techniques, for example because they are unavailable or long dead.
In the remainder of the paper, we rst introduce the facial animation model we use. We then present our camera motion recovery algorithm. Finally we describe the model tting algorithm and present reconstruction results for a number of di erent heads.
II. Face Model
In this work, we use the facial animation model that has been developed at University of Geneva and EPFL 10 . It can produce the di erent facial expressions arising from speech and emotions. Its multilevel con guration reduces complexity and provides independent control for each level. At the lowest level, a deformation controller simulates muscle actions using rational free form deformations. At a higher level, the controller produces animations corresponding to abstract entities such as speech and emotions.
The corresponding skin surface is shown in its rest position in Figure 1a ,b. We will refer to it as the surface triangulation. Our goal is to deform the surface without changing its topology. This is important because the facial animation software depends on the model's topology and its con guration les must be recomputed everytime it is changed, which is hard to do on an automated basis.
III. Relative Motion Recovery
To perform our computation, we rst need to estimate the relative motion of the face with respect to the camera. In this work, we choose sequences in which the subjects keep a fairly neutral facial expression and we treat the head as a rigid object.
There are well established photogrammetric techniques, such as bundle-adjustment, to achieve this goal given reliable correspondences between the images 11 . In recent years, there also has been much w ork in the area of autocalibration 12 , 13 , 14 and e ective methods to compute the epipolar geometry 15 and the trifocal tensor 16 from point correspondences have been devised. However, most of these methods assume that it is possible to run an interest operator such as a corner detector 14 , 16 to extract from one of the images a su ciently large number of points that can be reliably matched in the other images.
In our case, however, because of the lack of texture on faces, we cannot depend on such interest points and must expect that whatever points we extract can only be matched with relatively little precision and a high probability of error. To o v ercome this problem, we take advantage of our rough knowledge of the face's shape and regularize the standard bundle-adjustment technique as described below.
We assume that the intrinsic camera parameters remain constant throughout the video sequence. In theory, given high precision matches, bundle-adjustment can recover both intrinsic parameters and camera motion. In practice however, we cannot expect out points matches to be very precise. We h a v e therefore chosen to roughly estimate these intrinsic parameters and to concentrate on the computation of the extrinsic ones: We use an approximate value for the focal length and assume that the principal point remains in the center of the image. By so doing we generate 3-D models that are a ne transforms of the real heads. Furthermore, we h a v e v eri ed experimentally that, when the estimate of the camera's focal length is not too di erent from the true value, this a ne transform is relatively close to being a rotation and a scaling.
A. Generic Bundle Adjustment
Let us assume that we are given n 3 D points that project into m images. We will refer to these points as tie points. For each point x i ; y i ; z i that can be seen in image j, w e write two observation equations: with respect to the value of these parameters and of the x; y and z coordinates. j i is either zero or one depending on whether the tie point i is visible in image j or not. w i is a weight associated to point i. It is initially taken to be 1 for all points and can then be adjusted as discussed below. The solution can only be found up to a global rotation, translation and scaling. To remove this ambiguity, we x the position of the rst camera and one additional parameter such a s the distance between the rst and the second camera.
B. Initialization
One well known limitation of bundle adjustment algorithms is the fact that, in order to ensure convergence, one must provide initial values for both camera positions and x; y and z coordinates that are not too far from their true values.
To ful ll this requirement, we begin by retriangulating the surface of the generic face model introduced in Section II to produce the regular mesh shown in Figure 1c . We will refer to it as the bundle-adjustment triangulation. We take its vertices to be our tie points and use their x; y and z coordinates as the initial values of the x i ; y i ; z i 1 i n of Equation 2.
To initialize the process for a video sequence such as the one shown in Figure 2 , we manually supply the approximate position of ve feature points in one reference image: nose tip, outer corners of the eyes and outer mouth corners as shown in Figure 3a . We usually choose as our reference image one in which the subject faces the camera and we take this image to be image number one.
We represent the camera models for all the cameras as 3x4 projection matrices. To compute them, the algorithm then goes through the following steps: tion 2. We then match these points in the two images that immediately precede and succeed the central image in the video sequence. We use a simple correlationbased algorithm 17 to obtain the u j i ; v j i 2 j 3 of Equation 2. Figure 3c ,d depicts the results. Note that not all the points are matched and that there is a n umber of erroneous matches. 3. Take the initial positions of the other cameras to be equal to that of the rst. 4. Given these initial values, use the LevenbergMarquardt algorithm 18 to minimize the objective function E of Equation 2 with respect to the camera positions and the tie points' 3 D coordinates. This yields the camera models for the two images on either side of the central image and an estimate of the bundle-adjustment triangulation's shape. To compute the following camera position, the image immediately succeeding the central image becomes the new central image. We project the bundle-adjustment triangulation's vertices into it, compute the matching points in the image that follows in the sequence and rerun the bundle-adjustment algorithm to compute the position of the corresponding camera. We then iterate until the end of the sequence. We proceed similarly for the images that precede the central image in the sequence.
C. Robust Bundle Adjustment
The last step of the procedure outlined above is regular bundle adjustment 11 . If the correspondences were perfect, this would be su cient to retrieve the motion parameters. However the point correspondences can be expected to be noisy and to include mismatches. To increase the robustness of our algorithm, we augment the standard procedure in two w a ys:
1. Iterative reweighted least squares Because some of the point matches may be spurious, we u s e a v ariant of the Iterative Reweighted Least Squares 19 technique. We rst run the bundle adjustment algorithm with all the weights w j i of Equation 2 being equal to 1. We then recompute these weights so that they are inversely proportional to the nal residual errors. More speci cally, for each tie point, we compute the average residual error i : where i is the median value of the i for 1 i n. In e ect, we use i as an estimate of the noise variance and we discount the in uence of points that are more than a few standard deviations away. 2. Regularization The tie points are the vertices of our bundle-adjustment triangulation and represent a surface that is known to be smooth. We w ant to prevent excessive deformation by adding a regularization term E D to the objective function E of Equation 2.
To compute this term, we rst rewrite our observation equations as: P r j u x i + dx i ; y i + dy i ; z i + dz i = u j If the surface was continuous, we could take E D to be the sum of the square of derivatives of the dx i ,dy i and dz i across the surface. Because out bundle-adjustment triangulation is a triangulated surface, we can treat its facets as C 0 nite elements and evaluate E D as follows:
We i n troduce a sti ness matrix K such that
approximates the sum of the square of the derivatives of displacements across the triangulated surface when dX,d Yand dZ are the vectors of the dx i ,dy i and dz i . where is a smoothing coe cient. To illustrate the algorithm's behavior and to quantify the in uence of the regularization parameter of Equation 7, we h a v e used the three synthetic images shown in Figure 4 . They were generated by texture mapping the image of a face on a half sphere seen from several known viewpoints. The underlying half-sphere is shown in Figure 4d along with the pyramid shaped bundle-adjustment triangulation we have used in this example. We xed the position of the rst camera, used a regular sampling of the bundleadjustment triangulation as our tie points and ran our algorithm for the following range of values of : 0.0, 1e-5, 5e-5, 1e-4, 5e-4, 1e-4, 1e-3, 5e-3, 5e-2, 1e-2, 5e-1 and 1e-1. In Figure 4e we show the shape of the bundle-adjustment surface at the end of the optimization for =5e-4. In Figure 4f we plot, for each camera, the distance of the recovered position of the optical center to the real one as a function of . For too small, there is not enough regularization and the algorithm tends to over t the noisy data resulting in large errors. For too large, the regularization term prevents the bundle-adjustment surface to deform adequately, also resulting in a poor result. There is however a wide range of values of | approximately between 1e-4 and 5e-4| that yield minimal error.
These results were produced using the correct internal parameters|focal-length and principal points|to instantiate the projection matrix of Equation 3 . Using the same data, we h a v e also veri ed that when we perform the computation using internal parameters that di er from the real ones, the recovered shape is related to the original one by a n a ne transformation. The position of the principal points has little in uence and, for values of the focal length that are within 20 of the real value, the a ne transform is close to being a rotation translation.
We now turn to the video sequence of Figure 2 , we recover the camera positions shown in Figure 5a . Figure 5b ,c depicts the corresponding bundle-adjustment triangulation's shape. To check the quality of the result, we have used a Minolta tm laser scanner to acquire the model of the same head shown in Figure 5d ,e. In theory, the bundle-adjustment triangulation and the output of the laser scanner|that we assume to be a fairly precise model of the real face|should have the same shape up to an a ne transform. We have therefore computed the a ne transform that brings the bundle-adjustment triangulation closest to the laser-scanner model. As shown in Figure 5f ,g,h, the superposition is good and the deformation introduced by the a ne transform is not very severe. We h a v e performed the same experiment on the images of Figure 7 with similar results.
IV. Model Fitting
Given the camera models computed above, we can now recover additional information about the surface by using a simple correlation-based algorithm 17 to compute a disparity map for each pair of consecutive images in the video sequences and by turning each v alid disparity v alue into a 3 D point. Because, these 3 D points typically form an extremely noisy and irregular sampling of the underlying global 3 D surface, we begin by robustly tting surface patches to the raw 3 D points. This rst step eliminates some of the outliers and generates meaningful local surface information for arbitrary surface orientation and topology. For additional details, we refer the interested reader to an earlier publication 20 . Our goal then is to deform the generic mask so that it conforms to the cloud of points, that is to treat each patch as an attractor and to minimize its distance to the nal mask. In our implementation, this is achieved by computing the orthogonal distance d a i of each attractor to the closest facet as a function of the x,y, and z coordinates of its vertices and minimizing the sum of the squares of these distances
where w i is a weight associated to each attractor. Finding this closest facet" is computationally expensive if we exhaustively search the list of facets. However, the search can be made e cient and fast if we assume that the 3 D points can be identi ed by their projection in an image, as is the case with stereo data. For each image, we use the Z-bu ering capability of our machines to compute what we call a Facet-ID image:" We encode the index i of each facet f i as a unique color, and project the surface into the image plane, using a standard hidden-surface algorithm. We can then trivially look up the facet that projects at the same place as a given point.
A. Control Triangulation
In theory we could optimize with respect to the state vector P of all x; y, and z coordinates of the surface triangulation. However, because the image data is very noisy, we w ould have to impose a very strong regularization constraint. For example, we have tried to treat the surface triangulation as nite element mesh. Due to its great irregularity and its large numberof vertices, we h a v e found the tting process to be very brittle and the smoothing coe cients di cult to adjust. Therefore, we h a v e developed the following scheme to achieve robustness.
Instead of directly modifying the vertex positions during the minimization, we i n troduce control triangulations such as the ones shown in Figure 1d . The vertices of the surface triangulation are attached" to the control triangulation and the range of allowable deformations of the surface triangulation is de ned in terms of weighted averages of displacements of the vertices of the control triangulation.
More speci cally, w e project each v ertex of the surface triangulation onto the control triangulation. If this projection falls in the middle of a control facet, we attach" the vertex to the three vertices of the control facets and compute the corresponding barycentric coordinates. If this projection falls between two facets, we attach" the vertex to the vertices of the corresponding edge. In e ect, we take one of the barycentric coordinates to be zero. Given these attachments, the surface triangulation's shape is de ned by deformation vectors associated to the vertices of the control triangulation. The 3 D position P i of vertex i of the surface triangulation is taken to be
where P 0 i is its initial position, j1 ; j 2 ; j 3 are the deformation vectors associated to the control triangulation vertices to which v ertex i is attached, and l i 1 ; l i 2 ; l i 3 are the precomputed barycentric coordinates.
In this fashion, the shape of the surface triangulation becomes a function of the j and the state vector to be optimized is taken to be the vector of the x; y and z components of these j . Because the control triangulations have fewer vertices that are more regularly spaced than the surface triangulation, the least-squares optimization has better convergence properties. Of course the ner the control triangulation, the less smoothing it provides. By using a precomputed set of increasingly re ned control triangulations, we implement a hierarchical tting scheme that has proved very useful when dealing with noisy data.
B. Sti ness Matrix
Because there may be gaps in the image data, it is necessary to add a small sti ness term into the optimization to ensure that the j of the control vertices located where there is little or no data are consistent with their neighbors. As discussed in Section III-C, because our control triangulation is discrete, we can again treat its facets as C 0 nite elements and write our sti ness term as
where K is a sti ness matrix and x ; y and z are the vectors of the x; y and z coordinates of the displacements . The objective function we actually optimize becomes
where S is a small positive constant and E A is the sum of the square distances to the attractors of Equation 8.
C. Weighing the Observations
We recompute the facet closest to each attractor at each stage of the hierarchical tting scheme of Section IV-A, that is each time we i n troduce a new control triangulation.
Because the stereo data is noisy and may contain errors, we use again the Iterative Reweighted Least Squares technique introduced in section III-C. Each time we recompute the attachments, we also recompute the weight w i associated with attractor i and take i t to be inversely proportional to the initial distance d i of the data point t o the surface triangulation using the same formula as before. That is, we take w i to be
where d a is the median value of the d i .
D. Shape and Texture
This tting procedure has been used to model the face of the heads shown in Figures 6a,b, 7d and 8d using the control triangulation of Figure 1d . In both cases, to ensure that some of the key elements of the face|corners of the eyes, mouth and hairline|project at the right places we have manually supplied the location of the projection in one image of a few feature points such as the ones shown in Figure 6c . We h a v e then added a term to the objective function of Equation 11 that forces the projection of the corresponding vertices of the generic mask model to be close to those locations 21 . Note that the ve manually supplied points used to initialize the bundle-adjustment procedure of Section III-B form a subset of these features points. To produce these face models, the manual intervention required therefore reduces to supplying these few points by clicking on their approximate locations in one single image, which can be done quickly.
The shape of the top of the head has been recovered by semi-automatically delineating in each image of the video sequence the boundary between the hair and the background and treating it as a silhouette that constrains the shape 21 .
Given the nal model of the head, we can compute a texture map by:
1. Generating a cylindrical projection of the head model. 2. For each projected point, nding the images in which it is visible and averaging the corresponding graylevels. This yields texture maps such as the one shown in Figure 6d and allows textured reconstruction such as the ones of Figures 6e,f and 7e,f. If we use color images instead of black and white ones, we can repeat the process on each of the color bands and produce color models such as the one of Figure 8 .
V. Conclusion
We have presented a technique that allows us to t a complex animation model to uncalibrated video sequences with very limited manual intervention. As a result, these models can be produced cheaply and fast using an entirely passive sensor.
This has direct applications in the eld of video com- munication and entertainment and will allow the the fast generation of realistic avatars from widely available data. Furthermore, the face model we use has been one of the starting points for the facial animation parameters de ned in the MPEG-4 FBA work. When standardization is complete, it will therefore be easy to make the parameters of our model conformant with the MPEG-4 norm for facial animation and the work presented here will become directly relevant to video transmission.
