We establish general sufficient conditions for the L 2 -consistency of multivariate histogram regression estimates based on data-dependent partitions. These same conditions insure the consistency of partitioning regression estimates based on local polynomial fits, and, with an additional regularity assumption, the consistency of histogram estimates for conditional medians.
Introduction
Let (X 1 , Y 1 ), (X 2 , Y 2 ), . . . , (X, Y ) ∈ IR d × [−K, K] be independent and identically distributed random vectors defined on a common probability space. We may view the random vector X ∈ IR d as a collection of measurements that are related in a stochastic fashion to a response variable Y ∈ [−K, K], whose value is of interest. The joint distribution of (X, Y ) is assumed to be unknown. We wish to estimate the regression function
based on a training set of the form
Formally, a regression estimate is any functionf n (·, T n ) : IR d → IR that depends on the training set.
In most of what follows the dependence off n on T n will be supressed. A sequence of estimates {f n } is said to be strongly L 2 -consistent if |f n (x) − r(x)| 2 dP (x) → 0 w.p.1 ,
where P denotes the distribution of the random vector X. When the expected value of the integral tends to zero, the estimatesf n are said to be weakly L 2 consistent.
When parametric models are not available, a natural means of estimating a multivariate regression function is to partition the observation space IR d into cells, and then form estimates locally, within each cell, based on the response variables. The simplest example of this are histogram estimates based on data-independent partitions that consist of infinitely many congruent, rectangular cells. Typically, the size and location of the cells depends only on the cardinality of T n , not on the geometrical or numerical properties of its constituent vectors. If the common dimensions of the rectangles shrink at an appropriate rate, results of Stone (1977) establish the weak consistency of the associated regression estimates, regardless of the underlying distribution of the data. Devroye and Györfi (1985) established the strong consistency of regression estimates based on data-independent cubic partitions, and they derived exponential bounds for the L 1 -error of the estimates.
While regression estimates based on data-independent partitions are easy to implement, statistical practice suggests that estimates based on suitably chosen data-dependent partitions will provide better small-sample performance. For example, if the measurement vectors X 1 , . . . , X n fall into two distinct clusters, a data-dependent partition could allocate the majority of its cells within these clusters. By considering the response variables Y i a data-dependent partition can separate large and small values into separate cells, or allocate more cells to regions in which the behavior of the response variables is erratic. The flexibility of data-dependent partitions is likely to be most beneficial when the dimension d of the measurement variables is large and the sample size n is moderate.
In what follows we restrict our attention to measurable partitions having at most a countable number of cells. An n-sample partitioning rule is a deterministic mapping ψ n (·) that associates each n-length sequence (x 1 , y 1 ), . . . , (x n , y n ) ∈ IR d × IR with a partition π of IR d .
When it is applied to a training set T n , the rule ψ n yields a random partition ψ n (T n ). The dependence of ψ n (T n ) on T n will be suppressed when no confusion will arise. With this convention in mind, let ψ n [x] be the unique cell of ψ n (T n ) containing the vector x. Given a partitioning rule ψ n and a training set T n , we define the histogram regression estimatê
for each x ∈ IR d , with the convention thatr n (x) = 0 when both the numerator and the denominator are zero. Note thatr n is piecewise constant on the cells of ψ n , and that |r n | ≤ K.
Below we present general sufficient conditions for the consistency of such estimates, and then verify these conditions in a number of specific examples.
Discussion of Related Work
The simplest data-dependent partitioning methods are based on statistically equivalent blocks (Anderson (1966) , Patrick and Fisher (1967) ), in which each cell contains the same number of points. When d = 1 statistically equivalent blocks reduce to k-spacing estimates (Parthasarathy and Bhattacharya (1961) ), where the k-th, 2k-th,. . . order statistics of X 1 , . . . , X n determine the partition of the real line. For a discussion of these and other related partitioning rules in the context of pattern recognition, we refer to the survey paper of Devroye (1988) .
Theoretical evidence for the superiority of data-dependent histogram methods is suggested by Stone (1985) . Stone (1977) gave necessary and sufficient conditions for the weak L 2 consistency of regression estimates based on data-dependent local averages. His conditions apply to histogram estimates based on partitioning rules ψ n (X 1 , . . . , X n ) that do not make use of the response variables Y 1 , . . . , Y n .
In many cases of practical interest, histogram regression estimates are described by binary trees. Regression trees are produced in an iterative fashion by recursive partitioning schemes that seek at each step to minimize an empirical criterion function. The consistency of regression trees produced by means of supervised axis-parallel splitting was established by Olshen (1984, 1980) . Gordon and Olshen (1978) established similar results for classification trees.
Sufficient conditions for the weak L 2 -consistency of the estimates (2) considered here can be found in the book of Breiman, Friedman, Olshen, and Stone (1984) . Their result may be summarized as follows.
Theorem A (Breiman et al.) A sequence ψ 1 , ψ 2 , . . . of partitioning rules gives rise to weakly
a. Each cell of ψ n contains at least α n log n points, where α n → ∞;
b. There is a collection of sets C having finite Vapnik Chervonenkis dimension such that ψ n [x] ∈ C for every x, every n, and every T n .
c. P {x : diam(ψ n [x]) > γ} → 0 with probability one for every γ > 0.
The collection C may consists of all d-dimensional rectangles with sides parallel to the coordinate axes, or more generally all polytopes having at most M < ∞ faces. Under slightly stronger conditions, Gordon and Olshen (1984) established the strong L 2 -consistency of the estimatesr n , and showed thatr n → r almost surely when the partitions {ψ n } are nested.
Chaudhuri, Huang, Loh, and Yao (1994) considered regression estimates that are constructed by fitting a polynomial of fixed degree within each cell of a data-dependent partition, based on a local least squares criterion. They gave sufficient conditions under which, with probability tending to one, such functions give uniformly good estimates of the regression function, and a prespecified number of its derivatives, on any fixed compact set. Their conditions are similar to those of Theorem A above, with the exception of an additional regularity assumption that insures the invertibility of the matrices giving the optimal coefficients within each cell. We note here that the work cited above applies to unbounded response variables Y i satisfying various moment restrictions.
Conditions (a) and (b) restrict the applicability of Theorem A and related results. Condition (a) is difficult to verify when ψ n is defined through minimization of an empirical criterion function, as in the tree-structured methods mentioned above. The required minimization does not generally insure that each cell contains a minimum number of points. Condition (b) requires that the cells of ψ n (T n ) be of fixed complexity, regardless of the sample size, while in practice analysis of the data may warrant increasing the cell complexity as n tends to infinity.
In applying Theorem A to a particular method under study, satisfaction of (a), (b), and (c) is frequently accomplished by altering the method through supervisory oversight.
The results of this paper are based in part on combinatorial properties of partition families, and related exponential inequalities. In this respect we follow the work of Chervonenkis (1971, 1981) . Application of these ideas to histogram estimation originated with Breiman et al. (1984) and in the later work of Zhao, Krishnaiah, and Chen (1991), who considered histogram density estimates based on data-dependent partitions with rectangular cells.
Adopting an approach similar to that taken here, Lugosi and Nobel (1995) established general sufficient conditions for the consistency of histogram density estimates and classification rules based on finite, data dependent partitions. in terms of a combinatorial quantity proposed by Lugosi and Nobel (1995) , which is similar to the growth function for classes of sets introduced by Vapnik and Chervonenkis (1971) . Let
Statement of Main Result
{A j ∩ C} of the finite set C. Let ∆(x n 1 , Π) be the number of distinct partitions of C that are induced by the elements of Π (the order of appearance of the individual sets is not important).
The partitioning number
measures the maximum number of different partitions of any n point set that can be induced by members of Π.
Example 1: Let U k be the family of all partitions of IR into k non-empty intervals. Then m(U k ) = k, and for any sequence of numbers x 1 < x 2 < . . . < x n an easy combinatorial Thus each cell of a partition in V k can intersect x 1 , . . . , x n in at most n (k−1)d different ways.
As every partition of
Example 3: A tree-structured partition is described by a pair (T, τ ), where T is a binary tree and τ : T → IR d is a node function that assigns a test vector in IR d to every t ∈ T . Every vector
x ∈ IR d is associated, through a sequence of binary comparisons, with a descending path in T :
beginning at the root, and at each subsequent internal node of T , x moves to that child of its current node whose test vector is nearest to x in Euclidean distance. In case of ties, x moves to the left child of its current node. For each t ∈ T let U t contain those vectors x whose path includes t. Then U t = IR d when t is the root node of T , and if t is an internal node then U t is split between its children by the hyperplane that forms the perpendicular bisector of their test vectors. If t is at distance k from the root, then U t is a polytope having at most k faces. The partition generated by (T, τ ) is comprised of the sets U t associated with the leaves (terminal nodes) of T .
If at each internal node of T the comparison between the test vectors labeling its children is based on a single coordinate of x, then each cell of the resulting partition is a d-dimensional rectangle. Tree-structured partitions of this sort, based on axis-parallel splits, are the basis for the regression trees considered by Breiman et al. (1984) .
Let T k contain all the tree-structured partitions generated by binary trees T having k leaves.
Clearly m(T k ) = k. Consider an internal node t whose children are assigned test vectors u and v. Finding the test vector closest to x is equivalent to testing the membership of x in a closed halfspace that is bounded by the perpendicular bisector of u and v. A binary tree T with k leaves has k − 1 internal nodes, and therefore each partition (T, τ ) is based on at most k − 1 intersecting halfspaces. As each of these halfspaces can dichotomize n points in at most n d
ways, their intersection can partition n points in at most
Our principle result is stated below. Analogous conditions for the consistency of histogram classification and density estimates were established by Lugosi and Nobel (1995) . Note that the range of a partitioning rule ψ n is a deterministic family of partitions on IR d .
Theorem 1 Let ψ 1 , ψ 2 , . . . be fixed partitioning rules, and let Π n be the range of ψ n . Let the histogram regression estimater n be defined using ψ n and T n as in (2) . Suppose that as n tends to infinity,
(c) For every γ > 0 and δ ∈ (0, 1),
Then |r n − r| 2 dP → 0 with probability one. In many cases of interest, the combinatorial conditions of Theorem 1 can be incorporated, without need of supervision, into the design of partitioning rules. In this case the principal task of analysis becomes verification of the shrinking cell condition (c). Multivariate clustering schemes provide natural partitioning rules for histogram regression.
Outline
It is shown in Section 8 that estimates based on empirically optimal nearest-neighbor clustering schemes are consistent when the number of cluster centers grows with the size of the training set at an appropriate rate.
In Section 9 it is shown that empirically optimal regression trees are consistent when the size k n of the tree grows as o(n/ log n).
Preliminary Results
A non-empty collection F of measurable functions f : IR d → IR is said to be uniformly bounded with envelope L if |f (x)| ≤ L for every x ∈ IR d and every f ∈ F. For each > 0 and each sequence of vectors x 1 , . . . , x n , the covering number N (x n 1 , , F) is the size of the smallest collection G such that
for every f ∈ F. Any collection G satisfying (5) is said to be an -cover for F on x n 1 . If no finite -cover exists then N (x n 1 , , F) = ∞. A class F will be called nice if it is uniformly bounded, and there is a function φ : IR → IR such that
for every > 0, every n, and every sequence x 1 , . . . , x n ∈ IR d . When (6) holds, φ will be said to majorize the covering numbers of F.
Definition: Given a class of real-valued functions G on IR d and a partition family Π, define
Consider a sequence X 1 , X 2 , . . . ∈ IR d of independent random vectors having a common distribution P . LetP n be the empirical distribution of X 1 , . . . , X n . For every bounded mea-
Our results rely on exponential inequalities concerning the uniform deviation of P andP n over suitable classes of functions. Given a uniformly bounded class of functions
If H is a uniformly bounded class of functions h :
Remark: To insure measurability of the suprema Λ n (F), we assume that every class F under consideration contains a countable subclass F 0 with the property that every function in F is the pointwise limit of a sequence of functions in F 0 . This condition may be extended to partition families by viewing each partition π as a mapping from IR d into the set of natural numbers.
Proposition 1 Let G be a class of functions on IR d whose covering numbers are majorized by φ(·), and let Π be any partition family with m(Π) < ∞. For each sequence x 1 , . . . , x n ∈ IR d and every > 0,
Proof: Fix x 1 , . . . , x n ∈ IR d and > 0. Call two elements π, π ∈ Π equivalent if they induce the same partition of x 1 , . . . , x n . If f ∈ G • Π then there is a partition π = {A j } ∈ Π and functions g j ∈ G such that
For each j let F j be an -cover for G on A j = {x 1 , . . . , x n } ∩ A j such that |F j | ≤ φ( ). To each function g j appearing in (8) there corresponds an approximating function f j ∈ F j such that
where n j = |A j |. If we define f = A j ∈π f j I A j , then it is easy to see that
For suitably chosen f j ∈ F j , every functionf ∈ G • Π defined in terms of a partition equivalent to π can be approximated by a similar estimate f . Thus the collection of all such functions f can be covered on x n 1 by no more than Π |π| j=1 |F j | ≤ φ( ) |π| approximating functions. As the partitions in Π fall into at most ∆(x n 1 , Π) equivalence classes, the result follows.
An application of the basic Vapnik Chervonenkis inequality for classes of functions (cf.
Vapnik and Chervonenkis (1981) or Pollard (1984) ) gives the following bound.
Lemma 1 Let G be a class of functions with envelope L whose covering numbers are majorized by φ(·). If Π is a partition family for which m(Π) < ∞, then for every t > 0,
2 Proposition 2 For every uniformly bounded class G, and every partition family Π,
where G = G ∪ (−G) contains every function g ∈ G and its additive inverse.
Proof: Fix a function g ∈ G and a partition π ∈ Π. Given X 1 = x 1 , . . . , X n = x n define
Then it is easy to see that
and the result follows as g ∈ G and π ∈ Π were arbitrary.
The following inequality extends Lemma 1 of Lugosi and Nobel (1995) . Though it will not
be needed in what follows, it may be of independent interest.
Lemma 2 Let G be a class of functions with envelope L whose covering numbers are majorized by φ(·). If Π is a partition family with m(Π) < ∞, then for every t > 0,
, the stated inequality follows immediately from Lemma 1 and Proposition 2. 
for every compact set V ⊂ IR d , and
with probability one.
Proof: If the unrestricted cell counts are such that n −1 m(Π n ) → 0, then (11) is an immediate consequence of Lemma 1 and the Borel-Cantelli Lemma. In the more general case, fix > 0 and let L < ∞ be an envelope for G. Select a compact set
and define the class of functions G V = {gI V : g ∈ G}, which is readily seen to be nice. For each partition π = {A j } ∈ Π n define its restriction π = {A j ∩ V } ∪ {V c }, and let
It is easily verified that ∆ * n (Π n ) ≤ ∆ * n (Π n ), and that m(Π n ) ≤ m(Π n : V ) + 2. By virtue of the unrestricted case above, Λ n (G V , Π n ) → 0 with probability one. Now note that
with probability one. Since > 0 was arbitrary, the result follows. 2
Lemma 4 Let G be a nice class of functions with envelope L, and let Π 1 , Π 2 , . . . be partition families satisfying (9) and (10) . Let {f n } and {ĝ n } be regression estimates such that for each n and each training sequence T n ,
Then {f n } is strongly consistent if {ĝ n } is strongly consistent.
Proof: It is well known, and easy to verify, that for every bounded function f :
For each element π = {A j } ∈ Π n define an associated partitionπ
, and letΠ n = {π : π ∈ Π n }. It is readily verified that
for every compact subset V of IR d . Let H contain all those functions h :
of the form h(x, y) = (g(x) − y) 2 , where g ∈ G. Then H is nice, and it follows from Lemma 3 and the equations (13) that
with probability one. Now consider the estimates {f n } and {f n }. By virtue of (14) and the assumptions above,
If the sequence {ĝ n } is strongly consistent, then the last term above tends to zero with probability one. 2
Proof of Theorem 1
Definition: A sequence Z 1 , Z 2 , . . . of random variables defined on the same probability space as (X, Y ) is said to be of order o * (1), written Z n = o * (1), if as n tends to infinity Z n → 0 with probability one.
Proof of Theorem 1:
Define an auxilliary functioñ
Note that |r n | ≤ K, and thatr n is piecewise constant on the cells of ψ n . By an obvious upper bound,
The first term above measures the variance ofr n , while the second term measures its bias. We show in turn that each is of order o * (1).
Consider the first term in (16) . By an easy application of Proposition 2 and Lemma 3,
For each cell A ∈ ψ n (T n ) let n A = nP n (A) be the number of vectors X i in A. By virtue of (17) and the definition ofr n ,
Let Q denote the joint distribution of (X, Y ) and letQ n be the empirical distribution of (X 1 , Y 1 ), . . . , (X n , Y n ). For each element π = {A j } ∈ Π n define an associated partitioñ
, and letΠ n = {π : π ∈ Π n }. The function
, is bounded and satisfies A×IR h(x, y)dQ = 0 for every measurable subset A of IR d . Rewriting (18) in terms of the distribution Q, the familyΠ n , and h gives
where the second inequality follows from Proposition 2. By virtue of (13) and the conditions of the theorem the first term above is of order o * (1). Thus P |r n −r n | = o * (1).
Consider now the second term of (16) . Fix > 0 and let g :
continuous function such that P |r − g| 2 < . Let γ > 0 be chosen so that |g(x 1 ) − g(x 2 )| < 1/2 whenever x 1 − x 2 < γ. Fix δ > 0 so small that 8K 2 δ ≤ , and let S be any set satisfying
Defineḡ n by averaging g over those X i within the cells of ψ n ∩ S,
Bothr n andḡ n are constant on the cells of ψ n . In particular, the definition ofr n insures that
for each cell A ∈ ψ n , so that for each training set T n ,
Let G contain all the functions of the form g(x) = (r(x) − a) 2 , where a ∈ [−K, K]. Then G is nice, and it is evident that |r −r n | 2 and |r −g n | 2 are contained in G • Π n for each n.
Applying Lemma 3 to the sequence {G • Π n }, one deduces that
It follows from (19) , (20) , and the choice of S that P |r −r n | 2 ≤P n |r −r n | 2 + o * (1)
As the right-hand side depends on S only through its probability,
Condition (c) of the theorem guarantees that P |r −r n | 2 ≤ 4 + o * (1), and the result follows as > 0 was arbitrary. 2
Local Fitting with Truncated Polynomials
The histogram estimater n is piecewise constant on the cells of ψ n (T n ) and has discontinuities along the boundaries of these cells. If the regression function r(·) is known to be smooth, or if the sample size is large, more sophisticated local estimates may be appropriate.
The results of Theorem 1 can be extended in a natural way to regression estimates based on local polynomial fits. Given a partitioning rule ψ n and a training set T n , we construct a piecewise polynomial regression estimate by fitting a suitable function g ∈G within each cell of ψ n (T n ). For each cell A ∈ ψ n (T n ) let
be the best k'th order polynomial fit to those pairs (X i , Y i ) for which X i ∈ A, and set
If the range [−K, K] of the response variables Y i is known, then define the estimatê
otherwise definef
In either case,f n (x) ∈G • Π n . Moreover the optimality of g A and the choice of trunction level insures that
for every training set T n . The consistency of the estimates {f n } follows immediately from Theorem 1 and Lemma 4. Note that truncation eliminates the need for regularity assumptions concerning the local least-squares fit within each cell, assumptions that are difficult to verify in practice.
Theorem 2 Let ψ 1 , ψ 2 , . . . be a sequence of partitioning rules satisfying conditions (a), (b), and (c) of Theorem 1. If regression estimatesf n are defined using truncated local polynomial fits as in (22) or (23), then P |f n − r| 2 → 0 with probability one.
When it is desireable to do so, we may center the polynomial fit within each cell, replacing
, where x 0 is the average of those vectors lying in A, or some other centrally located point of A.
Estimation of Conditional Medians
For each x ∈ IR d and a ∈ [−K, K] the conditional cumulative distribution function of Y given X = x is given by
The conditional median of Y given X = x is defined by
Here we study histogram estimates of m(·) that are based on local order statistics of the response variables.
Given a partitioning rule ψ n and a training set T n = (X 1 , Y 1 ), . . . , (X n , Y n ), define for each
of the conditional median m(x), in terms of the corresponding estimatê
of the conditional cumulative distribution function. Thenm n (x) is just the (k + 1)/2 'th order statistic among the k numbers {Y i :
is the ordinary median of {Y i :
Theorem 3 Let ψ 1 , ψ 2 , . . . be partitioning rules satisfying conditions (a), (b), and (c) of The-
then P |m n − m| → 0 with probability one.
Proof: Fix > 0 and note that P |m n − m| ≤ 2 + 2KP (A n ) + 2KP (B n ), where the sets
depend on the training set T n throughm n . It is enough to show that P (A n ) and P (B n ) are of order o * (1).
Fix a number a ∈ [−K, K] and define the indicator random variable F (a, x) , and its histogram estimate is justF n (a, x).
Although ψ n is a function of T n rather than (X 1 , Y 1 ), . . . , (X n , Y n ), the analysis of Theorem 1
, and thereforê
For each δ > 0 define V δ = {x : h(x) ≥ δ}. By virtue of (26),
and it follows from (25) that for every δ > 0,
with probability one. As δ → 0, the probability P (V c δ ) → P {x : h(x) = 0} = 0, so that P (A n ) = o * (1). A similar analysis may be carried out for the events {B n } using the regularity condition (24), which insures that F (a, x) is increasing in each neighborhood of a = m(x). 
having congruent, rectangular cells with edge lengths h 1n , . . . , h dn . Let Π n = {θ n + c : c ∈ IR d } contain all the shifts of θ n by an arbitrary offset c.
Suppose that d = 1, in which case each cell of θ n is an interval of length h n . Fix x 1 , . . . , x n ∈ IR. If π ∈ Π n then π and π +h n are identical, so in assessing the partitioning number ∆(x n 1 , Π n ) it is enough to consider shifts c ∈ [0, h n ) of length at most h n . As c increases from 0 to h n , the partition induced by θ n + c changes only if the boundary of a cell crosses one of the points x 1 , . . . , x n . This happens exactly n times, once for each x i , and it follows that ∆(x n 1 , Π n ) ≤ n. Suppose now that d > 1. For each j = 1, . . . , d let the family Π j n be generated by shifts of the partition
each of whose cells is a slab perpendicular to the j'th coordinate axis. By varying the components of c one at a time, it can be shown that for each sequence
It follows from the case d = 1 above that ∆ * n (Π j n ) ≤ n for each j, and therefore the partitioning numbers ∆ * n (Π n ) ≤ 
As for condition (a), assume without loss of generality that V is a compact set of the form
, with t > 0. Each cell of π ∈ Π n has volume d j=1 h jn , and if (27) holds, then
h jn when n is sufficiently large. Thus the restricted covering numbers grow sublinearly if
The conclusion of the following theorem holds regardless of the joint distribution of (X, Y ) ∈
Theorem 4 For each n, let the regression estimater n be based on a shifted version of the partition θ n . If (27) and (28) hold, then P |r −r n | 2 → 0 with probability one.
K-thresholding with Variable Weights
In this section we consider a Y -dependent variant of the k-spacing regression estimate of Parthasarathy and Battacharya (1961) . Let d = 1, so that X 1 , X 2 , . . . are real-valued, and assume that the distribution P of X i has a density with respect to Lebesgue measure. Let F : IR → [0, ∞) be a non-negative weight function that is bounded away from zero and infinity on every compact set. The partition ψ n (T n ) is found by ordering X 1 , . . . , X n , and then grouping them into intervals based on the weights F (Y i ) of the corresponding response variables. In scanning from left to right, a new interval is begun when the running sum of the weights F (Y i ) associated with X i in the current interval exceeds a preassigned threshold.
Let k n > 0 be a preassigned threshold value. Let ρ be the unique permutation on {1, . . . , n} such that X ρ(1) < X ρ(2) < . . . < X ρ(n) . (Such a permutation exists with probability one as P has a density.) Set m 1 = 1 and recursively define successive threshold times
Let ψ n (T n ) be a partition of IR into intervals {A 1 , . . . , A s } such that X ρ(m j ) , . . . , X ρ(m j+1 −1) ∈ A j for j = 1, . . . , s−1, and X ρ(ms) , . . . , X ρ(n) ∈ A s . If the weight function F is identically 1, then ψ n (T n ) is the ordinary k-spacing partition of IR.
For suitable sequences of threshold values, Theorem 1 shows that histogram regression estimates based on ψ n are consistent. The proof, which makes use of Example 1 above, is similar to that given in Lugosi and Nobel (1995) for k-spacing density estimates, and is therefore ommitted.
Theorem 5 Let a regression estimater n be formed by averaging response variables within the cells of ψ n (T n ). If k n → ∞ and k n /n → 0 then P |r n − r| 2 → 0 with probability one. 2
Remark: In higher dimensions, similar results can be obtained for a Y -dependent version of the partitioning scheme proposed by Gessaman (1970) . The Y -independent case is discussed in Lugosi and Nobel (1995). The risk of a clustering scheme C is commonly measured by R(C) = x − C(x) 2 dP , the expected squared distance between a random vector X ∼ P and its corresponding cluster center. The empirical risk of C is given by
From a training set T n = (X 1 , Y 1 ), . . . , (X n , Y n ) and a clustering scheme C one may produce a histogram regression estimate by averaging the response variables Y i within the cells of C.
We consider estimates based on empirically optimal nearest neighbor clustering schemes.
Definition: For each x ∈ IR d and every δ > 0 let B(x, δ) = {v : u − v < δ}. The support set of P is defined by
It is easy to see that S P is a closed set with P (S P ) = 1.
Proposition 3 For each n ≥ 1 let C n : IR d → C n minimize the empirical risk R n (C) over all nearest neighbor clustering schemes having k n cluster centers. If E X 2 < ∞ and k n → ∞,
Proof: By the monotonicity of · 2 , the cluster centers of an empirically optimal scheme must lie within the closed convex hull of X 1 , . . . , X n . As this set is compact, the continuity of · 2 insures that C n exists.
Let u 1 , u 2 , . . . be dense in IR d , with u 1 = 0. For each n let C n be the nearest neighbor clustering scheme with centers {u 1 , . . . , u n }. For each compact set
with probability one. As V was arbitrary, R n (C n ) → 0 with probability one.
By applying the strong law of large numbers to a countable, dense subset of S P , it may be established that IP lim inf n→∞ P n (B(u, δ)) > 0 for every u ∈ S P , δ > 0 = 1. 
Let C 1 , C 2 , . . . be a sequence of codebooks corresponding to a sample point in this event. As S P ∩ V is compact, there exists a sequence of vectors {u n k } such that u n k → u * ∈ S P and C n k ⊆ B c (u n k , δ) for every k. Thus when k is sufficiently large,
and it follows from (30) and (31) that IP lim inf n→∞ R n (C n ) > 0 > 0.
But this contradicts the fact that R(C n ) → 0 with probability, and we conclude that (31) cannot hold. 2
Theorem 6 Let C n minimize the empirical risk R n (C) over all nearest neighbor clustering schemes with k n cluster centers. Definer n by averaging the response variables Y i within the cells of C n . If E X 2 is finite, k n → ∞, and n −1 k 2 n log n → 0, then P |r −r n | 2 → 0 with probability one.
Proof: The partition associated with C n lies in the family V kn containing all nearest-neighbor partitions of k n vectors in IR d . Example 3 of Section 1.2 shows that m(V kn ) = k n and ∆ * n (V kn ) ≤ n k 2 n d . Our assumptions on k n guarantee that n −1 m(V kn ) → 0 and n −1 log ∆ * n (V kn ) → 0 .
The shrinking cell condition (c) of Theorem 1 follows easily from Proposition 3 above. 2
Empirically Optimal Regression Trees
Tree-structured partitions were defined in Example 3 of Section 2. A regression tree is a function f : IR d → IR defined by assigning a number to each cell of a tree-structured partition (T, τ ). Alternatively, one may define a regression tree by augmenting the pair (T, τ ) with an additional node function α : T → IR, and setting f (x) = α(t) for every vector x whose path through T ends at the leaf node t. In the notation of Section 2, a k-node regression tree is a function f ∈ G • T k , where G is the the class of constant functions taking values in [−K, K].
The regression function r(·) minimizes the predictive risk J(f ) = E|f (X) − Y | 2 over all functions f : IR d → IR. In practice, when the training set T n is given but the distribution of (X, Y ) is unknown, it is common to seek an estimatef n that minimizes the empirical risk
over a suitable class of regression estimates. Empirically optimal regression trees yield consistent estimates of r(·) if the size of the trees grows with n at a controlled rate.
Theorem 7 Letf n minimize the empirical risk J n (f ) over all the k n -node regression trees f ∈ G • T kn . If k n → ∞ and k n = o(n/ log n), then P |f n − r| 2 → 0 with probability one.
Proof: As k n grows without bound, there exists a fixed, tree-structured partitions π n ∈ T kn such that for every compact set
Letĝ n be the histogram regression estimate produced from T n by averaging the response variables Y i within the cells of π n .
Under the assumption that k n = o(n/ log n), the bounds derived in Example 3 of Section 1.2 show that n −1 m(T kn ) → 0 and n −1 ∆ * n (T kn ) → 0. It then follows from (32) and Theorem 1 that {ĝ n } is strongly consistent. Since for each nf n andĝ n are contained in G • T kn , andf n is empirically optimal, the consistency of the estimatesf n follows from Lemma 4.
2
We remark that the partitions π n above may be chosen to have rectangular cells. Thus the conclusion of the theorem holds for the empirically optimal regression trees employing axis-parallel splits. It should also be noted that the estimatesf n need not have shrinking cells in the sense of (4). When n is large, the empirically optimal tree will not divide regions of the measurement space on which the regression function is constant.
