One important task in online data analysis is detecting network change, such as dissociation of communities or formation of new communities. Targeting on this type of application, we develop an online change-point detection procedure in the covariance structure of high-dimensional data. A new stopping rule is proposed to terminate arXiv:1911.07762v1 [stat.ME] 18 Nov 2019 data dependence and magnitude of change in the covariance structure. Simulation studies are provided to confirm accuracy of the theoretical results. The practical usefulness of the proposed procedure is illustrated by detecting brain's network change in a resting-state fMRI dataset.
the process as early as possible when a network change occurs. The stopping rule incorporates spatial and temporal dependence, and can be applied to non-Gaussian data. An explicit expression for the average run length (ARL) is derived, so that the level of threshold in the stopping rule can be easily obtained with no need to run time-consuming Monte Carlo simulations. We also establish an upper bound for the expected detection delay (EDD), the expression of which demonstrates the impact of
INTRODUCTION
Online change-point detection or sequential change-point detection, originally arises from the problem of quality control. The product quality is monitored based on the observations continually arriving during an industrial process. A stopping rule is chosen to terminate and reset the process as early as possible when an anomaly occurs. In modern applications, there has been a resurgence of interest in detecting abrupt change from streaming data with a large number of measurements. Examples include real-time monitoring for sensor networks and threat detection from surveillance videos. More can be found in studying dynamic connectivity of resting state functional magnetic resonance imaging, and in detecting threat of fake news from the group of fake accounts in social networks (Bara, Fung and Dinh 2015) .
Extensive research has been done for online change-point detection of univariate data; see, for example, Page (1954) , Shiryayev (1963) , Lorden (1971) , Wald (1973) , Siegmund (1985) and Siegmund and Venkatraman (1995) . The proposed stopping rules are based on the CUSUM test or the quasi-Bayesian test which assume the distributions of data before and after the change point to be known, or its variants proposed to relax the restrictive assumption of known distributions. There also exist many developments in online change-point detection of multivariate data. For example, Tartakovsky and Veeravalli (2008) and Mei (2010) propose the stopping rule for the common change point detection from all dimensions based on the assumption that the distributions of data before and after the change point are known. By re-laxing the common change to the change of only subset of data, Xie and Siegmund (2013) , and Chan and Walther (2015) study the stopping rule for the multivariate normally distributed data with the identify covariance matrix. By extending and modifying the approach in Xie and Siegmund (2013) , Chan (2017) investigates the optimal detection of multiple data streams in detecting mean shift of independent multivariate normally distributed data with the identify covariance matrix. Despite the preceding developments, very little work has been done for online change-point detection of high-dimensional data. A recent development can be seen in Chen (2019) where the proposed stopping rule utilizes nearest neighbor information to detect the change point in the distribution of independent data.
In this paper, we consider online change-point detection in the covariance structure of high-dimensional data. More precisely, letting {X 1 , X 2 , · · · } be a sequence of continually arriving p-dimensional random vectors, each of which has its own covariance matrix Σ i , we consider the hypotheses H 0 : Σ 1 = Σ 2 = · · · , against H 1 : Σ 1 = · · · = Σ τ = Σ τ +1 = · · · , (1.1)
where τ is some unknown change point. We propose a stopping rule for (1.1), which terminates the process as early as possible after Σ τ changes to Σ τ +1 . Under the null hypothesis, we derive an explicit expression for the average run length (ARL), so that the level of threshold in the stopping rule can be easily obtained with no need to run time-consuming Monte Carlo simulations. Under the alternative hypothesis, we establish an upper bound for the expected detection delay (EDD), which demonstrates the impact of data dependence and magnitude of change in the covariance structure.
The proposed stopping rule is readily applied to detecting network change in highdimensional online data as the network can be modeled by the covariance matrix. In addition to its practical usefulness, the developed method has several theoretical con-tributions. First, the stopping rule incorporates spatial and temporal dependence of data. Rather than assume temporal independence, we estimate the temporal dependence consistently through a data-driven procedure, and establish the distribution of the stopping time with the correctly specified dependence. Consequently, the ARL of the proposed stopping rule can be well controlled even in the presence of temporal dependence. Second, the stopping rule can be applied to a wide range of data in that it does not assume Gaussian distribution, but only requires existence of fourth moment of data. Third, the stopping rule is implementable when the dimension p diverges and thus suitable for monitoring modern networks whose size varies enormously from thousands to millions. Finally, we identify the key factors and establish their impact on the EDD through an explicitly derived upper bound. In particular, we reveal that the EDD based on the L 2 -norm statistic increases as the strength of temporal dependence increases, but decreases as the magnitude of change
Here || · || F represents the matrix Frobenius norm.
The rest of the paper is organized as follows. Section 2 introduces the proposed stopping rule. Section 3 presents its asymptotic properties. Simulation studies and real data analysis are given in Sections 4 and 5, respectively. We conclude the paper in Section 6. Technical proofs of main theorems are relegated to Appendix. Other technical proofs and additional simulation results are included in a supplementary material.
METHODOLOGY
2.1 Modeling spatial and temporal dependence
We model the sequence by
are mutually independent and satisfy E(z i ) = 0, Var(z i ) = 1 and E(z 4 i ) = 3 + β for some finite constant β.
There are two advantages to impose the above model. First, it incorporates both spatial and temporal dependence of the sequence
sents the spatial dependence of each X i and each p × p block off-diagonal sub-matrix
describes the spatial and temporal dependence between X i and X j at i = j. Here we require m ≥ n × p to ensure the positive definite of ΓΓ T and thus existence of C(j − i). Second, the model does not assume any distribution of data, but only requires the existence of fourth moment. In particular, X i is normally
Based on (2.1), we accommodate the spatial and temporal dependence by the following two conditions.
(C1). The sequence is M -dependent, such that for some integer M ≥ 0, C(j −i) = 0 if and only if |j − i| ≤ M . Moreover, under H 0 of (1.1), C(j − i) = C(h) for all i and j satisfying j − i = h with h ∈ {0, ±1, · · · , ±M }.
Under the null hypothesis, we assume that the sequence is M -dependent, and the spatial and temporal dependence is stationary. Under the alternative hypothesis, the covariance structure changes and consequently, the stationary of the spatial and temporal dependence cannot hold. We thus only assume the M -dependence. We introduce the M -dependence to relax the commonly assumed temporal independence in the literature. As shown in Appendix, the assumption enables us to establish the asymptotic normality of the test statistic (2.2) through the martingale central limit theorem. Moreover, the M -dependence combined with the stationary in the spatial and temporal dependence, yields that the stopping time (2.5) converges to the Gumbel limiting distribution of a stationary Gaussian process under the null hypothesis.
Under the alternative hypothesis, we impose the M -dependence to generalize the Wald's lemma from a sum of a random number of independent random variables to that of M -dependent random variables. The generalization enables us to study the EDD of the stopping time even in the presence of temporal dependence (see the proof of Theorem 2 in Appendix).
(C2). For any h 1 , h 2 , h 3 , h 4 ∈ {0, ±1, · · · , ±M }, as p → ∞,
holds if all the eigenvalues of C(0) are bounded, but violates under strong dependence such as the compound symmetry covariance structure. If the temporal dependence is present (h = 0), (C2) takes into account both spatial and temporal dependence. It can be shown that (C2) holds if the requirement of bounded eigenvalues is extended to the np × np covariance matrix of entire sequence X = (X T 1 , X T 2 , · · · , X T n ) T , each p × p block diagonal matrix of which measures the spatial dependence of each p-dimensional random vector in the sequence, and each p × p block off-diagonal matrix of which describes the spatio-temporal dependence of two random vectors collected at different time points. The condition cannot hold if the spatial and temporal dependence is too strong so that the covariance matrix of X has unbounded eigenvalues. The advantage of (C2) is that it does impose any decay structures on C(h) as long as the trace condition is satisfied. Moreover, it allows the dimension p to diverge without imposing its growth rate.
Test statistic
Suppose that n observations have been collected. We need a test statistic, the expectation of which can measure the heterogeneity of covariance structure from the collected observations. Assuming for the moment that µ = 0 in (2.1), we propose the following test statisticĴ
If µ = 0, a centralized version of (2.2) iŝ
whereμ is a consistent estimator of µ. As introduced in Section 2.3, the proposed stopping rule needs a training sample andμ thus can be chosen as the sample mean of the training sample.
Remark 2.1 We first assume a known M to present the main results of the proposed methods. We then provide a data-driven procedure for estimating M and establish the theoretical results based on the estimated M in Section 3.4.
Remark 2.2
The test statistics are constructed in several steps. At each t from {M + 2, · · · , n − M − 2}, we first partition the entire sequence
After utilizing the indicator function I(|i − j| ≥ M + 1) to exclude the interference of C(j − i) with 0 < |i − j| ≤ M , we estimate the two covariance structures separately from the two segments. We then compare the two covariance structures through A t,M (i, j), so that the expectation ofĴ n,M is zero under the null hypothesis, but it is non-zero with the maximum attained at the change point under the alternative hypothesis. Finally, we choose W M (i, j) to accumulate all the structural comparisons, each of which is obtained through A t,M (i, j).
Since the main task is to detect change in the covariance structure, we assume without further notice that µ = 0 in (2.1), and focus onĴ n,M to facilitate theoretical investigation. All the established results can be readily extended toĴ * n,M with µ = 0.
Proposition 1. Assume (2.1) and (C1). Under the null hypothesis, E(Ĵ n,M ) = 0.
Under the alternative hypothesis,
Since the expectation ofĴ n,M under the alternative hypothesis differs from its expectation under the null hypothesis, it can be used to test heterogeneity of the covariance structure after we standardize it. This requires us to further derive the variance of the test statistic.
Proposition 2. Under (2.1) and (C1)-(C2),
Under the null hypothesis, (C1) assumes that the spatial and temporal dependence is stationary. The variance can thus be simplified as
4)
where h 1 , h 2 ∈ {0, ±1, · · · , ±M }.
Stopping rule
The proposed stopping rule is
5)
which terminates the detection process in a minimal number of new observations, when the absolute value of the standardized test statistic is above a threshold. Some key observations about the stopping rule are as follows. First,
which is the test statisticĴ n,M (2.2) based on past H observations from the current time n. Here H is the window-size and chosen to reduce the computational time.
Second, n 0 is the size of a training sample chosen to estimate M for dependence and the standard deviation ofĴ n,M,H under the null hypothesis. Estimating M will be covered in Section 3.4. To estimate the standard deviation ofĴ n,M,H under the null hypothesis, we only need to estimate tr{C(h 1 )C(h 2 )} because it is the only unknown indicated in (2.4). Based on the training sample, it is estimated by
where * represents the sum of indices that are at least M apart in the training sample, and n * be the corresponding number of indices. As a result, the estimator of the variance ofĴ n,M,H iŝ
The consistency of the estimator will be established in Theorem 3 in Section 3.3.
At last, a is the threshold and should be chosen to control the ARL at any prespecified value. Theorem 1 in next section will provide a result for selecting a for this purpose.
ASYMPTOTIC RESULTS

Average run length
Let E ∞ and P ∞ denote the expectation and probability, respectively, under the null hypothesis. Let
The ARL is defined to be the expected value of the stopping time under the null hypothesis. The following theorem establishes the ARL or E ∞ {T H (a, M )} for the proposed stopping rule (2.5).
Theorem 1. Assume (2.1) and (C1)-(C2). As t/H → ∞,
As shown in proof of Theorem 1, the ARL is obtained by establishing the cumulative distribution function
Theorem 1 states that the ARL depends on the threshold a and the window-size H. In particular, it increases as a increases when H is fixed. This can also be seen from the proposed stopping rule (2.5), where raising a makes the standardized test statistic less likely to go beyond the a when there is no change point. The practical usefulness of Theorem 1 is that with any pre-specified ARL and H, we can quickly determine the value of a by solving the equation rather than running time-consuming Monte Carlo simulations.
Expected detection delay
The EDD is the expected number of additional observations after the true change point when the process is terminated. Similar to Siegmund and Venkatraman (1995) and Xie and Siegmund (2013) , we consider E 0 {T H (a, M )} which represents the EDD when the change point occurs immediately after the training sample n 0 . The following theorem provides an upper bound for the EDD or E 0 {T H (a, M )}.
Theorem 2. Assume (2.1) and (C1)-(C2). In addition, as ing, a larger user-chosen ARL leads to a higher value of a and thus a greater EDD.
Finally, the impact of σ
The result shows that the EDD can be significantly reduced by increasing the ratio of the change in covariance structure to the original covariance structure.
Change-point testing in the training sample
To implement the stopping rule, we need a training sample which has no any change point in covariance structure. To know whether a sample {X i , 1 ≤ i ≤ n 0 } is qualified as a training sample, we need to consider the hypotheses
where 1 ≤ τ 1 < · · · < τ q < n 0 are unknown change points. This is an offline testing problem as the sample has been collected. We consider the test statisticĴ n 0 ,M obtained by replacing n with n 0 in (2.2) in that its expectation can distinguish the alternative from the null hypothesis. The following theorem establishes the asymptotic normality ofĴ n 0 ,M .
Theorem 3. Assume (2.1) and (C1)-(C2). As n 0 → ∞,
where µĴ n 0 ,M and σĴ n 0 ,M are given by Propositions 1 and 2, respectively, with n replaced by n 0 . In particular, under H 0 of (2.8),
n 0 ,M ,0 is defined in (2.7) with n replaced by n 0 . From Theorem 3, we reject H * 0 of (2.8) with a nominal significance level α if
Otherwise, we fail to reject H * 0 and hereby obtain a training sample for the proposed stopping rule.
Stopping rule with estimated M
The unknown M in the stopping rule (2.5) can be estimated through the training sample X 1 , · · · , X n 0 . From (C1), we know that Cov(X i , X j ) = C(i − j) is zero if and only if |i − j| > M , or equivalently, tr{C(h)C T (h)} is zero if and only if |h| > M . We thus estimate M through the following steps.
• Using (2.6), we compute tr{C(h)C(−h)}/ tr{C(0)C(0)} with h starting from 0.
• We terminate the process when the first non-negative integer h * satisfies
where is a small constant and can be chosen to be 0.05 in practice.
• We then estimate M byM = h * − 1.
Let 
SIMULATION STUDIES
Accuracy of the theoretical ARL
We first evaluate the performance of the stopping rule under the null hypothesis. The random vectors X i for i = 1, 2, · · · are generated from
where the p×p matrix Γ l = {0.6 |i−j| (M −l+1) −1 } for i, j = 1, · · · , p, and l = 0, · · · , M .
Each i is a p-variate random vector with mean 0 and identity covariance I p , and all i s are mutually independent. If M = 0, all X i s are mutually independent from (2.9) and each individual X i has the covariance matrix Γ
Here we consider the normally distributed i . Non-Gaussian i is also considered and the obtained results are included in the supplementary material of the paper. We choose the dimension p = 200, 400 and 1000, the size of historical data n 0 = 200, the window-size H = 100 and 150, and dependence M = 0, 1, 2, respectively.
To examine the accuracy of the theoretical ARL, we first specify its value and obtain the corresponding a by solving the equation in Theorem 1. Based on the a, we obtain the Monte Carlo ARL by taking the average of the stopping times from 1000 simulations. Table 1 compares (a). Q satisfies QQ T = Σ, where Σ ij = ρ |i−j| for 1 ≤ i, j ≤ p.
(b). Each row of Q has only three non-zero elements that are randomly chosen from {1, · · · , p} with magnitude ρ multiplied by a random sign.
(c). Q satisfies QQ T = Σ, where Σ ii = 1 for i = 1, · · · , p, and Σ ij = ρ for i = j. Models (a)-(c) specify the bandable, sparse and strong covariance matrices, respectively. We choose ρ = 0.6, 0.7, 0.8 to obtain different magnitudes in the covariance change, and choose the dimension p = 1000, the window-size H = 100 and 150, and dependence M = 0, 1, 2, respectively. Moreover, the threshold a = 3.58 when H = 100 and a = 3.46 when H = 150 so that the theoretical ARL is controlled around 5000. Table 2 compares the theoretical bound for the EDD in Theorem 2 with the corresponding Monte Carlo EDD based on 1000 simulations. As we can see, each
Monte Carlo EDD is no more than its theoretical upper bound. Furthermore, both
Monte Carlo EDDs and theoretical bounds decrease as ρ increases with the same M and H, but increase as M increases with the same ρ and H. The simulation results are consistent with the theoretical findings in Theorem 2.
We also compare the proposed stopping rule with some other stopping rules in among observations. The implementation of these two stopping rules are available in the R package gStream. Similar to the authors, we choose a relatively larger nearest neighbors 5 to gain more information. The ARL is specified at 5000. Since they assume the observations are temporally independent, we consider M = 0. Other setups are specified in the beginning of this section. Note that the stopping rules in Chen (2019) and Chu and Chen (2018) are proposed to detect the change point in distribution. When the change in distribution is indeed caused by the covariance structure, Figures 1-3 show that the proposed stopping rule performs better with much smaller EDDs than the two competitors. and 96 successes respectively, the proposed data-driven procedure demonstrates its satisfactory performance for estimating the M .
CASE STUDY
Resting-state fMRI is a method to explore brain's internal dynamic networks. We apply the proposed method to a resting-state fMRI dataset obtained from the 2017 We detect brain's network change in a real-time manner, in the sense that we pretend that the observations in the dataset continually arrive in time. At each time, we determine whether the process should be terminated through the proposed stopping rule. After applying the test in Section 3.3, we obtain the subject 103010 and subject 130417 with no change in the covariance of first 200 observations. We The second analysis is illustrating the actual change in the brain's network. For each subject, we estimate the correlation matrices before and after the estimated change point using the glasso. The obtained results for the two subjects are summarized in Figure 5 , which clearly illustrates the brain's internal networks become stronger after the estimated change points. The results are consistent with recent studies that during the resting state, brain's networks activate when a subject focuses on internal tasks, and exhibit dynamic changes within time scales of seconds to minutes (Allen et al. 2014; Calhoun et al. 2014; Chang and Glover 2010; Cribben et al. 2012; Handwerker et al. 2012; Hutchison et al. 2013b; Jeong et al. 2016; Monti et al. 2014 ).
CONCLUSION
We propose a new procedure to detect the anomaly in the covariance structure of high-dimensional online data. The procedure is implementable when data are non-Gaussian, and involve both spatial and temporal dependence. We investigate its theoretical properties by deriving an explicit expression for the average run length (ARL) and an upper bound for the expected detection delay (EDD). The established ARL can be employed to obtain the level of the threshold in the stopping rule without running time-consuming Monte Carlo simulations. The derived upper bound demonstrates the impact of data dependence and magnitude of change in the covariance structure on the EDD. The theoretical properties are examined and justified by the empirical studies through both simulation and a real application.
APPENDIX: TECHNICAL DETAILS.
A.1. Proof of Proposition 1.
From (2.2), X i and X j inĴ n,M are M apart because of the indicator function in W M (i, j). Using (C1), we see that X i and X j are independent. As a result, E(Ĵ n,M ) = W M (k, l)tr(Σ i Σ j )tr(Σ k Σ l ) from Proposition 1. We thus only need to derive E(Ĵ 2 n,M ), which, from (2.1) and (C1), is
where for any square matrices A and B, the symbol A • B = (a ij b ij ), and e m is the unit vector with the only non-zero element at the mth component. By applying (C2) and subtracting E 2 (Ĵ n,M ) in Proposition 1, we have
This completes the proof of Proposition 2.
A.3. Proof of Theorem 1.
We need to derive the cumulative distribution function of T H (a, M ). From (2.5),
The cumulative distribution function of T H (a, M ) thus depends on the distribution of J n 0 +i,M,H /σ n 0 ,M,H , which will be shown to converge to a stationary Gaussian process.
To simplify notation, we letĴ n 0 +i,M,H ≡Ĵ i,M , andσ n 0 ,M,H ≡σ 0 . The Gaussian process can be established by showing (i) the joint asymptotic normality of (σ −1 0Ĵ i 1 ,M , . . . ,σ −1 0Ĵ i d ,M ) for any i 1 < i 2 < · · · < i d . (ii) the tightness ofσ −1 0Ĵ i,M . To prove (i), we apply the Cramér-Wold device to show that for any non-zero a 1 , · · · , a d , d l=1σ
−1 0 a lĴi l ,M is asymptotic normal. Since the proof is similar to that of Theorem 3, we omit it. We thus only need to prove (ii).
Toward this end, we first obtain the leading order of Var(Ĵ i,M ), which is 
We want to show the tightness of σ −1 0Ĵ i,M . Then the tightness ofσ −1 0Ĵ i,M can be established by the Slutsky theorem becauseσ 0 is ratio-consistent to σ 0 according to Theorem 3. Consider i = q * · t, for q * = i/t ∈ (0, 1), with i = 1, . . . , t. It is equivalent to show the tightness of
When there is no any change point,
For any i 1 , i 2 ∈ {1, . . . , t}, and i 2 − i 1 = i d ∈ {1, . . . , H − 1}, as H → ∞,
Therefore, by Chebyshev's inequality, if 1 ≤ i d ≤ H − 1,
Let H/t = d, then
and {(r * − q * )/d} ∈ (0, 1). If i d ≥ H, or equivalently {(r * − q * )/d} ≥ 1,
Let ξ i = G(i/t) − G{(i − 1)/m}, for i = 1, . . . , t. Then S i = ξ 1 + · · · + ξ i = G(i/t) with S 0 = 0. Therefore,
For any 0 < p * < q * < r * < 1, G(p * ) = S i 0 , G(q * ) = S i 1 and G(r * ) = S i 2 , respectively.
Let m * = |G(q * ) − G(p * )| ∧ |G(r * ) − G(q * )|. Then
If q * − p * < d and r * − q * < d, or equivalently r * − p * < 2d,
If q * − p * < d and r * − q * ≥ d, or q * − p * ≥ d and r * − q * < d, but r * − p * < 2d,
If q * − p * < d and r * − q * ≥ d, or q * − p * ≥ d and r * − q * < d, but r * − p * ≥ 2d,
If q * − p * ≥ d and r * − q * ≥ d, and r * − p * ≥ 2d,
where α > 1 2 . Then µ α,d {(p * , r * ]} is a finite measure on T = (0, 1]. For any > 0 and p * , q * , r * ∈ T = (0, 1],
Using Theorem 10.3 in Billingsley (1999) , we conclude
where K is a constant. As t H, d = H/t is close to zero, and 2d < (1 − 0). Hence, µ 2α α,d {(0, 1]} = 2, and
From (10.4) in Billingsley (1999) , we obtain
If λ goes to infinity, the above probability converges to zero. Therefore, S i is tight or
|p − q| → 0, then we have, as H → ∞,
On the other hand, if |p − q| → ∞ or i d /H → ∞, Cov{Y (p), Y (q)} = 0.
As a result, {Y (q), q ≥ 0} converges to {Z(q), q ≥ 0}, which is a stationary Gaussian process with zero mean, unit variance and covariance function of the form
as |p − q| → 0. On the other hand, as |p − q| → ∞, r(|p − q|) log(|p − q|) → 0.
Then from Finch (2003), max 0≤q≤Q |Z(q)| has the Gumbel distribution so that
where g(t/H, a) = 2 log(t/H) + 1/2 log log(t/H) + log(4/ √ π) − a 2 log(t/H).
As a result, the cumulative distribution function of T H (a, M ) is
We next derive the expectation of T H (a, M ). Since the support of T H (a, M ) is non-negative, we have
where F T H (a,M ) (t) is the cumulative distribution function of T H (a, M ) evaluated at t.
Since we have already derived the cumulative distribution function when t > H, we then have
This completes the proof of Theorem 1.
A.4. Proof of Theorem 2.
LetĴ T −1 denote the test statistic evaluated at T − 1. From the stopping rule (2.5), we have E|Ĵ T −1 | ≤ a · σ H,M,0 .
By Jensen's inequality and triangle inequality, we also have E|Ĵ T −1 | ≥ |E(Ĵ T )| − |E(Ĵ T −Ĵ T −1 )|.
Combining the above two inequality, we obtain |E(Ĵ T )| − a · σ H,M,0 ≤ |E(Ĵ T −Ĵ T −1 )|.
( 2.12) Based on similar derivations,
(2.13) Combining (2.11), (2.12) and (2.13), we obtain
Using a · σ H,M,0 = O{H r · tr(Σ τ − Σ τ +1 ) 2 } with 1/2 ≤ r < 1 and the Jensen's inequality, we have
This completes the proof of Theorem 2.
A.5. Proof of Theorem 3.
The asymptotic normality ofĴ n 0 ,M can be established by the martingale central limit theorem. Toward this end, we let F 0 = {∅, Ω}, F k = σ{X 1 , ..., X k } with k = 1, 2, ..., n 0 , and E k (·) denote the conditional expectation given F k . Define D n 0 ,k = (E k − E k−1 )Ĵ n 0 ,M and it is easy to see thatĴ n 0 ,M − µĴ n 0 ,M = n 0 k=1 D n 0 ,k .
We further define S n 0 ,m = m k=1 D n 0 ,k = E mĴn 0 ,M − µĴ n 0 ,M . We can show that for q ≥ m, E(S n 0 ,q |F m ) = S n 0 ,m . To this end, we note that S n 0 ,q = E qĴn 0 ,M − µĴ n 0 ,M = E mĴn 0 ,M − µĴ n 0 ,M + E qĴn 0 ,M − E mĴn 0 ,M = S n 0 ,m + (E qĴn 0 ,M − E mĴn 0 ,M ). Then E(S n 0 ,q |F m ) = S n 0 ,m + E{E q (Ĵ n 0 ,M )|F m } − E{E m (Ĵ n 0 ,M )|F m } = S n 0 ,m + E{E m (Ĵ n 0 ,M )} − E{E m (Ĵ n 0 ,M )} = S n 0 ,m .
As a result, we see that {S n 0 ,k , F k } is a martingale and accordingly, {D n 0 ,k , 1 ≤ k ≤ n 0 } is a martingale difference sequence with respect to the σ-fields {F k , 1 ≤ k ≤ n 0 } Based on similar derivations for Lemmas 2 and 3 in Li and Chen (2012) , we can
show that under (2.1) and (C1)-(C2), as n 0 → ∞,
And, n 0 k=1 E(D 4 n 0 ,k ) σ 4Ĵ n 0 ,M → 0.
The above two results are sufficient conditions for the martingale central limit theorem. This thus completes the first part of Theorem 3.
To show the second part of Theorem 3, we only need to show the ratio consistency ofσĴ n 0 ,M ,0 defined in (2.7) to σĴ n 0 ,M ,0 under the null hypothesis. From the expression (2.6), we apply (2.1) such that under the null hypothesis, E 1 n * * s,t X T t+h 2 X s X T s+h 1 X t = 1 n * * The second part of Theorem 3 is then proved by applying the continuous mapping theorem.
A.6. Proof of Theorem 4.
We first show that P(M = M ) = 1 as n 0 → ∞. Note that the event thatM > M is equivalent to the event that tr{C(M + 1)C(−M − 1)}/ tr{C (0) Toward this end, we notice that
