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Among non-stationary processes, there exist cyclostationary processes whose means 
and auto-correlation functions are periodic in time. These cyclostationary processes 
are appropriate to model stochastic processes with periodic variations. So  these are 
important in the fields of signal processing and stochastic signal analysis because 
there are many periodic signal processing operations. The main purpose of this thesis 
is to study the theory of cyclostationary processes and to develop its applications 
to time delay estimation, optimization of filter banks, and backward periodic AR 
processes. 
   The cyclostationary process with zero mean is characterized by the cyclic auto-
correlation in the time domain or by the spectral correlation density in the trans-
form domain. In Chapter 2, the sampling theorem of cyclostationary processes are 
presented. This shows the spectral relation between the original continuous-time cy-
clostationary process and the sampled discrete-time cyclostationary process. A new 
derivation of Gladyshev's relation is also presented. This shows the spectral rela-
tion between discrete-time cyclostationary processes and discrete-time multichannel 
stationary processes. As one direct application of cyclostationary processes, a prob-
lem of estimating the time difference of arrival (TDOA) of a communication signal 
between two sensors is considered. This problem has been studied in radar or sonar 
signal processing because the direction of arrival of the wavefront can be estimated 
from this TDOA. By using the sampling theorem and the cyclostationary analysis, 
the maximum likelihood estimator is derived. The performance of this method is 
better than the existing ones under certain conditions. This is clarified by the results 
of computer simulations. 
  Recently, in signal processing, there are a great deal of works concerning filter 
banks in multirate signal processing. Most of them have been studied from the de-
terministic point of view, or if from the stochastic point of view, the cyclostationary 
spectral analysis is not used explicitly. But the output of a filter bank for a station-
ary input is generally cyclostationary. So, in Chapter 3, the general spectral relation 
between the input signal and the output signal is derived by using the cyclostation-
i
ary spectral analysis. From this analysis, it is  shown that the output of an alias free 
filter bank for any stationary input is stationary. Then the perfect reconstruction 
(PR) condition isrestated from the stochastic point of view. Next, we derive the 
averaged mean squared reconstruction error when the high pass band signal in a 
two-band filter bank is dropped. This is used as a criterion to optimize two-band 
filter banks under the PR condition. From this criterion, the optimal biorthogonal 
filter banks are obtained. By adding additional constraints to the filter coefficients, 
the criterion of conjugate quadrature filter banks and that of perfect reconstruction 
linear phase filter banks are respectively obtained. Then the obtained PR filter 
banks are compared in terms of other criteria. 
  To generate or to analyze cyclostationary processes parametrically, periodic au-
toregressive moving average (ARMA) processes are often used. At first, in Chapter 
4, these are studied by using the theory of multirate systems. As special cases of 
ARMA processes, periodic AR processes are important in theory and in practice. 
These have some statistical properties like those of conventional AR processes. For 
example, there exists the circular Levinson algorithm to obtain the coefficients of the 
transfer function from the covariances efficiently like the Levinson-Whittle-Wiggins-
Robinson algorithm for conventional AR processes. It is known that there exist 
backward AR processes corresponding to AR processes. Similar to this result, it is 
shown that backward periodic AR processes can be constructed from the auxiliary 
coefficients used in the circular Levinson algorithm. Then the orders of the backward 
periodic AR process are shown to be different from those of the corresponding pe-
riodic AR process. A numerical example and statistical properties of the estimated 
coefficients from a sample of finite size are also presented.
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INTRODUCTION
In the fields of signal processing and signal analysis, when the interested signal is 
considered to be a stochastic signal, it is often modeled as a stationary process. 
It is one of the second-order processes whose mean is constant and whose auto-
correlation function is only dependent on the time difference of two time variables. 
The stationary process with zero mean is characterized by the auto-correlation in 
the time domain or by the spectral density in the transform domain. This simple 
modeling has achieved many useful applications in spectral analysis (191 [32J. But, 
in practice, most signals are not stationary. So, it has been often discussed the 
importance of these non-stationary processes. 
   Among non-stationary second-order processes, there exists a cyclostationary pro-
cess whose mean is periodic in the time variable and whose auto-correlation function 
is periodic in two time variables. This process is appropriate to model stochastic 
processes with periodic variations. So, this process is important in the fields of sig-
nal processing and stochastic signal analysis because there are many periodic signal 
processing operations like sampling, modulation, and coding or the physical periodic 
phenomenon like the monthly data of the temperature. Furthermore, as described 
later, when the signal is considered to be a stochastic signal, the cyclostationarit_: 
plays a great role in multirate systems and linear periodically time-varying systems, 
which are ones of the current main studies in signal processing and stochastic signal 
analysis. Thus the importance of cyclostationary processes may be growing in the 
future. Therefore it is necessary to know and use this cyclostationarit_; as a basic 
tool of signal processing and stochastic signal analysis.
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  The main purpose of this thesis is to study and develop the theory of cyclostation-
ary processes and to derive new applications and analysis. As one direct application 
of cyclostationary processes, estimation of the time delay of a cyclostationary signal 
is considered. Next, by using the cyclostationary spectral analysis, optimization of 
perfect reconstruction filter banks is studied. Lastly, as one parametric analysis for 
cyclostationary processes, new results about periodic autoregressive processes are 
derived. In the following, the introduction of each topic is discussed.
1.1 Cyclostationary Processes
The cyclostationary process can be interpreted as an extension of the stationary 
process. The cyclostationary process with zero mean is characterized by the cyclic 
auto-correlation in the time domain, which is a generalization of the auto-correlation, 
or by the spectral correlation density in the transform domain, which is a general-
ization of the spectral density. 
  The spectral correlation density for discrete-time cyclostationary processes was 
presented by Glasyshev [17] (1961). It was shown there is a one-to-one correspon-
dence between a scalar cyclostationary process and a multichannel stationary  pro-
cess. It was also shown the relation between the spectral correlation density of a 
scalar cyclostationary process and the spectral density matrix of the corresponding 
multichannel stationary process. This is called Gladyshev's relation. Gladyshev's 
relation is useful because the existing theory and analysis of multichannel stationary 
processes can be used after transforming the scalar cyclostationary process into the 
multichannel stationary process, and vice versa. On the other hand, the spectral 
correlation density for continuous-time cyclostationary processes was presented by 
Ogura [27] (1971) and by Gardner and Franks [10] (1975), respectively. These spec-
tral representations enable us new spectral analysis for cyclostationary processes. 
  From the middle of the 1970's, it was noticed that there are many cyclostation-
ary signals treated in signal processing. In the 1980's, the cyclostationary modeling 
has begun to be used positively. Gardner and others added the theoretical bases of 
continuous-time cyclostationary processes [11] [12] [13]. For discrete-time cyclosta-
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tionary processes, Sakai  [35] (1991) restated Gladyshev's relation as a form easily 
to be used. 
  The applications using this cyclostationarity have been reported in many liter-
ature. In this thesis, at first, a problem of estimating the time difference of arrival 
(TDOA) of an interested communication signal with additive noises between two 
sensors is considered. This problem has been studied in radar or sonar signal pro-
cessing because the direction of arrival of the wavefront can be estimated from this 
TDOA under certain conditions. Using the stationary modeling, many methods 
have been already derived [4]. But, in fact, most communication signals exhibit he 
cyclostationarity because of some periodic operations. A new method using this cy-
clostationarity was derived by Gardner and Chen [14] (1988), which is reported to be 
highly tolerance to severely corruptive noise and interference. Another method was 
reported by Xu and Kailath [44] (1990). But they only use a part of the information 
of the received signals, that is, one slice of the spectral correlation density. In this 
thesis, expecting that better estimates can be obtained if all of the information of 
the received signals is used, we derive the maximum likelihood estimator that uses 
all of the spectral correlation density. This is a generalization of the one obtained by 
Wax [45] for stationary signals. The performance of this method is better than the 
previous ones particularly when the signal/noise ratio (SNR) is low. This is clarified 
by the results of the computer simulations.
1.2 Filter Banks
Recently, in signal processing, there are a great deal of works concerning the mul-
tirate subband filtering method [2] [39] [40]. In this method, in the analysis part, 
after being band pass filtered a signal is first downsampled by decimator and then 
divided into subband signals. After quantization, these signals are transmitted to 
the synthesis part. In the synthesis part, these signals are first upsampled by inter-
polator. Then they are filtered by band pass filters and finally added. This system 
is called the filter bank.
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   The two-band quadrature mirror filter (QMF) banks introduced in the middle 
of the 1970's were originally used for the subband coding by Crochiere and others 
 [5] (1976). This subband coding has many advantages over waveform coding. For 
example, the reconstruction error due to the quantizing can be reduced. It can be 
also used to compress a signal into some subband signals with little loss of informa-
tion. Crochiere and Rabiner also wrote the first book in this field [6] (1983), which 
perhaps stimulated many researchers. 
  The special filter bankwhose output is time delayed version of the input is called 
the perfect reconstruction (PR) filter bank, which plays a great role in multirate 
systems. Since it was shown that the QMF banks can not have the PR property, 
the conjugate quadrature filter (CQF) banks were derived and have been used for 
PR filter banks. 
   After the success of the subband coding, there have been many attempts of 
using filter banks in other fields of signal processing. With the development of 
micro electronics, adaptive signal processing has begun to be used. Because it is 
often the case that a large number of filter coefficients has to be used when there is 
the limit of the hardwares, it is difficult to implement some methods. So, PR filter 
banks are used to reduce the filter coefficients per band [20] (1991) [16] (1992) since 
the number of the coefficients of subband signals of M-band filter banks is reduced 
by the factor M of those of the original signal. 
  As a new tool of signal analysis, by the end of the 1980's, the wavelet analysis 
has received much attention because it has the potential of the local time/frequency 
analysis. It was shown that the theory of PR filter banks is closely related to those of 
multiresolution analysis and wavelet analysis, which had been studied independently 
of filter banks. The main contribution ofthese are by Mallat [23] [24] (1989) and by 
Daubechies [8] (1988) [9] (1992), respectively. Daubechies [8] showed that wavelet 
mother functions can be obtained from two-band CQF banks by adding additional 
conditions.
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  As seen above, PR filter banks are used in many fields of signal processing. 
The theory of filter banks has been usually derived under the assumption that 
the input is a deterministic signal. For two-band CQF banks, the basic result was 
proved independently by Smith and Barnwell  [37] (1964) and by Mintzer [26] (1985). 
This result was extended to ?l1-band CQF banks and generated many applications. 
Recently since filters of two-band CQF banks can not have linear phase xcept some 
trivial cases, the PR filter banks without he CQF condition have been also studied 
by Vetter li and Herley [43] (1992), which are called the biorthogonal filter banks. 
  In signal processing, since there are some freedoms ofcoefficients of PR filter 
banks, the "good" PR filter bank can be chosen according to the object of using 
the PR filter bank. To do so, the stochastic input signals are often used to derive a
certain criterion. 
  Fortwo-band CQF banks, in order to minimize the effect of the quantizing, or 
equivalently o minimize the reconstruction error when the high pass band signal 
is dropped, the optimal coding gain two-band CQF banks were constructed inde-
pendently by Akansu and others [3] (1992) and by Vandendorpe [41] (1992). There 
only the stationary spectral analysis with the CQF property was used. But, if the 
input is a stationary stochastic signal, then the output of a filter bank is no longer 
stationary. Actually the output signal is cyclostationary with period M where M is 
the rate of decimation a d interpolation. To fully characterize the output, it is nec-
essary to know the spectral correlation density matrix of this cyclostationary output 
signal. Thus we derive this matrix by using the cyclostationary spectral analysis. 
Then from this analysis, filter banks can be analyzed interms of the stochastic point 
of view. As one application ofthis analysis, we derive the averaged mean squared 
reconstruction error when some subband signals are dropped. This error is used as a 
criterion to optimize atwo-band filter bank under the PR condition when the high 
pass band signal is dropped. From this criterion, the optimal biorthogonal filter 
banks, the optimal CQF banks and the optimal PR linear phase filter banks are 
constructed respectively.
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1.3 Parametric Analysis of Cyclostationary Pro-
cesses
Linear periodically time-varying (LPTV) systems whose coefficients of the transfer 
function are periodic in time are also closely related to both cyclostationary processes 
and multirate systems. In fact, the output of a LPTV system with period M is 
cyclostationary with the same period M; the LPTV system with period M can be 
expressed asa special case of M-band filter banks. 
   Among many classes of the LPTV systems, there exist periodic autoregressive 
moving average (ARMA) systems with the order  (pt, qt) where pt and qt are periodic 
in time. The output y(t) of a ARMA system, called the periodic ARMA process, 
at the time t is linearly dependent on the output y(t — 1), ... , y(t — pt) and the 
input e(t), ... , e(t — qt). Because of the simplicity of mathematical analysis, ARMA 
processes are used to produce certain cyclostationary processes and to analyze them 
parametrically. Vecchia [42] (1985) presented the maximum likelihood estimate for 
periodic ARMA processes and used this method to analyze a seasonal stream flow 
series of a river. Sakai [35] (1991) showed the spectral density matrix of a periodic 
ARMA process. 
   As special cases of ARMA processes, the periodic AR processes that have only 
one moving average term are important in theory and in practice. They were 
originally studied by Pagano [31] (1978). Corresponding to the Levinson-Whittle-
Wiggins-Robinson (LWR) algorithm [47] for conventional AR processes, the circular 
Levinson algorithm was derived by Sakai [33] (1982) to obtain the coefficients of the 
transfer function from the covariances fficiently. Also by Sakai [34] (1983) [36] 
(1991), the circular Levinson algorithm was used to study further properties ofpe-
riodic AR processes. There it was shown that periodic AR processes have some 
statistical properties like those of conventional AR processes. 
  It is known that there exist backward AR processes corresponding to conven-
tional AR processes, which are used for lattice filters and so on [19]. In this thesis, 
by using the circular Levinson algorithm , we show a new fact about the existence 
and the construction of the backward periodic AR processes. Then the orders of
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the  backward periodic AR process are shown to be different from those of the corre-
sponding periodic AR process. We also derive statistical properties of the estimates 
of their coefficients from a sample of finite size.
1.4 Paper Outline
This thesis organized as described in the following. 
   Chapter 2 is directly concerned with cyclostationary processes. After the con-
cept and properties of continuous-time cyclostationary processes are reviewed, some 
important examples of continuous-time cyclostationary processes are shown. Next, 
discrete-time cyclostationary processes are also reviewed and Gladyshev's relation is 
stated with different derivation from that of Sakai in [35]. Then the sampling theo-
rem of cyclostationary processes is derived. The estimates of the statistics of cyclo-
stationary processes are briefly discussed. By using the above results, the maximum 
likelihood estimator of the time difference of arrival of an interested communication 
signal between two sensors is derived. The results of the computer simulations are 
also presented. 
  Chapter 3 studies filter banks in multirate systems. Some important results of 
multirate systems are introduced. Using the cyclostationary spectral analysis, the 
spectral correlation density matrix of the output of filter banks is derived. Then 
it is proved that the output of an alias free filter bank for any stationary input is 
stationary. The PR condition is restated from the stochastic point of view. Next, we 
derive the averaged mean squared reconstruction error when some subband signals 
are dropped. After the PR filter banks are discussed, this error is used as a criterion 
to optimize a two-band filter bank under the PR condition when the high pass band 
signal is dropped. Other criteria are also shown, from which the obtained PR filter 
banks are compared. Some numerical results are also presented for the optimal 
biorthogonal filter banks and the optimal PR linear phase filter banks. 
  Chapter 4 deals with LPTV systems for parametric analysis of cyclostationary 
processes. The periodic ARM A systems are briefly reviewed and their connection 
to cyclostationary processes and multirate systems are discussed. Then the spectral
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correlation density matrix of the output of a periodic ARMA system is derived. 
Next, for periodic AR processes, after their relation to multichannel AR processes 
is mentioned, the existence of backward periodic AR processes is shown. Then after 
the circular Levinson algorithm is introduced, backward periodic AR processes are 
constructed from the auxiliary coefficients used in the circular Levinson algorithm. 
A numerical example and statistical properties of estimates of coefficients are also 
presented. 




This chapter is concerned with cyclostationary processes. In Section 2.1, the the-
ory of continuous-time cyclostationary processes and discrete-time cyclostationary 
processes are introduced, respectively. Some examples of continuous-time cyclosta-
tionary processes are shown. Then the sampling theorem of cyclostationary pro-
cesses is derived. The estimates of the statistics of cyclostationary processes are 
also discussed. In Section 2.2, as one application of cyclostationary processes, the 
estimation of the time difference of arrival of a cyclostationary communication signal 
between two sensors are studied. Then we derive the maximum likelihood estimate 
and evaluate this by computer simulations.
2.1 Theory of Cyclostationary Processes 
2.1.1 Continuous-time cyclostationary processes 
Now we consider continuous-time cyclostationary processes. 
  Define the mean and the auto-correlation of aprocess x(t) as 
E[ x(t) ] = m(t)(2.1) 
                 E[ x(t)a`(s) ] = R(t,s)(2.2)
where E[•] and the asterisk denote the expectation operator and the complex con-
jugate, respectively. 
  A continuous process x(t) is said to be cyclostationary with period T if its mean
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and auto-correlation are periodic with period  T, that is, 
m(t +T) = m(t)(2.3) 
R(t + T, s + T) = R(t, s)(2.4) 
for all t and s. For convenience, w  assume m(t) = 0. 
  By changing the variables, (2.4) can be rewritten as R(t +T/2, t — T/2). For fixed 
T, R(t + T/2, t — 7/2) is periodic in t with period T. Under the assumption that its 
Fourier series representation f r this periodic function converges, R(t +T/2, t — 7/2) 
can be expressed by 
               R(t + 2,t -2) = jR°(7-)e;2 r(2.5) 
where a ranges over all integer multiples of1/T. This R° (T) is called the cyclic 
auto-correlation function at the cyclic frequency a [15]. Conversely, the cyclic auto-
correlation R°(T) is expressed as 
R° (T) =fzR(t +t —T)e-~2r°`dt a =n (n : integer). (2.6) 
         TJ-T2'2 
  Assume that the Fourier transformation of the cyclic auto-correlation; 
S°(f) =1 R°(7)e-i27frdr(2.7) 
exists. This S°(f) is called the spectral correlation density at the cyclic frequency 
a [15]. It should be noted that conversely R°(T) is rewritten as 
R° (r) 27rLS°(f)e2'f rdf(2.8) 
  Now let x(t) be stationary with zero mean. The auto-correlation of this station-
ary process, denoted by Rx(T), satisfies 
                 R(t,s)= Rx(t — s).(2 .9) 
By substituting this into (2.6), it can be easily shown that 
• 
             1:0 (r) =R2(T) a0(2 .10) 
0a00
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then, from (2.7), 
              5*( f) = S(f) a = 0(2.11) 
0 a#0 
where S(f) denotes the spectral density of the stationary process x(t). 
  As seen above, if •(t) is a stationary stochastic signal, thenthe cyclic auto-
correlation R°(r) and the spectral density S°(f) at a = 0 reduce to the conventional 
auto-correlation a d the conventional spectral density, respectively. Therefore it can 
be said that the cyclic auto-correlation and the spectral correlation density include 
the auto-correlation a d the spectral density as a special case. So, the cyclostation-
ary process can be interpreted as a generali7ation f the stationary process. 
  Similarly to (2.6) and (2.7), the cyclic cross-correlation and the spectral cross-
correlation density are defined by 
                  (,)2, if                      E[y(t +-2)f  (t-2)]e-'2satdt 
respectively. 
  If the spectral correlation cross-correlation between x(t) and y(t) is identically 
zero at a certain a, x(t) and y(t) are said to be mutually cyclic incoherent a the 
cyclic frequency a [15]. It should be noted that if x(t) and y(t) are incoherent then 
the cyclic cross-correlation and the spectral cross-correlation density are identically 
zero for all a.
2.1.2 Examples of continuous-time cyclostationary processes 
We show some examples of continuous-time cyclostationary communication signals 
that are important in communication signal processing. 
  We assume that a(t) is a real continuous-time stationary process with zero mean, 
the auto-correlation Ra(7 ), and the spectral density Sa(f) with frequency band 
[-1/27'.1/2T] where 7' denotes the period of the interested cyclostationary signal. 
  Consider the following amplitude modulated (AM) signal with carrier frequency 
fo; 
x(t) = a(t)cos(2-r fot -F Qo).(2.12)
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From 
 m=(t) = E[ a(t) ] cos(27rfot + 013) =0 
       R(t+2,t —2) =2Ra(r){cos(47rfot+2sb0)+cos27rfor}, 
Rx(t + 7/2, t — r/2) is a periodic function in t with period T = 1/2.A. 
the definition, the cyclic auto-correlation is given by
R2(T)=
 21Ra(T) cos  27r for  I 
Ra(T)e}jmo 
4 0





on iven by 
 4(Sa(f+ fo) + Sa(f — fo)) a = 0 
4Sa(f)efido a = ±2fo 
0otherwise 
lse amplitude modulated (PAM) signal; 
           co
Then, from
(2.13)
  Next, consider the pulse 
                                                (2.14)
where q(t) is a finite energy pulse function. It has been shown in [12] that this x(t) 
is cyclostationary with period T and has the cyclic auto-correlation and the spectral 
correlation density given by 
         R=(r) =TE Ra(lT)rq(T+lT)e-i2,m(ta+z^) (2.15) 
ST (f) — 74Q(f + 2)(2*(f — -2-a )Sa(f + ;)e-j2"t° (2.16) 
where 
               Jr::(7 + IT) =T200q(t +T -------— to)q T------2lT t0)dt (2.17) 
and Q(f) denotes the Fourier transformation f q(t). 
  Finally, consider the binary phase shift keying (BPSK) signal; 




               b(t) =  E b(nTc)q(t - to - nT) (2.19) 
n=-co 
where q(t) is a pulse function of width T1, 1/T, is the keying rate that satisfies 
TT f >> 1, and b(nTT) is a stochastic binary sequence with values 
b(nTT) = ±1.(2.20) 
This BPSK signal is a composition f an AM signal and a PAM signal. It has been 
shown in [13] that this x(t) is cyclostationary with period T and has the cyclic 
auto-correlation and the spectral correlation density given by 
    R=(r) = R,y (r) cos 2zar +2-2f0(7 )~a-~,~,++2I°(r)e '°l  (2.21) 
S(f) =  (sr (f } fo) Sb (f — fo) +b —24(f)ei24o + S +2f0(f)e i24o) (2.22) 
where Rb (r) and Sg(f) are obtained by replacing T and the subscript a in the right 
hand sides of (2.15) and (2.16) by TT and b, respectively. 
2.1.3 Discrete-time cyclostationary processes 
Here we consider discrete-time cyclostationary processes. 
  A discrete-time process x(n) with zero mean is said to be cyclostationary with 
period M if 
E[ x(Tn)x (n) ] = R(m, n) = R(m + M, n ± AI). (2.23) 
  By changing the variable m. in R(m, n) into n + u, for fixed u, R(n + u, n) is a 
periodic sequence in n with period M. Thus we have the following discrete Fourier 
expansion; 
              R(n + u, n) = j ck(u)W(2.24) 
k=0 
where 
            W = e-'.(2.25) 
Conversely, ck(u) is expressed as
1 Mr-1 ck(u) = — E R(n + u, n)W .(2.26) 
                                       n=0 
                         13
  It is stated by Gladyshev  [17] that under certain conditions the sequence k(u) 
has the following Fourier representation; 
                                        2a
ck(u) =fFk(w)e'w"dw(2.27) 
                               0 
               Fk(w) =1E ck(u)e-jwu.(2.28) 
27r u=-oo 
These Fk(w) are also called the spectral correlation density of a discrete-time cyclo-
stationary process. It should be noted that Fk(w) is periodic in k with period M 
and in w with period 27r, that is, 
Fk+Mn(w) = Fk(w)(2.29) 
                Fk(w + 27rn) = Fk(w)(2.30) 
for any integer n. Also note that the averaged variance 
                                  1 M-1 co(0) _ —E R(n, n)(2.31) 
                                 M n=0 
is given by 
2T co(0) =fFo(w)dw•(2.32) 
  0 
  As in the continuous-time case, if x(n) is stationary, then Fo(w) reduces to the 
conventional spectral density and Fk(w) = 0 for k = 1, ... ,M — 1 as follows. 
  If x(n) is stationary, we have 
R(m, n) = R=(m — n)(2.33) 
where R=(u) denotes the correlation ofthe stationary process x(n). Using the iden-
tity 
               iN-1M for n : multiple of M 
    E Wnm=(2.34) 
           m=o0 otherwise 
and substituting R(n + u, n) = Rz(u) into (2.26), we have 
       (Rz(u)k0(2.35)                 cku)= 
                            0 k = 1,..., M — 1 
then, from (2.28), 
          Fk(w) =Fz(w) k = 0(2.36) 
                             0 k = 1,..., M — 1 
                           14
where  FF(w) denotes the spectral density of the stationary process x(n). 
   In the discrete-time case, similarly to the continuous-time case, the cyclic auto-
correlation and the spectral correlation density include the auto-correlation and the 
spectral density as a special case. So, the discrete-time cyclostationary process can 
be interpreted as a generalization of the discrete-time stationary process. 
   Now from a cyclostationary process x(n) with period ;1I, define an M-channel 
process w(n) by 
                w(n) = (wo(n), w1(n), ... , wM_1(n))T(2.37) 
where 
w;(n) = x(Mn -F i) for i = 0, ... , A — 1. (2.38) 
From 
          E[ w;(m)wl(n) J = E[ x(11m $ i)x (Mn j)] 
                       = R(_11m+i, Ain +j) 
                      = R(M(m — n) ~- i, j),(2 .39) 
the auto-correlation of the M-channel process w(n) is only dependent onthe time 
difference. Therefore the ?l1-channel process w(n) is jointly stationary. Conversely, 
if w(n) in (2.37) is stationary, it is obvious that x(n) constructed by(2.38) is cyclo-
stationary with period M. 
  The time domain relation between x(n) and w(n) is given by (2.39). In the 
frequency domain, the relation between Fk(w) for k = 0, 1, ... , M — 1 and the 
spectral density matrix S(w) of w(n) is given by 
            F(w) = V(w)S(:11 )17t(:..)for lLd (2.40) 
where F(L.;) is constructed from the spectral correlation density of x(n) by
F(w) =
 FO( W) 
F; (:.s T aw0 ) 
F,1_z(L..; + (X[ —1)Jo)







for  PI < it/M with 
            wQ =M,(2.42) 
V (w) is defined by 
             V(-((-4)))=~e_j(k+kw)(2.43) 
and (•)ik denotes the (i, k)th element of the matrix. We call the matrix F(w) the 
spectral correlation density matrix. It should be noted that V(w) is a unitary 
matrix. 
  This relation was first stated by Gladyshev [17] and was presented in this form 
by Sakai [35]. This is a useful relation because the discrete-time cyclostationary 
processes can be analyzed by the existing theory and analysis of discrete-time mul-
tichannel stationary processes, and vice versa. 
  We give another different derivation of (2.40) from that by Sakai n [35]. The 
(i, k)th element of the spectral density matrix is given by 
(S(w))ik =2E (E[ w(t +7-)wt(t) ])ike--4" forPI <~r(2.44) 
~ where the dagger denotes the complex conjugate transpose. Substituting 
   (E[ w(t + r)wt(t) ])ik = R(M(t + T) + i, Mt + k) = R(MT + i, k) (2.45) 
into (2.44), we have 
(S(w))ik = 2r>R(MT +i,k)e-iwr.(2.46) 
After changing the variable r' = MT + i - k, by using (2.34) and putting 1= i - k, 
the above equation reduces to 
(S(w))ik =2~E R(k +MT+i-k, k)e-i~r 
=2~E R(k +T', k)—M41~1-~~me-'"~ •(2.47)       r_—oom-0 
Also substituting 
M-1 
                 R(k + r', k) = E cn(T )W—nk(2 .48) 
n=0 
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into (2.47), then we have 
             .tiAd-1 
     (S(w))ik =EE~(-')l~—nk1W('-1)me—je^               2rTt,=-oon=011m=0 
         1M-1M-1100               =—nkl,y—r'"ej~A7
2_cn(r')w-eme-j,.., r  m=0  n=0 r'=-OC 
                     1 M-1M-1 
                        >W(m—n)k—imeja., Fn(w M ). 
m=0 n=0 
Changing the variable n' = m — n yields 
1 M-1m          (S(w))ik =EWn'krreie)crR'Fmw-n'( M7m).(2.49) 
                                m=- 11±1 
Noting that 
              jrAf' , Fn' E^f—m(~lfr~m) =Fnr-m(Ca1T`I3GTlt )r 
we finally have 
                                                     .l 
          (S(w))ik =il~E-1                                  1Vn~k_miej~,7F,m_nr((1Tm}                                                  (2.50)
m=0n'=0 
This is identical with the (i, k)th element of (2.40). Therefore we also get Glady-
shev's relation. 
  Similarly to the above derivation, if we define an M-channel process u(n) by 
                 u(n) = (uo(n), u1(n), ... , u rr_1(n))7. (2.51) 
where 
ui(n) = x(_\fn — i) for i = 0, ... , — 1, (2.52) 
this M-channel process is jointly stationary. Conversely, if u(n) in (2.51) is sta-
tionary, x(n) constructed by (2.52) is cyclostationary with period M. The relation 
between Fk(w) (k = 0,1.... , :lf — 1) and the spectral density matrix S(cL) of u(n) 
in (2.51) is given by 
F(~) = Vt(w)S(Afw)V(cd).(2.53)
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2.1.4 Sampling theorem of cyclostationary processes 
In practice, in order to use the digital computer for some processing, the continuous-
time processes have to be sampled. Then it is necessary to know the so-called 
sampling theorem that shows the spectral relation between the original process and 
the sampled process. The sampling theorem for stationary processes is well known 
but that for cyclostationary processes is not explicitly shown. So we derive this 
theorem. For convenience, let us denote a discrete-time sequence with tilde in this 
section. 
  Let x(t) be a continuous-time cyclostationary process with period T and the 
spectral correlation density  S°(f  ). Then the sample of x(t) at the time T,n with 
the sampling period 
T, = (2.54) 
is given by 
x(n) = x(T,n).(2.55) 
  It has been shown in [15] that if x(t) is band-limited < B then 
Sx(f)=0, forVfI>B-12T~.(2.56) 
The smallest integer M that satisfies 
                    M _1 
2T 2T,~ B(2.57) 
is selected so that the aliasing does not occur. Note that 
S=(f)=0, for IiI>M,(2 .58) 
that is, 51(f) is characterized only at lil < M — 1. From (2.8), also note that 
R= (t) = 0, for lii > M.(2 .59) 
  From 
Ri(m, n) = E[ x(T,m)x*(T,n) ] 
              = R=(T,m,T,n) 
              = R=(T,m+T,T,n+T) 
            = R2(T,(m+M),T,(n+M)) = Ri(m+M,n+M), 
                        18
 1(n) is a discrete-time cyclostationary process with period M. Then from (2.26), 
we have 
1 M-1                ck(u) = — E R&(T,(n + u),T,n)W". (2.60) 
Ilf n=o 
Substituting t = T8(n + u/2) and r = T,u into (2.5) yields 
                            00a 
Rr(T,(n + u),T,n) = E RT (T,u)ei2z+T.(n+1) (2.61) 
From (2.59), we get 
M-1 
R;(T,(n + u),T,n) =E RT (T,u)ei2r+T•("+=). (2.62) 
i=—M+1 
Then, substituting this into (2.60) yields 
                        1 M-1 M-1             Ck(u) =~E ERT(T,u)e,j2s*(n)Wkn            l
n=0 i=—M+1 
M-1i1 M-1 
                 = E R= (T,u)e'ar"— y-e'221Iii,)n.(2.63) 
i=-M+1 n=0 
From (2.34), for k = 0,... , M - 1, the right hand side of (2.63) is identically zero 
when i 0 k and i 0 k - M. Thus (2.63) reduces to 
     R°(T,u)for k = 0 
 ck(u) =Et e—MF —,,,(2.61) 
          RT (T,u)e''v" + R7- (T,u)e'a" for k = 1, ... ,M- 1 
Substituting this into (2.28) and putting 
c~ = 277',,f,(2.65) 
we have 
    Fk(w) =2'E (RI(T,u)ei=lT"+Rz(T,u)eru)e-jT.;1. (2.66) 
,_cc, 
  From (2.7), the first term of the right hand side of (2.66) is given by 
          -- L                  (L:Sa(v)ei2avT,lidy1cis-]-1.! fu(2.67) 
After changing the order of summation and integration, using Poisson's summation 
formula 
                     ei?z'`T' =Tbe(µ +T)                                                 (2.68)                                                    .68 
r=—oom—ca 
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where  5a(t) denotes Dirac's delta function, we have 
            1 
                 r°° 5:+(v) ei27`(Y+z~-I)T.udv 
               27rJ-0o u=-oo 
         1°°m 
              27rT,joo`S=(v)m=ooba(v +2T- f +T,)dv 
1 °° kk Mm =(f-2TT) 
          27rT, m~S=e 
=1kk 
               27rT,Sx(f-2T) 
since from (2.56) the values are identically zero when m 0. 
  Similarly, the second term of the right hand side of (2.66) reduces to 
         100k-M00kM 
                   S(v)e,j2a(v+W--I)T.udv 
                27r-oo 
u=-00 
                          00             10oSk-M(v) Eba(v +2T------— f +T,)dv                   271-T, J oo m=-oo 
          1 °° k-M k - M Mm       =>SP(f------
2TT)                27T, m=, 
             1 
5C7-(fk-M)• 
       27rT,2T 
Therefore we have 
        Fk(27rT,f) =271(Si(f- 2T)+s (f-------27'M))• 
  Since from (2.56) the support of S= (f) at i is given by 
                   2T,± 2TI~f 2T,-12T1 
k and k > 0, S= (f - k/2T) is not identically zero only if 
          1 kk 1 k 
                2T,+2T f 2T - 2T, 2T
              k-M 
Similarly, S;-7- (f - (k - M)/2T) is not identically zero only if 
          1 k-Mk-M 1 k-M 
2T,2Tf2T 2T,  2T 
Thus (2.71) can be rewritten as 
1k1 k 1 
 Fk(27rT,f) = 27rT,Sk(f-2T)for -2T,+T-f-2T,     1k-M 11 k 
            27r T,S(f--------2T) for -2T3< f <-27,E+ 7, 








  Now in order to see the above relation further, define 
 1 
 fo = ?,.(2.76) 
From (2.42), it is noted that 
wo = 21r7; f0(2.77) 
and 
Fk(w + o) = Fk(2xT,(f + fo)).(2.78) 
  For example, when M = 2, Fig. 2.1 and Fig. 2.2 show the support of S' (f ) 
and the corresponding Fk(w) = Fk(21rT, f) respectively. The relation (2.75) in the 
matrix form is given by 
(Fo(w—co) Fi (w — wo)  1 S°(f — fo) .927 (f — 
FAG)) Fo(w)27T,S=(f—2o)S°(f ) 
for 0 < f < fo where (i, k) in Fig. 2.1 and Fig. 2.2 are corresponding to the (i, k) 
elements of the above matrices. 
  Similarly when M = 3, the support of S= (f) and the corresponding Fk(w) are 
shown in Fig. 2.3 and Fig. 2.4. The relation (2.75) in the matrix form is given by
 Fop  —  0) F2(w — wo) Fi(Qcl — wo) 
Fi(w)Fo(w)F2(w) 
F2(:,:: F1(Vi T Li0) Fo(c T wo) 
" ST(f — fo) S= T(f — 20) 
2(fT,S—2) ST(f) 
S= ° (f)S=(f )
              S°(f   f )  (f  °) S(f) 
   1i = T3S=(f—°)4(i) S1T(f+200) 
2(f) S= (f -F 2) S° f T fo) 
for f I < fo/2. 
Generally the relation (2.75) isgiven by 
     _0<;~r<eJO,0<f<fo for 
 F(a.~)=F(2~,T,f) = S(f) < 4°°,t f I <2°for:AI 
where 
(14(' —')4 = — (.1,I' — k)wo) 
                                           1-r 
            (S(f))=k =S~(f—(~I—a)fo) 
                         21
 r  Al  is  even 
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This is the matrix version of till 
  The fact that the spectral c( 




for M is even 
for M is odd
(2.82)
is  e atrix rsion f he sampling theorem of cyclostationary processes. 
      tral orrelation density Fk(•) of the discrete-time process 
 k A!-k 
tructed  z  and S(.) of the corresponding continuous-time 
process results from the definition (2.24) where we can not define R(n+u/2, n—u/2) 
like R(t +T/2, t — T/2) in the continuous-time case because u/2 is not always integer. 
  As described in Section 2.1.3, it is convenient to construct an Al-channel sta-
tionary process by 
x(n) = (x(Mn), x(Mn + 1), ... , (Mnx + M — 1))T (2.83) 
              = (x(Tn), x(Tn +T,), ... , x(Tn + (M — 1)T,)T . (2.84) 
The spectral relation between x(t) and x(n) and that between x(n) and x(n) are 
given by (2.79) and (2.53), respectively. In order to obtain the direct spectral relation 
between x(t) and x(n), define apermutation matrix
PM =
where  IL denotes the L x L unit ma 
relation F(w) in (2.41) and 
F(w) = Ph 
So, from (2.79) and (2.53), the relatio 
x(t) and the spectral density 
by S=(w), is given by 
S=(Mw) = S=(2irT f) 
     = Vt(w)PMS(f)PMV(w)
0 IM/z
forMis even 
 IM/2 0 
(2.85) 
   0 I(M-i)/z 
forAIis odd 
 i  /of -10 0 matrix. Then it can be easily shown that the 
2.80) is given by 
          < 
         0w < wo for M is even 
                 wo 
                                                                       •                       
(2.86)         I
wI < 2 for M is odd 
n between the spectral correlation density of 






for M is even 
for M is odd
(2.87)
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2.1.5 Estimates of statistics 
In many applications, the cyclic auto-correlation and the spectral correlation density 
are used. But in practice, it is often the case that these statistics can not be explicitly 
known so that it is necessary to  estimate these statistics from the data of finite 
length. From the sampling theorem, it is sufficient to consider the discrete-time 
case. We assume that N samples of x(n) from n = 0 to N — 1 are available. 
  At first, we give a brief review of the case where the process is stationary with 
zero mean, the correlation R(n), and the spectral density F(w). Next we extend it
to the cyclostationary case. We denote the estimate of a value by the same notation 
with hat. 
Usually the estimate of the correlation is given by 
R(n) = > w(k)x(k +n)x`(k)(2.88) 
where w(n) is a certain window sequence. That of the spectral density based on the 
above values i  given by 
FP) = 21ER(n)e-''.(2.89) 
  Another estimate of F(w) is directly computed from the coefficients of the Dis-
crete Fourier Transformation (DFT) of x(n); 
                  1N-12rX(wk) = ,`rEx(n)e-1'En,Uk_~rk(2.90) 
by 
F(cv,) = Ew(k)X(wk)X`(wk).(2.91) 
k 
  The statistical properties ofthese stimates have been widely studied [18]. It is 
reported that these stimates are poor when the data length is short. Moreover the 
window sequence has to be chosen subjectively toobtain good estimates. To avoid 
these defects, the autoregression (AR) model fitting method was derived to obtain 
estimates smoother than the method based on the periodgram. In this method the 
order of the AR model can be evaluated objectively by using the Akaike information 
criterion (AIC) [1] or some other criteria.
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  The estimates of continuous-time cyclostationary processes are given and studied 
in [11] and [15]. Similarly, for discrete-time cyclostationary processes, the estimate 
of the auto-correlation is given by 
 /-(m, n) = >2 w(k)x(m +k)x*(n + k).(2.92) 
k That of the cyclic auto-correlation and the spectral correlation density based on the 
above values are given by 
1 bt-1 ck(u) =—> R(n + u, n)Wk"(2.93) 
1'4 n=o 
Pk(w) = E ck(u)e-iwu (2.94) 
27r u=—oo 
  On the other hand, that of the spectral correlation density at w; from the coef-
ficients ofthe DFT of x(n) can be obtained by
                                     = >2w(k)X(wk)X'"(wk— 1).(2.95)
for 1 = 0,..., M — 1. 
  Similarly to the stationary case, from the equivalence of the cyclostationary 
process and the multichannel stationary process, the multivariate AR model fitting 
method can be used as the estimator of the spectral correlation density. That is, at 
first, after transforming the cyclostationary process into the multichannel stationary 
process, the spectral density matrix of this multichannel stationary process can 
be computed by the multichannel AR model fitting method. Secondly, by using 
Gladyshev's relation (2.40), the estimate of the spectral correlation density of the 
original cyclostationary process can be obtained.
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2.2 Maximum Likelihood Estimate of TDOA for 
    Cyclostationary Signals 
As one application of cyclostationary signal processing, let us consider the problem 
of estimating the time difference of arrival  (TDOA) of an interested signal between 
two separate sensors paced h in the presence of uncorrelated noises. The TDOA, 
denoted by D, is estimated from two received signals at two sensors given by 
yi(t) = x(t) + n1(t)(2 .96) 
                   y2(t) = x(t — D) -F n2(t) 
where x(t) is the signal form the source at the first sensor, and y1(t) and n,(t) 
(i = 1, 2) are the received signal and the additive noise at the ith sensor, respectively.




Figure  2.5: Two sensors spaced h receive the signal from the source that is sufficiently 
far from the sensors with arrival angle a. 
  See Fig. 2.5 where it is assumed that the source have originated far away from
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the two sensors. Then, the TDOA can be considered to be equal to the time required 
for the plane wave to propagate through  h  cos  a where a denotes the arrival angle 
of the source. Therefore we get 
h cos a 
       D =(2.97) 
c where c denotes the velocity of propagation. So, if the velocity of propagation c is 
known when the estimate D can be obtained, then the estimate of a can be obtained 
by 
a = cos-1 Dc(2.98) 
  This estimation problem is one subjectin radar and sonar signal processing. 
Many methods have been derived under the assumption that the source is a station-
ary signal. But in fact, as seen in Section 2.1.2, many communication signals exhibit 
cyclostationarity. Gardner and Chen derived the estimator by using explicitly the 
cyclostationarity of the interested signal [14]. Xu and Kailath also derived another 
estimator [44]. The former can be considered asan extension of the generalized 
cross-correlation method [4]. The latter is based on the least squares estimation. In
this section, we briefly introduce these methods. It is shown that these methods only 
use a part of the obtainable information, that is, one slice of the spectral correlation 
density at a certain a. Then, we derive the maximum likelihood estimator that uses 
all of the spectral correlation density, which is a generalization of the one obtained 
by Wax [45] for stationary signals.
2.2.1 Preliminaries 
The properties of cyclostationary processes required in this section are at first dis-
cussed. We assume that the interested signal x(t) is a continuous-time Gaussian 
cyclostationary signal with zero mean and period T as treated in Section 2.1.1. Also 
assume that the noises n1(t) and n2(t) are stationary Gaussian oises with zero 
means and that the signal and the noises are mutually incoherent. 
  At first, consider 
                y(t) = x(t — D).(2.99)
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Then, from the definition, the cross-correlation between y(t) and  x(t) and the auto-
correlation of y(t) are given by 
  R(t+t-2)=E[y(t+2)z'(t-2)]=RZ(t-D+t-2) (2.100) 
Rtr(t+t-2)=E[ y(t +2)y(t-2)I=RZ(t-D+t-D-). (2.101) 
  Substituting (2.100) into (2.6) yields 
Ryr(T)TJ-TR=(t - D+2,t-2)e-l2:atdt. 
                                      a After changing the variable t'= t - D/2, noting that RZ(t + r/2, t - r/2) is periodic 
in t with period T, we have 
        _- 
         Mr(r) =TR(t,+r2D,ti-T2D)e-72$a(t'~ )dt 
-a 
        = R=(r - D)e 7=0D(2.102) 
Similarly, substituting (2.101) into (2.6) yields 
Ry(r) = j2Rr(t_D+.,t_D_ )e_i2tdt 
z —_If                      T R=(t +2,t_2)e-72~Q(tfD)dt 
                                      2 
         = RZ(r)e72saD.(2.103) 
Then, by substituting these into (2.7), the spectral correlation densities are given 
by 
57.(f) = S=(f)e 22"(f+z)D(2.104) 
Sy (f) = S°(f)e2.(2.105) 
2.2.2 SPECCORR method 
Gardner and Chen [14] derive the estimator byusing the property ofcyclostationary 
processes (2.104) as follows. 
  From (2.96) and(2.6), we have 
Mier) = R=(r) + Rnl(r)(2.106) 
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where  Ryya,(7) and R°,(7) are the cyclic auto-correlation of yi(t) and ni(t) , respec-
tively. 
   From (2.10), since the additive noise is stationary, Rn, (T) = 0 at any a 0. So, 
we have 
Ry, (T) = Ri (T), a 0.(2.107) 
Also, from (2.102), we have 
Ry2y, (T) = R°(T — D)e-i"D(2.108) 
where RyyY1(7) is the cyclic ross-correlation between yi(t) and y2(t). The corre-
sponding spectral correlation densities are given by 
'KU) = Sa (J ) 
Sy2y, (f) = ST( f)e-i2r(f+z )D. 
  Now considering (2.108) asthe system whose input is Ry, (T) and whose output 
is Ry,y2(7), the transfer function f this model isgiven by 
                H(f)=SyQ ,(f)= e-i2r(f+z )D.(2.109) S
y,(f) 
Then, the impulse r sponse h(t) of this transfer function H(f) is given by 
                h(t) = 1 e-i2r(f+1 )Dei2,ftdf 
e-i"D6(t — D). 
Obviously, Ih(t)1 has the maximum value at t = D. Using this property, after 
obtaining the estimates ofthe spectral correlation densities Sy2y, (f) and Sy, (1) by 
a certain method, constructing the estimate ofH(f) and the criterion by 
H(f) =SSa,(f)(2 .110) 
                         y,(f) 
                                                      oo                 g(t)fH(f)e'2aftdf(2.111) 
respectively, the estimate of D can be obtained by the value that maximizes the 
above g(t). 
  This method is called the SPECCORR method. It should be noted that if a = 0 
then this method reduces to the conventional GCC method. Also note that this 
method uses the spectral correlation density only at a certain a ; 0. 
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2.2.3 Xu-Kailath's method 
Xu and Kailath [44] also derive the estimator by using the property of cyclostation-
ary processes (2.105) as follows. 
  Similarly in (2.107), from (2.103), we have 
 (T) = Ry, (T)e-j2zaD, a  0. (2.112) 
Consider this equation as the system whose input is Ravi (r) and whose output is 
R (T). Let us denote the estimates of Ra (T) and Ra (T) for 0 < T < Tin" computed 
from a finite number of samples by .k (r) and R°y,,(r), respectively. 
  In this case, the coefficients a = e j2"D can be estimated by the least squares 
method; 
               min ElRa(T)— ak, (T)I2. 
It is well known that the least squares estimate of a is given by 
                             TmazX—1 
                            a=L. (REf(T),(T).           (I(r)rt2) r=OT=O 
Then, the estimate of D can be obtain by 
                D=—arg(a).(2.113) 
2+ra 
  Since there is no optimization in this method, it is numerically efficient. But 
from 
e-j2-ra(D}1) = e-i2y°D for any integer k (2.114) 
this method can not uniquely determine the estimate unless the value k that satisfies 
k/a < D < (k + 1)/a is obtained in advance. It should be noted that this method 
also uses the cyclic correlation only at a certain a  0.
2.2.4 ML method 
As mentioned above, the SPECCORR method only uses the information f 5;1_2( f ) 
and Sy, (f) at a certain a and Xu-Kailath's method only uses that of Ry, (T) and 
R,, (T) at a certain a, that is, Sy, (f) and ;MIT  Moreover the method ofchoosing
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this particular  a is not explicitly shown there. So, we derive the ML method that 
uses all of the information obtained by the received signals. 
  Assume that we sample the received signals  y1(t) and y2(t) with the sampling 
period T, = TIM as in Section 2.1.4 so that the aliasing does not occur. From 
the received signals y1(t) •and y2(t) in (2.96), define the M-channel discrete-time 
processes a in (2.83) by 
y1(n) = (yi(Tn),yi(Tn+T,),...,y1(Tn+(M— 1)T,))T (2.115) 
y2(n) = (y2(Tn), y2(Tn + T,), ... , y2(Tn + (M — 1)T,))T (2.116) 
and the joint 2M-channel discrete-time process by 
             y(n) = yl(n)(2.117) 
Y2(n) 
For convenience, we only consider that Al is even. But when M is odd, the results 
can be easily obtain by the similar derivation. 
  Define 
          U(w) =V(w)P~r0(2.118) 
                           0 V(w)P4',r 
with V(w) in (2.43), PM in (2.85), and 
             A =eTDdiag(1,e'TD,e~T2D...,e'r(M-0D).(2.119) 
It is noted that this U(w) is also a unitary matrix. 
  We show that y(n) is 2M-channel stationary with the spectral density matrix; 






S=(f) + S,,, (f ) 
e-i2iJDAtSx(f) = S12(f ) 





where  Sz(f  ), S„, (f) and Sn, (f) denote the spectral correlation density matrix of 
z(t), ni(t) and n2(t) obtained by the same way as in (2.81), respectively. 
  For S(f), since the signal and the additive noise are assumed to be mutually 
incoherent, from (2.81) and (2.96), we have 
       (Sii(f))kr =2               1 (f—M —+1)) 
=1 (syff:11—(k+1)1+Sny(f—M—+1)1) 
2 rT, 
(Sr(f))kl + (S ,(f))k,. 
where S:(1),  S= (f) and S2 (1) denote the spectral correlation densities of yi(t), 
x(t) and ni(t). For S21(f), from (2.96) and (2.104), 
                   1 
                                                       k-f                                     ?II-k-FI 
(S21(f ))kl =21Sy(f—---------2T) 
                11I— (k +1)-i2r(f-"=_)D 
              (Sr(irT,              S=(f2T )eTr              =  f))kle-i2rfDejj'(4- -k)D
where SS,y1(f) denotes the spectral cross-correlation de sity between r&2(t) and y1(t). 
For S22(f ), from (2.105), 
1' I — (k+1) kI— (k +1)(S22(f))l = (st!(ft—) + 577-(1T—) 
                 27rT, 
1------S(f AI — (k +1))
e'2z(4-'-)D + (SS,(f))kt 
    2 rT,2T 
      = (S=(f))kle'~{t-"D + (Sn2(f))kl 
where S (f) and S 2(f) denote the spectral correlation densities ofy2(t) and n2(t). 
By combining these results and from the sampling theorem of cyclostationary pro-
cesses (2.87), Fy(Mca) in (2.120) is obtained. 
  For notational simplicity, we denote the values of Fy(Al..;), U(_) and V(ca) 
at w = 27k/MN as Fy(k), U(k) and V(k) and denote those of S(.)(f) at f = 
Mw/27rT =k/NT as S(.)(k). 
  The DFT computed by N samples of y(n) for n = 0, ... , N — 1 is given by 
ql(k) 1 N-1 n~~kn2;,        q(k) =—y()e, vk=—k.(2.124) 
q2(k) -V n=0
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It is known that if N is sufficiently large then the Fourier coefficients are complex 
Gaussian random variables with zero means and the covariance  Fy(k) [46]. Then, 
the ML estimates is given by the value that maximizes 
max log P(q(0), q(1), ... , q(N — 1)ID) 
where P(q(0), q(1), ... , q(N-1)ID) denotes the joint density function of the Fourier 
coefficients. 
  Now we derive the ML estimator. The joint density function is given by 
N-1 
P(q(0), q(1), ..., q(M — 1)ID) =ndet(~rFy(k))exp `—gt(k)Fy-1(k)q(k)) . 
                                               (2.125) 
Let us define 
A = Sz(k) + Sn2 (k) — S=(k) (S =(k) + Sn, (k))-1 S=(k) (2.126) 
a = AtZi(k)A.(2.127) 
It is noted that A does not contain D. 
  Since U(w) and A are unitary matrices, the determinant of Fy(k) reduces to 
                 S11(k) S12(k) ) 
detFy(k) = det 
S21(k) S22(k) 
                 = det(S22(k) —S21(k)S111(k)S12(k)) 
            = det4 = det A .(2.128) 
This shows that the determinant of Fy(k) does not contain D. Then the logarithm 
of the likelihood function relevant to D is given by 
N-1 
                  - E gt(k)Fy-1(k)q(k)• (2.129) 
k=o 
  For each k, from the inverse of the block matrix, we have 
U(k)Fy-1(k)Ut(k) = 
5111(k) + S111(k)S12(k)~-1(k)S21(k)Si11(k) —S111(k)S12(k)21-1(k) 
—21-1(k)S21(k)S111(k)3-1(k)
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From (2.122) and (2.126), we get 
            S12(k)21-1(k)S21(k) =  Sz(k)Q-1(k)S:(k) 
It follows that S12(k)2-1(k)S21(k) is irrelevant toD. 
   Since S11(k) does not contain D, the term 
1(k) + S
111(k)S12(k)Q-1(k)s21(k)S111(k) 
              = Si-11(k)+ Sill(k)SZL-1(k)S=(k)Slll(k) 
does not contain D either. 
   From the abovediscussion, substituting (2.121)N(2.123) into (2.129), the loga-
rithm of the likelihood function with the terms relevant o D is 
by-1 
E {2Re (h1(k, t)e-1 7  — h2(k, t)} (2.130) 
k=o 
where 
h1(k,t) = gl(k)PtfVt(k)G(k)AV(k)P ,tg2(k) 
h2(k,t) = q2(k)PtfVt(k)AtA-1(k)AV(k)P:%rg2(k) 
and 
             G(k) = (S=(k) ± S, (k))-1 S=(k)a-1(k)• (2.131) 
Therefore, by maximizing (2.130) with respect o D, the ML estimate can be ob-
tained. 
   In practice, to compute this criterion, it is necessary to obtain the estimates 
in (2.126) and (2.131). The spectral density matrix Fy(k) can be estimated by a 
certain method. And S=(k) + S„,(k) is S11(k) in Fy(k). For Sr(k) in S21(k) and 
S=(k) + S,,2(k) in S22(k), since S21(k) and S72(k) involve the unknown value D, 
these estimates are constructed as follows. 
  Once Fy(k) is estimated, from (2.120), S11(k), S21(k) and S22(k) can be ob-
tained_ Since the additive noise is assumed to be stationary, the non-diagonal ele-
ments of SZ(k) ± S.,(k) are constructed only by SF(k) as 
(Sf(k))=i = (s11(k))=i,  j.(2.132) 
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Therefore the estimates ofthe non-diagonal elements of  S11(k) can be used as those 
of S=(k). 
  Also since the diagonal elements ofSz(k) have non-negative alue and A is a 
diagonal matrix that satisfies 
I(A)iil = 1, 
we have 
(S=(k))ii = l(S21(k))iii. (2.133) 
Thus the absolute value of the diagonal elements of 521(k) can be used as the 
estimates of the diagonal elements of Sz(k). From (2.132) and (2.133), all the 
elements ofSS(k) can be obtained. 
  Similarly, the estimates ofthe non-diagonal elements of Sz(k) can be used as 
those of S2(k) + Sn2(k). 
  From 
                (Sz(k) + Sn2(k))ii = (S22(k))ii, 
the estimates ofthe diagonal elements ofS22(k) can be used as those of S=(k) + 
S„, (k). From these values, all the elements ofS=(k) + Sn2 (k) can be obtained. 
2.2.5 Numerical results 
By the methods as discussed in Section 2.1.5, we first estimate the spectral corre-
lation density of the received signals. Fig. 2.6 and Fig. 2.7 show examples ofthe 
magnitude of the estimates of the spectral correlation density S , (1) and Sl T (f) of 
an AM signal with the carrier f equency h = 0.25/T, and the band width 0.04/T, 
where M = 2, T = 2T,, D = 10T,, the total number of samples is 512, and the 
additive noises are white Gaussian. The signal/noise ratio (SNR) defined by 
                                           2 SNR = 10 logQ2(2.134) 
an, 
is —2dB where o and Qn are the variances of the signal and the noise, respectively. 
  The estimates by the method based on the periodgram are smoothed by 30 
samples of coefficients of the DFT of the received signal. The multichannel AR 
model fitting method iscomputed by the LWR algorithm [47] using the AIC criterion 
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for the order estimation. It can be said that the estimate of the multichannel AR 
model fitting method is better than that of the method based on the periodgram. 
  Fig. 2.8 shows the histograms of 100 estimates of the ML method and those 
of the SPECCORR method for the above AM signal where the total number of 
samples is 512, D =  10T, and the SNR is 38dB. The horizontal axis denotes D 
and the vertical axis denotes the frequencies of occurrence. Here, the estimates 
of the spectral correlation density needed in the estimation are obtained by the 
multichannel AR model fitting method. Computing each criterion requires nonlinear 
optimization, sothe search isdone in the range [57;,157:,] with the step size T,/10. 
As shown in Fig. 2.9, in the ML method its estimates are around the true value, 
but in the SPECCORR method those are not. 
  Table. 2.1 shows that the empirical mean and variances of these methods. The 
bias of ML method is smaller than that of the SPECCORR method. This is espe-
cially true at low SNR. 
  However, in the ML method, the criterion function is quasi periodic with period 
1/fe as shown in Fig. 2.9. Since the difference between the peak value of the main 
lobe and those of the side lobes is small, it is often the case that the peak value of 
the lobe containing the true value is smaller than those of other lobes. Therefore, a 
few estimates are around D +n/ f, for a certain integer n. These estimates obtained 
in the wrong lobe badly contribute to the mean squared error. This phenomena is 
also reported in [45] that treats the evIL estimates when the interested sources i
stationary. 
  Table. 2.2 shows that the empirical means and variances of the ML estimate 
when the range is restricted to [7T„ 13T,]. That is, the search is done only in the 
lobe containing the true value. It can be seen that the ML method can obtain the 
good estimates. So it can be said that the ML method is effective when it is known 
that D is small, that is, it is sufficient to search only around 0. Or after a estimate 
is obtained by other methods, by using the ML method around this estimate, better 
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Chapter 3
OPTIMIZATION OF FILTER BANKS 
USING CYCLOSTATIONARY 
SPECTRAL ANALYSIS
This chapter studies filter banks in multirate systems. In Section 3.1, multirate sys-
tems are reviewed under the  assumption that the treated signals are deterministic 
12 sequences. In Section 3.2, the theory of multirate systems for stochastic signals 
are considered. Since the outputs of multirate systems usually exhibit the cyclosta-
tionarity when the input signals are considered to be stochastic signals, the spectral 
correlation density of the output of M-band filter banks are derived. It is proven 
that the output of an alias free filter bank for any stationary input is stationary. In 
Section 3.3, the perfect reconstruction filter banks are briefly introduced. By the 
cyclostationary spectral analysis, in Section 3.4, we derive a criterion for minimiza-
tion of reconstruction error when some subband signals are dropped. This is used 
to construct the optimal biorthogonal filter banks, the conjugate quadrature filter 
banks and the perfect reconstruction linear phase filter banks. We also evaluate the 
obtained optimal filter banks from other criteria.
3.1 Fundamentals of Multirate Systems 
In this chapter, we only treat filters with real coefficients and follow the notations 
in [40]. Now we briefly review the fundamentals of multirate systems. The results 
are derived under the assumption that the interested sequences are l2 deterministic
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signals. For simplicity of analysis, although there are quantizing operations, we
ignore the quantizing errors. Let us define the z-transform of a sequence h(n) by 
 oe 
H(z) =  >  h(n)z-n.(3.1) 
n=0
x(n)j----M p(n) x(n) -------L y 
            DecimatorInterpolator 
                 Figure 3.1: Decimator and interpolator. 
  The M-fold decimation in the left hand side of Fig. 3.1 is to produce the output 
sequence 
             y(n) = x(Mn)(3.2) 
for an input sequence x(n) where M is an integer. Only those samples of x(n) that 
occur at time equal to multiples of M are retained. In the transform domain, it can 
be expressed by 
1 M-1              Y(z) = — E X(zMWk) X(z)IIM (3.3) 
k=0 
where 
           W = e-'?(3.4) 
and X(z) and Y(z) are the z-transforms of x(n) and y(n), respectively. 
  The L-fold interpolation in the right hand side of Fig. 3.1 is to produce the 
output sequence 
x(n) n : multiple of L 
y(n) = L(3.5) 
                         0 otherwise 
with an integer L. The output is obtained by interpolating L — 1 zeros between the 
input signal. In the transform domain, it can be expressed by 











 TM G(z) y(
Decimation filter. 
1,-~1  n)
                    Figure 3.3: Interpolation filter. 
  Fig. 3.2 shows the decimation filter that is followed by the decimator to reduce 
the aliasing. The input-output relation of this system is given by 
                y(n) = E h(k)x(111 n — k)(3.7) 
k _ > h(tin — k)x(k). (3.8) 
k 
  Fig. 3.3 shows the interpolation filter that is preceded by the interpolator to 
reduce the imaging. The input-output relation of this system is given by 
               y(n) = E g(k)x(n — Lk)(3.9) 
k E g(n — Lk)x(k). (3.10) 
     x(n) -H(z` )- j 1li y(n) = x(n} ------M H(z) y(n) 
z(n) I I T I y(n) — i(n)TI-,771 I t r I y(n)




 IM ( ) y(
n)
H(z)  IL
                     Figure 3.4:  Noble identities. 
  See the upper left hand side of Fig. 3.4. The input-output relation is given by 
                y(n) _ > h(k)x(11(n —k)).(3.11) 
k Changing the variable in the above equation yields 
                y(n) _ E h(n — k)x(Mk)(3.12) 
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which is the input-output relation of the upper right hand side of Fig. 3.4. Thus 
the system of the upper left hand side of Fig. 3.4 and that of the upper right hand 
side of Fig. 3.4 are equivalent. In the transform domain, it can be expressed as 
                Y(z) =  (H(zM)X(z))IIM(3.13) 
                  = H(z)(X(z)h1M).(3.14) 
  Similarly, the input-output relation of the lower left hand side of Fig. 3.4 is given 
by
           y(n) = 
Changing the variable in 
           y(n) =
which is the input-output 
system of the lower left h 
of Fig. 3.4 are equivalent.
 h(k)x(n — k) n : multiple of L 
k L(3.15) 
0otherwise 
the above equation yields 
   h(L— k)x(k) n : multiple of L 
k(3.16) 
0otherwise 
relation of the lower right hand side of Fig. 3.4. Thus the 
and side of Fig. 3.4 and that of the lower right hand side 
In the transform domain, it can be expressed as 
Y(z) = H(zL)(X(z)IIL)(3.17) 
_ (H(z)X(z))IIL•(3 .18) 
as the noble identities [40J. These are useful in multirate 
ents h(n) of H(z) in terms of n modulo M, we can write 
             M-1 
H(z) = E z-1E1(zM)(3 .19) 
              1=0 
CO 
E h(Mn+1)z-", 0 <1 <M-1 . 
tten as 
61-1 
H(z) = E z—(M-1-1)R,(zM)(3 .20) 
1=o 
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 i   i . .
These relation are known s e oble 
systems. 
  Separating the coefficients 
                z)
where 
 O 
 E,(z) = > h(A7n 
Similarly H(z) can be written s
with
(3.19) and (3.20) 
respectively [40].
 R,(z) = 0 < 1 < M — 1 . (3.21) 
are called Type 1 and Type 2 polyphase representation f H(z), 
These play a great role in multirate systems.
x(n)








 M-1(Z) 1. Al
u"r-1(n)
IAl GM-1(z)
                   Figure 3.5: M-band filter bank. 
  Now we consider the Al-band filter bank shown in Fig. 3.5. The left hand 
side and the right hand side of the filter bank are called the analysis bank and the 
synthesis bank, respectively. The signals processed by the analysis bank are called 
the subband signals. 
  Define analysis filters and synthesis filters in the !LI-band filer bank in Fig. 3.5 
as 
               H(z) = (Ho(z), H1(z), ... ,11111-1(z)7 (3.22) 
               G(z) = (Go(z), G1(z), ... , G"r-1(z))T (3.23) 
respectively. Using Type 1 polyphase representations of analysis filters and synthesis 
filters 
M-1 
               Hk(z) =E z-lE j(zM) (3.24) 
1=0 
               Gk(z) =E z-1 4(z"), (3.25) 
r-o 
we can write 
                H(z) = Eh(z"r)e(z)(3.26) 
               G(z) = Eg(zM)e(z)(3.27)
45
where 
                  e(z) =  (1,  z-1,  ..., +9T(3.28) 
and 
(Eh(z))kl = EA,(z)(3.29) 
(E9(z))kl = Eld(z).(3.30) 
Using the noble identities (3.14), we interchange th  filters by the decimator and 
the interpolator respectively so that Fig. 3.6 can be obtained. 
  It should be noted that in [40] Type 2 polyphase r presentation of G(z) is used 
as shown in Fig. 3.7 where 
                G(z) = R9 (zm) (z-14+1, ... , z-1, 1)T(3.31) 
and 
R9 (z) = E9(z)J.0(3.32) 




The alias component (AC) matrix of
 HAC(z) 
also playsThis  a great role in  r 




onent ) rix  a filter bank H(z) are  defii 
  Ho(z) Hi(z) ... HM_1(z) 
  Ho(zW) Ho(zW) • • • Hm_1(zW) 
Ho(zW hf-1) H1(zWa1-1) • • • Hm_1(zWM-1) 
great role in multirate systems. The relation b 
yphase atrix is given by 
( )  ( (z), H(zW ),... , H(zW M-1)) 
    = Eh(zM) (e(z), e(zW ), ... , e(zW A'1-1)) 
    = Eh(zM)A(z)Wt 



































 M-band filter bank by using Type 1 polyphase matrices.
x(n)

























Figure  3.7: M-band filter bank by using Type 1 polyphase matrix in 
bank and Type 2 polyphase matrix in the synthesis bank.
the analysis
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              A(z) = 
Define the AC matrix of the synt 
  By using the AC matrix, the i 
Fig. 3.5 is given by 
 X(z) = 
where X(z) denotes the z-transfo. 
X(z) = (X (z 
  The filter bank is said to be a 
that is, X (z) has no aliasing ter 
that the alias free filter bank rE 
whose transfer function T(z) is gi 
           MHAC(2 
  It has been shown in [40] that
 1  •• 
W •• 
wm-1 
 1 0 ••• 0 
 0 z-1• 
                                            • 
. 0 
0 • • • 0 z-M+1 
hesis filters by G(z) 
nput-output relation 
—XT (z)Hac(z)G( 
rm of x(n) and 
'),X(zW),..., X(zW 
las free if 
"C(z) = T(z)X(z), 
ms X(zj'V), ... , X(z• 
!duces to the linear 
iven by 
:)G(z) = (T(z), 0, .. . 
a filter bank is alias 
)(') P1(z) .. 
A-1(z) Po(z) • • 
P1(z) z-1P2(z) .. 
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-1 
        M-1)
(3.36)
(3.37)
efine e  atrix f e nthesis as  GAC(z) by the same way. 
   l i  of the M-band filter bank in 
IXT(z)HAc(z)G(z)(3.38) 
rm )  
             _ (z),X(zW),...,X(zWM_1))T .(3.39) 
l   i  
               X(z) =T(z)X(z) (3.40) 
ms  ( W ),  ( W M-1). It should be noted 
at e lias e ilter nk e uces  e ear time-invariant (LTI) system 
ven  
               c(z)G(z) = (T ,0, ... )T.(3.41) 
  n 1 t  lter nk  lias free if and only if
P(z) R9(z)Eh(z) =
 Po(z) 










  Moreover, it is also shown in  [40] that a filter bank is said to be a perfect 
reconstruction (PR) filter bank if 
i(n) = cx(n - no), no : integer,(3.43) 
for some integer no and some constant c  0. The necessary and sufficient condition 
for this is                          0Im _r)
          P(z) = R9(z)Eh(z) = cz-'"0(3.44) 
z-14 0 
for some integer r with 0 < r < M - 1 and Mmo = no - r - M + 1 [40]. That is, 
             pk(z) _ cz for k = r(3.45) 
                          0 otherwise, 
and 
                  T(z) = Cz-Mz-(r-z)z-arm° = c7-10.(3.46) 
3.2 Output of Filter Banks from the Stochastic 
    Point of View 
In this section, we consider filter banks from the stochastic point of view by using 
the cyclostationary analysis since the output of a filter bank for a stationary input 
is generally cyclostationary. Wederive the spectral correlation density matrix F(co) 
of the output i(n) of the M-band filter bank in Fig. 3.6 when the input x(n) is 
a cyclostationary process with zero mean, period M, and the spectral correlation 
density matrix FZ(w). 
  At first, Gladyshev's relations (2.40) and (2.53) are summarized in terms of 
multirate systems so that they can be easily used. 
  In (2.38), we put 
w,(n) = x(Mn + i) for i = 0,..., M - 1. 
If x(n) is input and w-(n) is output,then (2.38) can be written as the left hand side 
of Fig. 3.8. Conversely, if w,(n) is input and x(n) is output, then this can be written 
























           Figure 3.8: Figure of the relation w;(n) = x(Mn + i). 
as the right hand side of Fig. 3.8. By using W in (3.36) and A(z) in (3.79), V(w) 
in (2.43) is written by 
V(w) =_WA(e'").(3.47) 
Then, Gladyshev's relation (2.40) can be rewritten as 
        Fx(w) =MWA(e'")Sw(Mw)A(e-'")Wt for PI < M (3.48) 
where S,U(Mw) is the spectral density matrix of w(n) constructed from w2(n) in 
(2.37) by 
                  w(n) = (wo(n), w1(n), ... , wM-1(n))T. 
  Similarly, in (2.52), we put 
u;(n) = x(Mn — i) for i = 0,..., M — 1. 
If x(n) is input and u;(n) is output, then (2.52) can be written as the left hand side 
of Fig. 3.9. Conversely, if u;(n) is input and x(n), then this can be written as the 
right hand side of Fig. 3.9. Gladyshev's relation (2.53) can be rewritten as 
Fr(w) =MWtA(e-j"))S„(Mw)A(e'W)W for Iwl < —7r(3.49) 
where Su(Mw) is the spectral density matrix of u(n) constructed from u;(n) in 
(2.52) by 
                 u(n) = (uo(n), u1(n), . . . , um -1(n))7. • 
























           Figure 3.9: Figure of the relation u1(n) = x(Mn — i). 
  Consider Fig. 3.6 in place of Fig. 3.5 to easily analyze filter banks from the 
stochastic point of view. We use the above u(n) and w(n) and define an M-channel 
process v(n) as 
                 v(n) = (vo(n), v1(n), ... , vm-1(n))T. (3.50) 
  First, we consider the analysis filter bank. u(n) can be expressed by
           u(n) = (x(Mn), x(M n — 1), ... , x(Mn — M +1))T . (3.51) 
From the results of Section 2.1.3, since x(n) is cyclostationary with period M, u(n) 
is an M-channel stationary process. From Gladyshev's relation (3.49), the relation 
between F=(w) and Su(w) is given by 
Su(w) = -A(eiTT)WF=( )WtA(e-i ).(3.52) 
Since v(n) is filtered by Eh(z), it is also an Ai-channel stationary process whose 
spectral density matrix is given by 
S„(w) = -Eh(e'`")A(e-'5')WFZ(I)WtA(e-i~)Eh(e-'") 
         -1/t(e-i*(3.53) 
  On the other hand, in the time domain, from (3.7), 
vi(n) = E h=(11)x(Mn — 11).(3.54) 
li 
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Thus we have 
 (R„(r)),k = E[ v;(m + T)vk(rn) ](3.55) 
= E h,(ll)hk(l2)Rs(MT — 11, —12).(3.56) 
1 ,1 
  Since (S„(w));k is the discrete-time Fourier transform ofthe above quation, 
from (3.53) and (3.56), we have the following formula; 
(S„(w))Ik =1 E E h=(ll)hk(l2)Rx(Mr —  (3.57) 2~ T 11,12 
M-1 M-1 
_ E E H, (e-iP+L))Fm-n(w Mrrm)H=(e'("'+W)) (3.58) 
m=0 n=0 
where F(.)(w) denotes the spectral correlation density of x(n). 
  Secondly, in the synthesis filter bank, since v(n) is filtered by E9 (z) to produce 
the output w(n), w(n) is also an M-channel stationary with the spectral density 
matrix 
Sw(w) = ET (e'")S„(w)E9(e-? ').(3.59) 
The relation between x(n) and w;(n) in Fig. 3.6 is given by 
i(Mn + i) = w;(n) for i = 0, ... , M — 1.(3.60) 
This means that "i(n) is a cyclostationary process with period M. From Gladyshev's 
relation (3.48), its cyclic spectral density matrix is given by 
        F(w) =MWA(e'")Sw(Mw)A(e-i')Wt for IwI <M.(3.61) 
Then substituting (3.59) into (3.61), we have 
F(w) =(e-'w)S„(Mw)G~c(e-'”)(3.62) 
where 
Gac(z) = WtA(z)E9 (z")(3.63) 
  On the other hand, in the time domain, from (3.9) and from (3.60), 
i(Mn + i) = E g;(ki)v;(n —k1). (3.64) 
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Thus we get 
 Ri(Mm + i, Mn + k) = E[ x(Mm + i)s(Mn + k) 
_ E gi(kl)gk(k2)(R(M(m — n) — k1 + k2))ik. (3.65) 
k, ,k2 
  Therefore, substituting (3.53) into (3.61), we finally get 
 F(w) _ 2(1/ac(z)G,c(z))tF=P)1/Ac(z)G7A.c(z)i=_e for 1w1 < AI. (3.66) 
Similarly, in the time domain, substituting (3.56) into (3.65), we have 
Ri(Mm + i,Mn + k) = 
       h=(lz)hk(12)g(k1)gk(k2)R2(M2(m- n) + M(k2 — k1) —11i —12).(3.67) 
h •I3.k1,k2 
(3.66) and (3.67) are the general input-output relations of filter banks in the trans-
form domain and in the time domain, respectively. 
  It should be noted that if x(n) is a stationary process with zero mean, the 





  0 
S=(w + wo) ..• 
      0
     0 
     0 
S=(w + (M — 1)wo)
(3.68)
with wo =  2r/M. Now we show the following theorem. 
Theorem 1 
  If a filter bank is alias free, then its output for any stationary input is stationary. 
Proof 
  The output 1(n) is stationary if its spectral correlation density matrix F(w) is 
diagonal. From (3.66) it is sufficient toshow that 
HAc(z)Gac(z) = WtA(z)E7(zhM)Eg(zM)A(z)Wt(3.69) 
is diagonal since F=(w) is diagonal.
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Using Type 1 polyphase representation of G(z), from (3.32) and (3.42), we have 
 E,T,  (z)E9(z) = E~T,(z)R9 (z)JM = PT (z)JM
  By defining 






By using the property of the circulant matrix [7]
 z—'p2(z) ... z-1pm_1(z) 
P3(z) ... Po(z) 
P1(z) ... PM-2(z) 
= A(z)Eh(zM)Eg(zM)A(z), 
1(z) is a left circulant matrix 
41(z) .. q,tir-1(z) 4o(z) 
q2(z) ... 4o(z) 41(z) 
go(z) • qM-2(z) 4M —1(z) 
qk(z) = z—!Ll+1—kpk(z,1f). 
, this can b 
M-1 





is an e expressed as
with the permutation matrix 
                  0IM-1) 
          fl = . 
                    1 0 
  Next we show that 
 Wt  JmnkWt = MA(Wk-1). 
Postmultiplying the mth row of Wt by Jt1,1Ilk, we have 
                 (1, W-m, W-2m, ... , 6V-(hf-1)m) Jnfrk 
           = (w-(M-1)m W-(M-2)mW-km
               = (W-(k-1)m,w-(k-2)m ,... , 1, W -Of -1)m, 











Then from (2.34), we have 
     M-1M-1 
 (WtjmilkWt)mn = E W—(k-1_omW—rn=W-(k-1)m EW1(m-n) 
      1=01=0 
= mw-(k-1)mb mn 
where bmn denotes Kronecker's delta such that 
               C1 m = n        vmn =(3.77) 
Q m 
By using (3.37), (3.76) is obtained. Therefore from (3.71), (3.73), (3.74) and (3.76) 
we have 
rHAc(z)Gac(z) = f WtQ(z)Wt 
1 M-1Lf-1         = E Qk(z)WtJa^ffIkwt = z-m pk(zkr)z-(k-1)A(Wk1)(3.78) 
   k=0k=0 
Since A(Wk-1) is diagonal, HAC(z)G~,c(z) is also diagonal. This shows that the 
output is stationary. ^ 
  Assume that thefilter bank is alias free and let us denote the Oth diagonal 
element of(3.78) as 
3f-1 
T(z). `_sr E pk(z-u)z-(k-1)_(3.79) 
k=0 
From (3.78), it can be easily shown that
HAC(z)G7c(z) _ 
It is noted that T(z) in (3.79) is 




for I I < 7/.3.7, that is, 
FoG.-) =
T(z) 0 - - - 0 
    0 T(zj1') 
                 0
    0 - - - 0 T(zWm-1) 
identical with T(z) in (3.40). 
0, ... , :\I - 1, we have 
IT(e-3(' ,'))I2Sz(w +Tu-27i) 
IT (e-)I22Si(w4.)) for I'I < z. 




In Section 3.1, we have seen the alias free filter bank and the PR filter bank from 
the deterministic point of view. From the above equation, we can see that the alias 
free filter bank characterized by (3.42) is also equivalent toa LTI system given by 
(3.79) from the stochastic point of view. 
  Particularly, if the filter bank has the PR property in the deterministic sense, 
from (3.46), we have 
               Fo(w) =  c2Sz(w)(3.83) 
which shows that it also has the PR property in the stochastic sense. Intuitively, 
these may be natural results. But it is remarked that we have shown these explicitly 
and theoretically.
3.3 Perfect Reconstruction Filter Banks 
In this section, M-band PR filter banks are briefly reviewed. In general, it is very 
difficult to parameterize the PR condition by filter coefficients except that M = 2. 
Then the tree structure filter bank with L-level in Fig. 3.10 is often used where 
Ho (z), Hl (z), Go(z) and G(z) for each ksatisfy the two-band PR condition. It is 
easily shown that the total filter bank has the perfect reconstruction. Therefore the 
M-band PR filter bank where M = 2L can be obtained. It is noted that by using 
the noble identities the filter bank in Fig. 3.10 can be rewritten as shown in Fig . 
3.11. 
  As another special case, the binary structured PR filter bank in Fig. 3.12 is used 
for multiresolution a alysis [23] [24] and to generate he wavelet mother function [8] 
[9] . 
  The two-band PR filter banks are important in theory and in practice. Actually, 
there are a number of the two-band PR filter banks. Among them, we introduce the 
biorthogonal filter banks with the filters of same order. The conjugate quadrature 
filters (CQF) banks and the PR linear phase filter (LPF) banks are also treated. 
These can be obtained as special cases of the biorthogonal filter banks with addi-
tional constraints. The properties ofthe CQF banks are shown in [40] and those of 
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Figure 3.12: Binary structured filter bank with two level.
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3.3.1 Biorthogonal filter banks 
Let Ho(z) and  Hi(z) are causal finite impulse response (FIR) filters with odd order 
N and put 
              Go(z) = Hi(—z), Gi(z) _ —Ho(—z).(3.84) 
Then, the PR condition (3.46) reduces to 
T(z) = 2(H1(z)Gi(z) — H1(—z)G1(—z)) = cz-"0 no : odd integer, c 0. (3.85) 
This filter bank is called the biorthogonal filter bank [43]. We put c = 1 without 
loss of generality. For notational simplicity, we denote the corresponding coefficients
hi(n) and gi(n) as h„ 
matrices and vectors; 
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                h =  (ho,  hi,.  •  •, hN)T(3.88) 
h- = (h©, —h1, ... , hN-1, —hN)T (3.89) 
c(k) = (0, ... , 0,1, 0, ... , 0)T. (3.90) 
It can be easily shown that the ith coefficient of G1(z)H1(z) isthe ith element ofGh. 
Similarly, since the ith coefficient of G1(—z)H1(—z) is the ith element ofG- h-, we 
can rewrite the PR condition (3.85) as 
Gh — G-h- = 2cT (no).(3.91) 
After some computations, we have 
(Gh)2k = (Gh)2kfor k = 0, ... ,N                                                 (3.92) 
(Gh)2k+1 = —(G h )2k+1 for k = 0, ... , N — 1. 
Thus (3.91) can be expressed by
Gch = c(L)(3.93) 
where L= (no — 1)/2. Here we only consider the case no = N and ho 0 0. 
   In order to obtain the coefficients uniquely, we put ho = 1 and assume that 
the N x N submatrix X constructed from the first to the Nth column of Gc is 
nonsingular. By defining 
a =(hi, h2, • • -hiv)T 
                                                b = (91,93,...,grr,U,...,U)T1 
(3.93) can be rewritten by 
(b X) 1 = c(L).(3.94) 
                                 a Then, given gn (n = 0, ... , N), we can compute hn by 
                a = X-1(c(L) — b).(3.95) 
  In this case, by considering the conditions on filter coefficients, it is shown that 
the total number of free coefficients of a biorthogonal filter bank is N + 1. 
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3.3.2 Conjugate quadrature filter banks 
In addition the biorthogonal condition, put 
 H1(z) = (_z)-NH0(—z)(3.96) 
where 
N 
H(z) = E ht(n)zn,(3.97) 
n=0 
or equivalently 
                 hi(n) = (-1)Nho(N — n).(3.98) 
In this case, the PR condition (3.85) reduces to 
Ho(z)Ho(z) + Ho(—z)Ho(—z) = 2(3.99) 
and 
               T(z) = z-N.(3.100) 
  The filters satisfying (3.96) and (3.99) are originally said to be the conjugate 
quadrature filters (CQF). By setting (3.84), the PR condition is satisfied as seen 
above. This filter bank is called the CQF bank that was derived before the biorthog-
onal filter bank. From the beginning ofmultirate signal processing, the CQF banks 
have been used in many fields and have been well studied. It is remarked that the 
CQF bank is also called the orthogonal fi ter bank or the PR QMF bank. But 
strictly speaking, the term "QMF" in signal processing is not appropriate since the 
QMF originally means that 
Hj(z) = Ho(—z). 
  Now let us briefly mention the properties ofthe CQF banks. By noting that 
                 H(e'W) = H'(e'")(3.101) 
and from (3.99), it can be shown that 
            1 
             J12(1Ho(e'")I2 + IHo(_e'")I2) dw = 1. (3.102) 
So we have 
1
                    fr  I Ho(ei )I2dw = 1.(3.103)   27r 
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From  Parseval's relation, we have 
N 
                 E Jho(n)12 = 1. (3.104) 
n=0 
From (3.84), (3.96) and (3.99), it can be also shown that 
Hi(z)Hi(z) + H;(—z)H;(—z) = 2 (3.105) 
G1(z)G;(z) +G;(—z)G1(—z) = 2 (3.106) 
for i = 0,1. Then, by the same derivation of(3.104), we have 
              = 1(3.107)
n=0 
I9=(11)12 = 1(3.108) 
n=o 
for i = 0,1. 
  It can be easily shown that the AC matrix of a CQF bank satisfies 
H,1c(z)HAc(z) = 21.(3.109) 
The above equation is called the paraunitary condition. Conversely if the AC matrix 
of a two-band filter bank satisfies the paraunitary condition, then the filter bank is 
a CQF bank [40]. It is also shown in [40] that a CQF bank can be parameterized 
by (N + 1)/2 free parameters. 
  Lastly, we show that the averaged variances ofsubband signals of the CQF banks 
are equal to the variance of the input signal, that is, 
2 (~vo+6v,)= 6=(3.110) 
where crt,2, and 62 denote the variances of the ith subband signal and the input signal, 
respectively. 
  From (3.56), it can be shown that 
M-1 M-1 
vv; = E E h;(l)R=(m —1)14(m). (3.111) 
                                 1=0 m=0
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for i =  0,1 where and Rx(n) denotes the auto-correlation of the input signal. Then, 
from (3.99) and Parseval's relation, we have 
2 
    _2 
           2(crvO+ u,,) 
1 M-1 M-1        = 2 E E (ho(l)Rx(m - l)ho(m) +h1(l)Rx(m - l)h1(m).) 
2r„(JHo(e'W)I2 +)1 ) Sz(w)dw 
= f Qi 
where SS(w) denotes the spectral density of the input signal. This fact is used in 
Section 3.4.1. 
3.3.3 Perfect reconstruction linear phase filter banks 
In some applications it is desirable tohave a filter bank whose analysis filters Ho(z) 
and H1(z) have linear phase. It is known that the FIR filter with real coefficients 
has linear phase if h(n) is symmetric orantisymmetric, that is, 
                    h(n) = h(N - n) 
or 
                      h(n) = -h(N - n). 
But we can not use the CQF banks because they do not have linear phase xcept for 
some trivial cases [40]. It is also shown in [43] that if the orders of filters are same 
and odd then, in addition to the biorthogonal condition, the low pass filter Ho(z) 
and the high pass filter Hi(z) must satisfy 
                ho(n) = ho(N- n),(3.112) 
hi(n) = -h1(N - ii)(3.113) 
for n = 0, ... , N. 
  Then using the polyphase representation, 
         (Ho(z) E00(z2) E01(z2) 1 )                                                (3.114) 
               Hi(z) E1o(zz2) E11(z2) z-1 
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and (3.112), it can be easily shown that 
 (N-1)/2 
Eo1(z2)  = z-N+1E0o(z-2)(3.115) 
                               1=0 
Similarly, we also have 
E11(z2) = _`-:v+1Eio(z-2).(3.116) 
  For notational simplicity, we rewrite D(z) = E00(z) and F(z) = E10(z) with the 
corresponding filter coefficients d„and f, (n = 0, ... , L), respectively where 
             L=N21.(3.117) 
If we put Go(z) and Gi(z) as in (3.84), then from (3.84) and (3.114) we have 
            Ho(z) D
/(z2) D(z-2)1(3.118) H1(z) F(z2) _F(z-2) z-N 
          (Go(z) — F(z2) F(z-2) 1(3.119) 
            G1(z)—D(z2) D(z-2)-N 
Substituting Gi(z) and Hi(z) into T(:)) yieldsl 
            T(z) = z-N(D(z2)F(z-2) -)-D(z-2)F(z2)) = z-"0. (3.120) 
Thus if we can find two filters D(z) and F(z) satisfying 
D(z)F(z-1)-1- D(z-1)F(z) = 1,(3.121) 
then 
                 T(z) = z-N = z-"°.(3.122) 
This shows that the PR condition issatisfied. It is shown in [431 that no must be 
equal to V. Therefore for the perfect reconstruction li ear phase filter (PR LPF) 
banks, the PR condition is(3.121). 
  By putting f„ = 0 (n <0,n > L), (3.121) can be written in the time domain as 
                L L 
E > d,(f,-k fI+k)=-k = 1. (3.123) 
                              k=—L 1=0
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Since the coefficient of z1 is equal to that of  z-' (l = 0,... , L) in (3.123), we 
rewrite (3.123) as
 fo fi ••• fL 
0 fo ••• IL 
0 ••• 0 fo
+















When the matrix constructed from  f„ in (3.124) is nonsingular, for given f,,, we can 
compute d„ uniquely. In this case, by considering the conditions on filter coefficients, 
it is shown that the total number of free coefficients ofa PR LPF bank is (N — 1)/2
3.4 Optimization of Filter Banks
In using two-band PR filter banks, in theory, it is desirable that the low pass and 
the high pass filter are ideal filters as shown in Fig. 3.13. But in practice, these filter 
can not be used since they needs infinite filter coefficients. Fortunately, as discussed 
in Section 3.3, PR filter banks still have freedoms of their coefficients o that we can 
construct the "good" PR filter bank according to the object of using the PR filter 
bank. 
  The main purpose of using filter banks in signal processing are to compress the 
input signal into some subband signals in video signal processing, to decompose the 
input signal into some subband signals whose correlation are small in subband signal 
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Frequency responses of the ideal 2-band filter bank.
64
  In this section, we optimize a filter bank with a stationary input signal x(n) by 
minimizing the averaged variance of the reconstruction error under the PR condition 
when some subband signals are dropped. We assume that high pass bands from K 















  Figure 3.14:  M-band filter bank when K to M - 1 band signals are dropped 
  See Fig. 3.14 and define an M-channel process w(n) as 
                iv(n) = (wo(n), ... , (OM -1(n))T. (3.125) 
The difference between w(n) and iv(n), denoted by e(n), is given by 
Iar-K 0 )
     e(n) = w(n) - w(n) = E9 (q)v(n) - E9 (q)v(n) 
                            0 0 
     = ET (q)I'v(n)(3.126) 
where 0 0 )
r _(3.127) 
                            0 I
and q-I is the delay operator q Ix(n) = x(n - 1). 
  Since v(n) is an Al-channel stationary process, so is e(n). Then as in (3.32) 
                 y(Mn + i) = w;(n)(3.128) 
so that, by defining the reconstruction error as e(n) = x(n) - y(n), we have 
(e(n))i = I(Mn + i) - y(Mn + i) = e(Mn + i),(3.129)
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that is, 
           e(n) =  (e(Mn),  e(Mn + 1),... , e(Mn + M - 1))T. (3.130) 
Since the spectral density matrix of e(n) is given by 
Se(w) = E9(e'W)I'S„(w)I'E9 (e-'W ). (3.131) 
and from (3.26) and Gladyshev's relation (3.48), by using HAC(z) and GAC(z), the 
spectral correlation density matrix of e(n) is given by 
Fe(w) = M2(HAC(z)rGAC(z))tSz(MW)HAC(z)IlGac(z)Ie-;W(3.132) 
                    for PI < 7r/iLI. 
From (2.32), the averaged variance of the reconstruction error is given by 
                 Lim/M                 ,T2=trFe(w)dw.(3.133) 
                             When M = 2 and the high pass band signal is dropped, from 
                  Ho(z) Hi(z) 0 0 Go(z) Go(-z) 
  HAC(z)I1GAC(z) = 
                  Ho(—z) H1(—z) 0 1 G1(z) G1(-z) 
Hi(z) 
                    H1(-z) (Gi(z) G1(-z)) , 
(3.133) reduces to 
 Qe=4 Lt( r{ G1(ei~) H1(e7) H1(-e.il) 
G1(-6:71 \ 
S (w) 0Hl(e-'"') (G1(e-i~) G1(-e-j") )1dw 
           0 Sz(w + 7r) H1(-e-'") \ 
    = 7,1if„(IG1(e)I2+ IG1(e;(w+)I2) IH1(c)I2Sz(w)dw 
            f*2(w~ a)(W Fa)          +4I(IG1(e')I+ IG1(e')I)2IH1(e')I2Sz(w + 71-)dw 
    = -41/027 (IG1(e)I2 + IG1(e'(y'")I2) I H1(e'W)I2Sz(w)dw, (3.134) 
since IG1(e-l2+IG1(ej(W+*))I2, IHl(0")I2 and Sz(w) are periodic functions of w with 
period 27r. Then the problem becomes todesign one pair of filters among Ho(z),
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 H1(z), Go(z) and Gi(z) that minimizes (3.134) under the PR condition (3.85). Here 
the pair (H1(z), Gi(z)) is chosen and let the order N be odd. 
  The integrand of (3.134) can be considered asthe sum of the spectral densities 
of two signals Gi(q)H1(q)x(n) and G1(—q)Hj(q)x(n). Then the ith coefficients 
of Gi(z)Hj(z) and Gi(—z)Hi(z) are given by the ith elements ofGh and G- h, 
respectively. 
  In the time domain, the criterion function (3.134) can be written as 
            =4 ((Gh)TR2N+iGh + (G-h)TR2N+1G-h)(3.135) 
with the 1 x 1 matrix RI; 
(R,)ik = R=(i — k) 0 < i, k <1. (3.136) 
It is noted that this criterion is easily computed from the filter coefficients and the 
auto-correlation ofthe input. 
  For biorthogonal filter banks, the optimization problem becomes to minimize 
(3.135) subject o (3.93). Substituting (3.95) into (3.135) and minimizing (3.135) 
with respect to gn (n = 0, ... , N), we can obtain the optimal biorthogonal filer 
banks. 
  For CQF banks, from (3.106), the criterion (3.134) reduces to 
  4Jo2~ (IG1(e'")I2 + IGi(e ('))I2) IHi(e'W)I2S=(w)dw = hT RN+ih. (3.137) 
Then under the PR condition (3.99), by minimizing (3.137), the optimal CQF banks 
can be obtained. This optimization problem isoriginally considered in [41]. 
  For PR LPF banks, from (3.119), we have 
IGi(e'")I2 = I — D(e'2") + D(e-i )e-i' 'i2 (3.138) 
                    = 2ID(e'21I2 — 2Re(D(e'2'')e'N'), (3.139) 
and 
IG1(e'~"+~)I2 = 2ID(e'21I2 + 2Re(D(e ')eiN"). (3.140) 
Then, the criterion (3.134) reduces to 
  1122r (IGi(ej")I2+IG1(eiP+K))I2) S(w)dw= jz~ I D(e~2")Hi(e'")I2S (w)dw. 
                                               (3.141)
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Therefore, under the PR condition (3.121), by minimizing (3.141), the optimal PR 
LPF banks can be obtained.
3.4.1 Other criteria 
There are some performance measures of PR filter banks according to the object of 
using the PR filter bank. 
  A measure of the efficiency to compress the signal is given by 
 2  2 
            77— ----------- .(3.142) 
                                       Q2 
where Q= is the variance ofthe input x(n) and al is the averaged variance ofthe 
reconstruction error when some subband signals are dropped. It is clear from (3.142) 
that minimizing a is equivalent to maximizing 77. Then, our criterion for the optimal 
PR filter bank that minimizes the averaged variance ofthe reconstruction error 
where subband signals from K to M are dropped is equivalent to he criterion for 
the optimal PR filter bank that maximizes the efficiency 71. 
  A measure of the efficiency of the decorrelation is given by 
M-1 
Q = (EE I(R (T))ikll)T/cz (3.143) 
r i,k=0,i k 
where 
(Rv(T))ik = E[ vi(m + T)vk(m) ](3.144) 
and 1 is a certain positive integer. From (3.56), we have 
M-1 M-1 
(R,,(T))ik = E > hi(1)Rz(m —1 + Mr)hk(m).(3.145) 
                                 1=0 m=0 
The CQF filter banks that minimize the above measure are considered in [25]. In-
stead of the CQF condition (3.96), if the LPF condition (3.112) is used, then the 
optimal decorrelation PR LPF banks are also obtained. 
  Usually after being quantized the subband signals are transmitted to the syn-
thesis bank. In the above two cases, the effect of the quantizing is ignored. Here we 
consider this and let the output of the kth quantizer be vk(n) and the corresponding 
quantizing error be 
nk(n) = vk(n) — vk(n).(3.146)
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When rk bits are allocated to the quantizer Qk, the pdf-optimized quantizer mini-
mizing separately each mean square rror [21] is used where 
                  E[  nk(n)  ] = 0(3.147)
                  E[ nk(n)Ik(n) ] = 0.(3.148) 
It is also shown in [211 that, under the assumption that each vk(n) is Gaussian, its 
variance cr can be approximated by 
O k = 72-2rko .(3.149) 
   Define an M-channel process v(n) as 
u(n) = v(n) n(n)(3.150) 
where 
v(n) = (vo(n), ... , uM-1(n))T(3.151) 
                   n(n) = (no(n), ... ,fAf-1(n))T .(3.152) 
For simplicity of analysis, assume n-(n) for i = 0, M — 1 are mutually uncorrelated 
and 
E[ v(n  )nT (n) ] = 0 for any n and T. (3.153) 
   From this assumption, we have 
Ra(T) = Rn(r) -}- RT1(r)(3.154) 
where Ra(r) and R„(r) denote the covariance matrix of 1.(n) and that of n(n), 
respectively. Also from the assumption, R„(r) is given by 
R„(r) = diag(an2„, ... 6,2,M1)~_ o. (3.155) 
  Since the noise n(n) is filtered by the synthesis filter bank, by the same derivation 
in Section 3.2, the averaged mean square reconstruction error is given by 
              1j
_zMQ211SM tr(Gac(e-iw)tS„(1111w)GACe-J"))dw (3.156) 
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where  Sn(Mw) is the diagonal spectral density matrix of n(n) whose ith diagonal 
element is vn127r. Then (3.156) reduces to
1 rim M-1 M--12w4k 
             M>2 u—~nGi(el 4-~1Gi(e-(3"+~r))dw 
                                             / 
                      M k=0 i=0 21f 
I Al-1 M-1            = 7 an>2_Gi(ejW+27q)Gi(e-(7w+T))dw
Mi=0ik=027rr/M            M-1 kJo2 E crniGi(e)Gi(e-'W )dw                       i=0
Mxf-1 
 on;(EI9i(n)I2)(3.157) 
               i=0 n=0 
where gi(n) are the ith coefficients of Gi(z). 
  Let total bits r for quantization beconstant, that is, 
M-1 
             Mr = E rk. (3.158) 
                                            k=0 
Under this condition, we minimize the reconstruction error (3.157). By using La-
grange multipliers, rk and a2 are given by 
              k1togcvk E"_0 I9k(n)I2     r(3.159)                = r +2(ntil
olov; E71:1-019i(n)12)/f/ 
                M-12N2           2 — 72-2r(ni=0°v;En=0lgi(n)I)?(3 .160)                                                      EL
() I9i (n) I2 
a2 = 72-2r(fl lav; E I9i(n)I2)T, (3.161) 
n=0 
respectively. The coding gain defined by 
0.2 
                                            (3.162)                GSBC =(fMO1av'E"0 I9i(n)12) 
is usually used as a measure of the efficiency ofreducing the quantizing effect [38] 
[22]. It is also noted that, as in other criteria, the two-band optimal coding ain PR 
LPF bank can be obtained. 
  The optimal PR filter banks in terms of this coding ain are treated in [3] and [41]. 
For CQF banks, from (3.99) and (3.108), it can be easily shown that minimizing 
the criterion (3.137) is equivalent tominimizing a2 in (3.161). So the two-band 
optimal compression CQF bank is also the two-band optimal coding gain CQF
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bank. In some literature, since the above result has been obtained, the optimal 
coding gain filter bank is mistakenly regarded as the optimal compression filter 
bank. By comparing (3.134) with (3.162), it is obvious that this is not necessary 
true in the biorthogonal bank. So if the optimal compression biorthogonal filter 
banks are needed, our criterion should be used.
3.4.2 Numerical results 
We optimize PR filter banks in terms of our criterion, using the Newton-Raphson 
method for optimization. It is difficult o obtain a global solution of a non-linear op-
timization problem with many variables. Since the biorthogonal filter bank treated 
in the Section 3.3.1 has twice as many coefficients a  the special filter banks, we use 
the coefficients of the optimal CQF banks as the initial values for optimization of
the biorthogonal filter bank. 
  The input signal with zero mean and the covariance  R=(n) = 0.9-I"I is used. Fig. 
3.15, Fig. 3.16 and Fig. 3.17, respectively show their frequency responses of Ho(z) 
and that of H1(z) with order N = 7. For the CQF bank, we can see that H1(z) is 
comparatively good high pass filter. For the PR LPF bank ,Hi(z) is not very good 
high pass filter. But this is a natural result since D(z2)H1(z) in (3.141) in place of 
H1(z) has to be good high pass filter, which is clarified as shown in Fig. 3.18. 
  Table 3.1 shows the averaged variance of the reconstruction error ae for each N. 
It should be noted that biorthogonal filter banks, CQF banks and PR LPF banks 
have N, (N + 1)/2 and (N — 1)/2 free parameters, espectively. We can see the 
averaged variance of the error of the CQF bank is smaller than that of the PR LPF 
bank for each N. 
  Table 3.2shows three measures ofthe PR filter banks of Fig. 3.15, Fig. 3.16 
and Fig. 3.17. Since we optimize PR filter banks in terms of the compression, it is 
natural that the biorthogonal filter bank is best in But it is instructive that the 
PR LPF bank is best in terms of decorrelation.
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Figure 3.15: Frequency 
bank (N = 7).
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Figure 3.18: Frequency response of D(e32')Hl(ejw)(N = 7).
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N CQF PR LPF Biorthogonal
1 5.000
3 3.8916  4.1433 3.8846
5 3.6127 3.7590 3.6045
7 3.5031 3.5815 3.4997
Table 3.1: The average variances of the reconstruction errors  (x  10-2).
 N=7 CQF PR LPF Biorthogonal
7l(%) 96.497 96.419 96.501
Q (l=2) 0.0389 0.0173 0.0373
GSBC (dB) 4.34 4.82 4.41
Table 3.2
 
: Properties of the obtained optimal PR filter banks.
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This chapter deals with periodic ARMA processes. In Section 4.1, the linear period-
ically time-varying systems are reviewed by using the cyclostationary analysis and 
the multirate system theory. In Section 4.2, periodic AR processes as special cases 
of periodic ARMA processes are further studied. New results are shown about the 
existence and the construction method of backward periodic AR processes from the 
circular Levinson algorithm. The statistical properties of the estimated coefficients 
of backward periodic AR processes based on a sample of finite size are also derived.
4.1 Linear Periodically Time-Var ying Systems
E(t) Ht(z) y(t)
               Figure 4.1: The general input-output relation. 
  In this chapter, we only treat real processes and filters with real coefficients. 
  Now periodic autoregressive moving average (ARMA) systems are considered 
from the theory of multirate systems. The discussion on periodic ARMA processes 
is based on Sakai [35]. 
  Consider the following general causal linear system shown in Fig. 4.1; 
                y(t) = E hf(t — m)E(m)(4.1) 
m=0
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where the impulse response are time-varying. Assume that each transfer function 
 oc 
Hi(z) =  >2  ht(n)z  n(4.2) 
n=0 
is stable. 
  Among time-varying systems, the system whose impulse response satisfies 
ht(n) = ht+A1(n)(4.3) 
is called the linear periodically time-varying (LPTV) system. Each transfer function 
also satisfies 
Ht(z) = Ht+,tif(z),(4.4) 
which is called the LPTV transfer function with period M. 
  It should be noted that, since the LTI transfer function satisfies 
Ht(z) = H(z) for all t,(4.5) 
the LPTV system can be considered to be an extension of the LTI system. 
Setting t = k + Mn in (4.1) for k = 0, ... , ZvI — 1, we have 
co 
             y(k + Mn) = > hk(k + Mn — m)e(m). (4.6) 
m=0 
This shows that filtering c(t) by the filter Hk(z) produces the output y(t) at the time 
t where the reminder of t divided by M is k. So by using the notations of multirate
 e(t)
Ho(z) 1M TM 1 y(t)
H1(z) 1M I Al z-1 1
 M-1(Z) I Ai IM
Figure 4.2: The LPTV system.
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systems,  (4.1) can be figured as Fig. 4.2. Therefore the LPTV system with period 
M can be interpreted as a special case of the M-band filter bank. 
  When each Hk(z) is rational, that is, 
               Ht(z) =Bt(_),(4.7)                           A
t(z) 
we can write
Alt(Z) = Eat(i)z—' 
i=o 
B,(z) _ >J/3t(i)z-i 
                                                                                                                                                            . i=o 
where the coefficients are also periodic in time, that is, 
                 Pt = qt = qt+M 
at(i) = c t i(i) for i = 0, ... , Pt 
                  /31(i) = QtT ,,(i) for i = 0, ... ,qt.
For convenience, we assume at(0) = 1 and bt(0) = 1 in the following. 
  For the stochastic input signal, we consider the following LPTV system 
    P191 
Y(t) + >at()y(t — j) = E(t) + EQt(DE(t — I) 
7=1J=1 
where the coefficients satisfy (4.10), (4.11), and (4.12). 
a cyclostationary white noise. Here we consider the more 
y(t) is called the periodic AR\1A process with the orders 
(Po, • • • , PM-1; go, • • • , Elf -1)- 
It is noted 
in (4.L 
tively. These three processes are used to generate and to analyze the cyclost 
processes parametrically. 
  Assume c(t) is cyclostationary with period M, zero mean and the spec 
relation density FE(w). Also for convenience, we put 
at(i) = 0 i < O and i > pt 







assumed to be 
Ire general case. The output
t  that the process whose ,3,(j) = 0 in (4.13) and the process whose t(j)=0 
3) are called the periodic AR process and the periodic NIA process, respec-
                                                                .tionary




  Now we show the periodic ARMA process with period M can be transformed 
into the M-channel stationary process. By setting t =  k+nd (4.46) can be expressed 
as 
Pk91 
   y(k + nd) + Eak(j)y(k + nd — j) = €(k + nd) + E01(j)e(t — j) (4.16) 
i=1i=1 
for k = 0, ... , Al — 1. Construct two A'I-channel processes as (2.37) in Section 2.2 
by 
€(t) = (€(Mt), e(Mt + 1), ... , E(ILIt + M — 1)T(4.17) 
          y(t) = (y(Mt), y(Alt + 1), ... , y(Mt + M —1))T(4.18) 
which are shown in the left hand side and the right hand side in Fig. 4.3. It is noted 















^{ M e(Mn+A'I-1) y(Aln + M — 1) TM
         Figure 4.3: The input-output relation of the LPTV system 
  Define 
                p =  max[(piMZ)+ 1 ](4.19) 
                 q = max[ (qtl— i) + 1](4.20) 
where, for integer j, [ x ] = j for j < x < j + 1. Then (4.13) can be rewritten as 
Aoy(t)+Aoy(t-1)+•  •+Aoy(t—p) =Bo€(t)+131E(t-1).i-• •+BgE(t—q) (4.21)
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where
 Ao  =
    1 
 ai(1) 
 otm_  1 — 1)
o ••• o 
 1• 
            0 
am _1(111 — 2) ... 1 
ao(M(j — 1) + 1) 
al(M(j — 1) + 2)
 ao(M(j  -  1)  +  M) • c - 
a1(M(j - 1) + M + 1) - -  
am_1(M(j - 1) + 2M - 1) amf-1(M(j - 1) + M) l 
and similarly for 1. Define 
                     A(z) = Anz—n 
n=0 
                       5(z) = 13„.z' 
n=0 
and T3rpe 1 polyphase representation f Ak(z) and Bk(z) as 
                                     M-1 
                  Ak(z) = E Akr(zm)z-1 
r=o 
M-1 
Bk(Z) = i 1k1(zAf )z-1. 
                                           I=0 
It can be easily shown that 
A00(zM) z-1A0,Af-1(Z ) ... z-1A01(zilf ) 
A(z) _ A11(zM) A1o(zM) • • • z-1A1,nr-1(zM) 
                                                                                                                                            • 
              Am-1,M-1(z"f) AM-1,M-2(-"f) ... Au-1,0(zM) 
and similarly for 5(z). 
  If A-1(z) exists and is stable, from the the theory of multichani 
processes, y(t) is given by 
                  y(t)=A-1(4)B(4)E(t). 
  Since the input E(t) is M-channel stationary, so is the output y(7 
the M-channel process y(t) is stationary, the scalar process y(t) is c, 
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(4.22)







       (4.29) 
n). Also since 
is cyclostationary
with period M. By using the notations of multirate systems, this system can be 
written as Fig. 4.3. 
  Premultiplying (4.21) by  A(71, we have 
y(t)+Aly(t-1)+•••+Apy(t-p) = Boe(t)+B1e(t-1)-I-...+Bge(t-q) (4.30) 
where 
A; = Ao 1 A; for i = 0, ... ,p (4.31) 
B; = C3o 1 B; for i = 0, ... , q (4.32) 
This is an M input and M output multichannel ARMA(p, q) process. So it is shown 
that the periodic ARMA process can be transformed into the M channel ARMA 
process. 
  Next, we derive the spectral correlation density of the output of the periodic 
ARMA process (4.13). From Gladyshev's relation (3.48), €(t) is an M-channel 
stationary process with the spectral density matrix, 
SE(w) _)WtFE(%)WA(e'fr) for IwI < . (4.33) 
Since e(t) is filtered by A.-1(z)B(z) to produce y(t), the spectral density matrix of 
y(t) is given by 
Sy(w) =A-1(z)B(z)SE(z) (A.-1(z)B(z))t(4.34) 
Also from Gladyshev's relation (3.48), the spectral correlation density matrix is 
given by 
Fy(w) = MWA(e'")SE(Mw)A(e—'")Wt(4.35) 




4.2 Periodic AR Processes
Periodic AR processes were originally studied by Pagano [31]. There it has been 
shown that there is a one-to-one correspondence between a multichannel AR process 
and a scalar periodic AR process. So periodic AR processes can be analyzed by the 
theory of multichannel AR processes, and vice versa. 
  Multichannel AR processes have been widely studied. And the LWR algorithm 
is well known for obtaining the predictor coefficient matrices of multichannel AR 
processes [47]. It has also been shown that backward multichannel AR processes 
can be constructed from the auxiliary matrices used in the LWR algorithm. By a 
similar correspondence, the coefficients of backward periodic AR processes can be 
also obtained by using the resulting multichannel backward AR processes. But, in 
this case, it is necessary to make two  these transformations. 
  On the other hand, for directly obtaining the coefficients of periodic AR pro-
cesses, the circular Levinson algorithm was derived by Sakai [33]. Several properties 
of periodic AR processes were studied by Sakai [34] [36] using this algorithm. But 
backward periodic AR processes equivalent to backward multichannel AR processes 
were not explicitly shown there. 
  In this section, we construct backward periodic AR processes from the auxiliary 
coefficients used in the circular Levinson algorithm. By virtue of this, we can obtain 
the coefficients of backward periodic AR processes without using the LWR algorithm. 
Furthermore, we show that the orders of the backward periodic AR process can 
be obtained from those of the corresponding forward one without the use of the 
circular Levinson algorithm. The statistical properties of the estimated coefficients 
of backward periodic AR processes based on a sample of finite size are also derived.
4.2.1 Multichannel AR processes 
We give a brief review of multichannel AR processes. The d-channel process x(t) is 
said to be a multichannel AR process with zero mean vector if 
x(t) +>A(j)x(t — j) = s(t) (4.38)
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in which 
              E[ s(t) J = 0, E[  s(t)sT  (s)  ]= E6i,,. (4.39) 
where E is positive definite. We denote the auto-covariance matrices of x(t) by 
                R(k) = E[ x(t + k)xT (01.(4.40) 
  With these covariance matrices, the coefficient matrices are given by solving the 
normal equations 
            I A(1) ... A(p) [R(a) = [ E 0 ... 0 ] , (4.41) 
where R(p) is the (p + 1) x (p + 1) block matrix constructed by
 R(0) R(1) 
R(-1) R(0) 






R(p - 1) 
           • R(0)
The LWR algorithm is well known for successively solving the above  equation: , 
The LWR algorithm 
  1. Initial conditions 
Ao(0) = B0(0) = I , Eo = V0 = R(0) 
  2. Order update for j = 0, ... ,p — 1 
    (a) compute 
           = >A;(m)R(j+1-m) 
m=0 
A;+i(j +1) = 
B;+i(j+1) = EV 
    (b) update 
E;+1 = E;+A;+10+1)AT 
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(4.42) 
s f471.
 V;+1 = V; + B1(1 + 1)4i 
                  for i = 1,...,j 
Ai+1(i) = A,(a) + Ai+1(j + 1)Bi(j + 1 — i) 
B;+1(i) = Bi(i) + Bi+1(j + 1)A1(j + 1 — i) 
   3. 
E=EP, V=VP 
                A(i) = AP(i), B(i) = BP(i) (i = 1, ... , p) 
  It has been also shown that the auxiliary matrices used in this algorithm satisfy 
[ B(p) B(1) I ]B(P) _ [ 0 ... 0 V ] , (4.43) 
from which we can construct the backward multichannel AR process 
x(t) + >2B(j)x(t + j) = v(t) (4.44) 
i=1 
where 
              E[ v(t) ] = 0, E[ v(t)vT(s) ] = V6 f,,. (4.45) 
4.2.2 The circular Levinson algorithm 
Consider the following periodic AR process with period  and orders (p1, ... ,Pd); 
y(t) + Eat(J)y(t — j) = €(t)(4.46) 
i=1 
where all coefficients satisfy (4.10) and (4.11) with M replaced by d. Let the input 
€(t) be uncorrelated with zero mean and the variance at time t, denoted by (IRO, 
                                                            which satisfies
a(t) = vE (t + M).(4.47) 
  We denote the covariance of y(t) by 
R(t, s) = E[ y(t)y(s) ] .(4.48) 
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Since y(t) is cyclostationary with period d, we have 
                   R(t, s) = R(t + d, s+d).(4.49) 
  Using (4.17), (4.18) and (4.21), (4.46) can be written by 
 Aoy(t) + Aly(t - 1) + • • • + Apy(t - p) = E(t). (4.50) 
Then Pagano showed the following theorem [31]. 
Theorem 2 
  If x(t) in (4.38) and y(t) is associated by 
             x(t) = (y(td), y(1 + td),... ,y(d- 1 + td))T , (4.51) 
then x(t) is a d-channel AR process oforder pwith positive definite E if and only 
if y(t) is a periodic AR process ofperiod and orders (p1, ... , pd) with positive 
Qo, ... ,a3_/ and p = max [ (pi - j)/d + 1 ]. And each coefficient is related by 
E = LDLT(4.52) 
L-'A(j) = ..4.;(4.53) 
where 
                   D = diag(vo,a?,...,(4_1)(4.54) 
L-1 = Ao.(4.55) 
Proof 
  Premultiplying the periodic AR process (4.50) by A0, we obtain the d-channel 
AR process (4.38) whose coefficients satisfy (4.52) and (4.53). 
  Conversely, since E is positive definite, the unique LDLT factorization can be 
obtained where L is unit lower triangular D is diagonal. By setting A0 = L-1 
and premultiplying (4.38) by L-1, the periodic AR process can be obtained whose 
coefficients satisfy (4.52) and (4.53). El 
  This result enables us to analyze periodic AR processes bythe theory of multi-
channel AR processes, and vice versa. Note that from (4.51) we have 
                (R(t - s));k = R(i + td, k + sd).(4.56)
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  Similarly to (4.52), the unique  UDUT decomposition of 






  1 we have 
  P F1B, a 
 1=1
... Q0(d — 1) 
• - • Qi(d — 2) 
0 1
and premultiplying (4.44) by U-1,  ve 
                     b3ix(t U-'x(t)+ + j) = fl(t) 
where 
f(t) = U-1 v(t) 
                     8; = U-1B(j). 
  Now by setting 
i7(t) = Mtd), 21(1 + td), ... , r7(d — 1+ td))T 
and
 Qo(d  +(j — 1)d) 
,i(d — 1 + (j — 1)d) 
Qd-1(1 +(j — 1)d)
,6'o(2d — 1 + (j — 1)d) 
Ql(2d — 2 + (j — 1)d) 
;Id-i(d + (j — 1)d)








the kth row of (4.44) can be written by 
rk 
Vic +nd)+EQk(j)y(k+nd+j)=fi(k+nd)(4.61) 
where 71(k+nd) are uncorrelated with each other. Thus we can say that here xists 
the backward periodic AR process given by (4.61). Therefore, the coefficients of 
the (forward) periodic AR process and the backward one are given by obtaining 
coefficients of the corresponding multichannel AR process. But by this approach we 
have to make two transformations between them. Moreover we can not obtain the 
orders of the backward AR process in advance. 
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  In order to directly obtain the coefficients of the periodic AR process, define the 
jth order kth channel forward and backward linear prediction errors for y(t) by 
 1 
 E(j, k + nd) = y(k + nd) + Eak(j, i)y(k + nd — i) (4.62) 
1=1 
and 
77(j, k + nd) = y(k + nd — j) + EQk(j, j + 1 — i)y(k + nd — i + 1) (4.63) 
t=i 
respectively. The predictor coefficients ak(j, i), ,3k(j, i) for i = 1, ... , j are deter-
mined by minimizing 
E[e2(j, k + nd)J := ak(j)(4.64) 
E['72(j, k + nd)] := r1(j)(4.65) 
with respect to ak(j, i) and ,Qk(j, i) , respectively. Then we have following normal 
equations 
Rk(j)ak(j) = (ck(j), 0, ... , 0)T(4.66) 
Rk(i)Ak(j) = (0, . . . , 0, 11(..7))T ,(4.67) 
where 
ak(j) = (1,ak(j,1),•••,ak(i,i))T, 
13k(9) = (Nk(j, ), ... , Bk(j, 1), 1)T, 
(Rk(j))p,q = R(k—p+1,k—q+1) (0<p,q<j)• 
We assume Rk(pk) is positive definite. Then, Sakai [33] derived the following effi-
cient algorithm for successively obtaining ak(j), /3k(j) (j = 1,2,...). 
The Circular Levinson Algorithm 
  1. Initial conditions (j = 0) 
crk(0) =TN) = R(k, k), tk(0) = R(k, k — 1), (k = 0, ... , d — 1) (4.68)
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2. Order update from j to j + 1 
    compute 
 ok(j) = E R(k — m, k — j — 1)ak(j, m) 
mco 
ak(7 + 1,7 + 1) = —Ak(j)/Tk_1(i) 
/k(j + 1, j +1) = —64(j)14(i) 
   update 
ak(j +1) = 4(.0{1 — ak(j +1,j + 1)/3k(j +1,j +1)} 
Tk(J+1)=4-1(.7){1—ak(j+1,j+1)0k(j+1,j+1)} 
for i = 1,...,j 
ak(j + 1,i) = ak(j,i) + ak(j + 1,j + 1)ak-1(j,j + 1 — i) 
/3k(j+1,i) = Qk(j+1,j+1)ak(j,j +1 —i) 








  If we define the normalized PARCOR coefficients by 
Ok(7)  
Pk(j +1)(4.76)—ak(j)Tk-1(7)(4.76) 
then, from (4.72), we have 1pk(j)j < 1. Using (4.62), (4.63), (4.74) and (4.75), 
77(j +1,k  + nd) and e(j + 1, k + nd) can be expressed as
e(j + 1, k + nd) = E(j, k + nd) + ak(j + 1, j + 1)77(j, k — 1 + nd) (4.77) 
        + 1, k + nd) = rl(j, k — 1 + nd) + k(j + 1, j + 1)E(j, k + nd) . (4.78) 
  Note that for a periodic AR process 
a(j + 1,j + 1) = 0(4.79) 
cr (j+1) = aZ(4.80) 
for all j > pk. So from (4.77), we have 
e(j + 1, k + nd) = e(pk, k+ nd) for j > Pk.(4.81)
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Also note that this  e(pk,  k + izd) is a white noise. From (4.70) and (4.71), we also 
have pk(j + 1, j + 1) = 0 for all j > pk so that from (4.78) 
77(j + 1, k + nd) = T1(pk,  — 1 + nd) for j > Pk. (4.82) 
But from this it is difficult to construct a backward white noise. 
4.2.3 Backward periodic AR processes 
In order to construct abackward periodic AR process, we want to find the backward 
periodic linear prediction error filter whose errors are white noises. We predict 
y(k + nd) from y(k + nd + 1), ... , y(k + nd + j) and define new linear prediction 
error as 
11(j, k + nd) = y(k + nd) + E0k(j, i)y(k + nd + i) . (4.83) 
r=1 
Minimizing 
E[ il2(j, k + nd) ] = 11(j)(4.84) 
with respect toQk(j, i) , we have the following normal equations 
Rk+j(j)Qk(j) _ (0, ... , 0, Tk (i))T(4.85) 
where 
Qk(1) = (Qk(j, .7 ), ... , Qk(i,1),1)T • (4.86) 
From (4.67), we also have 
Rk+j(j)/3k+j(j) = (0, . . . , 0,11+j(j))T(4.87) 
Also from positive definiteness of Rk+j(j) and replacing k in (4.67) with k + j, we 
have 
/ k(j) = Nk+j(j)(4.88) 
Tk(7) = Tk+j(j)•(4 .89) 
Then from (4.78), (4.83) and (4.88), 
            + nd) = y(k +nd) + EQk(j, i)y(k + nd + i) (4.90) 
                = y(k +nd)+Eak+j(j,i)y(k + nd + i)(4 .91) 
              = rl(j, k + j + nd).(4 .92) 
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Therefore, from (4.78) and (4.90) we get 
 11(j  +1,k   +  nd)  =  ii(j  +  1,  k  + j  +  l  +  nd) 
= n(j,k+j+ nd) +13k+ JO' +1,j+1)e(j,k+j+1+nd) 
             = i(j,k+ nd) +Qk(j+1,j+1)e(j,k+j+1+ nd) . (4.93) 
It follows that, if we can find rk that satisfys Qk(j + 1, j + 1) = 0 for all j > rk, then 
n(j, k + nd) = q(rk, k + nd) := + nd). 
Moreover, from 
                E[ i7(k + nd)y(k + nd + i) ] = 0 
for any positive integer i, we have 
E[fl(k1 + n1d)il(k2 + n2d)] = bkik28n1n211, (rki) (4.94) 
Thus we obtain a backward periodic AR process given by 
                                         TF 
          y(k + nd) + EQk(j)y(k + nd + j) = i(k + nd) (4.95) 
j=1 
where 
Qk(~) = Qk+d(j) =Qk+rb(rk,3) 
for j = 1, ... , rk, each fi(t) is uncorrelated with zero mean and variance 'Far k) 
2
k ~k+rt(rk). 
  Now we show how to obtain these rk. At first, for fixed k, we classify the sequence 
Qk(j, j) into the d subsequences according to the remainder ofj divided by d. By 
setting j = i + Id (i = 0, 1, ... , d — 1, l = 0, 1, ...), from 
Qk(j,j) =Qk+j(j,j) =Qk+i(i+1d,i+ld) , 
we know that the ith subsequence is constructed byNk+;(i + ld, i + Id). 
  Noting that 
Qk+=(j+1,j+1) =0 for j > pk+= 
for the ith subsequence, we have an It such that 
Qk++(i + ld, i + ld)  0 and Flk+;(i + (1 + 1)d, i + (1 + 1)d) = 0 for all 1, < 1 (4.96) 
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that is, 
 i+lid < pk+; < i+(l; + 1)d. 
It can be easily shown that this 1; is given by 
= [Pk+i — a](4.97) 
d Thus if we put 
                rk = max (i + lid),(4.98) 
0<i<d-1 
then from (4.96) we have for a certain ith subsequence 
Qk+i(rk,rk) 0 0 
and for all subsequences 
= 0, > rk 
It follows that /3k(j + 1,j + 1) = 0 for all j > rk. Therefore we have the following 
algorithm to compute the orders of the backward periodic AR process from those 
of the (forward) periodic AR process.
fork=0,...,d-1 
  1. Each i = 0, ... , d — 1, let l; _ [(pk+; — i) /d]. 
  2. For these l;'s, let rk = maxo<i<d_1(i + lid). 
  It should be noted that the above algorithm only needs the orders of periodic 
AR processes. So, we can obtain the orders of the backward one without calculating 
the coefficients. Also note that the orders of the backward one is not necessarily the 
same orders of the forward one.
4.2.4 An example 
To illustratate the above results, anumerical example ispresented. Sakai [34] has 




 R(k,  k),  Pk(.7  ),  (k  =  0,  ...  ,  d  —  1;  j =  0,1,  ...  ,  Pk) 
satisfying the condition R(k, k) > 0 and Ipk(j + 1)1 < 1. Then, giving the values 
(R(0, 0), R(1,1),R(2,2)) = (4,4,4), 
(P0(1), Po(2), Po(3)) = (0.9,0.6,0.3), 
                         p1(5)) = (0.9,0.8,0.7,0.6,0.5), 
(p2(1),... ,p2(4)) _ (0.8,0.6,0.4,0.2) , 
we obtain R(k, k — j) (j = 0,1, ...). In this case, the orders of the periodic AR 
process is 
(Po, Pi , P-2) = (3, 5, 4). 
From our algorithm, those of the backward periodic AR process are given by 
(ro, ri, r2) = (4, 4, 5). 
  To certify our results on backward processes, with these R(k, k — j), we calcu-
late the coefficients by the circular Levinson algorithm and by the LWR algorithm, 
respectively. 
  By solving the normal equations by the LWR algorithm, the (forward) multi-




  0.300 
  0.287 
-1 .535 
 0  00 
0 0 0.312 
0 0 -0.767 
0.443 0.901 
      1.902 
0.995 -2.191
  1.379 
 -1 .079 
  0.240 









        1 0  0\ 1 0.442 0 0 
L = -2.036 1 0 , D = 0 0.067 0 • 
           2.247 -2.460 1 / \ 0 0 0.743 / 
Premultiplying both sides of (4.99) by L-1, we obtain 
         1 0 0 0.300 0.811 1.379 
         2.036 1 0 x(t) + 0.898 1.200 1.730 x(t - 1) 
         2.760 2.4601/00.257 1.394 
       0 0 0 \€(3t) 
         + 0 0 0.312 x(t - 2) = c(1 + 3t) . 
         0 0 0 / e(2 + 3t) 
  And the backward multichannel AR process i given by 
                1 1.797 2.726 3.606 
x(t) + -2.338 -3.258 -4.009 x(t + 1) 
                     1.797 2.726 3.606 
                    4.091 2.009 0.000
               + -4.386 -2.154 0.000 x(t + 2) = v(t) 
                    1.633 0.802 0.000 
where 
                     2.806 -1.966 0.432 
             V = -1.966 1.694 -0.463 = UDUT 
                     0.432 -0.463 0.172 
1-1.787 2.505( 0.172 0 0 
U = 0 1 -2.865 , D = 0 0.451 0 
00 1/0 0 0.283 j
Premultiplying both sides of (4.100) by U-', we obtain 
1 1.787 2.294/2.368 1.069 01 
         0 1 2.686 x(t) + 3.221 1.618 0.156 x(t + 1) 
0 0 1 / ~2.070 1.815 1.551/
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  The results by using circular Levinson algorithm are identical with the above 
results, as it should be. 
4.2.5 Statistical properties 
Finally, we present the statistical properties of the estimates  of  $k(rk). Given y(1), 
..., y(Nd) from a zero mean Gaussian periodic AR process, we use the estimate of 
R(k, v) given by 
RN(k, v) = N-1>y(k + jd)y(v + jd)(4.100) 
=o 
where m = [N - max(k, v)/dl. The symbol with a hat denotes the estimate 
of its corresponding quantity. It was shown by Pagano [31] that, as N -^ co, 
N2 {RN(k, v) - R(k, v)} are asymptotically Gaussian with zero mean and covari-
ance 
      N Cov {RN (kl, vl), RN(k2, v2)} = 
{R(ki, k2 + ud)R(v1, v2 + ud) + R(ki, v2 + ud)R(vi, k2 + ud)}(4.101) 
=-00 
and N=(iik(1) - ak(1), ... , ak(pk) - ak(pk))T for k = 0, ... , d -1 are asymptotically 
Gaussian with zero mean and covariance Rj li(pk -1), and are uncorrelated with 
each channel. 
  Similarly the statistical properties ofthe estimates ofQk(rk) can be derived as 
follows: The normal equations (4.85) are written by 
                                 rk 
R(k, k + v) + EQk(i)R(k + j, k + v) = 5,;ork(rk) (v> 0). (4.102) 
J=i 
With RN(k, v), the estimates of coefficients are given as the solution of the normal 
equation 
rk .. 
RN(k, k+ v) + ERk(j)RN(k +j, k + v) = bvoTk(rk) (v > 0). (4.103) 
i=i
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From (4.102) and (4.103), for v =  1,  ... , rk; k = 0, ... , d — 1 we have 
rkrk 
ERN(k + j, k + v){,Qk(j) —,Qk(j)} = -0{RN(k + j, k + v) — R(k +j, k + v)}Qk(j)• 
j=1j=0 
                                               (4.104) 
From (4.101), the covariance of the right hand side of the above quation are given 
by 
rki rk2 
E Qk, (j1)f3k2 (i2)Cov{RN(k1 + j1,k1 + v1), RN(k2 + j2, k2 + v2)} = 
;1=0;2=0 
    1RR()()E()(      N~ h~k,.71Qk2~{2Rkl+jl,k2+ j2+ 2ldRk1+V1,k2+v2+ud) 
71..12u 
+R(k1 k2 + v2 + ud)R(k1 + v1, k2 + j2 + ud)} (4.105) 
for vi, v2 = 1,...,rk. 
  By noting (4.94) and (4.95) and by exchanging theorder of summation and 
expectation, the first erm of the right hand side of (4.105) is given by 
N-1 E Qkl (j1)3k2(j2)R(k1 + jl, k2 + j2 + ud)R(k1 + v1, k2 + v2 + ud) 
,j2 ,u 
     = 1V-1E41(k1)17(k2 + ud)]R(k1 + v1, k2 + v2 + ud) 
     = N-11-16k,k2R(kl +v1, k2 + v2)(4.106) 
and the second term by 
N-1 E Qki (j1)Qk2 (j )R(k1 +j1, k2 + v2 + ud)R(k1 +vl, k2 + j2 + ud) 
11,32,u 
     = N-1EE(y(k2 + v2)17(k1)]E[y(k1 + V1 )71(k2 + ud)] = 0 
because this is nonzero if and only if k2 — k1 + v2 < 0, k1 — k2 + v1 < 0 but this is 
impossible since v1, v2 > 0. 
  The left side of (4.104) can be approximated as 
rkrk 
RN(k + j, k + v){$k(j) - Qk(j)} ER(k + j, k j) - k(j)} . (4.107) 
7=17=1 
Therefore f om (4.106) and (4.107) we can show that NI (,Qk(1) —Qk(1), ... ,k(rk) -
Qk(rk))T for k = 0, ... , d — 1 are asymptotically Gaussian with zero mean and 




In this thesis, the cyclostationary processes among non-stationary processes are 
studied and their applications to time delay estimation, optimization of filter banks 
and backward periodic AR process are provided. The results presented in this thesis 
are summarized below. 
  In Chapter 2, the sampling theorem of cyclostationary processes are explicitly 
presented. This is considered to be useful to analyze continuous-time  cyclostation-
ary processes by digital computers. A new derivation of Gladyshev's relation is also 
presented. This shows the spectral relation between discrete-time cyclostationary 
processes and discrete-time multichannel stationary processes. As one direct ap-
plication of cyclostationary processes, the maximum likelihood estimator is derived 
by using the sampling theorem and the cyclostationary analysis for a problem of 
estimating the time difference of arrival of a communication signal with additive 
noises between two sensors. The performance of this method is better than the 
existing ones under some conditions. This is clarified by the results of the computer 
simulations. 
  In Chapter 3, since the output of a filter bank for a stationary input is cyclo-
stationary, the general relation between the spectral density of the input and the 
spectral correlation density of the output is derived by using the cyclostationary 
spectral analysis. From this analysis, it is shown that that the output of an alias 
free filter bank for any stationary input is stationary. Then the perfect reconstruc-
tion (PR) condition is restated from the stochastic point of view. Also using the 
cyclostationary spectral analysis, acriterion is derived to optimize a two-band filter 
bank under the PR condition that minimizes the averaged variance of the recon-
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struction error when the high pass band signal is dropped. The criterion is easily 
computed by the covariance of the input signal and filter coefficients. From this 
criterion, the optimal biorthogonal filter banks are obtained. By adding additional 
constraints to the filter coefficients, the criterion of CQF banks that are orthogonal 
and that of PR LPF banks that have linear phase are respectively obtained. The 
obtained PR filter banks are compared in terms of other criteria. 
  In Chapter 4, the backward periodic AR processesare constructed from the 
auxiliary coefficients used in the circular Levinson algorithm. The orders of the 
backward periodic AR process are shown to be different from those of the corre-
sponding periodic AR process. A numerical example and statistical property of the 
estimated  coefficients from a sample of finite size are also presented. 
  By using the results derived in this thesis, further applications and analysis of 
cyclostationary processes will be made. For time delay estimation, it is expected 
that better estimates will be obtained if the sensor array with multiple sensors is 
used. Moreover the attempt of estimating the two-dimensional time delay of a 
cyclostationary signal should be made. For filter banks in multirate systems, the 
stochastic analysis for one-dimensional signals is studied in this thesis. But it is 
also necessary to study that for two-dimensional signals since they are used in video 
signal processing. Although a question remains whether the results in this thesis can 
be directly extended to the two-dimensional signals, many useful applications will be 
generated. For backward periodic AR processes, the analysis of actual data should 
be made by using the results in this thesis. And further research on parametric 
analysis for cyclostationary processes has to be continued.
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