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I. INTRODUCTION 
The electronic properties of crystal surfaces play a crucial 
role in a number of important phenomena ranging from 
electrical properties of semiconductor devices to heteroge-
neous catalysts. There is presently little detailed understanding 
of the microscopic structure and properties of such surfaces 
but several new experimental and theoretical techniques are 
being applied to the study of the electronic properties of such 
surfaces. Our interest here will be in some of the theoretical 
approaches. 
There are two quite different perspectives for thinking 
about surface states. One (which we refer to as the band ap'-
proach) starts with an infinite solid and considers the dis-
ruption in the band states due to imposition of a surface. The 
other (which we refer to as the chemical approach) starts off 
with a finite molecule or complex representing the surface 
and considers the electronic states of this complex as the 
zero-order wavefunction. The modifications in these localized 
states due to extension of the finite molecule to the semiin-
finite solid are then treated by gradually increasing the size 
of the complex. Carried to their limits, either description 
would lead to the same final answer; however, with a finite 
amount of effort, various aspects of the surface should be 
better treated with either the band or chemical approach. 
A number of studies using band approaches1 have been 
applied to the (lll) surface of Si and the (llO) surface of 
GaAs; however, there have been few studies using the 
chemical approach. Herein (Sec. III) we will use the chemical 
approach to study the (lll) surface of Si and the initial species 
formed by bonding 0 2 to the surface. In Sec. IV we will report 
similar calculations on the reconstruction of the (llO) surface 
of GaAs and of the bonding of 0 atoms to Ga and As sites. In 
Sec. II we will outline the basic elements of the chemical ap-
proach, including some comparison with the band ap-
proaches. 
Particular advantages in our approach are (i) Total energies 
are obtained; consequently, one can calculate directly the 
geometries of the reconstructed surface and of the chemi-
sorbed species. (ii) Electron correlation (many-body) effects 
are included explicitly; in some cases the electron correlation 
effects are as large as several eV, while in other cases they are 
small, thus ignoring such effects can greatly distort the re-
sults. 
The major disadvantage with the chemical approach is that 
the cluster sizes currently practicable are reather small. As a 
result, this approach may not provide an adequate description 
of the changes in the bulk band states due to the presence of 
the surface. In addition, it is currently quite difficult to handle 
sufficiently large clusters to study some rearrangements, e.g., 
the (7 X 7) reconstruction in Si (lll). 
II. THEORETICAL METHODS 
Since the terminology for calculations using the band and 
chemical approaches is somewhat different, we provide in Sec. 
A.l a brief review of simple Hartree-Fock theory, using 
notation common to the chemical approach. Section A.2 then 
provides an overview of the generalized valence bond method. 
Use of effective potentials for replacing core electrons is dis-
cussed in Sec. B. 
A. Self-consistent field methods2 
1. Hartree-Fock 
A simple wavefunction for a many-electron system is the 
closed-shell wavefunction in which there are N /2 spatial or-
bitals, each occupied with one spin-up (a) electron and one 
spin-down ((j) electron,3 
'lfCS(rlh•· .. ,rN) = al(¢la)(¢If3)(¢2a)(¢2{j)· · .j, (1) 
where a is the antisymmetrizer or determinant operator and 
the spatial orbitals can be taken as orthonormal, 
( ¢.1 ¢}) = bij· (2) 
The total energy of this wavefunction has the form 
N/2 N/2 
E = 2 L (hjj + ]ii) + L 2(2]ij- Kij) 
i=l i >j=l 
+ L ZAZB, (3) 
A> B TAB 
where h1i = ( ¢i I hI ¢1 ) is the one-electron energy of orbital 
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h(1) = -1/2'Vy- L: ZAfrAl 
A 
is the part of the Hamiltonian pertaining to a particular 
electron (1 in this case), 
];j = f d 3rl¢;(1)¢;(1)f d3r2 ¢;(2)¢i(2) (4) 
r12 
is the Coulomb interaction between charge densities I ¢; 12 and 
I ¢112, and 
K;· = f d3rl¢;(l)¢·(l)f d3r2 ¢;(2 )¢;(2) 
J J rl2 
(5) 
is the exchange interaction (involving orbitals of the same 
spin). Noting that 
];; + Kli, 
Eq. (2) can be rewritten as 
(6) 
N/2 N/2 ZAZB 
E = 2 L hii + L (2];j - K;j) + L -- (7) 
i=l i,j=l A>B TAB 
The Hartree-Fock orbitals provide the lowest possible 
energy for Eq. (7), leading to the following variational 
equation (Euler-Lagrange equation), 
(i = 1,2, .. . ,N /2) 
Nj_2 
H HF = h + L (2]j - Kj ), 
j=l 
(8a) 
(8b) 
where ]j(l) is the Coulomb potential at position r 1 due to 
charge density I ¢1 12, 
J/l) = f d3r2 ;(2)¢;(2) (9) 
r12 
and K1 is the exchange operator defined so that 
K1¢;(1) = ¢1(l)f d3r2 ¢;(
2)¢;(2 ) (10) 
r12 
Within certain well-defined approximations (the Koopmans 
Theorem), each orbital energy, €;, in Eq. (8) (for occupied 
orbitals) corresponds to the negative of the ionization poten-
tial. Thus the ensemble of €; in Eq. (8) leads to a prediction 
of the photoemission spectrum (ignoring matrix element ef-
fects). 
Note that a knowledge of the orbitals energies €; of Eq. (8) 
is not sufficient to determine the total energy. Thus from Eq. 
(8a) 
so that 
N/2 
€; = h;; + L (2];j - K;j ), j=l 
Nj_2 N/2 N/2 
2 L €; = 2 L: h;; + 2 L: (2];1 - K;1 ). i=l i= l i,j= l (ll) 
Comparing with Eq. (7), we see that the two-electron energy 
is double-counted and the nuclear-nuclear repulsion energy 
is ignored. 
For finite molecules, the H-F equations (8a) and (8b) are 
solved by expanding each MO, ¢;,in terms of a set of P ato-
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miclike basis functions lx"; J.t = 1,2 ... ,Pj 
p 
¢; = L: x"C";, 
1'=1 
(12) 
converting the integra differential equations (8a) and (8b) to 
the form of (nonlinear) matrix equatrons 
p 
L (H:vF- Sl'v€;)Cvi = 0, (13a) 
v=l 
where 
(13b) 
and 
(13c) 
From numerous calculations it has been found that the 
smallest generally adequate basis set involves (on each nuclear 
center) (i) two basis functions for each atomic orbital of the 
atom (with the same angular character) and (ii) a full set of 
functions of angular momenta one higher than that of the 
valence orbitals. Thus for Ga one would include two sets of 
basis functions corresponding to 1s, 2s, 3s, and 4s; two sets 
corresponding to 2p, 3p, and 4p; two sets corresponding to 3d 
and one set corresponding to 4d; leading to a total of 41 basis 
functions. With use of effective potentials (vide infra) one 
need consider only the valence electrons and hence a set of 
13 basis faunctions is quite adequate (the n = 4 functions 
above). 
In order to carry out H-F calculations on solids, there are 
several types of approximations commonly made to Eq. (8) 
and (13). 
(i) The Slater exchange approximation,4 
L: Ki ~ o:(81/41l')l/3pl/s, 
j 
where pis the charge density and a""' 0.7. 
(14) 
(ii) The muffin-tin approximation, where the total of all 
potential terms in H HF is spherically averaged within some 
radius about each atom and taken as constant in the regions 
outside all spheres (but inside an outer sphere containing all 
inner spheres).5 
(iii) Tight binding6: Only one basis function per valence 
atomic orbital is used, S "" is assumed orthonormal, and the 
matrix elements of Eq. (13b) are parameterized (for molecules 
this is referred to as extended Hiickel theory7 ). 
(iv) Pseudopotentials8: The core orbitals in Eq. (1) are ig-
nored and their effect on Eq. (8) or (13) is mimicked by 
modifying h to include a pseudopotential whose terms are 
empirically adjusted to match experimental energy levels 
(vide infra). 
With any of the above approximations, solution of the H-F 
equations, (8), leads to a set of orbital energies, €;, and hence 
to a predicted photoemission spectrum. However, with ap-
proximations (iii) and (iv) the one- and two-electron quantities 
are mixed together and it is not possible to extract the total 
energy. Consequently, one cannot solve directly for geome-
tries. Although one can evaluate the total energy for the 
muffin-tin approximation, the resulting energies lead to lu-
dicrous results (e.g., H20 is linear9). Corrections to undo the 
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FIG. l. The H-F and GVB orbitals for H2. R is the internuclear distance; R 
= 1.4 b = 0.74 A is the equilibrium position. 
muffin-tin approximation are possible; however, they are 
cumbersome and possible only for small systems. 10 
In order to study surface reconstruction and oxidation, it 
is necessary to calculate the total energy as a function of ge-
ometry. Essentially all band-type calculations include one of 
the above restrictions [(ii), (iii), or (iv)] preventing explicit 
evaluation of the total energy. Consequently we will turn to 
the chemical approach. 
2. Generalized valence boncP· 11, 12 
Even when carried out exactly, the Hartree-Fock wave-
functions are approximate wavefunctions of the system and 
are inadequate for some purposes. Particular difficulties with 
H-F theory are (i) the description of bond formation and 
dissociation and (ii) the relative location of low-lying excited 
states. As an example of (ii), H-F theory leads to a triplet 
lowest state of ozone (03), whereas the ground state is singlet 
with the triplet state 1 e V higher. 13 There are numerous ex-
amples of (i); we will consider the simplest case of H2 in order 
to illustrate the origin of the problem and to compare various 
solutions. 
The Hartree-Fock wavefunction for H2 is3 
a[cp(1)ct>(2)a(1)/3(2)] = ct>(1)ct>(2)[a/3- {3a], (15) 
where 
and 
HHF = h + l<t>· (16) 
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By symmetry, cp is symmetric (gerade) and hence at largeR 
(internuclear distance), cp has the form 
4> = cl>t + cl>r, (17) 
where cl>1 and cl>r are localized on the left and right protons [see 
Fig. l(a)]. Thus the spatial part of the two-electron wave-
function is3 
<J>HF = cp(1)cp(2) = [cl>lcl>r + cl>rcl>tl + [cl>tcl>l + cl>rcl>r] (18) 
(19) 
At large R there is an equal amount of ionic and covalent 
character, whereas the exact wavefunction at R = oo is3 
(20) 
(where cl>1 and cl>r are atomic orbitals). As a result, the H-F 
wavefunction leads to a terrible description at largeR, as in-
dicated in Fig. 2 (for H 2 the error at R = oo is 7.7 eV!). The 
problem is that in the H-F wavefunction the motions of the 
two electrons in ct> are uncorrelated, resulting in too high a 
probability of being near each other. Generally, similar dif-
ficulties result for processes involving bond formation and 
bond disruption. Hence, to study chemisorption and the 
mechanism of oxidation we must include electron correlation 
or many-body effects. 
An alternative form of H-F theory is the unrestricted 
Hartree-Fock (UH-F) wavefunction in which the up-spin 
and down-spin orbitals are allowed to be different and no-
northogonal, 3 
If cl>a and cl>b are different, this wavefunction describes a 
mixture of singlet and triplet, whereas cl>a = cl>b leads to the 
closed-shell H-F wavefunction of Eq. (15). As shown in Fig. 
2, the UH-F wavefunction is equivalent to the H-F wave-
function until R = 2.6 a0 = 1.4 A. For larger R, the UH-F 
wavefunction goes continuously to the correct limit at R = oo; 
however, at each R only about 25% of the bond energy is ac-
counted for and hence the UH-F energy curve is not quan-
titatively useful. 
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FIG. 2. The energy of H2 as a function of internuclear distance for various 
wavefunctions. 
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An alternative approach, called the valence bond method, 
starts with the exace answer at R = oo, (20), and uses the same 
form for finite R,3 
-q,vB = ( r/wl>r + ¢r¢d(a{3- f3a), (22) 
where ¢1 and ¢r are 1s orbitals of H atom. Although exact for 
R = oo and qualitatively correct for smaller R, this wave-
function is not quantitatively useful for small R. 
The generalized valence bond (GVB) wavefunction11,12 
uses one orbital per electron, as in VB, but solves self-consis-
tently to obtain optimum orbitals as in HF. The resulting 
wavefunction has the form3 
-q,GVB = (¢1¢r + ¢r¢1)(a{3- {3a), (23) 
where the ¢1 and ¢r resemble H atom orbitals that have po-
larized, contracted, and delocalized to some extend (see Fig. 
1). For many-electron systems, it is convenient to transform 
each GVB pair [Eq. (23)] into (orthogonal) natural orbitals 
r/>g = (¢1 + ¢r)/[2(1 + S)] 112 
rf>u = (¢1- r/>r)/[2(1- S)Jl/2 ' (24) 
where Sis the overlap of the GVB orbitals.2 With the GVB 
natural orbitals, Eq. (23) becomes 
-q,GVB = [cg¢g(1)¢g(2)- Cu¢u(1)¢u(2)]a{3- {3a), (25) 
where Cg and Cu are suitable coefficients. Comparing with the 
H-F wavefunction (15), we see that one natural orbital ¢g 
corresponds closely to the H-F orbital, while the other, ¢w 
is responsible for the electron correlation effects. Thus the 
GVB wavefunction is the generalization of the H-F wave-
function in which electron correlation is incorporated and in 
which both the occupied and correlating orbitals are calcu-
lated self-consistently. The form of the variation equations 
for the GVB natural orbitals is2 
(26) 
where 
and 
(27) 
where 
Hu = h + fu - (cg/Cu)Kg. 
Note the close correspondence of Eq. (26) with (16). The form 
of Eq. (25) is easily generalized to allow more than two natural 
orbitals per electron pair (in order to include additional 
electron correlation effects). The detailed equations for GVB 
wavefunctions are reviewed elsewhere.2 
After determining the self-consistent GVB orbitals, we 
generally carry out a configuration interaction calculation 
(28) 
in which all configurations W1 formed by various occupations 
of the GVB orbitals are allowed. This allows the inclusion of 
some additional electron correlation terms omitted in the GVB 
description and is most important at the saddle point for re-
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actions. The resulting wavefunctions is referred to as 
GVB-CJ.l4 
B. Core potentials 
It has long been recognized that the core electrons (e.g., 
~&~clu~~~cl~~M~cl~~~ 
change significantly upon binding various atoms together and 
that considerable computational simplicity could be obtained 
by replacing these core electrons with a pseudopotential8•15 
or effective potential. 16 In order to illustrate some of the im-
portant considerations we will discuss the case of Li atom. 
The ground sate of Li has the configuration 
(ls )2(2s) 
and wavefunction 
(29) 
where a is the antisymmetrizer or determinant operator. The 
(2s) orbital is an eigenfunction of the operator 
(30) 
subject to the condition that the 2s orbital be orthogonal to the 
1s orbital. Since a annihilates any component of 1s contained 
in the 2s orbital, we can mix in any amount of 1s character 
into the 2s orbital 
to obtain a new wavefunction 
(32) 
whose properties are all identical to those of Eq. (29). Because 
the pseudo-orbital ¢2s is not orthogonal to ¢ 18, the operator 
Hv of which ¢2s in Eq. (32) is an eigenfunction contains new 
(nonlocal) terms in addition to the terms contained in the Hv 
of Eq. (30), here we will just write Hv as 
(33) 
where V ls contains all the terms involving the 1s orbital. 
Although all properties of Eq. (32) are identical to all 
properties of Eq. (29), the expression used to evaluate these 
properties may be much different. For example, from Eq. (29) 
the charge density is 
P = 2¢Is + r/>~8 , (34) 
whereas from Eq. (32) it is 
2 -2 -
P = [2¢ls + ¢2s- 2S¢ls¢2s ]/ (1 - S2), (35) 
where 
s = -A/(1 + )\2)1/2 (36) 
is the overlap between ¢ls and ¢ 28. Although the densities 
derived from Eqs. (34) and (35) are identical, the way in 
which pis evaluated for the pseudo-orbital ¢2s is much dif-
ferent from the evaluation of the usual orthogonal orbital ¢2s· 
Rewriting Eq. (35) as 
P = 2¢Is + ¢~s + !::.p, 
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the correction term !:J.p is 
[ 2( 2 -2 -!:J.p = S 2¢1s + cf>2s)- 2S¢1s¢2s]/(1- 52). (37) 
This quantity !:J.p is_!he error that would be made if, in using 
the pseudo-orbital ¢ 28 , the density were calculated using the 
simple expression (34). 
1. Pseudopotentials 
A common approach8·15 to core potentials is to replace V 18 
in Eq. (33) with an empirical potential V P chosen so that the 
spectrum of eigenvalues from 
(38) 
matches the experimental spectrum of the atom or the band 
spectrum of the solid. 17·18 We will refer to this as the pseu-
dopoten_!!al approach. Usually V P is chosen so that the lowest 
orbital ( cf>2s) is smooth, thereby making an explicit choice for 
the overlap with the core orbitals [A in Eq. (31)]. This ap-
proach has been invaluable in elucidating the band spectrum 
of solids17·18 but it has several deficiencies which we believe 
limit its usefulness for studies of surfaces. 
(1) Choosing VP to obtain the correct eigenvalue spectrum 
does not ensure that the shapes and sizes of the pseudo-or-
bitals will be correct. Consequently, the interaction of valence 
orbitals on different atoms could be quite wrong, leading to 
incorrect bond lengths and hybridization effects. If V P is 
obtained by fitting the band spectrum of the solid and if V P 
is only used for obtaining the band spectra of infinite solids, 
this may not be a significant problem. However, use of such 
a V P for a surface could lead to a bad description of the hy-
bridization and size of the surface orbitals. 
(2) Using the V P one can obtain the one-particle eigen-
values (i.e., orbital energies or band spectrum) of the system; 
however, there is no direct way to abstract the total energy 
as required in order to solve for geometries. This is particularly 
unfortunate since geometries of reconstructed surfaces and 
chemisorbed molecules would be quite valuable. 
(3) Although the pseudopotentials can be made rigorous 
for the atom [as in Eqs. (31)-(37)], there are problems with 
their use in molecules. Even ignoring the problem in item 2, 
a nonzero A in Eq. (31) leads to a valence orbital which is re-
duced in size by (1 + A2)1/2 at largeR. Thus the Coulomb and 
exchange interactions between valence orbitals on different 
atoms are modified. 
(4) Even for the atom there are difficulties in the usual 
pseudopotentials if the atom has more than one valence 
electron. For example, the valence-valence interaction energy 
of the ground state of Ga is 
]4s,4s + 2}4s,4p- K4s,4p· (39) 
Replacing the Hartree-Fock 4s and 4p orbitals with 
pseudo-orbitals [as in Eq. (31)] containing core character 
[1s,2s,3s,2p,3p ]leads to orbitals 4s and 4p which will, in 
general, have quite different values for ]4s,4s, ]rs,;rp, and 
Krs,rp. As a result, the use of pseudopotentials leads to some 
implicit modification in the values for the valence-valence 
interaction energies. This may change excitation energies, 
bond energies, and geometries. 
(5) Often pseudopotential calculations make use of the 
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Poisson equation, 
(40) 
to relate charge density p to electrostatic potential V, but 
without including the correction term !:J.p [see Eq. (37)].15,17,18 
This introduces additional approximations. 
(6) After calculating the pseudopotentials, one would like 
to examine the charge distribution near the surface to learn 
about special effects arising from termination of the lattice. 
Again, because of the correction term !:J.p, these need not be 
physically significant.19 
To some extent the problems in items (3), (4), and (5) are 
reduced for bulk band spectra by fitting the pseudopotential 
empirically to obtain the correct spectrum. However, this does 
not assure that these errors will be minor when treating a 
system as different as that of a surface. On the other hand, 
items (2) and (6) are intrinsic. There is no direct way to get 
total energies from pseudopotential calculations and the 
charge densities and other properties from pseudo-orbitals 
need not be physically significant [unless corrections of the 
type in Eq. (37) are included]. 
A suggestion has been made that potential curves be cal-
culated by using the Hellmann-Feynman theorem to relate 
forces on the atoms to charge densities. 20 This has two dif-
ficulties: First, the Hellmann-Feynman theorem relates to 
the total density and not to the pseudodensity, and hence this 
approach is invalidated by the problem in item (6). Second, 
even very accurate wavefunctions from rigorous ab initio 
calculations can lead to large errors in the Hellmann-Feyn-
man theorem21 (that is, a wavefunction of sufficient quality 
to yield accurate geometries may have large Hellmann-
Feynman forces at Re). Consequently, this approach could 
lead to questionable results (e.g., it was recently shown22 that 
use of this method can lead to a stronger bond of an H atom 
to tetrahedrally bonded Si than to a divalent Si). 
2. Ab initio effective potentials 
In our calculations we have used effective potentials16,23 
to replace the core electrons of Si, Ga, and As. The valence 
electrons are treated explicitly so that only the Ne core 
(ls )2(2s )2(2p )6 (41) 
of Si and the Ni core 
(42) 
of Ga and As are replaced by effective potentials. The ap-
proach used here is to first carry out all electron ab initio 
calculations for several states of the atom and then to find a 
core potential that leads to the same energies and shapes for 
the valence orbitals. 
We will illustrate the procedure for As. We solved (all-
electron) for the high-spin states of the 
[Ni ]( 4s )2( 4p )3 
[Ni ]( 4s )2( 4p )2( 4d) 
[Ni]( 4s )2(4p )2(4/) 
(43) 
(44) 
(45) 
configurations of As where (Ni] is given in Eq. (42). The core 
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potential was taken to be of the form 
vAs= v,tf's + vptf'p + vdtf'd + Vf, 
where Vsj, Vpj, Vdf, and VJ are local functions of r (distance 
from the As nucleus) and P1 is an angular momentum pro-
jection operator, projecting onto all components of angular 
momentum l. Previous studies16 have shown that the core 
potentials for angular momenta represented in the core are 
very different from the higher angular momenta (because of 
the Pauli orthogonality condition), requiring such nonlocal 
terms. 
For s, p, and d states of the atom, the total potentials op-
erating on orbitals of the appropriate symmetry are 
v, = v,1 + v 1 
VP = Vpf + Vf 
Vd = Vdf + V1, 
(46) 
while for all higher angular momenta the potential is Vr 
These potentials are shown in Fig. 3. 
As indicated above, the valence 4s, 4p, and 4d orbitals are 
nonunique and the core character in these orbitals was chosen 
so that (i) the valence-valence interactions are unchanged and 
(ii) the long-range amplitude of the orbital is unchanged. With 
these conditions, a least-squares procedure was used to obtain 
V sf• V Pf• V df• and V f so that the solution of the new five 
electron problem using VAs reproduces the ab initio orbitals 
and energies. 
Calculations on molecular systems use this ab initio effec-
tive potential VAs with no further readjustments. Since the 
shapes and sizes of the orbitals are correctly described, we 
expect both bond lengths and bond angles to be accurately 
predicted. This approach to ab initio core effective potentials 
eliminates difficulties (1), (2), (3), and (4) of pseudopotentials, 
while difficulty (5) is not relevant for our calculations. For 
charge densities there is a correction term analogous to Eq. 
(37); however, this correction term is zero outside of the core 
region. In this paper we will quote densities in terms of atomic 
populations so that no ambiguity results. 
Ill. Si CALCULATIONS 
A. Relaxation 
The unreconstructed ( 111) surface of Si is illustrated in Fig. 
4. In modelling this surface we consider that a finite portion 
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FIG. 4. The top two layers of the Si (lll) surface. 
of the surface is sliced out of the solid and every Si-Si bond 
so cut is replaced by a bond to an H atom.24•25 In this way the 
proper hybridization is retained at each atom and there are 
no extraneous radical centers. Thus for modelling the relax-
ation of a surface Si atom we use the Si4H9 cluster obtained 
by selecting the surface Si, its three Si neighbors, and nine H's 
to replace the other bonds to the latter Si atoms. 
The resulting dangling bond orbital is shown in Fig. 5. It 
is basically a Si 2p orbital (90% p character) mainly localized 
(90%) on the surface Si atom. Even so, important asymmetries 
arise from the presence of the bulk atoms. For example, the 
fact that the surface orbital is orthogonal (Pauli principle) to 
the bond between the second- and third-layer atoms causes 
a nodal plane in this region (see Fig. 5) and results in a mod-
erate secondary amplitude in the third-layer atom. This or-
bital asymmetry may be responsible for the asymmetry de-
tected in the angular-resolved photoemission from the surface 
orbitals. 26 
The total distance from the surface layer of Si atoms to the 
second layer is 0.79 A; we find that the surface Si layer relaxes 
by 0.08 A toward the bulk.24 This same effect occurs in iso-
Sr I Ill) DANGLING BOND ORBITAL 
I 
/ 
~/ 
I 
I 
I 
-SURFACE 
LAYER 
-SECOND 
LAYER 
---THIRD 
LAYER 
FIG. 5. The Si (111) dangling bond orbital. From calculations on Si (SiHsh 
with 0.08 A relaxation. The long dashed line indicates the nodal plane. Solid 
lines indicate positive amplitude while short dashed lines indicate negative 
amplitude. The increment in contour lines is 0.01 atomic units. 
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NEUTRAL 
lated SiH3, where the molecule is pyramidal but with bond 
angles larger than tetrahedral. Recently (after publication 
of the calculations) an experimental value for the surface layer 
relaxation of 0.12 ± 0.04 A has been obtained from LEED 
dynamic intensity studies (the surface 1 X 1 surface was sta-
bilized by submonolayers of Te).27 
On the other hand, removing the electron from the dan-
gling bond orbital leads to a large contraction of 0.38 A 
(toward the bulk), 50% of the original interlayer spacing. 
Similarly, free SiHt is expected to be planar (or nearly so). 
Placing an extra electron in the dangling bond orbital leads 
to distortion of the surface Si away from the bulk by 0.17 A. 
This is consistent with expectations since the free SiH3 species 
would have HSiH bond angles close to 93 o. The magnitudes 
of these distortions are indicated in Fig. 6. 
We have not examined the 2 X 1 and 7 X 7 reconstruction 
of Si; however, recent experimental results28 indicate that 
these reconstructions may involve only small modulations on 
a surface in which the average displacement of the surface 
Si is about 0.08 A (toward the bulk). 
B. Oxidation 
1. The electronic states of 0 and 0 2 
In order to understand the initial steps in the oxidation of 
Si, it is appropriate to review the character of 0 atom and 02 
molecule. 
The ground state of 0 atom has the configuration 
( ls )2( 2s )2( 2p )4 
but the (ls) and (2s) orbitals can be ignored in the qualitative 
consideration. With three p orbitals for four electrons, the 
ground state (triplet) of 0 has one p orbital doubly-occupied 
and the other two singly occupied. This is illustrated by the 
orbital diagram Eq. (47), where 8 and oo indicate p orbitals 
~ 0 (47) 
in the plane, 0 indicates a p orbital out of the plane, and the 
dots indicate the number of electrons. The excited singlet state 
of Oatom (2 eV excitation energy) is formed from configu-
rations like Symbol (47) plus configurations of the form 
§ 
B 
with two doubly occuped p orbitals. 
(48) 
The ground state of 0 2 is formed by pairing together 
ground state 0 atoms, configuration (47), so as to form a bond 
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between singly occupied p orbitals where in each case there 
are two dominant (resonant) configurations. 12,29 Configura-
tion (49) leads to the ground state of 0 2, with the two singly 
occupied orbitals paired to a triplet state (S = 1). Configura-
tion (50) leads to the excited singlet states of 0 2 (1 ~gat 1.0 eV 
and 1 ~i at 1.6 eV) and the singlet combination of (49) also 
leads to 1 ~g· 
~ 
~ u-o 
+ 
± 
~~ 
~ u-·o 
2. Chemisorption of 0 2 to the ( 111) Si surface 
(49) 
(50) 
Starting with the (111) surface of Si we find that the ground 
state of 0 2 bonds so as to lead to a peroxy radical 
(51) 
with an SiOO bond angle of 126°.30 This state does not close 
directly to the bridged form 
0--0 
I \ 
_si si (52) 
I ---x\ 
because the singly occupied orbital of the peroxy radical lies 
in the plane perpendicular to the SiOO plane. The terminal 
0 has a doubly occupied lone pair orbital which interacts 
repulsively with the neighboring Si atom. The orbitals are 
shown in Fig. 7 and the energetics are sketched in Fig. 8. 
Bonding a ground state 0 2 to the surface as a peroxy radical 
is exothermic by 2.3 eV, but the sticking coefficient is ex-
pected to be low31 because (i) a part of the exothermicity in 
the SiO bond coordinate must be quickly converted into lattice 
vibrations, (ii) the bond requires specific orientation of the 
0 2 with respect to the surface, and (iii) there is probably a 
barrier (~0.15 e V) in the potential curve for bonding 0 2 to 
the surface. 
There is an excited state of the surface peroxy radical that 
involves promotion of an electron between the nonbonding 
orbitals of the terminal 0 atom, much like the transition be-
tween configurations (49) and (50) of 0 2 and with a similar 
excitation energy, 0.9 eV (as compared with 1.0 eV).30 In this 
excited state, the terminal 0 atom may react with the surface 
by attacking an adjacent surface Si to form a bridged bond 
as in configuration (52) or (more likely) two chemisorbed 0 
atoms as in (53) 
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FIG. 7. The orbitals for chemisorbed molecular oxygen on Si (Ill). From 
calculations on the Si3H602 complex. Conventions are the same as in Fig. 
5 except that contour increments are 0.05 atomic units. The important orbitals 
here are (a) the SiO bond pair, (d) the oxygen lone pair orbital in the plane 
of the SiO bond, and (g) the radical orbital of the chemisorbed 0 2 (in the plane 
perpendicular to the Si02 plane). 
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0· ·0 
I I 
_si si_ 
lA\ 
(53) 
Alternatively, this excited state could also attack an Si-Si 
surface bond as in the following: 
0· 
I 
/si.......___Si_......-0--Si\ 
1\ 
(54) 
There are several important differences in the chemisorption 
of the excited singlet state of 0 2 as compared with the ground 
state 30 2. First, for 10 2 the process of dissociative chemi-
sorption (breaking the 0-0 bond and leaving one 0 atom on 
the surface with the other atom free to conserve energy and 
momentum conditions) is exothermic (by 0.5 eV). This does 
not require transfer of reaction exothermicity into lattice 
modes and hence the sticking coefficient should be greatly 
increased. Second, even assuming that the 0 2 chemisorbs 
molecularly, the excited state peroxy radical species so formed 
[compare with configuration (50)] is more reactive (vide 
supra) and may further react before desorption. Third, there 
is probably no barrier in the potential curve for attack of 10 2 
on the surface. As a result, the sticking coefficient for 10 2 on 
Si (lll) is expected to be31 much higher than for 30 2. 
Of course free oxygen atoms can also bond directly to the 
surface, leading to a radical of the form 
(55) 
This bond is fairly ionic (charge transfer of "'1. 0 electrons) 
and leads to a bond energy of 4.7 eV.25 There is no energy 
barrier associated with bonding the 0 atom to the dangling 
r--------l 
I.OeV:~ 1 
I + 02 
I 
~~--------~ 
r--------l 
' I 
0.5ev: 1 o 10.SeV 
• + 0 
' I 
: I 
L __________ j 
I 
l_ - - - - -- - - _j 
I I 1,'~ :0 + 302 
I I 
' I L __________ j :-~--~.------; 
I I 
: ~-1.4eV 
i . .. : 
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;-fey--~~-------~ 
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I •• I 
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FIG. 8. Relative energies of 30 2, 10 2, and various species chemisorbed on 
Si. 
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bond orbital and there are no orientational restrictions of the 
type found for 0 2. In addition, since there is a large charge 
transfer from Si to 0 and since the geometry of the surface 
Si changes markedly as the dangling bond electron is re-
moved, there may be a much stronger coupling of the Si-0 
mode with the Si lattice modes, aiding energy transfer and 
thereby increasing the sticking coefficient. As a result of these 
various factors, the sticking coefficient for 0 atom on the 
surface is large (S ""' 1).31 
It is possible that chemisorption of 10 2 would lead to a 
particularly gentle oxidation of the surface. The bond energy 
of one 0 atom to the surface is 4.7 eV, whereas the 0-0 bond 
of the 10 2 state is 4.2 eV. Thus it is 0.5 eV exothermic for one 
0 to stick on the surface and for the other to carry off the 
excess energy in translation. As a result, no reaction exother-
micity energy need be coupled into the phonon system and 
the sticking coefficient may be very large. With up to 0.5 eV 
of translational energy, the free 0 atom may escape the sur-
face entirely (observation of these hot 0 atoms from the sur-
face may provide a way of monitoring this dissociative 
chemisorption). The net result is little local heating. In con-
trast, chemisorption of 30 2 or 0 atom puts 2.3 or 4.7 eV of 
exothermicity into local heating of the substrate, enough to 
disrupt or disorder the surface. 
Some of the likely stages in the oxidation of Si surfaces are 
shown in Fig. 9. In step A the 0-0 bond is retained, leading 
to a peroxy radical, while in step B the 0-0 bond is broken 
but the 0 is still bonded only to a single surface atom. A later 
step C has the 0 atom bridging adjacent Si atoms (having 
broken an Si-Si bond) while ultimately (step E) the bonding 
is as in silica. Since 0 is much more electronegative than Si, 
there is a great deal of charge transfer (""' 1. Oe) in step B. In 
step A there is also a similar Si-0 bond, but in this case the 
terminal oxygen has a lone pair in the plane that delocalizes 
back into the same SiO region (in the free molecule this lone 
pair is quite delocalized; localization decreases the 0-0 1r 
bonding). The result of this competition between the Si orbital 
and the terminal 0 (both of which try to delocalize onto the 
first 0) is that the charge transfer from the Si is much smaller 
( ~. 6e ). In step C there is some additional charge transfer 
(""' 1.4e) since there are two ionic bonds to the oxygen. How-
ever, the charge transferred from the Si ( ~. 7 e) is less than 
in step B. For step D the charge on each 0 should be about as 
in step C; however, the charge transferred from each Si should 
be twice as large (""' 1.4e ). This charge transfer will increase 
as the Si is further oxidized to the silica form (step E). Thus 
the sequence of A~ B ~ C ~ D ~ E is one of increasing 
transfer of charge from the Si except for step (C). 
Changes in the charges on the Si and 0 atoms should be 
indicated by chemical shifts in the XPS [particularly Si (2p) 
and 0 (ls)]. Spicer and co-workers32 have searched for such 
effects by examining the chemical shift in the Si 2p level as 
a function of 0 2 pressure and oxidation conditions. They find 
several phases formed sequentially upon exposure, leading 
to successively larger chemical shifts expected from the above 
analysis. This provides some experimental evidence for the 
theoretical models. 
There is an interesting concentration dependence expected 
in these chemical shifts. For step A there is one affected Si per 
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FIG. 9. Schematic di-
agram for various 
species chemisorbed on 
Si. Arrows are included 
to show the directions of 
charge transfer in ionic 
bonds. 
every 0 2 chemisorbed, whereas for step B there are two af-
fected Si per every 0 2. For shift C there are four affected Si 
per every 0 2, whereas for shift D (as drawn) there is only 
strongly shifted Si and two less shifted ones. Ultimately for 
Si there are four affected Si per 0 2. Additional evidence in 
favor of the peroxy·radical (step A of Fig. 9) as the initial form 
of chemisorbed 0 2 is provided by two experiments: 
(i) Using XPS, Rowe et al. 33 have shown that the initial 
stage of 0 2 chemisorption leads to two 0 ls signals of com-
parable intensity but with different chemical shifts. This is, 
of course, just what is expected from the peroxy radical 
model. 
(ii) Dorn et al. 34 have shown that the initial stage of 0 2 
chemisorption leads to three new vibrational modes with 
components perpendicular to the surface. This is just what is 
expected from the peroxy radical model. 
IV. GaAs CALCULATIONS 
A. Reconstruction 
The unreconstructed (110) surface of GaAs is illustrated 
in Fig. lO(a). In modelling this surface we consider that a finite 
portion of the surface is sliced out of the solid and every Ga-As 
bond so cut is replaced by a bond to an H atom. In this way 
the proper hybridization is retained at each atom and there 
are no spurious radical centers. Thus the minimal complex 
for studying reconstruction of the GaAs surface is model 0 [see 
Fig. lO(b)] consisting of Ga1As1H4, where the Ga and As are 
both surface atoms. A more complete complex is modell [see 
Fig. lO(c)] where the original Ga or As is bonded to three As 
1283 William A. Goddard et a/.: Theoretical studies ot 51 and GaAs 1283 
0 . 
b. 
c. 
(llO) 
SURFACE 
MOOEL I 
- {Top 
_ Loyer 
h'v/h ~ 
~s ti.s....._ - {Top 
H....._ / "'.G/ H _Layer qQ .o 
h /< h h 
FtC. 10. The (110) surface of GaAs and model complexes. 
or Ga neighbors, respectively. Here we will report only cal-
culations with model 0. 
The geometric variations were carried out as follows. (1) 
All second-layer atoms were fixed. (2) The surface Ga and the 
surface As were moved independently but with the constraint 
that the bond length to the (virtual) second-layer atoms be 
fixed and that there be no lateral displacements of this bond 
(that is, the surface atom remains in the yz plane defined by 
this AsCa interlayer bond and the normal to the surface). (3) 
The virtual surface atoms being represented by H atoms [H3 
and H4 in Fig. 10(b)] are moved by the same amount as the 
real surface atoms of item (2). 
With the above constraints there are two independent pa-
rameters remaining, one for the Ga and one for the As. These 
will be written as OZca and OZAs. referring to the projection· of 
the displacement upon the normal to the surface (positive oz 
is away from the surface); of course, oz ~ 0 implies oy ~ 
0. 
After one sequence of optimization, we obtained the results 
in Table I , with 
OZ As = +0.23 A 
ozca = -0.47 A. (56) 
Extensive experimental LEED studies combined with 
dynamic intensity calculations have been carried out by Mark, 
Duke, and co-workers,35 obtaining the result that 
OZ As = +0. 232 'A 
Ozca = -0.468 A, (57) 
TABLE I. Displacements (in A) of the surface Ga and As of the recon-
structed (II 0) surface of GaAs. (See Fig. IO(b).] 
OZAs OZ Ga OYAs OYGa 
Calculalion 0.23 -0.47 0.41 0.50 
Experimentai•-Optimal 0.232 -0.468 
Experiment- 34.8° twistb 0.208 -0.601 0.300 0.554 
• Ref. 35. 
b A constrained relaJtation in which the GaAs bond length is kept fixed. 
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FIC. 11. The GaAs bond between surface atoms (reconstructed geometry) 
from CVB calculations on model 0. Conventions as in Fig. 7. 
agree ing to within 0.01 A with the theoretical value! This 
amazingly close agreement is in fact too close. Although our 
calculations use a good basis (valence double zeta plus d 
functions), we have not yet included electron correlation ef-
fects in the geometric optimization, and hence errors of up 
to 0.02 A could have been expected. However, from the good 
descr iption provided by the minimal complex, model 0, we 
may conclude here that the st~rface reconstruction is deter-
mined by local rehybridization or valence effects and is ba-
sically independent of band features. 
The bond angles subtended at the As are 89°, 89°, and 107° 
for an average of 95°, close to the value of 93° found for free 
AsH3 . T he bond angles at the Ga are 126°, 126°, and 107°, 
leading to an average of 120°, close to the value of 120° ex-
pected for free GaH3. Thus the surface atoms come close to 
the expected valence angles. 
Full generalized valence bond calculations were carried 
out a t the optimum geometry, leading to the orbitals of the 
GaAs bond pair, as shown in Fig. 11. The left orbital is local-
ized on the As (82% p character), while the right one is basi-
cally localized on the Ga (48% p character). Overall, the 
charge distribution of this bond pair leads to 0.82e on the Ga 
and 1.16e on the As (the balance is on other atoms) accounting 
for a transfer of 1/ 6 electrons from Ga to As. The two As lone 
pair orbitals (Fig. 12) are typical As lone pair orbitals with 33% 
pin character. 
In Fig. 13 we show a plot of the potential surface for re-
construction of the surface. In order to reduce the figure to 
a one-dimensional curve, we have coupled the Ga and As 
distor tions so that 
ozAs = -1/ 2ozc •. 
(Thus oz = 0 is the unreconstructed surface, while oz = - 0.47 
\ 
'--~ 
li'.J~LEOJ _____ ......J 
- I c:LI.0:-------7.0 
FIC. 12. The As lone pair for surface As (reconstructed geometry) from GVB 
calculations on model 0. 
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FIG. 13. The energy surface for reconstruction of GaAs. Here the motions 
of Ga and As are coupled so that OZAs = -l/28zc •. 
is close to the final minimum.) The total energy drop associ-
ated with the reconstruction is calculated to be 1.3 eV. This 
is in sharp contrast to the case of Si where the energy decrease 
upon relaxation of the surface Si was 0.024 eV (that is, about 
equal to kT for 300 K). Although the reconstruction energy 
is large compared with thermal energies, it is not large com-
pared with chemical bond energies and indeed we find below 
that bonding 0 to either Ga or As tends to distort the surface 
toward the unreconstructed geometry (possibly a general 
effect of chem,sorbed atoms). 
B. Bonding of 0 atoms 
As the first step in examining processes involved in oxida-
tion of GaAs surfaces, we have examined the bonding of 0 
atoms to simple GaRs and AsHs complexes. 
We find that the 0 atom makes a strong bond to AsHs. The 
As lone pair delocalizes toward the 0, becoming a sigma bond, 
while the oxygen atom has two electrons in each of two 0 p1r 
orbitals, 
H""' § Aso(0-- · H.,., 
H~ 
(58) 
The bond energy is 4.0 eV with respect to AsHs plus O(lD), 
the corresponding state of 0 atom [the ground state O(SP) is 
2.0 eV lower]. 
The HAsH bond angle of HsAsO is 100.6° as compared 
with 93° for free AsHs. Thus bonding of an 0 to the surface 
As is expected to push the As back toward the unreconstructed 
position. Concomitantly, the Ga would move back from pla-
nar toward a tetrahedral geometry. As a result of such cou-
pling, the empty orbital on the Ga can be drastically modified 
by chemisorption of 0, even though the 0 does not attack the 
Ga directly. 
We find the bonding of 0 to GaRs to be quite different. 
Here the doubly occupied p orbital of the 0 is oriented toward 
the Ga, delocalizing somewhat into the empty Gap orbital. 
The remaining two electrons are in singly occupied p1r orbitals 
on the 0, leading to an overall triplet state, 
(59) 
Although a relative minimum was found, the energy of this 
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species is 1 eV above that of free HsGa plus 0 (SP). The lesson 
here is that for 0 atom to bond strongly to Ga one must break 
one of the three bonds to the Ga. Spicer and co-workers have 
come to similar conclusions based on photoemission data.s6 
The optimum HGaH bond angle of HsGaO was found to 
be 110.4 o, as compares with 120° for the free GaRs species. 
Thus, as with As, bonding the 0 atom tends to distort the 
surface toward the unreconstructed configuration. 
Important questions concerning oxidation of GaAs surfaces 
are: (1) What is the initial state of 0 2 on the surface? (2) What 
is the chemical mechanism involved in decomposition of the 
0 2? (3) Where is the final location of the 0? Many additional 
theoretical studies are required before such questions can be 
answered; however, the current work does provide some 
guidelines as follows: (a) 0 atom does make a strong bond to 
As without requiring disruption of the other three bonds to 
the As. (b) 0 atom does not make a strong bond to the Ga 
without disrupting one of the three bonds to the Ga. (c) 
Bonding 0 to As or Ga distorts the surface toward the unre-
constructed positions. 
A number of systems have been sutdied involving bonding 
of 02 including the reaction of 0 2 with 0 atom, 1s CH2, S7 
ethylene molecule,s8 hemoglobin,39 and Si surfaceso (vide 
supra). In all cases the 0 2 requires at least one singly occupied 
orbital to pair with in making a strong chemical bond. How-
ever, for GaAs at the reconstructed geometry there are no such 
orbitals to pair with the 0 2 and even at the unreconstructed 
geometry there is not a real dangling bond orbital available. 
There is an empty orbital on the Ga but this does not bond 
strongly to the 0 lone pair orbital. As a result of these con-
siderations, we conclude that molecular 0 2 bonds only weakly 
(physical adsorption) to the perfect GaAs (110) surface. In our 
view, defect sites with a broken Ga-As bond are required to 
form a strong bond to molecular 0 2. Indeed, such sites may 
catalyze the dissociation of 0 2 into chemisorbed 0 atoms. 
These 0 atoms may then attack nearby Ga or As atoms even 
though 0 2 would not. This 0 atom may then bond to As atoms 
of the perfect surface as in configuration (58) or may attack 
the AsGa bonds of the surface to form the oxide. Conse-
quently, perfect (110) surfaces of GaAs should show a low 
sticking coefficient for so2, a higher value for 10 2, and even 
higher values for 0 atom. This is consistent with the obser-
vation by Mark and co-workers40 that the sticking coefficient 
for oxygen on GaAs (110) surface is increased by orders of 
magnitude for the disordered surface over that for the ordered 
surface. 
Spicer and co-workerss6 and Bauer41 have concluded from 
photoemission studies that 0 2 attacks the As site and that the 
Ga-derived empty state is modified. These results are con-
sistent with the above picture since the final site for the 0 
atom may be the As site even though the 0 2 attacks a different 
site. Note that bonding the 0 to the As as in configuration (58) 
would also affect the geometry of the Ga (moving it toward 
the unreconstructed position). As a result, the empty orbital 
of the Ga is affected (changed from a nearly pure p orbital to 
tetrahedral and shifted down in energy) even though the 0 
atom has attacked the As. 
We see that (110) GaAs is quite different from (111) Si in 
essential respects. For (111) Si there are radical orbitals on the 
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Si ready to pair up with radical orbitals on the 0 or 02 to form 
strong covalent bonds as in configurations (49) and (53). Thus 
it is quite reasonable that molecular 0 2 chemisorbs as in 
configuration (49). However, for (llO) GaAs the orbitals of 
the perfect surface are strongly paired with no radical centers 
for making a bond to molecular 0 2 as in (49). Consequently 
we do not expect rrwlecular 0 2 to bond strongly to the perfect 
(llO) GaAs surface.42 
V. CONCLUSIONS 
It should be clear from the above discussions that we have 
barely scratched the surface on the applications of ab initio 
quantum chemical technqiues to problems involving the 
solid-gas interface. Even so, we believe that the insights ob-
tained from these initial studies indicate that the chemical 
approach will be quite valuable in elucidating surface phe-
nomena. The major advantages of this chemical approach 
are 
(i) electron correlation (many-body) effects are included 
explicitly (and self-consistently) so that the energetics of bond 
formation and bond disruption processes should be reli-
able; 
(ii) total energies are obtained directly, allowing detailed 
consideration of the geometries and energetics of recon-
struction, chemisorption, and oxidation. 
(iii) the orbital picture abstracted directly from the cal-
culations provides a conceptual framework useful in under-
standing the theoretical and experimental results and in ex-
trapolating these results to new systems. 
Such studies should lead to detailed mechanisms for the 
chemical processes on surfaces. We would hope that the 
general principles extracted from such studies will be useful 
in developing experimental techniques aimed at providing 
specific surface properties. 
There are, however, flaws that must be overcome for the 
chemical approach to be of general applicability in surface 
problems. A major problem is that even a qualitatively correct 
description of the band structure of the solid requires 50 to 
100 atoms and a convincing analysis of such surface structures 
as Si (lll) 7 X 7 requires at least "'50 surface atoms. Thus 
techniques must be found for efficient application of ab initio 
correlated wavefunctions to very large clusters. Probably the 
ultimate method will involve a correlated wavefunction for 
surface states self-consistently matched on to a more tradi-
tional treatment of the band states. 
Even so, the work described herein indicates that qualita-
tively useful, semiquantitative data about the gas-surface 
interface can be obtained by proper treatment of very small 
molecular complexes. 
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