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Abstract 
This PhD project aims to investigate the learning of novel music systems 
during brief exposures (up to 20 minutes). Specifically, it examined the learning of 
microtonal pitch systems, including the learning of their pitch interval structure and 
the frequency of occurrence of each pitch member of the systems. Five experiments 
have been conducted and the findings are separately submitted to peer-reviewed 
journals for publication. The submitted manuscripts are provided as individual 
chapters in this thesis. Experiment 1 and 2 are presented in manuscript (MS) 1, 3 is 
presented in MS 2, while 4 and 5 are presented in MS 3. Experiments in MS 1 
explored the influence of structural similarity on the learning of novel tuning 
systems. Non-musicians were exposed to microtonal tuning systems that are different 
from the western tonal system (12-tone equal temperament or 12TET) in terms of 
temperament (equal or unequal) and pitch intervals (based on frequency ratio(s) or 
frequency difference). It was hypothesized that systems that are structurally similar 
to 12TET in terms of temperament and pitch interval definitions (such as 11TET) 
would be learned more rapidly than those that are dissimilar (such as the 81 primes 
scale). This hypothesis was supported in part by earlier evidence on the influence of 
prior musical knowledge on the learnng of unfamiliar music (such as Oram & Cuddy 
(1995) and Rohrmeier & Widdess (2012)). Participants were tested on their memory 
of the relative pitches of each tuning system as well as their knowledge of which 
relative pitches correspond to which tuning system (pitch membership). Results 
indicate better pitch memory for the tuning system with two frequency ratios (Tuning 
system: WF) while learning of pitch membership was not found after a brief 
exposure.  
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Given the findings in MS 1, MS 2 targeted the incidental learning of a 
microtonal scale that follows a pitch interval structure similar to WF in MS 1, which 
is unequal tempered with two frequency ratios. This MS extends the data-driven 
interpretation of MS1 in terms of my overall hypothesis. Thus, a new paradigm is 
developed and learning of the scale is implied by the level of sensitivity to the 
incongruent pitch intervals. This paradigm utilises a timbre shift detection task where 
participants are required to detect a timbre shift in one of the pitches of a microtonal 
melody. The pitch before the shift is manipulated to be either a member of the scale 
(congruent), just like the rest of the pitches in the melody, or a pitch from a different 
musical scale (incongruent). The melodies are arranged such that an incongruent 
pitch is a statistical cue to an upcoming timbre shift, so that when participants hear 
an incongruent pitch, they would have high expectation of the imminent shift and 
therefore respond faster when it comes. However, faster reaction times would only 
be observed if participants have sufficiently learnt the pitch intervals of the 
microtonal scale and the relationship between the incongruent pitch and the timbre 
shift. In other words, a faster reaction time is expected in the condition where an 
incongruent tone was placed before the timbre shift, than in the condition where the 
incongruent tone was absent. Non-musicians in MS 2 showed successful learning of 
both, and this experiment was extended in MS 3 where musicians were tested. 
Surprisingly, the same results were not observed in musicians who are professionally 
trained in 12TET only (general musicians) and those who are microtonal music 
experts (trained in 12TET and also had extensive experience in multiple microtonal 
tunings). While similar results with those from the non-musicians might be obtained 
by having a comparative sample of general musicians, the unexpected results among 
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microtonal musicians, ironically, might still be due to their musical experience and 
practice.  
MS 3 also interrogated our overall hypothesis further by examining the 
learning of the frequency of occurrence of pitches of the same microtonal scale (the 
relative event-frequencies) in non-musicians: a similar approach was previously 
taken by Loui & Schlaug (2012), who examined the learning of event frequencies of 
the Bohlen-Pierce scale. The effect of structural similarity was once again 
investigated by the manipulation of event-frequency of the microtonal scale so as to 
be similar or dissimilar to the functional hierarchy (difference in usage) of pitches in 
diatonic music. Participants were exposed to melodies generated based on the similar 
or dissimilar pattern of event-frequency and goodness-of-fit ratings of pitches of the 
scale were obtained at random points in the melodies. Results delineate an 
insignificant effect of structural similarity, since learning was found in both patterns 
of event-frequency, implied by the positive correlation between the goodness-of-fit 
rating and the frequency of occurrence of the corresponding pitches, and 
demonstrated by an analytical model of the results showing the influence of the 
pitch-class probabilities. This result illustrates the ability to learn event frequencies 
in a novel musical scale among musically untrained participants. Altogether, the 
findings in all the experiments indicate that non-musicians can learn aspects of the 
pitch intervals and event-frequency of an unfamiliar microtonal scale rapidly, and 
learning is faster when the scale is well-formed and octave-based with two frequency 
ratios. Inconsistent with predictions, general and microtonal musicians did not show 
such rapid learning, and how this might relate to the paradigm used is discussed. This 
project provides informative understanding of how listeners with different musical 
background and experiences approach and learn a novel music system, which has 
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implications for research in music cognition and perception, traditional and computer 
music composition, music production, and music performance including 
improvisation.   
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1 Introduction 
The project aims to examine the short-term learning of novel, microtonal 
music systems by listeners with different musical background. They include non-
musicians, general musicians who are trained in Western classical music only, and 
musicians who have extensive experience in microtonal music. The project targets the 
learning of pitch in particular, including the pitch interval structure of novel tuning 
systems as well as frequency of occurrence of pitch members of a microtonal scale. 
Due to the presentation format of the thesis, where manuscripts submitted to peer-
reviewed journals are presented as submitted in individual chapters, the introduction 
below is relatively brief and there are conceptual overlaps with the introduction and 
literature reviews in those manuscripts. 
1.1 Definition of a music system 
The thesis considers the Western music (tonal) system (characterised by its 
12-tone equal temperament or 12TET) as the system that the population studied (from 
Australia) is most familiar with. Broadly speaking, a music system may comprise 
instrumental sounds, environmental sounds, and other forms of digital sounds. The 
system can be characterised by its timbres (tone qualities), intensity ranges, pitches 
(including pitch range and intervals), and more. Although sounds can be defined 
physically by for example, the vibration rate, the responses of listeners new to them 
are driven by their perceptual capacities and biases.  
Timbre and pitch are two of the sound properties that identify a system. Pitch 
generally refers to the perception of the fundamental frequency of a tone, while 
timbre refers to tone quality (energy spectrum) that could differentiate a sound from 
another, even when they have the same pitch (Thompson, 2009). The perceived 
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timbre is often determined by the harmonic contents (fundamental frequency and 
overtones) and the dynamic characteristics of the sound such as attack and decay. 
Pitch is a sub-component of timbre, and is usually described in terms of its frequency 
level in the units of hertz (Hz), where 1Hz is one cycle per second. Compared with 
timbre, pitch is often more stable and consistent across the spectrum of a musical 
sound, while timbre may vary, such as changing in brightness or the presence of 
noise. Therefore, pitch and timbre might yield different scopes of perception, where 
perception of pitch is taken to be somewhat simpler (but c.f. Cheveigné, 2005) than 
that of timbre, as timbre is a multidimensional attribute (Grey, 1977; Grey & Gordon, 
1978). In this thesis, I focus on the learning of pitch in a music system, while future 
investigation is planned for examining the learning of timbre. 
1.1.1 Tuning system and musical scale  
A tuning system is a pitch organisation within a music system, which 
comprises a selected group of pitches (which are often used to describe musical notes) 
with a defined pitch interval structure (see Figure 1.1). For example, Western music 
follows a tuning system (12TET) where the intervals between pitches have a fixed 
frequency ratio (1.059) or a log frequency of 100 cents, and are termed semitones. 
There are 12 individual pitches repeated continuously in relative frequency (halved or 
doubled) across intervals called octaves. Such an interval that contains all the pitches 
of a scale, repeating in the interval below or above, is termed a ‘period’ (in this case 
an octave). A musical scale comprises a selection of pitches from the tuning system, 
like a sub-system. For instance, a scale commonly used in Western classical music, 
the diatonic scale, contains seven out of 12 pitches from 12TET. Take C major as an 
example: it is made up of all the white keys on a piano keyboard with the black keys 
excluded, and there are seven white keys in each octave. Successive pitches always 
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have a higher fundamental frequency and the intervals between pitches are defined 
and remain consistent even when the musical key is changed (e.g. C major and D 
major scale have the same pitch interval structure). The pitch intervals of the diatonic 
scale are characterised by its two different sizes i.e. two step sizes (five large and two 
small steps). The large step comprises two semitones of 12TET, and a small step is 
one semitone.  
The novel music systems studied in this thesis are microtonal tuning systems 
and musical scales. Microtonal pitch systems originally refer to systems with pitch 
intervals less than a semitone, but the definition has been extended to systems that 
have intervals bigger than a semitone as well (instead of calling them ‘macrotonal’) 
(Monzo, 2005). For example, the Bohlen-Pierce scale (period, as defined above, 
consisting of a frequency ratio = 3:1 (13TET); i.e. frequency ratio between adjacent 
pitches = 1.088) has been generally described as a microtonal scale even though its 
pitch intervals are larger than 100 cents (Harrop, 2016; Loui & Wessel, 2008). In 
Manuscript (MS) 1, I examined the learning of microtonal tuning systems that vary in 
their pitch interval similarity to 12TET, and which have bigger or smaller pitch 
intervals than a semitone, while in MS 2 and 3, a microtonal scale with bigger 
intervals is studied. The findings in MS 1 suggest perhaps the more important factor 
in learning a novel pitch system is not the distance between the pitch intervals of 
12TET and a new system, but the overall pitch interval structure. It was found that a 
system with two frequency ratios (such as the diatonic scale with small and large step 
sizes) was learned quicker than systems with one frequency ratio or multiple 
frequency differences with smaller pitch intervals than a semitone.  
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Figure 1.1. This diagram shows the attributes of a music system this thesis 
investigated. It also indicates the relationships between these attributes, where timbre 
is one of the sound attributes within a music system; pitch is a timbral component; 
and tuning systems are systematic arrangements of specific pitches. 
1.2 Learning microtonal music systems 
1.2.1 How people perceive unfamiliar music 
The difference between a familiar and a novel music system can be structural 
(on single or multiple dimensions) or stylistic (e.g. based on the same pitch system 
but the functional use of pitch and meter is different). It is well-evidenced that when 
we first approach a piece of music from an unfamiliar system, our interpretation of the 
music is guided by the expectations of how the music would continue (see Huron, 
2006). Since we are not familiar with the system, the expectations are likely to be 
based on what we have already known in the music system that we are familiar with. 
Such expectations are referred as schematic expectations; expectations that are guided 
by our musical schema (mental representation of music based on the knowledge of 
our familiar music system) (Curtis & Bharucha, 2009). It is commonly found in cross-
cultural studies that when approaching music from a foreign music system, 
participants’ perceived stability or goodness-of-fit of pitches to the presented musical 
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context relates to how they would be judged if the context were their familiar music 
system (e.g. Castellano, Bharucha, & Krumhansl, 1984; Krumhansl et al., 2000; 
Morrison, Demorest, & Stambaugh, 2008b; Perlman & Krumhansl, 1996). While both 
musicians and non-musicians are sensitive to any structural / event-related 
incongruence from their familiar music systems, musicians were found to have better 
pitch memory and higher awareness of harmonic changes (Bailes, Dean, & 
Broughton, 2015; Schubert & Stevens, 2006). Even so, it is possible to become 
familiar with a new music system and dissociate the expectations within it from prior 
musical knowledge.  
1.2.2 Statistical learning of music systems 
Studies using statistical learning paradigms suggest that both musically trained 
and untrained participants can rapidly learn artificially manipulated regularities in 
pitch or timbre sequences (Daikoku, Yatomi, & Yumoto, 2017; Saffran, Johnson, 
Aslin, & Newport, 1999; Schön & François, 2011; Tillmann & McAdams, 2004), or 
transitional probabilities of pitches in a particular musical system (Loui, Wessel, & 
Hudson Kam, 2010; Paraskevopoulos, Kuchenbuch, Herholz, & Pantev, 2012) within 
one experimental session. Most but not all of the studies of this kind have been done 
with the Western 12TET, octave period system. But, for example, Rohrmeier & 
Widdess (2012) found that participants could learn aspects of the modal melodic 
features of a music system from a foreign culture, where the learning of a novel 
musical scale and a range of unfamiliar melodic features were involved, within ten 
minutes. These findings support the approach of the current thesis to examine the 
immediate (short-term) acquisition of microtonal music systems, as rapid learning of 
such systems seems plausible. Such short-term learning is particular interest since it 
mimics the temporal scale under which a listener might hear a piece of music in a 
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novel system for the first time. Probably, their experience during this first short 
exposure will influence the likelihood that they will listen to related musical 
structures in the future. Thus, there is an incentive for composers and improvisers to 
understand the speed at which neophytes can learn features of their innovative 
musical styles, and to embed these in larger structures (such as those of Figure 1.1), 
which can provide attractive landmarks to those listeners. There is also an equal 
incentive to understand how such short-term learning may operate.  
In all MSs, I examined the incidental learning of microtonal tuning systems or 
a microtonal scale. Incidental learning is a kind of statistical learning where 
participants learn the structure of the materials from being exposed to the materials 
while performing a minimally-related task (Perruchet & Pacton, 2006). It is 
‘incidental’ as participants are not instructed to learn or analyse the tuning structure of 
the materials during the task. For instance, in MS 2 participants were asked to 
perform a timbre shift detection task with microtonal melodies. While we measured 
their ability in detecting timbre changes, the purpose of the task was to introduce 
exposure to the relative pitches (which formed the melodies) of the microtonal scale 
as the detection required listening to the melodies attentively.  
1.3 Perception of hierarchy in music systems 
Experiment 2 in MS 3 addressed the learning of event frequencies in a 
microtonal scale, and the motivation stemmed from the evidence on the generally 
perceived hierarchy in Western tonal music (often termed the ‘tonal hierarchy’) (see 
Krumhansl & Cuddy, 2010). The tonal hierarchy describes the fact that certain pitches 
in tonal music are perceived to be more important / stable than the others, and serve 
particular roles such as closing a musical phrase (Emmanuel Bigand, Parncutt, & 
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Lerdahl, 1996; Krumhansl, 1990a). This perception of hierarchy could be developed 
from an interaction between top-down knowledge from enculturation (from the 
functional use of the pitches in music compositions (e.g. Corrigall & Trainor, 2010)) 
and a bottom-up process from the intrinsic psychoacoustic features of the music (e.g. 
Milne, Laney, & Sharp, 2015; Narmour, 1990). Here, I do not assume such a 
hierarchy of stability will be developed for an unfamiliar music system from the 
frequency of occurrence of the pitches (event frequencies) in the system. Instead, my 
primary interest is the fundamental question of whether participants can perceive and 
learn the event frequencies of a microtonal scale, and whether the learning will be 
facilitated when the event frequency pattern is similar to that of the functional pitch 
use in the familiar diatonic scale. There have been studies that suggest listeners can 
learn a novel set of event frequencies in 12TET melodies (Oram & Cuddy, 1995) or 
melodies from an unfamiliar, microtonal pitch system (Loui & Schlaug, 2012). While 
no direct comparison of such learning was made between 12TET and microtonal 
systems, learning was facilitated when the melodies are diatonic rather than non-
diatonic, even though they are still pitches from 12TET (Oram & Cuddy, 1995). This 
implies Western music listeners have higher familiarity with the diatonic scale, the 
sub-system of 12TET, than 12TET itself, probably due to the greater functional use of 
the diatonic scale in Western classical music. Besides, in Oram & Cuddy (1995)’s 
study, the relative frequency of occurrence of the tones contravenes the functional 
pitch use in diatonic music. This suggests listeners’ ability to learn a foreign pattern of 
event-frequency, but that a familiar melodic context will facilitate this learning. As no 
direct comparison was made previously between the learning of a familiar and a 
foreign pattern of event-frequency, the second experiment in MS 3 has conducted this 
comparison with a microtonal scale. The experiment compared the learning of an 
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event-frequency pattern that is similar and a pattern that is dissimilar to the pitch use 
in diatonic music. This will provide better understanding of whether learning is only 
affected by the familiarity with the melodic context, or it would also be influenced by 
the familiarity with the event-frequency pattern. If learning is affected by the pitch 
scale context as well as the current pattern of the event frequencies (as found in Oram 
& Cuddy (1995)), learning might differ between the similar and dissimilar patterns.  
1.4 Summary of approaches 
The thesis has taken a stepwise approach towards understanding the learning 
of novel music systems based on pitch structures. It begins with an investigation of 
whether the similarity between the familiar and the novel tuning systems would 
influence learning (MS 1). To test this, I manipulated the level of qualitative structural 
similarity in pitch intervals between the novel systems and 12TET based on 
temperament (equal vs unequal) and interval definition (based on single/two 
frequency ratio(s) or frequency differences). From the three microtonal tuning 
systems tested in MS 1, I chose the pitch interval structure that was learned better 
than the others and applied it to a microtonal musical scale. This musical scale was 
then studied in MS 2 and 3. In MS 2, a new experimental paradigm was designed for 
testing the incidental learning of the pitch intervals of the scale.  
Learning was measured and found in musically untrained participants, and so 
the experiment was extended in MS 3, Experiment 1 tested general musicians who 
have had training in 12TET only, and also a very special group of musicians: 
microtonal music professionals. This sample of microtonal experts consists of 
musicians who have had extensive experience in microtonal music, including 
composing and performing music in various microtonal tunings. They are multi-
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instrumentalists (including music instruments of different cultures), computer 
musicians, and/or professional improvisers. This is probably the first empirical study 
that has examined the learning of an unfamiliar musical scale by musicians with such 
experience. Lastly, MS 3, Experiment 2 targeted the question whether non-musicians 
could learn the event-frequency hierarchy of the microtonal scale, which completed 
the basic scrutiny of the topic.  
All MSs have been submitted to peer-reviewed journals and are currently 
under review. Their presentation in the thesis is consistent with the submitted 
versions, with some additional details and data for the purpose of the thesis.  
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2 Statistical Methods: Mixed Effect Analyses  
This chapter explains the approach I have taken to analyse the data in most of 
the experiments, which is performing linear mixed-effects modelling based on the 
experimental design and rationale on the behavioural data collected. I argue that this 
approach will offer a comprehensive understanding of the data, from its flexibility in 
incorporating different forms of data and independent variables, to its dissection of 
variability between individuals. The following sections will be a step-by-step 
description of how the analysis was conducted on one of the data sets in 3.6.4.2. It is 
intended to allow someone previously unfamiliar with this approach to understand 
and become able to conduct the same analysis by following these steps.   
2.1 Multilevel and Mixed-effects Modelling 
Mixed-effects modelling is a regression analysis of fixed and random effects. 
Fixed effects are often factors with specific levels such as gender (2 levels: male and 
female), experimental conditions that are manipulated by the researcher (e.g. control 
vs treatment group), or the type of stimulus. They can also be continuous variables 
such as age and timeline of the experiment. Random effects are factors with a 
continuous distribution such as reaction time of each participant, which often 
fluctuates between individuals. Therefore, unlike fixed effects, fixed intercepts and 
slopes of the random effects can vary across sub-groups of a sample or individual 
participants. 
In particular, the mixed effects model tests the significance of fixed effects as 
predictors and whether the standard deviation of the predicting value contributed by 
the random effects is significant. If it is, this means the predicted value (e.g. reaction 
time) is influenced by both the fixed and random effects and it can vary 
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systematically across individuals or divisions of the sample. A likelihood ratio test 
can inform us about whether the model with the random-intercepts offers a 
significantly better prediction (e.g. a lower percentage of unexplained residual) than a 
linear regression model with fixed effects only.  
Here is the format of a linear fixed-effects only regression model with two fixed 
effect predictors:  
 yi (Predicted score of group) = β0 + β1x1i + β2x2i + εi 
y is the predicted score of group i (e.g. Control group) and β refers to the 
fixed effects. β0 is the intercept term, while β1 and β2 refer to the coefficients of the 
first (x1) and second fixed effects (x2) that are predictors of y. ε is a residual error 
term, specific to each participant. The formula of the mixed-effects model is in a 
similar format, but with an additional random intercept u0. j represents the 
variability between individual participants defined in the random effects: 
 yij  = β0 + β1x1ij + β2x2ij + u0j + εij 
There are times that the slope of the random effects is interacted or correlated 
with one of the fixed effects. For example, participants’ reaction time across trials 
(fixed effects) could vary systematically, such that participants who responded faster 
than the others at the beginning tend to have a smaller reduction in reaction time 
compared with those who responded slowly when they first started doing the task. 
When putting the random effect into consideration, a mixed model would include 
random slopes of ‘inter-subject variability’ (u1j) on predictor x1 (trial number in this 
case): 
 yij = β0 + β1x1ij + β2x2ij + u0j + u1jx1ij + εij 
  26 
The goal is to have a model that is driven by our hypothesis and experimental 
design, and a model that can offer a maximised representation of our data (Barr, Levy, 
Scheepers, & Tily, 2013). The benefit of the model is that it provides the information 
about which fixed effects have influenced the dependent variable significantly and the 
contribution of individual differences, which cannot be explained by the ANOVAs (in 
fact, ANOVA assumes the variance between participants within each experimental 
group is homogeneous). The generalised linear mixed effects models (which will be 
demonstrated in our examples below) also allow the use of the appropriate statistical 
distribution for the data, such as the binomial distribution, whereas ANOVA is based 
solely on the normal distribution, and therefore is sometimes inapplicable. Besides, 
we can include continuous or time-series like variables as fixed effects in the mixed 
models such as frequency difference between tones in melodies that are randomly 
generated at the beginning of each trial, or how performance changes over the time 
course of the experiment. The model can inform us of any significant correlation 
between fixed effects, between random effects, or between a particular fixed effect 
and a random effect.  
In the process of choosing the best model to describe our data, I take a 
stepwise approach and apply it each time a mixed effects analysis is conducted in this 
thesis. This approach begins with me conducting a model with all the possible fixed 
effects and has individual participants as the random effect. The first model would 
then inform us which fixed effects are significant in predicting the dependent variable 
and which are not. The significance of the fixed effects is accessed by conditional t-
tests (linear mixed-effects modelling or ‘lmer’) or z-tests (generalised mixed-effects 
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modelling or ‘glmer’) based on the restricted maximum likelihood (REML) 
conditional estimate of the variance2.  
Using the model on the hit rate data in 1.3.6.4.2.1 (Pitch Deviant Detection 
task in MS 1, Experiment 1) as an example, I put the following variables as terms of 
the fixed effects in the first model I conducted (they will be referred as fixed effect 1 
to 5): 
1. Exposure: Exposed vs Non-exposed to the tuning systems 
2. Tuning of the melody: (12TET, 11TET, Well-formed, 81-prime) 
3. Pitch distance between the original and the deviant tones 
4. Location of the deviant tone in the melody  
5. Timeline of the task defined by trial number (1-160) 
 
Variances among individual participants are considered as the random effect, 
which is defined by their subject ID. The form of the formula for generating the 
model is as follow conceptually: 
Hit rate = fixed effects (1+2+… + 5) + (1|ID) + residual error 
Here, I put the random effect as (1|ID), where “1” stands for the intercept, 
representing the assumption that the intercept is different between participants. In 
other words, the model would assume that there are multiple responses per 
participant, and these responses would depend on each participant’s baseline level. I 
run the model in R with the lme4 package. Because the data points are in binomial 
form (0 = incorrect response, 1 = correct response), function ‘glmer’ (fitting 
generalised linear mixed-effects models) with method ‘binomial’ is used. 95% 
confidence intervals of the effects of each factor in the model are calculated by 
function ‘confint’.  
                                                 
2 R codes for the statistical method are described in 8.5.1. 
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The model indicates a significant increase in hit rate when the scale of the 
melody is Well-formed, z = 2.08, p = .04, 95% CI [.02, .59]. In addition, there is a 
significant effect of Pitch Distance (fixed effect 3), z = 10.44, p <.001, and Deviant 
Location (fixed effect 4), z = 12.54, p <.001. From the estimated coefficient (Column 
‘Estimate’ under ‘Fixed effects” in Table 2.1) of the fixed effects, a larger pitch 
distance or a later position predicts an increase in Hit rate. The output from R also 
tells us the estimated variance from individual participants and the residual error. In 
this model, individual differences were responsible for .47 of the variance in the data, 
and the estimated variance due to the residual error was .95 (calculated by function 
‘resid’). The means of these random variables are always zero, and the column named 
‘Std. Dev’ in Table 2.1 is the corresponding standard deviation of the estimated 
variances (their square roots). The standard deviation is therefore equivalent to the 
estimated variance (column ‘Variance’), which is the estimate of the distribution of 
the parameter across individuals, in this case the intercept. A larger standard deviation 
here would refer to a bigger fluctuation of the value of the dependent variable 
between subjects. On the other hand, the column named ‘Std. Error’ under the output 
of Fixed effects is the standard error of the Estimate (coefficient). A larger standard 
error reflects a weaker effect of the fixed variable, often represented by a lower z 
value that might not reach statistical significance (of course, it also depends on the 
estimated coefficient). 
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Table 2.1. Summary of the first model of the hit rate from 1.3.6.4.2.1.  
Random effects:       
Groups  Name Variance Std. Dev.    
ID (Intercept) .47  .69     
Residual  .95       
       
Fixed effects:       
 Estimate Std. Error  z value p-value CI: 
2.5% 
CI: 
97.5% 
(Intercept) -3.74 .29 1.318 <.001 -4.31 -3.17 
Exposure: Non-
exposed (vs 
Exposed)  
-.27 .27 -.97 .33 -.80 .27 
Tuning: 11TET 
(vs 12TET) 
.14 .15 .97 .33 -.15 .44 
Tuning: WF (vs 
12TET) 
.30  .14 2.10 .04 .02 .59 
Tuning: 81P (vs 
12TET) 
.18 .15 1.20 .23 -.11 .46 
Deviant location .40  .03 12.54 <.001 .33 .46 
Pitch Distance .51  .05 10.44 <.001 .41 .60 
Trial -.0001  .001  -.11 .91 -.002 .002 
       
 
After retrieving the output of the first model, I remove the fixed effect 
(Exposure) that is not statistically significant so as to simplify the model. At the same 
time, I would like to check if the hit rate varied systematically with time up and down 
depending on participants. By putting (Trial | ID) into the formula instead of (1|ID), I 
indicate the assumption that there are multiple responses between participants across 
trials. Note that it is not normal to include a random effect without the corresponding 
fixed effect, even though it is not significant (Trial / fixed factor 5).  
Hit rate = fixed effects (Tuning + Position + Pitch Distance + Trial) + 
(Trial|ID) + residual error 
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Table 2.2. Summary of the second model of the hit rate data in 1.3.6.4.2.1. 
Random effects:       
Groups  Name Variance Std.Dev.    
ID (Intercept) .36  .60     
 Trial <.001 .001    
Residual   .95      
       
Fixed effects:       
 Estimate Std. Error  z value p-value CI: 
2.5% 
CI: 
97.5% 
(Intercept) -3.85 .25 -15.22 <.001 -4.34 -3.35 
Tuning: 11TET 
(vs 12TET) 
.15  .15 .99 .32 -.14 .44 
Tuning: WF (vs 
12TET) 
.30 .14  2.09 .04 .02 .59 
Tuning; 81P (vs 
12TET) 
.18 .15  1.20 .23 -.11 .47 
Deviant location .40 .03 12.52 <.001 .34 .46 
Pitch Distance .51 .05 10.43 <.001 .41 .60 
Trial -.0004 .001 -.37 .71 -.003 .002 
       
 
From the ‘Random effects’ section in Table 2.2, the variance due to random 
effects does not change much from the first model. Position of the deviant tone and 
Pitch Distance remain significant while Trial remains insignificant as a fixed effect. 
By using the function ‘ranef()’, which is a function for extracting the conditional 
modes of the random effects from a fitted model, I can extract the actual adjustments 
(the Hit rate) for each participant across Trials to the intercept. The random 
coefficients of the effect have been plotted in Figure 2.1. The negative coefficients 
mean that Hit rate is predicted to decrease when the trial number increases, while the 
positive coefficients infer an increase in Hit rate over time. Less than half of the 
participants have had a decrease in Hit rate over time and the estimated variance has 
reduced from the first model. It seems sensible to include the assumption of 
individual differences in hit rate over trials as the random effect and Trial as a fixed 
effect in the model.  
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Figure 2.1. The diagram shows the intercept values and the random 
coefficients of hit rate of each participant (represented by ‘Levels’ on the y-axis) 
across trials. While the random effects on Trial were not significant in this example, 
they were significant with larger variability in other models such as the ones shown in 
Figure 4.8.   
To choose the preferred model from the two, I compared the variance 
explained by the models by looking that the unexplained variance from the residual 
error. In this data set, their differences are close to zero. Meanwhile, I conducted a 
chi-square likelihood ratio test to compare the second model with the first using the 
‘anova’ function. It tests the difference between the models using a chi-square with 
the degree of freedom based on the number of fixed and random effects in the models. 
Results revealed no significant difference between models (p = 1.00), meaning using 
either of them would be justifiable. The second model is chosen for its simplicity and 
its demonstration of the random effects (the principle of parsimony). 
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In sum, this stepwise procedure is my general approach each time I use a 
linear mixed-effects analysis in the thesis. It starts from putting all the fixed and 
random effects (mostly looking at by-subject variations) in the first model, until the 
subsequent models have removed the insignificant fixed effects parameters to provide 
the simplest but most representative model for explaining the data. The final model is 
chosen based on its amount of unexplained variance (residual error) and the results 
from the chi-square likelihood tests conducted during model comparisons.  
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3 Manuscript (MS) 1: The difficulty of 
learning microtonal tunings rapidly: the 
influence of pitch intervals and structural 
familiarity 
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3.1 Abstract   
The current study investigates the learning of microtonal tuning systems, 
which have a different pitch interval structure to the Western tonal system (12-tone 
equal temperament or 12TET). To examine the influence of structural similarity, we 
included systems that differed from the 12TET system in different degrees in terms 
of temperament, pitch ratio, and pitch differences. After a brief exposure phase, in 
which participants became acquainted with the previously unfamiliar systems, we 
assessed aspects of their learning. We measured pitch memory performance and the 
knowledge of pitch membership using a pitch deviant detection (PDD) task and a 
goodness-of-fit (GOF) perception task. In the PDD task, participants were required 
to detect pitch shifts in a second playing of a given melody, while in the GOF task, 
they made judgements about whether the last tone (probe) fits or does not fit with the 
context of the just presented melody. Thirty musically untrained individuals were 
tested in each experiment and results showed that learning was limited, and hence the 
task was difficult in such a short period. PDD was better in the microtonal system 
that is well-formed with two step sizes than in the other systems in the test. GOF 
perception was similar between 12TET and the other microtonal systems, and 
participants who were fundamentally better at pitch discrimination and contour 
perception were better at rejecting incongruent probes (non-member of the system) 
in the GOF task. This study has implications for music perception of pitch ratio- and 
pitch difference-based tuning systems.  
 
Keywords: music tuning systems, microtonality, pitch interval, structural 
similarity, memory for musical pitch 
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3.2 Introduction 
Musical sounds often carry information over more than one perceptual 
dimension simultaneously. When we listen to a piece of piano music, we perceive 
the combination of sound dimensions such as pitch, loudness, duration, and so on. A 
change of one dimension might change our perception of that song, even though we 
are not attending to each dimension explicitly. In this paper, we aim to investigate 
how listeners approach and learn new music systems after short musical tasks, and 
whether their existing musical knowledge has a significant influence on the 
acquisition of new musical information.  
Learning a new music system can involve taking in structural information of 
timbre, intensity, pitch frequency and intervals. Western tonal music is one kind of 
music system, which is characterized by its equal tempered tuning system with 12 
steps (12TET) in each octave as well as its sub-systems / diatonic scales (a selection 
of pitches from 12TET). It is predominantly based on acoustic instruments, or 
electronic counterparts that largely mimic them and follow the same pitch structures. 
Our approach in understanding how musically untrained listeners learn a new music 
system starts with examining the acquisition of pitch interval structures of the system 
while performing a minimally related task. We believe this approach would have a 
higher resemblance to the music adaptation experience in real life than incorporating 
an explicit learning task. Furthermore, we have manipulated the pitch interval 
structures to range from being similar to dissimilar to 12TET. This way we can 
observe whether the similarity to the listeners' familiar music system would facilitate 
the learning, which we suspect it would. 
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According to previous studies (Balkwill & Thompson, 1999; Rohrmeier & 
Widdess, 2012; Stevens, 2012), the perception of unfamiliar music systems is 
influenced by one’s musical knowledge from prior exposure. The knowledge of our 
familiar music system, such as its pitch interval structure and pitch hierarchy, 
influences the way we anticipate the incoming music (Eerola, Louhivuori, & Lebaka, 
2009; Marmel, Tillmann, & Dowling, 2008; Schellenberg, Adachi, Purdy, & 
McKinnon, 2002; Unyk & Carlsen, 1987), and this kind of anticipation is often 
referred as schematic expectations (Bharucha & Stoeckig, 1986; Huron, 2006). 
These expectations have an impact on both music perception and affect of music that 
we are familiar and unfamiliar with. For instance, infants and adult listeners are 
better at perceiving and remembering music that follows the same structure (both 
pitch and rhythmic) as their native music (Hannon, Soley, & Levine, 2011; Hannon, 
Soley, & Ullal, 2012; Morrison, Demorest, & Stambaugh, 2008a; Schellenberg & 
Trehub, 1999; Wong, Roy, & Margulis, 2009). When listeners were asked to make 
judgements on music from another culture, they tended to respond using the structure 
of familiar music system as the standard (Krumhansl, 2000). Those judgements often 
involve the interpretation of how well a target tone fits with the presented melody 
(e.g. Kessler, Hansen, & Shepard, 1984), or whether the target tone at the end of the 
melody was a good continuation (Krumhansl, Louhivuori, Toiviainen, Järvinen, & 
Eerola, 1999), commonly measured by goodness-of-fit ratings. Therefore, it seems 
sensible to assume that the level of structural similarity of a new music system to 
one’s familiar / previously exposed music system would play an important role in the 
current learning. 
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To examine the learning of a new music system, we are taking a less common 
approach. Instead of presenting music from a different culture to our participants, we 
decided to use computer-generated music systems, which provide a higher level of 
flexibility in terms of experimental manipulation. They can also avoid the issue of 
structural overlaps between music systems across cultures (Narmour, 1990). These 
music systems are comprised of pitch intervals smaller or bigger than a semitone 
(small step / 100 cents) in 12TET, and we consider all of them as microtonal 
systems. Although microtonal systems are generally defined as music systems with 
pitch intervals smaller than a semitone, the usage of the term has been extended to 
music systems with intervals that are larger than 100cents (instead of calling those as 
‘macrotonal’) (“Microtonal music,” n.d.; Monzo, 2005). For example, the Bohlen-
Pierce scale is a tritave-based (harmonic ratio=3:1) 13TET system that has pitch 
intervals larger than a semitone, but it is generally considered as a microtonal scale 
(Harrop, 2016; Loui & Wessel, 2006, 2008). To target the question of whether a 
higher level of structural similarity between the novel and the familiar (12TET) 
systems would facilitate learning, we have included systems with larger and smaller 
pitch intervals than 12TET as well as other common or non-shared features, which 
will be described later in more detail.  
Surprisingly, the perception of microtonal systems was not widely 
investigated in experimental research, even though they are perfect tools for 
understanding the fundamental perception of music systems. A small number of 
studies such as Parncutt & Cohen (1995) have examined the perception of melodic 
contour patterns in equal-tempered, frequency ratio-based microtonal scales. In their 
first experiment, participants were presented with melodies in microtonal scales that 
varied in interval size from 25 to 133 cents (where a normal Western semitone is 100 
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cents). Both musicians and non-musicians showed progressive improvement in 
identifying contour patterns in these melodies over experimental trial blocks. In the 
second experiment, the authors only included scales with smaller interval sizes (10-
60 cents). Identification performance was worse when the interval size was less than 
30 cents and when the melodies had more adjacent tones (adjacent tones with smaller 
frequency differences might be harder to differentiate). Given this evidence, we think 
it is worth pursuing further investigation in the perception of microtonal scales with 
intervals bigger than 30 cents.  
Similarly, Zatorre, Delhommeau, & Zarate, (2012) examined the configural 
learning of pitch relations in seven fixed frequency ratio scales with intervals varying 
from 5 to 60 cents through six sessions of training over two weeks. Learning 
progress was determined by the improvement from performing an auditory 
discrimination task before and after training inside a functional magnetic resonance 
imaging (fMRI) scanner. During the task, participants were presented with a pair of 
microtonal melodies and were required to judge if the second melody was same as or 
different from the first melody. In trials where the second melody deviated from the 
first melody, the second melody was randomly generated from another set of pitches 
of the same scale (i.e. same pitch interval ratio) with a different melodic contour 
pattern. The training involved performing the same task under the ‘2 down 1 up’ 
adaptive level variation rule with feedback provided. Trained participants 
outperformed the untrained group in the post-test, which implied learning. In 
addition, the fMRI data of trained participants revealed a smaller blood-oxygen-level 
dependent (BOLD) response in the auditory cortex and a greater BOLD response in 
the frontal cortices than the untrained participants during the same task. This might 
indicate a lower need for computational resources in processing the microtonal 
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melodies post-training, suggesting that training with periods of intensive exposure 
would induce learning of the novel microtonal scales. 
For the current experiments, examining learning over a short period would 
allow us to understand the possible timeframe for such learning to start, and with this 
information, future research could potentially examine the long-term memory of the 
acquired knowledge after that timeframe. In fact, studies have found successful 
artificial grammar learning in 12TET melodies (Rohrmeier, Rebuschat, & Cross, 
2011) or in melodies in a non-western scale such as the Bohlen-Pierce scale (Loui et 
al., 2010) within one experimental session. Findings in Rohrmeier & Widdess (2012) 
also suggest musically trained and untrained participants can recognise the majority 
of the distinctive features of a non-native (North Indian) musical scale with 
unfamiliar melodic patterns after a 10-minute exposure to the music recordings. Even 
so, in the context of music segmentation, native listeners showed higher sensitivity to 
small style-specific changes in the music than non-native listeners (e.g. Ayari & 
McAdams, 2003; Lartillot & Ayari, 2009). Similarly, when Castellano, Bharucha, & 
Krumhansl (1984) compared the probe-tone ratings (a tone was judged by its 
goodness-of-fit to the just presented melody; a method originated from Krumhansl & 
Shepard (1979)) between Indian and Western music listeners in the context of North 
Indian music (rāga), they found that only the ratings from the Indian (native) 
listeners were correlated with the tonal hierarchy of the underlying musical scale 
(thāts). Therefore, we posit that in the current examination of the learning of novel 
music systems, the distance (degree of difference) between the novel systems and the 
familiar system may determine how fast the listeners could learn the systems.  
However, there is limited evidence available that this postulate could rely on 
as previous studies have mainly used materials that had similar structural 
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characteristics to the Western tonal system / 12TET. Although this could suggest that 
one of the significant factors that influence learning is how well the new materials 
resemble our familiar music system, it is not clear how much knowledge is newly 
acquired from the induced learning. Indeed, since the level of similarity between the 
new music materials and our participants’ native music system (which will be 
referred to as the Western tonal system or 12TET from now on) may affect learning, 
a test with a varied degree of similarity between them could possibly uncover which 
structural feature is dominant in our mental representation of music. Therefore, to 
address this issue, this study creates novel music systems to experimentally 
investigate the influence structural similarity. By examining how listeners develop 
new knowledge of the novel systems, it could potentially also shed some light on 
how listeners initially form representations of the music to which they become 
acculturated.  
3.2.1 Tuning systems examined in the current study 
A tuning system can be defined as “the precise relationships between the 
frequencies of a given tone and a standard, or between two tones of a nominal 
interval class” (Levitin & Rogers, 2005, p. 27). Musical scales follow the defined 
relationships in the tuning system they belong to and select a particular number of 
available pitches from the system. For instance, the Western major scale comprises 
seven tones out of the available 12 from each octave of 12TET. Notes in a musical 
scale have an ordered frequency relationship where successive notes always have a 
higher fundamental frequency, and the intervals between notes could be defined 
based on fixed or varied frequency difference or frequency ratio. Frequency 
difference intervals are intervals defined based on absolute frequency level, 
measured in the value of Hertz (Hz). On the contrary, frequency ratio is a ratio of the 
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frequency of the pitches in an interval, commonly measured in arbitrary units of log-
frequency (cents). The Western music tuning system, which features a 12TET 
system where an octave is divided into 12 logarithmically equal steps (semitones i.e., 
a ratio interval system), is commonly used in both classic and modern music 
globally. The intervals of 12TET scales are based on semitones with a frequency 
ratio of 1.0595 or log frequency of 100 cents, where the interval from one successive 
note to another is either one semitone or two semitones (whole step), with the 
exception of the harmonic minor scale that also has one step of three semitones. 
Different patterns of semitones and whole steps distinguish the scales (Roederer, 
1979), and tones separated by one octave are assumed to be musically equivalent. 
There are only a few musical cultures using more than 12 intervals per octave, such 
as the Indian and the Arab-Persian musical scales, while more cultures have scales 
with less than 12 intervals per octave (Burns, 1999). Even so, octave-based tuning 
systems with discrete pitch relationships have been virtually universal. Therefore, 
including a novel system without octave divisions (such as the 81-prime microtonal 
scale described below) will create the most non-native musical context for listeners 
to learn.  
Using 12TET as the ‘control’ system, the novel music tuning systems studied 
in the current study are the eleven-tone equal temperament (11TET, octave based); a 
well-formed, octave-based, unequal-tempered scale (WF); and the 81-prime 
microtonal scale (81P, lacks octaves) (Dean, 2009). These three systems vary from 
12TET in terms of their temperament (equal or unequal-tempered), octave definition 
(octave-based or without octave divisions), and pitch interval structure (frequency 
ratio or frequency difference). Note again that 12TET is a system based on frequency 
ratio. It is equal tempered with octave periods (a period being the distance at which a 
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pattern of pitch ratios repeats). 11TET is closest to 12TET among the three systems. 
It is also an octave-based, equal-tempered system with pitch intervals based on a 
fixed frequency ratio. In 11TET, an octave is divided into 11 logarithmically equal 
steps (while 12TET divides an octave into 12 equal steps).  
Compared to 11TET, WF is less similar to 12TET. Like 11TET and 12TET, 
WF is octave-based and the pitch intervals are arranged based on frequency ratio. 
Same as the diatonic scale (a system formed by a selection of pitches from 12TET, 
which is widely used in Western classical music), WF is well-formed in nature 
(Carey & Clampitt, 1989). A well-formed tuning system refers to a system that is 
constructed by adding a generator interval (e.g. perfect fifths for the diatonic scale) 
repeatedly within the boundary of an octave, which ends up creating two evenly 
distributed step sizes. Therefore, it is unequal-tempered with two different frequency 
ratios within an octave. Lastly, 81P is a system that differs from 12TET in all 
aspects. It is unequal-tempered, non-octave based, and its pitch intervals are defined 
by frequency difference instead of frequency ratio(s). The frequency of each note in 
81P is based on the successive multiplication of a selected base frequency (normally 
20Hz, so that the pitch range is convenient) by the series of 81 prime numbers 
covering the audible range.  
We wanted to examine the learning of both frequency-difference and 
frequency ratio systems because of suggestions in psychoacoustic work that they 
may elicit different patterns of pitch perception (McDermott, Keebler, Micheyl, & 
Oxenham, 2010; McDermott & Oxenham, 2008). Some papers (e.g. Will, 1997; Will 
& Ellis, 1996) also suggested that frequency difference systems with ambiguous 
octave identity may be used in Australian aboriginal music. Including both frequency 
types of tuning systems could thus measure the learning of another dimension of 
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novelty. Besides, 81P is distinctive from the others in terms of the absence of any 
octave-equivalent or other period boundaries: it is a single system spread across the 
audible frequency range instead of one repeating many times across it. Dowling & 
Hollombe (1977) suggested that melody recognition was worsened when familiar 
tunes were split up into several octaves. In contrast, recognition was facilitated if 
groups of successive notes with the same octave were introduced. We considered 
that having this range of novel music systems might allow us to measure the learning 
of different levels of novelty in multiple dimensions: pitch interval (frequency ratio 
vs frequency difference), temperament (equal vs unequal), and octave/period 
(present vs absent) perception (see Table 3.1). 
Table 3.1. Descriptions of the tuning systems studied in the current paper. 
Tuning 
system 
Pitch Interval Octave/period 
division 
Temperament Pitch range 
(2 octaves) 
Number 
of 
pitches 
used 
12TET One frequency 
ratio: 1.059 
Yes Equal 261.63 to 
987.78  
24 
11TET One frequency 
ratio: 1.065 
Yes Equal 261.63 to 
982.61 
22 
WF Two frequency 
ratios: 1.14 (large 
step), 1.08 (small 
step) 
Yes Unequal 261.63 to 
940.62 
22 
81P Frequency 
difference (factor of 
prime numbers) 
Base frequency: 
7.0711 
Frequencies are 
determined by 
multiplication by 
Prime numbers 
between 37 and 
137)  
No Unequal 261.63 to 
968.74 
22 
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3.2.2 Study aim and approach 
The current study aims to examine the learning of novel music systems, 
which vary in their level of structural similarity to the Western, 12TET system. As 
described above, a tuning system is characterised by its pitch interval structure 
created by a selection of relative pitches. To become familiar with a tuning system, 
listeners need to learn that selection of pitches (pitch membership), and from there, 
they will be able to recognise the pitch distance between them (pitch interval). Two 
tasks in our experiments will examine listeners’ pitch memory / recognition ability 
and their knowledge of pitch membership. The Pitch Deviant Detection (PDD) task 
requires participants to remember short microtonal melodies that are comprised of 
members of one of the tuning systems studied, in order to detect any pitch shift 
created by an embedded deviant tone (a member of one of the other three systems) in 
the comparison melodies. The Goodness of Fit Perception (GOF) task measures their 
perception of the relationship between individual pitches and the tuning system 
represented by the melodies. Adopting the probe-tone method proposed by 
Krumhansl & Shepard (1979), a probe (single pitch) is presented after a melody and 
is judged by its level of ‘fit’ with that melody. Pitches that are members of the 
system should be considered a good ‘fit’ with the melody, compared to those that are 
non-members.  
3.3 Method 
3.3.1 Design 
Depending on the order group to which participants were allocated, each task 
has the chance of being an ‘exposure’ task (the first task), with Group 1 performing 
the PDD task first, then the GOF task, while Group 2 perform the GOF task first, and 
the PDD task later. According to our design, in both Group 1 and 2, the first task will 
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provide exposure to the stimuli and the second task will be the ‘experienced’ test. 
Therefore, Group 1 will be first exposed to the tuning systems during the PDD task, 
and Group 2 will have GOF task as the exposure phase. When we measure the effect 
of Exposure in the PDD task performance, Group 2 will be the group that has been 
pre-exposed to the tuning systems (from the GOF task), while Group 1 has not had 
any exposure prior to completing the PDD task. Likewise, when we examine the 
Exposure effect in the GOF task performance, Group 1 is the group that is pre-
exposed to the systems, while Group 2 is the non-exposed group as they performed 
the GOF task first. As the materials and the attention to the materials involved are 
similar between tasks, where both consist of melodies in one of the four tuning 
systems, the degree of exposure provided by the tasks should be similar. By 
arranging the tasks this way, we only require two groups of participants instead of 
four with an additional exposure task (e.g. Group 1: perform PDD only; 2: Another 
exposure task, then PDD; 3: perform GOF only; 4: Another exposure task, then 
GOF).  
Two experiments were conducted with the same format and tasks. The main 
difference between them is the randomization of the melodic tunings. In the first 
experiment, tunings of the melodies are randomised in the PDD task while melodies 
are blocked by tuning and the four blocks of melodies (four tuning systems) are 
counterbalanced between participants in the GOF task. In the second experiment, in 
order to provide a clearer context of each tuning system, the melodies are also 
blocked in the PDD task.  
3.3.2 Hypothesis 
If the participants have learnt the pitch interval structure of each tuning 
system from the first task (PDD or GOF, depends on the order), we will observe a 
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systematic difference in their responses before and after exposure. It is hypothesized 
that deviant/pitch shift detection accuracy will be higher after than before exposure 
in the PDD task. Similarly, it is predicted that members (congruent probes) of the 
tuning system of the melody will be considered ‘FIT’ more often than the 
incongruent probes (non-members) after exposure than before. If structural similarity 
to the familiar 12TET is an influential factor, we would see the expected response 
patterns in these tasks to be most prominent in the 12TET (Control), then 11TET, 
followed by WF, and least for the 81P melodies.  
3.4 Pilot experiment 1 (Additional to MS 1) 
The descriptions of pilot experiments are additional to the submitted 
manuscript, with the intention of explaining how the testing paradigm in Experiment 
1 and 2 was developed. Equipment used is the same as in Experiment 1 and 2 (see 
3.6.2).  
3.4.1 Aim, participants, and procedure 
In this pilot experiment, I tested eight non-musicians (5 females, Mage = 19 
years, SD = 1.41) on the Pitch Deviant Detection (PDD) task. This is basically the 
same task as 3.6.3.1, but the randomisation of the stimuli is partially different. This 
pilot experiment would allow me to confirm if participants could remember and 
discriminate microtonal pitches. In the PDD task, participants would hear two 
playings of a melody generated from one of the four tuning systems, and in the 
second playing one of the tones might be replaced by a pitch from an alternative 
system. Participants’ task was to indicate that a deviant tone had occurred by 
pressing the “DIFFERENT” key once they had detected it. If there were no deviant 
tone, a correct response would be to press the “SAME” key after hearing the last note 
of the melody. The tuning of the melodies and the deviant tones were randomised, 
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and the deviant tone could randomly appear in the 2nd to the 7th position/note of the 
melody. After the task, participants were asked to rate on the level of difficulty on a 
scale which increased in difficulty from 1 to 7, their prior familiarity with the 
melodies on a scale which increased with familiarity from 1 to 5, and give an 
estimate of their percent correct responses (see 8.4.3).  
3.4.2 Results 
Mean difficulty rating was 4.38 out of 7, and the mean familiarity rating was 
1.5. These indicate the task was towards the more difficult side and the materials are 
novel to the participants. The mean estimated percent correct (a measurement of 
confidence) is 60.63, implying a relatively low confidence in their own performance. 
Data from the pilot PDD task was analysed using the Signal Detection theory 
approach (MacMillan, 2002). I measured the performance based on the d prime (d’) 
value (z score of the Hit rate – z score of the False Alarm rate)). Hit rate is the 
proportion of trials in which participants correctly detected a deviant tone, and the 
False Alarm rate is the proportion of trials in which participants indicated that they 
heard a deviant tone but in fact there was none. The mean d’ is above zero for all 
melodic tunings except for 11TET, meaning that there were more HITS than False 
Alarms (better than chance) (see Figure 3.1). A one-way ANOVA did not find a 
significant main effect of Melody Tuning, and paired comparisons showed no 
significant difference between the performance in 12TET (Control) and the other 
tuning conditions, probably because of the lack of statistical power from a small 
sample size. Overall, I considered this as a good indicator of both: 1. The listeners 
could remember and differentiate microtonal pitches, and 2. This is an engaging if 
difficult task to provide exposure to the tuning systems, as it encouraged attentive 
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listening to individual pitches of each system. It also allowed use to measure pitch 
memory of those pitches. 
 
Figure 3.1. PDD task performance measured in d’ in Pilot experiment 1. 
Error bars represent 95% confidence intervals from the mean throughout; these are 
much more critical than standard error of the mean measures, and give a fuller 
representation of the variation around a mean.  
3.5 Pilot experiment 2 (Additional to MS 1) 
3.5.1 Participants and procedure 
In the second pilot study, we tested another eight non-musicians (6 Females, 
Mage = 19.75 years, SD= 1.49) with a similar version to the design of Experiment 1 
and 2. However, the main focus here is to measure the effect of exposure on the 
responses in the Goodness-of-fit (GOF) task (see 3.6.3.2). The GOF task is used here 
as a measurement of the learning of pitch membership: the knowledge about which 
relative pitch belongs to which tuning system. To test the effect of exposure, 
participants were randomly allocated into two groups. Group 1 performed the PDD 
task, then GOF task (and so was pre-exposed to the tuning systems via the PDD 
task), while Group 2 performed the GOF first, and the PDD task after (no exposure 
provided before the GOF task). In the GOF task, participants would hear a melody 
generated from one of the tuning systems (the type of tuning system was 
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randomised), followed by a probe tone. The probe can be a member (congruent) or a 
non-member (incongruent) of the tuning system of the melody. The tuning of the 
melodies was randomised in both the PDD and the GOF tasks, which was not the 
case in Experiment 1 and 2 (to try to make those tasks a little less difficult). The 
same measurements of task difficulty, familiarity with the materials, and the level of 
confidence (estimates of percent correct) were conducted. 
3.5.2 Hypotheses 
It was predicted that the GOF 2AFC (two-alternative forced choice) 
responses (FITS/DOESN’T FIT) on the congruent and the incongruent probes would 
be different between Group 1 and 2 due to the pre-exposure provided by the PDD 
task in Group 1. It is hypothesized that after exposure (Group 1), participants would 
be more likely to consider congruent probes to ‘FIT’ with the melody than the 
incongruent probes. However, no difference was expected in the perceived GOF 
between these two types of probes in Group 2 (No exposure provided prior to the 
task). Here I was not expecting a statistically significant difference between groups 
due to a very small sample size, but the purpose here is to look at the trend based on 
the proportion of times participants have considered the congruent probes being 
‘FIT’ with the melody, compared with the times when incongruent probes are 
perceived to be ‘FIT’.  
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3.5.3 Results 
 
Figure 3.2. The graph shows the mean d prime values measured in the PDD 
task performance. The higher the d’, the more sensitive the participants were to the 
deviant tones.  
The mean familiarity of melodies in both tasks is 2 out of 5, confirming that 
participants were unfamiliar with the stimuli. Participants rated the PDD task to be 
5.25 of our 7 in difficulty, and rated the GOF task 4.38 on average. In terms of level 
of confidence in their performance, participants estimated their percent correct in the 
PDD task to be 32 on average, while 39.29 in the GOF task. In other words, the 
perceived level of difficulty in both tasks is similar. Figure 3.2 shows the mean d’ 
calculated from the responses in the PDD task, by taking into account the proportion 
of times participants had successfully detected the deviant tone, and the times when 
they made a false alarm when the deviant tone was absent. The higher the d’, the 
better the performance. From the observation of the mean d’, it seemed that 
performance was better after the GOF task (Group 2) in the 12TET and 11TET 
melodies, but it was similar in the WF and 81P melodies. As performing the GOF 
task prior to the PDD task involves listening the melodies of the chosen tuning 
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systems, the GOF task might have provided sufficient exposure to the systems 
(12TET and 11TET in particular), which had led to better pitch memory in the 
follow-up PDD task.  
 
Figure 3.3. This bar graph describes the mean proportion of times when the 
probe was considered ‘FIT’ with the presented melody.  
 
Figure 3.3 illustrates the proportion of times the congruent / incongruent 
probe was considered to fit well with the just presented melody, i.e. a member of the 
tuning system. The congruent probes in the 12TET melody condition are pitches 
from 12TET, while the incongruent probes are pitches from the one of the microtonal 
tunings (11TET, WF, 81P). On the other hand, the congruent probes in the 
microtonal tunings are pitches from their own system, while the incongruent probes 
are pitches from the alternative microtonal systems or 12TET. There is a general 
increase in the proportion of times a probe was considered to fit with the melody 
after exposure, and more obviously in the 12TET condition where the probe was 
congruent. Interestingly, the proportion is higher in the incongruent than the 
congruent probe condition; and this is more apparent in the 12TET than the 
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microtonal melodies. While there were some systematic differences between and 
within groups, there was not a very clear direction for interpretation, and perhaps this 
was due to the difficulty of the GOF task. Therefore, I decided to block the melodies 
in the GOF task by the four tuning systems, in the hope of making the task a little 
easier, but keep the tunings of the melodies randomised in the PDD task in 
Experiment 1.  
3.6 Experiment 1 
3.6.1 Participants 
We tested 30 participants (24 females, Mage = 19.73years, SD = 2.23) with no 
prior musical training. Participants’ musical ability and their familiarity with the 
stimuli prior to the test are measured by an auditory acuity test, a questionnaire on 
musical sophistication (Ollen Musical Sophistication Index or OMSI (Ollen, 2006)), 
and a post-task question about the familiarity level with the materials. At the 
beginning of the experiment, participants completed an auditory acuity test, in which 
they were randomly presented with 36 pairs of tones (all possible pairing of the first 
six pitches from 12TET without repetition) and they had to indicate if the second 
tone has a higher, lower, or the same pitch as the first tone. The purpose of the test is 
to confirm participant’s ability to discriminate and identify contour of pitches with a 
minimum difference of a semitone. The auditory acuity accuracy will later be 
included in the model as a possible factor on the GOF perception. After each 
experimental task, participants were asked to rate on their prior level of familiarity 
with the presented stimuli from 1 to 5. This is a manipulation check to make sure the 
microtonal tuning systems we have included are all novel to the participants. If the 
participant gives a rating of 3 (mid-point of the scale) or above, his/her data will be 
rejected. In our sample, none of the participants’ data was rejected due to their 
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familiarity rating. Participants also completed the OMSI questionnaire regarding 
their musical background after the last task. Their mean OMSI score is 91.47 (SD = 
68.43), which is considered as ‘less musically sophisticated’ from the index (<500). 
None of them have reported having hearing impairment or perfect pitch. Both 
experiments are approved by the Western Sydney University Human Ethics 
Committee (Approval number: H10664), and all participants received partial course 
credits of first year psychology units for their participation. 
3.6.2 Equipment 
MaxMSP (Cycling ’74) was used to present the stimuli and record the 
behavioural responses (presentation and interface are scripted by YL) on a MacBook 
Pro laptop. Pitch adjustment (bending) of the microtonal melodies was achieved by 
the HexBridge Max Patcher written by Andrew J. Milne with MaxMSP (note that the 
pitch was set before sound started, so there was no glissando in pitch). The timbre of 
the melodies were synthesised in Pianoteq 5 (version 5.1.4/20150211) using the D4 
Daily Practice (modified) instrumental pack, which resembles the timbre of a grand 
piano. Stimuli were presented through a pair of headphones (Sennheiser HD 280 
Professional). 
3.6.3 Stimuli and Procedure  
As described earlier, participants in Group 1 performed the PDD task first, 
then the GOF task, while those in Group 2 performed the GOF task first, and the 
PDD task after. Stimuli in both tasks were 7-note melodies generated from the tone 
set (see Table 3.1) of one of the four tuning systems: 12TET (Control), 11TET, WF, 
and 81P. Besides 12TET and 81P that has no octave divisions, there were 11 tones in 
each octave for 11TET and WF. The tone set of 81P has 22 pitches (same as 11TET 
and WF) within a similar pitch range to the other three tuning systems. The 
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algorithm of the script written for this experiment generates each melody 
immediately before its presentation, starting by randomly selecting the first tone 
from the tone set of one of the tuning systems. The successive tones are generated in 
the same way with a restriction of the pitch difference from the last tone, and 
avoidance of immediate repetitions. The pitch frequency difference between 
successive tones within the melody is <= than 100Hz. The duration of each tone is 
250ms. In both tasks, there are 36 trials per tuning condition.  
3.6.3.1 Pitch Deviant Detection (PDD) Task  
During the PDD task, a melody from one of the tunings is presented twice in 
every trial. In 50% of the trials, one of the tones is replaced by a deviant tone in the 
second playing, which creates a pitch shift. This deviant tone is randomly selected 
from the tone set of one of the alternative tuning systems, with the selection criteria 
that replacement will not change the contour of the melody and the pitch difference 
with the adjacent tones (before and after) will not exceed 100Hz. The pitch shift in 
the second playing (comparison melody) can occur randomly between the 2nd and the 
6th tone of the melody. Participants had to detect and respond to a deviant tone as 
quickly as possibly by pressing the “DIFFERENT” key on the computer keyboard. If 
they think there have been no pitch shifts in the second playing, they press the 
“SAME” key after the last tone of the melody. They were timed out 1.5s after the 
offset of the last tone in the second playing. The forced-choice responses 
(SAME/DIFFERENT) and the reaction time (RT) of those responses were recorded. 
3.6.3.2 Goodness of Fit (GOF) task 
In each trial, participants were presented with a 7-note melody followed after 
a 1-sec silence by a probe tone. The melodies are generated from one of the four 
tunings (depends on the testing block, as melodies are grouped by tuning conditions). 
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The order of the four testing blocks is randomised for each participant, and the probe 
is either from the same tuning system as the melody (congruent probe) or from one 
of the alternative tunings (incongruent probe). Participants were instructed to 
indicate as quickly as possible whether they thought the probe generally FITS or 
DOESN’T FIT with the overall melody. To do this, they were asked to imagine 
whether the melody would sound fine if they put the probe into any tone positions of 
the melody. After the forced-choice (FITS/DOESN’T FIT) response, participants 
gave a 20-point confidence rating by clicking on the dialogue-rating bar displayed on 
the computer screen. The continuous dialogue-rating bar displayed ‘Min’ (low) and 
‘Max’ (high) on either end without specifying the value of the rating range. There 
were 36 trials in each block of melodies (four blocks in total). In half of the trials, the 
melody was followed by a congruent probe, while in another half it was followed by 
an incongruent probe. GOF ratings and the corresponding confidence ratings for each 
type of probe were recorded. The whole experiment takes about 45 minutes to an 
hour to finish.  
3.6.4 Results 
Data in both experiments are analysed using linear mixed effects models with 
the R (RStudio v. 1.0.44) package ‘lme4’. Linear mixed effects models conduct 
regression analysis of fixed and random effects, which are considered based on the 
experimental design, as suggested by Barr, Levy, Scheepers, & Tily (2013). 
Depending on the data type, function the functions ‘lmer’ (continuous dependent 
variables) or ‘glmer’ (non-continuous variables such as binomial responses) were 
used. ‘lmer’ provides t-test results while ‘glmer’ provides z-test results. 95% 
confidence intervals of the fixed effects are calculated by the ‘confint’ function, and 
the reported values represent the lower and upper confidence limits for each 
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parameter of a fitted model. Model comparisons are made using the chi-square 
likelihood ratio tests. If there is no significant difference between models based on 
the tests, the model with a lower unexplained residual error value is chosen as the 
final model. 
3.6.4.1 Auditory acuity test and stimuli familiarity 
This test measures participants’ ability to detect pitch differences between 
pairs of 12TET tones and the direction of the difference (contour). The chance level 
was .33 (three possible responses) and the mean accuracy rate (proportion of correct 
responses) was .68, which is above chance level.  
In the post-task questionnaire, participants were asked to rate their prior level 
of familiarity with the kind of stimuli from 1 to 5. The mean familiarity rating of 
both the PDD and GOF tasks was 1.67. The low mean value confirms that the 
microtonal tuning systems are novel to them.  
3.6.4.2 PDD task 
We compared the deviant tone detection performance between Group 1 and 2 
participants. Group 1 has the PDD task as their first task (“PDD-Non-exposed”), 
while Group 2 participants do the GOF task first (“PDD-Exposed”). It is expected to 
observe better performance in the group that is pre-exposed to the tuning systems 
(i.e. Group 2). In this set of responses, we can extract the proportion of times a 
deviant tone is accurately detected i.e. the Hits (when they responded ‘DIFFERENT’ 
in the trials where a pitch shift has occurred). We can also measure the proportion of 
times that participants responded ‘DIFFERENT’ in trials where the deviant was 
absent i.e. the False alarms (FA). It might seem sensible to delineate the performance 
by calculating a d-prime (d’) value based on the hit and FA rates according to the 
signal detection theory (MacMillan, 2002). However, d’ is derived from the Hits and 
  57 
FAs across all the trials of the corresponding conditions, which results in one d’ 
value for each participant. A model with just the d’ values is less informative in 
learning conditions than a model that considers the ongoing changes in responses or 
accuracy. With a model of the ongoing Hit rate (accurate detection) or FA recorded 
over time (with the time course indicated by the trial numbers considered in the 
model), we can find out whether the hit rates increase or the FA decreases across 
trials. At the same time, we can examine whether the response accuracy is affected 
by other factors such as the pitch difference between the original and the deviant 
tones (the replacement of the original tone). Therefore, we present three models of 
the PDD data below: ongoing Hit rates in trials with a deviant tone, ongoing FA in 
trials without a deviant (but participants reported detecting one), and d’, a 
representation of the overall performance. Here is a list of fixed effects (fixed effects 
1 to 5) considered in the models. In all the models, we expect responses to vary 
considerably between participants and they would depend on each participant’s 
baseline level responses (intercept), which we have taken it as the random effect. 
1. Tuning system of the melody: 12TET (Control), 11TET, WF, and 
81P. Performance is expected to be best in 12TET, then 11TET, 
WF, and worst in 81P. 
2. Exposure: Non-exposed vs Exposed. Performance is predicted to be 
better after exposure due to the increase in familiarity with the 
tuning systems. 
3. Deviant tone position: the tone location in the melody where the 
pitch shift occurs. A participant may ‘tune in’ to the system of a 
melody more as the number of pitches heard increases, such that a 
later deviant is more readily detected. The expectation of a possible 
incoming deviant tone might develop when the end of a melody is 
approaching. Therefore, we expect an increase in accuracy in 
detecting deviant tones that appear later in the melody.  
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4. Pitch Distance: the pitch frequency difference between the original 
tone in the first playing of the melody and the deviant tone, which 
replaced it in the second playing. It is hypothesized that the deviant 
tone is more likely to be detected when the pitch distance increases.  
5. Timeline of the experiment, quantified by the Trial numbers. 
Performance is expected to improve when the trial number 
increases (corresponding to gradual learning).  
1.3.6.4.2.1 Model 1: Hits / successful deviant detection 
 
Figure 3.4. Mean Hit rate in the PDD task (from trials with a deviant tone).  
The first analysis was conducted on the Hit rate (i.e. accuracy in detecting the 
deviant tones among trials with a pitch shift). Responses with RT less than 100ms or 
longer than 1000ms from the onset of the deviant tone are considered incorrect. 
Function ‘glmer’ for binomial data (for each data point (each trial), 1 = correct, 0 = 
miss) is used for the analysis. Figure 3.4 shows the mean hit rates in the PDD task. 
The mean hit rates are generally higher in the exposed than the non-exposed group, 
but overall, they are below chance level (0.5). This implies that the task is difficult, 
but the models below can inform us whether this is due to trials where the pitch 
difference between the original and the deviant tones are too small to be detected, 
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which might have affected the detection accuracy or systematic but potentially 
changing bias. Furthermore, if the performance was actually due to chance 
performance, the following model would show no significant predictors amongst 
those we hypothesised. Rather, performance at or below chance can still be 
systematic, and if so, we would find the predictors being significant in the model. 
That would support the view that the performance was not by a chance mechanism, 
even if no better than a chance mechanism would give.  
Table 3.2 below shows the summary of the model with the estimated 
coefficient of each fixed effects on the Hit rate (Column ‘Estimate’ under ‘Fixed 
effects” in Table 3.2). Fixed effects 1 to 5 described above are considered in the 
analyses but Table 3.2 will show the final model with the significant effects only. 
The model indicates a significant effect of Tuning, Deviant tone’s position in the 
comparison melody, and the Pitch distance between the original and the deviant tone. 
Trial (timeline of the experiment) is included as a fixed effect (even though it is not 
significant) as the model anticipates that the hits would vary systematically with time 
between individuals.   
As predicted, accuracy increases when the pitch distance between the original 
and the deviant tone becomes larger, z = 10.43, p <.001, 95% CI [.41, .60]. In 
addition, again as hypothesised there was an increase in accuracy when the deviant 
tone was presented later in the melody z=12.52, p < .001, 95% CI [.34, .46]. 
However, while the tuning system influenced the response, contrary to our 
hypothesis, accuracy did not increase significantly in the Control (12TET) tuning or 
11TET which is most similar to 12TET. It in fact increased significantly when the 
tuning system is WF, z = 2.09, p = .04, 95% CI [.02, .59], a tuning that is less similar 
to 12TET but structurally closer to the diatonic scale (both have two step sizes). 
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Exposure was found to be insignificant, and it has been removed from the final 
model. We had conducted another model that includes the source/tuning of the 
deviant tone as one of the fixed factors but it was not a significant predictor.  
Table 3.2. Summary of Model 1: Hits in the Pitch Deviant Detection (PDD) 
task. It describes the Hits change as a function of fixed effects and random effects on 
participant (intercept, trial number).  
Random effects:    
Groups   Variance  
ID (Participants) (Intercept) .36   
 Trial <.001  
Residual   .95  
    
Fixed effects:    
 Estimate SE  p-value 
(Intercept) -3.85 .25 <.001 
Tuning: 11TET (vs 12TET) .15  .15 .32 
Tuning: WF (vs 12TET) .30 .14  .04 
Tuning: 81P (vs 12TET) .18 .15  .23 
Deviant location .40 .03 <.001 
Pitch Distance .51 .05 <.001 
Trial (Time) -.0004 .001 .71 
    
 
As predicted, the model on detection accuracy in trials with the presence of a 
deviant tone reveals the importance of pitch distance and the position of the deviant 
tone in the comparison melody. While it is expected that the larger the pitch 
difference between the original and the deviant tone would result in enhanced 
performance, the influence of position in the melody might imply the additional 
contextual information given by the number of tones before the presence of the 
deviant is being helpful. Furthermore, the model indicates a significant improvement 
in detection accuracy in WF only, a tuning system that is less similar to 12TET 
compared with 11TET. Performance was not significantly better when the melody is 
in the participants’ most familiar tuning system (12TET), which was unexpected. At 
the same time, accuracy did not decrease significantly in the 81P condition. This 
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means performance that relied on pitch memory was similar across both the familiar 
and the novel tuning systems, but it was exceptionally better with WF. Next, we 
conducted a model on the False Alarm (FA) rate in trials without a deviant tone, 
where participants had responded as if they have heard one.  
1.3.6.4.2.2 Model 2: FA in trials with no deviant tones 
This model analysed the ongoing mistakes of indicating the presence of a 
deviant tone made when there was in fact none. Similar to Model 1 above, it is a 
trial-by-trial measurement (therefore it is a set of binomial data), which allows us to 
know if FA decreases over time because of learning (an improvement of pitch 
memory). We expect FA to be lower after exposure, and when the melody is in the 
tuning systems that are more similar to 12TET. 
 
  
Figure 3.5. Mean False Alarm rate in trials without a deviant tone in the 
PDD task. 
Figure 3.5 shows the mean FA rate across tunings of the melody, which was 
below .25 overall. We conducted a mixed effects model (not shown) with the same 
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fixed factors as that on the Hit rate and the model reveals a significant effect of Trial, 
Estimate = -.003, z = -2.75, p = .005, 95% CI [-.005, -.0009]. There is a significant 
decrease in FA over trials of the task, which implies participants were becoming 
better at remembering the first playing of the melody, regardless of which tuning 
systems it was in. This improvement of pitch memory for pitches of each tuning 
systems would assist the participants with detecting any pitch shifts in the second 
playing of the same melody. Although there was a bigger drop in mean FA after 
exposure in the WF melodies (see Figure 3.5), consistent with the results of Table 
3.1 effects of Tuning and Exposure were not significant. This suggests memory of 
pitches of a familiar or an unfamiliar tuning system is overall similar, and it remains 
at the same level even after exposure.  
1.3.6.4.2.3 Model 3: d’ in the PDD task 
We conducted a separate model on the d’ (d’ = z score of the Hit rate 
(proportion of correct detection in trials with a deviant) minus z score of the FA rate 
(proportion of FA in trials without a deviant)). d’ here is an aggregate measure of the 
performance of each individual participant on each tuning system, i.e. there are four 
d’ measures per participant.  Because these d’ values already subsume the responses 
with different deviant pitch distances, different positions within the melodies, pitch 
distance between the original and the deviant tones, they can only be modelled on the 
basis of the few remaining factors. Thus the model of d’ only has two fixed factors: 
Tuning of the melody and Exposure. ‘lmer’ function from the ‘lme4’ package in R is 
used for this continuous variable (t-tests are used in ‘lmer’). Results revealed no 
significant influence of Exposure or Tuning of the melody and individual differences 
contributed .25 of the variance (unexplained residual = .27). While d’ is commonly 
used for such a task format (signal/deviant detection), the ongoing changes in Hit and 
  63 
FA rate provides more information about possible learning over time. So far, we 
found a decrease in FA over time, and Hit rate was improved by the increase in pitch 
distance between the original and the deviant tone, as well as the position of the 
deviant being later in the melody. The next approach is to analyse the reaction time 
in responding to the deviants. 
1.3.6.4.2.4 Model 4: RT of correct detection in the PDD task 
This analysis targets the RT in responding to the deviant tones during the 
PDD task. We assess whether RT would vary among tunings of the melodies in the 
direction of their level of similarity to 12TET, and whether it would become faster 
after exposure. Figure 3.6 shows that mean RT in correctly detecting a deviant tone 
was less than 700ms overall after its onset, meaning that participants on average 
responded within two tones after the deviant tone was presented.  
 
Figure 3.6. Mean reaction time (in milliseconds) in correctly detecting the 
deviant tones in the PDD task.  
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A mixed effects model was conducted on the RT data of correct detections 
among trials with the presence of a deviant tone in the comparison melody. The 
model considers fixed effects 1 to 5 listed earlier with random effects by participants. 
RT less than 100ms or longer than 1000ms after the offset of the deviant tone were 
rejected from the analysis (an average of 13 responses per participant were 
removed). As with the accuracy data, Deviant tone position was significant, t(619.2) 
= -11.51, p <.001, 95% CI [-67.88, -48.13], such that the later the deviant tone 
located in the melody, the faster the RT. However, inconsistent with our prediction, 
the effect of Tuning or Exposure was not significant. Also, unlike the last model, RT 
did not change significantly when the pitch distance of the original and the deviant 
became larger.  
To summarise Models 1 to 4 of the PDD data: learning is implied by the 
improved pitch memory of the tuning systems over trials (reduction of FA) 
regardless of the implementation of exposure. The location of the deviant tone has 
coherent effects on both the accuracy and RT, since faster response with higher 
accuracy is found when the deviant tone was presented later in the melody. As 
expected, bigger pitch distance between the original and the deviant tone facilitates 
detection, but such facilitation also relies on the participants’ pitch memory of the 
melodies. Model 1 indicates that pitch memory was superior in the WF melodies, 
while it was similar among 12TET and the other two systems. This finding is 
surprising as we expected that performance would be best in 12TET melodies since 
it is the tuning system that participants are most familiar with. We speculate that 
perhaps this is related to the structural similarity of WF with the diatonic scale, 
which are both unequal tempered with two step-sizes. Nonetheless, the analyses 
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below will look further into whether the learning of pitch membership of WF would 
also be better than the other three systems.  
The next set of analyses will consider the responses in the GOF task. 
Responses include the forced-choice judgment on whether the probe ‘FITS’ or 
‘DOESN’T FIT’ with the melody, and the corresponding confidence ratings.  
3.6.4.3 GOF task: Forced-choice responses to congruent and incongruent 
probes 
In each trial of the GOF task, participants were presented a melody (from one 
of the tuning systems) followed by a probe tone (congruent or incongruent), and they 
were required to judge whether the probe ‘FITS’ and ‘DOESN’T FIT’ with the 
melody. If participants have learned the pitch membership of the tuning systems 
through exposure, we expect probes from the same tuning system of the melody 
(congruent probes) are considered ‘fit’ more often than probes from an alternative 
system (incongruent probes). Here, we analysed the forced-choice responses by 
calculating the Hit rate in considering congruent probes as FIT and the False Alarm 
(FA) rate in considering the incongruent probes as FIT. (Note that an FA here is not 
an error, merely a preference, and similarly for a Hit.) Figure 3.7 shows that on 
average (regardless of exposure), FA was higher than Hits, and the Hit rate was close 
to the chance level. The models below will inform us whether they vary significantly 
among tuning systems and levels of the other fixed effects including Exposure and 
the participants’ Auditory acuity test performance. 
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Figure 3.7. Mean Hit rate and mean False Alarm rate in the GOF task.  
 
Two models were conducted, for the Hit rate and the FA rate data 
respectively. Tuning system of the melody, Exposure, and participant’s auditory 
acuity performance (proportion of correct responses) are considered as fixed effects 
in the models, as well as the random effects by participants. The model of the Hit 
rate data did not find any significant effects from those fixed factors. However, the 
model conducted on the FA data indicated an unexpected result (see Table 3.3). FA 
rate was lower before exposure, t(28) = -3.03, p <.01, 95% CI [-.19, -.03]. More than 
60% of the time participants have considered an incongruent probe as FIT after they 
have performed the PDD task. However, this did not vary significantly across tuning 
systems. From the results of these models, pitch membership learning might not be 
successful after this length of exposure. However, an increase in FA after exposure 
indicates larger acceptance of tones from the other tuning systems. This could be due 
to memory of the pitches of each tuning system from the PDD task, so that although 
participants have not consolidated their knowledge about pitch membership, this 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Hit rate False Alarm rate
Probe type
Non-Exposed
Exposed
  67 
memory has led them to accept and consider those pitches being a good-fit with the 
melodies in the second phase, as they now sound familiar.  
Table 3.3. Summary of model: False alarm rate in considering incongruent 
probes as ‘FIT’ in the GOF task 
Random effects  Variance   
 Participant .01  
 Residual .02  
    
Fixed Effects Estimate SE p-value 
(Intercept) .70 .08 <.001 
Tuning: 11TET (vs 12TET) .02 .04 .56 
Tuning: WF (vs 12TET) .04 .04 .34 
Tuning: 81P (vs 12TEt) .04 .04 .33 
Exposure -.11 .04 .008 
Auditory acuity -.06 .11 .56 
 
3.6.4.4 GOF task: Confidence ratings 
The following model analysed the mean confidence rating participants gave 
after each forced-choice response in the GOF task. Participants responded by 
clicking on a continuous dialogue-rating bar valued from 1-20 (participants were not 
told about the value). The mean confidence rating overall is above 10 (see Figure 
3.8), which is above the mid-point of the scale. Fixed factors included in the model 
are the Tuning system of the melody, Exposure, Type of Response (FITS/ DOESN’T 
FIT), and the Type of Probe (congruent vs incongruent). We predict the confidence 
ratings to be higher after exposure but similar between probe types. Consistent with 
the prediction on the learning of pitch membership, we expected the ratings to be 
highest in the 12TET melody condition, followed by 11TET, and lower for WF and 
81P.   
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Figure 3.8. Mean confidence rating in the GOF task across tunings of the 
presented melody and the forced-choice responses.   
The model indicated a significant effect of Response type, that confidence 
rating decreased significantly when participants considered the probe being ‘un-fit’, 
t(445) = -8.19, p <.001, 95% CI [-2.62, -1.61]. In other words, participants were 
more certain about their decision when they considered the probe being a good fit 
with the melody, but less certain when they have to reject the probe. There is also a 
sign of an increase in rating when the melody was in WF, t(445) = 1.90, p = .06, 95% 
CI [-.02, 1.41].  
3.6.5 Summary of Experiment 1 
Experiment 1 has measured pitch memory (inferred by deviant detection), as 
well as the learning of pitch membership among tuning systems that are different 
from the familiar 12TET system to various extents. Somewhat contrary to our 
prediction, pitch deviant detection accuracy was similar among 12TET, the 
participants’ familiar system, 11TET, and 81P, while it was significantly better when 
the melodies are from WF. We speculate that this might be due to its asymmetric 
step sizes, which is similar to the diatonic scale that is used widely in Western tonal 
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music. In regards to the learning of pitch membership, we compared the forced-
choice responses (FITS/DOESN’T FIT) upon the congruent and the incongruent 
probes, as well as the confidence ratings of that response. Again, we did not find 
superior performance in the 12TET condition. While the accuracy in taking 
congruent probes as ‘FITS’ was around chance level, the FA rate in accepting 
incongruent probes increased after exposure. This suggests the possibility of 
confusion between tuning systems in the PDD task, as the tuning of the melodies in 
that task is randomised by trial. An increase in FA might imply participants have not 
differentiated pitches between systems and therefore have considered some of the 
non-members (incongruent) as congruent. Nevertheless, if that is the case, it also 
means that participants have well remembered the pitches of the microtonal systems 
from the PDD task.  
In the next experiment, we provided clearer contextual information about the 
tuning systems, which we expect it to be beneficial for learning. In Experiment 1, 
melodies were blocked by tuning in the GOF task but they were randomised in the 
PDD task. This might have made it difficult for participants to learn the pitch 
membership and therefore no significant difference between exposure groups in the 
GOF data was observed. In the second experiment, we grouped the melodies in the 
PDD task by tuning as well as those in the GOF task. By doing so, we expect the 
learning of pitch membership of each tuning system would be facilitated.  
3.7 Experiment 2 
3.7.1 Participants, stimuli, and procedure 
We recruited another 30 non-musicians from the same university (21 females, 
Mage = 24.57years, SD= 5.72) with an average OMSI score of 96.53 (SD = 55.54). 
The ways the stimuli were generated, equipment used, and the procedures were the 
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same as Experiment 1, but the melodies were grouped by tuning. In both tasks, there 
are four testing blocks and each block contains melodies of only one tuning system. 
The order of the blocks is counterbalanced for each participant.  
3.7.2 Results 
 
3.7.2.1 Auditory acuity test 
First, we present results of the auditory acuity test allocated at the beginning 
of the experiment and then the responses in the PDD task. As in Experiment 1, the 
auditory acuity test is a measurement of the participants’ sensitivity to pitch 
differences between 12TET pitches. The mean accuracy in the auditory acuity test 
was .72, which was slightly higher than that in Experiment 1 (chance level = .33). It 
shows that although our participants were not musically trained, they have good 
pitch discrimination and contour perception. The Mean prior level of familiarity with 
the kinds of stimuli from the post-task questionnaire was again low as expected, 1.72 
(scale 1 to 5).  
3.7.2.2 PDD task: Hits and FA 
 
Table 3.4. Mean Hit rate and FA rate in the PDD task in Experiment 2. 
Number in brackets represents the standard error of the mean 
 12TET 11TET Well-formed 81-Prime 
 Hit rate FA Hit rate FA Hit rate FA Hit rate FA 
Non-
exposed 
.41 
(.03) 
.22 
(.02) 
.38 
(.03) 
.22 
(.02) 
.36 
(.03) 
.26 
(.03) 
.39 
(.03) 
.24 
(.02)  
Exposed .38 
(.03) 
.16 
(.02) 
.30 
(.03) 
.16 
(.02) 
.37 
(.03) 
.21 
(.02) 
.35 
(.03) 
.17 
(.02) 
 
Table 3.4 shows the mean hit rates and FA rates of responses in the PDD 
task, where hit rates represent the accuracy in detecting the deviants in trials with 
pitch shifts in the comparison melodies, while FA refers to incorrect indication of the 
presence of a deviant tone when there was none. Better task performance is reflected 
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by a higher hit rate and a lower FA rate, which is expected to be observed when 
melodies are from 12TET and similar systems and when the task was performed 
after exposure.  
Two mixed effects models were performed on the Hits and FAs (time series-
like measurement of responses across trials) with the same fixed effects and random 
effects as those in Experiment 1. Similar to the results in Experiment 1, Hit rate 
increases when the deviant tone appeared later in the melody, z = 9.18, p <.001, 95% 
CI [.20, .32], and when the pitch difference between the original and the deviant tone 
grew, z = 10.58, p <.001, 95% CI [.40, .58] (see Table 3.5). However, unlike 
Experiment 1, hits did not increase significantly for the WF condition. It also slightly 
decreased over time, which might be due to fatigue, z = -2.13, p = .03, 95% CI [-
.004, -.0001]. In regards to the FA rate data, none of the fixed effects were 
significant unlike Experiment 1, which showed a gradual decrease in FA over time. 
Perhaps when more contextual information from the blocking of the melodies is 
provided, it has reduced the confusion between tuning systems and led to better pitch 
memory of the melodies. The effect of Exposure remains insignificant for both sets 
of data.   
d’ value of each participant per tuning system was measured based on the 
proportion of correct detection in trials with a pitch shift and the proportion of FA in 
the absence of a deviant. A mixed effects model revealed no significant difference in 
d’ between tuning systems of the melody as well as between exposure groups, which 
is consistent with the results in Model 3 in Experiment 1.  
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Table 3.5. A model summary of the accuracy in PDD among trials with a 
pitch shift in Experiment 2. 
Random effects  Variance   
 Participant .54  
    
Fixed Effects Estimate SE p-value 
(Intercept) -2.31 .28 <.001 
Tuning: 11TET (vs 12TET) -.23 .13 .09 
Tuning: WF (vs 12TET) -.13 .13 .33 
Tuning: 81P (vs 12TET) -.07 .13 .58 
Exposure: Non-exposed (vs 
Exposed) 
.21 .29 .46 
Deviant location .26 .03 <.001 
Pitch Distance .49 .05 <.001 
Trial (Time) -.002 .001 .03 
 
3.7.2.3 PDD: RT in correct deviant detection 
Similar to the approach in Experiment 1, we analysed the RT of correct 
deviant detections. We expected to find faster RT after exposure in 12TET melodies 
and systems that are structurally closer to them. Figure 3.9 shows the mean RT of 
such detection. RT was generally shorter before exposure among 12TET and 11TET 
melodies, but was slightly longer in the WF and 81P melodies. We performed the 
following model with the assumption of the melodic Tuning, Exposure, Deviant 
location, Trial (Time), and Pitch Distance being the fixed factors.  
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Figure 3.9. Mean reaction time (in milliseconds) of correct deviant detection 
in Experiment 2: PDD task. 
The model suggests that RT decreased significantly when the deviant tone 
was placed later in the melody, Estimate = -46.15, t(842.80) = -11.43, p <.001, 95% 
CI [-54.07, -38.24], and when the pitch distance increases, Estimate = -14.94, 
t(827.60) = -2.59, p =.01, 95% CI [-26.26, -3.62]. In addition, RT was significantly 
lower in the 81P condition, Estimate = -53.17, t(826.90) = -2.11, p = .04, 95% CI [-
102.67, -3.67], which was not observed in Experiment 1. In addition, RT increases in 
the later trials, Estimate = .36, t(827.60) = 2.47, p = .01, 95% CI [.07, .65]. 
Inconsistent with our hypothesis, in all the models on PDD the effect of Exposure 
was not significant.  
Consistent with Experiment 1, the location of the deviant tone in the melody 
and the pitch difference between the original and the deviant tone play an important 
role in PDD. Accuracy increases with faster response to deviant tones that appear 
later in the melody. This finding has further supported our speculation that an 
increase in the number of pitches of the tuning system of the melody heard before the 
deviant tone might have allowed the participants to ‘tune in’ to the context and 
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become better at detecting any pitch shifts that follow. PDD was also enhanced by 
the increased pitch distance between the deviant and the original tones. The new 
arrangement of the stimuli (blocking the melodies by tuning in the PDD task) has led 
to less variations of FA during the task, unlike Experiment 1 where FA decreases 
over the time course of the experiment. In fact, FA of all the tuning systems are 
lower in Experiment 2 than Experiment 1, especially after exposure where FA are at 
least .1 lower than those in Experiment 1. The blocking of melodies seems to achieve 
its purpose of providing clearer representation of each tuning system, which has then 
improved pitch memory of the melodies. However, it seems longer may be required 
for full learning of the systems. Interestingly, RT was faster when the melodies are in 
81P, which is a system with the most distanced features from 12TET.  
3.7.2.4 GOF task: Hit rate, FA rate, and Confidence ratings 
This section presents the analyses of the responses in the GOF task. They 
include the forced-choice response in the judgment of GOF of the probe presented 
after each melody and the confidence ratings of each judgment. The probe is either 
from the same tuning system (congruent) or a different system (incongruent) of the 
just presented melody. We hypothesized that if participants have sufficiently learned 
the pitch membership of the tuning systems, congruent probes will be judged ‘fit’ 
with the melody more often than the incongruent probes. We also expect a higher 
level of confidence in the GOF judgments after than before exposure.  
We first separated the data into two sets of response: Hits and FA. Hits refers 
to times where participants had judged the congruent probes ‘fit’ with the melody, 
while FA refers to trials where incongruent probes were considered ‘fit’. In the first 
model, we analysed the Hits with Tuning, Exposure, and Auditory acuity test 
performance being the fixed effects. Consistent with the results in Experiment 1, 
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none of the fixed effects were significant (see Table 3.6 for mean and standard error). 
For the FA in considering incongruent probes ‘fit’, we conducted another model with 
the same fixed effects. While there was no significant influence from the exposure 
nor the tuning of the melody, participants with a higher score in the auditory acuity 
test tended to have a lower FA rate, Estimate = -.22, t(27) = -2.36, p = .03, 95% CI [-
.40, -.04]. This indicates pitch members are learned better among individuals with 
better pitch discrimination and contour perception ability. 
Table 3.6. Mean and standard error of the confidence ratings, Hit rate and 
FA rate in the GOF task in Experiment 2 
 Confidence Ratings  12TET 11TET Well-
Formed 
81-Prime 
 Congrue
nt 
Incongr
uent 
 Hit 
rate 
FA Hit 
rate 
FA Hit 
rate 
FA Hit 
rate 
FA 
FITS 10.76 
(.31) 
 
11.42 
(.29) 
Non-
Exposed 
.50 
(.05) 
.62 
(.06) 
.57 
(.04) 
.61 
(.03) 
.48 
(.04) 
.65 
(.05) 
.48 
(.06) 
.58 
(.05) 
DOE
SN'T 
FIT 
9.66 
(.29) 
9.42 
(.30) 
Exposed .47 
(.04) 
.57 
(.04) 
.40 
(.03) 
.64 
(.04) 
.51 
(.03) 
.56 
(.03) 
.44 
(.05) 
.63 
(.04) 
 
The third model analysed the confidence ratings of the forced-choice 
FITS/DOESN’T responses in the GOF task. The model considered Exposure, Tuning 
systems, Response Type (FITS/DOESN’T FIT), and Probe type 
(congruent/incongruent) as the fixed effects, while individual differences among 
participants as the random effects. Results revealed a significant difference in rating 
between Response types, that confidence rating was lower when participants 
considered the probe being unfit to the melody, Estimate = -1.55, t(445) = -6.40, p 
<.001, 95% CI [-2.02, -1.07]. This result is similar to that in Experiment 1. The rest 
of the fixed effects were not significant and the random effect contributes 3.97 of the 
variance (Residual = 7.02). 
Overall, most of the results in Experiment 2 are consistent with those in 
Experiment 1, even after we have blocked the melodies by tuning in the PDD task. 
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Deviant tone position and pitch distance remain important in PDD, and confidence 
ratings were higher when participants considered the probe ‘FITS’ with the tuning 
context of the melodies in the GOF task. Nonetheless, the negative correlation 
between auditory acuity and the FA in the GOF task imply that listeners with higher 
sensitivity to pitch changes are quicker in learning pitch membership in unfamiliar 
tuning systems, which we did not find in Experiment 1. This result together with the 
reduction of FA in PDD indicates that the blocking of melodies by tuning system in 
Experiment 2 might have been beneficial but longer exposure may be needed for 
adequate learning. 
3.8 Discussion 
The current study has taken an exploratory approach in investigating 
listeners’ perception of microtonal tuning systems that vary in their similarity to 
12TET, the system commonly used in western tonal music. Compared with the 2-
week training introduced in Zatorre et al., (2012), our participants were exposed to 
the new systems and tested much more quickly: within a one hour experimental 
session. While this sounds like a huge difference, this length of time is similar to that 
in many statistical learning studies (see Rohrmeier & Rebuschat, 2012). In fact, 
(Pena, Bonatti, Nespor, & Mehler, 2002) found that learning the statistics of a 
particular language segmentation can occur within two minutes.  
In particular, we aimed to collect baseline data about how non-musicians 
perceive the pitch structure of music systems that they have never been exposed to, 
and within such a short period of time, how much information they could acquire. 
The tasks (PDD and GOF) we implemented in the experiments allow us to measure 
the participants’ ability to remember relative pitches of each tuning system and their 
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knowledge about which relative pitches belong to which system. In sum, we find 
various indications that familiarity develops detectably during such brief exposure, 
but learning seems far from complete. While we expect superior performance in the 
12TET condition, there was no significant difference among tuning systems in both 
the PDD and the GOF task, except in Experiment 1 where PDD accuracy rate was 
significantly higher in the WF condition. As discussed earlier, we suggest that this 
may be due to its similarity to the diatonic scale that also has a two step-size pitch 
interval structure. Considering that most Western classical music is composed based 
on diatonic scales, it is arguable that perhaps participants are even more familiar with 
the diatonic context than the 12TET per se. If that were the case, it would explain 
why task performance was similar between 12TET and the other three unfamiliar 
systems, and the better performance observed in WF would imply an effect of 
structural similarity to their more familiar system/musical scale.  
The models also revealed an important role of contextual information and 
pitch distance in pitch deviant detection. It is not surprising that a bigger pitch 
distance between the original and the deviant tone would result in better 
discrimination. However, an increase in hit rate with speeded response when the 
pitch shift occurred later in the melody might imply the influence of contextual 
information. When the deviant tone was placed later in the comparison melody, it 
increased the number of pitches played before it (the pitches of the first melody and 
the ones before the deviant tone in the comparison melody). The increased amount of 
pitches might have given the participants more time to process the pitch interval 
structure of the melody. Once participants have accustomed to the tuning of the 
melody, this contextual information would then facilitate the detection of a later 
pitch shift. We note that an alternative more trivial explanation is that as a melody 
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progresses, participants gradually expect that the presence of a deviant tone gets 
more likely as they approach its end.  
Compared with pitch memory of individual members of the tuning systems, 
learning pitch membership (i.e. the whole system) may require a longer period of 
exposure. From the around chance level hit rate (accepting congruent probes) and 
high FA (accepting incongruent probes) rate in the GOF task, it is clear that 
participants were uncertain about their judgement. Nonetheless, confidence ratings 
were higher when participants considered the probe FITS the melody, but they were 
less confident when they were rejecting the probes. We also found lower FA when 
participants scored higher in the auditory acuity test. The test demands pitch 
discrimination and the identification of contour, and participants who were better at 
those tasks might have learned the pitch membership more rapidly, and therefore be 
less likely to accept the incongruent probes. Overall, the data indicate the importance 
of contour, and suggest that often the tuning system may be subordinate in effect to 
melodic contour. From the point of view of a composer (e.g. Dean, Bailes, & 
Brennan, 2009), especially one interested in music being approachable by people 
from other cultures, this laxity in relation to tuning system is encouraging. Pitch 
contour may be a shared cross-cultural feature, somewhat like acoustic intensity 
(Balkwill & Thompson, 1999; Balkwill, Thompson, & Matsunaga, 2004).  
3.9 Conclusion 
The design of the current study involves demanding tasks, especially for 
listeners without any prior musical training. Exposure was probably too short for 
maximal consolidation of new musical knowledge, which has made it difficult to 
define whether there are any substantial differences in performance between tuning 
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systems. Yet, it has allowed us to collect some fundamental data about pitch 
perception of microtonal music systems, which has been under-investigated. By 
introducing microtonal systems that are different from the western tonal system in 
various degrees, we could compare them and assess what makes a system easier to 
learn. Instead of 11TET that has the same temperament structure as 12TET, relative 
pitches in WF were recognised best Experiment 1. Performance in 81P, the system 
that deviates the most from 12TET, did not differ significantly from the rest. In other 
words, microtonal systems that have equal and unequal temperament have been 
perceived similarly, while a system with asymmetrical pitch ratios may be learned 
more rapidly, which is consistent with our other work on the learning of a well-
formed microtonal scale (Leung & Dean, submitted (MS 2)). Future research can 
further investigate the perception of music from pitch ratio and pitch difference 
based tuning systems to further disentangle these questions. 
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4 MS 2: Learning Unfamiliar Pitch Intervals: 
A Novel Paradigm for Demonstrating the 
Learning of Statistical Associations Between 
Musical Pitches 
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4.1 Abstract 
While mastering a musical instrument takes years, becoming familiar with a 
new music system requires less time and skills. In this study, we examine whether 
musically untrained Western listeners can incidentally learn an unfamiliar, 
microtonal musical scale from simply engaging in a timbre discrimination task. 
During the exposure phase, 21 non-musicians were instructed to detect a timbre shift 
within short microtonal melodies, and we expected them to incidentally learn about 
the pitch interval structure of the microtonal scale from listening to the melodies 
during the task. In a follow-up test phase, the tone before the timbre shift was either a 
member (congruent) or a non-member (incongruent) of the scale. With an 
experimental paradigm we designed, the incongruent tone was manipulated to be a 
better predictor of the timbre shift than the congruent tone, and therefore we expect a 
faster response time to the shift when participants hear an incongruent tone. By 
controlling the cue before the response target, any changes in responding to the target 
would reflect one’s perception of the cue. A faster response time to the timbre shift 
after an incongruent tone would indicate participants’ ability in differentiating the 
tone from members of the scale and reflect their newly acquired knowledge of the 
pitches, and pitch intervals of the microtonal scale. Results are consistent with our 
predictions. In investigating the learning of a microtonal scale, our study can offer 
directions for future research on the perception of computer music and new musical 
genres in general. 
 
Keywords: incidental learning, pitch intervals, musical scale, microtonality, 
congruency 
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4.2 Introduction 
Music has become more accessible since the late 20th century when different 
music genres and world music from all over the globe can be freely obtained through 
the media. Creating music can be achieved by using computer software, which opens 
room for non-traditional music. Past research has provided insights on how humans 
perceive different attributes of Western music, including tonality, rhythm and timbre 
(Bigand & Poulin-Charronnat, 2006; Krumhansl, 1991; Krumhansl & Cuddy, 2010), 
and how enculturation shapes our music perception (Alluri & Toiviainen, 2012; 
Corrigall & Trainor, 2014). However, the accessibility and diversity of music 
creation nowadays make it sensible to expand our research on understanding how 
one approach novel musical styles and structures. To achieve that, collecting baseline 
data of people learning a new music system is essential. In this paper, we try to 
examine the learning of a musical scale that is novel to listeners of all backgrounds. 
It is a computer-generated musical scale with limited shared features with the 
Western music, unlike music from other cultures (Narmour, 1990). 
The discussions on how we became familiar with a music system through 
enculturation (Eerola et al., 2009; Schellenberg et al., 2002; Unyk & Carlsen, 1987) 
or within an experimental session are not recent. Past research has shown that we 
learn about the compound structure of our native music from an early age (Hannon & 
Trainor, 2007; Lynch & Eilers, 1992; Trainor & Unrau, 2012). We have the ability to 
statistically learn unfamiliar musical structures including finite state grammars 
(Rohrmeier et al., 2011; Tillmann, Bigand, Escoffier, & Lalitte, 2006), musical 
scales from another culture (Krumhansl et al., 1999; Loui et al., 2010), or sequences 
of musical events (Creel, Newport, & Aslin, 2004; Saffran et al., 1999). These 
conclusions were inferred from data on goodness of fit ratings (Krumhansl, 1990a; 
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Krumhansl & Kessler, 1982; Leman, 2000) or forced-choice responses on level of 
familiarity (Kuhn & Dienes, 2005, 2006). In other words, if the participants had 
picked some stimuli as fitting better or being more familiar, the authors considered 
this to reveal that they had learnt that those stimuli followed the artificial grammar or 
musical structure. The findings seem consistent, but the target stimuli being tested 
are usually Western tonal music or music from a limited range of cultures. In this 
paper, we propose a new paradigm based on statistical associations and use that 
model to examine the incidental learning of a microtonal scale that is novel to 
listeners from any cultural background. Incidental learning is defined as one type of 
statistical learning, where participants are exposed to structured materials without 
being told to learn or analyse them (Perruchet & Pacton, 2006). Participants are not 
expected to be conscious about the statistical regularities of the materials. We argue 
that this paradigm is a more sensitive measure of statistical learning than the past 
paradigms, because it is based on listeners’ ability in detecting incongruent events, 
implied by their response to a target that comes subsequently. This paradigm can be 
used not just for measuring the learning of musical structures but also stimuli in other 
modalities. 
4.2.1 Definition of a music system 
A music system may consist of instrumental musical sounds, environmental 
sounds, and other digital sounds, and could be characterised by its tone quality 
(timbre), pitch range and intervals, intensity, and so on. Western classical music is 
one kind of music system, with specific sets of pitches, a single adjacent pitch 
interval ratio, and predominantly based on acoustic instruments and electronic 
counterparts that mimic them and that rely on the same pitch structure. In this paper, 
we focus on musical pitch systems, which include tuning systems and musical scales. 
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Pitch refers to the perception of the fundamental frequency of a tone, while timbre 
refers to tone quality that could differentiate a sound from another, even when they 
have the same pitch (Thompson, 2009). For instance, the same musical note played 
by a piano and a violin has different timbre. It is often determined by the harmonic 
contents (fundamental frequency and overtones) and the dynamic characteristics of 
the sound such as attack and decay. A tuning system is comprised of a selected group 
of pitches, which are describers of musical tones in the system. The arrangements of 
those pitches are defined and remain consistent. For example, Western music follows 
a tuning system where the intervals between pitches have the same frequency ratio, 
and 12 selected pitches repeat continuously in relative frequency (halved or doubled) 
across intervals called octaves (will be explained further in the next paragraph). 
Tuning systems are commonly used to establish tonal hierarchies amongst pitch 
relationships, where for example two notes an octave (12 semitones) apart are 
perceived as better fitting than when one is two semitones away. Tonal hierarchy in a 
musical context is involves this idea that certain musical tones are more stable and 
structurally significant than others in that context. For Western musical scales, the 
first tone of the scale (the tonic) is perceived as the most stable tone, which heads the 
hierarchy. It is followed by the fifth and third scale degrees (the dominant and the 
mediant, respectively), the other (major or minor) scale tones, and finally the non-
scale tones (Krumhansl & Cuddy, 2010; Thompson, 2009). Past research has shown 
that non-musicians are highly sensitive to the tonal hierarchy in Western music 
(Cuddy & Thompson, 1992). 
The 12-tone equal temperament (12-tet) is the common tuning system used in 
Western classical music, where one octave is logarithmically divided into 12 equal 
steps, which forms a fixed interval ratio between pitches in the system. A Western 
  85 
musical/diatonic scale (e.g. C major scale) is a subset of seven pitches from the 12-
tet system, and it consists of a uniform pattern of small and large step sizes (a small 
step in a diatonic scale equals one semitone, while a large step equals two semitones 
or one tone). To examine the learning of a musical scale, it is preferable to use a 
novel stimulus that listeners have never been exposed to (see review paper: 
Rohrmeier & Koelsch (2012)), and an algorithmically formed microtonal system is a 
perfect tool for this purpose. Microtonal systems are commonly defined a music 
system with pitch intervals smaller than a semitone, but its definition has been 
extended to any pitch intervals that are different from 12-tet. A microtonal scale is a 
selection of pitches from low to high pitch, and the structure of the scale can vary. 
For instance, 11-tet is a microtonal scale that divides an octave into 11 equal steps, 
while the 81-prime scale (Dean, 2009) has unequal step sizes throughout without 
octave divisions and additive rather than the normal multiplicative pitch differences 
between members, and is defined based on prime numbers.  Nonetheless, there are 
two structural features we have kept in our choice of microtonal scale; these being 
similar to the diatonic scale to facilitate learning: being well-formed (Carey & 
Clampitt, 1989) and having an asymmetrical pattern of small and large step sizes. 
A well-formed scale is a structured division of an interval of repetition and it 
contains two evenly distributed step sizes. It is created by stacking a generator 
interval (usually a perfect fifth) repeatedly within the boundary of a particular period 
(typically an octave). When the interval size exceeds the period, the period interval 
will be subtracted. With the repetition of interval stacking and period interval 
subtraction, different step sizes are formed and they will be evenly distributed if the 
scale is well-formed (see Figure 4.1). The number of large steps and small steps in 
each period is always co-prime (no common factors besides 1), which makes the 
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scale asymmetrical (Milne, Carlé, Sethares, Noll, & Holland, 2011). In our 
experiment, a microtonal well-formed scale is created by using the generator interval 
of 354.82 cents, but it follows the same rules and has four small and three large 
steps. We only use one octave in this experiment, with the first tone starting from 
262Hz (pitch frequency of the Middle C / C4 in 12-tet). Due to their relative pitches 
being different from 12-tet, we do not expect Western listeners to be familiar with 
them. Indeed, an algorithmically developed microtonal system allows us to 
manipulate the pitch interval ratios, the number of pitches/steps over a period 
(described as an octave in the diatonic scale), the event frequencies of individual 
pitches, pitch range of the period, and so on. The possibility of manipulation is close 
to unlimited but what we are interested in here is: 1. Can listeners learn the pitch 
intervals of a microtonal scale through mere listening to the melodies created from 
this scale within an experimental session; 2. Can listener retain their knowledge of 
the new scale in a longer term? 
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Figure 4.1. The steps of generating a well-formed microtonal scale with a 
generative interval of 354.82 cents. The Ls refer to large steps and the Ss refer to 
small steps in the scale. The intervals of the large step and the small step are 219 
cents and 136 cents (rounded up) respectively. 
 
In our experiment, learning a microtonal scale involves learning the pitch 
intervals created by the relative pitches of the set of tones that are used to generate 
the melodies, our stimuli. Since we can learn about the pitch intervals of our familiar 
music system from prior exposure, we assume an exposure to those microtonal 
melodies would elicit the same form of learning. Such learning can be reflected by 
one’s ability to discriminate items that are congruent with our knowledge of the 
system and those that are not. According to previous literature on musical 
expectations (Huron, 2006), an out-of-key tone embedded in a melody would create 
a ‘surprise’. This surprise or rise of awareness/alertness is evoked by the listeners’ 
ability to discriminate between tones that create the ‘right’ pitch intervals (that 
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belong to the scale of the melody) and those from a different scale. Other studies 
have also evidenced that we can efficiently detect incongruent musical events, as 
long as we know the musical structure of the presented music well enough. This is 
not just the case with music that we are acculturated with (Bharucha & Stoeckig, 
1986; Bharucha, 1987) but also with newly acquired musical knowledge during 
experimental sessions. Saffran and colleagues (1999) found that adult and 8-month-
old participants who were exposed to a repetition of ‘tone-words’, which were 
musical tones with defined syntactic patterns like syllables in words, showed better-
than-chance identification performance in an immediate test on indicating which 
tone-word in the presented pair was more familiar to them. The authors suggested 
that participants were able to track the induced probability of the co-occurrence of 
particular pitches that formed the tone-words as well as the pitches themselves. The 
consequence of this learning had led the participants to reject items that were 
incongruent with those probabilistic patterns in the immediate identification test. 
Along similar lines, examinations of artificial grammar learning of an unfamiliar 
musical scale (Bohlen-Pierce scale in Loui et al (2010)), musical pitch or timbre 
sequences (Tillmann & Lebrun-Guillaud, 2006; Tillmann & McAdams, 2004; 
Tillmann & Poulin-Charronnat, 2010) were conducted by observing participants’ 
reaction time or familiarity response to congruent and incongruent items. 
Incongruent or less related items were consistently rejected or responded to slower 
than congruent items, which followed the to-be-learnt grammar or musical structure. 
Lengthened reaction time was suggested to be due to the awareness of incongruent 
items, which had led to a longer processing time during the required response. This 
difference in reaction time would only be observed if those items were discriminated 
from the congruent ones. Therefore, testing the awareness of incongruences is an 
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effective way of measuring one’s familiarity to the materials, and this has formed the 
basis of our paradigm. 
4.2.2 Our paradigm 
We envisaged the following paradigm for examining the incidental learning 
of a microtonal scale during a timbre discrimination task. This timbre discrimination 
task involves detecting a timbre shift (from piano to clavichord) in one of the notes 
within a short melody. The unusual feature of this paradigm is its manipulation of the 
relative frequency of the type of note (being a member of the same or an alternative 
musical scale) preceding a timbre shift, such that an incongruent tone has an 
increasing likelihood to be followed by a timbre shift. (Most prior paradigms 
manipulate only features of the tone to which a response is required, and often 
conflate several simultaneous manipulations in so doing, thus complicating 
interpretation). This statistical association between the tone before the timbre shift 
and the incidence of the shift is expected to influence the reaction time in the task. 
In a typical trial, participants are presented with a short 8-tone melody 
generated in synthesised piano timbre. All the tones are expected to be members of 
one musical scale. Any incongruent tone (a non-member of the scale) embedded in a 
melody would create incongruent a pitch interval with the note before it (see Figure 
4.2). The idea is to test whether listeners can detect that incongruent tone. In 
addition, we manipulate the probability of an incongruent tone preceding a timbre 
shift to increase over the time course of the experiment, that it will progressively 
become a good predictor of the shift. If participants respond faster to the timbre shift 
after hearing an incongruent tone, we can deduce that they had perceived that tone as 
being a non-member and were expecting an immediate timbre shift to follow, as 
there is a relatively high positive statistical relationship between these two events. 
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However, this response pattern will only be observed if the participants have become 
familiar with the pitch intervals of the microtonal scale and have learnt the statistical 
association between the incongruent pitch and the timbre shift during the exposure 
and the test phases. If they have not had sufficiently learned the two, they would not 
be able to differentiate between the congruent and the incongruent intervals, and 
their reaction time to the timbre shift would be similar to that in conditions without 
any incongruent pitches. 
 
Figure 4.2. In an experimental trial, a melody played in piano timbre is 
presented. In the congruent condition, all the tones are members of the musical scale 
while in the incongruent condition, there is a non-member/incongruent tone 
embedded in the melody. When there is an incongruent tone, it creates an 
incongruent pitch interval with the tone before it. Participants’ task was to detect 
and respond to the tone that has a timbre shift as quickly as possible. 
 
While this approach seems novel in experimental music research, this 
paradigm is analogous to the masked priming paradigm in multisensory research 
(manipulating the event before the response target, or the prime, which affects the 
response time to the target that comes after, see Forster & Davis (1984) and 
Kinoshita & Lupker (2003)). The effect of priming with congruency manipulation is 
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also commonly used in psycholinguistics research such as semantic priming in a 
lexical decision task (e.g. Neely, Keefe, & Ross, 1989; Wentura, 2000). In such a 
task, participants are presented with the prime followed by a target, then required to 
make a decision, such as whether the target is a word or a non-word. Speeded 
responses to the target were observed when the prime was semantically related to the 
target. Posner & Snyder (1975) argued that manipulating the probability of a 
particular prime preceding a response target activates an expectancy of such a 
relationship and the presence of that prime becomes a cue to the target. With the cost 
and benefit analysis they proposed, it is more cost-effective in terms of cognitive 
demand for the participants to form such expectations, and therefore it takes longer 
for them to respond to the target when it has not been cued by the right prime. In our 
paradigm, the ‘right’ prime would be an incongruent tone as it is likely to be 
followed by the response target, which is a timbre shift. Once participants have learnt 
the association between an incongruent tone and the timbre shift, the presence of an 
incongruent tone becomes a cue to a highly possible timbre change. Response time to 
the timbre shift will therefore become faster. However, if a timbre shift occurs when 
the cue is absent (only hearing the congruent tones), we would observe a lengthened 
response time to the shift due to its unexpectancy.  
Furthermore, unlike previous studies that manipulated both the congruency 
and timbre shift on the response target itself (Marmel, Tillmann, & Delbé, 2010; 
Tillmann et al., 2006), this paradigm dissociates the response target (timbre shift) 
from the pitch shift that creates the incongruence. This will avoid the possible 
influence of timbre on the perceived pitch (Krumhansl & Iverson, 1992) of the items, 
which is crucial in this study. With the pitch shift happening before the timbre 
change, we can be certain that any difference in responding to the target would be a 
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direct influence of the incongruent intervals created by the pitch shift. Besides, with 
our paradigm the response target does not necessarily have to be in the form of a 
timbre shift. It can well be a beep or a burst of white noise. Keeping it as a pitched 
timbre change allows us to check if the pitch range of the response target would be 
an external factor on reaction time, which previously has been neglected in this type 
of testing paradigm. 
4.2.3 Hypotheses 
If participants have sufficiently learnt the pitch intervals of the microtonal 
scale during the exposure phase, we expect pitches that are non-members of the scale 
will be perceived as incongruent. This will apply to melodies from the diatonic scale, 
which participants are already familiar with. Meanwhile, if participants have learnt 
the statistical association between incongruent tones and timbre shifts, we will 
observe a speeded response to the shifts in the incongruent condition. This response 
pattern would suggest that participants are able to perceive the difference between 
congruent and incongruent pitch intervals and a less expected congruent-timbre shift 
pairing would lengthen response time. 
4.3 Methods 
This research was conducted according to the principles expressed in the 
Declaration of Helsinki and approved by Western Sydney University’s Human 
Research Ethics Committee (approval number: H10669). All participants provided 
written informed consent. 
4.3.1 Design 
The experiment is comprised of two sessions that are spaced one-week apart. 
The later session measures any memory of the learnt system remaining from the first 
session after one week. A diatonic scale (C major) is considered as a Control to be 
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compared against the microtonal scale, which is the to-be-learnt musical scale (will 
be referred as the Microtonal condition from now on). In half of the trials, the timbre 
of one note is altered. Participants are instructed to respond to that timbre shift by 
pressing a key as quickly as possible, and the reaction time of correct detection is 
measured. In both the Control and Microtonal conditions, there is an exposure phase 
and two test phases (Immediate and Later). In all phases, the format of the timbre 
discrimination task remains the same, but the stimuli differ in terms of the musical 
scale and congruency conditions.  
In the exposure phase, tones in the melodies are generated from one musical 
scale only (Control or Microtonal), and there is a timbre shift in half of the trials. In 
other words, incongruent tones are not presented during the exposure phase. In the 
Immediate and Later test phases, the pitch before the timbre change can be congruent 
(members of the scale) or incongruent (members of another scale, that not 
conforming the ongoing melodies). In terms of statistical association between the 
type of tone and the timbre shift, the likelihood that a timbre shift is preceded by a 
congruent tone is one during exposure. Note that in the exposure phase there is an 
equal chance of a congruent tone being followed by or not followed by a timbre shift 
due to the equal number of trials that consist or not consist of a timbre shift. 
Therefore, perceptually, congruent tones are not good predictors of a timbre shift to 
begin with. In the Immediate test phase, where participants start hearing the 
incongruent tones, the likelihood of a congruent tone being preceded by a timbre 
shift gradually reduces. That is because a timbre shift can now be followed by an 
incongruent tone. In fact, most of the time, an incongruent tone will be followed a 
timbre shift, which makes it a better predictor than the congruent tone (see Table 4.1 
and Figure 4.3). 
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Table 4.1. Likelihood of a Congruent / Incongruent tone followed by a timbre 
shift in the test phases. 
Test Phase  Timbre change Likelihood 
Exposure Congruent Yes  1 
  No 1 
 Incongruent Yes 0 
  No 0 
Immediate Test Congruent Yes Starting with 1, then 
gradually reduce over 
trials 
  No 1 
 Incongruent Yes Starting with 0, then 
gradually increase over 
trials 
  No 0  
Later Test Congruent Yes Continue to reduce 
from the last trial of 
the Immediate Test 
  No 1 
 Incongruent Yes Continue to increase 
from the Immediate 
test 
  No 0 
 
 
Figure 4.3. The likelihood of a congruent or an incongruent tone being 
followed by a timbre shift in the Immediate and Later tests over time. 
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4.3.2 Stimuli and materials 
Stimuli are 8-tone melodies generated from either the diatonic (Control) or 
the microtonal scale, with a note duration of 400ms. Three sets of melody index are 
generated using an algorithm written by YL in the Max software (Cycling ’74); one 
for the exposure phase and one each for the Immediate test and the Later test. Each 
melody is generated by choosing the first note randomly from the scale, and the 
successive notes are based on the number of semitones/steps from the note before it. 
In order to avoid repetitions of notes within a melody, a simple random sampling 
without replacement is conducted in the selection of the successive notes (all the 
potential notes have an equal chance of being selected, and the ones that have been 
selected previously are excluded from the pool). Tones in melodies between Control 
and Microtonal conditions are matched in terms of note arrangement of members of 
the scales (based on the indexes generated by the software). Pitch adjustment of the 
microtonal melodies was performed using the HexBridge Max Patcher written by 
Andrew J. Milne.  
The pitch range of the microtonal melodies is equivalent to two octaves in the 
C major scale (262 to 1047Hz). A C major scale is a selection of seven pitches from 
the 12tet system, with a consistent pattern of two small (1 semitone) and five large (2 
semitones) step sizes across octaves/periods (1 semitone = 100cents). The microtonal 
scale we use partially resembles it. It has seven pitches in each period with two step-
sizes (small: 136 cents; large: 219 cents). However, there are three large steps and 
four small steps in each period. The beginning and ending pitches in each period are 
the same as the diatonic scale, but the pitches in between are different. While the 
diatonic scale has a pattern of L (Large step), L, S (Small step), L, L, L, S; the 
microtonal scale has a pattern of L, S, L, S, L, S, S.  
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The interval between the current and the next note is controlled. According to 
Narmour’s implication-realization model (Narmour, 1990) of the 12-tet system, two 
notes that are five semitones apart are perceived as a small interval while those that 
are seven semitones apart are perceived as a large interval. The principle of 
Proximity proposes that listeners expect small intervals more often than large 
intervals in melodies. The principle of Intervallic Difference assumes the expectation 
of a large interval being followed by a smaller interval instead of another large 
interval, and a small interval being followed by another small interval. While there 
are other principles proposed by the model, such as Registral Return or Closure on 
contour changes, in the algorithm we have only sought to fulfil the rules of Proximity 
(in terms of the definition of small and large intervals and the probability of small 
and large intervals in melodies. The largest possible pitch interval between tones is 
seven semitones/small steps) and Intervallic Difference, that a large interval will 
usually be followed by a smaller interval. We do not assume that listeners will 
approach the new scale the same way as the diatonic scale.  
Here is how a melody is generated in full. Using a diatonic melody as an 
example, after the first note of the melody has been chosen from a diatonic scale, 
each successive note is randomly selected from the pool of notes that are no more 
than seven semitones apart from the current note using the method of simple random 
sampling. Because of that, there is no repetition of notes within each melody. Seven-
semitones is equivalent to seven small steps or 3 large steps (1 large step = 2 small 
steps) and 1 small step in the diatonic scale. When a melody is generated from the 
microtonal scale, the generation of successive notes will follow the same rule: equal 
or less than seven small step sizes. The successive note is always generated with 
reference to the note before it. In other words, the third note will be generated based 
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on the pitch of the second note (no more than seven small steps from the second 
note), and the fourth note will be chosen based on the third note.  
For example, when a melody is generated from the Control scale and the first 
note is G (see diagram (a) in Figure 4.4)/G4 from the first octave, the possible notes 
that would follow are C, D, E, F, A, B, C’ D’ (where the ’ indicates the second 
octave of the scale) as other notes are more than seven semitones away from G. From 
the pool of note selection, there are six out of eight notes that would create a small 
interval (D, E, F, A, B, C’ are all within five semitones from G), which conforms to 
the proximity rule. Since the maximum interval size between notes is seven 
semitones/small steps, large intervals will often be followed by the same or a smaller 
interval  (principle of intervallic difference) due to the higher probability of small 
intervals. For notes that are closer to each end of the two-octaves range, the number 
of possible successive tones will reduce (see diagram (b) in Figure 4.4) for A’/A5 in 
the second octave). The contour of the melodies is not controlled, and the successive 
notes can have a pitch higher or lower than the current note. The notes in the 
selection pool have an equal chance of being picked as the successive note. There is 
no repetition of notes in the melody, thus the pool of available notes at any point 
excludes those that have been sounded already. 
  
  98 
 
Diagram (a) 
Possible successive tones of G C D E F  A B C’ D’ 
     G     
Step size between tones (e.g. G to C, C to D) L L S L  L L S L 
Number of steps from G 7 5 3 2  2 4 5 7 
 
Diagram (b) 
Possible successive tones of A’ D’ E’ F’ G’  B’ C’ 
     A’   
Step size between tones L S L L  L S 
Number of steps from A’ 7 5 4 2  2 3 
 
Figure 4.4. An example of a melody generated with G4 (octave starting from 
Middle C on the piano keyboard). C’ to B’ are notes of the next octave. S and L refer 
to small and large step size respectively. 
 
The timbre of the melody and the tone with a timbral shift are synthesised by 
the instrument packs installed in Pianoteq 5 Pro (version 5.1.4/20150211). The 
melodies are played in D4 Daily Practice (modified), which resembles the timbre of 
a grand piano. The note with a timbre change is played in Neupert Clavichord single, 
which resembles the timbre of a clavichord. Attack time (time of peak amplitude) 
measured by Audacity was 0.011s for the piano timbre and 0.013 for the clavichord.   
Stimuli and responses are presented and recorded using Max (presentation 
and interface are scripted by YL), Pianoteq 5 Pro, and AU Lab (v.2.2.2) using a 
MacBook Pro laptop. Melodies are played through a pair of headphones (Sennheiser 
HD 280 Professional) and participants completed two questionnaires about their 
musical background, the Ollen Music Sophistication Index (Ollen, 2006) and the 
Goldsmith Musical Sophistication Index (Gold-MSI) (Müllensiefen, Gingras, Musil, 
& Stewart, 2014). 
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4.3.3 Trial arrangement 
There are 120 trials in each test phase and in the Microtonal exposure phase, 
but only 60 trials in the exposure phase of the Control scale, to shorten the testing 
time. It is assumed that participants have already had extensive exposure to the 
Control scale so that half of the exposure time compared to the microtonal scale 
would be sufficient. The tone with the timbral shift is randomly located from the 3rd 
to the 7th note, while the incongruent tone is normally located immediately before it. 
There are no timbral shifts in the first and the last note of the melody. In a small 
number of trials, an incongruent tone is randomly located at any other position before 
or after the note with altered timbre. While these trials can be used as catch trials, 
any false alarms (responding immediately after the incongruent tone) would likely 
indicate a participant’s sensitivity to the incongruent tone. There are also a small 
number of trials with no timbral shifts, but with an incongruent tone embedded in the 
melody and false alarms immediately after these tones can be interpreted similarly 
(see Table 4.2). 
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Table 4.2. Number of trials per condition. 
Sessio
n 
Experiment
al phase 
Tuning of 
the 
melody 
No timbral change Timbral change (TC) 
[Congruen
t] 
All tones 
from the 
same 
system 
[Incongruen
t] 
With a 
randomly 
positioned 
tone from 
another 
system  
[Congruen
t] 
All tones 
from the 
same 
system 
[Incongruen
t] 
Tone before 
TC is from 
another 
system 
[Manipulati
on check] 
A randomly 
located 
incongruent 
tone (not 
presented 
immediately 
before the 
TC) 
1 Exposure Control 30 0 30 0 0 
 Immediate 
test 
Control 50 10 30 25 5 
 Exposure Microton
al 
60 0 60 0 0 
 Immediate 
test 
Microton
al 
50 10 30 25 5 
2 Later test Microton
al 
50 10 30 25 5 
 Later test Control 50 10 30 25 5 
Note. In the analyses, Congruent and Incongruent conditions refer to the trials in the 
Immediate and Later Test phases that have a timbre shift. We are expecting possible false 
alarms in trials with no timbre change but a randomly located incongruent tone. 
 
4.3.4 Participants 
Twenty-one non-musicians recruited from Sydney, Australia through the 
MARCS Institute, Western Sydney University website completed both sessions of 
the experiment (Mage = 30.2 years, SD = 5.79 years). All of them have less than five 
years of formal musical training (both instrumental and voice), and their mean OMSI 
(Ollen, 2006) score is 91.65, (respondents with a score higher than 500 are classified 
as being more musically sophisticated). More detailed musical background 
information was collected using the Gold-MSI (Müllensiefen et al., 2014), which is 
considered as a more sensitive measurement of musical sophistication of the general 
population, while OMSI was developed based on professional musicians and with a 
stronger emphasis on classical instrumental training. The Gold-MSI assesses skills 
that could apply to a wider range of musical practice (both classical and 
contemporary) and it considers self-assessed musical skills. Five Gold-MSI subscales 
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were used for measuring factors that would significantly predict musical 
sophistication: 
• Active Engagement (e.g. “I spend a lot of my free time doing music-
related activities”) 
• Perceptual Abilities (e.g. “I am able to judge whether someone is a 
good singer or not”) 
• Musical Training (e.g. “I engaged in regular, daily practice of a 
musical instrument (including voice) for ... years”) 
• Singing Abilities (e.g. “I can sing or play music from memory”) 
• Emotions (e.g. “I sometimes choose music that can trigger shivers 
down my spines”). 
By incorporating the aspects of all five factors above, the index provides a 
score of the General Music Sophistication factor together with sub-scores of each of 
the five subscales (see 8.4.2). 
4.3.5 Procedure 
In the first session, participants started with the exposure phase in the Control 
scale (diatonic scale), followed by an Immediate test. In the Incongruent condition of 
the test, one of the notes in the melody was generated from the Microtonal scale. 
After that, the exposure phase of the Microtonal scale began, and then an Immediate 
test phase followed where the incongruent tone was generated from the Control 
scale. Participants then came back a week later for a second session. They performed 
the second/Later test phase in the Microtonal scale, which allowed testing long-term 
learning from the exposure in the first session. They finished the experiment by 
performing the Later test of the Control scale and completing questionnaires about 
their demographic information and musical background. 
4.3.6 Validation of the design 
Reaction times in the Exposure phase is considered as a baseline measure of 
response time to the timbre change in a condition where no deviant tone was present. 
They were compared with the reaction time in the Congruent condition in the 
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Immediate test as a manipulation check. If they did not differ significantly, it would 
suggest their reaction time to the timbre shift in the Congruent condition is consistent 
and any differences in reaction time between the Congruent and Incongruent 
conditions are due to our manipulation. A Repeated-measures Analysis of Variance 
(ANOVA) that compared reaction time between Exposure and Immediate test-
Congruent in both Scales found no significant difference, which validated our 
design. 
4.4 Results 
4.4.1 Mixed-effects modelling and analysis approach3 
Data are analysed using linear mixed-effects models. Mixed-effects 
modelling is a regression analysis of two types of effects: fixed and random effects. 
Predictions based on the intercept and coefficients of the fixed effects are expected to 
be generalizable to the population, such as gender or age group. Fixed effects can 
represent the impact of the independent variables or the experimental task experience 
that we manipulate, such as control versus experimental group and types of stimuli, 
the number of trials, etc. Intercepts and slopes of the random effects, however, can 
vary across sub-groups or individuals in a set of participants, such as differences in 
intercepts for task performance between participants. A mixed-effects model tests the 
significance of fixed effects as predictors and whether the standard deviation of the 
predicting value contributed by the random effects is significant. If it is, this means 
the predicted value (e.g. reaction time) is influenced by both the fixed and random 
effects and it could vary systematically across individuals or divisions of the sample. 
                                                 
3 There are repetitions of information with the General Statistical Method 
chapter. The reason for the repetitions in the manuscript is to allow a larger audience 
(readers of the journal) to have better understanding of the statistical method used in 
this paper. 
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A likelihood ratio test can inform us about whether the model with the random-
intercepts offers a significantly better prediction (e.g. a lower percentage of 
unexplained residual) than a linear regression model with fixed effects only. 
A linear fixed-effects only regression model with two fixed effects is 
formulated: 
yi = β0 + β1x1i + β2x2i + εi 
y is the predicted score of participant i, β represents the fixed effect. β0  is the 
intercept term, while β1 and β2 refers to the coefficients of the first (x1) and second 
fixed effects (x2) that are predictors of y. ε is a residual error term. 
The formula of the mixed-effects model is in a similar form, but with the 
additional random intercept u0. j represents the variability between the sub-groups or 
individual participants defined in the random effects: 
yij = β0 + β1x1ij + β2x2ij + u0j + εij 
Sometimes the slope of the random effects is interacted or correlated with one 
of the fixed effects. For instance, performance across trials (fixed effects) could vary 
systematically between participants, where participants who performed worse in the 
earlier trials tend to have a higher improvement rate than those who performed well 
when they first started doing the task. In this case, a mixed model would also include 
random slopes of ‘inter-subject variability’ (u1j) on predictor x1 (trial number in this 
case): 
 yij = β0 + β1x1ij + β2x2ij + u0j + u1jx1ij + εij 
Our aim is to find a model that best describes our data, which tells us the 
fixed effects that have influenced the dependent variable most, and whether there are 
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significant individual differences between participants, which cannot be explained by 
ANOVA: ANOVA assumes the variance between participants within each 
experimental group is homogeneous. The mixed-effects models also allow us to 
include time-series like variables that we can measure if performance changes 
significantly over trials, which is the main concern of our study, to determine 
whether statistical learning takes place. Past papers have argued that linear mixed-
effects models offer a better approach than univariate ANOVA or ordinary least 
squares regression and they have been widely used in longitudinal and linguistics 
studies (e.g. Baayen, Davidson, & Bates, 2008; Cunnings, 2012; Wainwright, 
Leatherdale, & Dubin, 2007). 
Here, linear mixed-effects models are used to examine possible factors 
including individual timbre discrimination ability, stimuli-related properties such as 
pitch distance, and performance over time as well as individual differences. All 
analyses were conducted using RStudio (v. 0.98.1087), with the R packages ‘lme4’ 
for the mixed effects analysis with function ‘confint’ to calculate the confidence 
intervals of the fixed effects. The following analyses focused on the reaction time in 
correct timbre change detections, the hit rate in detecting a timbre change, and the 
false alarm rate in trials where there was a randomly located incongruent tone but no 
timbre shift. Responses with reaction time less than 200ms or longer than 1500ms 
after the onset of the tone with timbre change were considered as incorrect and were 
rejected from the analyses. 
4.4.2 Reaction time in correct timbre discrimination 
Linear mixed effects models were conducted on the reaction time of correct 
timbre shift detection in the Immediate and Later tests. Fixed factors considered 
include: 
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1. Test Phase (Immediate vs Later). If participants have retained the 
knowledge of the microtonal scale from the initial exposure, we should see 
a similar response pattern in the Later test. 
2. Congruency (Congruent vs Incongruent conditions). Faster response time 
in the Incongruent condition is expected. 
3. Scale (Control vs Microtonal). Using responses to the Control scale as our 
baseline data, a similar response pattern to the Microtonal scale would 
imply learning. 
4. Pitch Distance between the incongruent and the corresponding congruent 
(the closest note in the parent scale of the melody to the incongruent note) 
intervals. In other words, the difference in pitch interval an incongruent 
tone has made (see Figure 4.5). The larger the difference, the more 
noticeable the incongruent tone is. 
5. Position of the tone before the timbre shift. 
6. The cumulative likelihood of an incongruent tone preceding a timbre shift 
(see Figure 4.3). An increase in the likelihood would imply a decrease in 
predictability of a timbre shift from a congruent tone, but an increase in 
predictability from an incongruent tone. Therefore, as the likelihood of the 
incongruent tone preceding a timbre change gradually increases across the 
test phase, we expect an increase in reaction time in the congruent 
condition but a decrease in reaction time in the incongruent condition. 
7. Trial number, which reflects the timeline of the experiment. The bigger the 
number, the closer it is to the end of the experiment. Treating this as one of 
the fixed factors allows us to check if reaction time becomes shorter over 
time, which implies learning. Values of the Trial number have been scaled 
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by mean centering, where the mean of the total trial numbers is subtracted 
by each trial number, and the resulting value forms each value of the 
variable. 
 
Figure 4.5. The definition of pitch distance (fixed factor 4), which is the 
absolute difference between the congruent and the incongruent pitch interval 
between the tone before the timbre shift and the one before it. 
 
The approach here is to first analyse the whole dataset to compare reaction 
time between musical scales, congruency, and test phases. Afterwards, we analyse 
data from the congruent and the incongruent conditions separately. This is sensible 
because fixed effects such as pitch interval difference (4. Pitch Distance) are not 
relevant to data in the congruent condition. The models consider individual 
differences as a random factor. They include the maximal random effects driven by 
the experimental design, an approach suggested by (Barr et al., 2013): in this case, 
the assumption that the intercept differs between participants.  Results reported 
below are the models that best predict the data after model comparisons using the 
chi-square likelihood ratio test. 
First, Figure 4.6 below shows the mean reaction time of the correct timbre 
shift detections across Congruency and Scale conditions. The overall hit rate was 
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above .89 and further analysis on this is described in the later section. In the 
Immediate Test phase reaction time were 25-50msec shorter in the incongruent than 
in the congruent conditions; and this difference was retained in the Later phase for 
the familiar Control scale conditions, but lost for the unfamiliar Microtonal 
conditions. 
 
Figure 4.6. Reaction time of correct timbre change detection between test 
conditions.  
In addition, Figure 4.7 shows the cumulative mean reaction time over test 
phases in each Scale condition. Cumulative mean here is a progressive average of 
reaction time over individual trials and each succussive dot represents the mean 
reaction time up to and including the trial where the dot is located. The 95 percent 
confidence intervals calculated from the cumulative standard deviations of the mean 
are shown in the shaded area of the graph. It gives a meaningful representation of the 
change in reaction time over trials. A gradual and stable decrease in reaction time in 
the Incongruent condition would provide a strong evidence that learning has taken 
place. As predicted, the graphs support and extend the bar graphs in Figure 6. It 
shows the predicted progressive changes in the Immediate test phase, but also that in 
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the Later test phase. There is a progressive improvement (shortening) of reaction 
time down to levels that are if anything better than in the Immediate test phase, and 
such that the difference between Congruent and Incongruent in the Microtonal 
condition is lost within the first 30 or so trials.   
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Figure 4.7. Cumulative mean reaction time in correct detection of timbre 
shift among non-musicians in the Control and the Microtonal conditions of the test 
phase. 
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Now, we will introduce the mixed effects models for the reaction time data. 
The first model analysed the reaction time data from all conditions. The second and 
the third analysed the reaction time in the Congruent and the Incongruent conditions 
respectively. 
4.4.2.1 Model 1: All RT 
The form of the formula for generating the mixed effects model is as follow 
conceptually: 
Measuring variable = fixed effects (1+2+… + 7) + (1 and/or factor|random 
effect) + residual error 
In Model 1 (Table 4.3), RT refers to the reaction time of the correct timbre 
shift detection, with the fixed effects of Congruency, Scales, Test Phases, Trial, and 
the Position of the tone before the timbre shift. We assume a possible interaction 
between Scale and Congruency. There is only one random effect, which is the 
response of a participant to the progression of trials. Results confirm that RT 
decreases significantly in the Microtonal condition and in the Later test. It was 
significantly shorter in the Incongruent condition and when the timbre shift happened 
later in the melody. There is a significant interaction between Scale and Congruency, 
such that the RT between congruency conditions varies upon the scale of the melody. 
As shown in Figure 4.7, the RT difference between Congruent and Incongruent 
conditions is larger in the Control condition compared to the Microtonal condition. 
The random effects on Trial by Individuals was considered: the assumption that RT 
changes over trials and the change depends on individual participants was considered 
in the model. However, it will be more sensible to discuss this in the next two models 
when RT data is separated between congruency conditions. 
  111 
Table 4.3. Summary of Model 1: All RT.  
Formula: RT ~ Scale + Congruency + Test Phase + Tone Position + Trial + (Trial | ID) 
Random effects  Variance Std. Dev. 
ID  5781 76.04 
Trial  1103 33.21 
Residual  19583 139.94 
    
Fixed effects Estimate Std. Error p-value 
(Intercept) 1016.73 19.19 < .001 
Scale -21.47 5.78 < .001 
Congruency -48.97 6.07 < .001 
Test Phase -42.14 4.25 < .001 
Tone Position -17.39 1.54 < .001 
Trial 14.75 8.45 .10 
Scale:Congruency 30.77 8.53 < .001 
 
4.4.2.2 Model 2: RT-Congruent 
In Model 2 (Table 4.4), only correct RT data from the Congruent condition 
was analysed, as fixed effects relevant are different from those in the Incongruent 
condition. The model chosen considered Fixed effects of Trial, Tone Position, the 
progressive probability of the incongruent tone-timbre shift pairing, as well as the 
interaction between Scale and Test Phase. We assumed performance over trials 
would vary among participants, and this assumption was indicated as the random 
effect in the model (see Figure 4.8 for the distribution). The model shows that in the 
Congruent condition, RT was significantly lower in the Microtonal condition and in 
the Later test. An increase in the Incongruent tone probability leads to an increase in 
RT, meaning that when the Incongruent tone becomes a better predictor of a timbre 
shift, RT in the congruent condition increases. Tone Position was significant, such 
that when the congruent tone was placed later in the melody, participants responded 
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faster to the timbre shift. The interaction between Scale and Test Phase was 
significant, meaning RT in the Immediate and the Later tests varies depending on 
Scale conditions. There was a bigger drop in RT in the Control scale than that in the 
Microtonal scale. 
 
Figure 4.8. This diagram shows the intercept values and the random 
coefficients of reaction time of each participant across trials in the Congruent 
condition. ‘STrial’ stands for the scaled value of trial number using the centering 
method.  
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Table 4.4. Summary of Model 2: RT – Congruent. 
Formula: RT ~ Scale * Test Phase+ Trial + Incongruent Probability + Tone Position + (Trial 
| ID) 
Random effects  Variance Std. Dev. 
ID  6561 81.00 
Trial  1542 39.27 
Residual  18713 136.80 
    
Fixed effects Estimate Std. Error p-value 
(Intercept) 1010.16 23.92 < .001 
Scale -34.47 8.10 < .001 
Test Phase -138.69 24.50 < .001 
Trial -20.95 17.88 .24 
Incongruent 
Probability  
499.60 168.01 .003 
Tone Position -19.40 2.25 < .001 
Scale:Test Phase 30.26 13.60 .03 
 
4.4.2.3 Model 3: RT – Incongruent 
The third model analysed reaction time data from the Incongruent condition, 
with an additional fixed effect of Pitch Distance (which were not present in the 
congruent condition). It was predicted that the bigger the difference between the 
original congruent tone and the replaced incongruent tone (see Figure 4.5), the faster 
the RT to the timbre shift. This factor is not relevant to Model 2, the Congruent 
condition; therefore we did not include it in that model. Although many of the fixed 
factors are not significant in Model 3 (see Table 4.5), it is significantly better than 
other models we considered, with those fixed factors taken out. It means that 
including those factors allows the model to better represent the data with a reduction 
of unexplained residuals. In this model, the only significant fixed factor is Tone 
Position, which the later the incongruent tone was placed in the melody, the faster 
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the RT. Similar to Model 1 and 2, RT over trials varied between participants, as 
shown in the coefficients of the random effects (Figure 4.9). The increase in the 
probability of the incongruent tone-timbre shift pairing did not affect the reaction 
time significantly in the Incongruent condition. In other words, when the incongruent 
tone had become a better predictor of the timbre shift, the reaction time increased in 
the Congruent condition, but was relatively stable throughout in the Incongruent 
condition.  
 
Figure 4.9. This diagram shows the intercept values and the random 
coefficients of reaction time of each participant across trials in the Incongruent 
condition. ‘STrial’ stands for the scaled value of trial number using the centering 
method. 
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Table 4.5. Summary of Model 3: RT – Incongruent. 
Formula: RT ~ Scale * Test Phase + Incongruent Probability + Trial + Tone Position + Pitch 
Distance + (Trial | ID) 
Random effects  Variance Std. Dev. 
ID  5989.30 77.39 
Trial  605.50 24.61 
Residual  21226.80 145.69 
    
Fixed effects Estimate Std. Error p-value 
(Intercept) 940.34 25.61 < .001 
Scale 3.59 9.26 .70 
Test Phase -46.70 29.68 .12 
Incongruent 
Probability 
133.89 202.34 .51 
Trial .09 19.79 .99 
Tone Position -15.42 2.59 < .001 
Pitch Distance 16.99 16.72 .31 
Scale:Test Phase 17.01 15.75 .28 
 
4.4.3 Hit rate of timbre shift detection 
In this section, we analysed the Hit rate of correctly detecting the timbre shift 
across testing conditions, as displayed in Figure 4.10. As mentioned earlier, the 
overall hit rate is very high and it looks as if overall hit rate was higher in 
incongruent and later phase, which we will analyse it in the model below. 
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Figure 4.10. Mean hit rate in correctly detecting a timbre shift across Scales 
and Congruency conditions. 
The model below (Table 4.6) compared data from Congruent and 
Incongruent conditions, and test Phases, to provide a complete analysis of the impact 
of Scale. Results showed that hit rate was significantly higher in the Incongruent 
condition and in the Later test. There was a significant increase in Hit rate when the 
timbre shift occurs later in the melody. There was no difference between scales, and 
the probability of the occurrence of the incongruent tone preceding a timbre shift did 
not affect correct detection. 
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Table 4.6. Summary of mixed effects model of the overall hit rate. 
Formula: Hit rate ~ Scale + Congruency + Test Phase + Tone Position + (1|ID) 
Random effects  Variance Std. Dev. 
ID  .003 .05 
Residual  .05 .23 
    
Fixed effects Estimate Std. Error p-value 
(Intercept) .87 .02 < .001 
Scale .02 .01 .03 
Congruency .02 .01 .03 
Test Phase .03 .01 <.001 
Tone Position .01 .002 .002 
 
Next, we present a model of hit rate data from the Incongruent condition only 
(Table 4.7). The purpose of this is to test besides the fixed effects above, whether 
Pitch Distance would be a significant factor. After conducting the model 
comparisons, the following model represents the data the best. The other fixed 
factors such as Scale and Congruency did not significantly influence the hit rate. 
However, when the Pitch Distance increases, the hit rate decreases. In regards to the 
random effect, hit rate did not vary considerably among participants across trials. 
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Table 4.7. Summary of mixed effects model of the hit rate in the Incongruent 
condition. 
Formula: Hit rate ~ Pitch Distance + (1|ID) 
Random effects  Variance Std. Dev. 
ID  .002 .04 
Residual  .05 .21 
    
Fixed effects Estimate Std. Error p-value 
(Intercept) .97 .01 < .001 
Pitch Distance -.08 .02 <.001 
 
4.4.4 False Alarms in trials with a randomly located incongruent 
tone 
In this section, we analysed the low false alarm rates in the trials where there 
was no timbre shift but participants responded as if there was, due to a randomly 
embedded incongruent tone. If participants perceive it as incongruent and hence as a 
strong predictor of the timbre shift, they might make a false alarm response after 
hearing the incongruent tone as if they were anticipating a timbre shift to follow. The 
model below (Table 4.8) has considered Scale and Test Phase as the fixed factors, 
and individual differences between participants as the random effect. Results showed 
that false alarm rate was lower in the Microtonal condition and in the Later Test, but 
there was no significant interaction between Scale and Test Phase (see Figure 4.11). 
  119 
 
Figure 4.11. Mean false alarm rate in trials with no timbre shift but a 
randomly located incongruent tone, between scales and test phases. 
 
Table 4.8. Summary of mixed effects model of the false alarm rate in trials 
with a randomly located incongruent tone. 
Formula: False Alarm rate ~ Scale * Test Phase + (1|ID) 
Random effects  Variance Std. Dev. 
ID  .01 .12 
Residual  .02 .13 
    
Fixed effects Estimate Std. Error p-value 
(Intercept) .24 .04 < .001 
Scale -.10 .04 .01 
Test Phase -.14 .04 .001 
Scale:Test Phase .07 .06 .25 
 
We had run separate ANOVAs on the same dataset and the results were 
consistent with those from the mixed-effects models, though weaker and less 
informative. The mixed effect models quantitated the impact of each fixed factor (not 
just based on the t value), and allowed us to examine factors that could not be 
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accommodated in the ANVOA analysis, such as incongruent tone positions, trials, 
and random factors. Dealing also with the random effects, these models considerably 
strengthen the interpretations available from the ANOVAs. 
4.5 Discussion 
This experiment examined the incidental learning of a novel music system 
through a short period of exposure, with a new experimental paradigm that we 
proposed and validated. Using a timbre discrimination task with a statistical 
manipulation of the tone before the timbre shift, we were able to measure listeners’ 
sensitivity to incongruent events within a musical context that they have just been 
exposed to. We found that after about ten minutes of listening to melodies from a 
microtonal scale, listeners without any musical training became sensitive to the pitch 
intervals of the scale, and were able to differentiate them from the pitch intervals of 
the diatonic scale, a musical scale to which they are enculturated. Learning was 
further validated by the performance in trials where a randomly located incongruent 
tone was embedded in melodies. When an incongruent tone was presented without 
being followed by a timbre shift, listeners sometimes make an immediate response 
after the tone (false alarms), as if they were anticipating a timbre shift to follow. 
These results are consistent with prior research on artificial grammar learning of 
musical structure as well as statistical learning of musical sequences (Loui et al., 
2010; Saffran et al., 1999; Tillmann & McAdams, 2004). We found the same rapid 
learning phenomenon even with a music system that is unconnected with listeners’ 
musical and cultural backgrounds, unlike the previous data. 
Besides acquiring the information about the pitch intervals of the microtonal 
scale, participants were expected to learn the statistical association between tones 
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and the timbre shifts. The association changes gradually to make the incongruent 
tone a better predictor of the timbre shift than the congruent tone. While participants 
were not instructed to attend to this relationship, their changing reaction time to the 
shift shows that they have learned this association, which is consistent with our 
hypothesis and prior research on the statistical learning of prime-target relationships. 
When the incongruent tone has become a promising cue to the timbre shift, 
participants develop expectations of this association, reflected by their speeded 
reaction time. This observation is consistent with the semantic priming in lexical 
decision task and the cost and benefit analysis we discussed earlier (Neely et al., 
1989; Wentura, 2000). And because of this, when the timbre shift did not occur after 
the incongruent tone in some of the trials, participants could make an accidental key 
press (false alarm) as this has become automatic. However, if participants had not 
perceived the incongruent tone as being a non-member of the scale, we would not 
have found this response pattern of the statistical association. This supports the view 
that our paradigm is as a robust measurement of learning.  
Our paradigm also reflects participants’ level of knowledge of our two 
different music systems, based on the automatic false alarms they made after hearing 
the incongruent tone. Although we find comparable reaction time data between the 
Control and the Microtonal conditions, more false alarms were made in the Control 
condition. As false alarms here imply one’s sensitivity to the incongruent tones, 
participants were better at detecting them in their familiar context than the newly 
exposed context. This finding is accordant with theories on musical schema, 
expectancy (e.g. schematic expectations by Bharucha & Stoeckig, 1986; Huron, 
2006), or processing fluency (Reber, Schwarz, & Winkielman, 2004; Topolinski & 
Reber, 2010). They propose that we are better at processing information in a musical 
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context that we are familiar with, and we use our existing musical knowledge to 
process the incoming music, which can be of the same or a different music system. 
While this study did not investigate the factor of diatonic scale knowledge (such as 
musical expertise or other forms of prior exposure) on the learning of a microtonal 
scale, future development of the paradigm should consider this question.  
Although what makes a tone incongruent is based on the deviant pitch 
interval it has generated with the neighbouring tones, we did not find any influence 
of pitch interval difference on reaction time but hit rate. It is interesting result that 
when the pitch interval difference is smaller between the original and the incongruent 
interval, the hit rate becomes higher. In other words, when the incongruence 
becomes more obvious to the listeners, they are more likely to miss the timbre shift. 
However, if they manage to catch it and respond, their reaction time is faster than 
that in the congruent condition. As yet, we have no strong explanation for this.  
We are following up the work here by examining the effect of musical 
expertise on the learning of a microtonal scale using the same paradigm. We 
compare musicians who have had extensive exposure to microtonal music, being 
both a composer and a performer of such music, with musicians who have only 
received professional training on the 12-tet system. We also want to investigate if 
one could learn the tonal hierarchy of a microtonal scale as we learn about that in the 
diatonic scale. This could start with the learning that particular members of the scale 
are used in a melody more often than the others, which lead to the development of 
expectation when processing the incoming musical tones that we demonstrated here.  
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4.6 Conclusion 
To conclude, the current paper found that musically untrained listeners could 
learn a novel, microtonal musical scale rapidly through a new paradigm we designed. 
This paradigm is validated to be robust in measuring the incidental learning of 
musical pitch structure, and we believe it can be used in statistical learning 
experiments in other modalities. Furthermore, listeners develop preferences to music 
that they are familiar with, and musical preference relates to music-evoked emotional 
responses. If learning a new music system does not take very long, listeners might 
form positive musical preference to such music over a short period too. We believe 
our finding provides implications to not only experimental psychology in music but 
also the creative music industry. 
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5 MS 3: Learning a well-formed microtonal 
scale: pitch intervals and event frequencies 
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5.1 Abstract 
This study investigates the statistical learning of an unfamiliar, microtonal 
scale, including the learning of pitch interval structure and frequency of occurrence 
of pitches of the scale. Using a paradigm we developed recently, in the first 
experiment, musicians with different musical training and experience (Western tonal 
music only vs cross-cultural microtonal music) were tested on the incidental learning 
of microtonal pitch intervals. Learning was indicated by sensitivity to incongruent 
pitches embedded in melodies, in conditions where such pitches are highly predictive 
of an upcoming timbre shift. Reaction time to the timbre shifts therefore was 
expected to be faster after an incongruent pitch than after a congruent pitch. The 
expected RT pattern was found when melodies were diatonic (and the incongruent 
was not): a faster RT was observed when a timbre shift occurred after an incongruent 
tone in diatonic melodies than when it occurred after a congruent tone. This pattern 
was not found with incongruent tones embedded within melodies of our microtonal 
scale. Surprisingly, microtonally-practised musicians responded significantly slower 
than general musicians, though they made fewer errors over the time course of the 
experiment. The second experiment considered non-musicians, by examining the 
learning of two different event-frequency hierarchies (expressed as preference for 
individual tones given a context) in the microtonal scale. Thirty-eight non-musicians 
were tested and learning was observed, as indicated by the linear relationship 
between their goodness-of-fit ratings and the event frequencies of the tones being 
rated. Thus although musicians did not acquire the pitch interval information of the 
microtonal scale after exposure, musically untrained participants were able to learn 
the event-frequency hierarchy of this unfamiliar scale within a 30-min session. The 
results extend our recent observation of non-musicians’ ability to learn limited 
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aspects of microtonal pitch intervals after a 10-min exposure, and suggest that 
paradoxically, general musicians and microtonally-practised musicians may find it 
difficult to adjust their learned expectations with microtonal systems as quickly as 
non-musicians.   
5.1.1 Abstract submitted according to the word limit (100 words) 
required by the journal 
This study investigates the learning of pitch interval structure and frequency 
of occurrence of pitches of a microtonal scale among musicians (experienced in 
Western tonal music only or in cross-cultural microtonal music) and non-musicians. 
Although musicians did not acquire the pitch interval information of the microtonal 
scale after exposure, musically untrained participants could rapidly learn the event-
frequency hierarchy of this scale. The results extend our recent observation of non-
musicians’ ability to learn limited aspects of microtonal pitch intervals and suggest 
that paradoxically, musicians may find it difficult to adjust their learned expectations 
to microtonal systems as quickly as non-musicians. 
 
Keywords: Music perception, statistical learning, microtonal scale, pitch 
intervals, event frequencies 
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5.2 Introduction 
For some people music production is an art and a vehicle of emotional 
expression, but music listening, on the other hand, is a daily activity for many 
individuals. As technology becomes available for musicians and sound artists to 
create a larger variety of music, understanding how listeners adapt to novel music or 
sound systems is no longer simply an interesting empirical question, but one of day 
to day relevance. There is evidence that our perception of novel music systems is 
influenced by our prior musical knowledge or training, mostly based on studies of 
western tonal music constructed in 12-tone equal temperament (12TET) (e.g. 
Castellano et al., 1984; Morrison & Demorest, 2009; Perlman & Krumhansl, 1996). 
Nevertheless, it is possible to develop detectable familiarity with a new music system 
and its statistical structures within 10 minutes (Kuhn & Dienes, 2005; Loui et al., 
2010; Rohrmeier & Widdess, 2012; Saffran et al., 1999; Tillmann & Poulin-
Charronnat, 2010). 
We are examining the incidental learning of a chosen non-12TET, microtonal 
musical scale. While microtonal scales often refer to scales with pitch intervals less 
than a semitone (100 cents), the terminology has been extended to musical scales that 
have larger or smaller pitch intervals than 12TET (Monzo, 2005). For instance, the 
Bohlen-Pierce scale has been recognised as a microtonal scale instead of a 
‘macrotonal’ scale even though its pitch intervals are larger than a semitone (Harrop, 
2016; Loui & Wessel, 2008). Similar to the Bohlen-Pierce, the scale we are using 
here has  pitch intervals larger than a semitone. Using a computer generated 
microtonal scale allows us to have full control of the pitch interval structure, which is 
not the case when using music systems from another culture. It has been found in our 
earlier work (Leung & Dean, submitted-b (MS1)) that the pitch interval structure of 
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this scale (unequal-tempered with two frequency ratios)  was learned more rapidly 
than tuning systems with one fixed frequency ratio or defined by frequency 
differences such as 11TET (11-tone equal temperament) and the 81-prime scale 
(Dean, 2009) respectively. We also developed a new experimental paradigm (MS 2) 
that will be described in the later sections. It takes a different approach than the 
widely used paradigms for the statistical learning of musical sequences (Saffran et 
al., 1999; Tillmann & McAdams, 2004) or for learning an artificial grammar 
embedded in a musical scale (Loui et al., 2010; Rohrmeier & Widdess, 2012). In 
earlier work (Leung & Dean, submitted-a), we found that non-musicians rapidly 
learned some aspects (if limited) of the pitch interval structure of the microtonal 
scale during a 10-minute exposure. This paper extends this finding by comparing 
learning by musicians who are trained in the western system of 12TET with that by 
an unusual group (probably unique in the literature) of professionals who have 
extensive knowledge of both 12TET and a range of microtonal music systems. We 
used the same unfamiliar musical scale and learning paradigm with both participant 
groups (Experiment 1). In addition, we examined non-musicians’ ability to learn 
pitch hierarchies, in terms of the relative frequency of occurrence of each relative 
pitch of the microtonal scale (Experiment 2).  
Most tuning systems or scales are characterised by the relationship of relative 
pitches across periods/octaves (in each period of which the same pattern of relative 
pitches is observed). 12TET is an octave-based system meaning that pitches in a 
given period/octave have double the frequencies of those in the preceding octave (2:1 
harmonic ratio) and two pitches that are an octave apart have the same pitch class 
(such as Cs in different octaves). With an octave divided into 12 equal steps, this 
creates 12 semitone intervals each of 100 cents: 12TET. As mentioned, the Bohlen-
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Pierce scale divides an octave and a fifth (the period) into 13 (usually equal) steps 
(tritave-defined 13-tone equal temperament), is commonly considered as being in the 
same category of non-12TET scales. A microtonal scale can be equal tempered, such 
as a scale comprising octaves divided into 11 logarithmically equal intervals/steps 
(11-tone equal temperament or 11TET), or unequal tempered such as the 81-prime 
scale (Dean, 2009) which contains no repeating octaves or any other periodic 
repetition of a multiple interval pattern. Our microtonal scale (as used here) contains 
seven steps per octave, occupies two octaves, and is unequal tempered (it contains 
two different step sizes).  
While 12TET contains all the pitches in an octave, the diatonic scale, is also a 
(sub)system of seven pitches per octave from the 12TET system, used in Western 
tonal music. The diatonic major scale is a well-formed scale (Carey & Clampitt, 
1989). It is constructed by adding a generator interval (perfect fifths for the diatonic 
scale) repeatedly mirrored back so as to remain within the boundary of an octave, 
and with a structured division of the interval of repetition, it results in two evenly 
distributed step sizes. It contains a selection of pitches from 12TET and has an 
asymmetric interval structure of five large intervals (two semitones/200 cents) and 
two small steps (semitone/ 100 cents). We refer this as a scale with two step-sizes. 
Our past work has suggested that a microtonal pitch system that has two step sizes is 
better learned than some microtonal systems with multiple step sizes (equal or 
unequal tempered) (Leung & Dean, submitted-b). The two step-size microtonal scale 
was learnt rapidly over a short exposure, as mentioned earlier. This particular 
microtonal scale is well-formed with four small and three large steps (each step is 
larger than a semitone: small step = 135.53 cents / frequency ratio of 1.08; large step 
= 219.29 cents / frequency ratio of 1.14; period = 1200 cents), with a generative 
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interval of 354.82. Thus, its counterpart pitches in the next period have double the 
frequency of those in the preceding period and are expected to be perceived as 
equivalent, like the pitch classes (e.g. C in different octaves) in 12TET. See 5.8 
(Appendix of MS 3) for the pitch frequency of each tone of the scale. Further 
information about the generation of the scale can be found in (Leung & Dean, 
submitted-a). In sum, besides being well formed / unequal tempered with two 
frequency ratios as step sizes, the rest of the chosen microtonal scale is different 
from the diatonic scale and from any music scale from other cultures of which we are 
aware.  
In the following Background, we will briefly review past papers that have 
investigated the learning of music systems, including statistically structured tone 
sequences (where individual pitches have different, but constant, probabilities of 
occurring at any time), or musical stimuli generated under a set of artificial 
grammars or based on controlled transition probabilities between musical events. We 
will then introduce our learning paradigm.  
5.3 Background 
Statistical learning involves learning rule-based or structured materials 
through mere exposure to the materials without being instructed to learn, analyse, or 
make predictions (Cleeremans & McClelland, 1991; Perruchet & Pacton, 2006; 
Shanks, 2005). This ability has been found with novel speech and musical stimuli. It 
has been suggested that it is an innate ability of neonates (only a few days old) to 
extract the transitional probabilities of the presented stream of syllables and detect 
word boundaries (Saffran, Aslin, & Newport, 1996; Teinonen, Fellman, Näätänen, 
Alku, & Huotilainen, 2009), as well as learning the transitional probabilities of 
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musical tones (Kudo, Nonaka, Mizuno, Mizuno, & Okanoya, 2011). This ability is 
also cross-domain in that when artificial syllable sequences are transformed into 
musical tone sequences with word/item structure and transitional probabilities 
retained, both infants and adults were able to acquire the information about the 
imposed regularities with no difference in performance between linguistic and 
musical materials (Saffran et al., 1999). There is however mixed evidence for people 
with congenital amusia. Some evidence suggested that they can learn or remember 
sequences of words and sung words but not of pure tones (Peretz, Saffran, Schön, & 
Gosselin, 2012; Tillmann, Schulze, & Foxton, 2009), while other evidence suggested 
that they can track pitch probabilities in melodies and statistically learn linguistic and 
tonal material (Omigie, Pearce, & Stewart, 2012; Omigie & Stewart, 2011). Music 
might assist the learning of linguistic materials, as it was suggested that untrained 
listeners acquired the linguistic structure of the words better than the musical 
structure when the words were sung (Schön & François, 2011). Furthermore, 
Daikoku, Yatomi, & Yumoto (2017) found a hierarchical pattern in such learning, 
such that in the context of learning word boundaries and word ordering of nonsense 
words, listeners started by acquiring the statistical structure of the phrases, then 
extracted the transitional probabilities of the words within those phases, and after 
that the vowels within those words. In regards to related musical stimuli, a recent 
study has suggested that learning of timbral segmentation during the first and second 
exposures to unfamiliar sound-based music might also involve such hierarchical 
learning (Olsen, Dean, & Leung, 2016). While there are no systematic investigations 
of whether such hierarchical learning would occur with music tuning systems, 
individual differences were evidenced in the global learning of musical tone 
sequences, including faster or slower learners (Abla, Katahira, & Okanoya, 2008) as 
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well as musical expertise influences: musicians were better than non-musicians in 
learning both linguistic and musical structures (Schön & François, 2011).  
Nonetheless, we are more likely to be exposed to complex structures of new 
languages or music ecologically than to three-syllable words or tone-words. Some 
studies have investigated listeners’ ability to learn the pitch structure or style of 
novel or otherwise unfamiliar music systems, and these structures are either 
originated from the music itself (such as from a particular culture), or manipulated by 
the researchers. For instance, Rohrmeier and Widdess (2012) examined musically 
trained and untrained Western music listeners learning the modal melodic features of 
traditional North Indian music. Listeners learned modal structure with a combination 
of a particular scale structure and a range of melodic patterns. Recorded 
performances in two styles of ragas were presented that have different patterns of 
pitch emphasis in the melodies. After exposure to the recordings for about 10 
minutes, both musicians and non-musicians recognised most of the distinctive 
features of the novel musical styles. Indeed, under a more controlled testing 
environment where the musical stimuli were manipulated on the basis of an artificial 
grammar, researchers had found similar rapid learning of timbre sequences 
(Tillmann et al., 2006) and of stimuli created in an unfamiliar musical scale (Loui, 
2012; Loui et al., 2010). Such learning was robust among both musicians and non-
musicians (e.g. Paraskevopoulos et al., 2012).  
The learning of a musical scale requires the acquisition of its pitch interval 
structure as well as potentially its pitch hierarchy information, which exists and is 
widely implemented in Western tonal music. In Western tonal music, a functional 
hierarchy is perceived in that certain pitch members of the diatonic scale as applied 
in compositions seem more stable  (such as the tonic), and others more in need of 
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resolution with another following tone (examples of such unstable tones being the 
leading note, which is a semitone below the tonic; and the dominant, seven 
semitones above, or five below). Resolution to stable tones seems to play a 
significant musical role such as indicating a phrase or piece ending (the tonic), while 
others (e.g. the subdominant, five semitones above the tonic) suggest a need for 
continuation of a phrase. The tonic is generally considered as being more stable and 
expressing less tension compared with other scale members, and it is perceived as the 
tone centre of the scale (Emmanuel Bigand et al., 1996; Krumhansl, 1990b). Such a 
functional hierarchy, available to be used by composers, could result from 
enculturation (Corrigall & Trainor, 2010), which would mean the statistics of 
exposure (and would be commonly termed “top-down”), or from intrinsic 
psychoacoustic features, which would be termed “bottom-up” (Milne et al., 2015).  
We are interested in whether such a hierarchy of pitch fitness (e.g. stability) 
can be result from the pitch frequencies, in an unfamiliar system. In this work, we 
dictate the relative frequencies of occurrence of each pitch member of a musical 
scale, in two different patterns. Thus, distinct hierarchies observed in our study 
would be based on the manipulated frequency of appearance of the tones (would 
likely be tone-frequency hierarchies, if they coincided with the tone-frequency 
patterns). There is evidence that in familiar or unfamiliar pitch systems, listeners are 
able to learn a novel set of tone frequencies through listening to melodies (Loui & 
Schlaug, 2012; Oram & Cuddy, 1995). This suggests that listeners can adopt new 
statistical knowledge on top of a pitch system (and tonality system) they are already 
familiar with; and perhaps also in one with which they are unfamiliar (which is our 
target here).  
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For instance, Oram & Cuddy (1995) presented participants a 20-tone 12-TET 
melody followed by a  within scale probe tone/response target, and participants rated 
how well the probe fits with the melody. Probes that had higher relative frequencies 
of occurrence were rated higher than those with lower frequencies, even through the 
relative frequencies were different from those in the diatonic scale. This correlation 
was however more pronounced in diatonic melodies compared with melodies 
comprised of randomly generated 12TET tones, implying facilitation by a familiar 
tonality context. In the context of microtonal system, in an equivalent experiment 
both the tonality and the event frequency would be novel. This would create more 
demand because listeners would now need to learn both the unfamiliar relative 
pitches and their frequency of occurrence in the music. Nonetheless, rapid learning 
was found by Loui & Schlaug (2012) when musically untrained participants were 
exposed to event frequencies of tones from a foreign, microtonal musical scale 
(Bohlen-Pierce scale, the tritave-based 13TET tuning system discussed above), 
where the event-frequencies of pitches of the scale were manipulated based on an 
artificial grammar implemented in the melodies during exposure.  
5.4 Study aim and approaches 
The first purpose of the current paper is to follow up on our recent 
investigation of the learning of a microtonal scale, by testing musicians with vastly 
differing experiences. In fact, this paper is likely to be amongst the first empirical 
studies to examine the learning of a novel musical scale among musicians who have 
an extensive and diverse knowledge of microtonal tunings. Microtonal participants 
recruited for Experiment 1 are professional musicians who have received 
postgraduate level of formal musical training, and have composed and performed 
music in a range of microtonal tunings. Some of them are multi-instrumentalists who 
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play both western and non-western musical instruments, and some of them are also 
computer music experts and professional improvisers. The second goal is to examine 
whether non-musicians can learn event frequencies within this scale, where the event 
frequencies are not intrinsic to the scale but a feature of its usage. To date, there is no 
evidence of whether listeners would perceive an event-frequency hierarchy among 
the members of the microtonal scale we are using. We assess whether applying a set 
of relative frequencies of occurrence to the scale members would allow listeners to 
acquire event-frequency information over a short period of exposure time. We also 
examine the influence of their existing knowledge about the functional hierarchy of 
the diatonic scale on the current learning, by having a set of event frequencies that is 
similar to that with which the diatonic scale is used, and another set that is the 
complete opposite. If there is a substantial impact of the listeners’ prior musical 
knowledge, we should find more pronounced learning in the condition where the 
event frequencies are similar to those used with the diatonic scale, compared to the 
condition that has a very different event frequency pattern.  
Experiment 1 aims to compare the incidental learning of a microtonal scale 
between musicians with and without significant experiences of composing and 
performing microtonal music. Incidental learning is defined as a statistical learning 
of structured materials under the situation that the learners are exposed to the 
materials but are not instructed to learn or analyse them (Perruchet & Pacton, 2006). 
The learning paradigm we designed for these experiments originated from the 
priming paradigm in multisensory research, where the (priming) event immediately 
before the response target will influence the actual response to the target when the 
prime is manipulated to be related or less related to the target (Forster & Davis, 
1984; Kinoshita & Lupker, 2003). However, our paradigm manipulates the event 
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before the response target to be a cue or not a cue that a target is to come next in an 
event sequence. When the event before the target is perceived as a valid cue, 
participants would have a high expectation of target occurrence and therefore 
respond faster when the target appears. In our context, we want to know whether 
participants have learned the pitch intervals of the microtonal scale. By making the 
cue a deviant pitch interval amongst otherwise non-deviant pitch sequences taken 
from a chosen microtonal scale, any speeded response to a target immediately after 
the cue would be an indication that participants have perceived the cue as being 
incongruent with the pitches of the scale (see Figure 5.1). However, participants will 
only be able to detect the incongruent pitch intervals if they have learned the pitch 
interval structure of the microtonal scale.  
 
Figure 5.1. Examples of trials with and without an incongruent tone before a 
timbre shift (taken from Leung & Dean, submitted-a). When the tone before the shift 
was a member of an alternative scale, it would generate an incongruent pitch 
interval with the tone before it. If participants can detect that interval as being 
deviant from the interval structure of the current scale, it will speed their response to 
a timbre shift that follows immediately.  
In the experiment, participants are instructed to perform a timbre shift 
detection task; thus any learning of the pitch structure is incidental to the task. 
Participants are presented with a melody generated from the microtonal scale in each 
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trial and are asked to detect and respond to any tone that is played by a different 
instrument (tones of the melody are played in synthesized piano timbre while the 
target tone is played in synthesized clavichord timbre). It is hypothesized that when 
the tone before the timbre shift is not a member of the scale (incongruent tone/valid 
cue), participants’ response to the succeeding timbre shift will be faster. If the timbre 
shift comes after a congruent tone (not a cue), the shift is less expected and the 
response will be slower.  
Experiment 2 aims to examine the statistical learning of relative event 
frequencies of members of the microtonal scale. Adapted from the probe-tone 
method (Krumhansl & Shepard, 1979), participants were presented with melodies 
generated by the microtonal scale and instructed to provide a goodness-of-fit rating 
on the last tone they have just heard (the melody would stop at different points along 
the melody sequence). The event frequencies of the tones were manipulated, so if the 
participants have statistically learnt the event frequencies, we would expect that their 
ratings would positively correlate with the relative frequency of the tones. As distinct 
from Experiment 1, there was no exposure phase: we measure and analyse the 
ongoing changes of ratings and learning would be implied if the ratings become 
correlated with the manipulated event frequency pattern.  
5.5 Experiment 1 
5.5.1 Design and hypothesis 
This experiment was designed to test the incidental learning of a microtonal 
scale in musicians with different experiences. We recruited musicians who are 
exposed to and have been professionally trained in 12TET only (‘general 
musicians’), and musicians who are trained in 12TET as well as experienced in 
microtonal music, including composing and performing microtonal music 
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extensively (microtonal musicians). These musicians were a unique group, 
characterised by considerable professional activity with more than one microtonal 
system. By testing these two groups of musicians, we can explore whether expertise 
in microtonal music will facilitate scale learning, even though the microtonal 
musicians are not familiar with the current microtonal scale.  
The experiment comprised two sessions spaced one week apart. The first 
session consisted of an exposure phase followed by an immediate test, which aimed 
to measure short-term learning. A follow-up test in the second session measured the 
participants’ long-term memory of the microtonal scale since the initial exposure. 
There are four independent variables: Musical Expertise (General and Microtonal), 
Scale (Diatonic and Microtonal), Congruency of the tone before the timbre shift 
(Congruent and Incongruent), and the Test Phases (Immediate and Later). The main 
dependent variable is the reaction time in responding to the timbre shift. It is 
hypothesized that reaction time will be faster in the Incongruent condition in both 
musical scales if the microtonal scale is sufficiently learned from the exposure phase. 
Due to the familiarity with the diatonic scale, reaction time is expected to be faster in 
the Diatonic-Incongruent condition compared with that in the Microtonal-
Incongruent condition. This response pattern is expected to be more pronounced 
among microtonal musicians due to their prior experience. We hypothesised that an 
acceleration of response learned in the first session might remain in place in the 
second, a week later. 
5.5.2 Methods 
5.5.2.1 Participants 
All participants were recruited from Sydney through the university website 
and personal contacts. There were eight microtonal musicians (Mage = 52.75 years, 
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SD = 11.36, 2 Females, 6 Males) and 10 general musicians (Mage = 33.2 years, SD = 
11.21, 7 Females, 3 Males). One of the microtonal musicians is the second author of 
this paper. All of them have had more than five years of formal musical training in 
Western tonal music. Microtonal musicians also had more than five years of 
experience composing and performing music in several microtonal tunings. Two 
indices were used to measure their level of musical sophistication: the Ollen Musical 
Sophistication Index (OMSI) (Ollen, 2006) and the Goldsmiths Musical 
Sophistication Index (Gold-MSI) (Müllensiefen et al., 2014). OMSI is a sensitive 
measure of musical sophistication among professional musicians based on their prior 
musical training and musical practice while the Gold-MSI is a recently developed 
index that considers everyday life music experience and engagement e.g. music 
listening habits or self-evaluation of their own musical ability. The mean OMSI 
score for the general musicians and microtonal musicians are 537.40 (SD = 253.10) 
and 956.50 (SD = 50.31) (scores over 500 are considered as being more 
sophisticated) and their mean general factor scores in the Gold-MSI are 81.15 (SD = 
10.51) and 89.56 (SD = 7.27) respectively. This shows that although there is a big 
difference in the OMSI score between groups, their Gold-MSI scores are similar, 
which is partly due to the age difference between groups as the OSMI score increases 
with the age of the participant because this implies longer musical practice. Also, all 
the microtonal musicians have received a postgraduate qualification in music, while 
most of the general musicians did not pursue a music degree. All participants were 
reimbursed AU$40 for their participation. Both Experiment 1 and 2 were approved 
by the Western Sydney University Human Ethics Committee, and participants gave 
written consent (Approval number: H10664).  
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5.5.2.2 Stimuli and materials 
There are 420 trials in session 1 and 240 trials in session 2. The Diatonic 
exposure phase has 60 trials and the Microtonal exposure has 120 trials. There are 
also 120 trials in the Immediate and the Later tests in both scale conditions. The 
difference between test phases will be further explained in the procedure section. In 
each trial, participants were presented with an 8-tone melody that was generated and 
presented using an algorithm and a script written by YL and the HexBridge Max 
Patcher written by Andrew J. Milne in the Max software (Cycling ’74) which 
performs the pitch adjustments for the microtonal melodies. AU Lab (v.2.2.2) and 
Pianoteq 5 Pro (v 5.1.4/20150211) were used simultaneously with Max. The timbre 
of the tones was synthesized using the Pianoteq 5 Pro instrument pack Grand D4 
Daily Practice (Piano) and the tone with a timbre shift was synthesized by the 
Neupert Clavichord single (modified). The attack time (time of peak amplitude) was 
0.011s for the piano timbre and 0.013 for the clavichord (measured by Audacity 
v.2.0.5). The first tone of the melody was randomly selected and the successive tones 
were generated based on simple random sampling without replacement (no repetition 
of tones within the melody) while keeping the pitch distance between tones within 
seven small steps. The duration of each tone is 400ms. The pitch range of the 
melodies is from 262 to 1048Hz, which is equivalent to two octaves in the C major 
scale from middle C. While diatonic melodies are generated from pitches of a C 
major scale over the octaves, the microtonal scales are generated from pitches 
illustrated in 5.8. Melodies in the Diatonic and the Microtonal conditions are 
matched in terms of the arrangement of relative pitches/members of the scale in each 
melody: for example, if the diatonic melody begins with C and D in the first octave, 
the corresponding microtonal melody will start with the first and then the second 
pitches of the scale. The order of the melodies was randomised in each test and the 
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same order was presented to each participant. The experiment was conducted 
through a MacBook Pro laptop with a pair of headphones attached (Sennheiser HD 
280 Professional) for the presentation of the melodies. Participants responded by 
pressing corresponding keys on the laptop keyboard during the timbre-shift detection 
task, and undertook the OMSI and Gold-MSI questionnaires.  
5.5.2.3 Procedure 
Participants were invited to this two-part study where they would complete 
the second session exactly one week after the first session. They were instructed to 
perform the same task (timbre-shift detection) throughout the whole experiment 
without being informed that the melodies could be diatonic or microtonal. For the 
benefit of the busy participants, the experiment was conducted in various locations 
including the MARCS Institute at Western Sydney University, The Sydney 
Conservatorium of Music, the SAE Creative Media Institute, the University of 
Sydney, and a public library. The location was consistent across sessions for each 
participant and the testing environment was quiet without distractions from other 
people.  
There were three test phases per scale condition: Exposure, an Immediate 
test, and a Later test (a week later). In order to keep the experiment within a 
reasonable length of time, we have shortened the exposure phase of the Diatonic 
condition to half of the time involved in the Microtonal condition, as all our 
participants are familiar with the diatonic scale. In the Exposure phase, the melodies 
consisted of members of the same scale (depending on the scale condition) and in 
half of the trials one of the tones had a timbre shift, changing from a piano timbre to 
a clavichord. The shift occurred at random location between the 3rd and the 8th tones 
and participants were instructed to respond to the shift by pressing a key as quickly 
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as possible. This instruction was the same in all test phases. The exposure phase is 
designed to initiate incidental learning by making the participants attend to 
individual events expressed as pitches of the scale during the task. There were no 
incongruent pitches within the melody in this Exposure phase.  
The formats of the Immediate and the Later tests were the same as each other, 
but the Later test was given in the second session. Similar to the Exposure phase, the 
melodies were generated from one of the scales, and participants were instructed to 
detect any timbre-shifts within the melody. However, among trials where there was a 
timbre shift, the tone before the shift was either from the same scale (congruent) or 
from a different scale (incongruent). If the melody is diatonic, the incongruent tone 
will be from the microtonal scale, and vice versa. To make an incongruent tone a 
promising cue to the timbre shift, we have manipulated the likelihood of occurrence 
of these tones. During the Exposure phase, in order to avoid potential confusion, no 
incongruent tone was embedded in the melody. In other words, there is a 50% chance 
that a congruent tone will be or will not be followed by a required response. When 
the participants begin to perform the Immediate test, the incongruent tones start to 
appear. Participants will then be gradually exposed to the information about the 
statistical relationship between the incongruent tone and the timbre shift. Due to the 
fact that the shifts are preceded by a congruent tone at all times during the Exposure, 
the likelihood (cumulative probability) of such an occurrence equals one at the 
beginning of the Immediate test. However, as the incongruent tone will always be 
followed by a timbre shift in the Immediate and the Later test (whereas the majority 
of congruent tones are not followed by shifts at any stage), the likelihood of 
occurrence of the congruent-to-shift sequence decreases during these phases while 
the incongruent-to-shift occurrence likelihood increases (see Figure 5.2). Participants 
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could gradually learn that when they hear an incongruent tone (from acquiring the 
knowledge of the musical scale during exposure), there is a high chance that a timbre 
shift will follow. On the other hand, a congruent tone can be followed by a tone with 
or without a timbre shift, which makes it a less reliable cue.  
The measures (dependent variables) we obtained in all the tests were the 
accuracy (hit rate) in detecting the timbre shift and the time taken to respond 
(reaction time). We also measured the times where participants responded as 
detecting a shift when the shift was in fact absent (false alarms). Reaction time is the 
main indicator of learning in this paradigm, as we expect it to be shorter when the 
tone before the shift is incongruent. Hit rates would inform us of the participants’ 
general ability in detecting timbre shifts in microtonal melodies. If false alarms were 
made after a randomly located incongruent tone which was not immediately 
followed by a timbre shift, it would also imply participants’ awareness of the 
incongruent tone and its statistical relationship with the shift.  
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Figure 5.2. The statistical relationship of the congruent and the incongruent 
tone with the timbre shift (taken from Leung & Dean, submitted-a). It illustrates the 
likelihood of a congruent/incongruent tone being followed by a shift in the Immediate 
and the Later tests over the time course of the tests.  
In the first session, participants performed the Exposure and the Immediate 
test with the Diatonic melodies, followed by the extended Exposure and the same 
Immediate test with the Microtonal melodies. They then completed the second 
session with the Later test with the Microtonal melodies first and then another Later 
test with the Diatonic melodies. The first session takes about 45 minutes while the 
second session takes 30 minutes including the time required to complete the 
demographic/expertise questionnaires.  
5.5.3 Results 
Linear mixed effects modelling was conducted for the following analysis 
using the ‘lme4’ R package in the RStudio (v. 0.98.1087). It is a regression analysis 
of fixed effects and random effects. The consideration of these effects was driven by 
the experimental design, as suggested in Barr, Levy, Scheepers, & Tily (2013). 
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Confidence intervals of the effect sizes were obtained using the ‘confint’ function 
and model comparisons were conducted using the chi-square likelihood ratio test. 
Final models are selected based on the results of the chi-square likelihood test (i.e. 
which model is significantly better statistically), and if the models in comparison are 
not significantly different from each other, the model with smaller unexplained 
residuals is chosen. The following sections will describe the results on the reaction 
time data, as well as the hits and false alarms in responding to the timbre shifts. 
5.5.3.1 Reaction time (RT) in correct timbre shift detection 
The purpose of this analysis was to compare the reaction time of correct 
detection between Congruency conditions. Reaction time data from the Exposure 
was not included in this model as there were no incongruent tones in that test phase. 
The list below shows the fixed effects that we have considered in the models (some 
will be included in the analysis of hit and false alarm rates, depending on their 
relevance, where we reference them as Factors 1-9): 
1. Musical Expertise (General vs Microtonal). We expected Microtonal 
musicians to learn the scale faster and be more sensitive to timbre shifts 
within microtonal melodies than General musicians due to their musical 
experience. Therefore, we predicted that Microtonal musicians would 
respond faster than General musicians. 
2. Test Phase (Immediate vs Later). RT is expected to be similar between these 
test phases if participants have retained the knowledge of the microtonal scale 
over one week.  
3. Congruency of the tone before the timbre shift (Congruent vs Incongruent). It 
was hypothesized that RT will be shorter in the Incongruent condition. 
4. Scale of the melody (Diatonic vs Microtonal). Since the current microtonal 
scale is novel to both musician groups, we expected faster RT in the Diatonic 
condition. 
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5. Pitch distance between the Incongruent tone and a tone which is a member of 
the scale of the melody and has the closest pitch. We hypothesised that the 
incongruent tones would become more noticeable (leading to a faster 
response to the shift) when the pitch distance increases 
6. Position in the melody sequence of the tone before the shift. In the study 
which this experiment is extended from Leung & Dean (submitted-a), RT 
was faster when the shift occurred later in the melody. We expected to 
observe the same pattern here.  
7. The cumulative likelihood of a timbre shift following an incongruent tone 
(see Figure 5.2). The higher the likelihood, the faster the reaction time in the 
Incongruent condition is expected to be, due to the increased predictability of 
the shift, i.e. the incongruent tones have become a more promising cue than 
the congruent tones.  
8. Time, indexed by trial number. The bigger the trial number, the later the time 
point of the test. Shorter reaction times later in the test could imply learning. 
Values of the trial number are scaled by mean centering, which is a 
subtraction of the mean by each trial number. They are positively correlated 
with the cumulative likelihood of the Incongruent-timbre shift event 
sequence, but negatively correlated with that of the Congruent-shift sequence. 
Time might thus be a redundant predictor, but conversely, as time progresses 
participants may lose attention, such that their performance worsens.  
9. Age of the participants. This is included as a fixed effect due to the age 
difference between musician groups, where the age range of microtonal 
musicians is from 34 to 66 years, while that of general musicians is from 28 
to 41 years. Some studies suggested that RT becomes longer in a simple 
signal (tone) detection task when the age of the participant increases (e.g. 
Gottsdanker, 1982). While we had no hypothesis for any influence of age 
here, by taking it into account we hoped to remove it as a confounding factor.  
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Figure 5.3. This bar graph shows the mean hit rate in detecting a timbre shift 
within diatonic melodies in the Immediate and the Later tests.  
 
Figure 5.4. The bar graph shows the mean hit rate in timbre shift detection in 
the Immediate and the Later tests across musical expertise. 
Figure 5.3 and Figure 5.4 shows the hit rate in correctly detecting the timbre 
shifts in the Immediate and the Later tests. Overall, the mean hit rate was above .89, 
meaning that the participants were very sensitive to the timbre shifts. The hit rate 
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was derived after rejecting reaction time less than 200ms or longer than 1500ms after 
the onset of the timbre shift. This rejection also applies to the analysis of the reaction 
time data below. The modelling of the hit rate data will be presented after the results 
of the RT from the correct detections (the primary measure in this experiment), but it 
is notable and unexpected, that the microtonal musicians seem to have more 
difficulty in responding correctly during the Immediate test than the general 
musicians, and they improve (to equality with the general musicians) by the second 
session. 
  
  149 
 
  
 
Figure 5.5. Mean RT of correct timbre shift detection in the Diatonic (a) and 
the Microtonal (b) conditions. The darker bars show the RT in the Congruent 
condition while the lighter bars represent the RT in the Incongruent condition where 
a tone from the other scale was presented before the timbre shift.  
Mean RT of correct detections are presented in Figure 5.5, which shows most 
of the responses occur within 900ms after the onset of tone with a timbre shift. In 
both Scale conditions, to our surprise, General musicians responded much faster than 
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the Microtonal musicians, and the RT in the Immediate and the Later tests are 
similar. Nevertheless, there is a slight drop of RT in the Later test among Microtonal 
musicians, which might be due to adaptation to the task. The greater difficulty 
experienced by the microtonal musicians noted above thus reappears here. We 
speculated that possibly the slower RT among the Microtonal musicians is age-
related, as the median age of this sample is 57 years, whereas the general musicians 
mean is 33. In the modelling, we test whether age is a significant factor, and find that 
it is highly unlikely to be important.  
Three separate mixed effects models were conducted on the reaction times 
for correct detections (RT). One includes together the RT in both the Congruent and 
Incongruent conditions, which allows the comparisons between these two conditions. 
The second model analyses the RT in the Congruent condition alone while the third 
model analysed that in the Incongruent condition alone. The reason for separating the 
data into two models is that some of the fixed factors such as Pitch Distance (factor 
5) are not relevant to the data in the Congruent trials. All models considered random 
effects by participant on intercept and trial (a random effect on intercept), and that 
RT might vary systematically with time up or down over trials depending on 
individuals (a random effect on coefficient). 
1.5.5.3.1.1 Model 1: All RT 
Model 1 here analysed together the RT data in both congruency conditions. 
We had hypothesized that RT will be shorter in the Incongruent condition, Diatonic 
melodies, and among microtonal musicians. 95% Confidence intervals of the effects 
are reported throughout. The values represent coefficients of the lower and upper 
confidence limits for each parameter of a fitted model. Therefore, for the models on 
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RT, the coefficients directly indicate RT change in msec, as they are multiplied by 
the specific condition (e.g. Microtonal musicians) vs base (General musicians) i.e. by 
1. Model 1 indicates a significant effect of Scale, Congruency, and Musical Expertise 
(see Table 5.1). Inconsistent with our hypothesis, RT were significantly shorter in the 
Microtonal than in the Diatonic melodies, t(3799) = -3.48, p <.001, 95% CI [-22.98, -
6.43 msec], and Microtonal musicians responded slower than General musicians, 
t(16) = 2.50, p = .02, 95% CI [24.77, 204.14 msec]. The faster response found in the 
Microtonal condition could be due to the order of the test phases in the first session. 
The Microtonal Immediate Test was performed after the Diatonic tests (including the 
Exposure and the Immediate tests), which might have led to a practice effect. The 
slower RT observed in Microtonal musicians compared with General musicians is 
not due to age, and the fixed effect of age is found to be insignificant (is excluded 
from the final model).  
In relation to the long-term effect of the exposure phase, the model suggests 
an insignificant difference in RT between test phases (Test Phase was excluded in 
the final model), implying that the knowledge of the microtonal scale from the 
exposure phase in session one is retained. In addition, RT decreased significantly 
when the timbre shift occurred later in the melody, t(3799) = -5.74, p <.001, 95% CI 
[-8.68, -4.26 msec], which is consistent with our previous data from non-musicians 
(Leung & Dean, submitted-a).  
 Figure 5.6 illustrates that while the overall RT was significantly lower in the 
Incongruent condition, t(3799) = -2.27, p = .02, 95% CI [-18.66, -1.35 msec], the 
effect of Congruency is interacted with Scale, t(3799) = 2.71, p <.01, 95% CI [4.70, 
29.21 msec]. Follow up models indicate the significantly shorter RT in the 
incongruent condition is only found in the Diatonic condition, t(1914.2) = -2.71, p = 
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.007, 95% CI [-21.19, -3.39 msec] but not in the Microtonal condition, t(1881.7) = 
1.08, p = .28, 95% CI [-3.78, 13.12 msec]. In order words, in contrast with what we 
previously found in non-musician participants (Leung & Dean, submitted-a), the 
predicted difference in RT between congruency conditions of our paradigm is only 
observed in the diatonic scale among musicians. We had expected musicians to be 
more sensitive to the pitch interval differences created by the incongruent tones 
before the timbre shifts, as well as learning the new microtonal scale more rapidly 
than musically untrained participants. 
Table 5.1. Summary of Model 1: All RT. It describes the RT changes as the 
function of fixed effects and random effects on participants. A ‘*’ between fixed 
effects implies an interaction.  
Model: RT = f(Scale * Congruency + Expertise + Trial (time course of the test) + Tone 
Position + random effects on participant (intercept, trial number)) 
Random effects: Variance  
ID (Participants) 9989.30   
Trial 446.50  
Residual 9292.00   
     
Fixed effects: Estimate Standard Error 
(SE) 
p-value  
(Intercept) 819.15 31.68 ***  
Scale: Microtonal (vs 
Diatonic) 
-14.71 4.22 
*** 
 
Congruency: 
Incongruent (vs 
Congruent) 
-10.00 4.41 
* 
 
Expertise: Microtonal 
(vs General) 
114.46 45.76 
* 
 
Trial 8.69 5.86 
 
 
Tone Position -6.47 1.13 ***  
Scale-Congruency 
Interaction 
16.96 6.25 
** 
 
Note: In this table and others, p-value symbol ‘*’,‘**’, and ‘***’ refer to values 
less than .05, .01, and .001 respectively.  
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Figure 5.6. The bar graph shows the mean RT of correct timbre shift 
detections across musical scales and congruency conditions. The interaction between 
Scale and Congruency is statistically significant (as shown by the model of Table 
5.1).  
 
1.5.5.3.1.2 Model 2: RT – Congruent Trials Only 
In the second model, we examined the influence of the fixed effects upon the 
RT in the Congruent trials, where no incongruent tones were embedded in the 
melodies. Note again that the Congruent trials are interspersed in the Immediate and 
Later tests with incongruent trials.  A participant could learn that a timbre shift is less 
likely after a congruent than incongruent tone. As distinct from Model 1, the current 
model and Model 3 considered the effect of the cumulative likelihood (CL) of the 
Incongruent tone-timbre shift relationship (Factor 7). CL is expected to be positively 
correlated with the RT in the Congruent condition because when the CL increases, 
the incongruent tones becomes a more valid cue to the timbre shift and congruent 
tones becomes less reliable. Therefore, we predict RT to increase over time when the 
shift occurs after a congruent tone.  
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Similar to Model 1, there was a significant effect of Scale and Expertise (see 
Table 5.2), such that RT was longer in the Diatonic condition and among Microtonal 
musicians, t(2045.2) = -3.57, p <.001, 95% CI [-22.24, -6.48] ; t(15.6) = 2.44, p = 
.03, 95% CI [20.33, 186.81 msec]. RT also decreases when the timbre shift was 
allocated later in the melody, t(2044.9) = -4.98, p < .001, 95% CI [-10.21, -4.44 
msec]. As predicted, RT becomes longer when CL increases, t(1641.9) = 2.03, p = 
.04, 95% CI [2.73, 146.82 msec], which validates our paradigm that participants have 
perceived the congruent tone being a less promising cue to the timbre shift. The 
model also suggests a significant interaction between Expertise and CL, such that, 
perhaps surprisingly, the impact of CL on RT was less prominent among Microtonal 
musicians, t(723.8) = -6.59, p < .001, 95% CI [-459.01, -248.66 msec].  
Table 5.2. Summary of Model 2: RT - Congruent 
Model: RT = f( Scale + CL* Expertise + Trial + Tone Position + random effects on 
participant (intercept, trial number))  
Random effects: Variance  
ID (Participants) 9510.00   
Trial 384.20  
Residual 8420.50   
     
Fixed effects: Estimate SE p-value  
(Intercept) 839.19 18.60 ***  
Scale: Microtonal (vs 
Diatonic) -14.36 2045.20 *** 
 
Expertise: Microtonal 
(vs General) 103.57 15.60 * 
 
CL 74.78 1641.90 *  
Trial 13.20 20.50 
 
 
Tone Position -7.33 2044.90 ***  
Expertise-CL 
Interaction -353.83 723.80 *** 
 
 
1.5.5.3.1.3 Model 3: RT – Incongruent Trials only 
Beside the fixed effects from earlier models, Model 3 (not shown in full) also 
considered Pitch Distance (Factor 5 of our list above), which is the pitch difference 
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between the incongruent tone and a congruent tone that has the closest pitch to it 
from the scale of the melody. We expected that the incongruence of the tone would 
become more obvious when the pitch distance increase, which would lead to faster 
RT to the timbre shift. However, Pitch distance was found to be insignificant. In 
addition, there was no significant difference between Microtonal and Diatonic 
conditions, meaning RT was similar in the Incongruent condition across scales. 
Consistent with model 1 and 2, Microtonal musicians responded slower than the 
General musicians, t(16.9) = 3.12, p < .01, 95% CI [60.66, 265.94 msec], and RT 
decreases when the shift appears later in the melody, t(1711.9) = -2.90, p < .01, 95% 
CI [-8.34, -1.61 msec]. CL, which ranged from 0 (at the beginning of the Immediate 
Test) to .29 (last trial of the Later Test) was significant, in that participants responded 
slower when CL increases, which is the opposite of our expectation, t(1627.6) = 
4.90, p < .001, 95% CI [129.79, 302.65 msec]. This was found in the Congruent 
condition as well (see Model 2), but expected there. Although there might be a 
general increase in RT over time, as Time/Trial was positively correlated with CL 
(the later the trial, the higher the CL), the random effects by participant on 
Time/Trial show that individuals vary considerably in their response to it, and 
Time/Trial was not a significant fixed effect.  
 Additionally, Model 3 reveals a significant interaction between CL and 
Expertise, t(1137.7) = -5.69, p < .001, 95% CI [-499.42, -243.62]. Compared with 
General musicians, Microtonal musicians responded faster when CL increases, 
which was concordant with the hypothesis of our paradigm. Thus, the effect of CL 
was more pronounced with people who have had wider musical exposure. 
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5.5.3.2 Hit rate in timbre shift detection 
Moving away from reaction times, this section will present a model of the hit 
rate in detecting a timbre shift in the Immediate and the Later tests. Hit rates 
represent the accuracy in detecting a timbre shift during the task, and we expected to 
find higher hit rates in diatonic (familiar) than microtonal (unfamiliar) melodies, and 
among microtonal musicians than general musicians. Mean hit rates across 
conditions are shown in Figure 5.3 and 5.4, and were very high, and well above 
chance level (0.5). Consistent with our hypothesis, Hit rate was higher in the 
Diatonic scale condition, t(3919) = -3.16, p <.01, 95% CI [-.03, -.01]. However, 
General musicians had a significantly higher hit rate than Microtonal musicians, 
which is unexpected, t(43) = -3.53, p = .001, 95% CI [-.17, -.05]. This suggests 
timbre shifts were better detected in diatonic melodies and overall, task performance 
was better in the general musician group. Timbre shift detection also improves when 
the shift was present later in the melody, t(3919) = 2.45, p = .01, 95% CI [.001, .01]. 
Moreover, there was a significant interaction between Expertise and CL, t(1521) = 
4.25, p < .001, 95% CI [.16, .43]. There was a greater increase in hit rate among 
Microtonal musicians than General musicians when CL increases, which was similar 
to the RT data in the Incongruent condition. This implies the prior knowledge of 
microtonal tuning has assisted the current statistical learning and timbre detection in 
some respects. Lastly, hit rate did not differ significantly between Congruent and 
Incongruent conditions and Congruency is excluded from the final model (see Table 
5.3). 
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Table 5.3. Summary of model of the hit rate in timbre shift detection 
Model: Hit rate = f(Scale + CL* Expertise + Trial + Tone Position + random effects on 
participants (intercept, trial))  
Random effects: Variance  
ID (Participants) .01   
Trial .001  
Residual .03   
     
Fixed effects: Estimate SE p-value  
(Intercept) .99 .03 ***  
Scale: Microtonal (vs 
Diatonic) -.02 .01 ** 
 
Expertise: Microtonal 
(vs General) -.11 .03 ** 
 
CL -.05 .05 
 
 
Trial .01 .01 
 
 
Tone Position .01 .002 *  
Expertise-CL 
Interaction .30 .07 *** 
 
 
5.5.3.3 False alarms in trials with a randomly located incongruent tones but no 
timbre shift 
In the Immediate and the Later test, within trials where no timbre shift was 
present, we have randomly allocated an incongruent tone in ten of the trials. The 
purpose of this manipulation was to attract false alarms in responding after detecting 
an incongruent tone in those trials. If false alarms were observed in those trials, it 
would delineate participants were sensitive to the incongruent tones as well as being 
aware of the relationship between these tones with a timbre shift. The false alarm 
rate represents an automatic response after hearing the incongruent tone, as if they 
were highly expecting a timbre shift to follow. Figure 5.7 shows the low false alarm 
rates in the Immediate and Later tests. They are sufficiently low that we do not 
expect them to interfere with interpretation of the hit rate results.  
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Figure 5.7. Mean false alarm rates in responding as detecting a timbre shift 
in trials where timbre shifts were absent.  
A mixed effects model was conducted on the false alarm rate data with the 
relevant fixed effects taken into account (Table 5.4). False alarm rate was 
significantly lower in the Microtonal than in the Diatonic scale condition, t(679) = -
2.64, p <.01, 95% CI [-.05, -.01], and it reduced in the Later test, t(697.1) = 2.59, p 
<.01, 95% CI [.01, .07]. This finding infers a higher sensitivity to incongruent events 
within the diatonic context. There was also a significant interaction between 
Expertise and Test Phase, t(697) = -2.00, p = .05, 95% CI [-.09, -.001], that while 
false alarm rate increases among General musicians, it decreases among Microtonal 
musicians in the Later test.  
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Table 5.4. Summary of model of the false alarm rates in trials with a 
randomly located incongruent tone.  
Model: False alarm rate = f(Scale + Test Phase* Expertise + random effects on  participants 
(intercept))  
Random effects: Variance  
ID (Participants) .001   
Residual .02   
     
Fixed effects: Estimate SE p-value  
(Intercept) .03 .02 
 
 
Scale: Microtonal (vs 
Diatonic) -.03 .01 ** 
 
Expertise: Microtonal 
(vs General) .02 .02 
 
 
Test Phase: Later (vs 
Immediate) .04 .02 ** 
 
Expertise-Test Phase 
Interaction -.05 .02 * 
 
 
5.5.4 Summary of Experiment 1  
Experiment 1 tested the incidental learning of a microtonal scale by 
examining participants’ sensitivity to incongruent events within different melodic 
contexts. The level of sensitivity was reflected by their reaction time to a timbre shift 
that follows the incongruent events, as they were expected to respond faster to the 
shift after hearing such event. The results are partially consistent with our predictions 
and our previous findings from the sample of non-musicians (Leung & Dean, 
submitted-a). The expected pattern of RT was only observed in the Diatonic 
condition, where RT was faster in the Incongruent condition than in the Congruent 
condition. Hit rate of timbre shift detection was higher in the diatonic melodies than 
the microtonal melodies, and when the shift occurs closer to the end of the melody, 
where shorter RT was observed. Perhaps the increased number of tones before the 
shift has provided more contextual information of the scale and it has facilitated the 
detection of any incongruent events; in addition, participants’ expectation of a shift 
might increase as they know the end of the stimulus is approaching.  
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Microtonal musicians responded slower than the General musicians, which 
was unexpected; and we provide evidence that it is not age-related. We suspect that 
the knowledge of multiple microtonal tuning systems may have hindered these 
musicians in learning a new microtonal scale within a short time. We suggest this for 
two reasons. First, microtonal music production often involves subtle digital 
manipulation of sounds including pitch and timbre adjustments. When microtonal 
musicians were instructed to detect timbre shifts in microtonal tones, it might not be 
as straightforward a task as for general musicians or non-musicians. During the 
experiments, some of the microtonal musicians reported that they were thinking a lot 
about the quality of the timbre shift, as that was high amongst their musical interests. 
Second, because they have been exposed to various microtonal tunings, there would 
be some similarities between what they have heard before and the present microtonal 
scale, which might have caused a certain level of confusion during the learning 
experiment. This might be akin to perceptual assimilation (examples with native and 
non-native speech sounds: Best, 1994). Even so, over the time course of the 
experiment, they have a greater increase in detection accuracy (higher hit rate and 
lower false alarm rate in trials with a randomly appeared incongruent tone). They 
also seem to be more careful in responding to the shift, as reflected by their slower 
RT than the general musicians in both tests. Furthermore, learning was implied by 
the false alarms in responding automatically after a randomly located incongruent 
tone in trials with no timbre shifts. There were significantly more false alarms in the 
Diatonic condition, which was a scale both musicians groups are enculturated with, 
than the Microtonal condition. In other words, participants were more sensitive to 
incongruent pitch intervals in the musical scale that they have the longest experience 
with, including the microtonal musicians.  
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In Experiment 2, we investigated the statistical learning of event frequencies 
in melodies in the same microtonal scale among non-musicians. Event frequencies 
here refer to the relative frequency of occurrence of each member of the scale. We 
manipulated the patterns of event frequencies in two ways. Pattern A is designed 
based on the distribution of the goodness-of-fit ratings on each pitch member of 
12TET in Krumhansl & Kessler (1982). In their paper, they presented participants an 
ascending major scale (as well as other type of scales) followed by a probe tone, and 
the probe is one of the 12 pitches in 12TET within an octave. Participants were asked 
to rate each probe based on how well the probe fits with the scale. Similar to the 
functional hierarchy we discussed earlier, in the context of a C major scale, ratings 
were higher on the first, third, and the fifth pitch members of the scale. As shown in 
Figure 5.8a, we have manipulated the event-frequency distribution of Pattern A to 
have the first, third, and the fifth tones of the scale appear more often than the other 
tones. On the other hand, Pattern B has an opposite pattern to Pattern A, in that the 
most frequent members became the least (see Figure 5.8b). By observing the learning 
of two different patterns, we can explore whether even in an unfamiliar microtonal 
scale such learning is flexible in terms of what kind of information is introduced, or 
is heavily influenced by their prior musical knowledge. Such information would be 
relevant to the effective compositional use of unfamiliar or novel microtonal scales.  
5.6 Experiment 2 
5.6.1 Design and hypothesis 
The experiment randomly allocated non-musician participants into two 
groups and each group was introduced to a different pattern of event frequencies of 
members of the microtonal scale. Participants were asked to perform a goodness of 
fit (GOF) rating task, which requires them to give ratings on how well the stop tones 
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(the tone before the melody stops) fit with the melody so far heard. With the 
manipulation of the event frequencies (see Figure 5.8), participants are exposed to 
the pattern over the trials and we expect them to learn the implied regularities such 
that their ratings would change correspondingly. Ratings are expected to be higher 
when the relative event frequency increases, and lower when the relative event 
frequency decreases. This relationship will be examined in the mixed effects models. 
 
 
Figure 5.8. The graphs show the event frequencies of each tone of the 
microtonal scale in Pattern A (a) and B (b). Pattern A is based on the tonal 
hierarchy pattern from perception of diatonic scales (Krumhansl & Kessler, 1982), 
while Pattern B is essentially an inversion of Pattern A.  
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5.6.2 Method 
5.6.2.1 Participants 
We recruited 40 participants but 2 were rejected from the analysis, as they did 
not meet our criterion of the maximum length of musical training. The final sample 
consists of 38 non-musicians (28 Female, 10 Male. Mage = 21.29, SD = 5.40), who 
are allocated into two experimental groups (pattern A and B). All participants were 
first year psychology students from Western Sydney University who received partial 
course credits from their participation. They have less than four years of formal 
musical training with a mean OMSI score (Ollen, 2006) of 92.24 (SD = 132.63) and 
mean Gold-MSI (Müllensiefen et al., 2014) general sophistication score of 56.74 (SD 
= 15.41): these are unsophisticated levels. 
5.6.2.2 Stimuli and Equipment 
The same equipment as Experiment 1, with a different Max script written by 
YL, was used. Stimuli are 8-tone melodies generated from the first octave of the 
same microtonal scale, which comprised of a set of seven tones (see Appendix). 
Using tones from the first octave only would make the learning less demanding, 
compared with learning event-frequency of tones over two octaves. The tone 
combinations in the melodies were constructed based on the intended manipulated 
relative event frequencies. This requires repetitions of tones within an individual 
melody, but the repetition is not allowed to occur immediately. Melodies are pre-
generated in the same piano timbre of Experiment 1 and randomised for each 
participant. The duration of each tone is 300ms. With an algorithm written by YL 
which uses the ‘prob’ function in Max, the program first selects a tone from the tone 
set based on simple random sampling, and a successive tone is chosen based on its 
pre-set weighting in the transition matrix (zero-order). When the melody stops, after 
the 3rd to 8th (final) tone, participants responded by clicking on a GOF dialogue-
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rating bar displayed on the program interface using a computer mouse. The rating bar 
did not display the value of the rating range (20), but implied a continuum from low 
to high GOF.  
5.6.2.3 Procedure 
Participants were instructed to give a GOF rating in 420 melodies and they 
could take a break in between trials whenever they found it necessary. The melody 
could stop anytime after three to eight tones, and they gave a rating on the last tone 
before the melody stopped. The point of rating is counterbalanced and randomised, 
and this way we could minimise the number of ratings that might represent the 
perception of closure (a GOF judged based on how well the tone ends the melody). 
In trials where the melody stops before the last tone (8th), it continues after a rating is 
registered. The next melody automatically starts 1s after the end of the last melody. 
As this is a continuous measurement of GOF perception, participants will be rating 
the tones repeatedly and they are instructed to provide the rating on a trial-by-trial 
basis. In other words, they are not rating based on how they have rated a specific 
tone in previous trials. They completed the demographic questionnaires at the end of 
the task. The experiment took about 30 minutes to complete. 
5.6.3 Results 
Similar to Experiment 1, we evaluated mixed effects models on the GOF 
ratings (0-20) with the relevant fixed effects and random effects considered. The 
fixed effects here include the Cumulative frequency of occurrence of the stop tone at 
the point of being rated, Location of the stop tone, and Trial number that represents 
the time course of the experiment, and was scaled by the centering method. Random 
effects include Participants and Items (melodies). We hypothesized that the ratings 
would be positively correlated with the Cumulative frequency of occurrence of each 
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tone, such that in Pattern A condition, ratings would increase over trials for tones 1, 
3, and 5 when presented as stop tones, but decrease for the others when presented as 
stop tones. In other words, we expect to find a positive correlation between the GOF 
ratings and the Cumulative frequency of occurrence that was calculated based on the 
previous appearances of the stop tone from the past trials. For instance, from trial one 
to three, stop tone 2 has been presented six times in all three melodies (total of 24 
tones). If stop tone 2 is the last tone of the third melody and participants are asked to 
give a rating on it, the cumulative frequency of occurrence of stop tone 2 at the point 
of being rated would be 6/24 = 0.25. Over the trials, the envelope of the manipulated 
event frequency pattern will develop, such that the cumulative frequency of stop tone 
1 in Pattern A will become 0.3 for instance (see Figure 5.8a). Since the presentation 
order of the pre-generated melodies is randomised for each participant, the 
cumulative frequency of occurrence is calculated individually. 
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Figure 5.9. Line graphs show the mean GOF ratings in the first 20 and last 
50 trials in Pattern A and B conditions across tones.  
5.6.3.1 GOF Model 1: Pattern A 
The mean GOF ratings for each stop tone in both pattern conditions are 
illustrated in Figure 5.9. While most ratings fall around the mid-range of the rating 
bar, there are relative differences between stop tones. The graph shows the mean 
rating in the first 20 trials and the last 50 trials, and the purpose of that is to illustrate 
a global change of ratings due to the ongoing exposure. For example, it shows an 
increase of rating for stop tone 1 and 3 in Pattern A (Figure 5.9a and b), and a drop 
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of rating for stop tone 5 in Pattern B (Figure 5.9c and d). These changes are 
consistent with the relative frequency patterns, and bring the GOF response patterns 
into closer alignment with them. Two cosine similarity tests are conducted for each 
pattern (with the values of the event frequencies and the ratings standardised to range 
from 0 to 1), which compare the GOF ratings in the first 20 trials / last 50 trials with 
the event frequency of the stop tones (see Figure 5.8). For Pattern A, the similarity 
score (where 1 is maximum similarity) increases from .64 (first 20 trials) to .77 (last 
50 trials), and for Pattern B, the similarity scores of the comparisons are both at 
around .67, indicating similarity, but perhaps greater difficult in adapting fully to the 
(unusual) statistical pattern. Nonetheless, modelling the relationship of the 
cumulative frequency information and the corresponding GOF rating would be more 
informative and provide a fuller representation of the ongoing changes of response 
(using all the data), and this is evaluated precisely in the following mixed effects 
modelling. 
The selected mixed effects model suggested a significant effect of 
Cumulative frequency of occurrence and stop tone location (position within the 
succession of melody notes). As expected, GOF rating rises when the cumulative 
frequency of the stop tone increases, t(545.4) = 3.38, p <.001, 95% CI [.99, 3.74]. 
There was also a general increase in GOF rating when the stop tone was rated in a 
later position of the melody (see Table 5.5). We did not include stop tones as one of 
the fixed factors in this model because we expect the ratings to change in relation to 
the cumulative frequency of appearance of each stop tone, and therefore including 
both as fixed effects would cause overlapping information in the predictors 
(redundancy).  
  
  169 
Table 5.5. A summary of GOF Model 1: Pattern A. Only significant fixed 
effects / their levels are presented in the table.  
Model: GOF = f(Cumulative Frequency + Stop tone location + Trial + random effects on 
participants (intercept, trial) and item (intercept)) 
Random effects: Variance  
ID (Participants) 4.97   
Trial 2.11   
Item / Melody .32   
Residual 27.03   
     
Fixed effects: Estimate SE p-value  
(Intercept) 9.41 .56 ***  
Cumulative 
frequency 2.37 .70 *** 
 
Location 6 .50 .22 *  
Location 7 .54 .22 *  
Location 8 1.09 .22 ***  
 
5.6.3.2 GOF Model 2: Pattern B 
This model analysed the GOF ratings in the participant group which was 
exposed to event frequency pattern B. Pattern B has an opposite frequency of 
occurrence distribution to Pattern A. It was hypothesized that if learning was driven 
by the materials introduced, the GOF rating would be positively correlated with the 
manipulated event frequencies. If learning was influenced by the participants’ prior 
knowledge of the functional hierarchy of Western tonal music, higher ratings would 
still go to stop tone 1 and 5, i.e. similar to pattern A, regardless of their frequency of 
appearances in the melodies.  
Consistent with Pattern A, the model revealed a significant effect of 
Cumulative frequency of occurrence, t(692.1) = 2.58, p = .01, 95% CI [.47, 3.41], 
such that the GOF rating again increases when the stop tone’s frequency of 
occurrence in the melody increases (Table 5.6). This is consistent with our 
hypothesis that learning is driven by the event frequency we have manipulated and 
introduced them to, even though the pattern is completely different from the one they 
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are more familiar with. Nevertheless, from the cosine similarity tests and the 
estimated coefficient from the mixed effects models, the fixed effect of cumulative 
frequency of occurrence might be greater in Pattern A than B.  
Table 5.6. A summary of GOF Model 2: Pattern B. Only significant fixed 
effects / their levels are presented in the table.  
Model: GOF = f(Cumulative Frequency + Stop tone location + Trial + random effects on 
participants (intercept, trial) and item (intercept)) 
Random effects: Variance  
ID (Participants) 6.94   
Trial 2.95   
Item / Melody .42   
Residual 24.33   
     
Fixed effects: Estimate SE p-value  
(Intercept) 10.38 .64 ***  
Cumulative 
frequency 1.94 .75 * 
 
Location 4 .48 .22 *  
Location 6 .66 .22 **  
Location 7 .46 .22 *  
Location 8 .71 .22 **  
 
Overall, results in Experiment 2 support the hypothesis that the statistical 
learning of event frequencies can occur even in a novel musical scale, and is 
malleable according to the information that is introduced. Although Pattern A has a 
similar event-frequency distribution as the functional hierarchy of the diatonic scale, 
learning was equally robust in Pattern B, especially considering that in this condition 
participants were exposed to both a novel musical scale and a novel set of relative 
event frequencies. 
5.7 General Discussion 
 This study is probably the first to compare the incidental learning of a 
microtonal scale between trained general- and expert microtonal-musicians. With a 
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short, 10min exposure, we expected both groups of musicians would learn the pitch 
interval structure of a novel microtonal scale, and over the trials in the Immediate 
and Later tests, they would also learn the statistical relationship between incongruent 
tones and timbre shifts.  
With the paradigm we developed in Leung & Dean (submitted-a), we predict 
shorter RT in trials where an incongruent tone was placed before a timbre shift, as 
we established the incongruent tone as a promising cue to the shift. Our current data 
shows the predicted pattern in the diatonic melodies, but not in the microtonal 
melody condition. While we expect a similar result from the general musician group 
as the non-musicians, we did not find the congruency effect in the microtonal scale 
in the first session. General musicians responded faster than non-musicians in our 
previous study, even though no direct statistical comparison was conducted. 
Although we expect the RT would correlate inversely with the level of expertise, this 
was not observed in our microtonal musicians, who are have first-hand knowledge of 
both the diatonic and several microtonal systems but responded much more slowly. 
One of the interesting possibilities is that the microtonal musicians could not detect 
the incongruent intervals in the Incongruent condition, which made them ignorant of 
the statistical relationship between the incongruent tone and the timbre shift. Another 
possibility would be related to the microtonal knowledge among microtonal 
musicians, including the perception of microtonal pitches and the timbre changes 
made upon those pitches. Perhaps microtonal musicians are more amenable to 
incongruent events due to their musical practice (they are improvisers, computer 
musicians, jazz musicians, and/or play multiple instruments including those which 
use different tuning systems). The inclusion of incongruent events might be similar 
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to some of the microtonal tunings they have been exposed to; therefore the tones 
might all sound congruent or incongruent to them in the current melodic context.  
It is unexpected that the learning of the microtonal scale was found in non-
musicians (Leung & Dean, submitted-a) but not among musicians. In fact, we 
imagined that musicians would have higher sensitivity to pitch interval differences, 
and musicians with extensive exposure to microtonal tuning structure would learn 
the microtonal scale fastest. One explanation could be due to the necessarily smaller 
sample size of the musician groups here than the non-musician group in our previous 
experiment (21 non-musicians), and might affect the comparability of the results (it 
might also mean that with the current paradigm, longer exposure or tests are required 
for smaller samples). This difference however is unavoidable due to the small 
population of microtonal music experts in Sydney. To be eligible to participate, the 
microtonal experts are expected to have exposure to more than one microtonal tuning 
system, meaning that musicians who simply play a second, non-Western musical 
instrument are not recruited. The expert participants in our experiment are mostly 
staff from a conservatorium of music or highly experienced performers and 
composers in Australia, which has resulted in the age difference between musician 
groups as the majority of general musicians are students recruited from the 
university. Nevertheless, the models have indicated that age was not an influential 
factor.    
In fact, the current microtonal scale is novel to both the general musicians 
and the microtonal musicians. Perhaps the assumption that microtonal musicians 
would learn the microtonal scale faster than the general musicians or non-musicians 
is not entirely reasonable. If, consistent with some prior research, one's existing 
musical knowledge would influence the perception of an unfamiliar music system 
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(e.g. Alluri & Toiviainen, 2012; Eerola et al., 2009), then microtonal musicians 
would have been affected by their knowledge of many different music systems. 
Although they are highly skilled musicians, the current findings perhaps imply that 
they require longer time to adapt to a new system than other musicians: possibly 
because they do so more fully (i.e. in relation to features of the tuning structure 
which are its consequence in timbre, rather than what is taken as primary here, pitch 
relationships). Perhaps that would explain the difference in data between general 
musicians and non-musicians. In the microtonal condition, when general musicians 
approach microtonal intervals, they might find them more 'novel' or 'mistuned' than 
non-musicians who are less sensitive and knowledgeable to the pitch interval 
difference from the diatonic scale as well as tonality in general. Their performance 
constancy between two sessions might further support this interpretation. We expect 
the Immediate test would be a reflection of how much they have acquired from the 
exposure right before it, and this memory might fade eventually and the performance 
in the Immediate test would not be found again in session 2. This was found among 
non-musicians in that in the Later test, the RT between congruency conditions were 
no longer significantly different in the microtonal condition. The RT in the current 
study however remain similar between sessions, implying that they have retained the 
same amount of knowledge of the scales, as well as the incongruent tone-timbre shift 
statistics in the Immediate and the Later tests. 
Unlike Hansen, Vuust, & Pearce (2016) who examined the perception of 
style-specific materials among experts and non-experts in the chosen style (jazz), our 
approach here is to measure the fundamental perception of novel pitch intervals. A 
particular style is absent in our stimuli on purpose. However, we believe the 
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expertise of microtonal musicians lies in their familiarity with pitch intervals that 
differ from 12TET, besides the various musical styles they practice with. 
The second experiment is moving from the learning of pitch intervals, to the 
event frequencies of a musical scale, a critical aspect for appreciation of unfamiliar 
microtonal music. The functional use of pitch members of a scale makes the 
frequency of occurrence of each member in a piece of music vary systematically, and 
once this functional use is generalized to most music under this particular scale, 
listeners may internalize such information and form a perceptual hierarchy. This 
functional tonal hierarchy of pitches, and of their relative occurrence frequencies has 
been found in western tonal music (Krumhansl, 1979) and music in other cultures 
(Kessler et al., 1984). Schellenberg & Trehub (1999) suggested that increased 
number of repeated tones only facilitate melody discrimination when the melodies 
are 'conventional' in Western tonal music. However, we found that in the context of a 
novel musical scale, learning is not affected by the level of conformity to the event 
frequency used in western tonal music. When the event-frequency of the microtonal 
scale unfolds through the melodies, the GOF ratings to each stop tones go higher or 
lower in accordance with the frequency of occurrence of the stop tone in the previous 
trials. It is important to note that our current approach is different from the traditional 
probe-tone method exploited in Krumhansl & Kessler (1982), in which they place 
the to-be-rated tone after the end of a melody. Instead, we have allocated the stop 
tones at different places within the melody to avoid the ratings being affected by 
perceptions of closure or resolution of the tones. Even so, there is still a general 
increase in ratings when the stop tones are rated later in the melody. This could be 
because having heard more of the melody, participants are more confident of their 
judgment, and this influences their GOF positivity.  Although there is a linear 
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relationship between the GOF and the cumulative frequency of occurrence, the 
overall increase in ratings towards the end of the melody might alternatively still 
infer that participants consider each tone suitable to end the melody equally well. If 
that is the case, our evidence would provide no indication of bottom-up perception of 
pitch hierarchy in the microtonal scale in test, so that ours would seem to be a fair 
approach for measuring statistical learning by GOF ratings, given the ratings are not 
(or hardly) confounded by other hierarchy assumptions.  
To conclude, we have delineated the statistical learning of pitch interval 
structure and the distribution of event frequencies in a microtonal scale unfamiliar to 
Western music listeners. Consistent with our hypotheses, musically untrained 
participants were able to learn the frequency of occurrence of pitches in the scale, 
reflected by the positive correlation between their GOF ratings and the tones’ 
frequency of appearance in melodies. This learning is also found essentially 
unaffected by the similarity between the event frequencies in the microtonal scale 
and those in the diatonic scale. However, in contrast with our previous findings with 
non-musicians and our hypotheses, learning of the microtonal pitch intervals was not 
observed with general and microtonal musicians after a short exposure, as implied by 
their insensitivity to the deviant pitch and pitch intervals. Future investigation can 
examine the learning of event-frequency with pitches of more than one period of the 
microtonal scale. This would allow further observation of any pitch hierarchy 
perceived in a microtonal scale that is not manipulated by the researcher. 
Nonetheless, together with our past findings, this research on the learning of 
microtonal systems has implications for experimental research in music cognition, 
and for real world practice of music production and performance including 
improvisation and computer music. 
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5.8 Appendix of MS 3 
Pitch frequency of each tone of the microtonal scale. Melodies in Experiment 
1 are generated from all the tones, while those in Experiment 2 only created from 
tone 1 to 7. ‘L’ refers to large step (frequency ratio 1.14) and ‘S’ refers to small step 
(frequency ratio 1.08). Both these steps are bigger than a semitone (frequency ratio 
1.06). 
Period  Tone Step size from 
the last to the 
current 
Frequency in 
Hz 
First 1  261.63 
 2 L 298.26 
 3 S 322.12 
 4 L 367.22 
 5 S 396.59 
 6 L 452.12 
 7 S 488.28 
Second 8 S 523.26 
 9 L 596.52 
 10 S 644.24 
 11 L 734.43 
 12 S 793.19 
 13 L 904.23 
 14 S 976.57 
Third 15 S 1046.52 
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6 General Discussion 
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This PhD project aims to examine the learning of novel music systems. In 
particular, it was conducted to understand the learning of unfamiliar pitch systems. 
Using microtonal intervals as a tool, I was able to manipulate the pitch intervals 
systematically to address four main research questions in this context:  
1. Does the level of structural similarity between the familiar 
(12TET/Diatonic scale) and the novel music systems matter? 
2. What makes a novel system easier to learn in terms of its structural 
features (temperament, how pitch intervals are defined: frequency 
ratio(s) vs frequency differences) 
3. How much can one acquire within one experimental session 
a. Can one learn the pitch intervals? 
b. Can one learn both the pitch intervals and the relative frequency 
of occurrence of pitches of the system? 
4. Does prior musical training and experience facilitate such learning? 
The findings from the five experiments across the thesis have provided 
informative insights on these questions.  
6.1 Structural similarity between novel and familiar 
systems 
Structural similarity between the novel system and 12TET / Diatonic scale 
has been considered in the investigation of pitch intervals and event frequency 
learning. This was considered relevant because of the strong indications of past 
research that the music system one acculturated with has a significant impact on the 
perception of music from other systems. Note that the level of structural similarity 
between systems here was defined qualitatively based on the temperament and pitch 
  179 
interval structure (number of step sizes for instance), while future research could take 
a quantitative approach in categorising the differences. From my findings in MS 1 
and the second experiment in MS 3, structural similarity to the diatonic scale, not 
12TET, is an important factor in the learning of pitch intervals. However, it does not 
seem to affect the learning of event frequency.  
12TET and the diatonic scale share some of the relative pitches, but unlike 
12TET, the diatonic scale is unequal tempered with two frequency ratios, and it is 
well-formed (generated by a sequence of fifths where pitches are ordered within an 
octave). The data presented in MS 1 might argue that learning favours well-formed, 
unequal tempered systems over equal tempered (e.g. 11TET) or unequal tempered 
with pitch intervals defined based on frequency differences (e.g. 81-prime), but 
without an additional scale that has two frequency ratios but not well-formed, it is 
uncertain whether learning was facilitated because of the previously acquired 
knowledge about the diatonic scale, or that any pitch systems that have two 
frequency ratios are learnt faster. While a comparison between well-formed and non-
well formed pitch systems can be pursued in future investigation, it is currently 
confirmed that the diatonic knowledge does not benefit the learning of event-
frequency hierarchy in a microtonal scale.  
Results in MS 3 suggest that learning was equally good whether event 
frequencies are similar in pattern or completely opposite from the conventional usage 
of pitches in diatonic music. This result is consistent with Loui & Schlaug (2012) 
who demonstrate non-musicians' ability in learning a novel set of relative event 
frequencies of pitches in the Bohlen-Pierce scale, which is also microtonal with pitch 
intervals larger than a semitone. Nonetheless, there was no comparison between 
different patterns of event frequencies in their study as the main purpose of theirs 
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was to compare the learning ability between non-musicians and participants with 
congenital amusia. Furthermore, In Oram & Cuddy (1995)s’ study, event frequency 
was learned better when the melodies are diatonic than non-diatonic, even though 
both were comprised of 12TET pitches. It seems that event frequency learning is 
more affected by the melodic context (whether the melodies are from a familiar or an 
unfamiliar pitch system) than the level of familiarity with the event frequency pattern 
itself. Overall, structural similarity to the diatonic scale (well-formed and unequal-
tempered) is an important factor in learning pitch intervals of a microtonal tuning 
system. However, it is not a significant factor for the learning of event frequency in 
microtonal melodies.  
6.2 The comparison between structural features of 
microtonal tunings 
Although the main purpose of varying structural properties of the tuning 
system was to test the effect of similarity, the comparison between frequency ratio 
and frequency difference tuning system in the current study is also novel. There have 
been papers suggesting that African (Moelants, Cornelis, & Leman, 2009), Turkish 
(Gedik & Bozkurt, 2010; Yarman, 2007), and Australian aboriginal music (Will, 
1997; Will & Ellis, 1996) might be based on frequency difference musical scales. 
However, those are mostly speculations from the analysis of vocal recordings and no 
documentation about the scales used was available. To date, there were no studies 
that have compared the learning of these scales with that of the Western tonal 
system. For the purpose of MS 1, the 81-prime scale (Dean, 2009) was chosen to be 
the tuning system based on frequency difference as it has clear definition on how the 
frequency differences between pitch intervals are generated. In my Masters thesis 
(Leung, 2013), the learning of pitch membership of this scale was found to be 
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difficult, and pitches from the diatonic scale were often chosen to be a pitch that 
would fit well with the 81-prime (81P) melodies. However, in the measurement of 
pitch memory and pitch membership in MS 1 (using a different exposure task but the 
same probe-tone rating paradigm), performance in the 81P condition was not 
significantly different from that in 12TET and 11TET. That suggests the learning of 
pitch intervals of a tuning system with one fixed frequency ratio and another system 
based on frequency differences is similar. However, learning seems facilitated when 
the tuning system has pitch intervals based on two frequency ratios.  
6.3 How much information can a listener acquire over a 
brief experimental session? 
Rapid learning was measured in all MSs, even though long-term memory of 
the initial exposure to the materials was also measured in MS 2 and 3 (Experiment 
1). In MS 1, when participants were exposed to three different microtonal tuning 
systems, learning was difficult, even though it stood out in the WF condition. 
However, due to the purpose of testing the effect of structural similarity, the 
approach of having those three systems representing the differing features was 
considered appropriate. However, learning might be enhanced with longer exposure, 
or be assessed further with two groups of comparisons. One group would compare 
the learning between tuning systems with one and two fixed frequency ratios (11TET 
vs WF), while another group would compare frequency ratio and frequency 
difference tuning systems (11TET vs 81P). 
In MS 2, rapid learning was found when participants were exposed to one 
microtonal scale only, and learning was implied by the sensitivity to the incongruent 
pitch intervals. During the learning of pitch intervals of the microtonal scale 
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(required to be able to detect the incongruent intervals), the paradigm also expects 
the participants to learn the statistical relationship between the incongruent pitch and 
the timbre shift (that the incongruent pitch was a cue to an incoming timbre shift). If 
reaction time to the shift was faster after an incongruent pitch, it implies participants 
have become sensitive to the incongruent pitches and also learnt the likelihood of 
those pitches preceding a timbre shift. Even though the expectations of the paradigm 
were rather demanding, the experiment in MS 2 found the learning of both among 
musically untrained participants. Interestingly, the same learning of the microtonal 
scale was not found in musicians (both general and microtonal experts). In addition, 
this result did not question the validity of the paradigm, since we can still find the 
expected pattern (faster reaction time to the timbre shift after an incongruent tone) in 
the control condition with diatonic melodies. This finding contrasts with  previous 
findings that (general) musicians outperform non-musicians on pitch memory and 
discrimination (e.g. Bailes et al., 2015; Paraskevopoulos et al., 2012; Schön & 
François, 2011; Tervaniemi, Just, Koelsch, Widmann, & Schröger, 2005; 
Williamson, Baddeley, & Hitch, 2010).  
6.4 Musical expertise and the learning of a novel musical 
scale 
In fact, it is probably not sensible to make a direct comparison here between 
non-musicians and general musicians who are trained in 12TET only due to the 
sample size difference. If we have a similar number of general musicians and non-
musicians, maybe the same learning effect would be found. However, MS 3 focused 
on the comparison between general and microtonal musicians, and the sample size is 
determined by how many microtonal experts I was able to recruit. With an Internet 
search of microtonal musicians who reside in New South Wales, 12 were found who 
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would meet the selection criteria of the study, where the criteria include having the 
experience of composing and/or performing a range of microtonal music 
professionally. Specifically, they were required to be familiar with multiple 
microtonal tunings. All of the 12 microtonal experts were approached but only two 
agreed to participate. In the end, the rest of the sample was recruited through 
referrals by experts who participated and by my principal supervisor Roger T. Dean. 
Because this is such a unique sample, the finding of MS 3 is considered valuable to 
the general interest in how microtonal musicians approach a novel musical scale. 
One of the speculations from the current finding was that microtonal musicians 
might require more time than non-musicians and general musicians in forming a 
good knowledge of the pitch intervals of a novel microtonal scale. While it sounds 
surprising, such a phenomenon would be consistent with the arguments about how 
the schematic knowledge of music influences the perception of unfamiliar music 
among non-musicians (see Stevens, 2012). Microtonal musicians were not able to 
learn the new microtonal scale as rapidly as non-musicians, which could be due to 
the microtonal musicians’ existing knowledge of more than one microtonal pitch 
systems. The current musical scale may or may not have structural or featural 
overlaps with the microtonal scales they have had experience with. Another 
speculation on the slower reaction time found among the microtonal musicians than 
the general musicians is that they were paying more attention to the timbre shifts on 
one of the pitches in the microtonal melodies than the general musicians and non-
musicians. Due to their musical practice with multiple instruments or with computer 
music, it is likely that the microtonal musicians are more interested in the changes in 
acoustic characteristics of a note due to the timbre shift than the general musicians 
and non-musicians. Therefore, they might be analysing the acoustic features of the 
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new timbre of the pitch during the detection, which had led to a slower response. The 
third possible interpretation of the indifference in reaction time between congruent 
and incongruent conditions among microtonal musicians was that they were more 
open to incongruent events in music due to their musical practice as improvisers or 
composers. This is an interesting dissimilarity perhaps not just between general and 
microtonal musicians, but also between those who create musical structures 
(composers, improvisers) and those who perform pre-existent musical structures 
(interpretive performers). For example, during the improvisation process, 
incongruent events, in terms of their violation of the conventional regularity (e.g. 
tonal or metrical hierarchy of Western tonal music), are often used to become 
characteristic features of the piece: in other words, the creator may seek to integrate 
these events rather than continue to sense them as violations. Certain events might be 
considered inappropriate in one performance, but integrated in another performance. 
The definition of ‘incongruence’ or ‘unsuitability’ in such context might vary not just 
between improvisers, composers and non-improvisers, but also among improvisers. 
Therefore, using the measurement of sensitivity of incongruent events as a way to 
examine learning might in fact not be the best approach for testing microtonal 
musicians. Nonetheless, all these speculations can be investigated in future research 
concerning the specialised populations of microtonal musicians.  
6.5 Limitations and possible solutions  
While the experiments in the MSs were carefully designed to understand the 
topic and analyse the factors of interest, there were limitations that arose or became 
apparent during the investigations. One we chose for ourselves, as a key purpose of 
the study: to investigate rapid learning over short periods. Another limitation of the 
study seems to be the level of difficulty of the learning task in MS 1. In MS 1, 
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participants were exposed to melodies from 12TET and three other microtonal tuning 
systems for the purpose of examining the effect of structural similarity. Besides 
12TET, there are pitch intervals of three novel tuning systems to learn, and the 
exposure task was only about 15-20 min long. To learn and differentiate pitch 
intervals of three unfamiliar tuning systems within such a short period of time turned 
out to be very challenging, especially for participants who have had no formal 
musical training previously. Perhaps that is why I did not find substantial learning of 
the novel systems after exposure besides WF. The approach can be improved by the 
suggestion discussed earlier with two separate groups of participants and thus for 
each group making comparisons of learning between two novel systems only. 
Another possibility would be to prolong the exposure period, by either a longer 
exposure task, or introducing multiple sessions of exposure. With sufficient 
exposure, better understanding can be gained on the efficiency in learning music 
systems with different pitch interval structures.  
Another limitation is related to the application of the learning paradigm I 
designed for the sample of microtonal musicians, which was briefly discussed in the 
last section. The definition of successful learning in this paradigm lies upon the 
ability to detect ‘incongruent’ events, which are pitch intervals that deviate from 
those of the microtonal scale. However, the sensitivity to the incongruent events is 
measured based on their reaction time to the following timbre shift, therefore there 
was no explicit expression of such detection of incongruence recorded. While it is 
common for general musicians and non-musicians to reject incongruent events in 
music e.g. out-of-tune pitches, it is perhaps rather usual for those microtonal 
musicians, who are also improvisers, to accept and integrate those events during a 
music performance. Because of that, the indifference in reaction time in the 
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congruent and incongruent conditions among the microtonal musicians might not 
mean they cannot detect the incongruent intervals, but perhaps they found them 
acceptable to be included in the melody. That would mean the perception of the 
statistical relationship between the incongruent pitch and the timbre shift cannot be 
established, due to their weak or varied definition of incongruence (i.e. no clear 
identification/differentiation between congruent and incongruent events). A different 
approach might be more appropriate to test this population, such as a task that 
requires explicit identifications of deviant intervals.  
6.6 Future directions 
Two extensions of the current project have been planned. First, to conduct a 
measurement of the detection of incongruence based on changes in electrical 
activities in the brain using electroencephalogram (EEG). Brain activities can be 
measured during the performance of the timbre shift task (MS 2) and the detection of 
incongruent pitches can be more clearly indicated by a larger amplitude and earlier 
onset of mismatched negativity (MMN, an event-related component that relates to 
auditory deviant discrimination) (see Näätänen, Jacobsen, & Winkler, 2005). This 
approach is also motivated by the findings in Bailes et al (2015) that greater 
amplitude of early event-related potentials (ERP) was observed in 12TET pitch 
intervals than microtonal, quarter-tone intervals, and musicians were more sensitive 
to the difference between 12TET and microtonal intervals than non-musicians. With 
this measurement, perhaps incongruence detection will be found among musicians, 
which was not observed behaviourally. Pilot studies on this measurement have been 
commenced (not shown).  
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The second extension is to examine the learning of timbral systems. As noted 
in the Introduction chapter, pitch and timbre are two main acoustic properties that 
identify a music system. This project has examined the learning of novel pitch 
systems, and an extension is planned to investigate the learning of timbre. 
Specifically, I am interested in examining the learning of a novel timbral system 
where sounds are ranked systematically based on their acoustic parameters such as 
intensity or spectral centroid. However, listeners might not equally perceive the 
ranking manipulated on the sounds. Therefore, data on how participants categorise 
and rank the choice of sounds (can range from noise to environmental and 
instrumental sounds) will be collected and used as the basis of the timbral system 
used for the learning experiment. This will develop from the recent study on 
perception of timbral ‘phrases’ to which I contributed (Olsen et al., 2016). I believe 
this extension will have implications for the understanding of how listeners learn a 
new music system with higher level of complexity (instead of a singular dimension 
such as pitch only), which would be more ecologically relevant.  
6.7 General conclusions 
This PhD project has examined the learning of pitch intervals and event 
frequency in microtonal pitch systems. The research question explored is motivated 
by past research on the perception and learning of unfamiliar music systems from 
unfamiliar musical cultures, and the approaches taken in this project have originality. 
The current findings can provide understanding of how listeners with different 
musical experience approach new music systems that are experimentally controlled 
and based on microtonal tunings. In addition, a new experimental paradigm is 
proposed and validated, which can be applied to measure statistical learning of 
materials across modalities. This research project has implications not only for the 
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experimental psychology of music, in terms of the statistical learning of novel pitch 
and pitch intervals, but also for cross-cultural music composition and performance 
(including improvisation), and computer music. 
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8.1 Publications during the candidature 
Here are the journal publications (only) to which I contributed during my PhD 
candidature since Dec 2013: 
Olsen, K. N., Dean, R. T., & Leung, Y. (2016). What constitutes a phrase in 
sound-based music? A mixed-methods investigation of perception and acoustics. 
PLoS One, 11(12) 
Stevens, C. J., Pinchbeck, B., Lewis, T., Luerssen, M., Pfitzner, D., Powers, 
D. M. W., Abrahamyan, A., Leung, Y., & Gibert, G. (2016). Mimicry and 
expressiveness of an ECA in human-agent interaction: familiarity breeds content! 
Computational Cognitive Science, 2(1), 1–14. http://doi.org/10.1186/s40469-016-
0008-2 
Gibert, G., Olsen, K. N., Leung, Y., & Stevens, C. J. (2015). Transforming an 
embodied conversational agent into an efficient talking head: from keyframe-based 
animation to multimodal concatenation synthesis. Computational Cognitive Science, 
1(1), 1-12.  
Cavedon, L., Kroos, C., Herath, D., Burnham, D., Bishop, L., Leung, Y., & 
Stevens, C. J. (2015). “C׳ Mon dude!”: Users adapt their behaviour to a robotic agent 
with an attention model. International Journal of Human-Computer Studies, 80, 14-
23.  
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8.2 Participants’ Gold-MSI scores in MS 2 and 3 
Here are the participants’ scores in each sub-scales of the Gold-MSI questionnaire 
(Müllensiefen et al., 2014). The average score of General Sophistication in each 
sample was reported in 4.3.4, 5.5.2.1, and 5.6.2.1. These scores were not included in 
the statistical models, and the Ollen Musical Sophistication Index (OMSI) (Ollen, 
2006) is probably a more sensitive measurement of musical sophistication among 
musically trained participants than the Gold-MSI (see 5.5.2.1). In particular, the 
average level of formal education in music is substantially higher (postgraduate or 
higher) among microtonal musicians than the general musicians (which most of them 
did not complete a bachelor degree in music), even though their scores in the Gold-
MSI are similar. 
MS 
(Exp
erim
ent) 
Participant 
Active 
Engagement 
Perceptual 
Abilities 
Musical 
Training 
Emoti
ons 
Singing 
Abilities 
General 
Sophistication 
2 
Non-
musicians 41 51 13.5 35 35 82.5 
1 
 
2 36 44 18 34 31 77 
 
3 15 32 2 22 22 37 
 
4 22 54 3 27 24 52 
 
5 21 38 7 31 24 53 
 
6 21 38 8 23 21 50 
 
7 29 36 3 28 16 44 
 
8 30 45 4 33 33 60 
 
9 24 25 6 33 26 48 
 
10 19 45 5 32 20 43 
 
11 26 43 11 32 25 56 
 
12 33 49 13 28 23 66 
 
13 27 46 13 32 35 71 
 
14 20 45 2 32 8 34 
 
15 28 42 8 33 29 58 
 
16 21 33 8.5 22 15 40.5 
 
17 26 45 4 25 19 49 
 
18 26 45 6 36 27 56 
 
19 25 41 5 38 21 48 
 
20 25 36 2 29 25 45 
 
21 13 36 5 18 9 28 
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Mean 25.14 41.38 7.00 29.67 23.24 52.29 
 
Min. 13 25 2 18 8 28 
 
Max. 41 54 18 38 35 82.5 
        
3 (1) 
General 
Musicians       
1 29 48 13 30 36 79 
 
2 39 48 14 30 35 84 
 
3 34 50 13 38 34 77 
 
4 33 51 14.5 28 30 71.5 
 
5 41 58 15 36 29 84 
 
6 31 45 18.5 34 32 72.5 
 
7 33 45 13 29 32 72 
 
8 41 59 22 35 40 97 
 
9 39 60 19 38 47 101 
 
10 28 48 20.5 32 28 73.5 
 
Mean 34.80 51.20 16.25 33.00 34.30 81.15 
 
Min. 28 45 13 28 28 71.5 
 
Max. 41 60 22 38 47 101 
        
 
Microtonal 
Musicians       
1 39 55 11.5 22 35 79.5 
 
2 40 63 15 30 39 90 
 
3 35 58 19 33 36 85 
 
4 43 54 19 36 21 81 
 
5 48 61 16 41 32 91 
 
6 43 53 14 34 42 93 
 
7 44 63 14 38 39 98 
 
8 44 60 18 38 40 99 
 
Mean 42.00 58.38 15.81 34.00 35.50 89.56 
 
Min. 35 53 11.5 22 21 79.5 
 
Max. 48 63 19 41 42 99 
        
3(2) 
Non-
musicians       
1 35 46 8 34 29 59 
 
2 20 40 9 23 14 41 
 
3 24 39 12 21 23 50 
 
4 32 39 23 35 36 78 
 
5 26 40 12 19 25 54 
 
6 20 28 13 20 19 47 
 
7 16 29 6 10 16 25 
 
8 20 49 14 26 30 57 
 
9 40 45 21 29 31 83 
 
10 40 44 26 34 31 73 
 
11 28 36 9 29 23 48 
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12 20 41 7 25 18 33 
 
13 35 41 16 30 33 72 
 
14 19 39 10 27 25 48 
 
15 10 17 11 12 15 33 
 
16 20 30 11 22 21 46 
 
17 23 31 10 21 28 53 
 
18 23 42 9 31 26 49 
 
19 16 49 10 27 31 47 
 
20 44 38 24 36 31 77 
 
21 28 47 21 29 33 67 
 
22 24 42 14 19 32 60 
 
23 22 38 12 25 24 49 
 
24 15 32 8 18 18 29 
 
25 29 40 13 20 26 62 
 
26 27 44 14 27 29 59 
 
27 19 28 12 17 28 44 
 
28 27 47 14 26 27 60 
 
29 19 31 15 18 30 48 
 
30 24 44 8 30 27 48 
 
31 44 45 21 36 35 84 
 
32 36 46 29 29 32 83 
 
33 38 45 17 27 39 82 
 
34 19 31 23 17 23 50 
 
35 28 38 17 21 29 66 
 
36 35 36 10 25 28 64 
 
37 25 48 15 35 35 71 
 
38 24 36 14 24 25 57 
 
Mean 26.16 38.97 14.16 25.11 26.97 56.74 
 
Min. 10 17 6 10 14 25 
 
Max. 44 49 29 36 39 84 
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8.3 Information sheets, consent form (same for all MSs), 
and instructions 
8.3.1 Information sheet and consent form 
8.3.1.1 MS 1 and Experiment 2 in MS 3 
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8.3.1.2 MS 2 and Experiment 1 in MS 3  
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8.3.2 Instructions 
8.3.2.1 MS 1: PDD task 
You will hear a melody played twice. In the second playing, one of the tones 
in the melody might be different from the original. Your task is to detect that deviant 
tone by pressing "D" as quickly as possible (as soon as you detect it). If you think the 
second playing is exactly the same as the first, press "S" by the end of the second 
playing. 
8.3.2.2 MS 1: GOF task 
In each trial, you will hear a melody followed by a tone. Your task is to 
indicate whether the tone fits or doesn't fit in the melody (imagine if you put this tone 
into any position of the melody and determine if it would fit in 'well' without making 
the melody sound 'out-of-tune'). Press the 'F' key if you think it fits, or the 'D' key if 
you think it doesn't, as quickly as possible after the tone has been played. After that, 
please click on the rating bar to indicate to what extent you think the tone Fits / 
Doesn't fit to the melody.   
8.3.2.3 MS 2 and 3 (Experiment 1): Timbre shift detection task 
In this experiment, you will hear short melodies played by a digital piano. In 
half of the trials, one of the tones in the melody is played by a different instrument, 
which makes it sound different from the other tones. Your task is to detect and 
respond to that tone by pressing the button. Please respond immediately after you 
have detected it (the computer will keep playing the rest of the melody). DO NOT 
press the button if you think there is no change in instrumental sound. The next 
melody will be played after 1-2 seconds. 
  211 
8.3.2.4 MS 3 (Experiment 2): Event-frequencies learning  
In each trial, you will hear a melody and at different point in time, it will stop 
and you will need to give a rating on how well the last tone that you have just heard 
fits with the melody overall (not necessarily on how well it ends the melody). After 
you have rated the tone, the melody will either continue or the next trial will start. 
There are times that you will be rating on the same tone again. You do not need to 
remember what rating you have given to that tone before and you can always change 
your rating along the way. In other words, rate it on a trial by trial basis. 
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8.4 Questionnaires  
8.4.1 Ollen Musical Sophistication Index (OMSI) with additional 
demographic questions 
 
Age: __________            Gender: F ____ M ____ 
 
1. Do you have any hearing impairment? Yes ____ No ____ 
If yes, please describe: 
____________________________________________________________ 
 
2. At what age did you begin sustained musical activity? “Sustained musical activity” might include 
regular music lessons or daily musical practice that lasted for at least three consecutive years. If you 
have never been musically active for a sustained time period, answer with zero. 
Age at start of sustained musical activity_________________ 
 
3. How many years of private music lessons have you received? If you have received lessons on more 
than one instrument, including voice, give the number of years for the one instrument/voice you've 
studied longest. If you have never received private lessons, answer with zero. 
Years of private lessons_____________________________ 
 
4. For how many years have you engaged in regular, daily practice of a musical instrument or singing? 
“Daily” can be defined as 5 to 7 days per week. A “year” can be defined as 10 to 12 months. If you 
have never practiced regularly, or have practiced regularly for fewer than 10 months, answer with zero. 
Years of regular practice_____________________________ 
 
5. Which category comes nearest to the amount of time you currently spend practicing an instrument 
(or voice)? Count individual practice time only; not group rehearsals. 
• I rarely or never practice singing or playing an instrument___ 
• About 1 hour per month___ 
• About 1 hour per week___ 
• About 15 minutes per day___ 
• About 1 hour per day___ 
• More than 2 hours per day___ 
 
6. Have you ever enrolled in any music courses offered at college (or university)? 
Yes ____ No ____ 
 
7. How much college-level coursework in music have you completed? If more than one category 
applies, select your most recently completed level. 
• None___ 
• 1 or 2 NON-major course (e.g. music appreciation, playing, or singing in an ensemble)___ 
• 3 or more courses for NON-majors___ 
• An introductory or preparatory music program for Bachelor's level work___ 
• 1 year of full-time coursework in a Bachelor of Music degree program (or equivalent)___ 
• 2 years of full-time coursework in a Bachelor of Music degree program (or equivalent)___ 
• 3 or more years of full-time coursework in a Bachelor of Music degree program (or 
equivalent)___ 
• Completion of a Bachelor of Music degree program (or equivalent)___ 
• One or more graduate-level music course or degrees___ 
 
8. Which option best describes your experience at composing music? 
• Have never composed any music___ 
• Have composed bits and pieces, but have never completed a piece of music___ 
• Have composed one or more complete pieces, but none have been performed___ 
• Have composed pieces as assignments or projects for one or more music classes; one or more 
of my pieces have been performed and/or recorded within the context of my educational 
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environment___ 
• Have composed pieces that have been performed for a local audience___ 
• Have composed pieces that have been performed for a regional or national audience (e.g., 
nationally known performer or ensemble, major concert venue, broadly distributed 
recording)___ 
 
9. To the best of your memory, how many live concerts (of any style, with free or paid admission) have 
you attended as an audience member in the past 12 months? Please do not include regular religious 
services in your count, but you may include special musical productions or events. 
• None___ 
• 1 - 4___ 
• 5 - 8___ 
• 9 - 12___ 
• 13 or more___ 
 
10. Which title best describes you? 
• Nonmusician___ 
• Music-loving nonmusician___ 
• Amateur musician___ 
• Serious amateur musician___ 
• Semiprofessional musician___ 
• Professional musician___ 
 
What type(s) of music do you often listen to (you can select more than one)? 
• Classical ___ 
• Country ___ 
• Jazz ___ 
• Blues ___ 
• Rock ___ 
• Pop ___ 
• Electronic ___ 
• Others (please specify and indicate region of origin of the music): 
___________________________________________ 
 
Do you have perfect/absolute pitch? Yes/No 
If yes, where did you have it assessed? ________________ 
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8.4.2 The Goldsmiths Musical Sophistication Index (Gold-MSI) 
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8.4.3 Post-task questionnaire in MS 1: Pilot experiments 
 
Please rate how easy/difficult you found the task: 
Very Easy  Medium  Very Difficult 
1 2 3 4 5 6 7 
 
Are you familiar with the presented music/tunes (please tick one)? 
I have never heard anything like these before ___ 
I have heard something like this but not these tunes/music before ___ 
I have heard of these tunes/music ___ 
These tunes/music are very familiar to me ___ 
I often listen to these tunes/music ___ 
 
What do you think will be your percent correct?       ___% 
  
  218 
8.5 R code examples for the reported statistics 
8.5.1 Linear mixed effects modelling 
Model1<-lmer(RT~Scale+PitchDistance+(1|ID), data=ms2) 
#4 Model1 is the variable name of the model. ‘lmer’ is a function from the ‘lme4’ R 
package that fits a linear mixed effects model to the data. Here, the measured variable 
in the model is ‘RT’ (reaction time), the fixed effects are ‘Scale’ and ‘Pitch Distance’, 
and the random effects by participants (ID) on the intercept.  
summary(Model1) 
# ‘summary’ gives a summary of the model, including the estimated coefficients and 
variance of the fixed and random effects, as well as the t-test(‘lmer)/z-test(‘glmer’) 
results.  
confint(Model1, method=’wald’) 
# ‘confint’ is the function used to calculate the 95% confidence intervals of the fixed 
effects of a linear mixed effects model.  
ranef(Model1) 
# ‘ranef’ is a function to calculate the estimated random effects (coefficients) at the 
grouping level(s) specified. In Model 1, ‘ranef’ will provide the estimated random 
effects by participants on the intercept.  
 
8.5.1.1 Plotting the random effects (‘Caterpillar’ plot e.g. Figure 2.1)  
ggCaterpillar <- function(re, QQ=TRUE, likeDotplot=TRUE) { 
require(ggplot2) 
f <- function(x) { 
    pv   <- attr(x, "postVar") 
    cols <- 1:(dim(pv)[1]) 
    se   <- unlist(lapply(cols, function(i) sqrt(pv[i, i, ]))) 
    ord  <- unlist(lapply(x, order)) + rep((0:(ncol(x) - 1)) * nrow(x), 
each=nrow(x)) 
    pDf  <- data.frame(y=unlist(x)[ord], 
                       ci=1.96*se[ord], 
                                                 
4 Descriptions that follow the symbol ‘#’ are the explanation of the just 
presented R command line. 
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                       nQQ=rep(qnorm(ppoints(nrow(x))), ncol(x)), 
                       ID=factor(rep(rownames(x), ncol(x))[ord], 
levels=rownames(x)[ord]), 
                       ind=gl(ncol(x), nrow(x), labels=names(x))) 
 
    if(QQ) {  ## normal QQ-plot 
        p <- ggplot(pDf, aes(nQQ, y)) 
        p <- p + facet_wrap(~ ind, scales="free") 
        p <- p + xlab("Standard normal quantiles") + ylab("Random effect 
quantiles") 
    } else {  ## caterpillar dotplot 
        p <- ggplot(pDf, aes(ID, y)) + coord_flip() 
        if(likeDotplot) {  ## imitate dotplot() -> same scales for random effects 
            p <- p + facet_wrap(~ ind) 
        } else {           ## different scales for random effects 
            p <- p + facet_grid(ind ~ ., scales="free_y") 
        } 
        p <- p + xlab("Levels") + ylab("Random effects") 
    } 
    p <- p + theme(legend.position="none") 
    p <- p + geom_hline(yintercept=0) 
    p <- p + geom_errorbar(aes(ymin=y-ci, ymax=y+ci), width=0, 
colour="black") 
    p <- p + geom_point(aes(size=1.2), colour="blue")  
    return(p) 
} 
lapply(re, f) 
} 
g<-ggCaterpillar(ranef(Model1,condVar=TRUE), QQ=FALSE, 
likeDotplot=TRUE)[["ID"]]  
print(g) 
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8.5.1.2 Model comparisons using the chi-square likelihood ratio test 
anova(Model1, Model2) 
# A comparison between two linear mixed effects models that are fitted to the same 
dataset.  
8.5.2 Other scripts used for plotting graphs 
8.5.2.1 Cumulative reaction time over trials with the 95% confidence intervals 
shown in Figure 4.7 
g<-ggplot(RT, aes(y=CumulativeRT, x=Trial, colour=factor(Congruency), 
ylab="Cumulative Mean Reaction Time")) 
p<-g+geom_point(size=2) + facet_grid(.~TestPhase)+geom_ribbon 
(aes(ymin=CumulativeRT-CI,ymax=CumulativeRT+CI,fill="95% Confidence 
Intervals"),alpha=0.2) + scale_fill_manual("",values="grey12") 
print(p) 
p+labs(x="Trial number", y="Cumulative Mean Reaction Time (ms)") + 
ggtitle("Control Condition") + theme (panel.margin.x = unit(1, "lines")) 
+theme(text=element_text(size=15)) + theme(legend.title=element_blank()) 
8.5.2.2 Bar graph (see Figure 4.10) 
Hit<-ggplot(HITs, aes(y=ACC, x=Scale, fill=Congruency)) 
p<-Hit + geom_bar(position=position_dodge(), stat="identity") + 
geom_errorbar(aes(ymin=HITrate-ci, ymax=HITrate+ci, fill=Congruency), width=.2, 
position=position_dodge(.9))+ facet_grid(.~TestPhase) 
print(p) 
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8.6 MaxMSP patchers scripted by myself 
The following images are the interfaces of the programming of the 
experiments, which were not seen by the participants. The interfaces participants were 
exposed to are simplified GUIs with instructions without the program elements and 
the connection ‘cables’.  
8.6.1 MS 1: PDD task 
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8.6.2 MS 1: GOF task 
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8.6.3 MS 2 and 3: Timbre shift detection task 
 
 
 Sub-patch:
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8.6.4 MS 3: GOF task on event frequencies learning 
 
 
