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Geophysical inversion is a valuable tool for construction and interpretation of subsurface
physical property models. Traditional inverse formulations recover smooth models, hinder-
ing interpretation of different units. Constrained inversions present methods to incorporate
additional information and restrict the recovered model. Discrete-valued inversion is the
only method that guarantees recovery of sharp boundaries and expected physical property
values. Strict imposition of discrete values within inversion is computationally expensive in
terms of required memory, storage, and computation time. The discrete values also have
uncertainties, which if fit exactly, propagate into the recovered model. To maintain the
benefits of discrete-valued inversion and improve the computational efficiency, I develop a
new discrete-valued inversion by applying guided fuzzy c-means clustering. This method
approximates the discrete inversion as a continuous-variable minimization. Clustering in-
version aims to balance the goals of both traditional and discrete-valued inversions, i.e.,
recovering models that fit the geophysical data, are spatially cohesive, and have distinct
physical property values, that fit the target values. Within this thesis, I first develop and
examine the new method in the context of discrete-valued gravity inversion. I develop an
inverse work flow to determine the weighting parameters required to balance the inversion
goals. To further expand and understand the new method, I apply the discrete inverse for-
mulation to gravity gradient data and investigate the improvements of added information
and constraints for salt imaging. Exploring the general applicability of this formulation, I
extend the method to the inversion of induced polarization data and increase the number of
clusters. I demonstrate the feasibility and produce a hypothesis testing work flow to explore
the model space and uncertainty assessment when no prior physical property information
is available. Through diverse examples I demonstrate the strengths of the discrete-valued
inversion, not only by recovering sharp boundaries and target physical property values, but
iii
in the ability to incorporate generic prior information and obtain additional knowledge from
the data. I further show that the discrete-valued inversion can balance the physics of a geo-
physical response, observed data, prior information, uncertainties, and human intuition, in




ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxii
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxiv
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Traditional Inverse Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Other Inverse Formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Proposed Inverse Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
CHAPTER 2 DISCRETE-VALUED GRAVITY INVERSION USING THE
GUIDED FUZZY C -MEANS CLUSTERING TECHNIQUE . . . . . . . 11
2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Guided Fuzzy c-Means Clustering Inversion . . . . . . . . . . . . . . . 16
2.3.2 Minimization Algorithm for the Guided FCM Clustering Inversion . . . 19
2.3.2.1 Sequential Minimization . . . . . . . . . . . . . . . . . . . . . 20
2.3.2.2 Inversion Workflow . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Synthetic Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.1 Borehole Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
v
2.4.2 Borehole and Surface Data . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Practical Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.1 Model Mesh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5.2 Regional field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.6 Field Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.8 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
CHAPTER 3 GRAVITY GRADIENT INVERSION FOR THE IMPROVED
RECOVERY OF SALT BODIES . . . . . . . . . . . . . . . . . . . . . . 65
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3.1 Method 1: Simple Bounds . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.2 Method 2: Top of Salt Bounds . . . . . . . . . . . . . . . . . . . . . . . 72
3.3.3 Method 3: Density Contrast Bounds . . . . . . . . . . . . . . . . . . . 73
3.3.4 Method 4: Reduction to Binary . . . . . . . . . . . . . . . . . . . . . . 74
3.3.5 Method 5: Discrete-Valued Inversion . . . . . . . . . . . . . . . . . . . 77
3.4 SEG/EAGE Salt Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.4.1 2-Eo Noise Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.4.2 1-Eo Noise Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.4.3 0.5-Eo Noise Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.5 Leghorn, Gulf of Mexico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
vi
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.7 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
CHAPTER 4 DISCRETE-VALUED INDUCED POLARIZATION INVERSION . . 115
4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.4.1 Synthetic Two-Cluster Fault Model . . . . . . . . . . . . . . . . . . . 124
4.4.2 Synthetic Three-Cluster IOCG-Style Model . . . . . . . . . . . . . . 132
4.4.3 Field Three-Cluster Data at Mt Isa . . . . . . . . . . . . . . . . . . . 143
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
4.6 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
CHAPTER 5 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.1 Future research directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
REFERENCES CITED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
APPENDIX INVERSE WORKFLOW . . . . . . . . . . . . . . . . . . . . . . . . . 188
vii
LIST OF FIGURES
Figure 2.1 Flowchart displaying the minimization process at each iteration within
the guided FCM clustering inversion. . . . . . . . . . . . . . . . . . . . . 21
Figure 2.2 Workflow used to determine the weighting parameters within the
guided FCM clustering inversion. . . . . . . . . . . . . . . . . . . . . . . . 25
Figure 2.3 Depiction of the simple 3-D block model used to generate gravity data
in the boreholes (A-E), shown in green, and at the surface, shown in
blue. Both the surface and borehole observation locations have a 50 m
station spacing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Figure 2.4 View of the five borehole locations, from the top down, in relation to
the anomalous block. Boreholes A-D surround the block, while borehole
E intersects it. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Figure 2.5 Recovered model and corresponding histogram from the inversion,
without guided FCM clustering, of the borehole gravity data from
boreholes A-E. (a) Cross section through the model, as indicated in
Figure 2.4. (b) Histogram of the recovered density contrast values. (c)
Depth slice through the model, as indicated in Figure 2.3. (d)
Recovered model with a cutoff of 0.5 g/cc and outline of the true block
location. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 2.6 Comparison of the observed data (black dots) and predicted data (blue
triangles), from the inversion without clustering, in each borehole. The
red lines indicate where borehole E intersects the top and bottom of the
block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Figure 2.7 Log values of the (a) data misfit, (b) clustering term (FCMc), and (c)
guiding term (FCMg) as a function of λ and η from the parameter
search. The optimal value of data misfit, number of data (50), is
indicated by the black line. The initial values of λ and η chosen from
these plots are shown by the white star. . . . . . . . . . . . . . . . . . . 30
Figure 2.8 Recovered model and corresponding histogram from the guided FCM
clustering inversion of the borehole gravity data from boreholes A-E.
(a) Cross section through the model, as indicated in Figure 2.4. (b)
Histogram of the recovered density contrast values. (c) Depth slice
through the model, as indicated in Figure 2.3. (d) Recovered model
with a cutoff of 0.5 g/cc and outline of the true block location. . . . . . . 31
viii
Figure 2.9 Comparison of the observed data (black dots) and predicted data (blue
triangles), from the guided FCM clustering inversion, in each borehole.
The red lines indicate where borehole E intersects the top and bottom
of the block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 2.10 Recovered model and corresponding histogram from the inversion,
without guided FCM clustering, of the borehole gravity data from the
surface and boreholes A-D. (a) Cross section through the model, as
indicated in Figure 2.4. (b) Histogram of the recovered density contrast
values. (c) Depth slice through the model, as indicated in Figure 2.3.
(d) Recovered model with a cutoff of 0.5 g/cc and outline of the true
block location. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Figure 2.11 Comparison of the observed data (black dots) and predicted data (blue
triangles), from the inversion without clustering, in each borehole
surrounding the block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Figure 2.12 Observed surface gravity data from the 3-D block model. . . . . . . . . . 35
Figure 2.13 Predicted surface gravity data from the inversion without clustering. . . 36
Figure 2.14 Log values of the (a) data misfit, (b) clustering term (FCMc), and (c)
guiding term (FCMg) as a function of λ and η from the parameter
search. The optimal value of data misfit, number of data (481), is
indicated by the black line. The initial values of λ and η chosen from
these plots are shown by the white star. . . . . . . . . . . . . . . . . . . 37
Figure 2.15 Recovered model and corresponding histogram from the guided FCM
clustering inversion of the gravity data from the surface and boreholes
A-D. (a) Cross section through the model, as indicated in Figure 2.4.
(b) Histogram of the recovered density contrast values. (c) Depth slice
through the model, as indicated in Figure 2.3. (d) Recovered model
with a cutoff of 0.5 g/cc and outline of the true block location. . . . . . . 38
Figure 2.16 Comparison of the observed data (black dots) and predicted data (cyan
triangles), from the guided FCM clustering inversion, in each borehole
surrounding the block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Figure 2.17 Predicted surface gravity data from the guided FCM clustering
inversion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
ix
Figure 2.18 Log values of the (a) data misfit, (b) clustering term (FCMc), and (c)
guiding term (FCMg) as a function of λ and η from the parameter
search for inversion using a finer mesh. The optimal value of data
misfit, number of data (481), is indicated by the black line. The initial
values of λ and η chosen from these plots are shown by the white star. . 41
Figure 2.19 Recovered model and corresponding histogram from the guided FCM
clustering inversion of the gravity data from the surface and boreholes
A-D, using a finer mesh. (a) Cross section through the model, as
indicated in Figure 2.4. (b) Histogram of the recovered density contrast
values. (c) Depth slice through the model, as indicated in Figure 2.3.
(d) Recovered model with a cutoff of 0.5 g/cc and outline of the true
block location. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Figure 2.20 Separate responses of the block (black dots) and the regional trend
(blue triangles) in the four surrounding boreholes (A-D). . . . . . . . . . 43
Figure 2.21 Separate responses of the (a) block, and (b) regional trend at the surface. . 44
Figure 2.22 Recovered model and corresponding histogram from the inversion
without clustering of the borehole gravity data from the surface and
boreholes A-D, containing a regional trend. (a) Cross section through
the model, as indicated in Figure 2.4. (b) Histogram of the recovered
density contrast values. (c) Depth slice through the model, as indicated
in Figure 2.3. (d) Recovered model with a cutoff of 0.4 g/cc and outline
of the true block location. . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 2.23 Comparison of the observed data (black dots) and predicted data (cyan
triangles), from the inversion without clustering in each borehole
surrounding the block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figure 2.24 Predicted surface gravity data from the inversion without clustering. . . 47
Figure 2.25 Observed surface gravity data from the 3-D block model with the added
regional trend. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 2.26 Log values of the (a) data misfit, (b) clustering term (FCMc), and (c)
guiding term (FCMg) as a function of λ and η from the parameter
search. The expected data misfit is indicated by the black line. The
initial values of λ and η chosen from these plots are shown by the white
star. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
x
Figure 2.27 Recovered model and corresponding histogram from the guided FCM
clustering inversion of the gravity data from the surface and boreholes
A-D, containing a regional trend. (a) Cross section through the model,
as indicated in Figure 2.4. (b) Histogram of the recovered density
contrast values. (c) Depth slice through the model, as indicated in
Figure 2.3. (d) Recovered model with a cutoff of 0.5 g/cc and outline of
the true block location. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Figure 2.28 Comparison of the observed data (black dots) and predicted data (cyan
triangles), from the guided FCM clustering inversion, in each borehole
surrounding the block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Figure 2.29 Predicted surface gravity data from the guided FCM clustering
inversion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 2.30 Geological map of the Voisey’s Bay nickel-copper-cobalt deposit,
specifically noting the location of the “Ovoid” . . . . . . . . . . . . . . . . 53
Figure 2.31 Observed gravity data of the Voisey’s Bay Ovoid deposit. . . . . . . . . . 54
Figure 2.32 Recovered model from the inversion without clustering of the Voisey’s
Bay gravity data. (a) Cross section at 987.5 m Easting. (b) Cross
section at 900 m Northing. (c) Depth slice at 150 m. (d) Recovered
model with a cutoff of 0.5 g/cc. . . . . . . . . . . . . . . . . . . . . . . . 57
Figure 2.33 Predicted gravity data of the Voisey’s Bay Ovoid deposit from the
inversion without clustering. . . . . . . . . . . . . . . . . . . . . . . . . . 58
Figure 2.34 Log values of the (a) data misfit, (b) clustering term (FCMc), and (c)
guiding term (FCMg) as a function of λ and η from the parameter
search. The expected data misfit value, increased by 2.5% for display
purposes, due to all the recovered models providing data misfits larger
than the expected, is indicated by the black line. The initial values of λ
and η chosen from these plots are shown by the white star. . . . . . . . . 59
Figure 2.35 Recovered model from the guided FCM clustering inversion of the
Voisey’s Bay gravity data. (a) Cross section at 987.5 m Easting. (b)
Cross section at 900 m Northing. (c) Depth slice at 150 m. (d)
Recovered model with a cutoff of 0.5 g/cc. . . . . . . . . . . . . . . . . . 61
Figure 2.36 Predicted gravity data of the Voisey’s Bay Ovoid deposit from the
guided FCM clustering inversion. . . . . . . . . . . . . . . . . . . . . . . 62
xi
Figure 3.1 Simple example of the reduction-to-binary process. The model m
contains a target block with density contrast of 1.5 g/cc. The model is
separated into a constant density contrast model ∆ρ equal to the target
value, 1.5 g/cc, and a binary model τb which shows the location of the
target block with a value of 1 within the background with a value of 0. . 75
Figure 3.2 Example of the reduction-to-binary process using a model m containing
two blocks, the left with a negative density contrast of -0.5 g/cc and the
right with a positive density contrast of 0.5 g/cc. The model is broken
down into the spatially varying density contrast model ∆ρ (negative on
the left and and positive on the right half) and a binary model τb which
indicates the location of both target blocks (1) and the background (0). . 76
Figure 3.3 Reduction to binary of a salt model m. The model is separated into a
spatially varying density contrast model ∆ρ where the density contrast
decreases with depth, and a binary model τb which indicates the
location of the salt body (1) and the background sediments (0). . . . . . 76
Figure 3.4 The true SEG/EAGE salt body model shown as (a) a volume cutoff of
the density contrast model m, (b) a view of the bottom of the same
density contrast model as shown in Figure 3.4(a), (c) a cross-section
through the density contrast model m (indicated in Figure 3.4(a)), and
(d) a cross-section through the binary model m (indicated in Figure
3.4(a)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Figure 3.5 Top-of-salt surface derived from the SEG/EAGE salt body model and
colored with the corresponding density contrast values. . . . . . . . . . . 81
Figure 3.6 Density contrast model with depth generated from the SEG/EAGE salt
body model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Figure 3.7 Six components of gravity gradient data calculated from the
SEG/EAGE salt body at a 500 m elevation with 500 m flight lines and
a 100 m along line station spacing as shown in the bottom left. The
data includes random Gaussian noise with a zero mean and 2-Eo
standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Figure 3.8 Data residuals of each gravity gradient component calculated between
the predicted data generated from the converted model from Method 5
- Discrete-valued Inversion and the gravity gradient data with a 2-Eo
noise level (Figure 3.7). . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
xii
Figure 3.9 Data residuals of the Tzz component calculated between the predicted
data generated from the recovered and converted models from each
inverse method: (a) Method 1 - Simple Bounds; (b) Method 2 - Top of
Salt Bounds; (c) Method 3 - Density Contrast Bounds; (d) Method 4 -
Reduction to Binary; (e) Method 5 - Discrete-valued Inversion; and the
gravity gradient data with a 2-Eo noise level (Figure 3.7). . . . . . . . . 85
Figure 3.10 Recovered and converted models from the five inverse methods: (a)
Method 1 - Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c)
Method 3 - Density Contrast Bounds; (d) Method 4 - Reduction to
Binary; (e) Method - Discrete-valued Inversion; using the data with
2-Eo added noise. Each continuous (0-1) model τc has a cutoff of 0.95,
displaying only what is considered salt. The volume shown is then
colored by the recovered or converted density contrast model m. . . . . . 87
Figure 3.11 Cross-sections through the recovered and converted models from the
five inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d)
Method 2 - Top of Salt Bounds; (e), (f) Method 3 - Density Contrast
Bounds; (g), (h) Method 4 - Reduction to Binary; (i), (j) Method 5 -
Discrete-valued Inversion; using the data with 2-Eo of added noise. The
cross-section A-A’ is indicated on the true model of the SEG/EAGE
salt body model in Figure 3.4(a). . . . . . . . . . . . . . . . . . . . . . . 89
Figure 3.12 Six components of gravity gradient data calculated from the
SEG/EAGE salt body at a 500 m elevation with 500 m flight lines and
a 100 m along line station spacing as shown in the bottom left. The
data includes random Gaussian noise with a zero mean and 1-Eo
standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
Figure 3.13 Data residuals of each gravity gradient component calculated between
the predicted data generated from the converted model from Method 5
- Discrete-valued Inversion and the gravity gradient data with a 1-Eo
noise level (Figure 3.12). . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Figure 3.14 Data residuals of the Tzz component calculated between the predicted
data generated from the recovered and converted models from each
inverse method: (a) Method 1 - Simple Bounds; (b) Method 2 - Top of
Salt Bounds; (c) Method 3 - Density Contrast Bounds; (d) Method 4 -
Reduction to Binary; (e) Method 5 - Discrete-valued Inversion; and the
gravity gradient data with a 1-Eo noise level (Figure 3.12). . . . . . . . . 92
xiii
Figure 3.15 Recovered and converted models from the five inverse methods: (a)
Method 1 - Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c)
Method 3 - Density Contrast Bounds; (d) Method 4 - Reduction to
Binary; (e) Method 5 - Discrete-valued Inversion; using the data with
1-Eo added noise. Each continuous (0-1) model τc has a cutoff of 0.95,
displaying only what is considered salt. The volume shown is then
colored by the recovered or converted density contrast model m. . . . . . 94
Figure 3.16 Cross-sections through the recovered and converted models models from
the five inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d)
Method 2 - Top of Salt Bounds; (e), (f) Method 3 - Density Contrast
Bounds; (g), (h) Method 4 - Reduction to Binary; (i), (j) Method 5 -
Discrete-valued Inversion; using the data with 1-Eo of added noise. The
cross-section A-A’ is indicated on the true model of the SEG/EAGE
salt body model in Figure 3.4(a). . . . . . . . . . . . . . . . . . . . . . . 96
Figure 3.17 Six components of gravity gradient data calculated from the
SEG/EAGE salt body at a 500 m elevation with 500 m flight lines and
a 100 m along line station spacing as shown in the bottom left. The
data includes random Gaussian noise with a zero mean and 0.5-Eo
standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Figure 3.18 Data residuals of each gravity gradient component calculated between
the predicted data generated from the converted model from Method 5
- Discrete-valued Inversion and the gravity gradient data with a 05-Eo
noise level (Figure 3.17). . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Figure 3.19 Data residuals of the Tzz component calculated between the predicted
data generated from the recovered and converted models from each
inverse method: (a) Method 1 - Simple Bounds; (b) Method 2 - Top of
Salt Bounds; (c) Method 3 - Density Contrast Bounds; (d) Method 4 -
Reduction to Binary; (e) Method 5 - Discrete-valued Inversion; and the
gravity gradient data with a 05-Eo noise level (Figure 3.17). . . . . . . . 99
Figure 3.20 Recovered and converted models from the five inverse methods: (a)
Method 1 - Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c)
Method 3 - Density Contrast Bounds; (d) Method 4 - Reduction to
Binary; (e) Method 5 - Discrete-valued Inversion; using the data with
0.5-Eo added noise. Each continuous (0-1) model τc has a cutoff of
0.95, displaying only what is considered salt. The volume shown is then
colored by the recovered or converted density contrast model m. . . . . 101
xiv
Figure 3.21 Cross-sections through the recovered and converted models models from
the five inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d)
Method 2 - Top of Salt Bounds; (e), (f) Method 3 - Density Contrast
Bounds; (g), (h) Method 4 - Reduction to Binary; (i), (j) Method 5 -
Discrete-valued Inversion; using the data with 0.5-Eo of added noise.
The cross-section A-A’ is indicated on the true model of the
SEG/EAGE salt body model in Figure 3.4(a). . . . . . . . . . . . . . . 102
Figure 3.22 Five components of the gravity gradient data collected in the marine
survey at Leghorn in the Gulf of Mexico. The components have been
down-sampled to an approximately 2 km line spacing with a 250 m
along line station spacing, shown on the bottom left. . . . . . . . . . . 104
Figure 3.23 Density contrast model calculated from the estimated depth-density
curve from the provided density logs in the data region. The density
contrast model is shown as two cross-sections, (a) A-A’ and (b) B-B’,
through the model corresponding to those shown in Figure 3.26(d),
with the bathymetry surface removed. The depth range at which we
expect to recover the top of salt within the data region is shown
between the dashed lines. . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Figure 3.24 L-curve generated from several inversions of the Leghorn data (Figure
3.22 using Method 1 bound constraints and varying regularization (β)
values. The target misfit value, used for all the inversions of the
Leghorn data is indicated by the red star. . . . . . . . . . . . . . . . . . 106
Figure 3.25 Predicted data from the inversions of the Leghorn gravity gradient data
(Figure 3.22) from each of the four methods: (a) Method 1 - Simple
Bounds; (b) Method 3 - Density Contrast Bounds; (c) Method 4 -
Reduction to Binary; (d) Method 5 - Discrete-valued Inversion. . . . . . 107
Figure 3.26 Recovered and converted models from the four inverse methods: (a)
Method 1 - Simple Bounds; (b) Method 3 - Density Contrast Bounds;
(c) Method 4 - Reduction to Binary; (d) Method 5 - Discrete-valued
Inversion; using the five component Leghorn data. Each continuous
(0-1) model τc has a cutoff of 0.95, displaying only what is considered
salt. The volume shown is then colored by the recovered or converted
density contrast model m. . . . . . . . . . . . . . . . . . . . . . . . . . 109
xv
Figure 3.27 Cross-sections through the recovered and converted models models from
the four inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d)
Method 3 - Density Contrast Bounds; (e), (f) Method 4 - Reduction to
Binary; (g), (h) Method 5 - Discrete-valued Inversion; five component
Leghorn data. The cross-section A-A’ intersects the recovered negative
density contrast salt region, indicated in the Method 5 recovered model
in Figure 3.26(d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Figure 3.28 Cross-sections through the recovered and converted models models from
the four inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d)
Method 3 - Density Contrast Bounds; (e), (f) Method 4 - Reduction to
Binary; (g), (h) Method 5 - Discrete-valued Inversion; five component
Leghorn data. The cross-section B-B’ intersects all three recovered salt
regions, indicated in the Method 5 recovered model in Figure 3.26(d). . 111
Figure 4.1 True synthetic two-cluster chargeability model with a centrally located,
faulted chargeable body. The true chargeability values are
ηbackground = 0 and ηfaultedbody = 0.1. The model is displayed with a
cutoff of everything below 0.1, showing only the faulted body in both
(a) where the model is overlain with the 2 km long IP survey lines, five
North-South and five East-West, with 100 m line spacing and (b) with
the red outline of the cross-section through the model at 0-m Northing,
shown in (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Figure 4.2 Pseudo-sections of the synthetic observed apparent chargeability data
from the five North-South and five East-West dipole-dipole survey lines
indicated in Figure 4.1(a). . . . . . . . . . . . . . . . . . . . . . . . . . 126
Figure 4.3 Recovered chargeability model mη from the traditional inversion
approach (without clustering) displayed with a chargeability cutoff of
(a) 0.05 and (b) 0.075 with the true model indicated by the blue
transparent regions. The red outline indicates the location of the
East-West cross-section shown in (c) at 0-m North. . . . . . . . . . . . 128
Figure 4.4 Pseudo-sections of the predicted apparent chargeability data from the
traditional inversion approach (Figure 4.3) at the five North-South and
five East-West dipole-dipole survey lines indicated in Figure 4.1(a). . . 129
Figure 4.5 Recovered chargeability model mη from the discrete-valued IP inversion
with clustering displayed with a chargeability cutoff of (a) 0.05 and (b)
0.075 with the true model indicated by the blue transparent regions.
The red outline indicates the location of the East-West cross-section
shown in (c) at 0-m North. . . . . . . . . . . . . . . . . . . . . . . . . 130
xvi
Figure 4.6 Pseudo-sections of the predicted apparent chargeability data from the
discrete-valued inversion (Figure 4.5) at the five North-South and five
East-West dipole-dipole survey lines indicated in Figure 4.1(a). . . . . 131
Figure 4.7 True synthetic three-cluster IOCG-style deposit conductivity model.
The true conductivity values are σmineralization = 2 S/m,
σalteration = 2e−4 S/m, and σhost = 2e−6 S/m. The 3-D model is
displayed with the host rock completely removed (cutoff below 2e−4
S/m). The alteration zone, the region with values cutoff between 2e−4
S/m and 2 S/m, is shown as slightly transparent with the (a) electrode
locations indicated on the surface and (b) cross-section locations shown
in blue and red. The cross-sections through the model are shown at (c)
-100 m Easting (blue) and (d) 0 m Northing (red). . . . . . . . . . . . 134
Figure 4.8 True synthetic three-cluster IOCG-style deposit chargeability model.
The true chargeability values are ηmineralization = 0.2, ηalteration = 0.1,
and ηhost = 0. The 3-D model is displayed with the host rock completely
removed (cutoff below 0.1). The alteration zone, the region with values
cutoff between 0.1 and 0.2, is shown as slightly transparent with the (a)
electrode locations indicated on the surface and (b) cross-section
locations shown in blue and red. The cross-sections through the model
are shown at (c) -100 m Easting (blue) and (d) 0 m Northing (red). . . 135
Figure 4.9 Pseudo-sections of the observed synthetic DC resistivity data from the
nine East-West pole-dipole survey lines, indicated as electrode locations
in Figure 4.7(a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
Figure 4.10 Recovered conductivity model from the traditional DC resistivity
inversion. The 3-D model is displayed in (a) with conductivity value
cutoffs for the mineralization (between 1.99e−4 S/m and 2 S/m), the
slightly transparent alteration zone (between 1.99e−5 S/m and 2e−4
S/m) and the removed host rock (below 1.99e−5 S/m). The
cross-sections through the model indicated in (a) are shown at (b) -100
m Easting (blue) and (c) 0 m Northing (red). . . . . . . . . . . . . . . 137
Figure 4.11 Pseudo-sections of the predicted DC resistivity data from the
traditional DC resistivity inversion. The data corresponds to the nine
East-West pole-dipole survey lines, indicated as electrode locations in
Figure 4.7(a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
Figure 4.12 Pseudo-sections of the observed synthetic IP data (secondary potentials
Vs) converted to apparent chargeability for visual interpretation. The
data correspond to the the nine East-West pole-dipole survey lines,
indicated as electrode locations in Figure 4.8(a). . . . . . . . . . . . . . 139
xvii
Figure 4.13 Recovered chargeability model from the traditional IP inversion. The
3-D model is displayed in (a) with chargeability value cutoffs for the
mineralization (between 0.19 and 2), the slightly transparent alteration
zone (between 0.09 and 0.19) and the removed host rock (below 0.09).
The cross-sections through the model indicated in (a) are shown at (b)
-100 m Easting (blue) and (c) 0 m Northing (red). . . . . . . . . . . . 141
Figure 4.14 Pseudo-sections of the predicted IP data (secondary potentials Vs),
from the traditional IP inversion, converted to apparent chargeability
for visual interpretation. The data correspond to the nine East-West
pole-dipole survey lines, indicated as electrode locations in Figure
4.8(a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
Figure 4.15 Recovered chargeability model from the discrete-valued IP inversion.
The 3-D model is displayed in (a) with chargeability value cutoffs for
the mineralization (between 0.19 and 2), the slightly transparent
alteration zone (between 0.09 and 0.19) and the removed host rock
(below 0.09). The cross-sections through the model indicated in (a) are
shown at (b) -100 m Easting (blue) and (c) 0 m Northing (red). . . . . 144
Figure 4.16 Pseudo-sections of predicted IP data (secondary potentials Vs), from
the discrete-valued IP inversion, converted to apparent chargeability for
visual interpretation. The data correspond to the nine East-West
pole-dipole survey lines, indicated as electrode locations in Figure
4.8(a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Figure 4.17 Mt Isa region located in west Queensland, Australia. The Cluny copper
prospect is shown with the grid of DC/IP survey lines. This image was
originally presented in . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
Figure 4.18 Cross-section of the major geologic units in the Mt. Isa region. This
image was originally presented in . . . . . . . . . . . . . . . . . . . . . 148
Figure 4.19 Pseudo-sections of the observed DC resistivity data from the ten lines,
indicated in Figure 4.17, with pole-dipole surveys conducted in both
orientations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
xviii
Figure 4.20 Conductivity model recovered from the traditional DC inversion of the
DC resistivity data in Figure 4.19. The (a) model volume is shown with
a cutoff of everything below 1S/m, indicating the Breakaway Shale, and
(b) cross-section through the model at 250 m below the surface. The
Breakaway Shale is the North-South feature along the length of the
model between 12,000 m and 12,500 m Easting. The Mt. Novit Horizon
is the North-South feature at approximately 11,500 m Easting, to the
left of the low conductivity region, running the length of the model
domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Figure 4.21 Pseudo-sections of the predicted DC resistivity data from the ten lines,
indicated in Figure 4.17, with pole-dipole surveys calculated in both
orientations, from the recovered conductivity model in Figure 4.20. . . 152
Figure 4.22 Pseudo-sections of the observed IP apparent chargeability data in the
form of integrated voltages over a time window, from the ten lines,
indicated in Figure 4.17, with pole-dipole surveys conducted in both
orientations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Figure 4.23 Integrated chargeability model recovered from the traditional IP
inversion of the apparent chargeability (msec) data in Figure 4.22. (a)
The model volume is displayed with a chargeability cutoff for the
mineralization (between 65 msec and the maximum value, just above 92
msec), the slightly transparent siltstone units (between 25 and 65 msec)
and the removed host rock (below 25 msec). A cross-section through
the model, as indicated by the blue outline in (a) is shown at 250 m
below the surface in (b). . . . . . . . . . . . . . . . . . . . . . . . . . . 154
Figure 4.24 Pseudo-sections of the predicted IP apparent chargeability data (msec)
from the ten lines, indicated in Figure 4.17, with pole-dipole surveys
calculated in both orientations, using the recovered chargeability model
from the traditional IP inversion approach in Figure 4.23. . . . . . . . 155
Figure 4.25 Pseudo-sections of the predicted IP apparent chargeability data (msec)
from the ten lines, indicated in Figure 4.17, with pole-dipole surveys
calculated in both orientations, using the recovered chargeability model
from discrete-valued IP inversion A. . . . . . . . . . . . . . . . . . . . . 157
Figure 4.26 Pseudo-sections of the predicted IP apparent chargeability data (msec)
from the ten lines, indicated in Figure 4.17, with pole-dipole surveys
calculated in both orientations, using the recovered chargeability model
from discrete-valued IP inversion B. . . . . . . . . . . . . . . . . . . . . 158
xix
Figure 4.27 Pseudo-sections of the predicted IP apparent chargeability data (msec)
from the ten lines, indicated in Figure 4.17, with pole-dipole surveys
calculated in both orientations, using the recovered chargeability model
from discrete-valued IP inversion C. . . . . . . . . . . . . . . . . . . . . 159
Figure 4.28 Pseudo-sections of the predicted IP apparent chargeability data (msec)
from the ten lines, indicated in Figure 4.17, with pole-dipole surveys
calculated in both orientations, using the recovered chargeability model
from discrete-valued IP inversion D. . . . . . . . . . . . . . . . . . . . . 160
Figure 4.29 Integrated chargeability models recovered from the discrete-valued IP
inversions of the apparent chargeability (msec) data in Figure 4.22 with
varying target cluster centers: (a) A (tbackground = 0, tsiltstone = 30,
tmineralization = 70), (b) B (tbackground = 0, tsiltstone = 40,
tmineralization = 80), (c) C (tbackground = 0, tsiltstone = 50,
tmineralization = 90), and (d) D (tbackground = 0, tsiltstone = 60,
tmineralization = 100). The model volumes are displayed with
chargeability cutoffs for the mineralization between (a) 65 and 70 msec,
(b) 75 and 80 msec, (c) 85 and 90 msec, and (d) 95 and 100 msec. The
siltstone cluster is shown at a slight transparency with chargeability
values cutoff between (a) 25 and 65 msec, (b) 35 and 75 msec, (c) 45
and 85 msec, and (d) 55 and 95 msec. Everything below the lower limit
of the siltstone cluster cutoff is considered background and has been
removed from view. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Figure 4.30 Cross-sections through the integrated chargeability models recovered
from the discrete-valued IP inversions of the apparent chargeability
(msec) data in Figure 4.22 at 250 m below the surface. The
cross-sections are from inversions with varying target cluster centers:
(a) A (tbackground = 0, tsiltstone = 30, tmineralization = 70), (b) B
(tbackground = 0, tsiltstone = 40, tmineralization = 80), (c) C (tbackground = 0,
tsiltstone = 50, tmineralization = 90), and (d) D (tbackground = 0,
tsiltstone = 60, tmineralization = 100). . . . . . . . . . . . . . . . . . . . . 164
Figure 4.31 Recovered regions from each of the integrated chargeability models in
Figure 4.29 corresponding to the (a) siltstone and (b) mineralization
clusters. The regions distinguished as each cluster are plotted with
slight transparency to indicate areas of confidence in the location of the
siltstone and mineralization units. . . . . . . . . . . . . . . . . . . . . 166
Figure A.1 Inverse workflow developed by to determine the values of the weighting
parameters β, λ, and η. . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
xx
LIST OF TABLES
Table 3.1 Target and recovered values from the Method 5 discrete-valued inversion
using guided FCM clustering of the data with a 2-Eo noise level of the
inverted cluster centers (v1 and v2) and the rms error of each cluster
(RMS1 and RMS2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Table 3.2 Target and recovered values from the Method 5 discrete-valued inversion
using guided FCM clustering of the data with a 1-Eo noise level of the
inverted cluster centers (v1 and v2) and the rms error of each cluster
(RMS1 and RMS2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Table 3.3 Target and recovered values from the Method 5 discrete-valued inversion
using guided FCM clustering of the data with a 0.5-Eo noise level of the
inverted cluster centers (v1 and v2) and the rms error of each cluster
(RMS1 and RMS2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Table 3.4 Target and recovered values from the Method 5 discrete-valued inversion
using guided FCM clustering of the Leghorn data, of the inverted cluster
centers (v1 and v2) and the rms error of each cluster (RMS1 and RMS2). 108
Table 4.1 Target and recovered values, from the traditional and discrete-valued
inversion of the IP data over the faulted chargeable body model. The
values include data misfit, cluster centers, and RMS error of each cluster. 132
Table 4.2 Target and recovered values, from the traditional and discrete-valued
inversion of the IP data over the IOCG-style deposit model. The values
include data misfit, cluster centers, and RMS error of each cluster. . . . . 143
Table 4.3 Target and recovered values, each of the discrete-valued inversions (A-D)
of the IP data from the Mt. Isa region. The values include cluster centers
and RMS error of each cluster. . . . . . . . . . . . . . . . . . . . . . . . 156
Table 4.4 Target and recovered data misfit values, from each of the the
discrete-valued inversions (A-D) of the IP data in the Mt. Isa region. . . 161
xxi
ACKNOWLEDGMENTS
While a PhD thesis may only have one name on the title page, no one achieves or even
attempts a doctorate degree alone. First and foremost I would like to thank my husband
and colleague Joseph Capriotti for his unwavering support throughout this entire process. I
was lucky enough to marry my best friend and a fellow geophysicist and I could not have
done this without him. He has always pushed me to keep moving forward, never give up,
and be a better researcher. I truly wish I could cite Joseph Capriotti at the end of this thesis
because he has helped me every step of the way, answering questions, reminding me of the
fundamentals, serving as a coding library, and preparing me for the worst questions. While I
didn’t always believe him, he always knew I could do this and I thank him for reminding me
every time I began to doubt myself. Further thanks goes to my advisor, Yaoguo Li. I was
never a typical PhD student, lacking a love of discussing research every minute of the day,
but I am thankful that I was given the opportunity to earn this degree and for the support
and confidence he always provided me. Yaoguo has fostered an environment within CGEM
that was far more about family and support, than hard work and competition. I have met
some of my best friends and most respected colleagues within this research group and thank
each of them for their ongoing support and friendship, including Andrea Balza, Camriel
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1.1 Traditional Inverse Formulation
Inversion is a valuable tool for the interpretation of subsurface models that combine
geophysical data and uncertainty with the physics involved to produce a geophysical model.
Inversion formulations vary dependent on factors including data type, application, and prior
information. One standard inversion approach is a Tikhonov regularized inversion (Tikhonov
and Arsenin, 1977), where the objective function is minimized to recover a model that fits the
geophysical data within its uncertainty and is spatially smooth. A regularization parameter
serves to balance these two goals to obtain a model that captures the information in the
data for easier interpretation.
Tikhonov regularized inversion is used to individually invert many types of geophysical
data, including 1-D electromagnetic (EM) soundings (Constable et al., 1987), direct current
(DC) resistivity and induced polarization (IP) (Oldenburg and Li, 1994; Li and Oldenburg,
2000a), magnetic (Li and Oldenburg, 1996), gravity (Li and Oldenburg, 1998), controlled
source audio-frequency magnetotellurics (CSAMT) (Routh and Oldenburg, 1999), gravity
gradient (GG) (Li, 2001), time-domain EM (Oldenburg et al., 2012), magnetotellurics (MT)
(Egbert and Kelbert, 2012) and controlled source EM (CSEM) (Grayver et al., 2013). The
original formulation has been expanded to include methods of choosing the regularization
parameter, such as the l-curve (Hansen, 1992), and accommodating large data sets with
computational efficiency using such methods as log barrier and wavelet compression (Li and
Oldenburg, 2003), and conjugate gradient (Pilkington, 1997). Tikhonov regularized inver-
sion is commonly implemented using an L2-norm measure for the model objective function.
The recovered physical property models from these unconstrained L2-norm inversions are
typically spatially smooth with smaller dynamic ranges than expected. Interpretation of
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boundaries between units, indicating the size, shape, and location of targets, is difficult with
smooth physical property models. However, such smooth models are useful and many exam-
ples of their interpretation exist, some of which include Oldenburg et al. (1998) and Phillips
et al. (2001) in their assessments of mineral targets, and Hatch and Annecchione (2010) in
their investigation of the impacts of noise in GG data for salt imaging, to name a few.
The original formulations of Tikhonov regularized inversion have also been developed
to include multiple methods for constraining the inversion. Adding information, such as
physical property values or the location of boundaries between units from prior geologic or
geophysical surveys can be used to improve the recovered models. Commonly a reference
model is included and the recovered model is encouraged to be close to the reference model
and thereby utilize that prior information. Reference models can contain many types of prior
information and be weighted depending on the uncertainty in that information. The use of
reference models is wide spread, some examples of which I have included here. Reference
models and their influence were examined in DC and IP inversions by Yuval and Oldenburg
(1996). Core and down-hole measurements were incorporated via reference models into
gravity inversion for several well known mining targets, including San Nicolas (Phillips,
2002) and Voisey’s Bay (Ash et al., 2006; Ash, 2007; Farquharson et al., 2008).
Further constraints on inversion include adding upper and/or lower bounds on the re-
covered physical property values. Bounds can restrict the values over the entire model, or
be location specific. Li and Oldenburg (1996) impose positivity on a magnetic susceptibil-
ity model through nonlinear mapping. Using down-hole measurements, Aristodemou and
Thomas-Betts (2000) apply bounds to their DC and IP inversions for their investigation of
contaminants from a landfill. Phillips (2002) applied bound constraints, in addition to using
a reference model, in their gravity inversions in the San Nicolas region. In Li and Oldenburg
(2003), the authors implemented a straight forward approach for applying bound constraints
in gradient based minimization using the log barrier method for magnetic inversion. Dias
et al. (2008, 2011) apply spatially varying density contrast bounds in GG inversions. Studies
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of the influence of bounds include a gravity inversion at an IOCG deposit in Howe (2009),
and the general study of prior information in gravity inversion by Lelièvre et al. (2009).
Another method available to constrain a Tikhonov inversion within the original formula-
tions is weighting of the spatial derivatives. Weighting the directional derivatives allows the
user to control the degree of smoothness in different directions. This method is beneficial
when prior information exists about the orientation of geologic units. Li and Oldenburg
(2000c) use the derivative weights to input strike and dip information and apply the method
to DC resistivity and IP inversions. At Mt. Isa, Rutley et al. (2001) make use of smoothing in
the directions of known geologic units. In a similar approach, the focusing inversion method
iteratively re-weights the gradients throughout the model to enhance recovered boundaries.
This approach has been used with methods such as magnetic inversion (Portniaguine and
Zhdanov, 2002) and DC and IP inversions (Blaschek et al., 2008; Ye et al., 2015).
1.2 Other Inverse Formulations
The general formulation of the Tikhonov inversion schemes can also be changed to im-
prove the boundaries within the recovered models. The L2-norm promotes model smoothness
and penalizes sharp changes, leading to the use of other model norms in inversion. Farquhar-
son and Oldenburg (1998) evaluated different model norms with a simple magnetic inversion.
In Loke et al. (2003), the authors compare smooth and blocky inversions, using the L2-norm
and L1-norm respectivley. The L1-norm promotes sharp boundaries by not penalizing their
recovery as much as the L2 norm. In a combination of model norm measures, Sun and Li
(2014a) formulate an adaptive Lp norm inversion of cross-hole seismic tomography data to
recover both blocky and smooth features. The L1-norm measure was also applied in the
inversion of borehole gravity data by Mosher and Farquharson (2013), and in combination
with clustering methods to recover sharp boundaries in the joint inversion of magnetic and
IP data in Sun and Li (2014b), and DC resistivity inversion by Singh et al. (2017).
Clustering methods have shown success in recovering models with compact units and re-
duced smoothness. Fuzzy c-means (FCM) clustering has recently become a common addition
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to geophysical inversion. FCM clustering was originally developed by Dunn (1973) with no-
table improvements made by Bezdek (1981) and Bezdek et al. (1984). The method classifies
a data set into a set of clusters with center values based on the data being clustered. Fuzzy
clustering implies that every data point is classified with a probability of belonging to each
and every cluster. FCM clustering was originally incorporated into geophysical inversion by
Paasche et al. (2006) and Paasche and Tronicke (2007) as a method of enforcing physical
property relationships in cooperative inversion methods, by encouraging the recovered model
values to be close to the cluster centers. FCM clustering was further applied to the joint
inversion of seismic travetime and gravity data (Lelièvre et al., 2012), magnetic and IP data
(Sun and Li, 2014b), and seismic tomography and gravity data (Carter-McAuslan et al.,
2014). The guided fuzzy c-means clustering technique, developed by Sun and Li (2015),
provides the inversion with a priori physical property information and encourages the clus-
ter centers to be close to these values, indirectly clustering the model values around them.
Guided FCM clustering not only improves boundaries via clustering, but also the recovered
physical property values, given the prior information. The guided method has since been
applied to the joint inversion of seismic traveltime and gravity data (Sun and Li, 2016),
magnetization direction inversion (Li and Sun, 2016), and DC resistivity inversion (Singh
et al., 2017). In a similar form of guided FCM clustering, Rapstine et al. (2016) provide
an a priori salt likelihood map from a seismic image to GG inversion, as a means to guide
the membership of model values towards cluster centers, and cluster spatially, rather than
around known physical property values.
Using different model norms (L1) encourages blocky models and clustering encourages
well-distinguished models with recovered physical property values close to prior information.
The only way thus far to guarentee that a recovered model has physical property values
equal to the values expected, and has sharp boundaries is discrete-valued inversion. In such
inversions, the model is restricted to a small subset of physical property values. Discrete-
valued inversions vary in their formulation and application. The “growing bodies” approach
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to discrete-valued inversion in Camacho et al. (2000) requires a known density contrast
and begins with an initial guess of the discrete model. The volume of the target body is
increased throughout the inversion, until solution is reached that fits the observed gravity
data. In an application to joint inversion, Musil et al. (2003) connect physical properties
from seismic tomography and georadar data. Krahenbuhl and Li (2006, 2009) formulate a
“binary inversion” for gravity data, that restricts the recovered models to be zero or one,
indicating background or target, respectively. Their method is applied first using a genetic
algorithm, then a hybrid of a genetic algorithm and quenched simulated annealing. The
binary inversion was later used for reservoir monitoring in Krahenbuhl et al. (2011) and
expanded for joint inversion of gravity and gravity gradient data by Capriotti et al. (2015).
The “seeds” method was developed for the inversion of gravity (Uieda and Barbosa, 2011a)
and GG data (Uieda and Barbosa, 2011b, 2012). The authors “plant seeds” with known
density contrast values within the initial model, then allow them to grow throughout the
inversion.
1.3 Proposed Inverse Formulation
I have reviewed numerous methods that can be applied and combined to constrain
Tikhonov regularized inversions. No matter how strict the constraints or how much informa-
tion is added, discrete-valued inversion is the only way to guarantee a recovered model with
the improvements we seek: sharp boundaries between units and physical properties within
the expected values, without a priori locations assigned to them. The prior values used to
restrict the model, all have corresponding uncertainties. By fitting these values exactly in a
discrete-valued inversion, these errors propagate into the recovered model. Restricting the
inversion to only recovering a small set of discrete values requires solving a quadratic integer
programming problem with a computational complexity classified as NP-hard. An NP-hard
problem cannot be solved in polynomial time (i.e., computation time is not a polynomial
function of the number of variables) (Chaovalitwongse et al., 2008). A high computational
complexity makes finding a solution computationally more expensive, potentially limiting
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the number of data and model size, given the available memory, storage, and computation
time.
I propose the use of guided fuzzy c-means clustering to approximate the discrete-valued
inversion as a continuous variable minimization. The clustering approximation results in
an inversion that is no longer an integer programming problem and can be solved using
derivative-based minimization techniques. This reduces the computational complexity and
therefore the memory, storage, and computation time requirements. Guided FCM cluster-
ing is a natural approximation for discrete-valued inversion because the recovered model is
encouraged to be well distinguished by clustering around a priori physical property values.
Fuzzy clustering presents a method to recover a physical property model that can balance the
goals of a traditional smooth Tikhonov regularized inversion and discrete-valued constraints,
without propagating the uncertainty of the prior information into the recovered model. I
define four goals for the inversion such that the recovered model must:
1. fit the geophysical data within the associated noise level,
2. be spatially cohesive,
3. be well distinguished (contain well defined boundaries between units),
4. fit the a priori physical property values within their individual uncertainties.
Each of these goals is achieved through different measures in the total objective func-
tion. The first two goals are from traditional smooth Tikhonov regularized inversion. The
recovered model should reproduce the geophysical data and have spatially cohesive units
that represent different physical property regions within the subsurface. The data misfit
function controls the fit of the geophysical data. I maintain an L2-norm measure within
the model objective function to encourage a spatially cohesive model, but when balanced
with the clustering can still be well distinguished. The third goal is from discrete-valued
inversion. The inversion should recover the target physical property values and form dis-
tinct boundaries between units. I have added the fourth goal, such that the uncertainty in
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the a priori physical property information is not propagated into the recovered model. The
clustering components of the objective function controls both the fit of the a priori physical
property values, via the guiding term, and encourages the model to cluster and create sharp
boundaries between units. Weighting parameters are included in the objective function to
balance the four goals.
In Chapter 2, I apply the guided FCM clustering method within a Tikhonov regularized
gravity inversion and examine the feasibility of the method as an approximation of discrete-
valued inversion. I develop and implement an inverse workflow to determine the weighting
parameters required to balance the four goals presented for the recovered model. I use a
simple synthetic density model and generate surface and borehole gravity data with noise. I
compare the results from a traditional inversion approach (without clustering) to those from
the inversion with clustering and evaluate the improvements to the recovered model. As an
auxiliary investigation, I invert different combinations of surface and borehole data to un-
derstand the information which each can provide. Additional practical issues are addressed,
such as the influence of different mesh sizes and the existence of a regional trend in the data.
Next, I invert the gravity data over the massive sulfide “Ovoid” deposit at Voisey’s Bay
in Labrador, Newfoundland, and demonstrate the feasibility and improvements provided by
the clustering inversion with a field data set. A specific aspect of practical importance is the
presence of a recognized but unknown regional trend in the area.
In Chapter 3, I extend the guided FCM clustering approximation to discrete-valued
inversion of gravity gradient data for salt imaging. Salt imaging continues to prove an
important but difficult task in exploration geophysics. While seismic data struggles to recover
the complexities of salt bodies (e.g., Leveille et al., 2011; Jones and Davison, 2014), additional
information and data types have been applied for improved imaging. Gravity and gravity
gradient data have been inverted for improved salt imaging, but the recovery of a density
contrast model of salt presents its own challenges. The density of salt is mostly constant, but
the density of the background sediments increases with depth. This may produce a region
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where the salt and background have the same density, leading to a zero density contrast zone
(i.e., nil zone) that produces no response in the gravity gradient data. It is common to have
prior information about a salt body, such as an interpreted top-of-salt surface from seismic
and a depth-density curve, before gravity gradient data are collected and inverted. I make
use of such information and evaluate the impacts on the recovered model using five different
methods of constrained inversion:
1. simple bounds - the density contrast must be positive above and negative below the
nil zone;
2. top-of-salt bounds - no salt can be recovered below the top-of-salt surface;
3. density contrast bounds - the density contrast values are bounded between 0 and the
expected values;
4. reduction to binary - the expected density contrast values are incorporated into the
sensitivity matrix and the model is bounded between 0 and 1 for the background and
salt, respectively;
5. discrete inversion - applied using the guided FCM clustering approximation, developed
in Chapter 2, after the reduction-to-binary process, the model is clustered around the
background and salt values (0 and 1, respectively).
I first apply the constrained inversion methods to synthetic data calculated over the
SEG/EAGE salt body model, and perform an additional study on the influence of noise
levels in gravity gradient data. In a second example, I invert gravity gradient data collected
at Leghorn in the Gulf of Mexico. Using these examples I demonstrate the benefits of
the discrete-valued inversion, approximated using guided FCM clustering, and develop the
reduction to binary method, as a way to cluster around a spatially varying target density
contrast.
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In Chapter 4, I apply the guided FCM clustering to approximate discrete-valued induced
polarization inversion. To my knowledge, there are no previous applications of discrete-
valued inversion within the IP field, but given a popular application of IP data is for orebody
delineation, discrete-valued inversion is highly applicable. I formulate the inversion to allow
for multiple IP data types, collected from a variety of surveys, and investigate several options
through three examples. I first examine the feasibility of a discrete-valued inversion with IP
data. I further assess the use of the guided FCM clustering approximation for the recovery
of a chargeability model, given that the method has thus far only recovered density contrast
models. I invert synthetic dipole-dipole data calculated with noise over a simple two-cluster
model containing a faulted chargeable body in a non-chargeable background. In the second
example, I examine the feasibility of the discrete inversion method to recover more than two
clusters. I create a synthetic iron oxide copper-gold deposit style model with three clusters
corresponding to a non-chargeable background, an alteration zone with a mid-range charge-
ability value, and a mineralization zone with a high chargeability. By inverting synthetic
pole-dipole secondary potential data, simulated with noise, I evaluate the clustering method’s
use in distinguishing more than two clusters. In my third and final example, I invert the
apparent chargeability data from pole-dipole arrays in two directions from the Cluny copper
prospect in Queensland, Australia. I expand guided FCM clustering approach to beyond
the standard requirements of discrete-valued inversion, and investigate the improvements
provided without a priori target physical property values. I develop a general work flow to
estimate a sequence of target physical property values and cluster around them. By com-
paring the results, details of the recovered models can be interpreted. The discrete-valued
inversions using a sequence of estimated target values provide additional information, includ-
ing the volumetric extent of each unit, confidence levels determined from spatially coincident
units from each inversion, and associated uncertainties for the interpreted geobodies.
The major contributions of my work include the development of a computationally effi-
cient discrete-valued inversion using guided FCM clustering. The parameter determination
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inverse workflow developed in Chapter 2 can be applied within any application of guided
FCM clustering. By using the fuzzy clustering for discrete-valued inversion, my method can
mitigate the propagation of uncertainty within the discrete a priori values into the recovered
subsurface model. Through the applications of this method, I have addressed practical issues
presented by the method, and expanded its applicability in situations such as the existence
of regional trends in gravity data, the variable density contrast of a salt body, use with more
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2.1 Abstract
The definition of boundaries, in a recovered model from an inversion, can be improved
through the incorporation of known physical property values of a small number of geological
units. Directly imposing strict physical property values into a Tikhonov regularized inver-
sion transforms it into an integer programming problem. Solving an integer programming
problem can be prohibitively expensive for large problems in practical applications. We
propose a method to approximate a discrete-valued inverse problem by applying the guided
fuzzy c-means clustering technique. This method enforces the discrete values to a high de-
gree of approximation within the inversion by guiding the recovered model to cluster tightly
around the known physical property values. Using this method, we are able incorporate the
uncertainty in our physical property information and solve the corresponding minimization
problem with derivative based minimization techniques, making this approach more efficient
and broadly applicable. We apply the method to gravity inversions with two clusters, where
the density contrast is restricted to be equal to either zero, for the background, or an anoma-
lous value. We demonstrate the method using both synthetic and field data sets and show
it recovers models with better distinguished density anomalies when compared to smooth
inversion methods.
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Inversion algorithms have become an essential tool in exploration geophysics by provid-
ing us with 2-D and 3-D physical property models of the subsurface from geophysical and
associated geological data. While generic inversions can be informative, models produced by
minimizing an l2-norm based model objective function are commonly smooth, making bound-
aries between geological units difficult to identify during interpretation. Efforts have been
made to improve the definition of boundaries and details within recovered models through
the use of various constrained inversions as well as different model norms. Lp-norm (1≤p<2)
and L0-norm based inversions have proven successful in producing better differentiated, or
blocky models (Farquharson and Oldenburg, 1998; Portniaguine and Zhdanov, 2002; Loke
et al., 2003; Sun and Li, 2010; Mosher and Farquharson, 2013). By adding in a priori in-
formation, such as geological knowledge or physical property measurements, inversions are
further constrained, resulting in an improved model of the subsurface (Phillips, 2002; Far-
quharson et al., 2008; Howe, 2009; Lelièvre et al., 2009). To improve the recovered model
using such prior information, efficient imposition of the the information in a regularized
inversion is required.
In this paper we focus on the imposition of discrete physical property values within an
inversion by minimizing the objective function,
min. φ = φd + βφm (2.1)
subject to mj ∈ {0, 1},
where φd is the data misfit, φm the model objective function, and β the regularization
parameter for a Tikhonov regularized inversion, subject to the constraint that each model
parameter, mj, have one of two discrete values. For simplicity, we represent these two values
as 0 and 1. If one considers the inversion of gravity data, the corresponding density contrast
model would contain only two distinct values, 0 g/cc for background and 1 g/cc for the
anomalous region of constant density contrast. For a general gravity problem, equation 2.1
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can be scaled to represent any anomalous density value that is not one.
Several methods currently exist for the discrete inversion of gravity data. Krahenbuhl
and Li (2006, 2009) solve the minimization in equation 2.1 via “binary inversion”, first
using a genetic algorithm, and next a hybrid of a genetic algorithm and quenched simulated
annealing. Further methods allow for the recovery of more than two discrete density contrast
values. The method of “growing bodies” by Camacho et al. (2000) uses a known density
contrast, starts with an initial guess, and increases the volume of the anomalous density
body until a suitable solution is reached. Similarly, Uieda and Barbosa (2011a) start with
user defined “seeds”, each with a given density contrast. The seeded regions are allowed to
expand and form compact source bodies with varying density contrasts.
These methods are capable of recovering discrete density contrast models, but they are
often faced with the computational challenges that arise from imposing the discrete val-
ues within the inversion. By restricting the model to only contain two discrete values, the
minimization of the objective function in equation 2.1 is a quadratic integer programming
problem. Such minimization problems are classified as NP-hard and cannot be solved within
polynomial time, which means that the computational time is not a polynomial function of
the number of variables (e.g., Chaovalitwongse et al., 2008). This computational complex-
ity translates to the requirement of large amounts of computer memory and CPU time in
practice. Consequently, solving a geophysical inversion through a strict quadratic integer
programming problem will severely limit the number of data that can be inverted and the
number of model parameters that can be used to represent the subsurface, leading to the
theoretical and numerical difficulty.
There are also practical challenges to the strict imposition of discrete values within an
inversion. Consider a gravity inversion, the values of density contrast imposed are often
distilled constants from literature, drill core measurements, or other sources of information.
No matter where these density contrast values are from, they all have uncertainties. By
strictly enforcing these particular discrete values, inversions are unable to account for the
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uncertainties and they are bound to propagate into the recovered model. The effect is akin
to fitting noisy geophysical data exactly within an inversion, which is no longer practice in
model inversion. Additionally, when inverting field data such as gravity, incomplete regional
removal is a common problem and renders the data inconsistent to some degree with the
assumption of strict discrete density contrast values. Camacho et al. (2000) highlight this
issue. They show that the method of growing bodies can recover compact density anomalies
and identify a regional trend in the data at the same time, but there appears to be a trade off
between the compactness of the recover bodies and the component identified as the regional
field in the data. While a regional trend in the data is identified, the boundaries of recovered
density anomalies appear to shift. In general, inversions with strict imposition of discrete
values tend to fit the noise in the gravity data before fitting the long-wavelength regional
trend. As a result, the inverted models are more prone to small-scale data errors.
To address the aforementioned challenges, we propose to approximate the discrete-valued
inverse problem (equation 2.1) as a continuous variable minimization problem by applying
the guided fuzzy c-means (FCM) clustering technique, presented by Sun and Li (2015).
The FCM clustering technique, originally developed by Dunn (1973) and notably im-
proved by Bezdek (1981) and Bezdek et al. (1984), is a data classification method that
allows for objects to belong to more than one class, each with a corresponding probability.
The membership to multiple clusters, or fuzziness, sets FCM apart from other clustering
algorithms. FCM has proven versatile in diverse applications, including the use in solving
integer programming problems (K’́uḉ’ukdeniz et al., 2012). The classic or generic form of
FCM clustering has also been incorporated into geophysical inversion for use with a variety
of data types (Paasche et al., 2006; Paasche and Tronicke, 2007; Lelièvre et al., 2012; Carter-
McAuslan et al., 2014; Singh et al., 2017). Incorporating the generic formulation of FCM
clustering within an inversion methodology can recover better distinguished physical prop-
erty models, but the units within the model have been clustered around values determined
by the data alone.
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To further constrain the inversion so that the recovered model values not only cluster into
a small number of distinct groups but these groups are also close to known physical property
values, we can include a priori information within the clustering process via the guided FCM
clustering technique. Originally presented by Sun and Li (2015) and since applied within
Sun and Li (2016) and Li and Sun (2016), this technique adds a “guiding” term to the
generic formulation that encourages the model parameters to cluster around known physical
property values.
The essence of the proposed method is to improve upon the concept of the FCM solution
of an integer programming problem by introducing the latest development in guided FCM
clustering inversion, and to apply the new method to the solution of discrete-valued prob-
lems. Approximating a discrete inverse problem using the guided FCM clustering technique
results in a continuous and differentiable objective function, which can be minimized effi-
ciently using classic gradient based methods. The corresponding decrease in computational
complexity allows us to solve larger systems more efficiently. Given the errors in the a priori
physical property information, the allowance of guided FCM clustering for minor variations
in recovered model values introduces the added benefit of enabling us to reproduce both
geophysical data and physical property information according to their uncertainties. In the
case of a regional trend, the corresponding minor variations in the background density can
also be accommodated by clustering and controlling the level of deviation from the strict
background density contrast value. The trade off of such an approximation is that we are no
longer guaranteed to recover a strictly discrete-valued model. Instead, only a near-optimal
discrete model is produced. However, such a model often suffices for the purpose of inter-
pretation. Strictly discrete models can also be obtained through a “defuzzification process”
(Pham, 2001; Miyamoto et al., 2008) by assigning each model cell to the cluster for which
the membership function of the cell is greatest.
In the following, we will review the guided FCM clustering formulation within a Tikhonov
regularized inversion and discuss the minimization algorithm specific to the formulation. We
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choose to focus on the gravity inverse problem with two distinct density contrast values as an
example to illustrate the method. We then examine the method and its performance using
several synthetic examples consisting of borehole and surface gravity data. We investigate
the effects of the clustering in comparison to the recovered models from smooth inversions.
We then study a set of practical issues, including different mesh sizes and the effect of a
regional trend in the data. Lastly, we apply the method to the gravity data over the Voisey’s
Bay “Ovoid” massive sulfide deposit in Labrador, Newfoundland demonstrating the effects
of the clustering with field data in an area with a known regional trend. From these examples
we show the applications of this method and discuss the improved results using the guided
FCM clustering technique applied to discrete valued gravity inversion.
2.3 Methodology
In order to more efficiently solve the discrete-valued inverse problem for gravity in equa-
tion 2.1, we have chosen to approximate the problem as a continuous function by using the
guided FCM clustering technique. Guided FCM clustering was incorporated into a Tikhonov
regularized inversion by Sun and Li (2015) to include scattered physical property informa-
tion. We use it to impose well-defined discrete physical property values. In this section, we
review the guided FCM clustering formulation within a Tikhonov regularized inversion, then
discuss specifically how we minimize the problem.
2.3.1 Guided Fuzzy c-Means Clustering Inversion
The guided FCM clustering technique is formulated within a Tikhonov regularized inver-
sion by adding a FCM clustering term to the classic objective function. The inversion now
minimizes the following objective function,
φ = φd + βφm + λφFCM , (2.2)
which consists of the data misfit (φd), regularization parameter (β), model objective function
(φm), a scalar weighting parameter for the clustering (λ), and the guided FCM objective
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function (φFCM). The addition of the FCM objective function allows us to incorporate
the discrete value constraint specified in equation 2.1. Conceptually, this substitution has
a certain analogy to replacing the direct bound constraints on physical properties in an
inversion with a logarithmic barrier term (e.g., Li and Oldenburg, 2003). In both cases, hard
constraints are replaced by adding a differentiable component to the objective function and,
thereby, allowing the use of efficient gradient-based minimization techniques.
Each component of the total objective function in equation 2.2 plays a different role














which measures the distance between the observed (dobs) and predicted data (dpre), multi-
plied by the data weighting matrix (Wd). When assuming uncorrelated noise in the data,
the data weighting matrix is a diagonal matrix with the inverse of the standard deviations of
the data as its elements (Parker, 1994; Aster et al., 2016). We define the predicted data as
the product of the kernel matrix (G), which is defined by the Green’s function for a vertical
gravity anomaly, and the current model (m). The role of the data misfit function (equation
2.3) is to encourage the inversion to recover a model that fits the observed data within its
uncertainty.














which measures the distance between the current model (m) and reference model (mref ),
multiplied by the model weighting matrix (Wm) (Aster et al., 2016). The model weighting
matrix is defined as the discretized gradient operator matrix (D) multiplied by the distance
weighting matrix (S), that is chosen to counteract the natural decay with distance of the
gravity kernel matrix (G). The distance weighting balances the contribution of each cell to
the objective function, counteracting the tendency of recovering small changes close to the
observation locations (Li and Oldenburg, 2000b). Although we seek a discrete-valued model,
17
we have chosen to include a model objective function to encourage the spatial coherence of
the recovered model.



















which we have specifically defined for our discrete-valued, two cluster inverse problem. The
first term measures the distance between the jth model parameter (mj) and the k
th cluster
center (vk), multiplied by the membership function between the j
th model parameter and
the kth cluster center (ujk), raised to the fuzziness factor (q), all of which is summed over
all the model parameters (M) and each of the two clusters. The membership function (ujk)
contains the probability that the jth model parameter belongs to the kth cluster. These





ujk = 1. (2.6)
The fuzziness factor (q) defines the fuzziness of the clustering. To be considered fuzzy
clustering, q must have a value greater than one; q equal to one is considered “hard” or
“crisp” clustering. Both Hathaway and Bezdek (2001) and Paasche et al. (2006) have shown
that the optimal value of q is 2. We use this value in our method but retain the symbol q
for generality. With all these components combined, the role of the first term in the FCM
objective function is to cluster or encourage the model parameter values to be close to the
cluster centers.
The second term within the FCM objective function measures the distance between the
each of inverted cluster centers (vk) and the corresponding target cluster centers (tk). The
multiplier η specifies how close the inverted cluster centers are to the respective target cluster
centers. The target cluster centers (tk) are the discrete physical property values we seek to
impose in equation 2.1. For the inversion of gravity for a two cluster model, the background
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(t1) will always have a target value of 0 g/cc, while the anomalous region (t2) will be the
known corresponding density contrast value. The role of this “guiding” term throughout the
clustering inversion is to encourage the cluster centers (vk) to be close to the target cluster
centers (tk). By using this guiding term, we are not only able to encourage the model values
to be close to the target density contrast values, but also accommodate the uncertainty in
our a priori information. Using the weighting parameter (η), we can weight the guiding term
against the rest of the objective function, and fit the cluster centers within a given noise
level.
When the three components, data misfit (equation 2.3), model objective function (equa-
tion 2.4) and FCM objective function (equation 2.5), are combined (equation 2.2), they
work together to recover a model that fits the data, is spatially cohesive, and whose den-
sity contrast values are well clustered and close to the target values. By using the guided
FCM clustering inversion methodology for gravity, we are able to approximate a discrete
valued problem as a continuous-variable minimization problem and obtained the solution
more efficiently.
2.3.2 Minimization Algorithm for the Guided FCM Clustering Inversion
To recover a spatially cohesive, well clustered model that has density contrast values
close to the a priori discrete model values and reproduces the gravity data, we minimize
the total objective function in equation 2.2. By adding the guided FCM clustering, the
unknowns of the minimization are no longer only a density contrast model, but also include
the membership function (u) and the recovered cluster centers (v). In order to minimize
the objective function in equation 2.2 with respect to these parameters, we choose to use a
sequential minimization process. Given that the total objective function is a weighted sum
of multiple components via three weighting parameters, the final solution also depends on




The guided FCM clustering technique requires the solution for a physical property model
(m), the cluster centers (v), and membership function (u). To minimize the total objective
function (equation 2.2) with respect to each of these variables, we use a sequential minimiza-
tion based on a block coordinate descent approach (Nocedal and Wright, 2006). Details of
the minimization process can be found in Sun and Li (2015) and Sun and Li (2016), but we
review the major aspects and highlight the changes made for discrete-valued inversion.
A block diagram outlining the step-by-step minimization process is shown in Figure
2.1. Within each iteration of the inversion, we begin by updating the cluster centers (v),
then update the membership function (u), and finally update the model (m). These three
steps constitute one iteration and they are repeated until convergence. In contrast the
sequence used by Sun and Li (2015), we update the cluster centers before the membership
function. Numerical test have shown that ordering in Figure 2.1 leads to more effective earlier
iterations and thereby improves the overall convergence. Conceptually, this improvement
can be attributed to the fact that the algorithm finds new cluster centers, determines the
membership to those cluster, and then pulls the model values towards those cluster centers
based on their membership to different cluster centers.
To understand how these variables are updated, we can look more closely at each step of
the sequential minimization. First, to minimize the objective function in the direction of the
cluster centers, we take the derivative of the objective function (equation 2.2) with respect











which is used to update each of the cluster centers.
The next step, updating the membership function values (ujk), follows a similar approach.
The derivative of the objective function (equation 2.2) is taken, now with respect to the
membership function values, set to zero, and solved for ujk, resulting in
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This update implicitly satisfies the constraint in equation 2.6.
In the last step, we minimize the objective function with respect to the model given the
updated cluster centers and the membership function. This is a subproblem not too different
from a standard regularized inversion, except now the regularization function consists of three
components and only the model values are to be updated. To improve the stability, we also
impose a set of bound constraints on the model values to ensure that the model stays within
a feasible range of desired discrete values. For discrete values of {0, 1}, the lower bound is
chosen to be −ǫ and upper bound 1 + ǫ, where ǫ is a small positive number. Given these
box bound constraints and quadratic objective function with respect to the model, we use a
projected gradient algorithm (Nocedal andWright, 2006) to carry out the minimization of the
subproblem with respect to the model parameters (mj). Towards convergence, these bound




In a classic regularized inverse problem, the regularization parameter (β) balances the
data misfit and spatial cohesiveness of the model. The value of β is determined based on
the uncertainty in the data by methods such as discrepancy principle (Parker, 1994), which
states the the optimal value of β is that which yields the expected value of data misfit.
With the addition of the guided FCM clustering technique, the inversion must now recover
a model that fits the data, is spatially cohesive, and contains values that are well clustered
and close to the a priori physical property values.
Because the a priori physical property values contain their own uncertainty, we do not
wish to fit them exactly, as we would in a classic discrete valued inversion. Therefore we
choose to search for a model whose values deviate from the a priori values according to the








to measure the fit to a priori model values, or target cluster centers (t). This provides an
objective means to determine the value of the weighting parameter η.
To obtain a model whose values are close to the true discrete values, a necessary condition
is that the model values must be sufficiently clustered. This is measured by the the clustering













A positive value of η then ensures that the cluster center and the discrete values are close.
The trade off between these two terms then provide the first component for determining the
value of η.
Furthermore, given that an a priori physical property value specifies a distribution, it is
logical that the inverted model parameters also have a similar distribution. We adopt the
RMS measure of the model values with respect to the target cluster centers. The RMS error
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(mj − tk)22, (2.11)
wheremj are the values of the model parameters belonging to k’th cluster with a target value,
tk, and Mk is the number of model parameters in this cluster. We assign model parameters
to each cluster based on their maximum membership to each cluster. We seek to reduce the
RMS error of each cluster to within the uncertainty of the the corresponding discrete model
values, while maintaining the trade off between the FCMc and RMSk. Sufficiently small
RMS errors guarantee that not only the model values are clustered around the discrete values
but the distribution is sufficiently narrow for them to approximate discrete values. In other
words, loose clusters with well-defined cluster centers may be sufficient in a general physical
inversion (e.g., Sun and Li, 2015), but the discrete-valued inversion requires physical property
to be tightly clustered at the center. The need to ensure that RMS errors are sufficiently
small can be accomplished by the overall weighting parameter λ.
To balance these objectives within the inversion, we must choose the appropriate values
of β, λ, and η. While there are many combinations of these parameters that can produce
adequate models, we have developed a workflow to select a set to produce a single near-
optimal model. This workflow is outlined in Figure 2.2 and the description of each step is
as follows:
1. To identify an initial β value, we perform a smooth inversion by setting λ to zero. We
determine β using the discrepancy principle or other criteria when the data uncertainty
is unknown.
2. To identify initial values for λ and η, we carry out a set of inversions using several
λ-η pairs. For all of these inversions we hold the β found in Step-1 constant and use
the model recovered in Step-1 as the initial model. For each inversion we record the
data misfit (equation 2.3), FCM clustering term (equation 2.10), and the guiding term
(equation 2.9). We then plot each of these quantities as a function of λ and η on
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logarithmic scales. These models have varying data misfit values and only a subset
produces the expected geophysical data misfit value. This subset of models trace a line
in these plots. From these three plots, we choose an initial λ-η pair that provides the
smallest values of both FCMc and FCMg, and has a data misfit equal to the expected
value.
3. Beginning with the selected values for β, λ, and η, found in Steps-1 and 2, we invert
the data again, using the model recovered in Step-1 as the initial model. We perform
multiple inversions by adjusting the weighting parameters individually and maintaining
the data misfit value, while ensuring that the RMS error of each cluster and FCMg
remain within the noise level of the a priori physical property values.
4. In some cases, Step-3 may encounter a local minimum. We repeat the process in Step-3
but using the model recovered in Step-3 as the initial model for each of the inversions.
5. Once suitable parameters are determined, the corresponding model yields the solution.
We may also choose to defuzzify the model to obtain a truly discrete physical property
model. For the purposes of this paper, we will not carry out this step, and only display
the fuzzy recovered models.
2.4 Synthetic Examples
To test the proposed method for discrete-valued gravity inversion using the guided FCM
clustering technique, we use a simple 3-D block model with a density contrast value of 1 g/cc
in a background of 0 g/cc. From this model we generate both surface and borehole gravity
data. A depiction of the true model and the observation locations are shown in Figure 2.3,
along with a top down view of the borehole locations in Figure 2.4. We first calculate data
with a 50 m station spacing along five different boreholes, four of which surround the block
(A-D), and one that intersects it (E). The data in boreholes A-D is contaminated with random
Gaussian noise with a zero mean and standard deviation of 0.01 mGal. Simulating the larger
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Figure 2.2: Workflow used to determine the weighting parameters within the guided FCM
clustering inversion.
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uncertainty that could arise from the positioning errors, borehole E is contaminated by noise
with a 0.1 mGal standard deviation. Next, surface data is calculated on a 21-by-21 m grid,
with 50 m spacing, centered over the block, and contaminated with random Gaussian noise
having a zero mean and standard deviation of 0.1 mGal.
Using these data, we illustrate the improvements made to the recovered density contrast
models, with the addition of the guided FCM clustering technique. For each example, we
invert the data first without clustering, then move through the inversion workflow for the
guided FCM clustering inversion. Each inversion of the synthetic data has bound constraints
of 0 and 1, and utilizes distance weighting, (Li and Oldenburg, 2000b). The first example
considers only the borehole data, and we discuss how the clustering works throughout the
inversion. Next we use the data from the four surrounding boreholes (A-D) and the surface.
Finally, we explore a set of practical problems, which include a different mesh size and the
existence of a regional trend.
Figure 2.3: Depiction of the simple 3-D block model used to generate gravity data in the
boreholes (A-E), shown in green, and at the surface, shown in blue. Both the surface and
borehole observation locations have a 50 m station spacing.
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Figure 2.4: View of the five borehole locations, from the top down, in relation to the anoma-
lous block. Boreholes A-D surround the block, while borehole E intersects it.
2.4.1 Borehole Data
The first scenario we use to test our algorithm uses only borehole gravity data from the
boreholes A-E. To understand how the guided FCM clustering technique can improve our
recovered model, we start by inverting the data without clustering. To do this we set λ
to zero in equation 2.2 and determine an optimal β given the discrepancy principle. The
recovered model without clustering is shown in Figure 2.5 as a cross section (a), depth slice
(c), and given a cutoff of 0.5 g/cc with the true block location outlined (d). We observe the
smooth inversion has recovered the general location of the block, but the density contrast
values near the edges of the block are too low, leading to a smaller recovered block. We
can further observe from the histogram of recovered density contrast values in Figure 2.5(b),
that the majority of the model is appropriately recovered as background (0 g/cc). The
remaining model values, which should be in the block (1 g/cc), are spread between 0.7 and 1
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g/cc. Despite lacking distinct boundaries, and only providing a broad picture of the density
anomaly, the inversion without clustering fits data as expected. The comparison of the
observed and predicted data is shown in Figure 2.6.
(a) (b)
(c) (d)
Figure 2.5: Recovered model and corresponding histogram from the inversion, without guided
FCM clustering, of the borehole gravity data from boreholes A-E. (a) Cross section through
the model, as indicated in Figure 2.4. (b) Histogram of the recovered density contrast values.
(c) Depth slice through the model, as indicated in Figure 2.3. (d) Recovered model with a
cutoff of 0.5 g/cc and outline of the true block location.
Following the workflow outlined in the preceding section, we perform Step-2 of the clus-
tering inversion using the β and recovered model from the inversion without clustering, and a
range of λ-η pairs. Figure 2.7 shows the logarithmic values of the data misfit (a), clustering
term (FCMc) (b), and guiding term (FCMg) (c) as functions of λ and η. Each has the
combinations of the pair producing expected data misfit value identified. The initial values
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Figure 2.6: Comparison of the observed data (black dots) and predicted data (blue triangles),
from the inversion without clustering, in each borehole. The red lines indicate where borehole
E intersects the top and bottom of the block.
of λ and η, indicated by the white star, are chosen to be close to the optimal data misfit
value, and at a minimal value for both FCMc and FCMg.
Using these values of λ and η, along with the β and the recovered model from the
inversion without clustering, we proceed to adjust the parameters individually. Once we
recover a model with a data misfit of 50 (number of data), and with FCMg, RMS1, and
RMS2 (equation 2.11) each less than 0.01. We have chosen to fit our a priori physical
property information and minimize the RMS error of both clusters to be within 0.01, given
that the example is synthetic and we know the true values of the target cluster centers.
The recovered model and histogram of density contrast values, using the guided FCM
clustering inversion, are shown in Figure 2.8. We observe the clustering inversion can recover
a model with distinct boundaries between the background and block units. The histogram in
Figure 2.8(b), now shows that all of the model values are clustered into either the background





Figure 2.7: Log values of the (a) data misfit, (b) clustering term (FCMc), and (c) guiding
term (FCMg) as a function of λ and η from the parameter search. The optimal value of
data misfit, number of data (50), is indicated by the black line. The initial values of λ and
η chosen from these plots are shown by the white star.
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and 2.8(d)). While the recovered model does not have exactly the same shape as the true
model block, it is a good representation and a much improved version compared to that
from the unclustered inversion. There is clear distinction between the background and
anomalous density block. The recovered model has a data misfit value of 50.00, FCMg value
of 6.23e-7, RMS1 value of 8.89e-4, and RMS2 value of 2.13e-4. The predicted data from the
inversion is also reproduces the observed data as shown in Figure 2.9. The improvement in
the recovered density is directly attributable to the information in discrete density contrast
values incorporated into the inversion.
(a) (b)
(c) (d)
Figure 2.8: Recovered model and corresponding histogram from the guided FCM clustering
inversion of the borehole gravity data from boreholes A-E. (a) Cross section through the
model, as indicated in Figure 2.4. (b) Histogram of the recovered density contrast values.
(c) Depth slice through the model, as indicated in Figure 2.3. (d) Recovered model with a
cutoff of 0.5 g/cc and outline of the true block location.
31
Figure 2.9: Comparison of the observed data (black dots) and predicted data (blue triangles),
from the guided FCM clustering inversion, in each borehole. The red lines indicate where
borehole E intersects the top and bottom of the block.
2.4.2 Borehole and Surface Data
In the second synthetic scenario used to test the guided FCM clustering inversion, we use
gravity data from the surface and from the four boreholes (A-D) that surround the block.
Following the same workflow as in the previous example, we first invert the data without
clustering and determine an initial β. Figure 2.10 shows the recovered model and histogram
from the inversion without clustering. By eliminating the data from the central borehole
(E) in this example, we lose a majority of the depth and density contrast information that
was recovered in the previous example. The recovered model is still able to identify the
general location of the block, but there is no indication to the actual shape, size, or density
contrast of the block. We can observe from the histogram in Figure 2.10(b) that a majority
of the background density contrast value (0 g/cc) has been appropriately recovered, but the
maximum recovered value of the block is 0.5 g/cc. Despite the lack of information provided
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by this model, it does fit the data as shown in Figure 2.11, which compares the observed
and predicted borehole data, as well as in the comparison of the observed (Figure 2.12) and
predicted (Figure 2.12) surface data.
(a) (b)
(c) (d)
Figure 2.10: Recovered model and corresponding histogram from the inversion, without
guided FCM clustering, of the borehole gravity data from the surface and boreholes A-
D. (a) Cross section through the model, as indicated in Figure 2.4. (b) Histogram of the
recovered density contrast values. (c) Depth slice through the model, as indicated in Figure
2.3. (d) Recovered model with a cutoff of 0.5 g/cc and outline of the true block location.
We again follow the clustering inversion workflow (Figure 2.2), and perform a parameter
search to determine the initial λ-η pair. The data misfit, clustering term, and guiding term
are displayed in Figure 2.14. We then individually update the parameters, until we recover
a model that fits the a priori physical property value, minimizes the RMS error for each
cluster within 0.01, and has data misfit of 481 (number of data).
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Figure 2.11: Comparison of the observed data (black dots) and predicted data (blue trian-
gles), from the inversion without clustering, in each borehole surrounding the block.
The final recovered model from the guided FCM clustering inversion is shown in Figure
2.15 along with the histogram of recovered values. Similar to the clustering inversion results
from the previous example, we recover a discrete model, as shown by the histogram in Figure
2.15(b). We observe that the recovered model does not exactly recover the true boundaries
of the block, especially at depth. This is to be expected given the lack of direct information
about the source depth that was provided by the intersecting drillhole (E). The model has an
expected data misfit of 481.04, FCMg value of 4.00e-5, RMS1 value of 8.44e-3, and RMS2
value of 1.39e-2. For completeness, the observed and predicted borehole data are shown in
Figure 2.16 and predicted surface data in Figure 2.17.
2.5 Practical Issues
The guided FCM clustering technique has proven to be an effective approximation for
the two-cluster discrete-valued gravity inverse problem. In previous examples, the method
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Figure 2.12: Observed surface gravity data from the 3-D block model.
has produced discrete-valued models while fitting both the gravity data and a priori physical
property information within their respective uncertainty levels. Thus far, the examples
have been simple, and all assumptions are met. The results demonstrate the theoretical
performance of the technique we expect. For practical applications, several additional factors
may also affect the outcome. In particular, how does the model discretization affect the
inversion result? As discussed in Introduction, a commonly encountered challenge is an
incomplete regional removal in the data. How would such an inconsistency between data to
be inverted and the assumed discrete-valued model impact the inversion results?
To examine these two aspects, we have formed two more examples based on the synthetic
3-D block model, specifically using the gravity data from the surface and four surrounding
boreholes (A-D). First, we invert the data using a finer mesh and qualitatively examine the
dependence of recovered model on the mesh. Secondly, we introduce a regional trend to the
data and investigate the performance of the algorithm under the influence of such a data
35
Figure 2.13: Predicted surface gravity data from the inversion without clustering.
component.
2.5.1 Model Mesh
The previous examples used a coarse mesh. A practical question is then how much of
the overall blockiness of the inverted model would change as it is a focus of this work. To
compare with the results in the preceding section, we choose to use a finer mesh that doubles
the number of cells in all three directions.
We follow the workflow to carry out the inversion without clustering first and then per-
form a set inversions by imposing the discrete values. The supporting quantities for param-
eter selection are shown in Figure 2.18. We observe that the details in these images are
different but the general behaviors are consistent with those when using the coarse mesh






Figure 2.14: Log values of the (a) data misfit, (b) clustering term (FCMc), and (c) guiding
term (FCMg) as a function of λ and η from the parameter search. The optimal value of
data misfit, number of data (481), is indicated by the black line. The initial values of λ and




Figure 2.15: Recovered model and corresponding histogram from the guided FCM clustering
inversion of the gravity data from the surface and boreholes A-D. (a) Cross section through
the model, as indicated in Figure 2.4. (b) Histogram of the recovered density contrast values.
(c) Depth slice through the model, as indicated in Figure 2.3. (d) Recovered model with a
cutoff of 0.5 g/cc and outline of the true block location.
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Figure 2.16: Comparison of the observed data (black dots) and predicted data (cyan trian-
gles), from the guided FCM clustering inversion, in each borehole surrounding the block.
The recovered model and histogram from this inversion are shown in Figure 2.19. The
histogram in Figure 2.19(b) verifies the discrete-valued nature of the model, and the sections
and 3D view of the model show a symmetrical model, but the shape of the lower part of the
density anomaly is more rounded. The difference indicates that the large cells in the coarse
mesh contributed implicitly to the regularization. As a result, the recovered model using the
course mesh is more blocky on a larger scale, whereas the model from the fine mesh tends
to round off deeper corners, to which the data are less sensitive. The increased symmetry in
the recovered model, which is more consistent with the true model, is judged to be due to
increased robustness of finer discretization in the presence of data noise.
2.5.2 Regional field
The presence of an unknown, or incompletely removed, regional field in the data is a
common problem when inverting potential-field data. Imposing discrete values within an
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Figure 2.17: Predicted surface gravity data from the guided FCM clustering inversion.
inversion can cause the recovered model to fit the noise, before fitting the regional trend,
because it is difficult for the discrete values to reproduce a long-wavelength, smooth regional
trend that is unlikely caused by sources with the same discrete density sought for the anoma-
lous body. We examine the performance of the proposed method in the presence of a smooth
regional trend in the data.
To simulate such a gravity data set, we add the the field produced by a large object that
is located outside the 3D domain used for the inversion and has a positive density contrast.
Figures 2.20 and 2.21(b) show this regional gravity response, which is added to the surface
and borehole responses of the block. We contaminate the newly simulated data with random
Gaussian noise having a zero mean and standard deviation of 0.01 mGal for the borehole
data, and 0.1 mGal for the surface data.
We begin with the inversion of the combined borehole and surface data without clustering.





Figure 2.18: Log values of the (a) data misfit, (b) clustering term (FCMc), and (c) guiding
term (FCMg) as a function of λ and η from the parameter search for inversion using a finer
mesh. The optimal value of data misfit, number of data (481), is indicated by the black line.




Figure 2.19: Recovered model and corresponding histogram from the guided FCM clustering
inversion of the gravity data from the surface and boreholes A-D, using a finer mesh. (a)
Cross section through the model, as indicated in Figure 2.4. (b) Histogram of the recovered
density contrast values. (c) Depth slice through the model, as indicated in Figure 2.3. (d)
Recovered model with a cutoff of 0.5 g/cc and outline of the true block location.
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Figure 2.20: Separate responses of the block (black dots) and the regional trend (blue trian-
gles) in the four surrounding boreholes (A-D).
in Figure 2.22. We observe the model recovered generally indicates the location of the block,
but despite the well recovered background (0 g/cc), only recovers a maximum density contrast
of the block to be 0.4 g/cc. Compared to the smooth inversion results without the regional
trend in Figure 2.10, the recovered model with the regional trend shows the smoothed block
region extending further in depth. This is caused by the inversion algorithm’s attempt to
reproduce the added regional trend by placing non-zero density contrast in the deeper part
of the model domain. Both the predicted borehole (Figure 2.23) and surface (Figure 2.24)
data are good representations of the signals in the observed data (2.25).
To investigate the performance of the guided FCM clustering inversion in the presence
of a regional field, we identify the initial values of λ and η from the plots in Figure 2.26
generated from the parameter search. Using the initial values of the parameters and the
smooth recovered model as a starting point, we adjust the parameters individually to find a








Figure 2.22: Recovered model and corresponding histogram from the inversion without clus-
tering of the borehole gravity data from the surface and boreholes A-D, containing a regional
trend. (a) Cross section through the model, as indicated in Figure 2.4. (b) Histogram of the
recovered density contrast values. (c) Depth slice through the model, as indicated in Figure
2.3. (d) Recovered model with a cutoff of 0.4 g/cc and outline of the true block location.
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Figure 2.23: Comparison of the observed data (black dots) and predicted data (cyan trian-
gles), from the inversion without clustering in each borehole surrounding the block.
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Figure 2.24: Predicted surface gravity data from the inversion without clustering.
the target cluster centers exactly, we continue to fit the guiding term (FCMg) within 0.01.
With the addition of the regional trend, we no longer have a density contrast model that
is strictly two clusters, making it more difficult for the inversion to cluster the model and
achieve an RMS error for each cluster to be below the threshold of 0.01, as in the preceding
examples. For this reason, we focus on the previous two constraints, FCMg and the data
misfit.
The final recovered model (Figure 2.27) has a data misfit of 481.37, FCMg of 1.94e-4,
RMS1 of 1.64e-2, and RMS2 of 8.11e-2. The observed and predicted borehole (Figure 2.28)
and surface (Figures 2.24 and 2.29) data also show good spatial similarity respectively. We
observed the recovered model (Figure 2.27) is well clustered, and visually similar to the
recovered model without the regional trend in Figure 2.15. Specifically comparing the vol-
ume images, each with a cutoff of 0.5 g/cc, (Figures 2.15(d) and 2.27(d)), we note that the
inversion of data with the regional trend produces a slightly smaller volume of anomalous
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Figure 2.26: Log values of the (a) data misfit, (b) clustering term (FCMc), and (c) guiding
term (FCMg) as a function of λ and η from the parameter search. The expected data misfit
is indicated by the black line. The initial values of λ and η chosen from these plots are shown
by the white star.
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density contrast. Figure 2.27(d) also shows the recovered model contains cells with inter-
mediate values between the two imposed discrete values, and other cells deviate more from
the desired discrete values compared to the model recovered from data without a regional
trend. Despite the recovered model values not being as well clustered, the overall structure
is highly consistent with the model recovered when there is no regional trend. Therefore
we can conclude that the guided FCM clustering technique is an effective approximation a
discrete inversion in the presence of a low magnitude regional field in the data. One needs
to be cognizant of the non-clustered model cells as an indicator when interpreting the data.
(a) (b)
(c) (d)
Figure 2.27: Recovered model and corresponding histogram from the guided FCM clustering
inversion of the gravity data from the surface and boreholes A-D, containing a regional
trend. (a) Cross section through the model, as indicated in Figure 2.4. (b) Histogram of the
recovered density contrast values. (c) Depth slice through the model, as indicated in Figure
2.3. (d) Recovered model with a cutoff of 0.5 g/cc and outline of the true block location.
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Figure 2.28: Comparison of the observed data (black dots) and predicted data (cyan trian-
gles), from the guided FCM clustering inversion, in each borehole surrounding the block.
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Figure 2.29: Predicted surface gravity data from the guided FCM clustering inversion.
2.6 Field Example
To further illustrate the proposed method, we apply it to a gravity data set collected
at the Voisey’s Bay deposit. This Nickel-Copper-Cobalt deposit, located on the Northeast
coast of Labrador, Newfoundland, was discovered in 1994 (Balch et al., 1998). A variety of
geophysical methods, including horizontal loop electromagnetics (HLEM), ground magnetics,
helicopter EM and magnetics, gravity, and surface and borehole TDEM, have been used here
to obtain a better understanding of the different regions within the deposit (Balch et al.,
1998), shown in Figure 2.30. The massive sulfide ore bodies produce strong gravity anomalies
on the surface.
As an example, we focus on the gravity data set collected over the “Ovoid” massive
sulfide body. The data was collected using a LaCoste and Romberg model-G gravimeter.
This survey consists of 97 North-South trending lines with approximate line spacing of 200
m and station spacings between 25 and 50 m. There are an additional 8 East-West trending
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Figure 2.30: Geological map of the Voisey’s Bay nickel-copper-cobalt deposit, specifically
noting the location of the “Ovoid” (Ryan, 2000).
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lines each with 100 m line spacing and 50 m station spacing. The Ovoid massive sulfide
body produces a distinct gravity anomaly (Figure 2.31. The data have previously undergone
complete Bouguer reduction and an error level of 3% plus 0.01 mGal was estimated by
Oldenburg et al. (1998). This data has been inverted by both Oldenburg et al. (1998) and
Ash et al. (2006); Ash (2007), each recovering well located, but smooth models of the Ovoid
deposit, despite the inclusion of reference models with discrete values created from drill hole
data.
Figure 2.31: Observed gravity data of the Voisey’s Bay Ovoid deposit.
Given the distinct density of a massive sulfide, this data set would be amenable to
inversion using the guided FCM clustering technique, provided we can estimate the density
contrast of the sulfide above the background. The background or host rock of the Ovoid is
troctolite, (Ash, 2007) which has a density 2.8 g/cc according to Oldenburg et al. (1998), or
2.81 g/cc as stated in Ash (2007). The overburden in the region is 20 to 30 m thick and has
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a density of 1.92 g/cc (Ash, 2007). Maintaining the use of only two clusters, we group the
overburden and host rock together into the background cluster. Knowing the background
does not have strictly a constant density and there is a regional trend in the area, instead of
fitting the background value (t1) exactly, we allow a deviation based on estimated uncertainty.
We have chosen the background density value to be 2.8 g/cc as in Oldenburg et al. (1998)
for two reasons. First, we focus on recovering the boundary between the Ovoid and the
troctolite host rock; and secondly this choice enables us to directly compare our inversion
without clustering with that in Oldenburg et al. (1998) based on the use of same background
density. Meanwhile, Ash (2007) have found that a background density of 2.67 g/cc provided
the best fit when forward modeling the data. Thus, the available information in the literature
indicates a possible range of 0.13 g/cc. We use this value as the uncertainty estimate when
minimizing the RMS error of the background (RMS1).
The Ovoid is a massive sulfide deposit, which are known to have a mean density of 4.61
g/cc, with a standard deviation of 0.11 g/cc within the Voisey’s Bay region (Ash, 2007).
There are again multiple values used previously for the density of the Ovoid. Ash (2007)
states the average density of the Ovoid is 4.63 g/cc, while Oldenburg et al. (1998) state the
maximum density of the Ovoid is 4.5 g/cc. For a direct comparison to the inversion results
in Oldenburg et al. (1998), we choose our target density for the Ovoid to be 4.5 g/cc. Given
the uncertainty in this value, we consider an RMS error of the Ovoid cluster (RMS2) below
0.11 g/cc to be reasonable, which is the standard deviation of the massive sulfide.
Having determined the target density values of 2.8 g/cc for the background and 4.5
g/cc for Ovoid body, the corresponding density contrast values would be t1 = 0 g/cc and
t2 = 1.7 g/cc, respectively. The respective uncertainties are 0.13 g/cc and 0.11 g/cc. Before
we can impose these values using the guided FCM clustering technique, we invert the data
without clustering. For each inversion, we use the same depth weighting function as defined
in Oldenburg et al. (1998), and imposed only a lower bound of 0 g/cc on the model. Given
we have a noise estimate for the data, we choose the regularization parameter, β, using the
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discrepancy principle and recover a model with a data misfit equal to the number of data
(1902).
The smooth recovered model is shown in Figure 2.32. The cross sections through the
model (Figures 2.32(a) and 2.32(b)) were chosen to verify the results with those in Oldenburg
et al. (1998). Our recovered model shows good visual similarity to the previous work and
indicates the general location of the Ovoid body. The background density contrast, 0 g/cc, is
well recovered, but the smooth Ovoid region only has a maximum density contrast of about
1.0 g/cc. As expected from the data misfit value, the predicted data (Figure 2.33) are a
good representation of the observed data (Figure 2.31).
Using the smooth recovered model and β determined by the inversion without clustering,
we run a parameter search to find the initial values of λ and η for the guided FCM clustering
inversion. Figure 2.34 shows the log values of the data misfit, clustering term (FCMc),
and guiding term (FCMg), as functions of λ and η. Once the discrete values are imposed
the inversion is unable to fit the data to the same misfit value of 1902. This indicates
that the either the originally estimated error standard deviations are too small or they are
inconsistent with the more restrictive models with the discrete values. This is not surprising
given the aforementioned variability in densities. For this reason, we increased the expected
data misfit to 1,997, which corresponds to a small 2.5% increase, for display purposes in
Figure 2.34. We choose the initial weighting parameter values based on the trend in the
data misfit values in these plots. We continue to use 1,902 as our target data misfit in the
inversions to follow.
Following the workflow, we further adjust the values of the weighting parameters (β, λ,
and η) individually to recover a model that fits the gravity and discrete density values. The
chosen parameters achieve the expected data misfit and an RMS error below 0.13 g/cc for
the background cluster and 0.11 g/cc for the Ovoid cluster.
The recovered model from the inversion using the guided FCM clustering is shown in






Figure 2.32: Recovered model from the inversion without clustering of the Voisey’s Bay
gravity data. (a) Cross section at 987.5 m Easting. (b) Cross section at 900 m Northing.
(c) Depth slice at 150 m. (d) Recovered model with a cutoff of 0.5 g/cc.
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Figure 2.34: Log values of the (a) data misfit, (b) clustering term (FCMc), and (c) guiding
term (FCMg) as a function of λ and η from the parameter search. The expected data misfit
value, increased by 2.5% for display purposes, due to all the recovered models providing data
misfits larger than the expected, is indicated by the black line. The initial values of λ and η
chosen from these plots are shown by the white star.
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9.02e-2, and RMS2 of 7.22e-2. The predicted data are shown in Figure 2.36, which compares
well with the observed data in Figure 2.31. The model shown in Figure 2.35 has a well-defined
density anomaly in the center coinciding with the known location of the Ovoid body. The
background immediately adjacent to Ovoid body is 0 g/cc, and the density contrasts within
Ovoid body are mostly 1.7 g/cc. The model also recovers the correct depth of 250 m to
the base of the Ovoid. Away from the Ovoid body and towards the edges of the model
domain, the background density is noticeably greater than 0 at depth and there are two
significant density anomalies near the surface at the NE and SE corner. It is clear that the
combination of the variable background density at depth and the two near surface features
are required to reproduce the regional field visible in the gravity data. For the Ovoid body,
although we do expect a 0.11 g/cc variation from the constant value of 1.7 g/cc, the inversion
result actually varies much less. By using the guided FCM clustering to approximate a
discrete-valued inversion, we have been able to recover a nearly constant anomalous density
body corresponding to Ovoid body and a variable low magnitude background density. The
inversion yields an estimate of the boundaries between the background and Ovoid ore body,
while allowing for uncertainty in the physical property values and reproducing the regional
trend in the data. Thus, this example amply demonstrates the effectiveness of discrete-valued
inversion by guided FCM clustering and highlights its strengths: handling the uncertainties
in the prescribed physical properties values and an incompletely removed regional field in
the data.
2.7 Conclusions
We have developed a new method for solving discrete-valued inversions using the guided
fuzzy c-means clustering technique and investigated the numerical and practical issues asso-
ciated with the new method using the inversion of gravity data as an illustrative application.
The method provides an efficient numerical solution to discrete-valued inversions so that
larger problems that arise from practical applications can be tackled and solutions obtained






Figure 2.35: Recovered model from the guided FCM clustering inversion of the Voisey’s Bay
gravity data. (a) Cross section at 987.5 m Easting. (b) Cross section at 900 m Northing.
(c) Depth slice at 150 m. (d) Recovered model with a cutoff of 0.5 g/cc.
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Figure 2.36: Predicted gravity data of the Voisey’s Bay Ovoid deposit from the guided FCM
clustering inversion.
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ing several issues of practical importance, such as the uncertainty in the a priori discrete
physical property values and the presence of an incompletely removed regional field in the
data. The guided FCM formalism for restricting the model to discrete values naturally al-
lows deviations of the recover model values from the imposed values to a degree controlled
by user. In the case of a regional trend in the data, the guided FCM clustering also provides
the flexibility of accommodating such a data component by allowing the background model
to have low-magnitude and long-wavelength variation.
To use the guided FCM clustering inversion, we developed a workflow to determine the
optimal values of the weighting parameters in the objective function. This process begins
with an inversion without clustering to determine the classic Tikhonov regularization param-
eter. Then the two weighting parameters related to the guided FCM clustering for imposing
the discrete physical property values are determined. The latter process is accomplished
through a systematic parameter search followed by additional adjustment that ensures the
recovered model fits the geophysical data and a priori information within their respective
uncertainty levels.
Relying on this workflow to implement the new discrete-valued inversion method, we
have compared the results of inversions with and without clustering in several synthetic
examples and one field data example from at the Voisey’s Bay deposit, we have shown
that the guided FCM clustering-based method can improve the definition of boundaries and
physical property values recovered from such inversions.
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CHAPTER 3
GRAVITY GRADIENT INVERSION FOR THE IMPROVED RECOVERY OF SALT
BODIES
A paper submitted to Geophysics.
Elizabeth Maag-Capriotti1,2, Yaoguo Li1,3
3.1 Abstract
All geophysical surveys strive to create the most informative model of the subsurface
for clear interpretation for the understanding of geology. By combining several forms of
information, we can produce a physical property model that provides insight on the bound-
aries and structure corresponding to different rock types. Specifically for the recovery of
salt, commonly used methods, such as seismic imaging may face challenges in imaging the
complete geometry of salt. Gravity gradient data can provide additional information for the
recovery of salt, but continues to struggle with the lack of information about the region of
zero density contrast, i.e. the nil zone. By combining information from seismic imaging and
petrophysical data into a multi-component gravity gradient inversion, we can significantly
improve the recovery of a salt body. We investigate five different methods of imposing ad-
ditional information within an inversion, including bound constraints, reduction to binary,
and discrete-valued inversion using guided fuzzy c-means clustering. We apply these meth-
ods first to synthetic gravity gradient data calculated from the SEG/EAGE salt body and
evaluate the improvements provided from increased imposition of the prior information and
the decrease in noise within the data. We further apply the methods to the gravity gradient
data collected at Leghorn in the Gulf of Mexico and assess the additional knowledge about
the salt extracted from the gravity gradient data and a priori information.
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Imaging salt remains one of the most crucial and difficult tasks within exploration geo-
physics. Seismic data acquisition, processing, and interpretation via imaging have improved
over the years, but the complexity of salt bodies continues to present challenges to the
method (e.g. Leveille et al., 2011; Jones and Davison, 2014). Other geophysical methods
have been used to improve the definition of salt bodies, in particular gravity and gravity
gradient. Imaging salt with gravity and or gravity gradient data is not without its own set
of challenges. Salt has a nearly constant density, but the background sediments surround-
ing the salt have a density that generally increases with depth. When either data type is
inverted, a density contrast model is recovered, where the background sediments will have
a constant density contrast and the density contrast of salt will decrease with depth. Due
to the change in density with depth, these inversions struggle to recover the region where
the background sediments and salt have the same density, i.e. the density contrast is zero,
known as the nil zone. Additionally, the more complex structures of salt such as steeply
dipping flanks and roots can present further challenges to these inversions. Despite these
issues, both gravity and gravity gradient data have been inverted using a variety of methods
to recover the geometry of salt bodies.
Recovery of density contrast models of salt can be obtained by inverting gravity and
gravity gradient data sets independently, or by jointly inverting these and possibly data sets
from other sources. Many authors have attempted to improve the recovery of salt bodies
by using single data set inversions of gravity data, typically constrained with the top-of-salt
surface derived from seismic imaging. For general characterization of the salt bodies, Bear
et al. (1995) create a 3-D stochastic least-squares inverse method, while Krahenbuhl and Li
(2006, 2009) implement a binary approach first using a genetic algorithm, then a hybrid of a
genetic algorithm and quenched simulated annealing. Others focus their inversion methods
to better define the geometry of salt bodies, such as Moraes and Hansen (2001), who recover
geometric bodies specifically for use in seismic interpretation, and Silva and Barbosa (2004)
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with their inversion for 2-D models of isolated salt bodies. In Dias et al. (2008, 2011) the
authors use an adaptive learning technique to estimate both the size and location of salt
bodies. The focus of the some gravity inversions is also narrowed to specific targets such as
salt roots (Nagihara and Hall, 2001), the base of salt (Cheng et al., 2003; Foks and Li, 2014),
or heights of multiple rectangular prisms to define a top or base of salt (Re et al., 2017).
Single data set inversion of gravity gradient data can also be used to recover a density con-
trast model associated with salt. The first generalized gravity gradient inversion was tested
on a synthetic salt model by Li (2001). Since then, Hatch and Annecchione (2010) explored
the effects on recovering the base of salt when a top-of-salt surface, which is derived from a
seismic image and contains errors, was used as a constraint on the inversion. Several others
have attempted to improve the boundaries between salt and sediments, including Barnes
and Barraud (2012) with a surface inversion using depth information from seismic as mea-
surements rather than constraints, Ellis et al. (2015) with a hybrid voxel modeling method,
and Rapstine et al. (2016) using spatially guided fuzzy c-means clustering to incorporate a
salt likelihood map from an interpreted seismic section.
Joint inverse methods have also been applied to the salt imaging challenge. Jorgensen and
Kisabeth (2000) combined gravity, gravity gradient, and magnetic data to image deep salt in
the Gulf of Mexico. Different data type combinations are used to specifically recover the base
of salt, as in Routh et al. (2001), who use a pseudo-annealing method for the joint inversion
of gravity and gravity gradient data, and Colombo and De Stefano (2007) combining gravity,
seismic and magnetotulleric data. Sun and Li (2013, 2016) implement a guided fuzzy c-means
clustering inversion to jointly invert gravity and seismic travel time data with petrophysical
constraints. Dubey et al. (2014) combine gravity and gravity gradient data with curvature
to model a salt dome. Discrete-valued joint inverse methods have also been used to combine
gravity and gravity gradient data, for instance Capriotti et al. (2015), use a binary inverse
formulation and Zhdanov and Lin (2017) use a multinary transform prior to inversion.
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There are two common themes among the previous work on the inversion of gravity and
or gravity gradient data for the recovery of salt bodies. First, by including additional infor-
mation such as the top of salt derived from a seismic image, physical property information,
or other geophysical data sets, improvements can be made to the definition of the salt geom-
etry. Second, the goal of each inversion is to define a boundary between salt and background
sediments. Such recovered boundaries include the top or base of the salt body, or a full 3-D
salt geometry.
Bound constraints are a common way to incorporate additional information into a gravity
or gravity gradient inversion. Several of the previous inversions for salt use bound constraints
in a variety of ways. The location of the salt body can be constrained using location specific
bound constraints such as the top-of-salt surface derived from a seismic image and or other
specified locations where the salt cannot occur (Routh et al., 2001; Silva and Barbosa, 2004;
Foks and Li, 2014). More general bound constraints can be applied to the recovered density
contrast values using known values as the upper and lower bounds (Ellis et al., 2015; Sun
and Li, 2016). Dias et al. (2008, 2011) combine both location and density contrast values
to bound the model based on a spatially varying density contrast model. Location based
bound constraints are of particular importance when a nil zone is present within a salt body.
To understand and improve the recovery of the salt geometry, we will exploit and compare
different bound constraints throughout this paper.
The second major theme within previous work is the recovery of boundaries between
salt and sediments. Discrete-valued inverse methods can guarantee sharp boundaries within
recovered physical property models. Such methods have been applied to the inversion of both
gravity and gravity gradient data. Camacho et al. (2000) formulate a discrete-valued gravity
inversion using the “growing bodies” method. Similarly the method of “planting anaomalous
densities” is applied to gravity inversion by Uieda and Barbosa (2011a) and gravity gradient
inversion by Uieda and Barbosa (2011b, 2012). As mentioned previously, Krahenbuhl and Li
(2006, 2009) present a “binary” approach for gravity data using both a genetic algorithm and
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a hybrid of a genetic algorithm and quenched simulated annealing. Capriotti et al. (2015)
formulate an updated “binary” approach using only quenched simulated annealing to jointly
invert gravity and gravity gradient data. Also for the joint inversion of gravity and gravity
gradient data, Zhdanov and Lin (2017) uses a “multinary” transform.
Discrete inverse methods are capable of recovering density contrast models with sharp
boundaries, but by restricting the model to take on only a few discrete values, the mini-
mization of the objective function now faces computational challenges. Maag and Li (2018)
overcome these challenges by approximating the discrete-valued inversion as a continuous
variable minimization problem using the guided fuzzy c-means (FCM) clustering technique.
FCM clustering is a classification technique that allows items to be clustered into different
classes, each with a corresponding probability. The technique was originally developed by
Dunn (1973) and improved upon by Bezdek (1981) and Bezdek et al. (1984). When incorpo-
rated into geophysical inversion, this generic form of FCM clustering can better distinguish
between different physical property units, but the physical property values these units are
clustered around are determined by the geophysical data alone (Paasche et al., 2006; Paasche
and Tronicke, 2007; Lelièvre et al., 2012; Carter-McAuslan et al., 2014; Singh et al., 2017).
Sun and Li (2015) expand the FCM clustering technique to include a “guiding” term to
encourage the model parameters to cluster around known physical property values through-
out the inversion. The guided FCM clustering approach has again been applied to a variety
of geophysical data types for both single data type and joint inverse methods (Sun and Li,
2016; Li and Sun, 2016). Maag and Li (2018) apply guided FCM clustering to a discrete-
valued inversion of gravity data. This method maintains the classic goals of a Tikhonov
regularized inversion by fitting the geophysical data within its noise level and recovering a
spatially cohesive model. With the addition of the clustering, the inversion also encourages
the model values to cluster around a priori physical property values within their individual
uncertainties so as to recover a model that contains well distinguished units.
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The goals of the discrete-valued guided FCM clustering inversion reflect the two major
themes found in gravity and or gravity gradient inversions for the recovery of salt bodies. For
this reason, we propose the expansion of the discrete-valued guided FCM clustering inversion
for use with gravity gradient data.
Thus far the discrete-valued guided FCM clustering method has only been applied to
cluster around two distinct density contrast values. Given that the density contrast of
salt decreases with depth, we develop a “reduction to binary” process that allows us to
cluster around two discrete values. Reduction to binary separates the density contrast model
into a known depth-density curve and a binary model where salt corresponds to 1 and the
background sediments, 0. This allows us to then simply apply the guided FCM clustering
technique to cluster around these two values within the discrete-valued gravity gradient
inversion. Afterward, the depth-density curve can be reapplied to the recovered binary
model, and return to density contrast values that vary with depth.
Throughout this paper we compare several different inverse methods to understand how
they can incorporate additional information and improve recovered salt geometry. We will
review the process of incorporating both location and value based bounds within an inversion.
We will discuss the discrete-valued inverse formulation using the guided FCM clustering
technique originally presented by Maag and Li (2018) and the modifications necessary when
using the reduction-to-binary process. We apply and compare these inverse methods first
to different synthetic gravity gradient data sets with varying noise levels simulated from the
SEG/EAGE salt model. Finally, we apply the method to the gravity gradient data collected
at Leghorn in the Gulf of Mexico.
3.3 Methodology
The complex structure and spatially varying density contrast of salt make it difficult to
recover sharp boundaries between the salt and background sediments. Additional informa-
tion within an inversion may improve the recovery of the salt geometry, nil zone, and density
contrast. This additional information typically consists of a known depth-density curve of
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the background sediments that can be converted into a density contrast model, and a top-
of-salt surface derived from a seismic image. A variety of methods exist to incorporate this
information into a Tikhonov regularized inversion. To understand the benefits of the added
information we outline five methods, each of which further constrains the inversion, starting
with spatial bound constraints, and later exploring the use of a priori density contrast in-
formation. Throughout the following we will discuss the inverse formulation in each method
while detailing how each method incorporates the prior information, along with the benefits
expected and achieved.
3.3.1 Method 1: Simple Bounds
Method 1 consists of a classic Tikhonov regularized inversion, which minimizes the ob-
jective function,
φ = φd + βφm, (3.1)
to solve for the recovered density contrast model m. Equation 3.1 consists of the data misfit
function φd, Tikhonov regularization parameter β, and the model objective function φm.














where Wd is the data weighting matrix, dobs the observed data, dpre the predicted data,
calculated using the kernel matrix G and recovered density contrast model m. The data
misfit function serves to encourage the recovery of a density contrast model that fits the















where Wm is the model weighting matrix, defined as the product of the discretized gradient
operator matrixD and the distance weighting matrix S, used to counteract the natural decay
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of the gravity gradient kernel matrix (Li and Oldenburg, 2000b). The model objective func-
tion measures the distance between the current density contrast model m and the reference
model mref , which we set to zero throughout this paper. By using a zero reference model,
the model objective function contains the traditional flattest model measure, which mini-
mizes the first derivative and promotes a spatially smooth or cohesive recovered model. The
regularization parameter β serves to balance the data misfit and model objective functions
within the inversion.
Within Method 1 we incorporate information from the top-of-salt surface through an
imposition of simple bounds on the recovered density contrast model m. These bounds
restrict the recovery of salt to anywhere at or below the top-of-salt surface, but do not
fix the values at the top-of-salt surface to be equal to the expected density contrast ∆ρ of
salt. In the case of a nil zone, Method 1 also restricts the density contrast values recovered
above the nil zone depth to be positive, and the values below to be negative. These bound
constraints are expressed as
l ≤ mj ≤ u
l =
{
0, above top-of-salt surface
min(−ǫ, sign(∆ρ) ∗∞), otherwise
u =
{
0, above top-of-salt surface
max(+ǫ, sign(∆ρ) ∗∞), otherwise
(3.4)
and enforced via a projected gradient method (Nocedal and Wright, 2006). While Method 1
incorporates the location of the top of salt and nil zone, the gravity gradient data maintain
control on the recovered density contrast model m. This method serves as a baseline from
which we can observe the improvements provided by the remaining four methods.
3.3.2 Method 2: Top of Salt Bounds
Method 2 continues to use the same inverse formulation as Method 1, but further imposes
the top of salt information. Here the top-of-salt surface is used to fix the density contrast
values on that surface to be the density contrast of salt. We maintain the bounds imposed
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in Method 1: salt may only be recovered at or below the top-of-salt surface and density
contrast values must be positive above the nil zone and negative below. The bounds for
Method 2 are now as follows,







0, above top-of-salt surface
∆ρ− ǫ, at top-of-salt surface







0, above top-of-salt surface
∆ρ+ ǫ, at top-of-salt surface
max(+ǫ, sign(∆ρ) ∗∞), otherwise
(3.5)
The gravity gradient data continues to have a majority of control on the recovered density
contrast model, but the top of salt region is now controlled by the information from the
seismic image. Given the strict imposition of the top-of-salt surface, we expect improvements
to the recovered geometry of the salt body.
3.3.3 Method 3: Density Contrast Bounds
Method 3 continues to build off the previous two methods by maintaining the geometric
bound constraints from Method 2, where the top-of-salt surface is fixed and salt may only be
recovered below that surface. Method 3 further imposes the bounds on the density contrast
values that can be recovered. Rather than allowing any positive values above or negative
values below the nil zone depth, Method 3 restricts the recovered density contrast values to
be between zero and the expected density contrast value at different depths such that,







0, above top-of-salt surface








0, above top-of-salt surface
∆ρ+ ǫ, at top-of-salt surface
max(0,∆ρ) + ǫ, otherwise.
(3.6)
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We expect the further imposition of the depth-density curve will improve the recovery of
salt within the nil zone region and the density contrast values throughout the model. In this
method the gravity gradient data continue to control the overall geometry of the salt body,
the regions surrounding the top of salt and nil zone are controlled by the seismic data and
depth-density curve, respectively.
3.3.4 Method 4: Reduction to Binary
The previous three methods recover a continuous density contrast model m. Even with
the added prior information, these methods inherently smooth the structure and boundaries
of the salt body and fail to recover salt in the region of the nil zone. Method 4 utilizes the
reduction-to-binary process (Maag and Li, 2016) to separate the density contrast model such
that,
m = ∆ρ⊙ τb, (3.7)
where ∆ρ is the expected density contrast multiplied element-wise (⊙) by a binary model
τb, which indicates the spatial location of the background as 0 and the target region as 1.
This process is illustrated using a simple example in Figure 3.1, where the model m contains
a target block with a density contrast of 1.5 g/cc. The model is reduced to binary resulting
in a constant density contrast model ∆ρ equal to 1.5 g/cc and a binary model τb indicating
the location of the block as 1 and the background as 0. Given the model m in Figure 3.1
only contains two density contrast values, it does not require the reduction-to-binary process
in practice.
We can also consider more complex cases that require a reduction to binary. The model
shown in Figure 3.2 contains two target blocks, one with a negative density contrast (left)
and the other with a positive density contrast (right). This model can be separated into
a density contrast model ∆ρ that has the corresponding negative density contrast (-0.5
g/cc) on the left half and the positive density contrast (0.5 g/cc) on the right half. The
binary model τb again indicates the location of both target blocks with a value of 1 and
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Figure 3.1: Simple example of the reduction-to-binary process. The model m contains a
target block with density contrast of 1.5 g/cc. The model is separated into a constant
density contrast model ∆ρ equal to the target value, 1.5 g/cc, and a binary model τb which
shows the location of the target block with a value of 1 within the background with a value
of 0.
the background with a value of 0. Not all complex models can be reduced to binary. In
the case of Figure 3.2 we are able to reduce the model given we have negative and positive
targets with enough spatial separation that they can be distinguished within the data. If we
were to consider a case with two positive targets, a negative target within a positive target,
or a positive target overlaying a negative target, the gravity gradient data alone would not
be able to resolve the anomalies from both targets, thus making it unfeasible to reduce the
model to binary without additional information. However, a salt model can be reduced to
binary in most cases, as the example in Figure 3.3 shows. The density contrast model m is
reduced to the binary model τb indicating the location of salt (1) and background sediments
(0) and the spatially varying density contrast model ∆ρ of the salt. The density contrast
model of salt ∆ρ decreases with depth and is created from a known depth-density curve.
We update the continuous variable inverse formulation used in the previous three methods
to incorporate∆ρ into the kernel matrix. Rather than solving the computationally expensive
discrete-valued problem for a binary model τb, we recover a continuous model, τc, the values
in which we allow to range between 0 and 1. This process is equivalent to normalizing
the density contrast model m within the model objective function by the expected density
contrast values ∆ρ, resulting in the updated definition of the model objective function,
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Figure 3.2: Example of the reduction-to-binary process using a model m containing two
blocks, the left with a negative density contrast of -0.5 g/cc and the right with a positive
density contrast of 0.5 g/cc. The model is broken down into the spatially varying density
contrast model ∆ρ (negative on the left and and positive on the right half) and a binary
model τb which indicates the location of both target blocks (1) and the background (0).
Figure 3.3: Reduction to binary of a salt model m. The model is separated into a spatially
varying density contrast model ∆ρ where the density contrast decreases with depth, and















Despite this inversion recovering τc directly, the density contrast model m is required to
calculate the data misfit, and therefore no change is necessary to equation 3.2, but instead
equation 3.7 is used to calculate m throughout the inversion. Method 4 maintains the
equivalent bound constraints used in Method 3 for both the top-of-salt surface and the
density contrast values, now defined as







0, above top-of-salt surface








0, above top-of-salt surface
1 + ǫ, at top-of-salt surface
1 + ǫ, otherwise.
(3.9)
By maintaining the use of a continuous variable formulation, the model objective function
in Method 4 serves to benefit the cohesive recovery of a salt body, specifically throughout
the nil zone.
3.3.5 Method 5: Discrete-Valued Inversion
The previous methods strive to improve the recovery of density contrast values and
geometry of the entire salt body, including the nil zone. Method 4 should also provide
improvements to the boundaries between the background sediments and salt. Method 5
takes these improvements one final step further, seeking a more reliable and informative
model. In this method we implement a discrete-valued inversion using the guided fuzzy
c-means (FCM) clustering technique. Guided FCM clustering was originally introduced into
geophysical inversion by Sun and Li (2015) and applied to discrete-valued gravity inversion
by Maag and Li (2018) as a means to approximate the solution of an integer optimization.
Guided FCM clustering is incorporated within a Tikhonov regularized inversion of gravity
gradient data via an additional term in the classic total objective function (equation 3.1)
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such that
φ = φd + βφm + λφFCM , (3.10)
where φd is the data misfit, φm the model objective function, φFCM the guided FCM cluster-
ing objective function, and β and λ are weighting terms for the regularization and clustering,
respectively. Given that we want to obtain distinct units of salt and sediment, we continue to
use the reduction-to-binary process to create a two-cluster model and maintain the bounds
on τc from Method 4 (equation 3.9).
Each of the four components within equation 3.10 correspond to a goal for the recovered
model. The data misfit (equation 3.2) ensures the recovered model fits the geophysical data
within its noise level. The second term, model objective function (equation 3.8), encourages




















which contains two terms, balanced by the weighting term η. The first term within equation













which measures the distance between each of the model parameters τc,j and cluster centers
vk. The two cluster centers vk are the values around which the model parameters cluster and
are determined by the clustering process throughout the inversion. The distance measure is
multiplied by the membership function ujk which contains the probability of the j th model
parameter belonging to the kth cluster. The probability values can range between 0 and 1
and for each model parameter, the sum of the probabilities must equal 1. The membership
function is raised to the power q, the fuzziness factor. The optimal value of q for fuzzy
clustering is 2 (Hathaway and Bezdek, 2001; Paasche et al., 2006). As the name states, the
goal of the clustering term (equation 3.12) is to encourage the recovery of a well distinguished
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or clustered model.








which measures the distance between the cluster centers vk and the true or target clus-
ter centers tk. Equation 3.13 encourages or guides the recovered model to fit the physical
property information, known density contrast of salt, within its uncertainty. Given that
the physical property information included in the inversion is likely derived from drill core,
lab measurements, or literature, it is likely to have its own uncertainty. Having used the
reduction-to-binary process, the target cluster centers throughout this paper are 0 for back-
ground and 1 for salt. We further estimate an uncertainty for each of these cluster centers
based on a percentage of the density contrast. By allowing for fuzzy clustering, rather than
strictly imposing these discrete physical property values, we can minimize the propagation of
this uncertainty into the recovered model. We discuss further details of the inverse workflow
used to minimize the objective function in equation 3.11 within Appendix A.
The final model recovered from the guided FCM clustering inversion is a continuous (0-
1) model τc, whose values may range between 0 and 1, but are predominantly close to 0 or
1. We can again calculated the corresponding density contrast model m by applying the
density contrast model of salt ∆ρ. Because we have allowed for the values to range we
cannot guarantee the recovery of sharp boundaries between the recovered salt and sediment
regions, however the clustering is more likely to distinguish these units.
3.4 SEG/EAGE Salt Model
To evaluate the improvements that each of the methods can produce, we use the density
model of the SEG/EAGE 3-D synthetic salt body (Figure 3.4) converted from velocity
by Krahenbuhl and Li (2006) to calculate full tensor gravity gradient data, add noise at
three different levels, and then invert the simulated noisy data. Gravity gradient data can
be acquired using a variety of systems and survey designs, each with differing noise levels.
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Previous works have estimated the noise level for gravity gradient surveys to range between 2
and 5 Eo (Dransfield and Christensen, 2013; Christensen and Dransfield, 2014). Given recent
improvements to acquisition and instrumentation, we have calculated three full tensor gravity
gradient data sets and added random Gaussian noise with a zero mean and 2-Eo, 1-Eo, and
0.5-Eo standard deviation, respectively. The data are calculated at an elevation of 500 m
with a line spacing of 500 m and an along line station spacing of 100 m. By using noise levels
at and below that of the current instrumentation, we can observe the improvements made by
incorporating prior information and may motivate the next generation of instrumentation.
(a) (b)
(c) (d)
Figure 3.4: The true SEG/EAGE salt body model shown as (a) a volume cutoff of the
density contrast model m, (b) a view of the bottom of the same density contrast model as
shown in Figure 3.4(a), (c) a cross-section through the density contrast model m (indicated
in Figure 3.4(a)), and (d) a cross-section through the binary model m (indicated in Figure
3.4(a)).
From the true model we generate the prioir information required by our inverse methods.
Figure 3.5 shows the top-of-salt surface extracted from the salt body and colored with the
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varying density contrast values. We also generate the density contrast model, Figure 3.6.
Given the results of Martinez et al. (2012), for each method outlined previously we will invert
all six available gravity gradient components in each example to follow.
Figure 3.5: Top-of-salt surface derived from the SEG/EAGE salt body model and colored
with the corresponding density contrast values.
3.4.1 2-Eo Noise Level
From the noise estimates published previously, we first contaminated the calculated grav-
ity gradient data with random Gaussian noise with a zero mean and 2-Eo standard deviation.
The data, along with the observation locations are shown in Figure 3.7. We invert this data
set using each of the five methods outlined. We use the discrepancy principle and produce
density contrast models that fit the gravity gradient data in Figure 3.7 with a data misfit
approximately equal to the number of data, 49,446. We have calculated the data residuals
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Figure 3.6: Density contrast model with depth generated from the SEG/EAGE salt body
model.
for each gravity gradient component for each of the five methods. The full residual tensor
for Method 5 is shown in Figure 3.8. The residuals for each method are similar and for ease
of comparison we have shown only the Tzz component for each of the five methods in Figure
3.9. Little to no structure remains in the residuals showing we have fit the gravity gradient
data within the 2-Eo noise level. The discrete-valued inverse method (Method 5) requires
we also fit the target cluster centers within their uncertainty. By using a synthetic model,
we know the density contrast values, and subsequently the cluster center values, exactly. For
this reason, we estimate the uncertainty and set the target rms error for the cluster centers
to be less than 0.01. In practical applications, the uncertainty in the assumed background
density translates to the uncertainty in the target cluster centers. The ability to incorporate
such uncertainty is an added benefit when working with field data. The target and recovered
values of the cluster center and rms error are shown in Table 3.1.
We have chosen to display the recovered and converted models from each of the five
inverse methods, first using a cutoff of 0.95 on the continuous (0-1) model τc, then coloring
the recovered salt volume with the corresponding recovered density contrast model m values.
Figure 3.10 uses the same view from the bottom of the model as shown of the true model
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Figure 3.7: Six components of gravity gradient data calculated from the SEG/EAGE salt
body at a 500 m elevation with 500 m flight lines and a 100 m along line station spacing as
shown in the bottom left. The data includes random Gaussian noise with a zero mean and
2-Eo standard deviation.
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Figure 3.8: Data residuals of each gravity gradient component calculated between the pre-
dicted data generated from the converted model from Method 5 - Discrete-valued Inversion





Figure 3.9: Data residuals of the Tzz component calculated between the predicted data
generated from the recovered and converted models from each inverse method: (a) Method
1 - Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c) Method 3 - Density Contrast
Bounds; (d) Method 4 - Reduction to Binary; (e) Method 5 - Discrete-valued Inversion; and
the gravity gradient data with a 2-Eo noise level (Figure 3.7).
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Table 3.1: Target and recovered values from the Method 5 discrete-valued inversion using
guided FCM clustering of the data with a 2-Eo noise level of the inverted cluster centers (v1






in Figure 3.4(b), for comparison of the salt recovery through the nil zone. Keeping in mind
that the gravity gradient data contains no information about the nil zone, we observe that
Method 1 (Figure 3.10(a)) recovers a disjointed salt body with no salt present in the nil
zone. As the top of salt is fixed in Method 2 (Figure 3.10(b)) and the density contrast values
restricted in Method 3 (Figure 3.10(c)), salt is recovered closer to top, but still not within
the nil zone. In Figures 3.10(d) and 3.10(e) we observe that salt has been recovered through
the nil zone, but both have recovered excess salt below the nil zone.
Cross-sections through the recovered and converted density contrast m and continuous
(0-1) τc models are shown in Figure 3.11, on the left and right respectively. Method 1
(Figures 3.11(a), 3.11(b)) shows a baseline recovered model, containing two disjointed salt
regions, one near the top with a positive density contrast, and another on the right flank
with a negative density contrast. This result is consistent with previously recovered density
contrast models of the SEG/EAGE salt model. When the top of salt is fixed in Method 2
(Figures 3.11(c), 3.11(d)) the salt is no longer recovered as two disjointed bodies, rather a
majority of the salt is recovered above the nil zone with a positive density contrast, and only
a small portion is recovered within the flank. Method 3 - Density Contrast Bounds (Figures
3.11(e), 3.11(f)) shows little change from the previous method.
Using the reduction-to-binary process (Method 4; Figures 3.11(g), 3.11(h)) we begin to
recover a cohesive salt body within and below the nil zone, while filling in the flank region





Figure 3.10: Recovered and converted models from the five inverse methods: (a) Method 1 -
Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c) Method 3 - Density Contrast Bounds;
(d) Method 4 - Reduction to Binary; (e) Method - Discrete-valued Inversion; using the data
with 2-Eo added noise. Each continuous (0-1) model τc has a cutoff of 0.95, displaying only
what is considered salt. The volume shown is then colored by the recovered or converted
density contrast model m.
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on the left of the cross-section view. Additionally, the density contrast values recovered are
almost constant within the regions above and below the nil zone, respectively. The inherent
smoothing within the inversion has likely created these issues, given that with a larger noise
level, the inversion will require more regularization, resulting in a smoother model. The
final method (Figures 3.11(i), 3.11(j)) shows some improvement to the smoothing issues in
Method 4, but continues to recover more salt than actually exists below the nil zone. The
central portion of the salt body is recovered as strictly salt, removing the variability in model
values shown in Figure 3.11(h), leading to better recovered density contrast values within
the salt. Despite having produced the best representation of the salt body, Method 5 -
Discrete-valued Inversion has failed to accurately recover the size and angle of the flank.
3.4.2 1-Eo Noise Level
Next we invert the gravity gradient data with a 1-Eo noise level (Figure 3.12) simulating
the current instrumentation noise level. We again fit the data within the noise level using
the discrepancy principle and evaluate the fit using the residuals in Figures 3.13 and 3.14,
which show no remaining structure. The target and recovered values of the cluster centers
and corresponding rms error values are shown in Table 3.2. We were able to achieve a better
fit of the cluster center values in this example.
Table 3.2: Target and recovered values from the Method 5 discrete-valued inversion using
guided FCM clustering of the data with a 1-Eo noise level of the inverted cluster centers (v1






We evaluate the recovery of salt within the nil zone region using Figure 3.15, which
contains the bottom view of the recovered and converted models, each with a τc cutoff of







Figure 3.11: Cross-sections through the recovered and converted models from the five inverse
methods: (a), (b) Method 1 - Simple Bounds; (c), (d) Method 2 - Top of Salt Bounds; (e),
(f) Method 3 - Density Contrast Bounds; (g), (h) Method 4 - Reduction to Binary; (i), (j)
Method 5 - Discrete-valued Inversion; using the data with 2-Eo of added noise. The cross-
section A-A’ is indicated on the true model of the SEG/EAGE salt body model in Figure
3.4(a).
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Figure 3.12: Six components of gravity gradient data calculated from the SEG/EAGE salt
body at a 500 m elevation with 500 m flight lines and a 100 m along line station spacing as
shown in the bottom left. The data includes random Gaussian noise with a zero mean and
1-Eo standard deviation.
90
Figure 3.13: Data residuals of each gravity gradient component calculated between the pre-
dicted data generated from the converted model from Method 5 - Discrete-valued Inversion





Figure 3.14: Data residuals of the Tzz component calculated between the predicted data
generated from the recovered and converted models from each inverse method: (a) Method
1 - Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c) Method 3 - Density Contrast
Bounds; (d) Method 4 - Reduction to Binary; (e) Method 5 - Discrete-valued Inversion; and
the gravity gradient data with a 1-Eo noise level (Figure 3.12).
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Method 1 (Figure 3.15(a)) has recovered salt in two separate regions, the upper portion
with a positive density contrast, and the flank with a negative density contrast. With the
lower noise level, the Method 1 - Simple Bounds inversion has classified a larger portion
of the model as salt, including regions nearer the nil zone, when compared to the previous
example (Figure 3.10(a)). Method 2 (Figure 3.15(b)) recovers a single cohesive salt body,
now connecting the flank to the main salt body, and has portions of the recovered salt
with a zero density contrast. Method 3 (Figure 3.15(c)) continues this trend, containing
more regions with values at and just above 0 g/cc. The reduction-to-binary process (Figure
3.15(d)) produces major improvements, recovering not only a mostly continuous nil zone
layer, but a small negative density contrast region below the nil zone. This trend is again
continued when the discrete-valued inversion is applied (Figure 3.15(e)), producing the most
accurate model thus far (compared to the true model, Figure 3.4(b)). The nil zone is a
mostly continuous layer and negative density contrast values follow the depth-density curve
trend of decreasing at depth near the left side of the model and in the salt flank. In each of
these models, we observe a portion of the salt that is missing, the true salt in this region is
thin, most of which is located at the nil zone depth, producing little to no response in the
gravity gradient data.
Figure 3.16 displays the cross-sections through the recovered and converted models. Fix-
ing the top of salt in Method 2 (Figure 3.16(c), 3.16(d)) connects the salt flank to the main
salt body. The density contrast values recovered in Methods 1 and 2 trend from a high
amplitude near the center of the salt regions to lower on the outer portions. The imposition
of strict density contrast bounds in Method 3 (Figure 3.16(e), 3.16(f)) reduces these errors,
imposing the trend of decreasing density contrast values with depth. Method 3 improves the
recovery of the salt flank size and shape, but continues to struggle with the density contrast
values in that region. Small improvements are made to the structure of the flank, specifically
at larger depths when the reduction-to-binary method is applied (Figure 3.16(g), 3.16(h)).





Figure 3.15: Recovered and converted models from the five inverse methods: (a) Method
1 - Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c) Method 3 - Density Contrast
Bounds; (d) Method 4 - Reduction to Binary; (e) Method 5 - Discrete-valued Inversion;
using the data with 1-Eo added noise. Each continuous (0-1) model τc has a cutoff of 0.95,
displaying only what is considered salt. The volume shown is then colored by the recovered
or converted density contrast model m.
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sequently decreasing the smoothing of the model. Method 4 no long incorrectly recovers the
large region of salt below the nil zone, as in the previous example (Figure 3.11(g), 3.11(h)).
Finally, Method 5 (Figure 3.16(i), 3.16(j)) removes the regions of variable model values from
the continuous (0-1) model produced by Method 4, creating an almost continuous salt body
model. The region of thin salt located near 3000 m along the profile distance is not recovered,
however we have started to recover some negative density contrast regions below the nil zone
on the left side of the cross-section. Consistent with the results from the previous example
(2-Eo Noise Level), the discrete-valued inversion implemented with guided FCM clustering
has produced the most informative and accurate model when compared to the true model
(Figure 3.4).
3.4.3 0.5-Eo Noise Level
Our final use of the SEG/EAGE salt model inverts the calculated gravity gradient data
with a 0.5-Eo noise level (Figure 3.17), investigating the improvements that may be possible
with future instrumentation. Each of the inverse methods fits the gravity gradient data
within the 0.5-Eo noise level and the resulting residuals are shown in Figures 3.18 and 3.19,
containing little to no structure. The recovered centers and rms error values of each cluster
are shown in Table 3.3. Having fit the recovered models to the same misfit levels, we examine
the improvements provided by the decreased noise level and additional information.
Table 3.3: Target and recovered values from the Method 5 discrete-valued inversion using
guided FCM clustering of the data with a 0.5-Eo noise level of the inverted cluster centers






We again generate both the bottom view of the τc models with a 0.95 cutoff, colored like







Figure 3.16: Cross-sections through the recovered and converted models models from the
five inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d) Method 2 - Top of Salt
Bounds; (e), (f) Method 3 - Density Contrast Bounds; (g), (h) Method 4 - Reduction to
Binary; (i), (j) Method 5 - Discrete-valued Inversion; using the data with 1-Eo of added
noise. The cross-section A-A’ is indicated on the true model of the SEG/EAGE salt body
model in Figure 3.4(a).
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Figure 3.17: Six components of gravity gradient data calculated from the SEG/EAGE salt
body at a 500 m elevation with 500 m flight lines and a 100 m along line station spacing as
shown in the bottom left. The data includes random Gaussian noise with a zero mean and
0.5-Eo standard deviation.
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Figure 3.18: Data residuals of each gravity gradient component calculated between the pre-
dicted data generated from the converted model from Method 5 - Discrete-valued Inversion





Figure 3.19: Data residuals of the Tzz component calculated between the predicted data
generated from the recovered and converted models from each inverse method: (a) Method
1 - Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c) Method 3 - Density Contrast
Bounds; (d) Method 4 - Reduction to Binary; (e) Method 5 - Discrete-valued Inversion; and
the gravity gradient data with a 05-Eo noise level (Figure 3.17).
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both m and τc (Figure 3.21). We observe similar trends in the improvements from one
method to the next when compared to the 1-Eo noise level results (Figures 3.15 and 3.16).
Not unexpectedly, the decrease in noise within the gravity gradient data, which contains no
information about the nil zone, provides little to no improvement to the recovery of salt in
that region. We do however see improvements in other portions of the model, illustrated by
the cross-sections (Figure 3.21). The main improvement from the decreased noised level is
the shape and angle of the salt flank, which now more closely resembles the true model.
3.4.4 Discussion
As expected, the imposition of additional information and the decrease of noise in the
gravity gradient data improved the recovery of the SEG/EAGE salt body. Further trends
presented themselves, most importantly the imposition method and level of prior information
greatly impact the quality of the recovered model. Despite including the top-of-salt surface
in both Methods 1 and 2, only Method 2, where the top-of-salt surface was fixed, was able
to connect the salt flank to the main salt body. When the density contrast values were
further restricted in Method 3, the recovered models no longer contained regions of high
amplitude density contrasts surrounded by lower amplitudes. Maintaining the same bound
constraints as in Method 3, but now solving for a continuous (0-1) model τc, Method 4 -
Reduction to Binary showed major improvements in all aspects of the recovered salt body:
overall geometry, nil zone, flank, and density contrast values. When the discrete-valued
inversion (Method 5) was applied, much of the variability in the model values, present in the
Method 4 τc models, is removed. Removing the variability is not always a benefit but, by
fitting both the gravity gradient data and density contrast values within both their respective
uncertainty levels, we locate regions, in which both data sets agree, salt must exist. The
recovery of salt is not always correct, but Method 5 reduces the propagation of uncertainty
into the recovered models, typically providing an improved salt model.
No matter the noise level in the data, if additional information exists, it can improve





Figure 3.20: Recovered and converted models from the five inverse methods: (a) Method
1 - Simple Bounds; (b) Method 2 - Top of Salt Bounds; (c) Method 3 - Density Contrast
Bounds; (d) Method 4 - Reduction to Binary; (e) Method 5 - Discrete-valued Inversion;
using the data with 0.5-Eo added noise. Each continuous (0-1) model τc has a cutoff of 0.95,
displaying only what is considered salt. The volume shown is then colored by the recovered







Figure 3.21: Cross-sections through the recovered and converted models models from the
five inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d) Method 2 - Top of Salt
Bounds; (e), (f) Method 3 - Density Contrast Bounds; (g), (h) Method 4 - Reduction to
Binary; (i), (j) Method 5 - Discrete-valued Inversion; using the data with 0.5-Eo of added
noise. The cross-section A-A’ is indicated on the true model of the SEG/EAGE salt body
model in Figure 3.4(a).
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that information within its uncertainty can provide the most reliable and informative model
possible. If the noise level in gravity gradient surveys is reduced to approximately 1-Eo with
future instrumentation, the overall geometry of the recovered salt body, specifically complex
regions such as the salt flank, can be improved. Further improvements to the shape and angle
of the salt flank were observed with the simulated 0.5-Eo noise level. Unfortunately, these
results indicate an upper limit for the information the gravity gradient data can provide.
Even with the lowest noise levels and prior information, we cannot recover the region of
thin salt located mostly within the nil zone at 3000 m along the profile distance, nor can we
recover much of the salt that exists just below the nil zone. For recovery of this information
we must look beyond the data types and prior information included in these examples.
3.5 Leghorn, Gulf of Mexico
We now apply our methodology for improved salt recovery to the marine gravity gradient
data set collected at Leghorn in the Gulf of Mexico, Figure 3.22. For this study we were
provided a subset of the data, in which each of the five gravity gradient components (Txx,
Txy, Txz, Tyy, and Tyz) have been bathymetry corrected, denoised using equivalent source,
and down-sampled along the 2-km line spacing to a 250-m station spacing (Figure 3.22 -
Observation Locations). In addition to the data, we were provided several density logs in
the region, from which we have estimated a depth-density curve of the sediments and used
it to create the density contrast model, shown as two cross-sections through the model, with
the bathymetry surface removed, in Figure 3.23. We do not have access to a top-of-salt
surface, rather a range of depths in which the top of salt is located, indicated by the dashed
lines in Figure 3.23. Without a top-of-salt surface, we need to modify our methods so they
can be applied to the Leghorn data set. We start with Method 1 - Simple Bounds, creating
a baseline recovered model for comparison with the remaining methods. Without a top-of-
salt surface, we skip Method 2 - Top of Salt Bounds, and proceed to Method 3 - Density
Contrast Bounds, restricting the density contrast values to be between 0 and the estimated
values shown in Figure 3.23. We maintain the density contrast bounds from Method 3
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and apply Methods 4 - Reduction to Binary and 5 - Discrete-valued Inversion as outlined
previously.
Figure 3.22: Five components of the gravity gradient data collected in the marine survey
at Leghorn in the Gulf of Mexico. The components have been down-sampled to an approx-
imately 2 km line spacing with a 250 m along line station spacing, shown on the bottom
left.
We observed in the previous synthetic examples that, as we added more information,
and restricted the recovery of that information to within its uncertainty, we could recover
a model close to the true salt model. When using a field data set, we do not have a true
model for comparison. In the case of Leghorn, we also do not have previous inversion
results to compare with the methods in this paper. Instead, we focus on what additional
knowledge these inverse methods can provide in addition to what we already know from
viewing the data. The Leghorn data (Figure 3.22) indicates the existence of a prominent
negative anomaly near the center of our data region. We will evaluate the four methods based





Figure 3.23: Density contrast model calculated from the estimated depth-density curve from
the provided density logs in the data region. The density contrast model is shown as two
cross-sections, (a) A-A’ and (b) B-B’, through the model corresponding to those shown in
Figure 3.26(d), with the bathymetry surface removed. The depth range at which we expect
to recover the top of salt within the data region is shown between the dashed lines.
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To make a fair comparison of each recovered model, we must fit the gravity gradient
data to the same noise level. We estimate the noise level of the data set by inverting the
data using the bounds in Method 1 and a range of regularization β values. We generate an
l-curve (Figure 3.24) and determine the target data misfit, indicated on the curve at the red
star. The estimated noise level of the gravity gradient data is 2 Eo. The remaining inverse
methods fit the gravity gradient data to this same misfit level and generate five components
of predicted data, Figure 3.25, each a good representation of the observed data in Figure
3.22. The density contrast values have an estimated uncertainty of 0.02, and we show the
recovered cluster center and corresponding rms errors for Method 5 in Table 3.4.
Figure 3.24: L-curve generated from several inversions of the Leghorn data (Figure 3.22
using Method 1 bound constraints and varying regularization (β) values. The target misfit
value, used for all the inversions of the Leghorn data is indicated by the red star.
Figure 3.26 shows the recovered salt volumes, using a cutoff of 0.95 on the τc model,
and coloring each with the recovered density contrast values in m. As expected, Method 1




Figure 3.25: Predicted data from the inversions of the Leghorn gravity gradient data (Figure
3.22) from each of the four methods: (a) Method 1 - Simple Bounds; (b) Method 3 - Density
Contrast Bounds; (c) Method 4 - Reduction to Binary; (d) Method 5 - Discrete-valued
Inversion.
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Table 3.4: Target and recovered values from the Method 5 discrete-valued inversion using
guided FCM clustering of the Leghorn data, of the inverted cluster centers (v1 and v2) and






values are further restricted, we observe little change to the recovered model from Method
3 (Figure 3.26(b)). Similarly, Method 4 (Figure 3.26(c)) does not improve our knowledge,
recovering a negative density contrast region, now located at a larger depth. The change to
the salt location is likely due to the use of the same depth weighting function when solving
for τ , as was used previously to solve for m. We are finally able to obtain new information
about the salt when the discrete-valued inversion using guided FCM clustering is applied
(Figure 3.26(d)). The method not only recovers the expected negative density contrast region
in the center as salt, but has also located two other small salt regions on either side. To
further assess the recovered models, we have taken two cross-sections through each model,
the first intersecting only the central salt body (A-A’) and the second through all three salt
regions (B-B’). The cross-section locations are shown in Figure 3.26(d) and the cross-sections
themselves in Figure 3.27 (A-A’) and Figure 3.28 (B-B’).
Consistent with the top of salt depth range, indicated by the dashed lines in each cross-
section (Figures 3.27 and 3.28), salt is only recovered below the nil zone, located at ap-
proximately 1000 m below the surface. Figure 3.27 displays the cross-sections through the
salt body, located at the center of the model. Methods 1 (Figures 3.27(a), 3.27(b)) and 3
(Figures 3.27(c), 3.27(d)) recover a large negative density contrast salt region on the right
of the profile. The salt recovered from Methods 1 and 3 contains an almost constant den-
sity contrast, with slightly lower values near the central lower portion of the salt body.




Figure 3.26: Recovered and converted models from the four inverse methods: (a) Method
1 - Simple Bounds; (b) Method 3 - Density Contrast Bounds; (c) Method 4 - Reduction to
Binary; (d) Method 5 - Discrete-valued Inversion; using the five component Leghorn data.
Each continuous (0-1) model τc has a cutoff of 0.95, displaying only what is considered salt.






Figure 3.27: Cross-sections through the recovered and converted models models from the four
inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d) Method 3 - Density Contrast
Bounds; (e), (f) Method 4 - Reduction to Binary; (g), (h) Method 5 - Discrete-valued
Inversion; five component Leghorn data. The cross-section A-A’ intersects the recovered







Figure 3.28: Cross-sections through the recovered and converted models models from the
four inverse methods: (a), (b) Method 1 - Simple Bounds; (c), (d) Method 3 - Density
Contrast Bounds; (e), (f) Method 4 - Reduction to Binary; (g), (h) Method 5 - Discrete-
valued Inversion; five component Leghorn data. The cross-section B-B’ intersects all three
recovered salt regions, indicated in the Method 5 recovered model in Figure 3.26(d).
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density contrast values in the central lower portion of the salt are lower than the previous
two models, following the trend in the density contrast model (Figure 3.23(a)). The region
to the left of the salt body contains values just above 0, that increase as depth increases.
These artifacts are likely caused by the uncertainty in the estimated density contrast model.
Method 5 (Figures 3.27(g), 3.27(h)) provides additional information about the central salt
body, recovering a plume-like shape with density contrast values that follow the known den-
sity contrast model. Most of the recovered top-of-salt surface is located within the known
top-of-salt depth range, highlighting one of the major benefits of this method. With gravity
gradient data and a density contrast model, the discrete-valued inverse method can identify
the top of salt, comparable to that from seismic imaging, at a fraction of the survey cost.
The second collection of cross-sections, through all three recovered salt regions (Figure
3.26(d), B-B’) is shown in Figure 3.28. Similar to the trends observed in Figure 3.27,
Methods 1 (Figures 3.28(a), 3.28(b)) and 3 (Figures 3.28(c), 3.28(d)) recover similar models
containing three smooth salt regions with almost constant negative density contrast. The top
of the recovered salt in both methods is located within or just above the known top-of-salt
depth region (between the dashed lines). Method 4 - Reduction to Binary (Figures 3.28(e),
3.28(f)) continues to produce three salt regions, but the top of each is now below the known
depth region. The density contrast values have been smoothed horizontally, removing the
separation observed in the previous methods. Additionally, the density contrast within the
salt regions is no longer constant, but a slightly lower value near the lower central portions of
the regions. Finally, we observe the additional knowledge presented by Method 5 - Discrete-
Valued Inversion in Figures 3.28(g) and 3.28(h). The previous continuous (0-1) τc models
showed little to no information, but here (Figure 3.28(h)) we see three distinct salt regions,
each with a top within or just below the expected depth range. The density contrast values
for these three regions (Figure 3.28(g)) are now consistent with the decreasing-with-depth
trend in the density contrast model (Figure 3.23(b)). The recovery of the two outer salt
regions, not expected from the observed data, again shows the benefit of the discrete-valued
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inverse method using guided FCM clustering.
3.6 Conclusions
Throughout this paper we presented five inverse methods to incorporate a priori infor-
mation typically available when imaging salt with gravity gradient data. We began with
the simple imposition of a top-of-salt surface, derived from a seismic image, and a den-
sity contrast model, calculated from a known depth-density curve of the host sediments.
We further restricted the recovered model to match the a priori information, first through
bound constraints, then with a reduction-to-binary method, recovering a continuous (0-1)
model, indicating sediment as 0, salt as 1, and regions of uncertainty (values between 0 and
1). Finally we applied a discrete-valued inversion, approximated using guided FCM cluster-
ing, that strives to recover a discrete model of salt and sediments, while fitting the gravity
gradient and a priori density contrast values within their respective uncertainty.
Using synthetic gravity gradient data calculated from the SEG/EAGE salt model and
contaminated with three different noise levels, we further investigated how reducing noise in
data collection can improve salt definition, along with the five methods of incorporating prior
information. Through the application of the five inverse methods we observe improvements
to the recovered density contrast values, now following the decreasing-with-depth trend.
Additional improvements were achieved in the geometry, recovering a cohesive salt body,
including regions within the nil zone. The discrete-valued inversion using guided FCM
clustering provided the best results, further recovering sharp boundaries between salt and
sediment, and improving the size, shape, and angle of the salt flank, all while reducing
the propagation of noise, from the gravity gradient data, and uncertainty, in the a priori
density contrast values, into the recovered model. Through the reduction of noise within
the gravity gradient data, we observed major improvements to the complex salt features,
specifically the flank. Moving past the current noise levels we obtain a limit of knowledge
gravity gradient data can provide about salt, understanding in what situations additional
information is required.
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We also applied four of the five methods to the gravity gradient data set at Leghorn in
the Gulf of Mexico. Rather than comparing the improvements of each method, we evaluated
the additional knowledge that these methods could provide beyond what was known from
the observed data. The discrete-valued inversion, approximated as a continuous variable
minimization using guided FCM clustering was again able to produce the most informative
results. We recovered three separate salt bodies, two of which were not anticipated from the
observed data. The top of each salt body was located within the known top-of-salt depth
range. The recovery of a top-of-salt surface from a gravity gradient inversion, comparable
to that from seismic imaging, highlights the benefits of the discrete-valued inverse method.
Throughout this paper we observe that the imposition of a priori information can improve
the recovery of a salt body. More specifically, how that information is imposed within the
inversion can impact the recovered model. With further improvement to the survey design
and instrumentation in the near future, we hope to better recover complex salt structures
with gravity gradient data. By focusing time and efforts on processing and inversion of
gravity gradient data, we may be able to eliminate the high costs of 3-D seismic surveys
and recover not only a top-of-salt surface, but also the complex geometry, boundaries, and
density contrast values of the salt body.
3.7 Acknowledgments
This work was supported in part by the Gravity and Magnetics Research Consortium
(GMRC). Additional support was provided by the SEG/Equinor and SEG/Anadarko schol-
arships. We would like to thank Bell Geospace for providing the Leghorn gravity gradient
data, along with Jerry Hansel and Harold Yarger for providing the Leghorn density logs.




DISCRETE-VALUED INDUCED POLARIZATION INVERSION
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4.1 Abstract
The inversion of induced polarization data is a valuable tool for targeting and delin-
eating orebodies and identifying ground water contaminates. Traditional applications of
induced polarization inversion provide smooth recovered chargeability models, making these
targets sometimes difficult to define. Discrete-valued inversion through an approximation
with guided fuzzy c-means clustering provides a computationally efficient method of improv-
ing the recovered boundaries and physical property values. We expand on previous success
of this discrete-valued inversion approach by applying the method to the inversion of mul-
tiple types of induced polarization data. We apply the inverse method in three different
examples, each answering a major question about the methodology. First, we demonstrate
the general feasibility of the discrete-valued inversion with induced polarization data using a
simple synthetic two-cluster model. Next we expand the clustering methodology, illustrating
the recovery of more than two clusters with a synthetic IOCG-style deposit model. Finally,
we show the applicability of the discrete-valued inversion in the case where we do not have a
priori physical property information, using the induced polarization data collected at Mt. Isa
in western Queensland, Australia. The results that show the discrete-valued inverse method
improves upon the traditional induced polarization inversion via known physical property
clustering, and enables the exploration of model variability, hypothesis testing, and a path
toward uncertainty assessment.
1Graduate student and Professor, respectively, Department of Geophysics, Colorado School of Mines.




The induced polarization (IP) method is sensitive to the chargeability of different sub-
surface units, providing contrast between units that can be interpreted in a variety of appli-
cations. IP is historically known for successful use in the mineral industry. The method can
identify and delineate orebodies, particularly in regions of with massive and disseminated
sulfides, which can host copper, gold, silver, lead, and zinc ore, along with other valuable
minerals. Hydrogeologic applications of IP include groundwater exploration and location of
salt water intrusions in aquifers. Additional work within the environmental industry includes
the identification and mapping of subsurface contaminates. As the applications of the IP
method have expanded, so have the methods of modeling and interpretation. The classic
approach of interpreting 2-D pseudo-sections of IP data has been predominantly replaced by
the inversion of IP data, and interpretation of 2-D and 3-D chargeability models.
The IP method can be divided into two major categories: frequency-domain and time-
domain. The following publications present details on the the physics, survey design, mod-
eling, and applications of both categories of IP: Sumner (1976), Bertin et al. (1976), and
Fink et al. (1990). In practice, frequency-domain IP measures the amplitude and phase of
voltages after the injection of a sinusoidal current, traditionally at a single frequency, and by
extension the spectral IP method, which characterizes complex conductivity, and therefore,
chargeability, over a range of frequencies. Frequency-domain data can also be a measured
apparent chargeability value with the units of mrad. The time-domain IP method measures
voltages at different times after current shut-off. Time-domain IP data can be measured
secondary potentials or calculated apparent chargeabilities, which are derived from the total
potential, measured directly (unitless) or integrated over time (msec).
IP inversion encompasses a variety of inverse methods, be applied to several styles of
IP data, and recover models of the chargeability distribution of the subsurface. An initial
inverse method for frequency-domain IP was presented by Pelton et al. (1978). Oldenburg
and Li (1994) developed three methods of IP inversion, most notably a linearized IP inversion
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that applies to either frequency or time-domain data. Further work with frequency-domain
inverse methods was conducted by Weller et al. (1996) and Shi et al. (1998). In Li and
Oldenburg (2000a) expand their previous IP inverse formulations to 3-D and demonstrate
the method by jointly inverting surface and cross-hole IP data.
These inverse methods have been used within several of the aforementioned industries.
In the mineral exploration industry, IP inversion is used for the evaluation and estimation of
depsits, such as the copper-gold porphry deposit at Mt Milligan by Oldenburg et al. (1997)
using time-domain apparent chargeability data, and the Century zinc deposit in North-
ern Australia by Mutton (2000) through the linearized inversion of frequency-domain data.
Through the inversion of integrated time-domain apparent chargeability data, Phillips et al.
(2001), with the inversion of other geophysical data types at the San Nicolas VMS deposit,
determine the practical cost benfits of using geophysical inversion in mining applications,
while Rutley et al. (2001) invert the MIMDAS data collected at the Cluny copper prospect
within the Mt. Isa region in Queensland, Australia. A more recent application by Günther
and Martin (2016) uses spectral IP to characterize and estimate the ore content in mining
waste.
Additionally, environmental applications of IP inversion include the identification of saline
water pockets in sedimentary terrain by Roy et al. (1994), the mapping of sulfide contami-
nates in the case of acid min drainage in Yuval and Oldenburg (1996), and further mapping
of contaminates in subsurface aquifers due to a nearby landfill by Aristodemou and Thomas-
Betts (2000), each using time-domain apparent chargeability data. Additional work has been
done in the hydrogeologic industry by Slater and Glaser (2003) for the lithologic variability
determined from IP measurements in the case of aquifer characterization.
Despite the variety of methods and successful application within different industries,
the commonly used formulations of IP inversion employ an L2 model norm, penalizing sharp
changes in values within the recovered model. These inverse methods recover smooth charge-
ability models, making the interpretation based on physical property values and subsurface
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boundaries difficult. In both frequency- and time-domain IP inversion approaches, work has
been done to improve the recovery of the chargeability values and the boundaries between
chargeable units and the background. By utlizing an L1 model norm, which allows sharp
changes, the recovered model can be structurally blocky, providing better defined boundaries
between subsurface units. Loke et al. (2001) present one example of an L1 norm 2-D IP in-
version and achieve blocky chargeability models. In another approach, Sun and Li (2014b)
formulate a joint clustering inversion of magnetic and IP data using an L1 norm, while
adding a priori physical property information, to recover compact bodies in their subsurface
models. Beyond the use of different model norm measures, methods such as edge-preserving
regularization approximating the L0-norm, can be used to enhance the recovery of bound-
aries (Blaschek et al., 2008; Ye et al., 2015). When compared with L2 norm based methods,
L0- and L1-norm inversions are more computationally expensive due to the difficulties in
minimizing a non-linear objective function. Using methods based on edge-preserving and
the L1-norm in inversion encourages the recovery of sharp boundaries within the recovered
model, but neither method can provide direct improvement to the chargeability values, which
the inversion recovers.
The simple use of bound constraints provides a method of incorporating location specific
physical property information, such as that applied on a cell by cell basis in the algorithm
presented in Li and Oldenburg (2000a), improving the recovered chargeability values. Unfor-
tunately, these known values may not be available everywhere within the study region and
bounds specify a range of values, not a likely value within that range. Such is the case in
mineral exploration, specifically orebody delineation, where the approximate chargeability
values of the orebody and alteration regions are known but the inversion is needed to identify
the specific location, size, and shape of the orebody.
We propose the formulation of a discrete-valued IP inversion methodology to continue
the advancement of IP inversion and provide chargeability models with sharp boundaries
and well-defined physical property values that may also be close to the actual values. To our
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knowledge, discrete-valued inversion has not been applied to the IP method, despite its use
in other geophysical inverse methods, such as growing bodies (Camacho et al., 2000), binary
inversion (Krahenbuhl and Li, 2006, 2009; Capriotti et al., 2015), and planting anomalous
seeds Uieda and Barbosa (2011b,a, 2012) in gravity and gravity gradient inversions. The
imposition of discrete values within an inverse methodology guarantees the recovery of sharp
boundaries between different physical property units. We can also incorporate a priori physi-
cal property information and improve the values recovered. Unfortunately when the inversion
is restricted to recovering only a small set of discrete values, the computational complexity of
the problem increases tremendously. The minimization of the objection function becomes an
integer programming problem, which has a computer complexity classification of NP-hard, a
solution cannot be found found in polynomial time, (Chaovalitwongse et al., 2008), leading
to a substantial increase in the necessary computer memory and CPU time to produce a
subsurface physical property model. To decrease the computational requirements, we ap-
proximate the discrete-valued inversion as a continuous-variable minimization problem via
the guided fuzzy c-means (FCM) clustering approach. Guided FCM clustering was originally
introduced in geophysical inversion by Sun and Li (2015) for the purposes of joint inversion
and has been since applied to the single domain discrete-valued inversion of both gravity
and gravity gradient data by Maag and Li (2016, 2018).
Guided FCM clustering serves as a natural approach to approximate discrete-valued
inversion. Parallels can be drawn between both methods, specifically in the major benefits
the lead to the use of discrete-valued inversion. The traditional FCM clustering approach
is added to the objective function and encourages the recovered model to contain spatially
compact regions with sharp boundaries between different physical property values. The
guided FCM clustering approach, also encourages the recovered model to have discrete values
defined by a priori physical property values. Explicitly restricting an inversion to only a few
discrete physical property values, propagates the errors in those values, whether they are
measured or estimated from literature, into the recovered model. Guided FCM clustering
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does not require the exact, discrete recovery of these values, and thereby allows us to not
only decrease the computational complexity of the algorithm, but also fit the discrete a priori
values within their individual uncertainties.
The previous applications of guided FCM clustering for the approximation of discrete-
valued inversion (Maag and Li, 2016, 2018) have shown successful improvement in both
recovered physical property values and the boundaries between units. The method has been
applied to a limited number of scenarios, only recovering density contrast models with two
clusters, indicating the background and anomalous target regions, when a priori density con-
trast values exist. Here, we apply the discrete-valued IP inversion approximated by guided
FCM clustering to improve the recovered chargeability models. We begin by formulating the
guided FCM clustering for the inversion of time-domain IP data, following the linearlized
approach in Oldenburg and Li (1994) and Li and Oldenburg (2000a). Then we test the
feasibility of the method for IP data, using a simple synthetic two-cluster model of a faulted
chargeable body. Next, we expand the method and examine its use with more than two
clusters, inverting IP data calculated from a synthetic IOCG-style deposit model contain-
ing three clusters that represent the host rock (background), mineralization (target), and
alteration zone (halo). Finally, we apply the discrete IP inversion to a three-cluster field
example at Mt. Isa in Queensland, Australia. For the Mt. Isa data set we do not have a
priori chargeability values and corresponding uncertainties. We instead invert using differ-
ent combinations of target cluster center values, and evaluate the coincident location of the
recovery of the three clustered regions.
4.3 Methodology
We seek to apply the guided FCM clustering approximation of a discrete-valued inversion
to the IP method generically, to allow for flexibility in the data type and recovered mod-
els. We begin with the commonly used linearized formulation for IP, based on the dilation
equation under the weak chargeaibility assumption (η ≪ 1) by Seigel (1959). We then con-
struct our 3-D inversion following the formulation of linearized time-domain IP inversion in
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Oldenburg and Li (1994) and Li and Oldenburg (2000a). We define our forward operation
as
d = Gmη, (4.1)
where d is the data, G the sensitivity matrix, and mη the recovered chargeability model. We
use the open-source code package, SimPEG (Cockett et al., 2015) to compute the sensitivity






where V is voltage as a function of conductivity σ, and σ∞ is the conductivity at infinite
frequency, in practice the conductivity at time 0, when nothing has been charged (Oldenburg
and Li, 1994; Oldenburg et al., 2017). The model mη is a unitless chargeability distribution.
Apparent chargeablity ηa is the second possible type of IP data for this inverse formu-
lation. In a frequency-domain IP survey, apparent chargeability can take the form of phase
differences with units of mrad. In a time-domain IP survey, apparent chargeability can one




, where Vp is the primary voltage measured at late on-time. Second, apparent
chargeability can be the integration of measured voltages, normalized by Vp, over a specified
time window with units of msec. Using apparent chargeability data, the sensitivity matrix





(Seigel, 1959; Oldenburg et al., 2017). No matter the units of apparent chargeability, the
recovered model will be the corresponding type of chargeability model mη, with the same
units as the data. For the frequency-domain apparent chargeability data, the recovered
model is a phase delay at a specific frequency due to chargeability in units of mrad. In the
time-domain, when the apparent chargeability is unitless, we recover a unitless chargeability
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model, but if the data has been integrated over time, the recovered model is now an integrated
chargeability, also with units of time (msec). We implement the inverse algorithm using
SimPEG (Cockett et al., 2015) depending on the type of IP data.
In this IP inverse formulation, we require a background conductivity model. We may
choose a constant value, but when we have DC resistivity data, we can achieve better results
by using a recovered conductivity model from the inversion of the DC data, obtained using the
method in Oldenburg and Li (1994); Li and Oldenburg (1999). We continue to use a smooth
background conductivity model, provided the focus of this paper is IP, not DC, inverse
methods. Further, the use of the same conductivity model allows for a fair comparison and
understanding of the improvements provided by the discrete-valued guided FCM clustering
approach to IP inversion.
The total objective function for the discrete-valued guided FCM clustering inversion
(Maag and Li, 2018) applied to IP,
φ(mη,u,v) = φd(mη) + βφm(mη) + λφFCM(mη,u,v), (4.4)
is a function of not only the chargeability model mη, but also two terms describing the
clustering: the membership function u, and the cluster centers v. The data misfit φd and
model objective function φm are both functions of only the chargeability model mη. These
two terms, along with the regularization parameter β are defined in the traditional Tikhonov
regularization inverse formulation for IP data (Oldenburg and Li, 1994; Li and Oldenburg,



















is a function of all three variables, mη, u, and v. The first term in equation 4.5 is known
as the clustering term FCMC and encourages the recovered model to cluster by penalizing
the distance between the model values mjk and the cluster center values vk, determined
throughout the clustering process. The clustering term is weighted by the membership
function u, which contains the probability of each model parameter belonging to each cluster.
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The second portion of the FCM objective function (equation 4.5) is known as the guiding
term FCMG, which encourages the cluster center values vk to be close to the target cluster
center values tk (a priori physical property information).
The remaining variables, λ and ζ, are weighting parameters, similar to β, that balance
the components of the clustering with the other objective function terms. The balance of
terms within the inversion is an essential part of using the guided FCM clustering approach
for discrete-valued inversion. The data misfit φd ensures that the IP data are fit within the
associated noise level. The model objective function maintains an L2 norm measure to pro-
mote a spatially cohesive chargeability model. The clustering objective function encourages
sharp boundaries between units (FCMC) and ensures the fit of the a priori chargeability
values within their individual uncertainties (FCMG). To achieve this balance we follow the
inverse workflow detailed in Maag and Li (2018), beginning with a traditional inversion,
without clustering, to determine an initial β. Next, we provide a regularization parameter
β, less than the previous optimal β value, and the corresponding recovered model, which
overfits the data, as an initial model, for a parameter sweep over a combination of different
λ and ζ values. The clustering term serves a form of regularization within the inversion and
by providing an initial β and model that overfit the data, we can more quickly determine a
set of weighting parameters. After an initial set of all three weighting parameters is found,
individual adjustments are made to the parameters to recover a model that satisfies our
three discrete-valued IP inversion goals: fitting the IP data within the noise level, recovering
chargeability values within their a priori uncertainties, and recovering a well-clustered model.
4.4 Results
We aim to answer three major questions through the application of discrete-valued IP
inversion using guided FCM clustering:
1. Does the discrete-valued guided FCM clustering inversion improve upon other recov-
ered physical property models, besides density contrast?
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2. Can the discrete-valued guided FCM clustering inversion recover a model with more
than two clusters?
3. Is the guided FCM clustering approach to discrete-valued inversion useful without a
priori physical property information?
We answer each question using a different example, all while demonstrating the feasibility
and flexibility of the discrete-valued IP inverse method. For question 1, we create a synthetic
3-D model with a faulted chargeable body. We invert the data calculated over the two-cluster
model and compare the recovered models with and without the guided FCM clustering,
respectively. In our second example, we create a different synthetic model, in the style of
an IOCG deposit, including three clusters that represent the mineralization, alteration zone,
and host rock. We invert the data calculated over the target and evaluate the recovery of
the three separate clusters. Finally, we apply the method to a field IP data set from the Mt.
Isa region in Queensland, Australia, where we do not have a priori chargeability values.
4.4.1 Synthetic Two-Cluster Fault Model
We test the feasibility of the discrete-valued IP inversion with a two-cluster synthetic 3-D
model, containing a faulted chargeable body (Figure 4.1). The background has a chargeabil-
ity value of 0 and the faulted body 0.1. On the surface of the model, we design an IP survey
with five North-South and five East-West lines, each 2 km long, with a 100-m line spacing.
We calculate the apparent chargeability data ηa from the ten dipole-dipole survey lines, at
each line with a 100-m dipole length, where 8 is the maximum n-spacing. Random Gaussian
noise with a zero mean and 1% of the maximum data value standard deviation is added to
the true data, creating the observed data shown in Figure 4.2.
We invert the data using the traditional inversion approach (without the clustering term)
using a constant background conductivity model with a value of 0.01 S/m. We know the
standard deviation of our IP data and use the discrepancy principle (Parker, 1994) to define





Figure 4.1: True synthetic two-cluster chargeability model with a centrally located, faulted
chargeable body. The true chargeability values are ηbackground = 0 and ηfaultedbody = 0.1. The
model is displayed with a cutoff of everything below 0.1, showing only the faulted body in
both (a) where the model is overlain with the 2 km long IP survey lines, five North-South
and five East-West, with 100 m line spacing and (b) with the red outline of the cross-section
through the model at 0-m Northing, shown in (c).
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Figure 4.2: Pseudo-sections of the synthetic observed apparent chargeability data from the
five North-South and five East-West dipole-dipole survey lines indicated in Figure 4.1(a).
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model mη from the inversion without guided FCM clustering is shown in Figure 4.3. The
inversion without clustering has accurately recovered the location of both regions of the
faulted body, but the lower right region is poorly defined and has a maximum chargeability
value of 0.06. The left recovered portion of the faulted body has a maximum chargeability
equal to the true value of 0.01. As expected the boundaries between the different subsurface
units are smooth, and in some regions, it could be interpreted that the two portions of the
faulted body are connected. This recovered model fits the IP data (Figure 4.2) with a misfit
of 1164.9, as shown in the predicted data pseudo-sections in Figure 4.4.
We invert the same IP data using the discrete-valued IP inverse formulation. We continue
to use the constant background conductivity of 0.01 S/m and provide an initial β value less
than the optimal β found with the traditional inversion. We also include the corresponding
recovered chargeability model that overfits the IP data as an initial model for the clustering
inversion. The target cluster centers are set to the true values of chargeability, tbackground = 0
and tfaultedbody = 0.1, with corresponding uncertainties set to 0.01 for both clusters.
The recovered chargeability model from the discrete-valued IP inversion is shown in Fig-
ure 4.5. When compared with the recovered model in Figure 4.3 we observe the improvements
made to both sections of the faulted body. Both regions have a maximum chargeability value
equal to the target value of 0.1. The discrete-valued IP inversion recovers sharp boundaries
between the background and faulted body, and both portions of the body are clearly sepa-
rated. This recovered model fits the IP data with a data misfit of 1,160.5, as shown in the
predicted data in Figure 4.6. The recovered model from the discrete-valued inversion also
fits the a priori chargeability values (target cluster centers) within the their uncertainties.
We use the RMS measure for each cluster defined in Maag and Li (2018) and present the
target and recovered values for the data misfit, cluster centers, and RMS errors in Table 4.1.
Comparing the two recovered models in this example, we can answer question 1. The
discrete-valued guided FCM clustering inversion does improve other physical property mod-





Figure 4.3: Recovered chargeability model mη from the traditional inversion approach (with-
out clustering) displayed with a chargeability cutoff of (a) 0.05 and (b) 0.075 with the true
model indicated by the blue transparent regions. The red outline indicates the location of
the East-West cross-section shown in (c) at 0-m North.
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Figure 4.4: Pseudo-sections of the predicted apparent chargeability data from the traditional
inversion approach (Figure 4.3) at the five North-South and five East-West dipole-dipole





Figure 4.5: Recovered chargeability model mη from the discrete-valued IP inversion with
clustering displayed with a chargeability cutoff of (a) 0.05 and (b) 0.075 with the true model
indicated by the blue transparent regions. The red outline indicates the location of the
East-West cross-section shown in (c) at 0-m North.
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Figure 4.6: Pseudo-sections of the predicted apparent chargeability data from the discrete-
valued inversion (Figure 4.5) at the five North-South and five East-West dipole-dipole survey
lines indicated in Figure 4.1(a).
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Table 4.1: Target and recovered values, from the traditional and discrete-valued inversion of
the IP data over the faulted chargeable body model. The values include data misfit, cluster








recovery of a chargeability model and improved the boundaries between the background and
target regions, along with the recovered chargeability values of both regions.
4.4.2 Synthetic Three-Cluster IOCG-Style Model
With this second example, we aim to answer question 2, about whether or not our
discrete-valued inversion can recover more than two clusters. We create a synthetic iron
oxide copper-gold (IOCG) style deposit model based on the work and additional information
provided by the authors of Melo et al. (2017) in the Carajàs region of Brazil. IOCG deposits,
as their name implies, contain economic levels of both copper and gold, hence the importance
of characterizing these deposits. IOCG deposits are commonly formed within fault splays in
the regions of crustal scale extension faults. The mineralization is created through magmatic-
hydrothermal processes and can occur in a variety of rock types. Despite the diversity of
IOCG deposits, the main component of each is the large presence of hydrothermal iron-oxide,
typically magnetite or hematite Melo et al. (2017).
In creating our example, we focus on the essential components of IOCG deposits. Figures
4.7 and 4.8 display the true synthetic model, in terms of conductivity and chargeability, re-
spectively. IP data excels at recovering disseminated mineralized zones, where DC resistivity
data is better for massive mineralization regions. The mineralized zone within IOCG deposits
is rarely either disseminated or massive, but in practice DC resistivity and IP data have a
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high response at coincident or partially coincident locations in relation to the mineralization.
For simplicity, we have created one coincident model containing a mineralized zone with a
high conductivity value (2 S/m) and a high chargeability value (0.2). In an IOCG deposit
the mineralization is commonly surrounded by an alteration zone which typically contains
a variety of minerals assemblages with hematite or magnetite, as well as some disseminated
sulfides. This region in our model has a moderate conductivity (2e-4 S/m) and chargeability
(0.1). The host rock (background) has both low conductivity (2e-6 S/m) and chargeability
(0) values.
We simulate a survey over the IOCG model and calculate nine East-West lines, of DC
resistivity data using a pole-dipole survey. The lines are each 1 km long, with a 300-m line
spacing. The survey is configured with a 150-m dipole spacing and a maximum n-spacing of
12. We add random Gaussian noise to the DC data with a 0 mean and standard deviation
of 5% of the absolute value of the data. The observed DC data is displayed in Figure 4.9.
We invert the DC resistivity data (Figure 4.9) with a traditional approach and recover
a conductivity model shown in Figure 4.10. The recovered conductivity model is smooth,
but can locate the general spatial extent of the mineralization and alteration zones. The
recovered model fits the observed data, and the predicted data in Figure 4.11 shows good
similarity to the observed data (Figure 4.9). The recovered conductivity model is typical of
the traditional DC inversion approach and as such serves well as a standard conductivity
model to include in our IP inversions.
We generate IP data in the same pole-dipole survey configuration as the DC data. To
demonstrate the versatility of the discrete-valued inversion, we choose to calculate our syn-
thetic IP data as secondary potentials, Vs with units of volts. The use of secondary potentials
as IP data is important in general, especially in modern distributed surveys with 3-D geom-
etry. We contaminate the data with random Gaussian noise with a 0 mean and a standard
deviation equal to 5% of the absolute value of the data. For visual interpretation we convert




Figure 4.7: True synthetic three-cluster IOCG-style deposit conductivity model. The true
conductivity values are σmineralization = 2 S/m, σalteration = 2e−4 S/m, and σhost = 2e−6
S/m. The 3-D model is displayed with the host rock completely removed (cutoff below 2e−4
S/m). The alteration zone, the region with values cutoff between 2e−4 S/m and 2 S/m, is
shown as slightly transparent with the (a) electrode locations indicated on the surface and
(b) cross-section locations shown in blue and red. The cross-sections through the model are




Figure 4.8: True synthetic three-cluster IOCG-style deposit chargeability model. The true
chargeability values are ηmineralization = 0.2, ηalteration = 0.1, and ηhost = 0. The 3-D model
is displayed with the host rock completely removed (cutoff below 0.1). The alteration zone,
the region with values cutoff between 0.1 and 0.2, is shown as slightly transparent with the
(a) electrode locations indicated on the surface and (b) cross-section locations shown in blue
and red. The cross-sections through the model are shown at (c) -100 m Easting (blue) and
(d) 0 m Northing (red).
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Figure 4.9: Pseudo-sections of the observed synthetic DC resistivity data from the nine





Figure 4.10: Recovered conductivity model from the traditional DC resistivity inversion. The
3-D model is displayed in (a) with conductivity value cutoffs for the mineralization (between
1.99e−4 S/m and 2 S/m), the slightly transparent alteration zone (between 1.99e−5 S/m
and 2e−4 S/m) and the removed host rock (below 1.99e−5 S/m). The cross-sections through
the model indicated in (a) are shown at (b) -100 m Easting (blue) and (c) 0 m Northing
(red).
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Figure 4.11: Pseudo-sections of the predicted DC resistivity data from the traditional DC
resistivity inversion. The data corresponds to the nine East-West pole-dipole survey lines,
indicated as electrode locations in Figure 4.7(a).
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Figure 4.12: Pseudo-sections of the observed synthetic IP data (secondary potentials Vs)
converted to apparent chargeability for visual interpretation. The data correspond to the
the nine East-West pole-dipole survey lines, indicated as electrode locations in Figure 4.8(a).
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We first invert the IP data (Vs) using the traditional inversion formulation and recover
the chargeability model in Figure 4.13. We are able to recover a general chargeable zone
with a maximum value equal to the target value of 0.2. The boundaries between the three
different clusters are smooth, making it difficult to determine a clear distinction between
units, and the size and shape of the mineralization and alteration zones. As expected, the
recovered model does fit the IP data with a data misfit of 701.85, which is numerically the
same as the target value 702 (number of data). We calculate the predicted IP data from
the traditional IP inversion, first as secondary potentials Vs, then convert and display the
predicted data as apparent chargeabilities in Figure 4.14, for comparison with the observed
data (Figure 4.12). We observe good visual similarity between the observed and predicted
data.
We invert the same IP data, now with the discrete-valued IP inversion. We provide
the inversion with the recovered background conductivity model from the DC inversion
(Figure 4.10) for sensitivity calculation. Given the traditional IP inversion, we provide the
discrete-valued inversion with a regularization parameter β less than the optimal value, and
corresponding recovered model, that overfits the data, as the initial model. The target cluster
centers are set to the true values of chargeability, ηmineralization = 0.2, ηalteration = 0.1, and
ηhost = 0 and the uncertainty of each value should be less than 0.01. We conduct a parameter
sweep and determine the weighting parameter values that balance the data misfit, spatial
cohesiveness, and clustering for the recovered chargeability model (Figure 4.15).
When the discrete-valued inversion (Figure 4.15) is compared to the traditional inversion
results in Figure 4.13, we observe significant improvements in the boundaries between the
three regions. The mineralization is clearly defined, surrounded by the alteration zone,
which now has a significantly smaller range of values. Despite the inclusion of padding cells
to extend the mesh for the inversion, we have recovered portions of the background near
the edge of the model that is classified at the alteration zone, due to a lack of sensitivity





Figure 4.13: Recovered chargeability model from the traditional IP inversion. The 3-D model
is displayed in (a) with chargeability value cutoffs for the mineralization (between 0.19 and
2), the slightly transparent alteration zone (between 0.09 and 0.19) and the removed host
rock (below 0.09). The cross-sections through the model indicated in (a) are shown at (b)
-100 m Easting (blue) and (c) 0 m Northing (red).
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Figure 4.14: Pseudo-sections of the predicted IP data (secondary potentials Vs), from the tra-
ditional IP inversion, converted to apparent chargeability for visual interpretation. The data
correspond to the nine East-West pole-dipole survey lines, indicated as electrode locations
in Figure 4.8(a).
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formulation not only fit the IP data, but also the a priori chargeability information, as
shown in Table 4.2. The predicted data (Figure 4.16) also show good visual similarity to the
observed IP data (Figure 4.12). Beyond the improvements shown in the recovered model,
we can answer our second question, the discrete-valued inverse formulation using guided
FCM clustering can distinguish between more than two clusters. Finally, we demonstrate a
major benefit of the guided FCM clustering method, in its ability to distinctly separate the
two anomalous zones with different chargeabilities that are concentrically located, which is
typically a challenge, especially when the lower-valued region is enclosing the higher-valued
core mineralization zone.
Table 4.2: Target and recovered values, from the traditional and discrete-valued inversion
of the IP data over the IOCG-style deposit model. The values include data misfit, cluster










4.4.3 Field Three-Cluster Data at Mt Isa
In our final example, we test the feasibility of the discrete-valued IP inversion with a field
data set at the Cluny copper prospect in the Mt. Isa region in west Queensland, Australia
4.17. This data set has been the subject of previous studies of inversion for interpretation
of geology and mineralization in the area by Rutley et al. (2001) and Fournier et al. (2017).
The Mt. Isa region is known to host copper, gold, lead, silver, and zinc. The focus of the





Figure 4.15: Recovered chargeability model from the discrete-valued IP inversion. The 3-D
model is displayed in (a) with chargeability value cutoffs for the mineralization (between 0.19
and 2), the slightly transparent alteration zone (between 0.09 and 0.19) and the removed
host rock (below 0.09). The cross-sections through the model indicated in (a) are shown at
(b) -100 m Easting (blue) and (c) 0 m Northing (red).
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Figure 4.16: Pseudo-sections of predicted IP data (secondary potentials Vs), from the
discrete-valued IP inversion, converted to apparent chargeability for visual interpretation.
The data correspond to the nine East-West pole-dipole survey lines, indicated as electrode
locations in Figure 4.8(a).
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Figure 4.17: Mt Isa region located in west Queensland, Australia. The Cluny copper prospect
is shown with the grid of DC/IP survey lines. This image was originally presented in Rutley
et al. (2001).
146
The geology of the region, shown in the cross section from Rutley et al. (2001) (Figure
4.18), is not three simple clusters. For the purposes of identifying the mineralization zones
we can combine several of the geologic units into three clusters based on their chargeability
values. The Mt. Novit Horizon, located within the Moondarra Siltstone is known to be
both chargeable and conductive, indicating the region of copper mineralization. The Mt.
Novit Horizon is the highest of three chargeability clusters we attempt to distinguish with
the discrete-valued IP inversion. The second cluster combines the two siltstone units in the
area, the Moondarra and Native Bee Siltstone. These units are likely hosts of lead and
zinc, and possibly some copper mineralization, indicated by the circle in Figure 4.18. The
siltstones have mid range values of conductivity and low values of chargeability. The Native
Bee Siltstone contains a unit that we will not focus on in our IP inversion, but that we may
recover in the process of inverting the DC data for a background conductivity model. The
Breakaway Shale has a high conductivity, but is not chargeable. In the discrete-valued IP
inversion, the Breakaway Shale will be grouped into the final cluster with the other units
that are not chargeable, but do have low conductivity, the Surprise Creek Formation and
both regions of the Eastern Creek Volcanics.
The DC/IP survey over the Cluny copper prospect was conducted using the MIMDAS
system in 1999. The survey consists of ten East-West lines, oriented given the North-South
strike of faults in the area. On each line, a pole-dipole survey was conducted in both
orientations, measuring the DC resistivity data shown in Figure 4.19. Each line had 21
current electrodes, except the three north-most lines, which each had 19 current electrodes.
The lines had a maximum of 20 potential readings with a 100-m electrode spacing. We invert
all 20 lines of DC resistivity data using a traditional formulation of a DC resistivity inversion.
We recover the conductivity model shown in Figure 4.20. The model is consistent with
previous results and fits observed data, as shown with the visual similarity in the predicted
data in Figure 4.21. We observe the high conductivity region running North-South between
12,000 m and 12,500 m Easting, which is consistent with the results in Fournier et al. (2017),
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Figure 4.18: Cross-section of the major geologic units in the Mt. Isa region. This image was
originally presented in Rutley et al. (2001).
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indicating the location of the Breakaway Shale. To the left, at around 11,500-m Easting, the
contrast between the low and medium conductivity regions, also consistent with previous
results (Rutley et al., 2001; Fournier et al., 2017), is interpreted as the Mt. Novit Horizon.
Using the recovered model in Figure 4.20 as our background conductivity model, we invert
the IP data in Figure 4.22. The MIMDAS system collects apparent chargeability in the form
of integrated voltages over a specific time window, and the units are msec. The recovered
models from the IP inversion will be integrated chargeability over time, also with the units
of msec. The recovered chargeability model from the traditional IP inverse formulation is
shown in Figure 4.23. We use an l-curve (Hansen, 1992) to determine the optimal data
misfit for the inversion. The model in Figure 4.23 fits the data, predicting data (Figure 4.24)
visually similar to the observed data (Figure 4.22). The recovered model is smooth, allowing
for the interpretation of the general location of the Mt. Novit Horizon, but not the size and
shape of the mineralization.
Using IP data collected with units of time (msec), we do not have estimates of intrinsic
chargeability values in msec for the Mt. Isa geologic units. The Mt. Isa IP data set presents
and opportunity to answer question 3 on whether the guided FCM clustering approxima-
tion of discrete-valued inversion is beneficial without a priori physical property information.
The guided FCM clustering approach requires target cluster centers tk. We know that the
Breakaway Shale, Surprise Creek Formation, and Eastern Creek Volcanics units are not
chargeable. We consider these units the background cluster and assign the target cluster
center tbackground a 0-msec chargeability. We do not know the chargeability for the mineral-
ization (Mt. Novit Horizon) or the siltstone (Moondarra and Native Bee) clusters. Using
a hypothesis testing method, we invert the IP data using four (A, B, C, D) different com-
binations of target cluster center values for the siltstone cluster (30, 40, 50, 60 msec) and
mineralization (70, 80, 90, 100 msec). From previous experience, we know that the physical
property values recovered in a traditional inversion are typically lower than what we would
expect. We create four hypothetical cases, based on the recovered model from the tradi-
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Figure 4.19: Pseudo-sections of the observed DC resistivity data from the ten lines, indicated




Figure 4.20: Conductivity model recovered from the traditional DC inversion of the DC
resistivity data in Figure 4.19. The (a) model volume is shown with a cutoff of everything
below 1S/m, indicating the Breakaway Shale, and (b) cross-section through the model at
250 m below the surface. The Breakaway Shale is the North-South feature along the length
of the model between 12,000 m and 12,500 m Easting. The Mt. Novit Horizon is the North-
South feature at approximately 11,500 m Easting, to the left of the low conductivity region,
running the length of the model domain.
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Figure 4.21: Pseudo-sections of the predicted DC resistivity data from the ten lines, indicated
in Figure 4.17, with pole-dipole surveys calculated in both orientations, from the recovered
conductivity model in Figure 4.20.
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Figure 4.22: Pseudo-sections of the observed IP apparent chargeability data in the form of
integrated voltages over a time window, from the ten lines, indicated in Figure 4.17, with




Figure 4.23: Integrated chargeability model recovered from the traditional IP inversion of
the apparent chargeability (msec) data in Figure 4.22. (a) The model volume is displayed
with a chargeability cutoff for the mineralization (between 65 msec and the maximum value,
just above 92 msec), the slightly transparent siltstone units (between 25 and 65 msec) and
the removed host rock (below 25 msec). A cross-section through the model, as indicated by
the blue outline in (a) is shown at 250 m below the surface in (b).
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Figure 4.24: Pseudo-sections of the predicted IP apparent chargeability data (msec) from the
ten lines, indicated in Figure 4.17, with pole-dipole surveys calculated in both orientations,
using the recovered chargeability model from the traditional IP inversion approach in Figure
4.23.
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tional inversion (Figure 4.23), and assess coincident zones of recovery for the siltstone and
copper mineralization, as well as the individual extent of each chargeable unit. The target t
and recovered v cluster center values, and RMS values for each cluster are shown in Table
4.3. We did not have a set uncertainty to fit the target cluster center values within. In our
experience, fitting the model values within an RMS less than 5% of the target cluster center
yields a good approximation to a discrete-valued inversion result. All the inversions aim to
fit the data within the same target data misfit value determined by the l-curve criterion for
the traditional inversion approach. The target and achieved misfit values are shown in Table
4.4. In addition to fitting the target clustering parameters and data misfit, we generate plots
of the predicted data from each of the discrete-valued inversions (A-D), shown in Figures
4.25-4.28, each with good visual similarity to the observed data in Figure 4.22.
Table 4.3: Target and recovered values, each of the discrete-valued inversions (A-D) of the
IP data from the Mt. Isa region. The values include cluster centers and RMS error of each
cluster.
Background Siltstone Mineralization
Target A (tA) 0 30 70
Recovered A (vA) 4.3681e−6 30.0000 70.0000
RMS A 0.0293 0.0306 0.0109
Target B (tB) 0 40 80
Recovered B (vB) 4.1307e−6 39.9999 79.9999
RMS B 0.1085 0.2019 0.0964
Target C (tC) 0 50 90
Recovered C (vC) 1.4659e−6 49.9999 90.0000
RMS C 0.3062 0.5996 0.4674
Target D (tD) 0 60 100
Recovered D (vD) 4.0979e−6 59.9999 100.0000
RMS D 0.5165 0.9279 0.6561
The recovered models from the discrete-valued inversions (A-D) are shown in Figures
4.29 and 4.30. We first examine the discrete-valued inversion results overall, as compared
to the traditional inversion results in Figure 4.23. Using different cutoffs shown in Figure
4.29, we observe the size and shape of the recovered mineralization and siltstone (displayed
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Figure 4.25: Pseudo-sections of the predicted IP apparent chargeability data (msec) from the
ten lines, indicated in Figure 4.17, with pole-dipole surveys calculated in both orientations,
using the recovered chargeability model from discrete-valued IP inversion A.
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Figure 4.26: Pseudo-sections of the predicted IP apparent chargeability data (msec) from the
ten lines, indicated in Figure 4.17, with pole-dipole surveys calculated in both orientations,
using the recovered chargeability model from discrete-valued IP inversion B.
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Figure 4.27: Pseudo-sections of the predicted IP apparent chargeability data (msec) from the
ten lines, indicated in Figure 4.17, with pole-dipole surveys calculated in both orientations,
using the recovered chargeability model from discrete-valued IP inversion C.
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Figure 4.28: Pseudo-sections of the predicted IP apparent chargeability data (msec) from the
ten lines, indicated in Figure 4.17, with pole-dipole surveys calculated in both orientations,
using the recovered chargeability model from discrete-valued IP inversion D.
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Table 4.4: Target and recovered data misfit values, from each of the the discrete-valued






with slight transparency) units. No matter what the target value is, each recovered model
has well distinguished chargeability values, providing sharp boundaries between the three
units, that are spatially consistent with the inverted models from previous studies. The
recovered chargeability model from the traditional inversion in Figure 4.23(a) is displayed
using cutoffs for the mineralization between 65 msec and the maximum recovered value,
just above 92 msec, and the siltstone unit between 25 and 65 msec. The values within
each unit from the traditional inversion vary over these two wide cutoff ranges. Each of the
recovered chargeability models from the discrete-valued inversion (Figure 4.29) have smaller
cutoffs for the mineralization between 5 msec below the target value, and the target value,
and the siltstone units are ±5 msec from the target value. The traditional and discrete-
valued inversions recovered spatially consistent zones for both units, but the discrete-valued
inversions recovered clear boundaries between adjacent units by clustering around the target
values. These results further demonstrate the strength of the discrete-valued inversion using
guided FCM clustering, by sharply distinguishing between a high chargeability mineralization
zone that occurs within the mid-range chargeability siltstone unit, even in the case of a field
data set with no prior chargeability values.
The cross-sections through the recovered models of the discrete-valued inversions in Fig-
ure 4.30 also show the sharp boundaries between the three units, all of which are close to their
target values. When compared to the smooth recovered model from the traditional inversion
in Figure 4.23(b), the improvements presented by the discrete-valued inversion are clear.
Each of the discrete-valued inversion results offer easy interpretation of the siltstone and
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mineralization units, while the traditional recovered model only indicates the background
and a medium to high chargeability unit. We can also compare the discrete-valued results
with the recovered conductivity model from the DC resistivity inversion in Figure 4.20(b),
and interpret the location and possible extent of the Breakaway Shale, between 12,000 m
and 12,500 m Easting, which is non-chargeable.
We can also assess our four hypothesis and compare the recovered models from each of the
discrete-valued inversions. Inversion A (tbackground = 0, tsiltstone = 30, and tmineralization = 70)
recovers the largest volume as mineralization, shown in Figure 4.29(a), while Inversion D
(tbackground = 0, tsiltstone = 60, and tmineralization = 100) recovers the smallest volume of both
the siltstone and mineralization units, shown in Figure 4.29. These results indicate that
units likely have lower integrated chargeability values than those targeted in Inversion D,
and are closer to the values targeted in Inversion A. The cross-sections, shown in Figure 4.30,
show that only Inversion A and B recovered the mineralization at this depth. Each of the
cross-sections display the sharp boundaries between units, but Inversion C and D have some
variability near the edges of the model. Padding cells were included to extend the mesh for
the inversion, furthering our conclusions that actual chargeability values of the subsurface
units are closer to the values targeted in Inversion A and B. In effect, we are able to obtain
an estimated range of chargeability values through the use of discrete-valued inversion, and
such information is valuable in quantitative interpretation.
We can also assess coincident zones of recovery for the siltstone and copper mineralization.
In Figure 4.31 we display the regions recovered as siltstone (Figure 4.31(a)) and mineraliza-
tion (Figure 4.31(b)), for the four discrete-valued inversions, all at a slight transparency. The
darkest portions of the models indicate the coincident recovery of the siltstone and copper
mineralization units, respectively, providing regions of confidence in the existence of these
units. We have demonstrated that the process of hypothesis testing, applied by assuming a
sequence of different chargeability cluster values, provides knowledge on the spatial extent of




Figure 4.29: Integrated chargeability models recovered from the discrete-valued IP inversions
of the apparent chargeability (msec) data in Figure 4.22 with varying target cluster centers:
(a) A (tbackground = 0, tsiltstone = 30, tmineralization = 70), (b) B (tbackground = 0, tsiltstone = 40,
tmineralization = 80), (c) C (tbackground = 0, tsiltstone = 50, tmineralization = 90), and (d) D
(tbackground = 0, tsiltstone = 60, tmineralization = 100). The model volumes are displayed with
chargeability cutoffs for the mineralization between (a) 65 and 70 msec, (b) 75 and 80 msec,
(c) 85 and 90 msec, and (d) 95 and 100 msec. The siltstone cluster is shown at a slight
transparency with chargeability values cutoff between (a) 25 and 65 msec, (b) 35 and 75
msec, (c) 45 and 85 msec, and (d) 55 and 95 msec. Everything below the lower limit of the




Figure 4.30: Cross-sections through the integrated chargeability models recovered from the
discrete-valued IP inversions of the apparent chargeability (msec) data in Figure 4.22 at
250 m below the surface. The cross-sections are from inversions with varying target cluster
centers: (a) A (tbackground = 0, tsiltstone = 30, tmineralization = 70), (b) B (tbackground = 0,
tsiltstone = 40, tmineralization = 80), (c) C (tbackground = 0, tsiltstone = 50, tmineralization = 90),
and (d) D (tbackground = 0, tsiltstone = 60, tmineralization = 100).
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fidence of the mineralization zone and siltstone unit. Thus, we have established a procedure
for estimating the spatial uncertainty of a geobody, when prior physical property values are
unknown. This also answers question 3, in that despite our lack of a priori physical property
information, using this discrete-valued IP inversion, we can gain valuable insights on the
location of not only the copper mineralization and siltstone units hosting lead and zinc, but
the location and extent of the non-chargeable Breakaway Shale. We gain knowledge about
volume estimates of the mineralization and siltstone units at different chargeability values.
4.5 Conclusions
We have applied the guided FCM clustering approach to formulate an approximate
discrete-valued IP inversion. The method was developed to invert multiple IP data types,
including secondary potentials and apparent chargeability, with different units. From sec-
ondary potentials, we recover a dimensionless chargeability model, whereas inverted charge-
ability has the same unit as the input apparent chargeability data. This inverse method can
incorporate a priori chargeability values and therefore, improve the recovered chargeability
values and boundaries between different subsurface units.
We used a simple synthetic two-cluster chargeability model consisting of a faulted charge-
able body in a non-chargeable host to demonstrate the feasibility of the discrete-valued in-
version method with IP data. The improvements in the recovered chargeability values and
boundaries between units from our inversion enable much clearer imaging of the two regions
separated by the fault and achieve the target chargeability values. In contrast to smooth
inversion, the volumes of the two recovered chargeable regions are also more comparable to
those in the true model.
Our second synthetic model, was a simplified representation of an IOCG deposit, mod-
eled after those in the Carajàs region of Brazil. The mineralization and alteration zones
within these deposits are of economic importance in mineral exploration. We inverted the
secondary potential IP data calculated over the IOCG-style deposit model, illustrating the




Figure 4.31: Recovered regions from each of the integrated chargeability models in Figure
4.29 corresponding to the (a) siltstone and (b) mineralization clusters. The regions distin-
guished as each cluster are plotted with slight transparency to indicate areas of confidence
in the location of the siltstone and mineralization units.
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demonstrating the expanded application of the guided FCM clustering method to more than
two clusters. This example also addressed a common challenge in IOCG deposit charac-
terization of imaging a high chargeability mineralization core within a lower chargeability
halo. We were able to provided a priori chargeability information and distinguish between
the high chargeability mineralization, the surrounding lower chargeability alteration zone,
and non-chargeable host rock with sharp boundaries.
In a final example, we applied the discrete-valued IP inversion to the apparent charge-
ability data collected at the Cluny copper prospect in the Mt. Isa region. The apparent
chargeability data has units of time (msec). The lack of specific petrophysical measurements
in these units translate to a lack of prior chargeability values for the geologic units in the
area. There are also no generic estimates of chargeability for these units. Qualitative rela-
tionships between geologic units in terms of chargeability are known, allowing us to invert
the data using multiple combinations of target cluster center values, from different assumed
values for the mineralization and siltstone units. We were able to recover well distinguished
chargeable zones above the background as the siltstone (lead and zinc host) and copper
mineralization units. For interpretation we generated plots of the coincident locations of
the imaged mineralization and siltstone units, indicating areas of confidence in the exis-
tence of these units. From the Mt Isa example, we have demonstrated the applicability of
the discrete-valued IP inversion using guided FCM clustering to field data, specifically in a
case without prior physical property information. The discrete-valued inversion continued
to provide sharp boundaries and additional information on the size, shape, and location of
both the economic, chargeable units and other non-chargeable units. More importantly, the
inversions using multiple combinations of chargeability values enable us to explore the model
space, narrow the range of possible physical property values, interpret the volumetric extent
of units, and quantify an uncertainty in our interpreted geobodies.
Applying the guided FCM clustering approximation to discrete-valued inversion to IP
data provides a computationally efficient method that improves recovered chargeability mod-
167
els, through incorporating known or assumed physical property information and the associ-
ated uncertainties. Clustering around these known values recovers sharp boundaries in the
chargeability models, allowing for better imaging of targets.
Through the application of the guided FCM clustering approximation for discrete-valued
IP inversion to both synthetic and field data sets, we were able to improve and expand this
inverse technique. We showed that guided FCM clustering can recover physical property
models beyond density contrast. The discrete-valued inverse approximation was successful in
recovering more than two clusters. Finally, the guided FCM clustering approach for discrete-
valued inversion continues to provide additional information for ease of interpretation without
prior physical property values. We present a general work flow to estimate physical properties
using the recovered model from a traditional inversion approach. The assumed values are
used as targets within the clustering inversions, that recover well distinguished physical
property units. From the recovered models, volumetric estimates of the different units can be
made, confidence levels determined from the spatial coincidence of units from each inversion,
and an uncertainty quantified for the interpreted geobody.
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I have applied the guided fuzzy c-means clustering approach as an approximation to a
discrete-valued inversion. Guided FCM clustering recovers a model that fits the geophysical
data within its noise level, is spatially cohesive, well distinguished, and fits the a priori phys-
ical property values within their uncertainties. This research addresses the drawbacks of the
traditional Tikhonov regularized inversion that recovers smooth physical property models
with a dynamic range of values smaller than expected. Additional information from prior
geologic or geophysical surveys can be added and imposed through constrained inversion
techniques, such as reference models, bounds, and derivative weighting, or through other
inverse formulations such as different model norms, clustering, and discrete-valued methods.
However, there is no inverse formulation available to specifically address the use of prior
information to efficiently recover a discrete-valued model in large-scale scenarios. The chal-
lenge of discrete-valued inversion is two fold. First, due to the strict constraint to a small
number of discrete values, a discrete-valued inversion is computationally expensive in terms
of the memory, storage, and computation time required to recover a model. Secondly, by
restricting the recovered model to a priori discrete physical property values, the uncertainty
of these values is propagated into the recovered model. The discrete-valued inverse formu-
lation I developed in this thesis overcomes both challenges. In addition, I have developed
a reliable inverse work flow to determine the necessary weighting parameters to achieve the
optimal solution, enabling the application of my inverse formulation to practical problems.
In Chapter 2, I developed the discrete-valued gravity inversion by applying guided FCM
clustering. I formulated a process of sequential minimization required to solve the inverse
problem with respect to three terms, because the objective function is now dependent on
the recovered model, the clustering membership function, and cluster centers. Balancing the
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goals of the guided FCM clustering inversion requires a choice of weighting parameters. I
developed an inverse work flow to choose these parameters, beginning with an traditional
inversion, without clustering, which determines a regularization parameter β and recovered
model that fits the geophysical data. Given the clustering provides additional regularization,
I either provide the optimal β and corresponding recover model, or a β and model that overfit
the geophysical data as an initial value and model, respectively, to the clustering inversion.
A sweep of inversions is conducted over a range of different weighting parameters controlling
the clustering. After final parameter adjustments, a recovered model is found, and the option
exists to calculate a truly discrete model through defuzzification.
I first used this inverse work flow to invert borehole gravity data calculated through and
around a simple synthetic two-cluster block model. The discrete-valued inversion recovered
a model containing sharp boundaries and target density contrast values. With the success of
the method, I further examine other practical issues in gravity inversion. I calculate surface
gravity data and combine it with the borehole gravity data from the only the boreholes
surrounding the target block, excluding the data from the intersecting borehole. The loss
of depth information from this borehole is evident in the recovered model, yet the discrete-
valued inverse formulation still provides an improved recovered model. Of particular practical
importance is the final study, in which I simulated the incomplete removal of a regional
trend, observing that the target block is smaller and no longer as well clustered, containing
intermediate values.
I also invert the gravity data over the Ovoid massive sulfide deposit at Voisey’s Bay
in Labrador, Newfoundland. Using an estimated density contrast and uncertainty for the
Ovoid, the discrete clustering inversion recovered density contrast values within the expected
uncertainty and identified the location and extent of the Ovoid, with an accurate depth of
the bottom of the deposit. The additional knowledge provided by each recovered model from
the applications of the discrete-valued gravity inversion within this chapter demonstrate not
only the strength of the inverse formulation, but the practical applicability to a wide range
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of scenarios.
In Chapter 3, I apply the discrete inverse formulation to the challenging problem of salt
imaging. Based on the success of the discrete-valued inversion using guided FCM clustering
for gravity data in Chapter 2, the application to gravity gradient data is a natural extension
of the method. Across geophysical methods, imaging salt is a difficult, yet important task.
Gravity gradient presents its own set of challenges in that salt has a near constant density,
but the background sediments have a density that increases with depth, creating a density
contrast of salt that decreases with depth. At some depths the density of salt and sediment
are equal, leading to a density contrast of zero, and no response in the gravity gradient data.
It is common to have information prior to the inversion of gravity gradient for salt, including
a depth-density curve of the sediments and a top of salt, interpreted from a seismic image.
Salt imaging with gravity gradient data is an ideal application of the discrete-valued inversion
formulation, in which the prior information is imposed through the clustering to determine
distinct boundaries between salt and sediment, while promoting spatial cohesion across the
nil zone. To cluster around a spatially varying density contrast for salt has required further
expansion of the inverse formulation using a reduction to binary process.
In this chapter, I compared five methods of constrained inversion that further added
and constrained the recovered model. Simple bounds constrained the density contrast to
be positive above and negative below the nil zone; top-of-salt bounds added the constraint
that no salt be recovered above the top of salt surface; density contrast bounds updated the
bounds to be between 0 and the expected density contrast value at different depths; reduction
to binary imposed the same amount of information as the density contrast bounds, but
incorporated the expected density contrast values into the sensitivity matrix and recovered
a model with values between zero for the background sediments and one for salt; discrete-
valued inversion used guided FCM clustering after the reduction-to-binary process, clustering
around the target values of zero and one for sediment and salt. I calculated and inverted
six components of gravity gradient data over the SEG/EAGE salt body model, with three
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different noise levels. Using data at a current noise level of 2 Eo, minimal improvements were
observed from the simple bounds, top-of-salt bounds, and density contrast bounds inversions.
Each method consecutively increased the density contrast values, but failed to recover salt
within the nil zone. The reduction to binary and discrete-valued inversions improved the
boundaries between salt and sediment, recovered salt in the nil zone, and improved the size
and shape of the salt flank. This trend of improvements remained the same when the data
with 1 Eo and 0.5 Eo noise levels were inverted. Overall the discrete-valued inversion using
the guided FCM clustering provided the best recovery of boundaries, density contrast values,
salt within the nil zone, and salt flank. No matter the noise level, adding information to the
inversion was beneficial, major improvements were made to the size, shape, and angle of the
salt flank at the 1 Eo noise level, but in the case of thin salt within the nil zone, gravity
gradient data is simply not sensitive enough.
I also invert the five components of gravity gradient data collected at Leghorn, offshore
in the Gulf of Mexico. This is one of the earliest commercial gravity gradiometry data sets,
but previous work was not able to show its full potential due to the limitations of smooth
inversions. For this data set, I did not have access to a top-of-salt surface, and estimated
the a priori density contrast model from several density logs in the area. The discrete-valued
inversion, provided the most additional knowledge in the recovered model, indicating first
the depth of the top of salt, which was consistent with general estimates from seismic in the
area. The recovered models also identified two additional negative density contrast regions
that were interpreted as salt. Another important detail, recovered from the discrete-valued
inversion, was the definition of base of the known salt body at a depth range reaching 6,000
m, which is far below the previously assumed sensitivity of this data set. The amount of
additional information that has been drawn out of this twenty-year old gravity gradient data
set, by clustering around estimated density contrast values in the region, demonstrates the
power of the discrete-valued inversion.
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In Chapter 4, I developed a novel induced polarization inversion algorithm, that can
handle either secondary potential or apparent chargeability data and recover a discrete-
valued chargeability model. This work was motivated by a significant remaining research
question: could the guided FCM clustering approximation of discrete-valued inversion be
applied to other geophysical data types, besides gravity and gravity gradiometry?
To investigate the feasibility of the discrete inversion of IP data, I calculated unitless
apparent chargeability data over a synthetic two-cluster model containing a faulted charge-
able body within a non-chargeable host. The traditional inversion approach was not able
to recover the two distinct regions of the faulted chargeable body, and poorly recovered the
lower region. The discrete clustering inversion recovered two distinct regions, with the tar-
get chargeability values, and improved recovery of the lower region of the faulted chargeable
body.
Having shown the feasibility with IP inversion, I continued the investigation to answer
two additional questions. The first question was: can the guided FCM clustering inver-
sion distinguish between more than two clusters? I created a more challenging synthetic
model, emulating a real-world iron oxide copper-gold deposit that contains three clusters
corresponding to the non-chargeable background, alteration zone with a mid-range charge-
ability value, and the mineralization with a high chargeability. The traditional inversion
recovered a smooth anomalous zone that transitions from a central, high chargeability to a
non-chargeable background, without an identifiable alteration zone between the mineraliza-
tion and background. When the guided FCM clustering was applied, three distinct units
were recovered, each with target chargeability values. The task of distinguishing between two
concentrically positioned chargeable zones, especially when a lower-valued region surrounds
a higher-valued central region, is a common challenge for traditional smooth inversion. The
ability of the discrete-valued inversion to distinctly separate these the two concentrically po-
sitioned chargeable zones, each at their target chargeabilities, demonstrates a major benefit
of the method.
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The final question I posed in Chapter 4 was: is discrete-valued inversion useful when
there is no a priori physical property information? To answer this question, I inverted the
integrated apparent chargeability data at the Cluny copper prospect region of Mt. Isa,
in Queensland, Australia. This region has three chargeability clusters, the non-chargeable
“background,” the mid-range chargeable siltstone units, which are known to host lead and
zinc, and the highly chargeable copper mineralization. I provided a work flow to determine
a sequence of target chargeability values for the siltstone and mineralization units from
the model recovered by the traditional inversion. As a form of hypothesis testing, I then
performed the clustering inversion with each combination of target values. The recovered
models, evaluated individually, demonstrate the improvements made by the discrete-valued
inversion, recovering sharp boundaries between the three units. When the recovered models
from each hypothesis were compared, specifically when displayed together, the coincident
regions of recovered mineralization and siltstone provided a confidence measure on the spatial
extent these units. Through the hypothesis testing work flow I was able to explore the model
space, narrowing the range of possible physical property values, interpreting the volumetric
extent of each unit, and quantifying an uncertainty in my interpreted geobodies for each
unit. By extending the discrete-valued inverse formulation to IP, I have provided a new
tool for common IP applications, and shown the benefits which the method can provide.
The necessary expansion of the discrete-valued inversion for use with the Mt. Isa IP data,
further demonstrates the versatility of the inversion, beyond requiring prior information for
additional knowledge from interpretation.
In this thesis, I have developed a computationally efficient approach to approximate a
discrete-valued inversion using guided fuzzy c-means clustering. Fuzzy clustering mitigates
the propagation of uncertainty in the a priori discrete physical property values into the
recovered model. This inversion methodology requires multiple weighting parameters to
balance the components of the traditional inversion with the clustering terms. I have devel-
oped an inverse work flow to determine these weighting parameters. Using the inverse work
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flow, I successfully applied the discrete-valued inversion to multiple geophysical data types,
including gravity, gravity gradient, and induced polarization, and recovered physical prop-
erty models with sharp boundaries and target values. Different applications of this inverse
method have shown the feasibility and flexibility of the guided FCM clustering approach
in the number of clusters distinguished, with spatially varying cluster centers, and in cases
where there is no site-specific prior physical property information. Beyond feasibility, these
diverse examples have demonstrated the strengths of discrete-valued inversions, beyond the
recovery of sharp boundaries and target physical property values. The discrete-valued in-
version incorporates known or estimated prior values and provides more knowledge from the
interpreted recovered model, than the traditional inversion approach. This method serves as
a tool to balance the physics of a geophysical response, measured data, prior information,
uncertainty, and most importantly human intuition, to gain as much knowledge as possible
from a geophysical data set through the recovered subsurface model.
Discrete-valued inversion has the potential for a broad impact within exploration indus-
tries and earth sciences. This inverse formulation presents an opportunity to combine geo-
physical data and prior geologic information in an area of interest, without requiring further
data collection. By formulating the discrete-valued inversion using guided FCM clustering,
the method is applicable to a wide range of problems, including large scale data sets and
areas with or without discrete features. The discrete-valued inversion requires a good under-
standing of the geologic setting to appropriately designate the goals to be achieved through
the recovered models. While I have recommended a set of parameters that the recovered
model should fit, these values are flexible and problem dependent. Discrete-valued inversion
does require more computation time than a traditional inversion approach, but it has been
implemented in such a way that a majority of the time does not require user interaction.
While time is money, the cost associated with advanced information extraction such as per-
forming the discrete-valued inversion is far less in comparison to the cost of geophysical
surveys or drilling operations. Furthermore, the value of information obtained about sub-
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surface structure and the subsequent value of potential resource discovery would in general
far exceed the cost of extra computation associated with the discrete-valued inversion.
5.1 Future research directions
The overarching goal of this thesis was to improve recovered physical property models
from inversion and facilitate advanced interpretation. In the future, I hope that the guided
FCM clustering approach to discrete-valued inversion is expanded to a variety of geophysical
data types. Using these inverse formulations, the method can then be applied to improve
physical property model interpretation across a number of geophysical industries. The guided
FCM clustering inversion is currently formulated such that it can be added to an existing
inversion algorithm. In an effort to expand the discrete guided FCM clustering inversion, I
hope to incorporate the code that I have produced into an open-source code library.
Even with the ease of application of guided FCM clustering to many geophysical methods,
the recovery of a physical property model is not a simple task. Through the formulation
of my inverse work flow I have decreased the computational complexity of the weighting
parameter search. I would like to formulate an automated version of the inversion work
flow and parameter determination tasks. This automated work flow would begin with a
traditional inversion, without the clustering and perform a β search, identifying the optimal
β and recovered model. A secondary β and model that overfit the geophysical data would be
identified and provided as initial parameters to the clustering inversion, accommodating the
regularization provided by the addition of clustering. A coarse parameter sweep over a large
range of values would be conducted, and the resulting parameters (data misfit, clustering
terms, and rms errors) evaluated. If the search produces a model where the target values are
satisfied within their uncertainties, the recovered model is final. Otherwise, a region with
the best fit is identified, and a smaller range of values is swept over. This process would
repeat until the optimal recovered model was found. By automating the inverse work flow,
the method becomes more user-friendly, and requires the user to spend less time focused on
running multiple clustering inversions.
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Additional studies that may prove useful and informative include the investigation of
initial parameters and constraints provided to the clustering inversion. One study could
examine the impact of the initial model provided to the clustering, specifically on the re-
covered model and computation time required for the minimization. In my experience, the
initial cluster center values provided to the inversion have an impact on the recovered model,
but the quantification of this impact was outside the scope this work. Other studies of ad-
ditional constrained inversion methods could be combined and tested, including non-zero
reference models, bounds at or beyond the target cluster centers, and different model-norm
measures. Finally, other work would be beneficial in the estimation of target cluster centers
and uncertainties in regions where no prior information exists. Through these and other
potential studies, I hope that the guided FCM clustering approach to discrete-valued inver-
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The total objective function (equation 3.10) is minimized using a process of sequential
minimization outlined in detail in Maag and Li (2018). This process begins by initializing a
continuous (0-1) model, τc, cluster centers v, and membership function u. For each iteration,
the cluster centers are updated first, followed by the membership function, and finally the
model. This continues until the inversion has reached the specified convergence criteria.
With the addition of the clustering, the total objective function now contains three
weighting parameters: β, λ, η, used to balance the four components of the total objective
function corresponding to the goals set for the recovered model. To determine these weighting
parameters, we follow the inverse workflow developed in Maag and Li (2018), shown in
Figure A.1. The first step in the workflow is to identify an initial value for the Tikhonov
regularization parameter β. This is done by inverting the data without clustering, i.e. λ = 0,
the same inverse formulation as Method 4. The regularization parameter is determined based
on the uncertainty in the geophysical data, in this case gravity gradient. It can be chosen
using previously proven methods such as the discrepancy principle (Parker, 1994), if the
noise is known prior to inversion, or the l-curve (Hansen, 1992), if noise is unknown.
The second step in the inverse workflow is a parameter sweep over several different values
of λ and η. The sweep typically uses the initial value of β and the recovered model from
Step 1 as the initial model. The clustering term serves as a form of regularization on the
inversion and in some cases, specifically field examples, we find that using a β and initial
model that over fit the data helps to identify the weighting parameters quicker. To identify
the initial values of λ and η, the values of the data misfit φd (equation 3.2), clustering term
FCMc (equation 3.12) and guiding term FCMg (equation 3.13) are all plotted as functions
of λ and η. A set of parameters is chosen based on the inversion that has a data misfit value
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Figure A.1: Inverse workflow developed by Maag and Li (2018) to determine the values of
the weighting parameters β, λ, and η.
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closest to the target value, while minimizing the clustering and guiding terms.
Step 3 adjusts the weighting parameters to fit both the geophysical and physical property
data within their individual noise levels. Inversions are run using values close to the λ and η
found in the second step along with the β found in Step 1. We use an initial model equal to
that originally found in Step 1. To satisfy the goals set for the recovered model we monitor
three parameters throughout Step 3. First, we continue to match the data misfit to the
target value, fitting the geophysical data within its noise level. We also calculate the rms







(τc,j − tk)22, (A.1)
which measures the distance between the value of the model parameter belonging to the
kth cluster τc,j and the target cluster center value tk. The distance measure is summed over
all model parameters within the kth cluster Ck then normalized by the number of model
parameters within the kth cluster Mk. The number of model parameters in each cluster is
determined based on the membership function ujk for each model parameter. Each model
parameter is assigned to the cluster with the highest membership value. We try to match
the rms error of each cluster to the uncertainty value of each individual target cluster center.
In some examples the first three steps are capable of finding weighting parameters to
produce a spatially cohesive model with distinct units that fits both the geophysical and
known density contrasts. In examples where this is not possible, Step 4 is required. Step 4
again adjusts the weighting parameters β, λ, and η by running inversions starting with the
parameters found within Step 3 and the recovered model from the clustering inversion as the
initial model. Once a final set of parameters has been determined and a model recovered, Step
5 may be used. The process of defuzzification assigns each model parameter to the cluster
with which it has the highest membership function value (Pham, 2001; Miyamoto et al.,
2008). The model parameters are then reassigned the values of the target cluster center
for the cluster to which they belong. While this process can guarantee sharp boundaries
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between the salt and sediment, it eliminates the fuzzy regions that provide the location of
uncertainty within the model. For this reason Step 5 is optional and is not used within this
paper.
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