1. Suppose that <f>(x) is non-negative and integrable in (0, 1), so that it is measurable and finite almost everywhere. If M(y) is the measure of the set in which (¡>(x) ^y, M(y) is a decreasing function of y. The inverse «J of If is defined by ${M(y)\ =y, and $(x) is a decreasing function of x defined uniquely in (0, 1) except for at most an enumerable set of values of x, viz., those corresponding to intervals of constancy of M(y). We may complete the definition of <j>(x) by agreeing, for example, that
at a point of discontinuity.
We call $(x) the rearrangement of <p(x) in decreasing order.
The following theorem which is important for its functiontheoretic applications
is due to Hardy and Littlewood [l] . The theorem may be stated in two equivalent forms. is integrable in (0, 1), and that (1) ®
for 0<*al. In this paper I prove Theorem 2, from which Theorem 1 may be deduced. Firstly, we shall prove Theorem 2 for the special case where (0 for 0 < t < a, (2) s(t)=sa(t)= {. . --{1 for t > a.
In this case, if we rewrite Theorem 2, it is required to prove that Let fi(t) be the decreasing rearrangement of /(/) within the above two intervals. Then, applying Lemma 2, we have
We have thus reduced the case from re intervals to (re -1) intervals.
Repeating the process a further (re -2) times we arrive at /(/) defined in the single interval (0, mS), and have -f" k(-^-)f(t)dt> a mS Jo \mS/ which proves (6).
Thus we have proved the theorem for the special case (2).
Since s(t)
is an increasing function of /, we may approximate to it uniformly in any finite interval (0, N) by the sum of a finite number of functions of the type sa(t). The deduction of Theorem 2 from the special case considered above is apparent.
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