In general, the act of teaching in universities of the numerical methods of electromagnetic field simulation is a rather difficult action. In order to facilitate this act, it is necessary to use modern didactic means that complement the classical ones, so that the students understand in an interactive manner the method, the algorithm and its implementation into a programming language. This paper proposes a didactic method able to facilitate the understanding of numerical methods in electromagnetism. It's about of a didactic application with graphical interface, programmed using the Guide Matlab to simulate the electromagnetic waves propagation through various environments and applying the finitedifference time-domain method (FDTD).
I. INTRODUCTION
The computer-assisted training is a modality of students' individual education using computer software that guides step-by-step the student's path to knowledge by his or her own effort and pace of understanding [1, 2, 3] . In the modern teaching, it is successfully used the illustration of various aspects using computer-aided applications with graphical interface that are instructional activation methods treated by the general didactics as distinct methods [4, 5, 6, 7, 8] . When teaching the numerical methods for the determination of the electromagnetic field, the computer-aided application with graphical interface enables the interactive access to the theory of the method, the design and implementation of the basic algorithm into a programming language accessible to the students, the design and implementation of certain material propagation environments, implementation of some source models and, last but not least, the visual simulation in time and space of the propagation phenomenon whose evolution is hardly accessible to direct observation.
For example, as numerical method used for the electromagnetic field determination, we chose the finitedifference time-domain method (FDTD) [9, 10, 11, 12, 13, 14, 15] used in the analysis of electromagnetic field interaction with the matter, and the implementation of the computer-aided application with graphical interface was made using the GUIDE Matlab tool [16, 17, 18, 19, 20, 21] . The FDTD method is based on solving the Maxwell's equations in differential form. Basically, the method consists of replacing the differential equations with finite difference equations [9] , [13, 14] . The best known implementation of FDTD is the Yee algorithm [9] , [13, 14] , in which the space is discretised into a cubic grid, in whose nodes the environmental properties and the value of the electric/magnetic field are memorised. The spatial and temporal derivatives are replaced by central differences. To update the electromagnetic field at each point in space, we use a leap-frog algorithm (interleaving in time of the E and H components). The excitation applied at the initial time is known, and the time evolution of the electromagnetic field is going to be calculated [9] , [13, 14] .
In an FDTD analysis of the electromagnetic field, the following aspects should be considered in particular [9] , [13, 14] : accuracy of results, numerical dispersion and algorithm stability. A method is considered to be accurate if the numerical solution is very close to the exact solution. Generally, there are 3 types of errors that affect the accuracy of a result: modelling errors, discretisation errors, and rounding errors. The numerical dispersion is caused by space discretisation. The discretisation leads to the emergence of new spectral components that propagate at different speeds. A numerical solution is stable if it produces a bounded result for a limited input variance. The numerical accuracy, dispersion and stability are influenced by spatial and temporal sampling resolutions. The spatial resolution must be less than
the minimum wavelength propagating in the analysed field). The temporal resolution is selected later, ensuring the numerical stability of the algorithm. The memory       (10) By replacing (8), (9) and (10) in (1) and (2), we obtain:
The equations (11) and (12) are rewritten using the projections on the coordinate axes:
The equations (13) and (18) are the basis of FDTD numerical algorithm for describing the interactions between the electromagnetic waves and the environments in question. , dependent on time, t, and space, x, according to a certain law. In a numerical simulation, the solution of an equation can only be an approximation of the analytical solution because of the discretisation inherent to any calculation carried out with a numerical system. Therefore, if u(x,t) is the solution of an equation, this one can be determined only in discrete points having the form ) n t , i x ( , where i = spatial index, n = temporal index. In case of expansion in Taylor series of the function ) t , x ( u around the point x i , for a given moment, n t , we obtain [9] , [13, 14] :
If the two relations are subtracted, an approximation is obtained for
By summing the two equations and dividing by   2 x  , an approximation for 
order error, occurred because the terms of the Taylor series whose order is higher than 2 have been neglected.
The algorithm is not time-dissipative, meaning the numeric waves that propagate across the grid are not mitigated over time due to the applied numerical method.
A point in the discretised space, whose coordinates are (i, j, k), will be associated with the
A function dependent on time and space will be written as follows:
where: t  = temporal increment, assumed to be uniform within the observation interval; n = integer number; z , y , x    = space increments on the three directions of the coordinate system; i, j, k = integer numbers.
Thus, if we consider the derivative of u with respect to x, evaluated at the moment t n n t   , it will be written as follows, using the equations with finite differences:
The increment of ± 1/2 at the index i (on the x-axis) denotes a spatial difference of ± ½  x  . Yee chose this notation to insert the components E  and H  into the space at intervals of x  /2. Similarly, we write the partial derivatives of u with respect to y and z. The derivative of u with respect to time, evaluated at a given point in space, (i, j, k), is:
Using the above notations, the Maxwell's equations with finite differences are written as follows [9] , [13, 14] :
By the equation (26), we wanted to evaluate the Ex component of the electric field at time n, in the point whose coordinates are (i, j+1/2, k+1/2). It can be seen that all the values of the field components in the right side of the equation are evaluated at time n, including the value of the electric field Ex produced due to the conductivity  of the material. Since the values of Ex at time n are not stored in the memory, but only the values of Ex at time n-1/2, it is necessary to estimate these values. A method used to estimate Ex at time n is the socalled semi-implicit approximation (arithmetic mean):
It is assumed that the values of x E are stored in the memory at time n-1/2, but not at time n+1/2. After substituting (27) into (26) and rearranging the terms, it results:
Similarly, we can deduce the equations with finite differences to determine y E :
and z E : 
For the component y H :
For the component z H :
In the equations (28) -(33), we can see that the value of the field at a point in space, at a certain moment in time, depends only on its value at the previous moment and the adjacent values of the fields.
To implement FDTD in a region whose material parameters vary continuously with the spatial position, the following electromagnetic field update coefficients are defined and stored at the initial moment (t = 0)
The update coefficients for the electric field in the point (i, j, k): 
The update coefficients for the magnetic field in the point (i, j, k): 
C. Yee's algorithm
The numerical method developed by Yee [9] , [13, 14] , offers the possibility to determine in time and space both the electric field and the magnetic field by solving the two rotor equations. The space in which the field analysis is carried out is divided into cubic cells. As can be seen in Fig. 1 , the E  and H  components are positioned in the three-dimensional space so that each electric field component is surrounded by four magnetic field components, and each magnetic field component is surrounded by four electric field components. In the space proposed by Yee (a 3D grid), the continuity of the tangential components of E  and H  is preserved at the interface of two distinct environments, as long as the interface is parallel to one of the coordinate axes of the grid. Therefore, there is no need to specify the boundary conditions at the interface, but the permittivity and permeability must be specified at each point where the field is calculated. Although the Yee algorithm only uses Maxwell's rotor equations, the delivered solutions satisfy implicitly the other two equations (the relations (3) and (4)) due to the location of the E  and H  components in the Yee grid and the operations with central differences performed [9] , [13, 14] . manner [9] , [13, 14] , as can be seen in Fig. 2 . Thus, the E 
D. Electromagnetic field source modelling
In FDTD, we can use as field sources a wide variety of signals [9] , [13, 14] . The most commonly used are the sinusoidal signal and the Gaussian pulse.
Example of "hard" 1D sinusoidal source:
In order to reduce the error, it is used the so-called "soft" sinusoidal source, if the source signal of interest from the source point is added to the previous value of the field.
The integration step is selected in line with the frequency of the field source.
Example of "hard' 1D Gaussian pulse:
E. Boundary conditions, Yee cell size and stability criterion
The boundary conditions refer to what happens to the field component values at the boundaries of the integration domain. The problem does not exist in the limited space, such as a waveguide, a resonator, etc.,
where we need to model a region that includes an inner field.
In some problems, it is simulated the propagation of the electromagnetic field in open space. In these cases, since our simulation region needs to be limited, we must find a way to "simulate" the open space. These open space limit conditions are called "Radiation boundary conditions" (RBC) [9, 10, 11, 12, 13, 14, 15] or "Absorption boundary conditions" (ABC). The ABCs are necessary to avoid the field reflections on the walls of the integration domain. The most common set of ABC conditions was introduced by J. P. Berenger, named PML (Perfectly Matched Layer) [9, 10, 11, 12, 13, 14, 15] . In case of PML conditions, between the analysed field and the boundary (which remains perfectly conductive) it is inserted an absorbent layer with variable conductivity (the sigma increases linearlyor based on another lawtowards the edges of the domain). Thus, if the absorbent layer is sufficiently thick, the waves reaching the end of the domain will be greatly attenuated and the reflections negligible.
Regarding the size of a 3D cell in the Yee FDTD algorithm, it must be small enough to enable obtaining the solution with good accuracy in the case of maximum frequency of interest. The spatial resolution (the distance between 2 successive points) must be selected so that the electromagnetic field does not change significantly from one point to the next one. The spatial resolution or sampling step is a fraction of the minimum wavelength propagating in the grid. To ensure the numerical stability of the algorithm, it is necessary to satisfy a relation [9, 10, 11, 12, 13, 14, 15] between the spatial and temporal increments, t  . In case of constant  and  , the numerical stability is obtained if:
where: max v = maximum propagation speed in the grid.
If  and  are varying, it is more difficult to obtain a stability criterion. The condition (45) imposes restrictions on the temporal increment for the spatial increments.
Once the spatial increments have been set, the temporal increment is selected so as to ensure the numerical stability.
If the propagation occurs only in the x-axis direction, Thus, in the editing fields of the first panel, the length of the propagation domain and the number of spatial steps required for the modelling of the propagation domain and numerical integration are entered. Then, a radio button group is used to select the environment type (conducting, dielectric or magnetic), with variants of environmental models. When selecting a model, a panel with editing fields at the bottom appears to be active, enabling the user to enter the properties of the model in question - Fig. 6 . By pressing the button "DATA AND GRAPHIC UPDATES", we can verify the data integrity, and the charts of relative electrical permittivity, relative magnetic permeability and electrical conductivity versus distance are shown on the right side - Fig. 6 .
In the case of the dielectric environment, the following models have been designed [10] : dielectric window, dielectric window with smooth transition, dielectric discontinuity, sinusoidal dielectric, and dielectric with losses. For a conducting environment, the following models have been designed: conducting window, conducting window with smooth transition, half conducting space.
We exemplify the implementation for the conducting environment models -Figs. 6 -8: We can exit from the interface of the one-dimensional model, and by pressing the button "SIMULATION" we reach the interface for the interactive presentation of electromagnetic wave propagation through the environment in question. It is shown the interface for simulating the one-dimensional FDTD - Fig. 9 , for the "conducting window" environment model. As you can see, the parameters for spatial integration are transmitted from the environment interface. The spatial step, temporal step and Courant number will be calculated and displayed (that's why at initialisation they appear as blocked fields). The required values are entered into the editing fields and, by pressing the "SIMULATION" button, we can verify the integrity of data, and the Yee's algorithm is running. The results are presented graphically, in an interactive way - Fig. 9, 10 Note that (Fig. 13 ) the student can access the code behind the interface at any time by opening the file in the "Open in GUIDE" design mode with the "Editor" option. The paper presents a didactic application with graphical interface programmed in Matlab for numerical modelling of the interaction between the electromagnetic field and the matter using the finite-difference timedomain method (FDTD), the one-dimensional case. The method is based on solving the Maxwell's equations in differential form. Basically, the method consists of replacing the differential equations with finite difference equations. The implementation of the FDTD method is based on the Yee algorithm. The application can be used as educational software for the disciplines focused on the numerical methods used to determine the electromagnetic field. It is expected the application to be extended by treating the bi-directional and three-dimensional electromagnetic field propagation cases. Analogically, such teaching interfaces can be made for any course subject to which they fit.
The advantages of using a teaching application with graphical user interface focused on a course subject consist of: active analogical reasoning based on the interactivity of actions, establishing the particular-general and concrete-abstract relationship, facilitating the understanding of the algorithm through interactive viewing of its implementation, real-time visualization of the result of implementation -propagation of the electromagnetic field through the environment in question.
The use of modern teaching methods increases the motivation of students and attractiveness of the courses. The role of the teacher in teaching -learning -evaluation remains still remarkable, and the limits of computerassisted training can be compensated by alternating the methods and including compensatory methods in the same course.
The proposed method is used by a university year at the Hunedoara Faculty of Engineering and presents a didactic success based on attractiveness, ease of use and understanding.
