Testability is the probability whether tests will detect a fault, given that a fault in the program exists. How efficiently the faults will be uncovered depends upon the testability of the software. Various researchers have proposed qualitative and quantitative techniques to improve and measure the testability of software. In literature, a plethora of reliability growth models have been used to assess and measure the quantitative quality assessment of software during testing and operational phase. The knowledge about failure distribution and their complexity can improve the testability of software. Testing effort allocation can be made easy by knowing the failure distribution and complexity of faults, and this will ease the process of revealing faults from the software. As a result, the testability of the software will be improved. The parameters of the model along with the proportion of faults of different complexity to be removed from the software have been presented in the paper .We have used failure data of two object oriented software developed under open source environment namely MySQL for python and Squirrel SQL Client for estimation purpose.
INTRODUCTION
Software applications are fastest growing trend in the virtual world and the possibilities regarding the features and functions provided by a specific application is generating tremendous interest amongst a vast number of people around the globe. As the interest grows, so does the demand for application. Since development of large software products involves several activities which are need to be suitably coordinated to meet desired requirements. Hence in today"s world the importance of developing quality software is no longer an advantage but a necessary factor. Software testing is one the most powerful methods to improve the software quality directly.
The rest of the paper is organized as follows: Section 1.1 of the paper deals with the theoretical approaches of testability. Section 1.2 gives a state of the art position of the work done in the area of measurement and improvement of testability of the procedural and object oriented software system. Software reliability growth models which is used for finding failure distribution and fault complexity of software is described in section 2. Section 3 describes Data Sets along with sample of bug reported data. failure . The impact of value of parameter of reliability growth models on improving testability is described in section 4. Conclusion of the paper and future research direction is given in section 5.
Testability of Software
The IEEE Standard Glossary of Software Engineering Terminology" defines testability as"(1) the degree to which a system or component facilitates the establishment of test criteria and the performance of tests to determine whether those criteria have been met, and (2) the degree to which a requirement is stated in terms that permit establishment of test criteria and performance of tests to determine whether those criteria have been met". Testability is one of the major factors determining the time and effort needed to test software system. It is costly to redesign a system during implementation or maintenance in order to overcome the lack of testability. There are so many methodologies of software development that it is difficult to list specific or stringent rules for creating testable software. Just like testing should occur from the very beginning of a project, project artifacts should be reviewed for testability from the beginning as well. The most common definition of Testability is ease of performing testing [14] . This definition has its roots in testing and is usually defined in terms of observability and controllability. Binder defines these two facets of testability succinctly [5] :"To test a component, you must be able to control its input (and internal state) and observe its output. If you cannot control the input, you cannot be sure what has caused a given output. If you cannot observe the output of a component under test, you cannot be sure how a given input has been processed." Based upon these definitions, it is intuitive how controllability and observability impact the ease of testing. Without controllability, seemingly redundant tests will produce different results. Without observability, incorrect results may appear correct as the error is contained in an output that you are unable to see [8] .
Related Study on testability:
Testability is not an intrinsic property of a software artifact and cannot be measured directly (such as software size). Instead testability is an extrinsic property which results from interdependency of the software to be tested and the test goals, test methods used, and test resources (i.e., the test context) [15] . A lower degree of testability results in increased test effort. In extreme cases a lack of testability may hinder testing parts of the software or software requirements at all. Measuring testability is a challenging and most crucial task towards estimating testing efforts. Several approaches like model based testability measurement, program based testability and dependability testability assessment has been proposed. Also a number of metrics on testability measurement have been proposed, however these are applicable only in later stages of software development. Voas and Miller [4] proposed semantic metric, the \domain to range ratio (DRR): the ratio of the cardinality of the possible inputs to the cardinality of the possible outputs to indicate the testability of program early in software development process. The DRR gives important information about possible testability problems in the code required to implement specification and can help developers focus analysis and testing resources on the parts of the code that most need them. They devised a model that quantifies testability on the basis of sensitivity analysis. Gupta and Sinha [6] presented the testability measures in terms of observability and controllability and recapitulate the probe mechanism for building observability measures. Jin-Cherng, Pu-lin, & ShouChia [7] proposed a technique called Test Condition Oracle of software design for testability in order to reduce the testing effort and improve the software quality. The technique involves the testing characteristics of data and functions of the program into the source code to guard against the program faults. It promotes the software testability in programming step. Bruce and Haifeng [2] proposed a preliminary framework for the evaluation of software testability metric. They formulate a set of guidelines in object oriented design to improve software quality by increasing their testability.
Binder [5] did a novel work highlighting the need and significance of software testability in system development. He argued that a more testable system may provide increased reliability for a fixed testing budget. He proposed a fishbone model representing the key factors of testability. Bruntink and Deursen [1] define and evaluate a set of metrics for assessing the testability of classes of a Java system. They evaluate a set of object oriented metric with respect to their capabilities to predict the effort needed for testing. Mouchawrab, Briand, & Labiche [23] proposed a framework to assess testability of design modeled with the UML. They also proposed a set of operational hypotheses for each attribute that can explain its expected relationship with testability; but the hypotheses are not empirically validated. Jungmayr [24] proposes a measurement of testability from the point of view of the architecture of the system, by measuring the static dependencies between the components. Software testability can be improved during different phases of software development life cycle.
Estimating testability requires knowledge about population faults [13] . The bugs lying dormant in the software affect the progress of testing and hence testability of the software. Software faults can be introduced during any stage of software development life cycle. Software faults introduced during different phases are not of similar complexity and hence, efforts need to remove those faults are also of different level. The knowledge about remaining faults and their proportion of different complexity will help in allocating testing effort and resource management. As the knowledge about failure distribution and proportion of fault complexity grows, so does the testability of the software increases.
In the following section, we determine fault complexity and their proportion yet to be removed from the software using reliability growth models.
INTRODUCTION TO SOFTWARE RELIABILITY GROWTH MODELS
Software reliability engineering techniques play a central role in the planning and control of software development projects. In particular, it is important to document the time and nature of bug occurrences and their correction time throughout the design and implementation phases as well as during the formal testing phase. Software reliability engineering works by applying two functional ideas. First, it delivers the desired functionality for the product under development much more efficiently by quantitatively characterizing the expected use of the product and using this information to 1. Precisely focus resources on the most used and/or most critical functions. 2. Make testing realistically represent field conditions. The Software Reliability Growth Model (SRGM) is the tool, which can be used to evaluate the software quantitatively, develop test status, schedule status and monitor the changes in reliability performance. There have been many Software Reliability models developed in the last three decades. Most of these are based upon historical failure data collected during the testing phase. These models have been utilized to evaluate the quality of the software and for future reliability predictions. They have further been used in many management decision-making problems that occur during the testing phase 
III.
The probability that a failure will occur during
In practice, it implies that the second or higher order effects of t  are negligible.
IV. The probability that more than one failure will occur
Based on the above NHPP assumptions, it can be shown that the probability that [26] It is observed that the MVF is often a characteristic S-shaped curve rather than the exponential growth curve [25] . In other words, the S-shapedness can be explained by considering testefficiency improvement during the testing phases.
The MVF of the model can be defined as follows.
Inflection S-Shaped SRGM (Ohba 1984)[21]
Another S-shaped SRGM is proposed by Ohba assuming that some of the faults are not detectable before some other faults are removed. The MVF of Inflection S-shaped model can be presented as follows: 
SRGM for an Error Removal Phenomenon (Kapur and Garg 1992)[27]
This model is based upon the following additional assumption: On a failure observation, the fault removal phenomenon also removes proportion of remaining faults, without their causing any failure. [22] , describes the implicit categorization of faults based on the time of detection of fault. However an SRGM should explicitly define the different types of faults as it is expected that any type of fault can be detected at any point of testing time. Kapur et al. [19] describes flexible software reliability growth model. using a power function of testing time for defining errors of different severity In real practice, it is important to know that how many types of faults exist in the software at any time, so that different testing strategy and testing effort can be applied to remove those faults. Faults may be simple, hard, complex, more complex or even more severe. From literature survey it is clear that various software reliability growth models have been used to determine failure distribution as well as the complexity of the fault. Achieving significant improvement over testability is easier by predicting remaining number of faults in the software and moreover their type of complexity from developer"s point of view.
In this paper, we have taken two types of models, one which has been developed by a conventional approach and the other based on object oriented approach. Now, we firstly describing the model as follows in [17] Here, it has been assumed that different types of faults exist in the software from removal point of view due to the fact that different type of faults follows different growth curves.
j is the number of stages to remove a fault and n is the type of fault.It is a fact that complex software system consists of different types of faults, and different types of fault need different treatment. By incorporating learning phenomenon and assuming that the removal growth of type 1 fault which is simple in nature follows exponential curve. For other faults, which are more sever in nature, we incorporate logistic learning during removal phenomenon and these faults are depicted by different types of S-shaped curves. In the beginning, we assume that only three types of faults exist in software type 1,
International Journal of Computer Applications (0975 -8887) Volume 35-No.11, December 2011
28 type 3 and type 3 (simple, hard and complex namely) and later, we extend our modeling to n types of fault as follows in [16] .
Here GE-n is model with n type of faults,   We have considered only valid bugs which are fixed. In this section, we are describing a sample of bug reported of two object oriented software namely SQuirreL SQL Client and MySQL for Python software.
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SOFTWARE RELIABILITY GROWTH MODEL PARAMETERS AND ITS IMPACT ON TESTABILITY
In this section, we are analyzing the effect of value of parameter estimates of software reliability growth models in equation (1) and (2) . The value of parameters have been given in table 1 and table 2 .Different software reliability growth models(GE-2 to GE-6 and GE-2(Logistic) to GE-6(Logistic) gives proportion of different types of faults lying dormant in the software(p1-p6 are proportion of faults of different complexity). These software faults are of different complexity and will take different amount of time and testing effort for removal. Table 1 .1 and 2.1describes the amount of faults of different complexity yet to be remove from the software. Table 3 describes the parameter estimates of object oriented model described in equation 3 for given data sets. Table 3 .1 describes the amount of faults of different complexity yet to be removed from the software.
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Volume 35-No.11, December 2011 Faults to be  removed   p1  p2  p3  p4  p5  p6   GE-2  489  345  58  143  ----GE-3  208  64  15  0  49  ---GE-4  359  207  32  9  4  162  --GE-5  171  27  5  0  2  0  19  -GE-6  404  260  36  20  5 Figure 3 depicts graphical presentation of different complexity of faults yet to be removed from the software. Table 1 shows the estimated parameter results of the models for Data Set -1. GE-2 estimated the presence of two types of faults, GE-3, GE-4 and GE-5 estimates the presence of three types of faults and majority of them are nth type. In case of logistic removal rate GE-2 estimated the presence of two types of faults and GE-3, GE-4, GE-5 and GE-6 estimated the presence of three types of faults, however GE-6(without logistic removal rate) is not working on this data set. figure 1 . Table 2 shows the estimated parameter results of the models for Data Set-2. GE-2, GE-3 estimated the presence of two types of faults, GE-4, GE-5 and GE-6 estimate the presence of three types of faults and majority of them are nth type. In case of logistic removal rate GE-2, GE-3, GE-4, GE-5 and GE-6 esti estimated the presence of two types of faults and majority of t of them are nth type. This information about software during testing and debugging process will help project manager in deciding the allocation of effort expenditure. Based on this information, the project manager can revise his testing and debugging strategies. It will ease the process of revealing faults from the software. Therefore, testability of software can be improved.
CONCLUSION
We have presented a novel approach for improving testability of the software using software reliability growth models. We have discussed different theoretical approach for improving and measuring testability of software. The value of parameter estimates of models for given data set has been presented in the paper. The impact and applications of parameter estimates has been shown in improving the testability of software. The knowledge of proportion of bug complexity helps in improving testability. It will help the project manager in allocating testing efforts and testing tools. The proposed testability measure can be result in higher fault detection and can also be used for the determination of modules that are more vulnerable to hidden faults. In this paper we haven"t given the quantitative measure of improvement of testability but it has been shown that prior knowledge of proportion of fault of different complexity lying dormant in the software can ease the process of revealing faults. As the knowledge about failure distribution and proportion of fault complexity grows, so does the testability of the software increases.
Future Research Direction:
(i) How to quantify the improvement of testability using reliability growth models.
(ii)
How the failure distribution and fault complexity can be linked to software architecture. We will take care of these aspects in future research papers.
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