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WEIERSTRASS TRANSFORMATION 645 
where 
exp((x2 - 2ax)/4), 
M(a’ b’ x) = lexp((x2 - 2bx)/4), 
- co < x -c 0 
o<x<co. (2.2) 
The countable union of YY&~~, with the sequences a,, - a and b - b, 
both strictly decreasing to 0, is called ?Y(a, b). The dual to ?V(a, 6) denoted by 
%‘-‘(a, b), defined in ([3], p. 207), is th e subject of our paper. The Weierstrass 
transform of $(T) E ?V’(a, b) is given by 
f(s) = & (W, exp (- (’ 4 T)2 )) . (2.3) 
Since exp(-(s - ~)~/4) E W(a, b) f or a < Re s < b, (2.3) is defined for 
a<Res<b. 
3. SOME LEMMAS 
Let 
h(s, t) = (4nt)-* exp (- $) . 
To prove our main result, the inversion Theorem, we shall need the following 
three Lemmas which we shall prove in Section 5. 
LEMMA 3.1. Let C$ E ?Y’(a, b) or q5 E YKiSb and let t, u and y be fixed real 
numbers satisfying O<t<l, a<a<b and y>+. Then W,,W, and 
< y can be chosen such that &<S 
and 
h(w + it+ - io, t) (#(v), h(u + iw - w, 1)) dw 
<<exp(q), 
(3.1) 
h(w + it+, t) h(a + iw - w, 1) dw 
>I 
<rexp(T). 
(3.2) 
LEMMA 3.2. Let # E %‘-(a, b) or q!~ E 9’& and 4 E V(a, b) or C$:E ?‘Y&. 
Then we can choose WI , W, such that 
646 
- t) dr 
>I 
< E. (3.4) 
in w(a, 4, (3.5) 
Remark. Lemma 3.3 is the only step in the proof in which we could not 
replace w(a, 6) by %& . 
We shall also need the following basic Lemma proved by A. Zemanian 
([2] p. 1092). 
LEMMA 3.4. Let +(T) E Limb, 4(x) a smooth function on the interval 
A < x < B and let e(r, x) be a smooth function on - CO < r < CD, A < x < B 
such that for every non-negative integer n 
(3.6) 
uniformly for A < x < B. Then: 
6’) .f; 4(x) ‘%T, x) dx E rtlr,,b . 
(b) (f(T), e(T, X)> is a continuous function on A < x < B. 
cc) (f(7), .th~)@~,X) dX) = $+xX> <f(d, %X)> dx. 
4. THE INVERSION FORMULA 
The inversion of the Weierstrass transform is given by the following theo- 
rem. 
THEOREM 4.1. If 4 E W’(u, b), f is dejned by (2.3) und a < CJ < b, then 
for each # E W(a, b) 
m lim 
(S t-1- --m 
k(w + itrr - ia, t) f (u + iw) dw, #(T)) = (#(s), #( *)), (4.1) 
where 
k(s, t) = (bt)-* exp (- $) and 
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Proof. Following Zemanian ([2] p. 1098) we shall show that for 0 < t < 1 
(S m k(w + it?- - iu, t)f (u + iw) dw, yqT,> (4.2) --m 
=(j-= k(w+‘t” z T - iu, t) (d(v), k(u + iw - v, 1)) dw, a,h(r)) (4.3) 
--m 
= 
cc s 
4(w), 1, k(w + it+ - iu, t) k(u + iw - o, 1) dw) , #(T)) (4.4) 
= <Cd@), WY7 - ~3 1 - 0) #(T)> (4.5) 
= <+(u), <@‘T - 0, 1 - t), $@)>>I (4.6) 
and we shall complete the proof by showing that 
in W(a, b). To prove our theorem we shall justify the steps mentioned above. 
For a fixed u satisfying a < u < b we have, using Theorem 7.3.5 of ([3] 
P. 213), 
If (u + i4l < eWa’4B(I w I) (4.7) 
where B( 1 w I) is a polynomial that depends on a (in fact we can use a B( 1 w I) 
that holds uniformly for all a E: [CX, /3] where Q < 01 < u < /3 < b). Therefore, 
we have 
I 
m 1 k(w j- itYT - ’ ZU, t) f (u + iw)l dw 
--m 
< pw-+ exp [ 
(PT - u)” 
4t ] Sy, exp [ws(l 4 @)I WI W I) C&J 
G W exp [
(tYT - U)2 
4t ] . 
Since t)(T) E W(a, b) implies $b(T) E W=,s for some (Y, /3 with a < 01 < /3 < b, 
(4.2) is meaningful because 
s 
m 
exp $ [t2y-1T2 - 2tY-1TU] #(T) dT < 00 
-co 
for y > +. (The analogous statement for the classical formula, that is, for 
y = 0, is not valid). Substituting (2.3) in (4.2) we get (4.3). The hypothesis 
Z/(T) E #‘(a, b) implies that for some 01, /3 satisfying a < OL < fi < b, we have 
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#(T) E W$ . Therefore, using (3.1) and (3.2) of Lemma 3.1 we see that it is 
enough, in order to justify the passage from (4.3) to (4.4), to show only 
s W-4 z w1&J+ ‘t + - iu, t) ($(o), k(u + iw - v, 1)) dw 
(4.8) 
wz 
Wl 
Lemma 3.4 which applies here since 4 E W,& for any (Y, p satisfying 
a < a < /3 < b, yields (4.8). 
To prove that (4.4) is equal to (4.5) we use Lemma 7.4-3 of [3], p. 219, 
where for x we substitute ~7. 
To prove that the passage from (4.5) to (4.6) is proper we shall show first 
that 
j;; #(T) (#J), k(t”7 - w, 1 - t)) dr = (q+), j;: I+) k(t’+ - u, 1 - t) d$ 
(4.9) 
for all finite WI and W, . This result follows from Lemma 7.4-l of [3] where 
for O(T, x) we have K(t ~7 - VI, 1 - t) with variables v and 7 instead of T and x 
respectively. Combining (4.9) with (3.3) and (3.4) of Lemma (3.2) we can 
show that (4.5) is equal to (4.6). 
To complete the proof we apply now Lemma 3.3 which implies that in 
%‘(a, b) (k(t~ - V, 1 - t), $(T)) tends to #(v) as t + 1 -, and therefore 
(4.6) tends to (I, #(v)) for all $(v) E %+‘-‘(a, b). 
5. PROOFS OF LEMMAS 3.1, 3.2 AND 3.3 
Proof of Lemma 3.1. Straightforward computation yields for fixed t and u 
k(w + it? - iu, t) $ k(0 + iw - 0, 1) 
< exp [ (- wyt-1 
- 
1) 
02 
(5.1) 
- 
+ 
2uzJ 
+ 
e-172 - 
4 2&-17) I Q&G 03 4 
where Qlz(w, v, t) is a polynomial in w, v and T with coefficients that depend 
on t and u (but the coefficients are bounded when t satisfies t < t, < 1 and 
o belong to a compact set). The inequality (5.1) implies that g(v) defined by 
g(v) = /jwl + j”,./ k(w + ityr - iu, t) k(u + iw - v, 1) dw 
--a 
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satisfies g(w) E ?V& for all pairs (01, fi) for which 01 < u < /X Since 
+(v) E %-‘(a, b) implies $(t) E ?V& for any 01, /3 satisfying a < 01 <p < b (in 
case +(w) E wk,b , (u, b) takes the place of (a, j?)) we can write (4(v), g(v)) 
where + E %‘-& and g(v) E wa,a for the same pair (01, /I) that now satisfies 
a < (Y < 0 < jI < b. As is well known [3] we have 
where /j g l]D,o,B is the norm defined in (2.1) in which 01 and p replace a and b. 
In the inequality above both C and p are independent of g. To estimate 
II g II D,a,B we write, 
/I &)ll p,a,B = M(a, /3, v) exp ( - ” c 20V ) exp ( t2Y-172 4 2tv-1 ) 
exp( - zu2(t-l - 1)) QJzu, TJ, T) d7. 
Recalling that M(ol, /3, V) exp((- co2 + 2av)/4) < 1 it is clear that such 
W, , W, and 8, satisfying 26 - 1 > 2y - 1 > 0, can be chosen so that 
II g(v)ll ..“.a<$exp(q) 
which complete the proof of (3.2). Th e p roof of (3.1) follows the estimate of 
f(u + iw) in (4.7) an d consideration similar to those used to prove the con- 
vergence of (4.2). 
Proof of Lemma 3.2. Following the proof of Lemma 3.1 stepwise we 
obtain the proof of this Lemma with some differences in computation. 
Proof of Lemma 3.3. T o p rove our lemma it is enough to show existence 
of 01, /3 satisfying a < 01 < /3 < b for which 
i$ (I)(T), k(Pr - 0, 1 - t)) = $(v) in ti& . (5.2) 
Since #(T) E‘ #‘(a, b) there exist A, B satisfying a < A < B < b for which 
$44 E %.B ’ We shall show that for any pair (Y, /3 satisfying 
a < 01 < A < B < p < b (5.2) will be valid. To prove (5.2) it is enough to 
show that for any n 
liei- M(cL, p, v) j g (c+(T), k(PT - 0, 1 - t)) - @n)(n) / - 0. (5.3) 
Choosing R big enough we have since a < 01 < A < B < p < b 
for -u I [- R RI. 
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Furthermore for R big enough and t 3 t, we shall show that 
Mb% 64 j $ Q(T), K(t+ - v, 1 - t)) / < E 
We can write 
for v $ (- R, R). 
(5.4) 
-$ (I)(T), k(tv - v, 1 - t)> = (#(7), (- 1)” W(Pb - v, 1 - t)) 
= t”qp’(T), k(PT - v, 1 - t)>. P-5) 
Obviously above yields (5.4). T o p rove (5.3) we should just show now that for 
VE(-R,R) 
T - 0, 1 - t)) - $‘“‘(V) j = 0 (5.6) 
which by using (5.5) is straightforward. 
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