Abstract
Introduction
Myocardial ischaemia is one of the most common fatal diseases of the western industrial world. It is a heart problem which is caused by the lack of oxygen and nutrients to the contractile cells (muscles) and leads to dangerous arrhythmias and myocardial infractions. The methods which are employed to detect myocardial ischaemia are based on the measurement of blood flow and oxygen supply of the heart. Two of these methods are coronary angiography and exercise test which are either very expensive or very exhaustive for the patients . These are the reasons why these methods are applied only to high risk patients.
Myocardial ischaemia can also be detected from the abnormalities that are depicted in the ST segment of the electrocardiogram (ECG) despite the fact it does not contain any information about the blood flow and the oxygen supply of the heart [2] . This method is cheaper than coronary angiography and demands less effort from the patient than the exercise test. Nevertheless, we should bare in mind that apart from myocardial ischaemia the abnormalities that are observed in the ST segment of an electrocardiogram can be also the result of many other factors such as changes in the heart rate, the position of the subject, noise in ECG.
The development of a classifier that will be able to identify whether the changes in the ST segment are caused from ishaemia or from other reasons, was the challenge of Physionet and Computers in Cardiology of 2003.
The Long term ST Database (LTSTDB) was used for the purposes of this challenge. LTSTDB contains 86 records of 19-26 hour ECG, 43 of these records are available from Physionet as a training set for the algorithms which were developed to detect ischaemia.
In each one of these 43 records the significant ST episodes were specified. The procedure which was used in order to determine these episodes is [3] : a) an episode begins when the ST deviation exceeds the 50µV b) the ST deviations must reach a threshold value V min for a period of time T min c) the episode ends when the ST deviation becomes less than 50µV continuously in the following 30 seconds Three different protocols were used to define whether these events were ischaemic or non-ischaemic according to different combinations of the values V min and T min . The protocol which was used for this paper was the protocol b. The values of V min and T min for that protocol were 100 µV and 30 seconds respectively. Using these values of V min and T min we located 1772 episodes in the LTSTDB, 1369 of which were non-ischaemic and the rest 403 were ischaemic.
In this work we also used the Physionet annotation files in order to be determined the J point of the beginning of each episode, the position of the R peak and the values of the ST deviation for each episode.
The remainder of this paper is set out as follows: The next section contains a brief description of the methods which were used in order to obtain the results. The third section contains the results. In the last chapter there is a discussion over the methods which were used, a 
Methods
For each available episode of LTSTDB the signal from the J point of the first beat to 80 ms before the next R peak was extracted. When the duration of that segment was less than 70 ms then the remaining signal was padded with zeros. In the case of the duration being more than 70ms then the signal of the first 70 ms was extracted. Our initial data set was 1772 segments of the first beat of each episode. The first four principal components which represented at least the 90% of the variance of this dataset were extracted.
Two more features were used. The value of the ST deviation ( ST) at the beginning of each episode and a combination of ST and the duration of each episode ( T), inspired from Langley's algorithm [1] . T is the difference between T e and T s , where T s is the time at the beginning of each episode, and T e can be computed as follows.
If the value of ST is greater than the value V thres =50 mV then the value of T e is the time of the starting point of a time interval where the value of ST will be less than V thres for at least 40 seconds. If ST is smaller than the threshold value then T e = T s and T is equal to zero. Figure 1 depicts a schematic representation of the procedure that is used for the determination of .
Figure 1-T extraction procedure
So we concluded with six features the four principal components of the initial dataset, ST and T. These constitute the 1772 observations of the dataset, one for each episode of the LTSTDB.
The MLP is a feed-forward neural network. For N number of input units, H hidden units and K outputs the formula of the MLP is the following: Since we have defined the distribution of the weights and the error function we can determine the form of the output distribution. The output will have the following form:
where g is the logistic activation function. An approximation of that integral proposed by Mackay is the following: others [6] . That can be achieved by setting a different hyperparameter to each variable. Since the hyperparameter is equal to the inverse of the variance, low values of indicate a greater variance of the distribution of weights. That is essential because wider distributions mean that the range of the weights for the specific variable will be wider. Whenever the neural network allows the weights to have a high value, that indicates the importance of these weights for the final result, as they will dominate the output of the classifier in contrast to the other variables that have smaller values. So we can determine which of the features are more important by comparing the values of the corresponding hyperparameter [7] . There is no impartial approach to deciding which hyperparameter represents an important variable and which corresponds to a non significant feature, especially in the case of variables having different mean and variance. That is the reason why in ARD method the variables which are used are preferred to have zero mean and unit variance.
From the 1772 observations the 886 were used as training set and the rest were used as test set, since the regularization factor is included in the way of the estimation of the Bayesian inference and there is no need for a validation set. For the MLP with input the test set was split into two equal parts into validation and test set. Early stopping technique was employed for regularization and that is the reason why the existence of the validation set was essential.
A Bayesian inference MLP with 6 inputs, 8 hidden units and 1 output was trained for 1400 iterations, using evidence procedure to assess the most probable hyperparameter MP . In addition the hyperparameter was split into six parts a 1 -a 6 to implement the ARD method.
The MLP which was used to verify the results of the ARD method had 1 input, 4 hidden units, one output and the training stopped after 700 iterations. The scaled conjugate gradient algorithm was used. for the optimization of the weights [4, 7] .
Results
This section contains all the results, of the test set, of the Bayesian inference MLP, of the ARD method which was used to identify which of the extracted features were more important and also the results of the validation and test set of an MLP with input only .
As it is depicted in Table 1 for the test set of the Bayesian inference MLP the accuracy was 89.1%, the sensitivity 82.3% and specificity 91.2 %. From these results we can deduce that this algorithm classifies more accurately the non-ischaemic episodes than the ischaemic since the sensitivity is approximately 9% smaller than specificity. 1 -4 represents the corresponding hyperparameters of the principal components 1-4 respectively. The variable 5 is the hyperparameter of the variable ST, and 6 is the hyperparameter that corresponds to the variable T. The feature with the smaller hyperparameter is 6 with value =0,015. We can conclude from the above that the most important feature for the determination of the output of the classifier with respect to the data is the variable .
After the results of the ARD method an MLP with input variable only T was trained to verify the results of ARD. The overall results in the validation set were worse than these of the test set. The greater difference between the results of the two data sets was observed in their ability to identify the ischaemic episodes. As it depicts in Table 3 in the test set sensitivity was 12% greater than validation set, since the sensitivity for the validation set was 66.3% and for the test set was 78.3%. The difference in accuracy and specificity of the validation and test set were smaller. For the validation set the accuracy was 79.9% and the specificity 84.0%. The accuracy of the test set is 85.8 and specificity was 87.6%. We observe that the results of the test set were similar to these of the test of the Bayesian inference MLP which had as input the six extracted features. This is additional verification of the results of the ARD, using the specific dataset that, that the combination of the ST deviation with the duration of an episode is a very important feature for the development of a classifier which distinguishes ischaemia based on the ST segments of ECG.
4.

Discussion and conclusions
The accuracy of the Bayesian inference MLP was 89.1%. As it depicts in table 4 this was 1.6% smaller than the accuracy of the challenge's test set achieved from Langley et al [1] who was the winner of the challenge of 2003. Comparing the results with the other two entries we notice that the results of Bayesian inference MLP were better (see Table 4 for comparison). The results of sensitivity and specificity are available for the entries of Zimmerman et al [8] and Povinelli [9] . The results were better than these of Zimmerman et al [7] in accuracy 10% higher, in sensitivity 80.6% higher and in specificity 12.3% higher. Two classifiers were proposed from Povinelli [9] which are based on different extracted features. The first one used as input the Reconstructed Phase Space (RPS) of the ST segment and T-wave and the second had as input the five first Principal Components. The classifier with input the RPS had worse results in all the measures (accuracy, sensitivity and specificity). The second classifier had better results in specificity 98.5%. Despite the very good results in specificity, the sensitivity was only 2%. That made the overall accuracy to be 50.3% which is not significantly different from chance [9] , so the algorithm had worse overall results when it was compared with the other entries and the results of the Bayesian inference MLP. 54.0 % 74.6 % 33.5 % Concluding, we have proposed an algorithm based on Bayesian inference MLP which has very similar results to the rule based algorithm. of the winner of the challenge. The results of the ARD method showed that the specific combination of the ST deviation and the duration of the episode is a very important feature for an automated detector of ischaemia. The training of a simple MLP with only one input verified that T was the most important extracted feature for the algorithm, since the accuracy of that classifier was 85.8%.
