A hierarchical multigrid algorithm for e cient steady solutions to the two-dimensional compressible Navier-Stokes equations is developed and demonstrated. The algorithm applies multigrid in twoways: a Full Approximation Scheme FAS for a nonlinear residual equation and a Correction Scheme CS for a linearized defect correction implicit equation. Multigrid analyses which include the e ect of boundary conditions in one direction are used to estimate the convergence rate of the algorithm for a model convection equation. Three alternating-lineimplicit algorithms are compared in terms of eciency. The analyses indicate that full multigrid e ciency is not attained in the general case; the number of cycles to attain convergence is dependent on the mesh density for high-frequency cross-stream variations. However, the dependence is reasonably small and fast convergence is eventually attained for any given frequency with either the FAS or the CS scheme alone. The paper summarizes numerical computations for which convergence has been attained to within truncation error in a few multigrid cycles for both inviscid and viscous ow simulations on highly stretched meshes.
Introduction
There has been an explosive growth in the use of computational uid dynamics methods in the aircraft design cycle over the past twenty-vey ears. Recently there has been an emphasis on threedimensional Navier-Stokes simulations over complex con gurations; computations with 10 20 million grid points are commonplace in focused applications. Even with the advent of more powerful computers, algorithms that attain optimal convergence rates are important to enabling these computations to be accomplished in a reasonable wall-clock time. An optimal method is one in which the arithmetic operations to attain a solution to within truncation error scale as ON, where N is the number of equations to be solved. Here, N is the number of nite volumes in the solution N FV times the number of conservation equations for each nite volume m; i.e., N = mN FV . Generally, the total operation count can be expressed as cNW MWU where W MWU is the operation count corresponding to one minimal work unit MWU, i.e., the simplest possible discretization of the equations to the order desired, and c is a constant that di erentiates one optimally converging method from another. 1 One method of attaining optimal convergence rates is the multigrid method. For elliptic equations, textbook e ciencies, which attain convergence in four to ve residual evaluations, are possible. 1, 2 For hyperbolic equations, ON methods have been developed for the incompressible Euler equations 1, 3, 4 and for compressible Euler equations using either the Full Approximation Scheme FAS 5, 6 or the defect correction DC scheme. 7 10 Multigrid solvers for viscous ows have also been developed using these approaches. 11 14 For the compressible Navier-Stokes equations, textbook e ciencies have not been attained for general situations; the barriers which need to be over-1 American Institute of Aeronautics and Astronautics come are addressed by Brandt. 2 One of the principal di culties for complex-geometry applications has been the need for very highly stretched grids to resolve viscous ows near the body, with correspondingly bad and unintended aspect ratios in other regions. As an example, for a transonic wing with separated ow, the convergence rate for a widely used multigrid method based on the FAS algorithm and amultistage Runge-Kutta scheme 13 requires on the order of 1500 residual evaluations to attain convergence of the lift to within one percent of the asymptotic value. 15 Recently, improvements that use lineimplicit algorithms and semi-coarsening approaches have been demonstrated for these applications. 16 19 The purpose of this paper is to introduce an algorithm that uses full-coarsening multigrid to accelerate convergence for viscous applications. All of the basic elements of the method multigrid, line relaxation, upwind di erencing, defect correction, etc. are well known. The algorithm applies the FAS scheme to the nonlinear residual equations and the correction scheme CS multigrid to the linearized implicit equations. The methodology uses alternating-line-implicit methods, although the essential feature is the requirement for the solution to a local block Jacobian matrix of size m at each grid point. Thus the operation counts are ON FV m 3 and the computational work will scale as ONm 2 . This is in contrast to the class of ON algorithms discussed by Brandt 2 which decouple the equations into separate scalar contributions, each of whichis treated optimally. The computations are supported by analysis of convergence for a simple model convection problem which shows many of the essential features of the resulting algorithm. Comparisons are made with the baseline solver implemented in a widely used production code CFL3D. 14 Because the algorithm contains many elements of existing methods, the methodology should be able to be incorporated into production codes and to accelerate convergence for realistic applications.
Baseline Method
The steady-state results are obtained with a nitevolume approach based on an upwind-biased treatment of the convective and pressure Euler terms and central di erencing for the viscous terms. The method has been implemented in the CFL3D code, used widely for large-scale computations and described by Krist, et al. 14 Only a few basic features are cited here. The Riemann interface solver is the ux-di erence-splitting method and the -scheme of Van Leer 20 is used for state-variable extrapolations.
Convergence to steady state is accelerated through the Full MultiGrid FMG process, i.e., mesh sequencing and FAS multigrid with an approximately factored implicit method as the relaxation scheme. In the approximate factorization AF method, the full matrix is replaced with a sequence of simpler operators, each of whichi sab l o c k tridiagonal or pentadiagonal operator. However, the baseline AF method is used almost exclusively in its diagonal form. 21 The multigrid method was demonstrated to yield grid-independent convergence rates for Euler simulations using the ux-vector splitting method by Anderson, et al. 5 The scheme has been used routinely to accelerate the solution for viscous ow using ux-vector splitting methods for the dissipation, with a spectral radius approximation to the viscous Jacobians. The scheme is generally applied as a W1,0 5 FAS cycle using a Courantnumber of 5. For time-dependent simulations, because of the severe time-step limitation of the method, subiterations have been used to improve the accuracy and stability of the implicit scheme, as in Rumsey,e t al. 22 Multigrid Method
The present algorithm uses multigrid in twoways. The rst way is through an outer FAS multigrid cycle to solve the second-order-accurate, nonlinear steady-state residual operator. The second wayi s through an inner iteration to solve the rst-orderaccurate, linearized implicit operator. We describe the multigrid methods for the two approaches belowby means of a two-grid approach, in which the ne grid is denoted by superscript h and the coarse grid by superscript 2h. The coarser grid equations are themselves solved with cycles of the algorithm applied recursively, where = 1 corresponds to a V-cycle and = 2 to a W-cycle.
FAS Multigrid Cycle
The second-order-accurate steady-state residual operator to be solved on the nest grid is de ned as R h Q h =0 where P denotes a prolongation operator. The FAS cycle described above is used extensively for current Euler and Navier-Stokes solvers. The di erences in convergence between solvers lie chie y in their choice of relaxation smoothing scheme, such as the approximate-factorization method 5 or multistage Runge-Kutta methods with implicit residual smoothing. 6, 13 From the standpoint of a Newton method, the ne-grid correction can be written
where the solution is updated asQ h Q h +Q h .
The implicit equation is a large-banded matrix equation which is usually approximated for solution with two approaches. The rst approach is to use an approximate linearization of the residual; commonly, the linearization of the residual uses rst-order discretizations for the convective and pressure contributions. For this approach, we can write the implicit scheme as
where the subscripts t and d denote some desired target" and driver" schemes on the right and left sides, respectively, of the equation. Note that this equation is the defect correction form of the equations 7, 8, 10 written in delta form for the update. This defect" in the implicit approximation leads to some interesting consequences for the algorithm, as discussed subsequently,even if we make no further approximations.
The second approach is to solve the full matrix equation iteratively or with a noniterative approximate factorization. For instance, Anderson, et al. 11 used red-black block-matrix subiterations usually 15 with point m-block matrix inversions relaxations to approximate the solution of the ne-grid implicit equation for unstructured grids. Thus the e cacy of the solver becomes a trade-o between the additional work of the subiterations and the reduced approximations to the implicit equation.
If the implicit terms are di erenced with rstorder-accurate upwind discretizations, the resulting equations are block diagonally dominant. Therefore, these equations can be solved e ciently with multigrid methods and standard relaxation methods used for solution of iterative equations, suchas Jacobi and Gauss-Seidel relaxation. With a secondorder-accurate discretization, the implicit equations are only block diagonally dominant for a CFL number of unity. In either case, because the implicit equations are linear, a CS multigrid method can be used, as described below.
CS Multigrid Cycle
During the iterative process to solve the linear implicit equation above, the second-order accurate residual is held xed, de ned as b h = ,R h t Q h .
The equations are rst relaxed on the ne grid for an approximate solution using a subiteration counter l,l =0; 1;:::;N s , 1, as
where the approximation to the implicit equation on the left side is denoted with an overline notation and Q h 0 = 0. The coarse grid also supplies a correction to the linear system through solution of the coarse grid correction equation, de ned below.
where the latest value of Q h is used on the right. The correction to Q 2h from the coarser grid is prolonged to the ner grids as
All of the boundary conditions are completely linearized and incorporated into the defect correction 3 American Institute of Aeronautics and Astronautics operator. In the CS multigrid, the coarser grid implicit matrices are found by restricting the corresponding ner grid implicit matrix contributions with the result that the above linearization need only be done for the ne grid. The linearization includes a time term which can be ramped from small values at impulsive starts from freestream conditions to Courantnumbers on the order of 300 500. The linear system is easier to solve if the time step is small, and there is little to be gained in the second-order residual convergence for Courantn umbers beyond these values for most ows.
Convergence of Defect Correction
The DC method can be written in terms of target and driver operators L t and L d , respectively,o na given grid h as
where the operators are designed to approximate the actual partial di erential operator to within an order property
Now substituting from the aboveinto Eq. 10, de ning u = u exact + e where Lu exact = 0 and e is the truncation error, then Because we need only converge the solution until truncation error, Le n =Oh 2 , we can categorize the convergence of defect correction into three regimes. The rst regime corresponds to a mesh ne enough that the rst-order scheme satis es the order propertyabove, for which convergence would be expected in just a few iterations. The second regime corresponds to a mesh for which the second-order scheme satis es the order property but the rstorder scheme does not. It is this regime for which the slowest convergence would be expected. The third regime corresponds to a mesh coarse enough that neither the rst-order nor second-order scheme satis es the order propertyabove; in this regime, convergence to truncation error is nonetheless generally rapid because the truncation errors are O1. The three regions denote the disparitybetween the dissipation of the driver and target schemes and are a restatement of the survival distances" associated with convection schemes derived by Brandt and Yavneh 4 in studies of the incompressible NavierStokes equations, for standard schemes of the type considered here as well as for hybrid schemes of improved accuracy and convergence. 
Defect Correction
The defect correction scheme to solve this equation can be written in delta form, u = u 
Error Ampli cation Matrices
It is usual to construct the ampli cation of the error for the red-blacks c heme or the multigrid scheme considering two frequencies at a time, ! The restriction and prolongation matrices in x are de ned in Appendix IV. An alternate formulation of the ampli cation matrix is de ned as
where R and P are higher order restriction and prolongation operators, also de ned in Appendix IV, and the matrices R and P are constructed assuming no aliasing errors occur in the transfer of information in the periodic direction y. 
where the superscript n on a term denotes the term raised to the nth power when there might be confusion with the n or l superscript. The matrix corresponding to ampli cation of the discrete residual can be written as
Error Bounds
The usual bounds considered for ampli cation of errors are the spectral norm and the L 2 norm. The spectral norms of G and H are the same because they are related by a similarity transformation, although we nd in practice that the computation of H is subject to round-o errors. For elliptic equations, Brandt 23 has shown that these bounds are attained for general domains using local mode fully periodic analyses as long as the cycle is supplemented with additional and negligibly small processing at and near the boundary.F or hyperbolic equations, the boundary has a more global in uence; in the case of convection, information propagates from the boundary into the domain. For convective equations, we nd the spectral norm to be not very useful, since it often is reached only after a large number of iterations and may not be observed in practice see Appendix V. Thus we concentrate on the L 2 norm of either the error or the residual and correlate the number of cycles to reduce them by speci ed amounts.
Stopping Criteria
By far, the most important bound is that for the error, because we need only converge the numerical scheme to within some measure of truncation error on each grid. If we reduce the algebraic error on each mesh by a factor f, the total error on subsequent meshes can be expressed as u h = u exact + h 1 + = 2 p , 1 If we somewhat arbitrarily invoke that =1=8, so that the algebraic error is 1=8th of the truncation error, then the error reduction values f are 10 and 28 for the p = 1 rst-order and p = 2 secondorder schemes, respectively.W e apply this criteria for the local error to the L 2 error norms. In the development of Eq. 47, we assume that the prolongation operator used in the interpolation of the solution from the coarser mesh is nearly unity, consistent with a high-order interpolation. If we combine that with a high-order restriction operator, we can enforce that a given ne-grid algebraic error as interpolated to the coarse mesh be reduced by the factor f through examination of the G ampli cation matrix given above. In practice, the residual is usually monitored, and grid-independent convergence rates for the residual have been used as an assessment of whether the multigrid is functioning properly. Hence, we show some results for reduction of the residual norms.
E ciency Measure
In all cases, we show the number of updates of the solution on the ne grid, de ned as N U = N c N s 1 + 2 as the e ciency measure. This is only approximate, because it only accounts directly for the line inversions done through either subiterations or additional multigrid relaxations. The residual evaluations and anywork done on coarser grid are not taken into account. We can also de ne an e ective norm as the norm per update of the solution, i.e., 
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With the above models, there are a large number of possible parametric studies of the type that have been conducted extensively for elliptic equations; the 7 American Institute of Aeronautics and Astronautics general approach is extendable to systems of equations, three dimensions, and semi-coarsening multigrid schemes. We explore only a few parameters below, focusing on the e ect of convergence for the second-order-accurate discretizations, including the e ects of relaxation scheme, subiterations, and FAS multigrid on the convergence.
Convergence Results Unfactored Scheme
The number of updates for convergence with the unfactored scheme is considered an upper bound for performance with defect correction. The direct solution of the associated large-bandwidth equation is not viable from an e ciency standpoint, but with the rst-order implicit equations, convergence can be attained in only a few multigrid cycles. 7 9 For the unfactored scheme, we show results with t =0 and d = ,3 for a typical case, = 30 deg, both with and without multigrid. We examine the number of cycles to reach convergence of jjG jj 2 below 1=28, with y over all possible discrete frequencies. The results are shown in Table 1 . There is a growth in the number of cycles in either case because of the defect correction approximation, i.e., the disparitybetween the target second-order and the driver rst-order scheme. The growth is, however, not explosive. The multigrid scheme is e ective, even for this unfactored implicit scheme, in reducing both the error and the residual norms in comparison to the single-grid scheme. The improvement approaches a factor of two as the grid is re ned. On the nest mesh, the number of cycles to convergence for the lowest frequency considered and its associated harmonic, y = = ,0:0156; 0:9844, was ve for the single-grid scheme and four for the multigrid scheme; the slowest convergence occurred at frequencies of y = = ,0:25; 0:75 and y = = ,0:343; 0:657, respectively, for the twoschemes. The average number of cycles over all the frequencies considered was 15:6 and 8:8 for the single-grid and multigrid schemes, respectively. Results obtained by monitoring convergence of jjHjj 2 below1 0 ,4 showed a similar growth in the number of cycles for both single and multigrid schemes, although the multigrid showed only a 20-percent improvement in the number of cycles to attain this level of residual convergence on the nest mesh.
The above comparison represents a worst case scenario for the bound, because all frequencies need to be reduced by a constant amount. In fact, through the FMG process, the troublesome frequencies may havevery small amplitudes in the starting solutions for a given grid. Additionally, those frequencies ; the N x = N y = 32 grid is the rst grid that would show close to the desired order property of a factor of four reduction in the error as the grid is re ned by a factor of two in the x and y directions. The rst order scheme does not provide resolution over the entire domain except on the very nest mesh; note the span of grids between accuracy of the rst order and second order operators. The asymptotic convergence is quite good, as predicted by the defect correction asymptotic analysis, because eventually the solution is resolved even with the rst-order driver scheme. In this limit, the multigrid is neither e ective nor needed, as the single grid converges the error and residual in a few cycles. The boundary between regions II and III exhibits the slowest behavior; the multigrid method improves the convergence because the truncation error of the coarser mesh target operator is better than the truncation error of the ne mesh driver operator. Although not shown, results with the t = ,1scheme were similar to those above, although the number of cycles were 30-50 percentlower.
Comparisons with the AF Scheme Table 3 after one cycle N c = 1 indicate a spectral norm for multigrid that is actually slightly higher than that of the single grid. The L 2 norms are greater than unity for the multigrid scheme; the single-grid norms are all below unity. The number of updates to reach convergence of jjHjj 2 below1 0 ,4 , with y over all possible discrete frequencies, is shown in Table 4 ; several convergence calculations were not performed for the highest grid density and are denoted with a , in the Tables. Also shown are the results on a square domain from the baseline CFL3D code 14 with freestream values imposed at the boundaries x = 0 and x = 1 and with periodicity imposed in the y direction. A random perturbation was imposed in the interior to the density eld only, so that the full system of equations emulates the scalar convection equation analyzed here. The Machnumber was 0.5 for the CFL3D computations but because the residual equations recognize a contact discontinuity exactly, the results are independent of the Machn umber; the only modi cation required for correspondence was to the time step, because the system of equations bases the time step on the maximum eigenvalue of the full system. For the multigrid computation in either case, the usual W1,0 cycle is used.
The rst-order comparisons show that even though the asymptotic rate is lower with the singlegrid scheme, the e ective convergence is much better for the multigrid scheme. The single-grid scheme shows a clear dependence on the mesh size and the multigrid rate is nearly grid-independent in both the analysis and the computation. The predicted bounds for the number of cycles required correlate well with the CFL3D results.
Some calculations were made using a residual tolerance of 13 orders of magnitude|an extreme value|to illustrate the slow convergence with iteration of the e ective error norm to its asymptotic value given by the spectral radius. With the d = t = ,3sc heme, the residual reduction between the last two cycles for the single-grid scheme was 0.55, 0.59, 0.63, 0.68 for N x = N y =8; 16; 32; 64, respectively, as compared to the spectral norm of 0.5.
Next we consider the convergence of the secondorder scheme t = 0 with the rst-order implicit AF scheme d = ,3 for = 30 deg, both with and without multigrid. The CFL number is again selected as 1 + tan . The initial norms are shown in Table 5 and indicate a spectral norm for multigrid that is again slightly higher than that of the sin- ALJ ALRB  8 5  3  2  16 5  4  3  32 5  4  3  64 5  4  3   Table 7 . Number of updates, N U , to reduce jjG jj 2 by1=10 for multigrid MG with various relaxation schemes; j y j2, = ,3; = 30 deg gle grid. The predictions of the analysis with corresponding results from CFL3D are shown in Table 6 . Two sets of computations are shown; the results in parentheses are the results with freestream conditions imposed along all boundaries. The single-grid analyses and computations show a clear dependence on the mesh size; as we expect, the corresponding multigrid performance is not quite grid-independent, because even the unfactored scheme shows sucha dependence. For both of these values, the predicted bounds for the number of cycles required correlate well with the numerical results. The number of cycles without periodicity are generally lower than with periodicity imposed, but approaches the same number of cycles as the grid is re ned. Although not shown here, similar results were obtained with the t = ,1 formulation; the only di erences were that the number of cycles was approximately 20 percentl o wer with this scheme, as might be expected because the dissipation levels are higher.
First-Order MultigridScheme
As a model for the convergence of the linear implicit matrix equation, we consider the multigrid scheme with t = d = ,3 and with various relaxation schemes. Table 7 shows results corresponding to a V1,0 FAS multigrid cycle. Because this particular model is a linear equation with consistent target and driver schemes, the FAS cycle is equivalentto a CS cycle. It is clear that all of the schemes converge rapidly and show little variation in the number of iterations to reach convergence as the mesh is re ned. Although not shown here, single-grid calculations showed a clear doubling of the number of iterations on each successive mesh re nement.
Second-Order Multigrid Scheme
The convergence for the multigrid scheme with no subiterations is shown in Table 8 ; the parameters are the same as those for the results in Table 7 except that t = 0. There is some dependence of the number of cycles to reach convergence, as expected, because even if we eliminate the factorization errors, there is dependence on the mesh densityT able 1. 8 15 11  9  7  16 19 16  10  8  32 25 21  13  10  64 31 39 21 12 The best performance is attained with the ALRB scheme; it degrades little from the unfactored multigrid scheme on coarser meshes. As the mesh is rened, the AF scheme is more competitive because its performance degrades less as the mesh is re ned; on the N x = 64 mesh, it is actually more e cient than the ALJ scheme.
E ect of Subiterations, N s 1
We consider the e ect of subiterations for the defect-correction scheme corresponding to t = 0 for = 30 deg; Tables 9 10 show results for both the single-grid and the multigrid schemes with 1 = 1; 2 = 0 and with the ALJ scheme. Regarding the error reduction, there is some bene t of a few subiterations, especially as the mesh is re ned. Too many subiterations are clearly not e cient when the total number of updates, as used here, is considered. These results are in qualitative agreement with practical calculations for the full systems of equations because N s = 3 provided good performance for the results shown subsequently. In those situations, using 2 subiterations was optimal when stabilitywas maintained but was not robust for large time steps. As shown in Table 10 , for the residual reduction no bene t appears at all; the fastest residual reduction occurs with N s = 1, and the disparity with addi-10 American Institute of Aeronautics and Astronautics AIAA-99-0785 tional subiterations grows as the mesh is re ned. These results are in qualitative agreement with the single-grid local mode analysis of MacCormack and Pulliam 19 for the full system of equations using the defect correction scheme with t =1=3; a few subiterations drove the spectral norms below unity.
E ciency Comparisons
All of the relaxation smoothers considered here are amenable to vectorization and parallel implementation on computers because they are either Jacobi, red-black, or factored schemes.
The operation counts for the ALJ and ALRB methods are only slightly increased over current block approximate-factorization methods. The overhead is the requirement for additional iterations of the linear system before updating the nonlinear system. However, because the measured computer time for the diagonalized line inversions of the AF scheme for two-dimensional simulations is a factor of four less than the corresponding blocki n versions, the number of updates of the ALJ and ALRB schemes must show an appreciable improvementover the AF scheme to be viable. In general, this is not attained for the isotropic cases considered here. Substantial di erences would be expected in cases of high grid anisotropies, because the AF scheme is known not to be optimal in its present form, as studied extensively by Buelow, et al. 24 The operation counts for the blockinversions can be reduced substantially by saving the implicit Jacobians and LU decomposition of the line inversions; the computational results indicate the method is not sensitive to updating these Jacobian entries. In the current implementation, for example, the Jacobians and the LU decomposition of the implicit line solutions are computed initially and reused for each of the updates at a given mesh resolution. For a V2,1 FAS cycle with three subiterations, the block LU decompositons are done once instead of six times. This saves about a factor of two in computer time and makes the ALJ and ALRB schemes competitive with the diagonalized AF for isotropic cases, albeit at the cost of increased storage. Greater re-use could be made at the cost of additional storage.
Large-Scale Computations
Summarized below are the large-scale computations that have been made for several inviscid and viscous ows, including viscous owover a at plate and the separated owover an airfoil. pro le inachannel at a Machnumber of 0.5. A prediction methodology based on two-grid local mode analysis for a system of equations, similar to that of Mulder, 9 showed that an asymptotic rate of 0.5 per V1,0 FAS cycle could be attained with the ALJ scheme with either subiterations or CS multigrid applied to the linear system. Numerical calculations con rmed this; systematic variations of the number of subiterations required indicated that three subiterations without the CS were su cient to allow large time steps on the order of Courantnumbers of 100 300. Calculations made with the CS multigrid applied to the linear system allowed larger time steps, but provided no overall advantage in convergence. Good results were obtained with a V2,1 FAS cycle with three subiterations of the linear system; the convergence rate corresponded to 0:5 1=3 =0:8 per ne-grid update. Convergence to within 5 percent of truncation error, as measured by the computed drag, occurred within two cycles or equivalently, 9 ne-grid updates.
Ms. Carolyn Dear of Mississippi State University provided some extensive benchmark evaluations of the baseline AF solver during an intern period at NASA Langley during the summer of 1998. The results showed that the baseline solver in CFL3D provided grid-independent convergence rates using ux-vector splitting as the Riemann solver, but that with ux-di erence splitting, the results were grid dependent. The remedy was to apply an entropy x to the steady residual equations so the minimum eigenvalue of the ux Jacobian matrices did not fall below 0.05 of the maximum value. Interestingly, This is the only modi cation made to the steady residual operator of the baseline solver CFL3D over the course of this work.
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American Institute of Aeronautics and Astronautics the ALJ formulation did not require this modi cation to obtain grid-independent convergence. This behavior is attributed to the system of equations and could be studied by extending the methodology here to systems. In comparisons of the two approaches that used the FMG approach with this entropy x applied, the V2,1 FAS cycle with 3 subiterations of ALJ as the relaxation scheme was competitive with but did not surpass the baseline solver.
NACA 0012 Airfoil
A series of airfoil calculations indicated results similar to the inviscid simulations above. Again convergence of lift and drag was obtained in a few cycles of the ALJ V2,1 FAS scheme with 3 subiterations. However, the baseline solver was already adequate to provide e cientmultigrid solutions.
For calculations from impulsive freestream initiations, instead of through an FMG process, the use of large time steps presented some di culties; to overcome these di culties, the calculation was started at moderate Courantnumbers and ramped to large time steps over a few cycles. For the impulsive start, there was a decided improvementover the baseline scheme of the ALRB or ALJ subiteration multigrid scheme.
Flat Plate Boundary Layer
The simulation of viscous owo ver a at plate was done for a range of Reynolds numbers with a computational domain extending from x = ,1 to x = 2, with no-slip conditions imposed starting at x =0 :5. Constant-pressure boundary conditions were used downstream, along with specied total-pressure, entropy, and velocity-direction boundary conditions at in ow. The aforementioned two-grid local mode analysis indicated that, if the linear system was solved either through subiteration or CS multigrid, the same convergence rate of 0.5 per V1,0 cycle could be attained. Computations con rmed the analysis; the calculation was insensitive to the grid stretching, and the convergence rate of the residual was better than 0.55 per V1,0 cycle.
As the grid was stretched, however, it became more di cult to start the solution. Large time steps could be taken, but the increase from small values had to occur slowly. This di cultywas remedied by applying an entropy x to the implicit side of the equations; the minimum eigenvalue was constrained to be on the order of 0.1 of the maximumeigenvalue. With this modi cation, large time steps could be taken from impulsive starts. When the CS multigrid was used for the implicit system, the convergence rate of the linear system was better than 0.2 per W2,1 CS cycle; thus one W2,1 CS cycle was quite su cient to solve the linear system to a tolerance of approximately one order of magnitude. The same overall e ciency of the nonlinear residual convergence could be attained if only 3 subiterations, instead of the CS multigrid, were used for the linear system.
In comparisons with the baseline scheme, a calculation was made on a very highly stretched mesh for laminar ow starting from freestream values. To attain convergence of the integrated drag coe cient, the V2,1 FAS cycle with 3 subiterations of either the ALJ or the ALRB scheme showed a factor of ten reduction in computer time over the baseline scheme The local skin friction values on the plate converged in just a few cycles with this scheme, consistent with the ndings of Koren 12 using a CS multigrid defect correction scheme. With an FMG cycle, the improvementwas less|approximately a factor of ve. Calculations were made using an algebraic turbulence model that showed a similar improvementover the baseline scheme.
Airfoil with Laminar Separation
The convergence e ciency for the owo ver a NACA 0012 airfoil at a Machn umber of 0.8, = 10 deg, and a Reynolds number of 500 was investigated for a series of meshes. For this simulation, the region of separation extends over most of the airfoil upper surface, from x=c =0:35 to x=c =0:97. Generally, the lift and drag converged in only a few V2,1 FAS cycles on meshes varying from 65 25 to 641 129. The grid was a C-type mesh; in order to obtain grid-independent convergence, it was necessary to construct the implicit lines in the wakeso that they spanned the wake. The asymptotic convergence was virtually constant on all meshes; reduction of the residual ten orders of magnitude was attained in 40 V2,1 FAS cycles, corresponding to 120 negrid updates using 3 subiterations of the ALRB or the ALJ scheme for each relaxation.
Conclusions
A hierarchical multigrid algorithm for e cient steady solutions to the two-dimensional compressible Navier-Stokes equations has been developed and demonstrated. The general algorithm applies FAS multigrid to a nonlinear target residual equation and CS multigrid to a linearized defect correction implicit equation. The computational work scales as the total number of unknowns in the simulation, N, times the square of the number of equations at each grid point, m, because solutions to block-tridiagonal matrices of block size m are needed. Multigrid analyses that include the e ect of boundary conditions 12 American Institute of Aeronautics and Astronautics AIAA-99-0785 in one direction are used to estimate the convergence rate of the algorithm for a model convection equation. Three alternating-line-implicit algorithms are compared in terms of e ciency. The analyses indicate that full multigrid e ciency is not attained in the general case; the number of cycles to attain convergence is dependent on the mesh for highfrequency cross-stream variations. Of the three algorithms investigated, the baseline AF solver provided the overall best for isotropic grids, considering that its cost per update with the diagonal version is a factor of four cheaper than the full blockinversions associated with the ALJ and ALRB schemes. Numerical simulations for a series of ows indicated the ALJ and ALRB were only competitive with the baseline scheme for inviscid ows but were clearly superior for highly stretched viscous mesh simulations. With a V2,1 FAS cycle with 3 subiterations of either the ALJ or ALRB schemes, convergence of lift and drag to within truncation error occurred in twomultigrid cycles.
