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In this work we deal with nontopological solutions of the Q-ball type in two spacetime dimensions.
We study models of current interest, described by a Higgs-like and other, similar potentials which
unveil the presence of exact solutions. We use the analytic results to investigate how to control the
energy and charge to make the Q-balls stable.
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I. INTRODUCTION
In high energy physics, defect structures can engender
topological or nontopological profile. Topological struc-
tures are stable thanks to topological arguments, because
one can associate conserved currents to them, which are
conserved by construction, due to the topological prop-
erties of the configurations [1]. However, nontopological
structures [2, 3] do not attain topological charge to make
them stable, but they can be stabilized in a diversity of
cases, in particular as Q-balls [4, 5].
The basic properties of Q-balls have been largely stud-
ied in the literature [3–21], and the investigations usually
require a numerical approach, since it is hard to find an-
alytical solutions for the nonlinear equations that govern
the system. These methods allows us to understand basic
properties [13] such as its existence and stability in cer-
tain (thin [4] and thick wall [9]) limits, but this usually
requires a fine tuning of parameters.
In the simplest case, the presence of Q-balls is related
to the existence of global U(1) symmetries. However,
in the Standard model the presence of global U(1) sym-
metries can be related to baryonic and leptonic charges,
and in extended supersymmetric models, the scalar su-
perpartners of baryons and leptons can condensate and
give rise to Q-balls. In this sense, Q-balls are of current
interest to baryogenesis, for instance. As it is known, one
can suggest that the baryon asymmetry of the universe
appears via the Affleck-Dine mechanism [22], as a feature
of the flat direction inflation, with the flat direction con-
densate giving rise to Q-balls [12, 15], which can latter
decay under reheating [23].
Numerical simulations were used to study stability un-
der small fluctuations, interactions, and the scattering of
Q-balls. We have searched the literature and found some
exact, analytical solutions for Q-balls for Higgs-like po-
tentials and other similar potentials, and this motivated
us to investigate exact solutions for Q-balls, with focus
on the study of properties such as shape, energy, charge,
stability and splitting, without relying on numerical so-
lutions.
We start the investigation in Sec. II, where we describe
the models and review some basic facts about Q-balls.
We continue the study in Sec. III, where we investigate
several specific models and study stability and other re-
lated features. We summarize the results and add some
comments to end the work in Sec. IV.
II. THE MODELS
In order to investigate Q-balls, we consider the La-
grange density
L = 1
2
∂µϕ¯∂
µϕ− V (|ϕ|), (1)
where ϕ is a complex scalar field and
V (|ϕ|) = 1
2
m2 |ϕ|2 − 1
3
α |ϕ|2+n + 1
4
β |ϕ|2+2n, (2)
is the potential, with n = 1, 2, 3 . . .. This model was
firstly considered in [7], and for n = 1 it reproduces the
model investigated before in [6, 8], and for n = 2 it gives
the model studied in [3]. Here, however, we explore the
several values of n, and study the shape, energy, charge,
stability and splitting of the corresponding Q-balls. In
the potential, we consider m > 0 as the mass parameter,
with α and β being real parameters. Using the rescaling
ϕ→
(
m2
α
) 1
n
ϕ, x→ x
m
, L → m2
(
m2
α
) 2
n
L, (3)
we get the Lagrange density
L = 1
2
∂µϕ
∗∂µϕ− 1
2
|ϕ|2 + 1
3
|ϕ|2+n − 1
4
a |ϕ|2+2n, (4)
with a = βm2/α2. We are working in (1, 1) spacetime
dimensions, so the equation of motion has the form
ϕ¨− ϕ′′ + ϕ− 2 + n
3
|ϕ|nϕ+ a(1 + n)
2
|ϕ|2nϕ = 0. (5)
To search for Q-balls we take the usual ansatz
ϕ(x, t) = σ(x) eiωt. (6)
The conserved Noether charge is
Q =
1
2i
∫ ∞
∞
dx (ϕ¯ϕ˙− ϕ ˙¯ϕ), (7)
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Q = ω
∫ ∞
∞
dxσ2(x). (8)
The equation of motion becomes
σ′′ = (1− ω2)σ − 2 + n
3
σ1+n +
a(1 + n)
2
σ1+2n. (9)
As usual, we consider the boundary conditions
σ′(0) = 0; σ(∞) = 0. (10)
The above equation of motion (9) can be seen in the form
σ′′ =
dU
dσ
, (11)
with U = U(σ) being a kind of effective potential for the
field σ. It has the form
U(σ) =
1
2
(1− ω2)σ2 − 1
3
σ2+n +
1
4
a σ2+2n. (12)
As one knows, in order to have solutions obeying the
boundary conditions (10), the effective potential U(σ)
has to have:
• symmetry breaking;
• zeroes at points in which σ is nonvanishing.
The first condition gives a superior bound for ω, that is
ω+ = V
′′(0) = 1. The second condition gives the inferior
bound ω− =
√
2V (σ0)/σ20 =
√
1− 2/(9a), where σ0 is
the minimum of V (σ)/σ2. Then, ω is such that
ω− < ω < ω+. (13)
We take a ≥ 2/9 to assure that ω is real. Thus, ω−
varies in the interval [0, 1), as a increases from 2/9 to
larger and larger values. We then see that there is a large
range of values for the parameter a that can, in principle,
give rise to Q-balls. In Fig. 1 we depict the potential
for a = 4/9 and n = 1, for several values of ω2 that
satisfies the condition (13); in the inset we illustrate how
the potential vanishes near the origin for nonvanishing σ.
The equation of motion (9) admits the solution
σ(x) =
(
1− ω2
2a
) 1
2n
[
tanh
(
n
√
1− ω2
2
x+ b
)
− tanh
(
n
√
1− ω2
2
x− b
)] 1
n
, (14)
where
b =
1
2
arctanh
(
3
√
(1− ω2) a
2
)
. (15)
Since a ≥ 2/9 and ω2 is bounded according to (13), b
does not vanish, so the solution (14) is bell-shaped, with
amplitude given by the value of σ that identifies a zero
of the effective potential. We call this the point of return
of the solution, A. It is given by
A =
[
2−√4− 18a(1− ω2)
3a
] 1
n
, (16)
and obeys U(A) = 0. The point of return controls the
amplitude of the solution, and it depends on a and ω,
such that for a given a it diminishes as ω2 increases. We
define A− ≡ [2/(3a)]1/n as the limit of the amplitude
in the case ω → ω− and A+ ≡ 0 as the limit of ω →
ω+. Then, the amplitude of our solution is such that
A+ < A < A−. As a ≥ 2/9, we have that the maximum
amplitude starts at A = 31/n for a = 2/9 and decreases
up to zero as we increase a, for a given n. We define the
width L of the solution as the width at half height:
L ≡ 4√
1− ω2 arcsech
√ 1− tanh2 b
2n − tanh2 b
 . (17)
We see from the above expression that the width of the
solution increases as ω decreases toward ω−, making the
solution to develop a plateau of height A−.
It is possible to use the exact solution (14) to calculate
the charge from Eq. (8); the general result has the form
Q =
2
1
n−1√pi
a
1
n
ω
(
1− ω2) 1n− 12
2 + n
tanh
2
n b
sech2b
Γ
(
2 + 2n
)
Γ
(
3
2 +
2
n
)
×
[
2(2 + n)2F1
(
−1
2
,
2
n
;
3
2
+
2
n
; tanh2 b
)
−n(1 + tanh2 b)2F1
(
1
2
,
2
n
;
3
2
+
2
n
; tanh2 b
)]
,
(18)
where 2F1(a, b; c; z) is the Hypergeometric function and
Γ(z) is the Gamma function.
It is possible to obtain the behavior of the solution for
ω ≈ ω+; it is
σ+(x) ≈ A sech 2n
(
n
√
1− ω2
2
x
)
, (19)
where A is the amplitude, as it appears in Eq. (16),
which, for ω ≈ ω+, behaves as A ≈
[
3 (ω2+ − ω2)/2
]1/n
.
We also have studied how the effective potential (12) be-
haves in the limit ω → ω+, when calculated with the
solution (14) at x = 0, which is the amplitude (16); we
3define δ = ω2+ − ω2 to get
1
2
(1− ω2)σ2 = 1
2
(
3δ
2
) 2
n
[
δ +
9a
4n
δ2 +O (δ3)] , (20)
1
3
σ2+n =
1
2
(
3δ
2
) 2
n
[
δ +
9a(2 + n)
8n
δ2 +O (δ3)] ,
(21)
1
4
a σ2+2n =
9
16
(
3δ
2
) 2
n [
aδ2 +O (δ3)] . (22)
We see that the terms with σ2 and σ2+n are proportional
to δ1+2/n and the term with σ2+2n is proportional to
δ2+2/n. Then, when ω → ω+ we have δ → 0, and the
term σ2+2n can be neglected and the solution in this
aproximation is given by Eq. (19); this result fits within
the thick wall approximation, as it is considered in [9]
for small Q-Balls. In this regime, for the charge (18), we
have:
Q+ =
√
pi
2(2 + n)
Γ
(
2 + 2n
)
Γ
(
3
2 +
2
n
) (3
2
) 2
n
δ
2
n− 12
×
[
4 + n+
9a(2 + n)− n(4 + n)
2n
δ +O
(
δ
3
2
)]
.
(23)
Then, when ω → ω+, the charge tends to zero for n < 4.
For n = 4, it tends to a positive constant. For n > 4,
it diverges, and this modifies the stability of the system.
The width (17) behaves as
L+ = 4 arccosh
(
2
n
2
)
δ−
1
2 +
9a
√
1− 2−n
4
δ
1
2 +O
(
δ
3
2
)
,
(24)
which, in the limit ω → ω+, diverges faster as we increase
n. The amplitude (16) behaves as
A+ =
(
3δ
2
) 1
n
[
1 +
9a
8n
δ +O (δ2)] (25)
Then, as ω approaches ω+, we see that the width becomes
increasingly larger, whist the amplitude becomes smaller
and smaller.
We see from (15) that b increases to larger and larger
values, as ω decreases toward its lower bound, ω−, which
depends on a. Thus, one can rewrite the width (17) in
terms of the parameters n, a and b, to study its asymp-
totic behavior with respect to b, for a given a and n; we
can write
L− = 6
√
2a
[
1
2
ln (2n − 1) + b+ e
−2b
2n − 1 +O
(
e−4b
)]
.
(26)
Then, we see that the width increases linearly with b, as
b increases to larger values. We can implement a similar
investigation, to show that the charge (8) can be written
as
Q− =
(
2
3a
) 2
n
√
18a− 4
n
×
[n
2
−H2
n
+ 2b− 2e2b
]
+O (e−4b) ,
(27)
which shows a behavior similar to the width. In this case,
Hm is the m
th Harmonic Number. Thus, both the charge
and the width vary linearly with b, for larger values of b.
The model under investigation has the energy-
momentum tensor
Tµν =
1
2
∂µϕ¯∂νϕ+
1
2
∂µϕ∂νϕ¯− ηµνL. (28)
The energy density can be calculated from (28) with the
Lagrange density (4). It is given by
 = k + g + p, (29)
where
k =
1
2
|ϕ˙|2, (30)
g =
1
2
|ϕ′|2, (31)
p =
1
2
|ϕ|2 − 1
3
|ϕ|2+n + 1
4
a |ϕ|2+2n, (32)
are the kinetic, gradient and potential portions of the
energy density. After using the ansatz (6), the energy
density becomes
 =
1
2
σ′2 +
ω2 + 1
2
σ2 − 1
3
σ2+n +
1
4
a σ2+2n. (33)
We can substitute Eq. (14) in the above equation to get
the explicit form of the energy density; however, the
full expression is cumbersome, and so we omit it here.
We have done a closer inspection on the energy density,
searching for any possible change of behavior. For a given
a, one can show that it starts to split, the splitting ap-
pearing for ω in the interval ω− < ω < ωc, where
ωc =
√
n
a
(√
(n+2)2−18a(n+1)+(9a−1)(n+1)−1
)1/2
3 (n+ 1)
(34)
Since ωc must be real, we see that the splitting appears
if
2
9
≤ a < ac = 1
18
(n+ 2)2
n+ 1
. (35)
The other components of the energy-momentum tensor
(28) are
T01 = Re ( ˙¯ϕϕ
′) , (36)
T11 =
1
2
|ϕ′|2 + 1
2
|ϕ˙|2 − 1
2
|ϕ|2 + 1
3
|ϕ|2+n − 1
4
a|ϕ|2+2n.
(37)
4With the ansatz (6), they become
T01 = 0, (38)
T11 =
1
2
σ′2 − 1− ω
2
2
σ2 +
1
3
σ2+n − 1
4
a σ2+2n. (39)
Since the energy-momentum tensor is conserved, i.e.,
∂µT
µν = 0, we see that T11 is constant. Although T11 is
not zero in general, we see that it vanishes on shell, that
is, if we take for σ the solution (14). We also note that
the equation of motion (11) can be written in first-order
form, compatible with T11 = 0, as
σ′2 =
(
1− ω2 − 2
3
σn +
1
2
a σ2n
)
σ2, (40)
and it is solved by the solution (14). Furthermore, the
condition T11 = 0 lead us to
p = k + g. (41)
This can be integrated to give Ep = Ek + Eg, similar to
the virial theorem. The same expression can be obtained
from scaling arguments [24, 25]. However, the condition
that appears from the energy densities is stronger, be-
cause it is valid locally, for any x.
We can integrate the energy density to find the total
energy
E = 2 (Ek + Eg). (42)
The potential energy does not appear in the above ex-
pression because of the constraint given by Eq. (41). We
note that the kinetic energy can be written in terms of
the charge (18)
Ek =
ωQ
2
. (43)
The gradient energy is given by
Eg =
√
pi 2
1
n−1
na1/n
Γ
(
2
n
)
Γ
(
3
2 +
2
n
) (1− ω2) 1n+ 12 tanh 2n b
×2F1
(
−1
2
,
2
n
;
3
2
+
2
n
; tanh2 b
)
. (44)
Let us now turn attention to the stability of the Q-ball;
see, e.g., Refs. [4, 20, 21] and references therein. To make
the investigation complete, we highlight the possibilities:
• Quantum mechanical stability, which concerns sta-
bility against decay into free particles. As it was
stated in Eq. (13), Q-Balls solutions exist for ω in
a specific range of values. The Q-ball is stable if
the ratio between the energy and the charge satis-
fies E/Q < ω+.
• Classical stability, which concerns stability under
small perturbations of the field configuration. The
Q-ball is classically stable if dQ/dω < 0. This
means that the charge Q is monotonically decreas-
ing with ω.
FIG. 1: The effective potential (12) depicted for n = 1, a =
4/9 and ω2 = 0.6, 0.7 and 0.8. The thickness of the line
increases with ω2. In the inset, one shows the behavior of the
effective potential for σ ∈ [0, 1].
There is another type of stability, against fission, which
requires that d2E/dQ2 < 0. However, as we know that
∂E/∂Q = ω, it is straightforward to show that classi-
cally stable Q-balls are also stable against fission. In our
model, the equation (23) allows us to see that the charge
is infinity for ω → ω+, when n > 4. Thus, models with
n > 4 are classically unstable. In the next section we
study some particular cases of the general potential (12).
III. ILLUSTRATION
Let us now illustrate our results, investigating several
distinct possibilities, controlled by the integer n, which
we choose to be n = 1, n = 2, and n = 3.
A. The case n = 1
We take n = 1 in Eq. (12) to get
U(σ) =
1
2
(1− ω2)σ2 − 1
3
σ3 +
1
4
a σ4. (45)
This potential contains up to the fourth-order power in
the scalar field, so it is of current interest to high energy
phenomenology. It was studied before in [6, 8], but here
we go further to add some new features, not seen before.
The potential is plotted in Fig. 1.
The solution can be found setting n = 1 in Eq. (14),
which is depicted in Fig. 2 for a = 4/9 (ω2− = 0.5), for
several values of ω obeying Eq. (13). In Fig. 2, in the
left panel we can see the plateau for ω ≈ ω− and in the
right panel it is shown that the amplitude of the solution
decreases as ω increases toward ω+.
The charge (18) simplifies for n = 1, becoming
Q =
4ω
√
1− ω2
a
(2b coth(2b)− 1) . (46)
5FIG. 2: The solution (14) depicted for n = 1 and a = 4/9,
with ω2 = 0.5+5,  = 10−9, 10−8, 10−7, 10−6 and 10−5 (left),
and with ω2 = 0.6, 0.7, 0.8 and 0.9 (right). The plateau in the
left panel increases as ω approaches ω−. The thickness of the
line in the right panel increases as ω2 increases.
FIG. 3: The behavior of the width (17) for n = 1 as a function
of the charge (46) for a = 4/9.
We see that Q → 0 as ω → ω+, for any a. Also, specif-
ically for a = 2/9 we have ω− = 0, which makes Q → 0
for ω → ω− = 0. For a > 2/9 we have Q → ∞ for
ω → ω−. The width can be easily obtained from Eq. (17).
In Fig. 3, we display the width as a function of the charge
for a = 4/9. The minimum of this curve can be calcu-
lated numerically for each value of a. In particular, for
a = 4/9, the minimum appears for ωm ≈ 0.7757294,
Q ≈ 2.6728904 and L ≈ 6.7119190. We define this as the
point that separates small Q-balls from large Q-balls.
The kinetic (43) and gradient (44) energies simplify to
Ek =
2ω2
√
1− ω2
a
(2b coth(2b)− 1) (47)
Eg =
(1− ω2)3/2
3a
×
(
1 + 3(8b+ 3)e4b + 3(8b− 3)e8b − e12b
(1− e4b)3
)
. (48)
To study stability we depict in Fig. 4 and 5 the ratio
E/Q and Q as a function of ω2, respectively, for three
distinct values of a, as we now explain. We start with
FIG. 4: The ratio E/Q as a function of ω2, for the parameter
a as a0 (top panel), a1 (center panel) and a2 (bottom panel).
The region in between the two dashed horizontal lines assures
quantum mechanical stability of the Q-Ball.
the lowest value for the parameter a, that is, a = a0 =
2/9 ≈ 0.2222222. For 0 = ω− < ω < ω˜ ≈ 0.0752748
one can see that E/Q > ω+, which is out of the in-
terval in which the Q-ball is stable. Furthermore, the
charge is not monotonically decreasing with ω. Thus,
the case a = a0 is unstable classically and quantum me-
chanically. We continue the investigation taking values
of a higher than a0. The ratio E/Q has its peak above
ω+ but, for a increasing, it goes down until we get to
a1 = 2/9 + 0.0004596 ≈ 0.2226819, where the peak in
E/Q is approximately equal to ω+. The interesting fact
6FIG. 5: The charge as a function of ω2, for the case n = 1,
with the parameter a as a0 (top panel), a1 (center panel) and
a2 (bottom panel).
in this case is that the ratio E/Q now is in the allowed
range that ensures quantum mechanical stability. Nev-
ertheless, the model is yet classically unstable, because
the charge is not monotonically decreasing with ω. We
go further on, increasing a, and the peak of E/Q in the
small ω region goes down and down, until the concavity of
the curve changes at a2 = 2/9 + 0.0031751 ≈ 0.2253973.
As we increase a up to a2 the charge tends to infinity for
ω → ω− and has local minimum in the small ω region,
which becomes an inflection point when a = a2. There-
fore, for a > a2, the solution is stable, both classically
and quantum mechanically.
As we see, in Fig. 4 we depict the ratio E/Q for the
three values of a, a = a0, a = a1 and a = a2. We note
FIG. 6: The energy density for a = 9/40, 1/4 and 11/40. In
each plot, we take ω2 = ω2− + 10
−3, and the thickness of the
line increases as a increases.
that quantum mechanical instability appears only in the
top panel, because E/Q may overcome ω+. Moreover,
classical stability only appears in the bottom panel of the
figure. We also depict in Fig. 5 the charge as a function of
ω2, for the same three values of a (a0, a1, a2), and there
we see that the charge only becomes a monotonically
decreasing function of ω2 for a > a2.
We have done a closer inspection on the energy density,
searching for any possible change of behavior. Setting
n = 1 in Eq. (35), we see that the energy density tends
to split when a is in the interval a2 < a < a3 = 1/4,
with ω in the range of Eq. (34). We start with a =
a2, and as we increase a, the central well in the energy
density becomes a hill, making the splitting to vanish.
We illustrate this in Fig. 6, where we depict the energy
density for a = 9/40, 1/4 and 11/40, using ω2 = ω2− +
10−3. It is interesting to note that the tendency to split
starts to appear for a ∈ (a2, a3), for ω in the interval
(34), so it is inside the range where the Q-ball is stable,
both quantum mechanically and classically.
B. The case n = 2
We take n = 2 in Eq. (12) to get to
U(σ) =
1
2
(1− ω2)σ2 − 1
3
σ4 +
1
4
a σ6. (49)
This potential is plotted in Fig. 7. With the right scal-
ing of parameters, one can show that this is the same
case studied in [3], but here we go further and add new
features to the model.
The solution can be found setting n = 2 in Eq. (14),
which is depicted in Fig. 8 for a = 4/9 (ω2− = 0.5), for
several values of ω obeying Eq. (13). In Fig. 8, in the
left panel we can see the plateau for ω ≈ ω− and in the
right panel it is shown that the amplitude of the solution
decreases as ω increases toward ω+.
7FIG. 7: The effective potential (49) depicted for a = 4/9 and
ω2 = 0.6, 0.7 and 0.8. The thickness of the line increases
with ω2. In the inset, one shows the behavior of the effective
potential for σ ∈ [0, 1].
FIG. 8: The solution (14) depicted for n = 2 and a = 4/9,
with ω2 = 0.5+5,  = 10−9, 10−8, 10−7, 10−6 and 10−5 (left),
and with ω2 = 0.6, 0.7, 0.8 and 0.9 (right). The plateau in the
left panel increases as ω approaches ω−. The thickness of the
line in the right panel increases as ω2 increases.
The charge (18) simplifies for n = 2, becoming
Q =
√
2
a
ω arctanh
(
3
√
(1− ω2) a
2
)
. (50)
We see that Q → 0 as ω → ω+, for any a. Also, specif-
ically for a = 2/9 we have ω− = 0, which makes Q → 0
for ω → ω− = 0. For a > 2/9 we have Q → ∞ for
ω → ω−. The width can be easily obtained from Eq. (17).
In Fig. 9, we display the width as a function of the charge
for a = 4/9. The minimum of this curve can be calcu-
lated numerically for each value of a. In particular, for
a = 4/9, the minimum appears for ωm ≈ 0.7655362,
Q ≈ 2.4796264 and L ≈ 9.6671940. We define this as the
point that separates small Q-balls from large Q-balls.
FIG. 9: The behavior of the width (17) for n = 2 as a function
of the charge (50) for a = 4/9.
The kinetic (43) and gradient (44) energies simplify to
Ek =
ω2√
2a
arctanh
(
3
√
(1− ω2) a
2
)
(51)
Eg =
1
4
√
2
a
e8b − 8b e4b − 1
(e4b − 1)2
(
1− ω2) (52)
To study stability as before. We depict in Fig. 10 and
11 the ratio E/Q and Q as a function of ω2, respectively,
for three distinct values of a, as we now explain. We
start with a = a0 = 2/9 ≈ 0.2222222. For 0 = ω− <
ω < ω˜ ≈ 0.2985278 one can see that E/Q > ω+, which
is out of the interval in which the Q-ball is stable. Also,
the charge is not monotonically decreasing with ω, and
so the case a = a0 is unstable classically and quantum
mechanically. We continue the investigation, and for a
higher than a0, the ratio E/Q has its peak above ω+
but, for a increasing, it goes down until we get to a1 =
2/9 + 0.0067204 ≈ 0.2289426, where the peak in E/Q is
approximately equal to ω+. The interesting fact in this
case is that the ratio E/Q now is in the allowed range
that ensures quantum mechanical stability. Nevertheless,
the model is yet classically unstable, because the charge
is not monotonically decreasing with ω. We go further
on, increasing a, and the peak of E/Q in the small ω
region goes down and down, until the concavity of the
curve changes at a2 = 2/9 + 0.0164064 ≈ 0.2386286. As
we increase a up to a2 the charge tends to infinity for
ω → ω− and has local minimum in the small ω region,
which becomes an inflection point when a = a2. Thus,
for a > a2, the solution is stable, both classically and
quantum mechanically.
As we see, in Fig. 10 we depict the ratio E/Q for the
three values of a, a = a0, a = a1 and a = a2. We
note that quantum mechanical instability appears only
in the top panel, because E/Q may overcome ω+. Also,
classical stability only appears in the bottom panel of the
figure. We also depict in Fig. 11 the charge as a function
of ω2, for the same three values of a (a0, a1, a2), and there
8FIG. 10: The ratio E/Q as a function of ω2, for the case
n = 2, with the parameter a as a0 (top panel), a1 (center
panel) and a2 (bottom panel). The region in between the two
dashed horizontal lines assures quantum mechanical stability
of the Q-Ball.
we see that the charge only becomes a monotonically
decreasing function of ω2 for a > a2.
As in the previous model, we have studied the behavior
of the energy density. Setting n = 2 in Eq. (35), we see
that the energy density tends to split when a is in the
interval a2 < a < a3 = 8/27, with omega in the range of
Eq. (34). We start with a = a2, and as a increases, the
central well that appears in the energy density becomes
a hill, making the splitting to vanish. We illustrate this
in Fig. 12, where we depict the energy density for a =
FIG. 11: The charge as a function of ω2, for the parameter a
as a0 (top panel), a1 (center panel) and a2 (bottom panel).
7/27, 8/27 and 1/3, using ω2 = ω2−+ 10
−3. We note that
the tendency to split starts to appear for a ∈ (a2, a3),
so it is inside the range where the Q-ball is stable, both
quantum mechanically and classically.
C. The case of n = 3
We take n = 3 in Eq. (12) to get the potential
U(σ) =
1
2
(1− ω2)σ2 − 1
3
σ5 +
1
4
a σ8. (53)
This potential is plotted in Fig. 13.
The solution can be found setting n = 3 in Eq. (14),
which is depicted in Fig. 14 for a = 4/9 (ω2− = 0.5), for
9FIG. 12: The energy density for a = 7/27, 8/27 and 1/3. In
each plot, we take ω2 = ω2− + 10
−3, and the thickness of the
line increases as a increases.
FIG. 13: The effective potential (53) depicted for a = 4/9
and ω2 = 0.6, 0.7 and 0.8. The thickness of the line increases
with ω2. In the inset, one shows the behavior of the effective
potential for σ ∈ [0, 1].
several values of ω obeying Eq. (13). In this Fig. 14, we
see the plateau for ω ≈ ω− in the left panel, and it also
shows that the amplitude of the solution decreases as ω
increases toward ω+, in the right panel.
We have not been able to find a simpler expression for
(18) in the case n = 3. However, it is possible to see
that Q → 0 as ω → ω+, for any a. Also, specifically
for a = 2/9 we have ω− = 0, which makes Q → 0 for
ω → ω− = 0. For a > 2/9 we have Q → ∞ for ω →
ω−. The width can be easily obtained from Eq. (17).
In Fig. 15, we display the width as a function of the
charge for a = 4/9. The investigation is similar to the
previous one, and for a = 4/9, the minimum appears for
ωm ≈ 0.7580576, Q ≈ 2.2272465 and L ≈ 12.1294293.
This as the point that separates small Q-balls from large
Q-balls in this case.
To study stability we depict in Fig. 16 and 17 the ratio
FIG. 14: The solution (14) depicted for n = 3 and a = 4/9,
with ω2 = 0.5+5,  = 10−9, 10−8, 10−7, 10−6 and 10−5 (left),
and with ω2 = 0.6, 0.7, 0.8 and 0.9 (right). The plateau in the
left panel increases as ω approaches ω−. The thickness of the
line in the right panel increases as ω2 increases.
FIG. 15: The behavior of the width (17) for n = 2 as a
function of the charge (50) for a = 4/9.
E/Q and Q as a function of ω2, respectively, for three
distinct values of a. We start with the lowest value for the
parameter a, that is, a = a0 = 2/9 ≈ 0.2222222. For 0 =
ω− < ω < ω˜ ≈ 0.6202147 one can see that E/Q > ω+,
which is out of the interval in which the Q-ball is stable.
Also, the charge is not monotonically decreasing with ω,
thus the case a = a0 is unstable classically and quantum
mechanically. We then consider a higher than a0. The
ratio E/Q has its peak above ω+ but, for a increasing,
it goes down until we get to a1 = 2/9 + 0.0351702 ≈
0.2573924, where the peak in E/Q is approximately equal
to ω+. The ratio E/Q is now in the allowed range to
ensure quantum mechanical stability. Nevertheless, the
model is yet classically unstable, since the charge is not
monotonically decreasing with ω. We keep increasing a,
and the peak of E/Q in the small ω region goes down
and down, until the concavity of the curve changes at
a2 = 2/9 + 0.0534856 ≈ 0.2757078. As we increase a up
to a2 the charge goes to infinity for ω → ω−, and has
local minimum in the small ω region, which becomes an
inflection point when a = a2. For a > a2, the solution is
then stable, both classically and quantum mechanically.
In Fig. 10 we depict the ratio E/Q for the three values
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FIG. 16: The ratio E/Q as a function of ω2, for the case
n = 3, with the parameter a as a0 (top panel), a1 (center
panel) and a2 (bottom panel). The region in between the two
dashed horizontal lines assures quantum mechanical stability
of the Q-Ball.
of a, a = a0, a = a1 and a = a2. We note that quan-
tum mechanical instability appears only in the top panel,
because E/Q may overcome ω+. However, classical sta-
bility only appears in the bottom panel of the figure. We
also depict in Fig. 11 the charge as a function of ω2, for
the same three values of a (a0, a1, a2), and there we see
that the charge only becomes a monotonically decreasing
function of ω2 for a > a2.
We have investigated the behavior of the energy den-
sity, to see if it splits, as it appeared in the previous
FIG. 17: The charge as a function of ω2, for the parameter a
as a0 (top panel), a1 (center panel) and a2 (bottom panel).
models. Taking n = 3 in Eq. (35), we see that the
energy density tends to split when a is in the interval
a2 < a < a3 = 25/72, with omega in the range of
Eq. (34). We start with a = a2, and as we increase a, the
well that appears in the central region of the energy den-
sity becomes a hill, making the splitting to vanish. We
illustrate this in Fig. 18, where we depict the energy den-
sity for a = 5/18, 25/72 and 5/12, using ω2 = ω2−+10
−3.
It is interesting to note that the tendency to split starts
to appear for a ∈ (a2, a3), so it is inside the range where
the Q-ball is stable, both quantum mechanically and clas-
sically.
Also, we investigated the case with n = 4, and we
found similar results, so we omit it here.
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FIG. 18: The energy density for a = 5/18, 25/72 and 5/12.
In each plot, we take ω2 = ω2− + 10
−3, and the thickness of
the line increases as a increases.
IV. ENDING COMMENTS
In this work we studied Q-balls in models engender-
ing global U(1) symmetry. We found exact solutions for
several distinct values of the parameters that describe
the models. In particular, we found that the Q-ball en-
gender the tendency to split, and we also found regions
in parameter space where the Q-ball is unstable, quan-
tum mechanically stable, and quantum mechanically and
classically stable. The results unveil a behavior which
may contribute to enlarge the corresponding dynamics
[16] and modify the scenario for charge-swapping Q-ball
interactions [19]. An interesting issue concerns the ten-
dency to split, which should be further investigated. An-
other related issue concerns duality, as suggested in [18],
where the (Noether) charge of a stationary Q-ball may
be dual to the (topological) charge of a static, kinklike
structure.
The exact results that we constructed above are of di-
rect importance for Q-balls, and can be used to improve
the numerical simulations that appear in the related lit-
erature. Perhaps, they may shed light on the present
understanding of issues such as baryogenesis, dark mat-
ter and other related areas of phenomenology, as we see,
for instance, in Refs. [26, 27] and in references therein.
Another issue of current interest is related to string
theory and concerns scenarios involving extra dimen-
sions. A recent work on Q-branes [28] shows that di-
electric D-brane systems admit non-abelian Q-ball solu-
tions on their world-volume, and we are now investigating
other possible scenarios.
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