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第１章 Introduction 
  Images are important information carriers in our daily life. A picture (frame) taken by a 
on-vehicle camera on a street contains cars, pedestrians, buildings of different size; blue 
regions for the sky, white line segments for traffic lanes, etc. A picture of a glass mug taken 
towards a window has images of the mug and the view outside the window projected through the 
mug. Human's vision system is very effective at making use of images for getting information 
including those of high level. For example, humans can recognize different objects (e.g., cars, 
pedestrians, buildings) shown in the street view picture. They can also estimate the distances 
(depth) between the camera and the objects, the direction a car is moving into and even how 
crowded is the street by the single picture. For the picture of the glass mug, identifying its 
material, shape as well as estimating the weight, fragility or transparency of the mug are not 
difficult for humans. Replicating human's vision system by some forms for applications is the 
ultimate target for engineers. This has been challenged in various studies. A group of these 
studies, which aim at replicating human's vision system using computational models, and applying 
them for solving engineering problems, is named Computer Vision.  
Machine learning is an application of artificial intelligence (AI) that makes systems to 
automatically learn and improve from experience without being explicitly programmed. Machine 
learning focuses on the development of computer programs that can access data and use it learn 
for themselves. Recently, deep Convolutional Neural Networks (CNNs) which is one type of machine 
learning algorithms, has been progressively developed for computer vision. One of its most 
successful instances of the applications to computer vision is image classification, i.e., 
classifying an image to one of a few given classes. Beside this, CNNs have been applied to many 
other tasks such as object detection and segmentation , depth estimation and image generation, 
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implying their great potential for solving various problems like humans do. 
However, vulnerability of CNNs to image distortions results in problems in many applications 
of computer vision. For instance, driving a car in a heavy rain/fog day can cause bad performance 
of the CNN-based systems relying on on-vehicle cameras. A CNN-based traffic violation detection 
system can be un-functional during nights due to increased noise level and lack of light. This 
kind of problems are categorized to the problem of domain-shift. Specifically, the data on which 
a CNN was trained is different from those on which the CNN is used for inference. Problems related 
to domain-shift has been studied by various works from different perspectives in the literature. 
However, the previous methods are either not applicable to multiple types of domain-shift 
(specifically, image distortions), or not powerful enough to achieve a good improvement of 
performance on these factors. In this thesis, we pursue more powerful approaches for removing 
various types of image distortions, or equivalently, restoring the clean images from their 
distorted versions. 
 
第 2 章 Dual Residual Networks Leveraging the Potential of Paired Operations for Image 
Restoration 
  The task of restoring the original image from its degraded version, or image 
restoration, has been studied for a long time in the fields of image processing 
and computer vision. As in many other tasks of computer vision, the employment of 
deep convolutional networks have made significant progress. In this chapter, aiming 
at further improvements, we pursue better architectural design of networks, 
particularly the design that can be shared across different tasks of image 
restoration. We pay attention to the effectiveness of paired operations on various 
image processing tasks. In previous works, it is shown that a CNN iteratively 
performing a pair of up-sampling and down-sampling contributes to performance 
improvement for image-super resolution; a network structure repeatedly performing 
a pair of convolutions with a large- and small-size kernels (e.g., a sequence of 
conv. layers with kernel size 3, 1, 3, 1, 5, 3, and 1) performs well for image 
denoising. Assuming the effectiveness of such repetitive paired operations, we wish 
to implement them in deep networks to exploit their potential. We are specifically 
interested in how to integrate them with the structure of residual networks.  
Based on the “unraveled” view proposed by Veit: a sequential connection of n 
residual blocks is regarded as an ensemble of many sub-networks corresponding to 
its implicit 2^n paths, we propose a novel connection style of two residual 
connections composed with each other. We build a basic architecture, Dual Residual 
Block (DuRB), to implement this connection style. DuRB is a generic structure that 
has two containers for the paired operations, and the users choose two operations 
for them. We examine its effectiveness on five image restoration tasks using nine 
datasets. For each task, we specify the paired operations of DuRBs as well as the 
entire network. Our experimental results show that our networks outperform the 
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state-of-the-art methods in these tasks, which supports the effectiveness of our 
approach. 
 
第 3章 A Universal Network Applicable to Multiple Image Restoration Tasks 
  Previous studies including ours (chapter 2) have treated each of these 
degradation types individually and developed “dedicated” methods for each factor. 
There are different networks for different degradation types. It should be noted 
that a few recent studies attempt to deal with combined degradation, having proposed 
single networks that can deal with images having mixed degradation types with 
unknown mixing ratio. However, their restoration accuracy (for images with a single 
degradation type) tends to be much lower than the dedicated methods; moreover, they 
can only deal with small image patches (i.e., 64 x 64 pixels) for now. Thus, it 
is fair to say that they are still in an experimental stage.  
In this chapter, we consider another approach and choose to use a single network 
to deal with multiple degradation factors. We use a network having a single input 
and multiple output branches, each of which is dedicated to a different image 
restoration task. Although this is also a standard formulation of multi-task 
learning (MTL), it remains unclear so far if MTL works for image restoration tasks. 
Moreover, our motivation is not merely to improve the current state-of-the-art by 
employing MTL. This study is motivated more by a desire to know what is (and should 
be) learned by the CNNs on image restoration tasks and what is their optimal design 
for the tasks. In earlier studies of image restoration, it was of a primary interest 
to model and represent the statistics or prior of natural images, which is then 
utilized to restore the original image from an input by, for instance, using it 
in the framework of the Bayesian inference. On the other hand, in the recent 
approaches that use CNNs in an end-to-end fashion, there is no explicit modeling 
of image prior. We conjecture that in order to restore original images accurately, 
a network must learn natural image prior in some form for any degradation factors. 
If this is true, optimal networks for individual degradation factors may share 
representation of natural image prior. Our method is built upon this conjecture. 
Our improvements to the method of DuRB (chapter 2) are two folds. One is an improved 
attention mechanism. They employed the squeeze-and-excitation (SE) mechanism in 
some of their proposed component blocks, named DuRB-S and DuRB-US. Since it was 
originally proposed for object classification task, the SE mechanism has been 
successfully applied to various tasks such as super-resolution (SR), single-view 
depth estimation, etc. Its concept is to use global average pooling of activations 
in each individual channel of a layer to generate channel-wise attention weights 
on its layer activations. We extend it to additionally use amplitude of spatial 
derivatives of activation to compute attention weights. The other extension is a 
new design of basic block, in which the two operations employed in DuRB-U and -US  
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are fused; we will refer to it as DuRB-M. We show through experiments that these 
two extensions make it possible for a single network to learn multiple image 
restoration tasks, updating the current state-of-the-art for some of them. 
 
第 4章 CNNs versus Human Vision 
  The problem of classification, i.e., classifying an image to one of a few given 
classes, has been studied for decades in computer vision and pattern recognition. 
In recent years, deep learning has been developed for this problem, which has led 
to significant improvement of performance. A deep Convolutional Neural Network 
(CNN) constructed with residual connections achieved human's level accuracy on 
classifying 10,000 large scale images to 1,000 classes in 2016. In the following 
year, a CNN consisting of densely connected layers further improved the performance 
on the same task. Beside this, CNNs have been applied to many other tasks such as 
object detection and segmentation , depth estimation and image generation, implying 
their great potential for solving various problems like humans do. On the other 
hand, understanding how human's perception work has been drawing great attention 
in human vision and psychology research fields. This is a challenging problem for 
the reason that human's perception is hard to materialize and thus difficult to 
model. A promising approach is employing a CNN as an agent that approximates the 
computation of human's vision system. Conducting manipulation and analyses on the 
CNN, we intend to investigate how human's perception work for various problems. 
In this chapter, we focus on the task of material classification. We are 
specifically interested in comparing perturbation tolerance of CNNs and humans on 
this task. We first demonstrate a fact that CNNs that classify standard images of 
materials as accurately as humans do, has worse tolerance to Gaussion noise than 
humans. This implies a difference between human's perception and its computational 
model established by the CNNs. Studying approaches that improve CNNs' 
classification accuracy for noisy images, we intends to explain why human vision 
is robust to perturbations such as Gaussian noise.  
 
第 5章 Artificial Intelligent System under Human Individual Differences 
  we conduct a deeper discussion between CNNs and humans. It is observed that 
artificial systems are now rival to humans in several pattern recognition tasks. 
However, this is only the case with the tasks for which correct answers exist 
independent of human perception. There is another type of tasks for which what to 
predict is human perception itself, in which there are often individual differences. 
Then, there are no longer single “correct” answers to predict, which makes 
evaluation of artificial systems difficult. In this chapter, focusing on pairwise 
ranking tasks sensitive to individual differences, we propose an evaluation method. 
Given a ranking result for multiple item pairs that is generated by an artificial 
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system, the proposed method quantifies the probability that the same ranking result 
will be generated by humans, and judges if it is distinguishable from 
human-generated results. Taking as an example a task of ranking image pairs 








その応用ならびに評価方法を提案しており，全編 6 章からなる。 
第１章は序論であり，本研究の目的と背景を述べている。 
第 2 章では，画像復元のための畳み込みニューラルネットワーク（以下 CNN）の基本構造「二



















第 6 章は結論である。 
以上要するに本論文は，様々な要因で画質が劣化した画像から，元の高品質な画像を推定する
画像復元の問題に対し，そのための CNN の構造設計を含む具体的な方法を提案し，実験的にその
有効性を示すとともに，画像認識への適用を行いその性能向上に寄与することを確かめている。
この成果は，深層学習による画像復元の性能向上ならびに認識性能の向上をもたらすものであり，
システム情報科学ならびにコンピュータビジョンの発展に寄与するところが少なくない。 
よって，本論文は博士（情報科学）の学位論文として合格と認める。 
