 fig. S1 . Optimizing the circle-sequencing assay.  fig. S2 . The error rate of transcription is not affected by the expression level of a gene.  fig. S3 . The error rate of transcription is not affected by the vicinity of a gene to an origin of replication.  fig. S4. The error rate of transcription is equal along the length of a gene.  fig. S5. Cell lines that display error-prone transcription do not exhibit elevated mutation frequencies.  fig. S6. Transcriptional deletion rate in WT and error-prone cell lines.  fig. S7. Multiple components of the purine synthesis and salvage pathways are affected in error-prone cells.  fig. S8. Multiple components of nitrogen metabolism are affected in error-prone cells.  fig. S9. Multiple components of NAD metabolism are affected in error-prone cells. 
result in significant damage to the RNA. This damage may then result in artifacts that are erroneously recorded as transcription errors. To test this hypothesis, we compared the effect of zinc and enzyme based fragmentation methods on the circle-sequencing assay. For these control experiments we extracted RNA from both wild-type and rpb9 cells. From in vivo experiments on genetically engineered templates, it is has been well-established that rpb9 cells display a 5-fold increase in the error rate of transcription (17, 42, 43) . We subsequently split the RNA into equal halves and fragmented one half with a zinc-based fragmentation reagent (Ambion, cat no. AM8740) and the other half with RNaseIII (NEBNext RNase III RNA Fragmentation Module E6146S). All the other steps in the protocol and data analysis were identical, except for an additional end-repair step that was necessary after fragmentation with the zinc-based fragmentation method to enable RNA circularization. A total of three independent replications of this experiment were conducted. Although the enzyme-based fragmentation method accurately reported that the rpb9 cells display a 5-fold increase in the error rate of transcription, we found that the zinc-based fragmentation method significantly underestimated this difference. Interestingly, we found that the samples that were fragmented with zinc displayed an unusually high level of CU errors ( fig.   S1a, b ), suggesting that in addition to RNA fragmentation, this treatment causes damage to the RNA that is erroneously recorded as CU errors. While we did not test the effect of the magnesium fragmentation module used by Traverse and Ochman (2016) , its mode of action is similar to that of the zinc fragmentation module used by Acevedo and Andino (2014) and is thus likely to artificially increase the observed CU error rate as well. An important advantage of the enzymatic fragmentation protocol we used, is that it prevents unpredictable damage by metal ions, and reduces the amount of time that the extracted RNA molecules spend incubating at highly elevated temperatures. This gentler treatment prevents the deamination of cytosine to uracil in DNA (Frederico, Biochemistry, 1990) , and a similar effect of deamination on RNA would explain the increased CU errors we observed in the zinc-based fragmentation method. This conclusion is further supported by the observation that our previously developed repeated sequencing method (which requires longer incubation times for RNA molecules than the optimized circle-sequencing protocol(10)), underestimates the increased error rate of rpb9 cells as well and displays an elevated CU error too ( fig. S1c-d) . These results illustrate the need to avoid all sources of potential damage to the RNA molecules during the protocol in order as to minimize the amount of artifacts occurring after RNA is extracted from the cells. As a result, we prefer not to expose the RNA to temperatures higher than 65C, and no longer than 3 minutes at a time, and do not allow RNA to freeze and thaw more than once. The circle-sequencing assay also has another advantage over the repeated sequencing method. The repeated sequencing method requires individual RNA molecules to be barcoded and reverse transcribed multiple times in separate reactions. When these molecules are sequenced, "family members" with identical barcodes can be grouped together and analyzed to identify families in which each member carries the same transcription error. However, sequenced molecules for which no family member is identified have to be discarded. As a result, only a limited amount of sequencing data can be used for error detection measurements, which can be as low as 0.5%. In essence, the circle-sequencing assay uses the same idea as the repeated sequencing method, but because all the "family members" are present on the same cDNA molecule, each sequenced molecule can be used for error measurements, which increases the number of molecules that can be used for downstream processing from 0.5% to up to 70%.
fig. S2. The error rate of transcription is not affected by the expression level of a gene. To determine
whether the expression level of a gene affects the error rate of transcription, we examined genes with either a low, medium or high expression level. Neither the rate or spectrum of transcription errors changed between these categories.
fig. S3. The error rate of transcription is not affected by the vicinity of a gene to an origin of replication.
Genetic mutations tend to occur more frequently away from origins of replication. To determine whether transcription errors follow a similar trend, we calculated the error rate of transcription within 200 bases of an origin of replication (close), and compared it to the error rate of bases that were further away (far). Neither the rate or spectrum of transcription errors changed between these categories.
fig. S4. The error rate of transcription is equal along the length of a gene.
To determine whether the error rate of transcription changes along the length of a gene, we divided the genetic sequence of each gene into 20 equal bins, with each bin representing 5% of its genetic code and calculated the error rate for each bin. The error rate was approximately the same for each bin, indicating that the error rate is equal along the length of a gene.
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fig. S5. Cell lines that display error-prone transcription do not exhibit elevated mutation frequencies.
Mutation frequencies were measured in the Can1 gene in WT cells and cell lines that display error-prone transcription. None of the error-prone cells lines displayed a mutation frequency that was significantly higher than WT cells. Please note that these values are presented as mutation frequencies per gene, not per base pair. were significantly upregulated >2-fold at the RNA and protein level of rpb1 E1103G and rpb9 cell lines. These genes promote the de novo synthesis of purine metabolites, several of which were significantly depleted in rpb9 and rpb1 E1103G cell lines (here depicted in red). Most of these metabolites were not depleted in upf2 cells, which do not display an increased error rate; however, they were depleted in upf2 cells in which Rpb9 was deleted as well. >2-fold at the RNA and protein level of rpb1 E1103G and rpb9 cell lines. These genes promote the use of arginine and proline to increase the levels of available nitrogen through the urea cycle. This adjustment seems to be an attempt to compensate for depleted levels of citrulline and argino-succinate, two vital components of the urea cycle (here depicted in red) that were significantly decreased in the error-prone cell lines. proteome analysis demonstrated that Bna2 (here depicted in red) was significantly upregulated >2-fold at the RNA and protein level of rpb1 E1103G and rpb9 cell lines. This gene promotes the breakdown of tryptophan into kynurenine and further downstream products. Accordingly, we found that several of these degradation products were significantly increased in rpb9 and rpb1 E1103G cell lines (here depicted in red). Our results suggest that this pathway was upregulated to compensate for the depletion of NAD, nicotinamide and nicotinamide riboside in the error-prone cell lines (here depicted in red). None of these metabolites were significantly altered in upf2 cells, which do not display an increased error rate; however, they were downregulated in upf2 cells in which Rpb9 was deleted as well. S1. Distribution of synonymous, missense, and nonsense errors in WT and error-prone cell lines. A.
Mutation frequency/gene
In WT cells, synonymous and missense errors arise approximately at the expected rate. However, errors that result in premature stop codons (non-sense errors), are slightly underrepresented. B. Synonymous and missense errors occur at expected rates in rpb9 cells as well; however, non-sense errors were underrepresented in this cell line as well, potentially because non-sense mediated RNA decay actively degrades these molecules before they are detected. Accordingly, we found that loss of upf2, which abolishes the non-sense mediated RNA decay pathway, results in a significant increase in non-sense base substitutions. C-D. We made similar observations in dst1 and rpb1 E1103G cell lines with and without Upf2.
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