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MEASURE THEORY AND CLASSIFYING SPACES
IVAN MARIN
to the memory of Adrien Douady
Abstract. We construct classifying spaces for discrete and compact Lie groups, with the prop-
erty that they are topological groups and complete metric spaces in a natural way. We sketch
a program in view of extending these constructions.
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1. Introduction
This work presents an exploration of the possibilities to use measure theory in order to build
and put some natural geometry on classifying spaces for groups. The main observation is that
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2 I. MARIN
the probabilistic notion of a G-valued random variable provides a convenient setting in order to
construct a classifying space L(Ω, G)/G for the group G with a natural (geo)metric structure
in several interesting cases. Here G is a bounded metric group (for instance a discrete group
endowed with the discrete metric), Ω is the standard probability space, L(Ω, G) is the space of
Borel maps Ω→ G up to neglectability, equipped with a kind of L1 metric, and G acts on L(Ω, G)
by translations.
This construction itself presents some difficulties, though. One of these is categorical in nature,
and inherent to the idea of building a geometric classifying space : since we are building metric
objects, the right category for categorical operations is not necessarily the classical topological
or homotopy categories, but might have to take into account the metric structure. This has
notable consequences concerning the limits, which do not lead to the same objects depending on
whether they are taken inside metric categories or inside the topology category. The general results
obtained here are lacking applications for now, but this study might be useful when considering
classifying spaces for profinite groups as well as Malcev completions for rational homotopy theory.
We hope to come back to these questions in future work.
The main technical difficulty we are confronted with in this paper is the question of whether the
projection map L(Ω, G) → L(Ω, G)/G admits a local (continuous) cross-section. This property,
which is granted almost for free when the classifying spaces are locally compact, is crucial for us
to apply the classical theory proving the unicity, up to a homotopy, of a classifying space. For this
reason, even when G is homotopically equivalent to a CW-complex, we are for instance not able
so far to conclude on whether L(Ω, G)/G has the same property.
It is worth noticing that this question pertains to a natural question of independent interest. It
is about whether, when a distribution of mass is concentrated in measure in some neighbourghood
of a measured topological space G, one can assign to it some point of the space in a continuous
way, with respect to a natural topology for the distribution. Indeed, a local section of L(Ω, G)→
L(Ω, G)/G can be intuitively conceived as attaching to a sufficiently local distribution of mass on
G some element of G is a G-equivariant way.
When G is the real line (or more generally a real vector space), a natural positive answer is
provided by the center of mass, defined using the average of the coordinates, but in general the
homotopy properties of the space G prevent us from having such a globally defined cross-section.
We deal in detail with the example of the circle S1 endowed with its usual metric, and provide
local cross-sections which assign continuously a point to such a distribution of mass, concentrated
in measure in the interior of some (numerically specified) solid angle.
The case of S1 fits into the case where G is a compact Lie group, endowed with a natural bi-
invariant Riemannian metric. In this case, such a local cross-section exists by a general theorem of
Gleason pertaining to quotients E/G when E is a completely regular topological space. Gleason’s
general proof is elegant and powerful but rather indirect. In this paper we construct explicit local
sections in a geometric way, following the idea above. Here, our geometric cross-sections are based
on the (local) theory of the Riemannian center of mass : such a section can thus be considered
as an approximate notion of a ‘center of mass’ for such a distribution. With this approach the
neighborhood on which the local cross-section takes its arguments is intrinsically defined from the
geometry of G as a Riemannian manifold, and can be easily specified in each concrete case.
Our goal is then to explore the natural idea of iterating the construction. Starting from an
abelian discrete group Γ, the above construction provides another metric group G = L(Ω,Γ)/Γ,
and one wonders whether L(Ω, G)/G has the properties of a classifying space for G, or at least if
it provides a K(Γ, 2) – and subsequently, whether iterating this construction provides a natural
construction of complete, metric, Eilenberg-MacLane spaces. In order to understand these groups
we need exponentiation properties of the form L(Ω, L(Ω, •)) ' L(Ω × Ω, •) ' L(Ω, •) that we
establish in section 8. The cross-section problem becomes much more difficult there, and we
content ourselves, after having described various avatars of these spaces, to write down a catalogue
of the questions that need to be answered in that setting, together with some properties that link
them together (section 9).
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We like to view this work as providing some indication that a geometrization program for the
homotopy category of spaces can be envisioned, and that it can be based on measure theory and
probability theory. We hope to be able to provide more evidence in this direction in future work.
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Deleuchi and Livio Flaminio for useful references, and Alain Rivie`re for many interesting discus-
sions. I thank my ‘ergodic’ colleagues S. Petite, A.-H. Fan, F. Paccaut, F. Durand, B. Testut and
T. Gauthier for their interest and technical help and J.-Y. Charbonnel for a discussion on compact
Lie groups.
2. Preliminaries
In this section we recall very basic material on metric and topological groups on the one hand,
and standard probability spaces on the other hand.
2.1. Metric groups, probability spaces. Recall (see [2] ch. 9, §3) that a topological group is
metrizable as a topological space if and only if it is Hausdorff and if its neutral element admits a
countable fundamental system of neighborhoods. In this case, G can be endowed with a metric,
defining the topology of the group which is left-invariant, meaning that d(gx, gy) = d(x, y) for all
g, x, y ∈ G. We call such a structure (G, d) a metric group. Of course a given metrizable topological
space admits several left-invariant metrics ; in particular, it always admits a bounded one, that is
one for which the diameter of G is finite, for it suffices to replace an arbitrary left-invariant one d
by (x, y) 7→ min(1, d(x, y)). If G is commutative, a left-invariant distance is clearly right-invariant.
The examples which we are primarily interested in are the following ones :
(1) if G is discrete, it is a metric group of diameter 1 for the distance d(x, y) = 1 if x 6= y,
d(x, x) = 0.
(2) S1 = {z ∈ C | |z| = 1} is a metric group of diameter 2 for the euclidean distance
d(z1, z2) = |z1 − z2|, as well as for the arc-length distance.
(3) If G is the inverse limit of discrete quotients G/Gn (for instance if G is profinite) with
Gn+1 ⊂ Gn, then a distance is given by d(x, y) = 2−δ(xy−1) where δ : G → N ∪ {+∞}
is defined by δ(g) = sup{n ; g ∈ Gn}. This distance is ultrametric, namely d(x, z) ≤
max(d(x, y), d(y, z)), it is left-invariant, and it is also right-invariant if the Gn are normal
in G. This can always be assumed if G is profinite.
(4) If G is a compact Lie group, any invariant scalar product on its Lie algebra endows G
with a bi-invariant Riemannian metric.
When G is a metric group and H a subgroup of G, then G/H is Hausdorff iff G/H is metrizable,
in which case the metric is given by d(x, y) = inf{d(x, y) |x ∈ x, y ∈ y} (see e.g. [2] ch. 9 §3 no 1,
Remarque) ; if moreover G is complete, then so is G/H (see [2] ch. 9 prop. 4 (TG IX.25)).
In the sequel, we will denote by Ω a uncountable standard Borel space (that is a uncountable
measurable space isomorphic to a Borel subset of a Polish space) endowed with a continous (i.e.
non-atomic) probability measure µ, sometimes denoted dµ when needed, and sometimes implicit
(as in
∫
Ω
g(t)dt). It is known that such an object is unique up to isomorphism, and isomorphic for
instance to every euclidean cube [0, 1]n endowed with the Lebesgue measure (see e.g. [21] Theorem
3.4.23). The measurable subsets of Ω will be called Borel, as well as the measurable maps Ω→ X
when X is a topological space, implicitely endowed with its Borel σ-algebra.
2.2. Squaring the probability space. By the general argument that all non-atomic probability
spaces are isomorphic to each other we have Ω2 ' Ω, hence Ωn ' Ω for all n. The existence
of such isomorphism will be at the heart of our construction in the last section of the paper.
For the convenience of the non-expert reader, and also because it is meaningful here to have
direct comparisons, we recall that a direct Borel isomorphism (that is, a bijection which is Borel
as well as its inverse) preserving the measure can be given explicitely as follows. For a given
sequence ε = (ε1, ε2, . . . ) ∈ {0, 1}N, let xε =
∑
i≥1 εi2
−i. Let C the set of sequences ε such
that εi = 1 for i  0. Then the map ({0, 1}N \ C) → [0, 1[, ε 7→ xε is a bijection. Let
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D : {0, 1}N → {0, 1}N × {0, 1}N being given by ε 7→ (εo, εe) with εoi = ε2i−1, εei = ε2i. This
is clearly a bijection. We let C ′ = {ε ∈ {0, 1}N; εo ∈ C or εe ∈ C}. We have C ⊂ C ′. Let
E ⊂ [0, 1] be the image of {0, 1}N \C ′ under ε 7→ xε, and F ⊂ [0, 1]× [0, 1] the image of E under
fˇ : xε 7→ (xεo , xεe). We have F = F0 × F0 where F0 ⊂ [0, 1] is the image of {0, 1}N \ C under
ε 7→ xε, that is F0 = [0, 1[ and F = [0, 1[2. Clearly fˇ is injective, hence it is a bijection E → F .
Now [0, 1[\E is the image under ε 7→ xε of C ′ \C, which is a countable intersection of intervals,
and therefore a Borel set. Moreover, it is the intersection of a decreasing sequence of intervals,
each of them having measure one half the preceding one ; therefore, it has measure 0.
If g is a Borel isomorphism [0, 1] \ E → [0, 1]2 \ F , and if so is fˇ , by gluing g and fˇ we would
get a Borel isomorphism f : Ω→ Ω2. Since [0, 1] \E and [0, 1]2 \ F both have measure 0 it would
then be enough to check that λ(fˇ(X)) = λ(X) for X running among any generating system the
Borel σ-algebra of E.
Now C ′ \C = CeunionsqCo, with Ce = {ε; εo ∈ C}, Co = {ε; εe ∈ C}. Then [0, 1]\E = {1}unionsqEeunionsqEo
with Ee = {xε; ε ∈ Ce}, Eo = {xε; ε ∈ Co}. Then xε 7→ (1, xεe) maps Ee → {1} × [0, 1[ while
xε 7→ (xεo , 1) maps Eo → [0, 1[×{1}. Since [0, 1]2 \ F = {(1, 1)} unionsq {1} × [0, 1[unionsq[0, 1[×{1} one gets
this way a suitable bijection g.
We prove that fˇ is Borel. The Borel σ-algebra of [0, 1] is easily checked to be generated by
the intervals [a, b[= Iε, where a =
∑n0
i=1 εi2
−i, b =
∑n0
i=1 εi2
−i + 2−n0 for some n0 ≥ 2 and
ε = (ε1, ε2, . . . , εn0) ∈ {0, 1}n0 . Therefore the Borel σ-algebra of [0, 1[2 is generated by the sets
of the form Iε1 × Iε2 for some εk ∈ {0, 1}nk , k = 1, 2. The inverse image under fˇ of such a
set is clearly the union of 2|n2−n1| sets of the form Iη, with η ∈ {0, 1}2 max(n1,n2) and thus is
a Borel set. This proves that fˇ is Borel. With the notations εe = (ε2, ε4, . . . , ε2bn0/2c) and
εo = (ε1, ε3, . . . , ε2dn0/2e−1), we have fˇ(Iε) = Iεo × Iεe and therefore the inverse of fˇ is also Borel.
The fact that g is bi-Borel is proved in the same way.
Finally, for ε ∈ {0, 1}n0 we have λ(Iε) = 2−n0 . Then εo ∈ {0, 1}no and εe ∈ {0, 1}ne with
no + ne = n0 hence
λ(fˇ(Iε) = λ(Iεo)× λ(Iεe) = 2−no2−ne = 2−n0 = λ(Iε)
hence fˇ is measure-preserving, and this concludes the construction of an explicit isomorphism
Ω→ Ω× Ω.
Another way to exhibit this Borel isomorphism Ω ' Ω2 is to combine the homeomorphism
between the Cantor ternary set C = {∑i εi3−i;∀i εi ∈ {0, 2}} and C × C induced by ε 7→ (εo, εe)
and the classical Borel isomorphism between [0, 1] and C given by ∑ εi2−i 7→ ∑ 2εi3−i ([21],
example 3.3.1).
3. A Metric Classifying space – the discrete case
In this section we explain the construction in case G is discrete, and establish the main properies
of L(Ω, G)/G. We show that it is indeed a classifying space, and how some of the most usual
properties of the classifying space can be proved directly on this explicit construction. Finally,
we establish a few properties relative to the pointset topology of L(Ω, G)/G, which are especially
useful when G is uncountable.
3.1. The construction. Let us endow the discrete group G with the discrete distance, d(x, y) =
1 − δx,y. We let L(G) = L(Ω, G) denote the space of Borel maps from Ω to G modulo the
equivalence relation f1 ∼ f2 if {t ∈ Ω; f(t) 6= g(t)} has zero measure. It is a metric space for the
distance
d(f1, f2) =
∫
Ω
d(f1(t), f2(t))dt.
If we fix an isomorphism Ω ' [0, 1] this space admits interesting subspaces, as in e.g. [5], §4.6,
exercice 6, p. 243 :
• instead of considering all Borel maps, one may consider staircase maps [0, 1]→ G modulo
the same equivalence relation;
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• instead of dividing out by maps whose support have measure zero, one may consider
staircase maps which are semicontinuous on one side. More precisely, we may consider
the set of maps f :]0, 1] → G such that there exists a finite increasing sequence 0 = t0 <
t1 < · · · < tn = 1 with f constant when restricted to ]ti−1, ti] for i ∈ {1, . . . , n}, and let
d(f1, f2) be the sum of the lengths of the intervals on which f1 and f2 differ.
Notice that an isomorphism Ω → [0, 1]n for higher n could also be used to define similar higher
dimensional analogues of the above subspaces. All what follows, except the statements about
completeness, hold true for these ‘smaller’ subspaces.
Proposition 3.1. Let G be a discrete group endowed with the discrete metric. Then L(G) is a
contractible space, endowed with a free action of G such that the quotient map L(G) → L(G)/G
is a covering map.
Proof. We first prove that L(G) is a contractible space. Indeed, given f ∈ L(G) ' L([0, 1], G), let
f |s ∈ L([0, 1], G) for s ∈ [0, 1] be defined by f |s(t) = e if s ≥ t, f |s(t) = f(t) otherwise. We set
H(s, f) = f |s. Then H : I × L([0, 1], G)→ L([0, 1], G) retracts L(G) on the constant map, and is
continuous, because
d(H(s1, f1), H(s2, f2) =
∫ s2
s1
dG(f1(t), f2(t))dt ≤ |s2 − s1|.
Moreover, G acts on L(G) by isometries : if g ∈ G and f ∈ L(G), we let g.f : t 7→ g.f(t).
This action is clearly free. We prove that L(G) → L(G)/G is a covering map, that is, that
forall f ∈ L(G) there exists an open neighbourhood U of f such that, ∀g1, g2 ∈ G (g1 6= g2) ⇒
(g1U)∩ (g2U) = ∅. We can assume g1 = e and set g = g2. Letting U = {f ′ ∈ L(G) | d(f, f ′) < 12}
we get that, if f ′′, f ′ ∈ U with f ′′ = g.f ′, we have
1 = d(f, g.f) ≤ d(f, f ′′) + d(f ′′, g.f) = d(f, f ′′) + d(g.f ′, g.f) = d(f, f ′′) + d(f ′, f) < 1
2
+
1
2
,
a contradiction. This proves the claim. 
Note that the homotopies between L(G) and {∗} constructed in the proposition are in 1-
1 correspondance with the collection of isomorphisms [0, 1] → Ω of measured spaces. We let
B(G) = L(G)/G. There is then a natural distance on B(G) = L(G)/G, defined by
dB(G)(f1, f2) = inf
g1,g2∈G
dL(G)(g1.f1, g2.f2) = inf
g∈G
dL(G)(f1, g.f2) = inf
g∈G
dL(G)(g.f1, f2).
Note that L(G) and B(G) have a natural base point, given by (the class of) the constant map
equal to e. The natural map pi1(B(G), e) → G admits a natural inverse : to each g ∈ G we
associate the path p˜ig : [0, 1]→ L(G) defined by
p˜ig(u) : t 7→ g if t < u
t 7→ e if t ≥ u
Then p˜ig(0) is the constant map equal to e and p˜ig(1) is the constant map equal to g. Therefore,
the class of p˜ig(u) modulo G defines a loop [0, 1] → BG whose homotopy class pig is an explicit
inverse of pi1(BG, e)→ G.
3.2. Historical comment. The first ideas about this construction (in the discrete case) came
during conversations with A. Douady when I was doing my 1995 master thesis under his guidance.
A version due to him of the construction can be found in [5], where a proper subspace of step-
functions is used instead of L(Ω, G). Actually, in case G is commutative, an allusion to the step-
functions point of view can be found in [19] appendix A, where details are given of a construction
of G. Segal of the classifying space of an (abelian) topological group, originally defined in [20].
After having described a simplicial realization of it, G. Segal explains that it is (the space of orbits
of) the space of step-functions on the unit interval [0, 1] with values in G, ‘but from this point
of view the topology is rather obscure’. Nevertheless, G. Segal states that there is a continous
monomorphism from this topological space onto a dense subgroup of L([0, 1], G). This point of
view of step-functions has been used by Bourbaki in his very recent ‘Topologie alge´brique’ chapters
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(2016), whose original first draft dates back to the 1970’s (and which probably received significant
input from A. Douady himself). When G is discrete, there is actually no loss, compared to
the classical (Segal’s or Milnor’s) constructions of a classifying space, in using instead the larger
construction L([0, 1], G)/G, in terms of homotopy theory : this space is equivalent to the other
ones inside the homotopy category. The gain is that it is a complete metric space, in a fairly
natural way, and actually a complete metric group. Also, it enables us to define it as L(Ω, G)/G,
where Ω is a standard probability space, since the topology of the unit interval I = [0, 1] is actually
totally irrelevant to its definition. We apologize for the collision with the notation ΩX for the
loop space of a topological space X, but these two notations are equally well-established, and
since we are not going to use loop spaces in this paper, this should not cause any confusion. From
this remark it becomes clear that the space L(Ω, G) should actually be thought of as the space of
random G-valued variables.
3.3. General homotopic properties. The construction G  L(G) is functorial, from the cat-
egory of groups to the category of (pointed) topological spaces and continuous maps. Indeed, if
ϕ ∈ Hom(G1, G2), we associate to each f ∈ L(G1) the map ϕ◦f ∈ L(G2), and this defines a metric
contraction, which is an isometry if and only if ϕ is injective. The class of ϕ ◦ f in B(G2) only
depends on the class of f in B(G1), for f
′ = g.f implies that f, f ′ have representatives in Ω→ G
(up to functions whose supports have measure 0) such that ∀t ∈ Ω f ′(t) = g.f(t) ; therefore,
∀t ∈ Ω ϕ(f ′(t)) = ϕ(g.f(t)) = ϕ(g)ϕ(f(t)) = ϕ(g).ϕ(f(t))
hence ϕ ◦ f ′ = ϕ(g).ϕ ◦ f . This proves that G B(G) is also functorial, again from the category
of groups to the category of (pointed) topological spaces and continuous maps.
As is well-known from the properties of classifying spaces, the induced maps in the homotopy
category lead to bijections B : Hom(G1, G2) → [B(G1), B(G2)]∗, where [X,Y ]∗ denotes the set
of pointed homotopy classes from X to Y . One may check directly the injectivity : if ϕ,ψ ∈
Hom(G1, G2) yield to homotopic Bϕ and Bψ, let H be an homotopy between both maps. Then
H induces an homotopy between the paths Bϕ(pig) and Bψ(pig) for all g ∈ G. But Bϕ(pig) = piϕ(g)
and Bψ(pig) = piψ(g). Then piϕ(g) ∼ piψ(g) iff ϕ(g) = ψ(g) and this proves the injectivity.
In order to prove the surjectivity, we note that we have a functor pi1 from the pointed homotopy
category HoTop∗ to the category Gr of groups, for which pi1B is the identity functor of the
category of groups. Therefore, for all F : BG1 → BG2, the two maps Bpi1(F ) and F induce the
same morphisms on homotopy groups, and they are therefore homotopic once we know that BG
has the homotopy type of a CW-complex. This follows from the facts that it is a classifying space
for G, that G admits a classifying space which has the homotopy type of a CW-complex, and that
two classifying spaces for the same group are homotopically equivalent.
We thus recover the fact that B : Gr → HoTop∗ is fully faithful.
The classical fact that there is an homotopically trivial conjugation action of G on BG is
recovered in our context as follows. For all ϕ ∈ Aut(G) et f ∈ L(G), one defines ϕ.f : t 7→ ϕ(f(t)).
The map f 7→ ϕ.f is clearly an isometry of L(G). If g ∈ G, then
ϕ.(g.f) = (t 7→ ϕ(gf(t)) = ϕ(g)ϕ(f(t))) = ϕ(g).(ϕ.f).
hence ϕ.f¯ ∈ B(G) is well-defined for f¯ ∈ B(G). Since
ϕ.(ψ.f) = ϕ. (t 7→ ψ(f(t))) = (t 7→ ϕ(ψ(f(t)))) = (ϕ ◦ ψ).f
we get an action of Aut(G) on L(G) which induces an action of Aut(G) on B(G).
In particular, we get in an elementary way a conjugation action of G on B(G) via G→ Aut(G).
This is a map G × B(G) → B(G). We prove that this action is homotopically trivial, meaning
that it is homotopic to the trivial action. In order to do this we fix an identification Ω ' [0, 1]
and introduce a map [0, 1] × G → L(G), (u, g) 7→ gu with gu(t) = e if u ≤ t, gu(t) = g if
u > t and Fu : G × L(G) → L(G) defined as Fu(g, f) : t 7→ f(t)gu(t)−1. It is a continuous map
F : [0, 1]×G× L(G)→ L(G).
For every h ∈ G we get Fu(g, hf)(t) = hf(t)gu(t)−1 hence Fu(g, hf) = h.Fu(g, f). Therefore
the composite of F with the natural map L(G)→ B(G) is a continuous map Ψ : [0, 1]×G×B(G)→
B(G). Since F0(g, f) = f we have Ψ0(g, f¯) = f¯ and Ψ0 is the trivial action of G on BG. Moreover
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F1(g, f) = t 7→ f(t)g−1, hence F1(g, f) has the same image in B(G) as the map t 7→ gf(t)g−1,
and Ψ1 is the action of Ad (g) ∈ Aut(G) on B(G). This proves that the conjugation action of G
on B(G) is homotopically trivial, as claimed.
3.4. General topology. The proof of the following proposition is basically a copy-paste of clas-
sical arguments for usual function spaces.
Proposition 3.2. L(G) is complete as a metric space.
Proof. We let (fn)n≥0 denote a Cauchy sequence. For all k ≥ 1, there exists nk ∈ N such that, for
all p, q ≥ nk, d(fp, fq) ≤ 1/2k+1. For every u, v ∈ N we set Au,v = {t ∈ Ω; fnu(t) 6= fnv (t)} and
Ωm =
⋃
u,v≥mAu,v. It is clear that Ωm =
⋃
u≥mAu,u+1, and that Ωm+1 ⊂ Im. Moreover, the Au,v
and Ωm are measurable ; this holds true because the maps t 7→ (fnu(t), fnv (t)) are measurable
because so are the fk’s, and because the diagonal of G×G is a closed subset. We have
µ(Im) ≤
∑
u≥m
µ(Au,u+1) ≤
∑
u≥m
d(fnu , fnu+1) ≤
∑
u≥m
2−u−1 ≤ 2−m
and Ωm+1 ⊂ Ωm. From this get that Ω∞ =
⋂
m Ωm has measure 0. We define then f ∈ L(G)
on the complement of Ω∞ by f(t) = fnm(t) for m such that t ∈ Ωm \ Ωm+1. This construction
satisfies the following : (∀u ≥ k fnu(t) = fnk(t)) ⇒ (fnk(t) = f(t)). Indeed, letting k0 denote
the minimal k satisfying the assumption, we have t ∈ Ωk0−1 \ Ωk, hence f(t) = fnk0 (t) = fnk(t).
We can now check that the subsequence (fnk)k≥1 converges to f , thus proving the convergence
of (fn). Let α > 0, and m such that α ≥ 2−m. Let k ≥ m and t such that fnk(t) 6= f(t).
Then there exists u ≥ k such that fnk(t) 6= fnu(t), and therefore t ∈ Ωk ⊂ Ωm. This proves
d(fnk , f) ≤ µ(Ωm) ≤ 2−m ≤ α. and thus the claim. 
Example : G = Z/2Z. In the case G = Z/2Z, elements f ∈ L(G) are in 1-1 correspondance
with the measurable subsets A ⊂ Ω up to sets of measure 0 under the correspondance f(t) = 1
iff t ∈ A. Therefore, elements of B(G) are in 1-1 correspondance with the unordered pairs of the
form {A,Ω\A} up to the inherited equivalence relation. Note that d(f, e) = min(µ(A), 1−µ(A)}.
Proposition 3.3. Let D be a discrete metric space, Ω0 a Borel subset of Ω, and f : Ω0 → D a
Borel map. Then the image of f is countable.
Proof. Without loss of generality we can assume that Ω0 = Ω (up to extending f by a constant),
and that f(Ω) = D (up to replacing D by the image of f). This implies |D| ≤ |Ω| = c (the
cardinality of the continuum). We choose an isomorphism and identify Ω with [0, 1]. Let ι : D ↪→
[0, 1] be a set-theoretic embedding. Since D is discrete, it is a Borel map, and therefore so is
the function g = ι ◦ f : [0, 1] → R. It follows that its graph {(t, g(t)); t ∈ [0, 1]} is Borel inside
[0, 1] × [0, 1], and therefore its projection g([0, 1]) on the second factor is analytic in the sense of
Suslin. This implies that either g(Ω) = g([0, 1]) ∼ D is countable, which proves our claim, or it
has cardinality c (this argument was communicated to me by G. Godefroy). It remains to prove
that D cannot have cardinality c. Otherwise, we would have an injective map E 7→ f−1(E) from
the set of all subsets of D into the set of Borel subsets of Ω. Since the latter set is well-known to
have cardinality c, this would imply 2c ≤ c, a contradiction.

An immediate consequence of this proposition is the following.
Corollary 3.4. Every f : Ω→ D as in the proposition satisfies the property
(?)
∑
d∈D
µ(f−1({d})) = 1.
This property (?) will be ubiquituous whenever D is not assumed to be countable. A first
example is the following.
Proposition 3.5. Let f ∈ L(G), and x ∈ B(G) = L(G)/G. If d(f, x) < 1, then the set of
elements f ′ ∈ x such that d(f, f ′) = d(f, x) is non-empty and finite.
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Proof. Since d(f, f ′) = d(e˜, f−1f ′), we can assume that f = e˜. So the statement is equivalent
to saying that, for every f ∈ L(G), there exists a finite number of elements g∞ ∈ G such that
d(g˜∞, f) = infg∈G d(g˜, f). For every g ∈ G, let Bg = f−1({g}). Since infg∈G d(g˜, f) < 1, there
exists g ∈ G with µ(Bg) > 0. Since 1 = µ(I) =
∑
g∈G µ(Bg) by (?), there is a finite number of
elements g1, . . . , gm ∈ G such that µ(Bgi) are maximal, that is to say there is a finite number of
elements g1, . . . , gm ∈ G such that d(g˜i, f) = infg∈G d(g˜, f). 
Another consequence of proposition 3.3 is the following one.
Proposition 3.6. If G0 is a subgroup of the discrete group G, then L(Ω, G0)/G0 embeds into
L(Ω, G)/G as a closed subgroup. Moreover, L(Ω, G)/G is the union of the corresponding subgroups
L(Ω, G0)/G0 where G0 runs among the countable subgroups of G.
Proof. If G0 < G then the composite of the natural maps L(G0) → L(G) → L(G)/G has kernel
G ∩ L(G0) = G0, and thus factorizes injectively through a continuous map ι0 : L(G0)/G0 ↪→
L(G)/G. Let f ∈ L(Ω, G). Since f(Ω) ⊂ G is countable, then G0 = 〈f(Ω)〉 is countable, and
f ∈ L(Ω, G0) ⊂ L(Ω, G). It follows that L(G) is the union of the L(G0) of the G0 < G for G0
countable. Therefore L(G)/G is the union of the Imι0 for G0 < G countable. It remains to prove
that Imι0 is closed.
Let us assume there is a sequence (fn)n∈N such that (f¯n) → f¯ inside L(Ω, G)/G, and fn ∈
L(Ω, G0), with f¯ 6∈ Imι0. Let f ∈ L(Ω, G) be a representative of f¯ . Since f¯ 6∈ Imι0 there exists
a ∈ G \G0 such that µ(f−1{a}) > 0. But a−1.f = f 6∈ Imι0 hence there exists b 6= a with b 6∈ G0
such that µ(f−1{b}) > 0. Let δ = min(µ(f−1{a}), µ(f−1{b})) > 0. For every h ∈ L(Ω, G0) and
g ∈ G we have d(g.f, h) ≥ δ > 0, hence d(f, h) ≥ δ > 0, which contradicts the assumption. 
For a given cardinal α, let us say that a topological space E is α-separable if it admits a dense
subset of cardinality (at most) α.
We first notice that, if α is infinite and F ⊂ E is a subspace of an α-separable metric space E,
then F is also α-separable. Indeed, if X ⊂ E is dense of cardinality α, let us first set Fn(x) =
{y ∈ F | d(x, y) < 1/n} ; then build a set Xn by choosing one element of Fn(x) for each x ∈ X,
whenever Fn(x) 6= ∅. We have |Xn| ≤ |X|, hence |Y | = |X| = α for Y =
⋃
nXn. Since Y is clearly
dense in F this proves that F is also α-separable.
Lemma 3.7. If D is infinite, then L(Ω, D) is |D|-separable, but not α-separable for α < |D|. If G
is an infinite discrete metric group, then L(G)/G is |G|-separable, but not α-separable for α < |G|.
Proof. Let E be the set of (equivalence classes of) staircase maps in L(Ω, D). Because of propo-
sition 3.3 we know that E is dense inside L(Ω, D). It remains to prove that E is |D|-separable to
prove that L(Ω, D) is so. The space E is the union of the subsets {f ∈ E | f(Ω) = F} where F
runs among the collection Pf (D) of finite subsets of D, which has the same cardinality of D since
D is infinite. Since D × D ∼ D, we thus only need to prove that, for a finite set F , the space
L(Ω, F ) is |D|-separable. This holds true because it is separable (and |D| is infinite).
We now choose α < |D|, and prove that L(Ω, D) is not α-separable. Let C denote the subset
of (equivalence classes of) constant maps in L(Ω, D). It is a (closed) subspace of L(Ω, D), and
therefore should be α-separable if L(Ω, D) is so. It is not the case because, if x ∈ D is chosen
outside the values of a dense subset (fj)j∈α of α-elements of C, and x˜ is the constant map t 7→ x
then d(x, fj) = 1 for all j ∈ α, contradicting the density of (fj)j∈α.
We now prove the statements about L(G)/G. Since we have already proved that L(G) is
|G|-separable, the same holds for its image L(G)/G. Let us choose now α < |G|, and fix an
identification Ω ' [0, 1]. For each g ∈ G, we denote gˇ : Ω = [0, 1]→ G the map t 7→ e for t ≤ 1/2,
t 7→ g for t > 1/2, and C′0 = {gˇ; g ∈ G}. We let C′ denote the image of C′0 inside L(G)/G. We
claim that C′ is not α-separable. Indeed, if (gˇj)j∈α is a collection of elements of C′0 with dense
image in C′, by choosing x ∈ G \ {gj ; j ∈ α} with x 6= e, we have d(gxˇ, ggˇj) ≥ 1/2 for all g ∈ G,
contradicting the density. This concludes the proof.

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Notice that the subspace of L(Ω, D) made of (classes of) functions with finite images is dense
inside L(Ω, D). If D = G is a discrete metric group, this subspace is in addition stable under the
action of G.
The next proposition has been communicated to me by G. Godefroy. It generalizes proposition
3.3.
Proposition 3.8. If E is a metrizable space, and f : Ω→ E is Borel, then f(Ω) is separable.
Proof. W.l.o.g. we can assume that f is surjective. We recall the following classical lemma.
Lemma 3.9. If (E, d) is a non-separable metric space, then there exists r > 0 and E1 ⊂ E
uncountable such that, for all x, y ∈ E1 with x 6= y, we have d(x, y) ≥ r.
Proof. For every n, let Yn a subset of E such that for all x, y ∈ E1 with x 6= y, we have d(x, y) ≥
1/n, and which is maximal for this property. Such a Yn exists by Zorn’s lemma. If Yn was
countable for all n, then Y =
⋃
n Yn would also be countable. Since it is clearly dense inside E1,
this would contradict the non-separability of E. This contradiction proves the existence of an
uncountable Yn0 = E1 as in the statement. 
Applying the lemma to E = f(Ω), we get that, if E is not countable, then there exists an
uncountable J and a collection (xj)j∈J of elements in E such that E′ =
⊔
j B(xj , r) ⊂ E for some
r > 0, where B(xj , r) = {x ∈ E; d(x, xj) < r}. Let us set Ω′ = f−1(E′), and g : Ω′ → E′ the
restriction of f . It is easy to check that Ω′ is a Borel subset of E, and that g is Borel. Moreover
the map E′ → J , which associates x 7→ j for the unique j such that x ∈ B(xj , r), and where J is
endowed with the discrete topology, is Borel (because the B(xj , r) are open). It follows that the
composite map Ω′ → J is Borel, and surjective. By proposition 3.3 this proves that J is countable,
a contradiction that proves the claim.

Corollary 3.10. Let E be a metrizable space, f : Ω→ E a Borel map and (Uj)j∈J a covering of
E by open subsets. Then there exists a countable J0 ⊂ J such that
µ(f−1(
⋃
j∈J0
Uj)) = 1
Proof. Let Vj = f(Ω) ∩ Uj . The collection (Vj)j∈J is a covering of f(Ω) by open subsets. Since
f(Ω) is separable and metric, it has the Lindelo¨f property, that is there exists a countable J0 ⊂ J
such that f(Ω) =
⋃
j∈J0 Vj0 . Then
1 = µ(f−1(
⋃
j∈J
Uj)) = µ(f
−1(
⋃
j∈J
Vj)) = µ(f
−1(
⋃
j∈J0
Vj)) = µ(f
−1(
⋃
j∈J0
Uj))
and this proves the claim.

4. Metric Classifying spaces – general case and categorical aspects
Our aim here is to extend the previous construction to the collection of all metric groups.
We first investigate categorical properties of the functor L(Ω, •) : X  L(Ω, X) on metric spaces,
especially its behavior in terms of limits. We then extend the construction L(Ω, G)/G to all metric
groups, and establish that this object is a classifying space for G under the assumption that the
natural projection map L(Ω, G)→ L(Ω, G)/G admits a local (continuous) cross-section. We prove
that this is not the case when G is infinite profinite, but that it is a Hurewicz fibration. We prove
that it is the case when G is a compact Lie group. Finally, we investigate the behavior of the
functor G L(Ω, G)/G with respect to limits, and how it might be used to endow the ‘classifying
spaces’ associated to localizations and completions with more natural (geo)metric structures.
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4.1. The functor L(Ω, •) on metric spaces. Let E be a metric space. We denote L(Ω, E)
the space of Borel maps Ω → E such that ∫
Ω
d(f(t), c)dt < ∞ for one (and then for all) c ∈ E.
We endow it with the pseudo-distance d(f, g) =
∫
Ω
d(f(t), g(t))dt, and denote by L(Ω, E) the
associated metric space.
Let Lip denote the category whose objects are the metric spaces with morphisms Lipschitz
maps. If ϕ ∈ HomLip(E0, E1) with Lipschitz constant C > 0, then one can associate to each f ∈
L(Ω, E0) a Borel map ϕ ◦ f : Ω→ E1, and we have
∫
Ω
d(ϕ ◦ f(t), ϕ(c))dt ≤ C ∫
Ω
d(f(t), c)dt <∞.
This defines a functor L(Ω, •) : Lip→ Lip.
We have the following easy lemma.
Lemma 4.1. Let E0, E1 be two metric spaces, X a probability space and ϕ : E0 → E1 a C-
Lipschitz map. Then the naturally induced maps L(X,E0)→ L(X,E1) and L(X,E0)→ L(X,E1)
are C-Lipschitz.
Proof. Let f, g ∈ L(X,E0). Then
d(ϕ˜(f), ϕ˜(g)) =
∫
X
d(ϕ(f(x)), ϕ(g(x)))dx 6 C
∫
X
d(f(x), g(x))dx = Cd(f, g).

We will say that two metric spaces are equivalent if they are isomorphic inside Lip (that is,
they are bi-Lipschitz equivalent). By the following easy lemma the equivalence class of a given
compact manifold does not depend on the choice of Riemannian metric.
Lemma 4.2. Let M be a compact differentiable manifold, g1, g2 two Riemannian metrics on M
and d1, d2 the associated metrics. Then (M,d2) and (M,d1) are equivalent.
Proof. By definition the tangent space of M is T∗M = {(x, u) | u ∈ TxM}. Let E = {(x, u) ∈
T∗M |g1(x)(u, u) = 1}, and let us consider P : E → R+, (x, u) 7→ g2(x)(u, u). Since P is continuous
and E is compact there exists C2 > 0 which is a majorant for P . Let x, y ∈M and γ : [0, δ1]→M
be a minimizing geodesic between x and y for g1, that we assumed parametrized by arc-length.
By definition, δ1 = d1(x, y). Then,
d2(x, y) 6
∫ δ1
0
√
g2(γ(t))(γ′(t), γ′(t))dt 6
∫ δ1
0
C2dt = C2δ1 = C2d1(x, y)
which proves that the identity (M, δ1) → (M, δ2) is Lipschitz. By symmetry this concludes the
proof. 
Lemma 4.3. Let E be a bounded metric space and F ⊂ E a closed subspace. The natural inclusion
L(Ω, F ) ⊂ L(Ω, E) induces a closed embedding L(Ω, F ) → L(Ω, E). In other words, it identifies
L(Ω, F ) with a closed subset of L(Ω, E).
Proof. We consider a sequence (fn)n∈N of elements fn ∈ L(Ω, F ), and f ∈ L(Ω, E), and we
assume d(fn, f) → 0. By definition this means
∫
d(fn(x), f(x))dx → 0. We define ϕn(x) =
d(fn(x), f(x)) ≤ diam(E) < +∞. We have ϕn ∈ L(Ω,R+) and ϕn → 0 in L1(Ω,R+). Since
ϕn ≤ diam(E) this implies that there exists a subsequence (ϕnk)k such that ϕn,k(x) converges
to 0 for x ∈ Ω1 ⊂ Ω such that µ(Ω \ Ω1) = 0. Therefore d(fnk(x), f(x)) → 0 for x ∈ Ω1. Since
F is closed this implies ∀x ∈ Ω1 f(x) ∈ F and therefore the class of f belongs to the image of
L(Ω, F )→ L(Ω, E) and this proves the claim.

Another, more surprising category, appears here. We denote it BLip and call it the category
of Lipschitz-or-bounded maps. Its objects are the metric spaces and a morphism f : A → B is
a uniformly continuous map which is either Lipschitz or bounded (that is for which f(A) is a
bounded subset of B).
Lemma 4.4. BLip is a category. L(Ω, •) defines a functor BLip→ BLip.
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Proof. Let A,B ∈ Ob(BLip). Clearly IdA ∈ HomBLip(A,A). Now, if f ∈ HomBLip(B,C) and
g ∈ HomBLip(A,B), then we need to prove that f ◦ g ∈ HomBLip(A,C). Since f and g are
continuous, so is f ◦ g. If f is bounded, so is f ◦ g. Therefore we can assume that f is C-Lipschitz
for some C > 0. If g is K-Lipshitz, then f ◦ g is CK-Lipschitz, and if diam(g(A)) < M for some
M > 0, then d(f ◦ g(x), f ◦ g(y)) ≤ Cd(g(x), g(y)) ≤ CM hence f ◦ g is bounded. This proves that
BLip is a category.
Let ϕ ∈ HomLip(A,B). To all f ∈ L(Ω, A) we associate ϕ◦f : Ω→ B. Since ϕ is continuous and
either Lipschitz or bounded, we have ϕ◦f ∈ L(Ω, B). This induces a map Φ = L(Ω, ϕ) : f 7→ ϕ◦f ,
L(Ω, A) → L(Ω, B). In case ϕ is C-Lipschitz we already checked that Φ is C-Lipschitz too. If
ϕ is bounded, let us choose β ∈ B and consider the constant map β˜ : t 7→ β in L(Ω, B). By
assumption there exists m > 0 such that d(ϕ(x), β) ≤ m for all x ∈ A. This implies d(Φ(f), β˜) =∫
Ω
d(ϕ(f(t)), β)dt ≤ m for all f ∈ L(Ω, A) whence Φ is bounded too.
Let us assume that ϕ is uniformly continuous and bounded, and let ε > 0. Let δ = max(1,diam(ϕ(A))).
There exists η > 0 such that, for all x, y ∈ A, we have d(x, y) ≤ η ⇒ d(ϕ(x), ϕ(y)) ≤ ε2δ .
Now, for all f, g ∈ L(Ω, A), if d(f, g) ≤ ε2δη, and since d(f, g) =
∫
Ω
d(f(t), g(t))dt ≥ ηµ{t; d(f(t), g(t)) >
η}, we have µ{t; d(f(t), g(t)) > η} ≤ ε2δ . This implies that µ{t; d(ϕ ◦ f(t), ϕ ◦ g(t)) > ε2δ} ≤ ε2δ .
Therefore ∫
{t;d(ϕ(f(t)),ϕ(g(t)))≤ ε2δ }
d(ϕ(f(t)), ϕ(g(t)))dt 6 ε
2δ
6 ε
2
and ∫
{t;d(ϕ(f(t)),ϕ(g(t)))> ε2δ }
d(ϕ(f(t)), ϕ(g(t)))dt 6 ε
2δ
× diam(ϕ(A)) 6 ε
2
whence d(Φ(f),Φ(g)) ≤ ε. This proves that Φ is uniformly continuous, and finally that L(Ω, •) is
a well-defined functor. 
Notice that the category Lip is not good enough for dealing e.g. with the group of p-adic
integers. Indeed, there is a natural 1-parameter family of metrics on Zp, defined by dα(x, x
′) =
αvp(x−x
′), where α ∈]0, 1[, and the identity map (Zp, α) → (Zp, β) is Lipschitz only if β ≤ α.
However it is always Ho¨lderian and therefore uniformly continuous. Since Zp is bounded this
proves that these metric spaces (Zp, dα) are all isomorphic inside BLip. Note also that the
category made of all metric spaces with morphisms the uniformly continuous maps would not be
convenient as well. Indeed, if Z is endowed with the discrete metric and R with the usual one,
then every map ϕ : Z → R is uniformly continuous. We choose ϕ = Id : x 7→ x. Then, letting
f : [0, 1]→ Z be defined by f(t) = n2 if 1n+1 < t ≤ 1n , and f(0) = 0, then f is Borel and satisfies∫ 1
0
dZ(f(t), 0)dt = 1 <∞ ; but ϕ◦f is also Borel and
∫ 1
0
dR(ϕ(f(t)), 0)dt =
∑∞
n=1
(
1
n − 1n+1
)
n2 =
∞.
By restricting the class of metric spaces however it is possible to keep the collection of all
uniformly continuous functions as our morphisms. Indeed, let Geod denote the category of all
geodesic metric spaces with morphisms the uniformly continuous maps. We then get the following.
Lemma 4.5. L(Ω, •) defines a functor Geod→ Geod.
Proof. Let E,F be two geodesic metric spaces and ϕ : E → F a uniformly continuous function.
We choose e ∈ E. The only thing one needs to prove is that, for a Borel map f : [0, 1] → E, if∫
Ω
d(f(t), e)dt <∞, then ∫
Ω
d(ϕ(f(t)), ϕ(e))dt <∞.
Note that x 7→ d(ϕ(x), ϕ(e)) is uniformly continuous E → R+, since it is a composite of a
uniformly continuous map ϕ with the 1-Lipschitz map x 7→ d(x, ϕ(e)). Therefore there exists
b > 0 such that, whenever dE(x, y) ≤ b, then |d(ϕ(x), ϕ(e))− d(ϕ(y), ϕ(e))| ≤ 1.
Let us fix x ∈ E, let δ = d(x, e), and choose a geodesic γ : [0, δ] → E from x to e. We
can assume that it is parametrized by arclength, that is d(γ(v), γ(u)) = length(γ|[u,v]) = v − u.
Let m ∈ N such that mb ≤ δ < (m + 1)b, and tk = bk/δ for 0 ≤ k < m, tm+1 = 1. Then
d(γ(tk+1), γ(tk)) = |tk+1 − tk| < b and therefore d(ϕ(γ(tk+1)), ϕ(γ(tk))) ≤ 1. It follows that
d(ϕ(x), ϕ(e)) = d(ϕ(γ(1)), ϕ(γ(0))) ≤
m∑
i=0
d(ϕ(γ(ti)), ϕ(γ(ti+1))) < 1 +m ≤ 1 + 1
b
d(x, e)
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Since this holds for all x ∈ E, we get ∫
Ω
d(ϕ(f(t)), ϕ(e))dt ≤ 1 + 1b
∫
Ω
d(f(t), e)dt < ∞ and this
proves the claim. 
Proposition 4.6. Let E be a metric space. For a ∈ E we let δa ∈ L(Ω, E) denote the constant
map t 7→ a.
(1) L(Ω, E) is contractible, and locally contractible.
(2) The map a 7→ δa embeds E isometrically as a closed subspace of L(Ω, E).
(3) L(Ω, E) is complete iff E is complete.
(4) L(Ω, E) is separable iff E is separable.
Proof. We first prove that L(Ω, E) is contractible, by proving that there is a deformation retract
to any point f0 ∈ L(Ω, E). Let us first identify Ω with [0, 1]. Then, given f ∈ L([0, 1], E), let
f |s ∈ L([0, 1], E) for s ∈ [0, 1] be defined by f |s(t) = f0(t) if s ≥ t, f |s(t) = f(t) otherwise. We
set H(s, f) = f |s. Then H : [0, 1] × L([0, 1], E) → L([0, 1], E) is the retraction. It is continuous
because
d(H(s1, f1), H(s2, f2)) =
∫ s2
s1
d(f1(t), f2(t))dt ≤ |s2 − s1|diam(E).
and preserves a given ball centered at f0 of any given radius. This proves that L(Ω, E) is con-
tractible and locally contractible.
We now prove that the subspace of L(Ω, E) made of the constant maps δa : t 7→ a is closed inside
L(Ω, E). Note that this map is an isometric embedding. If we have a sequence δan converging
to f ∈ L(G) we need to prove that there exists a ∈ G with f = δa. For this we consider
Φ : (t1, t2) 7→ d(f(t1), f(t2)). By Fubini’s theorem and d(f(t1), f(t2)) ≤ d(f(t1), an) + d(an, f(t2))
we get
∫
Ω×Ω Φ ≤ 2d(f, δan) for all n, and therefore
∫
Ω×Ω Φ = 0. Since Φ is non-negative and
because by Fubini’s theorem we have 0 =
∫
t1
(
∫
t2
d(f(t1), f(t2))dt2)dt1 this proves that there
exists two measurable subsets U1, U2 ⊂ Ω each one of measure 1 such that d(f(t1), f(t2)) = 0 for
all (t1, t2) ∈ U1 × U2. Picking t0 ∈ U2 and letting a = f(t0) we get d(f(t1), a) = 0 for all t1 ∈ U1
and therefore d(f, δa) = 0 hence f = δa. This proves the claim.
We now prove that L(Ω, E) is complete iff E is complete. The ‘only if’ part is a consequence
of the fact that E can be idenfied with a closed isometric subspace of L(Ω, E). We now assume
that E is complete and let (fn)n≥0 denote a Cauchy sequence. For all k ≥ 1, there exists nk ∈ N
such that, for all p, q ≥ nk, d(fp, fq) ≤ 2−k. If we prove that the subsequence fnk converges,
we are done. Therefore, we may replace the sequence (fn) by this subsequence and assume
d(fp, fq) ≤ 2−p whenever q ≥ p. We consider now the element Jn(t) =
∑n−1
k=0 dG(fk(t), fk+1(t)).
It is a nondecreasing sequence of elements in L1(Ω,R) and we have∫ 1
0
Jn(t)dt =
n−1∑
k=0
d(fk, fk+1) ≤
n−1∑
k=0
2−k ≤ 2.
By the monotone convergence theorem it follows that Jn(t) converges almost everywhere, that is
on some U ⊂ Ω of measure 1. It follows that, for all t ∈ U , the series ∑∞k=0 d(fk(t), fk+1(t)) is
convergent and therefore the sequence fn(t) is a Cauchy sequence in E. Since E is complete this
sequence converges to some f(t), and f defines an element in L1(Ω, G) which is the pointwise limit
almost everywhere of the sequence fn.
By Fatou’s lemma,
d(fn, f) =
∫ 1
0
d(fn(t), f(t))dt ≤ lim
m→+∞
∫ 1
0
d(fn(t), fm(t))dt ≤ 2−n.
This proves that (fn) converges to f in L(Ω, E) and proves the claim.
Let us assume that E is separable. It is clear that staircase maps are dense in L(Ω, E), and
therefore so are staircase maps whose discontinuity points are rationals, and therefore so are
staircase maps whose discontinuity points are rationals with values in some given countable dense
subset of E. The converse implication is clear, for subspaces of separable topological spaces are
separable. This concludes the proof. 
MEASURE THEORY AND CLASSIFYING SPACES 13
Of course we recover from this proposition the classical fact that L1([0, 1],R) is complete and
separable.
We now consider limits. For this we need to introduce another category. Let Met denote the
category of metric spaces and metric maps, a.k.a. 1-Lipschitz maps, and Met1 its full subcategory
of metric spaces whose diameter is bounded by 1. If Unif denotes the category of metric spaces
and uniformly continuous maps, we have the following inclusions of categories
Met1 ⊂Met ⊂ Lip ⊂ BLip ⊂ Unif .
Proposition 4.7. The category Met1 admits arbitrary limits.
Proof. Let (Xi, fij) be an inverse system of objects and morphisms in Met1. Each Xi, i ∈ I is
a metric space (Xi, di) with di ≤ 1. We define X as a set to be the inverse limit of (Xi, fij).
Let pii : X → Xi denote the projection maps. For each x, y ∈ X, let us denote xi = pii(x),
yi = pii(y). Then, for all i ≤ j we have xi = fij(xj), yi = fij(yj). Since the fij ’s are morphisms
in Met1, they are 1-Lipschitz, hence di(xi, yi) = di(fij(xj), fij(yj)) ≤ dj(xj , fj). We define
d(x, y) = supi di(xi, yi). Since di(xi, yi) ≤ 1 we have d(x, y) ≤ 1 for all i. Moreover, we have
clearly d(x, y) = d(y, x), and d(x, y) = 0 iff ∀i ∈ I di(xi, yi) = 0 iff ∀i ∈ I xi = yi iff x = y. Now,
for z ∈ X, zi = pii(z), we have di(xi, zi) ≤ d(xi, yi) + d(yi, zi) ≤ d(x, y) + d(y, z) for all i ∈ I,
hence d(x, z) ≤ d(x, y) + d(y, z). Thus this endows X with a metric which is bounded by 1. We
have pii ∈ HomMet1(X,Xi) since di(pii(x), pii(y)) = di(xi, yi) ≤ d(x, y).
Let us now consider (Y, ψi) with Y an object of Met1 and ψi ∈ HomMet1(Y,Xi) with ψi =
fij ◦ ψj for i ≤ j. By the universal property of the inverse limit in the category Set of sets we
have a unique u : Y → X such that ψi = pii ◦ u. We need to prove that u ∈ HomMet1(Y,X). We
have
d(u(x), u(y)) = sup
i∈I
d(pii(u(x)), pii(u(y))) = sup
i∈I
d(ψi(x)), ψi(y)) 6 sup
i∈I
d(x, y) = d(x, y)
and this proves that X is the inverse limit of the system inside Met1. 
One caveat in studying limits inside this category originates from the fact that, in the general
case, even when (ϕi)i∈I is a direct system of Borel maps ϕi : Ω→ R+ with i ≤ j ⇒ ϕi ≤ ϕj , one
may have a strict inequality supi∈I
∫
ϕi <
∫
supi ϕi. A simple example is given by the set I of
finite subsets of [0, 1] partially ordered by ⊂ with ϕi(t) = 1 if t ∈ I and ϕi(t) = 0 otherwise. One
has sup
∫
ϕ = 0 <
∫
supϕi = 1. The reason why we will be able to circumvent this is given by
the following lemma.
Lemma 4.8. Let (Ei)i∈I be a directed system inside Met1 with (inverse) limit E = limEi. We
let pii : E → Ei denote the projection maps. Let f1, f2 : Ω → E be two Borel maps. There exists
I0 ⊂ I with an isomorphism (N,≤) ' (I0,≤) given by n 7→ un, such that the sequence of functions
t 7→ d(piun ◦ f1(t), piun ◦ f2(t)) converges to the function t 7→ d(f1(t), f2(t)). Moreover,
sup
i
∫
d(pii ◦ f1(t), pii ◦ f2(t))dt =
∫
sup
i
d(pii ◦ f1(t), pii ◦ f2(t))dt =
∫
d(f1(t), f2(t))dt
Proof. Since f1, f2 are Borel we know that F = f1(Ω) ∪ f2(Ω) is separable by proposition 3.8.
Let (xk)k∈N be a dense sequence in F . By induction on n ∈ N, we can construct a sequence
(un)n∈N in I such that ∀r ≤ n ur−1 ≤ ur and ∀r, s ≤ n |d(xr, xs) − d(piun(xr), piun(xs))| ≤ 1/n.
Indeed, for n = 0 the two statements are void and, if these statements are assumed to hold for
some given n, let us consider the set X of couples (r, s) ∈ N2 such that r, s ≤ n + 1. It is a
finite set. Since d(xr, xs) = supi∈I d(pii(xr), pii(xs)) by construction of the inverse limit, there
exists ar,s ∈ I such that |d(xr, xs) − d(piar,s(xr), piar,s(xs))| ≤ 1/(n + 1). If i ≥ ar,s we have
d(piar,s(xr), piar,s(xs)) ≤ (pii(xr), pii(xs)) ≤ d(xr, xs) hence |d(xr, xs) − d(piar,s(xr), piar,s(xs))| ≤
1/(n + 1). Since X is finite and I is directed there exists a ≥ ar,s for all (r, s) ∈ X, hence
|d(xr, xs)−d(pia(xr), pia(xs))| ≤ 1/(n+1). Since I is directed there exists un+1 ∈ I with un+1 ≥ un
and un+1 ≥ a. For this un+1 the two properties are satisfied and this proves our claim by induction
on n.
Now we prove that this sequence satisfies what we need, that is d(piun ◦ f1(t), piun ◦ f2(t)) →
d(f1(t), f2(t)) for all t ∈ Ω. Let us choose t ∈ Ω, and ε > 0. By density there exists r, s ∈ N
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such that d(f1(t), xr) ≤ ε/5 and d(f2(t), xs) ≤ ε/5. Let us choose m ≥ max(r, s) with 1/m ≤ ε/5.
Then, for all n ≥ m we have
0 ≤ d(f1(t), f2(t))− d(piun ◦ f1(t), piun ◦ f2(t))
≤ d(f1(t), xr) + d(xr, xs) + d(xs, f2(t))− d(piun ◦ f1(t), piun ◦ f2(t))
≤ 2ε/5 + d(xr, xs)− d(piun ◦ f1(t), piun ◦ f2(t))
≤ 2ε/5 + (d(xr, xs)− d(piun(xr), piun(xs))) + d(piun(xr), piun(xs))− d(piun ◦ f1(t), piun ◦ f2(t))
≤ 3ε/5 + d(piun(xr), piun(xs))− d(piun ◦ f1(t), piun ◦ f2(t))
≤ 3ε/5 + d(piun(xr), piun(f1(t))) + d(piun(f2(t)), piun(xs))
≤ 3ε/5 + d(xr, f1(t)) + d(f2(t), xs))
≤ 5ε/5 = ε
and this proves the claim.
Now, it is clear that d(f1(t), f2(t)) = supi d(pii(f1(t)), pii(f2(t))) = supn d(piun(f1(t)), piun(f2(t)) =
limn d(piun(f1(t)), piun(f2(t)), hence the last equality is a consequence of the monotone convergence
theorem (or of the dominated convergence theorem). 
Proposition 4.9. L(Ω, •) : Met1 →Met1 defines a functor which commutes with directed limits
and finite products.
Proof. We know that L(Ω, •) defines a functor Lip → Lip. Since Met1 ⊂ Lip it suffices to
check that diam(L(Ω, E)) = diam(E) whenever E is bounded, which is clear, and that L(Ω, f) is
1-Lipschitz when f is 1-Lipschitz, and this is given by lemma 4.1.
We now prove that L(Ω, •) commutes with the limits we are interested in. Let us again consider
an inverse system (Xi, fij) of objects and morphisms in Met1, and let X be its limit in Met1,
with projection morphisms pii : X → Xi. The inverse system (L(Ω, Xi), L(Ω, fij)) also admits
a limit that we denote L. The morphisms L(Ω, pii) : L(Ω, X) → L(Ω, Xi) induce a morphism
F : L(Ω, X) → L by the universal property of the inverse limit. We want to prove that this
morphism is an isometry, hence an isomorphism. Indeed,
d(F (ϕ), F (ψ)) = sup
i∈I
dL(Ω,Xi)(L(Ω, pii)(ϕ), L(Ω, pii)(ψ)) = sup
i∈I
dL(Ω,Xi)(pii ◦ ϕ, pii ◦ ψ)
= sup
i∈I
∫
Ω
d(pii(ϕ(t)), pii(ψ(t)))dt =
∫
Ω
sup
i∈I
d(pii(ϕ(t)), pii(ψ(t)))dt =
∫
Ω
d(ϕ(t), ψ(t))dt = d(ϕ,ψ)
where the non-trivial step is that sup ◦ ∫ = ∫ ◦ sup. But this is true in the case of directed limits
by lemma 4.8, and is clear in the case of finite products, so this proves the statement.

We remark that the functor L(Ω, •) : Met1 →Met1 does not commute with infinite products.
Indeed, let us consider the discrete metric space 2 = {0, 1} with diameter 1. Then its N-product
2N inside Met1 is again discrete with diameter 1. Commutation with this product would imply
that the natural map L(Ω, 2N)→ L(Ω, 2)N is an isomorphism (that is a bijective isometry). But if
we consider a bijection f : Ω ' [0, 1] ' 2N provided by the binary decomposition of real numbers,
this map is clearly not in the class of a Borel map, since the image f(Ω) of f in the discrete
space 2N is not countable. However, all its projections are Borel maps Ω → 2 (and actually
step-functions).
Proposition 4.10. Inside Met1, an inverse limit of a collection of complete metric spaces is
complete.
Proof. Let (Xi, fij) be an inverse system of objects and morphisms in Met1, and X its limit,
with projection morphisms pii : X → Xi. Let (xn)n≥0 denote a Cauchy sequence in X. Then
the relation d(pii(xn), pii(xm)) ≤ d(xn, xm) implies that, for each i, the sequence (pii(xn)n≥0 is a
Cauchy sequence in Xi and therefore converges to some x˜i ∈ Xi. Using the continuity of the fij ’s,
by passing to the limit the relation pii(xn) = fij(pij(xn)) we get x˜i = fij(x˜j) and therefore we get
an element x˜ ∈ X such that x˜i = pii(x). It remains to prove that the sequence xn converges to x˜.
We have
d(xn, x˜) = sup
i∈I
d(pii(xn), pii(x˜)) = sup
i∈I
d(pii(xn), x˜i).
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Let ε > 0. Since (xn)n≥0 is a Cauchy sequence, there exists n0 ∈ N such that d(xn, xm) ≤ ε
for all n,m ≥ n0. Therefore d(pii(xn), pii(xm)) ≤ d(xn, xm) ≤ ε for all i ∈ I. This implies
d(pii(xn), x˜i) ≤ ε for all n ≥ n0 and i ∈ I, and thus d(xn, x˜i) ≤ ε for all n ≥ n0. This proves that
xn converges to x˜ in X and that X is complete.

Finally, we notice the following property.
Lemma 4.11. If E is a space in Met1, F a discrete metric space (of diameter at most but not
necessarily equal to 1), and pi ∈ HomMet1(E,F ), we set p˜i = L(Ω, pi) : L(Ω, E)→ L(Ω, F ). Then
we have the following.
(1) for every f ∈ L(Ω, E), we have d(p˜i(f), F ) = d(p˜i(f), pi(E)).
(2) Assume that pi is surjective. Then, for every f ∈ L(Ω, E), d(f, p˜i−1(F )) = d(p˜i(f), F )
Proof. We let N = diam(F ). For every q1, q2 ∈ F , we have d(q1, q2) = 1/N iff q1 6= q2. First note
that, since pi(E) ⊂ F , we have d(p˜i(f), F ) ≤ d(p˜i(f), pi(E)). If we had d(p˜i(f), F ) < d(p˜i(f), pi(E)),
we would have q ∈ F with d(p˜i(f), q) < d(p˜i(f), pi(E)). In particular q 6∈ pi(E), and therefore
d(q, pi(g)) = 1/N for all g ∈ E. It follows that d(q, p˜i(f)) = 1/N . By corollary 3.4 there exists
g0 ∈ E such that µ(p˜i(f)−1({pi(g0)})) = α > 0. But then d(pi(E), p˜i(f)) ≤ d(pi(g0), p˜i(f)) ≤
1/N − α < d(q, p˜i(f)), and this contradiction proves (1).
We now consider (2). Let q ∈ F and q˜ ∈ pi−1({q}). We set Ω1 = p˜i(f)−1({q}) = f−1(pi−1({q}))
and Ω2 = Ω \ Ω1. We define g : Ω → E by g(t) = f(t) if t ∈ Ω1 and g(t) = q˜ otherwise. Since
Ω1 is a Borel set and f is a Borel map, we get g ∈ L(Ω, E). Clearly p˜i(g) = q ∈ F ⊂ L(Ω, F ) and
d(f, g) = µ(Ω2) = d(p˜i(f), q). Since g ∈ p˜i−1(F ), for all q ∈ F we get d(p˜i(f), q) ≥ d(f, p˜i−1(F )) and
therefore d(p˜i(f), F ) ≥ d(f, p˜i−1(F )). Conversely, for all q ∈ F we have d(p˜i(f), F ) ≤ d(p˜i(f), q) and
d(p˜i(f), q) = d(p˜i(f), p˜i(g)) for all g ∈ p˜i−1({q}). Since p˜i is 1-Lipschitz this implies d(p˜i(f), F ) ≤
d(f, g) for all g ∈ p˜i−1(F ) hence d(p˜i(f), F ) ≤ d(f, p˜i−1(F )). This proves the claim.

Note that the discreteness assumption on the metric is needed. Without this assumption, the
following counter-example can be constructed. Let F = R2/(NZ)2 with N large enough (e.g.
N = 10). We endow F with the induced metric of R2, rescaled so that diam(F ) = 1. We
embed E = (Z/NZ)2 into F in the obvious way, and endow it with the induced metric. Then
the inclusion E ⊂ F belongs to HomMet1(E,F ). Let f : Ω → E such that µ(f−1(0, 0)) =
µ(f−1(0, 1)) = µ(f−1(1, 0)) = µ(f−1(1, 1)) = 1/4. Then d(p˜i(f), (1/2, 1/2)) =
√
2/2N , while
d(p˜i(f), g) ≥ (2 +√2)/4N > √2/2N for all g ∈ E = pi(E).
4.2. Possible classifying spaces. We extend the previous construction to the collection of all
metrizable groups. Let G denote such a group, endowed with a left-invariant distance d. We define
L(G) as a metric space as L(Ω, G) with the notations as the previous section, namely in the same
way as before if G has bounded diameter, and if not we impose that the elements f in L(G) satisfy∫
Ω
d(f(t), e˜)dt <∞, where e˜ is the constant map Ω→ G with value the neutral element e ∈ G. It
is similarly endowed with a free action of G by isometries.
Applying proposition 4.6 we identify G with a closed subset of L(G), and we know that L(G)
is complete (resp. separable) as soon G is complete (resp. separable).
Proposition 4.12. If d is bi-invariant, then L(G) is a topological group for the composition law
f1f2 : t 7→ f1(t)f2(t). This is in particular the case if G is commutative or if d is the discrete
metric.
Proof. If d is invariant on both sides, we have d(ϕ2ψ2, ϕ1ψ1) ≤ d(ϕ2ψ2, ϕ2ψ1) + d(ϕ2ψ1, ϕ1ψ1) =
d(ψ2, ψ1) + d(ϕ2, ϕ1) and therefore (ϕ,ψ) 7→ ϕψ is (uniformly) continuous. Moreover d(x, y) =
d(e, x−1y) = d(y−1, x−1) and thus the inverse map is an isometry, and therefore is continuous.
This proves that these conditions ensure that L(G) is a topological group. If G is commutative or
if d is discrete, this condition is clearly satisfied.

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In that case, G is a closed subgroup of L(G), and the isometric map G→ L(G) given by δ is a
group homomorphism. The quotient BM (G) is again a metric space, the distance dBM (G)(f1, f2)
being defined as the infimum of the dL(G)(f˜1, f˜2) for f˜1, f˜2 running among the representatives of
f1, f2 in L(G). When G is discrete we already know that BM (G) = B(G) is a classifying space
for G.
Example : G = R. We consider the case G = R endowed with the euclidean metric, that is
L(G) is the usual space L1(I,R). Let T : L1(I,R) → L1(I,R) be defined by f 7→ f − ∫ 1
0
f(t)dt.
We have
d(T (f1), T (f2)) =
∫ 1
0
∣∣∣∣f1(t)− ∫ 1
0
f1(u)du− f2(t) +
∫ 1
0
f2(u)du
∣∣∣∣ dt
hence
d(T (f1), T (f2)) ≤
∫ 1
0
|f1(t)− f2(t)|dt+
∫ 1
0
∣∣∣∣∫ 1
0
|f2(u)− f1(u)|du
∣∣∣∣ dt = 2d(f1, f2).
It follows that T is 2-Lipschitz and in particular continuous. Now T (g.f) = T (f) for all f ∈
L1(I,R) and g ∈ R, hence T induces a continous section T : L1(I,R)/R→ L1(I,R) of the natural
projection map – and actually, together with the natural injection R→ L1(I,R), an isomorphism
of topological groups (and even of topological vector spaces) R × L1(I,R)/R → L1(I,R). As
expected, BM (G) is contractible in that case.
The relation between a topological group G and the associated discrete group in this construc-
tion is given by the following.
Proposition 4.13. Let G be a bounded metric group, and Gδ the same group endowed with the
discrete metric. The identity map Gδ → G induces a continuous map B(Gδ)→ L(Ω, G)/G which
is an algebraic isomorphism of groups if G is abelian.
Proof. The identity map Gδ → G being diam(G)-Lipschitz, by lemma 4.1 we get that the induced
map L(Ω, Gδ)→ L(Ω, G) is continuous and thus so is its composite L(Ω, Gδ)→ L(Ω, G)/G with
the obvious projection map. When G is abelian, the kernel of this continuous morphism is Gδ,
and this proves the claim. 
A general fact is that, as soon as G is not trivial, then L(G) is not locally compact. Indeed, it
is enough to check that, for every ε > 0, the closed ball of radius ε centered at the constant map
t 7→ e is not compact. For this, we choose some g ∈ G \ {e}, and we set fn a sequence in L(G)
defined by f(t) = g if 2kε/2n ≤ t ≤ (2k + 1)ε/2n for some 0 ≤ k ≤ 2n−1, and f(t) = e otherwise.
It is easily checked that the fn belong to the ball, and that n 6= m ⇒ d(fn, fm) = 12ε. Therefore
the sequence has no converging subsequence and L(G) is not locally compact.
Because of that, we do not know in general the answer to the following natural question. Recall
that the existence of a local section to a natural projection G→ G/H usually makes use of a local
compactness property of some kind (see e.g. [16]).
Question 4.14. Under which condition on G is the natural map L(G) → L(G)/G a (Hurewicz,
Serre, Dold. . . ) fibration ? A quasi-fibration ?
In general, we have the following result.
Proposition 4.15. If d is bi-invariant (in particular if G is discrete or commutative), and if the
projection map L(G) → L(G)/G admits a local cross-section, then L(G)/G is a classifying space
for G (in the category of paracompact spaces).
Proof. By proposition 4.12 we know that L(G) is a topological group. Then the projection map
L(G)→ L(G)/G is a principal bundle in the sense of [13] : the action of G on L(G) is continuous
and free, and the translation function (x, g.x) 7→ g is continuous, since it is given by the map
(f1, f2) 7→ f2f−11 inside the topological group L(G). If the bundle L(G)→ L(G)/G is numerable
in the sense of Dold [4] (see also [13]), the contractibility of L(G) implies that it is universal (see
[4] theorem 7.5), and therefore L(G)/G is a classifying space for G. Since L(G)/G is paracompact
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(because it is metrizable) this holds true if and only if the bundle L(G) → L(G)/G is locally
trivial, and this holds true by our assumption. 
Corollary 4.16. If G is a compact Lie group endowed with a bi-invariant Riemannian metric,
then L(G)/G is a classifying space for G.
Proof. By the proposition it is sufficient to show the existence of a local cross-section. Since L(G)
is metrizable it is completely regular, and therefore this is a consequence of Gleason’s theorem
[9]. 
Unfortunately, this condition is not satisfied in general, as illustrated by the case of infinite
profinite groups.
Proposition 4.17. Let G be a profinite group endowed with a bi-invariant metric. Assume
that G contains a sequence (gn) in G \ {1} converging to 1. Then the continuous projection
map L(G) → L(G)/G does not admit any local cross-section. However, this map is a Hurewicz
fibration, admitting in addition the unique homotopy lifting property with respect to any space.
Proof. Assume we have an open neighborhood U of the identity element inside L(Ω, G)/G and a
section s : U → L(Ω, G) of the projection map p. We can assume that U is the open ball of center
1 and radius ε > 0. Let U0 ⊂ L(Ω, G) be the open ball of center 1 and radius ε. By definition of
the induced metric we have p(U0) ⊂ U , hence sˇ : s ◦ p : U0 → L(Ω, G) is a well-defined continuous
map. Then x 7→ sˇ(x)x−1 is a continuous map U0 → G. Since U0 is (arcwise) connected and G is
totally discontinuous it is therefore constant, equal to some g∞ ∈ G. This proves that sˇ(x) = g∞x
for all x ∈ U0. In particular, sˇ(g) = g∞g for all g ∈ G∩U0. Let (gn) be a sequence of elements of
G \ {1} converging to 1. For some n0 ≥ 1 we have gn ∈ U0 for all n ≥ n0, hence sˇ(gn) = g∞gn for
all n ≥ n0. But sˇ(gn) = s(p(gn)) is independant on n, hence g∞gn = g∞gn+1 and gn = gn+1 for
all n ≥ n0, contradicting the assumption.
We now prove the unique homotopy lifting property with respect to an arbitrary space X. That
is, we assume that there exists ϕ : X → L(Ω, G) and H : X × [0, 1] → L(Ω, G)/G satisfying the
usual conditions ; then, for every open subgroup N C G, the natural map piN : G→ G/N induces
a 1-Lipschitz morphism L(Ω, G) → L(Ω, G/N), which provides a map ϕN : X → L(Ω, G/N),
and its composite with the projection map L(Ω, G/N) → L(Ω, G/N)/(G/N) factorizes through
L(Ω, G)/G, which provides a map HN : X × [0, 1]→ L(Ω, G/N)/(G/N). Moreover, if N2 C G is
open and satisfies N ⊂ N2, we get natural compatibilities illustrated by the commutation of the
following diagram.
X //

L(Ω, G) //

L(Ω, G/N) //

L(Ω, G/N2)

X × [0, 1]
H
//
HN
33
HN2
11
L(Ω, G)/G // L(Ω, G/N)/(G/N) // L(Ω, G/N2)/(G/N2)
The plain arrows are the natural maps, and the dotted one are liftings that are uniquely defined
since the groups G/N are finite and therefore the projection maps of the form L(Ω, G/N) →
L(Ω, G/N)/(G/N) are covering maps. This unicity implies the compatibility of the construction,
namely that the diagram remains commutative when these dotted arrows are added to it. We
then can define H : X × [0, 1]→ L(Ω, G) by H(x, t) = (HN (x, t))N∈E where E is the collection of
all the normal open subgroups of G. It is a convenient lifting and it is the only possible one by the
above arguments. It remains to prove that H is continuous. But this is an immediate consequence
of the continuity of the maps HN , and this proves our claim.

Corollary 4.18. Let G be a metric profinite group endowed with a bi-invariant metric. Then
L(Ω, G)/G is a weak K(G, 1).
Proof. By the proposition the map L(Ω, G) → L(Ω, G)/G is a fibration with totally discon-
nected fiber G. Since L(Ω, G) is contractible, from the homotopy long exact sequence we get
pik(L(Ω, G)/G) = 1 for all k ≥ 2 and a natural bijective map pi1(L(Ω, G)/G) ' pi0(G) ' G which
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is easily checked to be a group homomorphism. Finally L(Ω, G)/G is clearly connected. The
natural continuous map L(Ω, Gδ)/Gδ)→ L(Ω, G)/G of proposition 4.13 is then easily checked to
induce an isomorphism on pi1. It follows that L(Ω, G)/G is a weak K(G, 1). 
It is an intruiguing question of whether these spaces L(Ω, G)/G (when G is profinite) have
the homotopy type of a CW-complex, that is whether they are actual K(G, 1), homotopically
equivalent to L(Ω, Gδ)/Gδ. We leave it open. We just notice, taking the example of G = Zp,
that L(Ω, G)/G is not semi-locally simply connected. Indeed, if it were so there would exist ε > 0
such that every loop inside the open ball B of center the neutral element and radius ε > 0 would
be homotopically trivial inside L(Ω, G)/G. But choose g ∈ G \ {1} such that d(g, 1) < ε and
let γu : [0, 1] → L([0, 1], G) be defined by γu(t) = 1 if t ≥ u and γu(t) = g if t < u. The map
u 7→ [γu] defines a loop inside B, which is homotopically non trivial, because it maps to g under
the map pi1(L(Ω, G)/G) → pi0(G) = G provided by the long exact sequence associated to the
Hurewicz fibration L(Ω, G) → L(Ω, G)/G. As a consequence, L(Ω, G)/G does not admit any
simply connected covering, and in particular cannot be homeomorphic to L(Ω, Gδ)/Gδ.
4.3. Limits. We now consider limits. For this we introduce the category GrMet1 of metric groups
whose diameter is bounded by 1 with morphisms the group homomorphisms which are 1-Lipschitz,
together with its full subcategory GrBMet1 of metric groups whose metric is bi-invariant. Notice
that the category Gr of groups and group homomorphisms embeds into GrBMet1 as a full
category through the functor which endows an abstract group with the discrete metric. We also
consider the full subcategories AbMet1 and Ab of GrBMet1 and Gr, respectively, whose objects
are the abelian metric groups and abelian groups, respectively.
We say that a system of objects inside Met1 is thin if for all ε > 0 there exists only a finite
number of objects X of the system which satisfy diam(X) ≥ ε. The limit of such a (directed)
system is called a thin (directed) limit.
We say that a directed system of objects (Xi, fij)i,j∈I inside Met1 is ultrametric if for all i, j ∈ I
with i ≤ j then for all x, y ∈ Xj we have d(fij(x), fij(y)) ∈ {0, d(x, y)}. In particular a directed
system inside Gr ⊂Met1 is always ultrametric. This property has the following consequence. If
X is the limit of the system and the pii : X → Xi are the projection maps, then for all x, y ∈ X
we have d(pii(x), pii(y)) ∈ {0, d(x, y)}.
Indeed, since d(x, y) = supk d(pik(x), pik(y)) by lemma 4.8, we have either d(x, y) = 0 in which
case 0 ≤ d(pii(x), pii(y)) ≤ d(x, y) = 0, or d(x, y) > 0 in which case there exists j0 ∈ I such that
d(pij0(x), pij0(y)) = d(x, y) > 0. Let now i ∈ I. There exists k ≥ max(i, j0) since we have a
directed system. By the defining property of an ultrametric system we have d(pik(x), pik(y)) =
d(pij0(x), pij0(y)) = d(x, y). Then d(pii(x), pii(y)) ∈ {0, d(pik(x), pik(y))} = {0, d(x, y)}, which
proves the claim.
Proposition 4.19. The categories GrMet1, GrBMet1, AbMet1 admit arbitrary limits. L(Ω, •)
defines functors GrMet1 →Met1, GrBMet1 → GrBMet1, AbMet1 → AbMet1 which com-
mute with directed limits and finite products. The association BM : G  L(Ω, G)/G induces
functors GrBMet1 →Met1 and AbMet1 → AbMet1 which commute
(1) with finite products
(2) with thin directed limits
(3) with ultrametric directed limits whose projection maps are surjective
(4) with directed limits where the objets belong to Gr ⊂ GrBMet1 and whose projection maps
are surjective.
Proof. The existence of limits is a consequence of the informal facts that GrMet1 = Met1 ∩Gr
and AbMet1 = Met1 ∩ Ab and that limits exist in Gr, Ab, Met1 and coincide under the
forgetful functors to Set. The fact that L(Ω, •) defines functors GrMet1 →Met1, GrBMet1 →
GrBMet1, AbMet1 → AbMet1 which commute with directed limits and finite products is also
a straightforward consequence of proposition 4.9.
Let G1, G2 ∈ GrBMet1 and ϕ ∈ HomGrBMet1(G1, G2). Then the composite of L(Ω, ϕ)
with the projection map L(Ω, G2) → L(Ω, G2)/G2 defines a continuous map F : L(Ω, G1) →
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L(Ω, G2)/G2 which factorizes through F¯ : L(Ω, G1)/G1 → L(Ω, G2)/G2. We prove that F¯ is
1-Lipshitz. Indeed, for f1, f2 : Ω→ G1 and g ∈ G1 we have
d(F (gf1), F (f2)) = inf
g2∈G2
∫
Ω
d(g2ϕ(gf1(t)), ϕ(f2(t)))dt = inf
g2∈G2
∫
Ω
d(g2ϕ(g)ϕ(f1(t)), ϕ(f2(t)))dt
= inf
g2∈G2
∫
Ω
d(g2ϕ(f1(t)), ϕ(f2(t)))dt 6 inf
g1∈G1
∫
Ω
d(ϕ(g1)ϕ(f1(t)), ϕ(f2(t)))dt
= inf
g1∈G1
∫
Ω
d(ϕ(g1f1(t)), ϕ(f2(t)))dt 6 inf
g1∈G1
∫
Ω
d(g1f1(t), f2(t))dt = inf
g1∈G1
d(g1.f1, f2)
and this means d(F¯ (f¯1), F¯ (f¯2)) ≤ d(f¯1, f¯2) for all f¯1, f¯2 ∈ L(Ω, G1)/G1. This proves that F¯ is
a morphism in Met1 and therefore we get a functor BM : GrBMet1 → Met1. If G1, G2 are
abelian groups, then F¯ is clearly a group homomorphism, and thus BM can be restricted to a
functor AbMet1 → AbMet1.
We now investigate when the functors BM : GrBMet1 → Met1 and BM : AbMet1 →
AbMet1 commute with limits. Consider an inverse system (Gi, ϕij) of objects and morphisms in
GrBMet1, and let G be its limit in GrBMet1, with projection morphisms pii : G→ Gi. Assume
that this system is either directed or a finite product. The inverse system (BM (Gi), BM (ϕij))
also admits a limit that we denote B. The morphisms L(Ω, pii) : L(Ω, G) → L(Ω, Gi) when
composed with the natural map 1-Lipschitz map L(Ω, Gi)→ L(Ω, Gi)/Gi factorize into 1-Lipschitz
maps BM (G) → L(Ω, Gi)/Gi and thus provide morphisms in Met1 which induce a morphism
F : BM (G) → B by the universal property of the inverse limit. We need to check whether this
morphism is an isometry, hence an isomorphism in Met1. If we have started with a system in
AbMet1, F is clearly a group morphism, so if it is an isometry, then it is also an isomorphism in
AbMet1.
For this, we let F˜ : L(Ω, G)→ B denote the composite of F with the projection map L(Ω, G)→
L(Ω, G)/G = BM (G). The natural morphisms κi : L(Ω, Gi) → BM (Gi) provide a morphism of
inverse systems between (L(Ω, Gi), L(Ω, ϕij)) and (BM (Gi), BM (ϕij)), and from this we get a
Met1-morphism ρ : L→ B between the inverse limit L of the system (L(Ω, Gi), L(Ω, ϕij)) to B.
Finally, in the proof of proposition 4.9 we constructed a natural map Fˇ : L(Ω, G)→ L and proved
that it was an isometry. It is straightforward to check that the natural diagram involving all these
maps commutes.
L(Ω, G)

' //
''
L

BM (G) = L(Ω, G)/G // B
Let x¯, y¯ ∈ BM (G) and x, y two representatives in L(Ω, G). By definition d(x¯, y¯) = infg∈G d(g.x, y) =
infg∈G d(g, yx−1).
By definition d(x¯, y¯) = infg∈G d(g.x, y) = infg∈G d(Fˇ (g.x), Fˇ (y)) = infg∈G d(g.Fˇ (x), Fˇ (y)) and
d(F (x¯), F¯ (x¯)(y¯)) = d(F˜ (x), F˜ (y)) = d(ρ(Fˇ (x)), ρ(Fˇ (y))). Therefore we only need to prove that
infg∈G d(g.x, y) = d(ρ(x), ρ(y)) for all x, y ∈ L. We recall that pii is the natural map pii : G→ Gi
and we set p˜ii = L(Ω, pii). Then
inf
g∈G
d(g.x, y) = inf
g∈G
sup
i
d(p˜ii(g.x), p˜ii(y)) = inf
g∈G
sup
i
d(pii(g)p˜ii(x), p˜ii(y)) = inf
g∈G
sup
i
d(pii(g), p˜ii(yx
−1))
and
d(ρ(x), ρ(y)) = sup
i
d(κi(p˜ii(x)), κi(p˜ii(y))) = sup
i
inf
gi∈Gi
d(gip˜ii(x), p˜ii(y)) = sup
i
inf
gi∈Gi
d(gi, p˜ii(yx
−1)).
Therefore, we may assume x = 1, and set
A(y) = inf
g∈G
sup
i
d(pii(g), p˜ii(y)) = d(y,G) and B(y) = sup
i
inf
gi∈Gi
d(gi, p˜ii(y)) = sup
i∈I
d(p˜ii(y), Gi).
First note that A(y) ≥ B(y) for all y ∈ L. Indeed, infgi∈Gi d(gi, p˜ii(y)) ≤ d(pii(g), p˜ii(y)) for all
g ∈ G. Therefore, B(y) ≤ supi d(pii(g), p˜ii(y)) for all g ∈ G and thus B(y) ≤ A(y). We prove the
following lemma, which proves part (2) of the proposition.
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Lemma 4.20. Assume that (Gi)i∈I is a thin directed system and y ∈ L(Ω, G). Then d(y,G) =
supi∈I d(p˜ii(y), Gi).
Proof. First note that, if the directed system I is finite, then G = Gsup I and the assertion
is obvious. Without loss of generality we now assume that I is infinite. We know that S =
supi d(p˜ii(y), Gi) ≤ d(y,G) = d. Assume that contradiction that S < d and let α = (d−S)/5 > 0.
Since our system is thin there exists a finite IF ⊂ I such that diam(Gi) ≤ α for all i 6∈ IF . Since
d = d(y,G) there exists g ∈ G such that |d − d(y, g)| ≤ α. Since d(y, g) = supi∈I d(p˜ii(y), pii(g))
there exists i1 ∈ I such that |d(y, g)−d(p˜ii1(y), pii1(g))| ≤ α. We now choose i2 ∈ U such that |S−
d(p˜ii2(y), Gi2)| ≤ α. Since I is directed and infinite there exists i ∈ I with i > max(IF , i1, i2). Then
diam(Gi) ≤ α, and d(p˜ii1(y), pii1(g)) ≤ d(p˜ii(y), pii(g)) ≤ d(y, g) hence |d(y, g) − d(p˜ii(y), pii(g))| ≤
|d(y, g) − d(p˜ii1(y), pii1(g))| ≤ α. Moreover, if ϕ : Gi → Gi2 denotes the transition map, we
have d(p˜ii2(y), Gi2) ≤ d(ϕ ◦ pii ◦ y, ϕ(Gi)) ≤ d(p˜ii(y), Gi) ≤ S hence |S − d(p˜ii(y), Gi)| ≤ α hence
there exists gi ∈ Gi such the |S − d(p˜ii(y), gi)| ≤ 2α whence α ≥ diam(Gi) ≥ d(pii(g), gi) ≥
|d(p˜ii(y), pii(g))− d(p˜ii(y), gi)| hence
α > |(d− S) + (d(p˜ii(y), pii(g))− d) + (S − d(p˜ii(y), gi))| .
On the other hand we have (d−S)+(d(p˜ii(y), pii(g))−d)+(S−d(p˜ii(y), gi)) ≥ 5α−α−2α = 2α > 0
hence α ≥ diam(Gi) ≥ 2α, a contradiction which proves the claim. 
Part (1) will be proved be a consequence of the following lemma.
Lemma 4.21. Assume G =
∏
i∈I Gi with I finite. Then d(y,G) = supi∈I d(p˜ii(y), Gi).
Proof. Again we know that S = supi d(p˜ii(y), Gi) ≤ d(y,G) = d. Assuming by contradiction
α = d − S > 0, let us consider some i ∈ I. Since d(p˜ii(y), Gi) ≤ S, there exists gi ∈ Gi such
that d(p˜ii(y), gi) ≤ S + α2 . Let us consider g = (gi)i∈I ∈ G. Then d(y, g) = supi∈I d(p˜ii(y), gi) ≤
S + α2 < d and this contradiction proves the claim. 
It remains to consider case (3), case (4) being an immediate consequence of case (3). Let
y : Ω → G a Borel map. We set ψ(t1, t2) = d(y(t1), y(t2)). We assume again, by contradiction,
that d = d(y,G) > S = supi d(p˜i(y), Gi), and we set α = (d− S)/4. The map ψ : Ω× Ω→ R+ is
Borel as a composite of Borel maps. In particular C = ψ−1({0}) is a Borel subset of Ω2. Similarly
the maps ψi(t1, t2) = d(pii ◦ y(t1), pii ◦ y(t2)) and the sets Ci = ψ−1i ({0}) ⊂ Ω×Ω are Borel. Since
ψi ≤ ψ we have Ci ⊃ C and more generally i ≤ j ⇒ Ci ⊃ Cj .
We have ψ(t1, t2) = supi∈I ψi(t1, t2) hence C =
⋂
i Ci. By lemma 4.8 we have a sequence
un inside I such that ψun converges to ψ, hence C =
⋂
n Cun , therefore µ(C) = infn µ(Cun) =
infi∈I µ(Ci).
There exists i1 ∈ I such that µ(Ci1 \C) ≤ α2. Let G = {g ∈ G | µ(y−1({g})) > 0}. Clearly G is
countable. Let g ∈ G, and Ωg = y−1({g}). Over Ωg ×Ωg ⊂ Ω×Ω we have ψ = 0 whence Ω2g ⊂ C.
Clearly g1 6= g2 ⇒ Ω2g1 ∩ Ω2g2 = ∅ and C ⊃
⊔
g∈G Ωg × Ωg. It follows that
∑
g∈G µ(Ωg)
2 ≤ 1 < ∞
hence we can assume
∑
g∈G\G0 µ(Ωg)
2 ≤ α2 for some G0 ⊂ G finite.
If (a, b) ∈ C ′ = C \⊔g∈G Ωg×Ωg let us set g0 = y(a) = y(b). We have g0 6∈ G, since (a, b) ∈ Ω2g0 .
By definition µ(y−1({g0})) = 0 hence µ({t; d(g0, y(t)) = 0}) = 0. Let Ω′ = y−1(G \ G). By Fubini
we have µ(C ′) =
∫
Ω′ µ({t; d(y(u), y(t)) = 0})du =
∫
Ω′ 0du = 0.
Defining similarly Ωig = p˜i(y)
−1({g}) for i ∈ I and g ∈ Gi, we also have that Ci is the disjoint
union of the (Ωig)
2 for all g ∈ Gi ⊂ Gi, up to a set of measure 0. For all g ∈ G we have (Ωipii(g))2 ⊃
Ω2g whence, for a given gi ∈ Gi with i ≥ i1, we have µ((Ωigi)2 \
⋃
pii(g)=gi
Ω2g) ≤ µ(Ci \C) ≤ α2. It
follows that µ((Ωigi)
2 \ C) ≤ α2. In particular, if gi 6∈ pii(G), we have µ(Ωigi) ≤ α.
Now, for each g ∈ G0, there exists ig ∈ I such the |d(p˜ii(y), pii(g)) − d(y, g)| ≤ α for all i ≥ ig.
Since G0 is finite and I is directed there exists i2 ≥ i1 such that |d(p˜ii(y), pii(g))− d(y, g)| ≤ α for
all i ≥ i2 and g ∈ G0. Also, we can assume that i2 is large enough so that pii for i ≥ i2 is injective
on G0 : if a, b ∈ G0 satisfy a 6= b, that is d(a, b) > 0, since d(a, b) = supi d(pii(a), pii(b)) there must
exist such an i2 such that d(pii(a), pii(b)) > 0 for all such couples (a, b) and i ≥ i2 by the finiteness
of G0 × G0.
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Let g ∈ G and i ≥ i2 ≥ i1. If g 6∈ G, then d(y, g) =
∫
Ω
d(y(t), g)dt =
∫
Ω
d(y(t), g)dt =∫
Ω\Ωi
pii(g)
d(y(t), g)dt+
∫
Ωi
pii(g)
d(y(t), g)dt =
∫
Ω\Ωi
pii(g)
d(pii(y(t)), pii(g))dt+
∫
Ωi
pii(g)
d(y(t), g)dt hence
d(y, g)−d(p˜ii(y), pii(g)) = −
∫
Ωi
pii(g)
d(pii(y(t)), pii(g))dt+
∫
Ωi
pii(g)
d(y(t), g)dt and |d(y, g)−d(p˜ii(y), pii(g))| ≤
2µ(Ωipii(g)) ≤ 2α if i ≥ i1.
If g ∈ G0 we already have |d(p˜ii(y), pii(g)) − d(y, g)| ≤ α. If g ∈ G \ G0, we have µ(Ωg) ≤ α,
and d(y, g) =
∫
Ω
d(y(t), g)dt =
∫
Ω\Ωg d(y(t), g)dt =
∫
Ω\Ωi
pii(g)
d(y(t), g)dt+
∫
Ωi
pii(g)
\Ωg d(y(t), g)dt =∫
Ω\Ωi
pii(g)
d(pii(y(t)), pii(g))dt+
∫
Ωi
pii(g)
\Ωg d(y(t), g)dt hence
0 6 d(y, g)− d(p˜ii(y), pii(g)) = −
∫
Ωi
pii(g)
d(pii(y(t)), pii(g))dt+
∫
Ωi
pii(g)
\Ωg
d(y(t), g)dt
=
∫
Ωi
pii(g)
\Ωg
d(y(t), g)dt 6 µ(Ωipii(g) \ Ωg).
If pii(g) 6∈ pii(G0) then since µ((Ωipii(g))2 \
⋃
pii(h)=pii(g)
Ω2h) ≤ α2, we have
µ((Ωipii(g))
2) = µ((Ωipii(g))
2 \ C) + µ(C ∩ Ωipii(g))2) 6 µ(Ci \ C) +
∑
h∈G
pii(h)=pii(g)
µ(Ω2h) 6 α2 + α2
hence µ(Ωipii(g)) ≤
√
2α ≤ 2α. Otherwise, there exists h ∈ G0 such that pii(g) = pii(h). Since
pii is injective over G0, there exists only one such h. Therefore d(y, pii(g)) = d(y, pii(h)) and
|d(y, h)− d(pii ◦ y, pii(g))| = |d(y, h)− d(pii ◦ y, h)| ≤ α by the preceeding arguments.
This proves the following : for all i ≥ i2, for all g ∈ G, there exists h ∈ G such that |d(y, h)−
d(pii ◦ y, pii(g))| ≤ 2α.
But this contradicts d − S > 0. Indeed, there exists gi3 ∈ Gi3 and such that 0 ≤ S −
d(p˜ii3(y), gi3) ≤ α. Since pii3 is assumed to be surjective, there exists g ∈ G such that gi3 = pii3(g).
Let us choose i ∈ I with i ≥ i2 and i ≥ i3. Then 0 ≤ S − d(p˜ii(y), pii(g)) ≤ S − d(p˜ii3(y), gi3) ≤ α.
But we proved that there exists h ∈ G such that |d(y, h)−d(pii◦y, pii(g))| ≤ 2α hence |S−d(y, h)| ≤
|S−d(p˜ii(y), pii(g))|+ |d(p˜ii(y), pii(g))−d(y, h)| ≤ 3α. Therefore d(y, h) ≤ S+3α < d contradicting
d = infh∈G d(y, h). This concludes the proof of the proposition.

We remark that the condition that the projection maps are surjective is automatically fulfilled
when the index set I is countable and the transition maps are surjective (see e.g. [5] exercice
2.5.4).
We now give an example where commutation does not hold, even for a finite limit when it is
not directed. Consider such a limit as a closed subgroup of
∏
i∈I Gi with I finite. If y : Ω→ G is
Borel, it defines in particular a Borel map Ω→∏i∈I Gi. Then
dL(Ω,G)(y,G) = dL(Ω,
∏
i∈I Gi)(y,G) and dL(Ω,
∏
i∈I Gi)(y,
∏
i∈I
Gi) = sup
i∈I
d(p˜ii(y), Gi)
where the latter equality is a consequence of lemma 4.21. But in general we have dL(Ω,
∏
i∈I Gi)(y,G) =
dL(Ω,
∏
i∈I Gi)(y,
∏
i∈I Gi).
Indeed, let us consider the following example, illustrated in figure 1. We consider the following
system in the category of groups
Z/2NZ
$$
Z/2NZ
zz
Z/2Z
where the maps Z/2NZ → Z/2Z are the reductions modulo 2. We endow Z/2NZ with the
euclidean metric, that is the one induced by the usual metric d(x, y) = |x−y| over Z, renormalized
so that d(0¯, 1¯) = 1/2N . We have diam(Z/2NZ) =
√
2N/2N ≤ 1. We endow Z/2Z with the
only metric satisfying diam(Z/2Z) = 1/2N . Then the above diagram provides a system inside
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Figure 1. A counter-example inside the discrete flat torus (Z/2NZ)2 for N = 3
GrBMet1. We denote G its limit, G1 = G2 = Z/2NZ, G3 = Z/2Z. The group G is a subgroup of∏
iGi. Since pi3 is determined by pi1 (or pi2), we can consider it as a subgroup of G1×G2, namely
the subgroup of couples (a, b) such that a ≡ b mod 2. We assume N  0. Let y : Ω→ G1 ×G2
such that µ(f−1(x)) = 1/4 for x ∈ {(1, 1), (2, 0), (2, 2), (3, 1)}. Clearly y ∈ L(Ω, G). It is easily
checked that d(y,G) = d(y, x) for x ∈ {(1, 1), (2, 0), (2, 2), (3, 1)}, and for such an x we have
d(y, x) = ((1/4)×2+(1/2)×√2)/2N = (1+√2)/4N . Now consider x0 = (2, 1, 0) ∈ G1×G2×G3.
Then d(y, x0) = ((1/4) × 4)/2N = 2/4N < (1 +
√
2)/4N = d(y,G). This proves that d(y,G) >
d(y,
∏
iGi) and thus provides a counterexample. Notice that I is a finite system (but of course
not a directed system) and that its projection maps are surjective.
Finally we notice the following property of limits, that we find interesting in its own right.
Proposition 4.22. Let G be the limit of the directed system (Gi)i∈I , and pii : G  Gi the
natural maps, that we assume surjective for all i ∈ I. Let us set G˜i = p˜i−1i (Gi) ⊂ L(Ω, G). Then
G ⊂ L(Ω, G) is equal to the intersection of the G˜i, i ∈ I.
Proof. Since p˜ii(G) = Gi we have G ⊂ G˜i for all i ∈ I hence G ⊂
⋂
i∈I Gi. Conversely, let
f ∈ ⋂i∈I Gi ⊂ L(Ω, G). By definition, for all i ∈ I there exists gi ∈ Gi such that p˜ii(f) = gi.
Let us denote fij : Gj → Gi the transition maps. By definition, pii ◦ fij = pij . Then, for all i, j,
we have fij(gj) = L(Ω, fij)(p˜ij(f)) = (t 7→ fij(pij(f(t)))) = (t 7→ pii(f(t))) = (t 7→ p˜ii(f)(t)) = gi.
Therefore, the collection g′ = (gi)i∈I belongs to G. Then, by lemma 4.8 we have
d(f, g′) =
∫
Ω
d(f(t), g′)dt =
∫
Ω
sup
i
d(pii(f(t)), pii(g
′))dt = sup
i
∫
Ω
d(pii(f(t)), pii(g
′))dt
= sup
i
∫
Ω
d(pii(f(t)), gi)dt = sup
i
d(p˜ii(f), gi) = sup
i
d(gi, gi) = 0
and this proves the claim. 
4.4. Two remarks on the construction. A questionable in this general case is the choice of L1
instead of Lp for another p ≥ 1. Indeed, it is easily proved, by combining the classical Minkowsky
inequality with the triangular inequality for the metric in G, that (f, g) 7→ (∫
I
d(f(t), g(t))p)
1
p
defines a metric on the set L(G). When 1 ≤ p < ∞ it is also true that L(G) is contractible, the
proof being the same.
We know that the usual metric spaces Lp([0, 1],R) are all homeomorphic for 1 ≤ p < ∞, by
the classical result of Stanislaw Mazur [17] (see also [1], ch. 4 §6 exercice 10), although they
are not uniformly homeomorphic by [6]. We do not know whether the same thing holds true for
an arbitrary complete metric group G. Notice however that, even when G = R, the classical
homeomorphism from Lp(I,R) to Lq(I,R) given by f 7→ |f | pq−1.f is not G-invariant, and thus
it remains unclear to us whether the Lp([0, 1],R) are isomorphic to each other as topological R-
spaces. While this point remains unsettled, this potentially provides an infinite family of variations
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of this construction. For the groups originating from the discrete construction, of course the choice
of p has no relevance.
Another question is about the invariance of this construction under the symmetries of the
probability space. The group Γ of measure-preserving Borel automorphism of Ω obviously acts on
L(Ω, G), and this action preserves the action of G. Therefore, it induces an action on L(Ω, G)/G.
This action factors through Γ = Γ/Γ0 where Γ0 is the subgroup of all Borel automorphisms which
are almost surely equal to the identity, and the induced action of Γ is clearly faithful, as soon
as |G| ≥ 2. It is known that Γ is simple ([11]) and contractible, by a theorem of M. Keane [15].
Therefore, there should be no loss in terms of homotopy theory in dividing out by Γ. The problem
however is that the action of Γ is not free, already on Ω, whence also on L(Ω, G). Moreover, the
action of G on the quotient set L(Ω, G)/Γ is not free in general : already if G = Z/2Z, choosing
Ω = [0, 1] for a model, and letting σ ∈ Γ being x 7→ 1 − x, we have σ.f = 1.f inside L(Ω, G) for
f(x) = 0 if x < 1/2 and f(x) = 1 if x ≥ 1/2.
The same problem shows up is one is willing to replace the set L(Ω, G) of ‘random variables’
by their ‘probability law’, namely the induced measure on G – already the case of an amenable
group G (e.g. a finite one, or Z) provides an example where the set of measures on G admits a
G-invariant subspace.
4.5. Filtrations and localizations. In this section we explore some possible metric incarnation
of the usual group-theoreric operations which are classically involved in homotopic localization
processes.
4.5.1. Extension of metrics. Let G be a group, N a normal subgroup. Suppose we are given a
bi-invariant metric d on G/N and a bi-invariant metric δ on N . We aim at extending δ to a
bi-invariant metric on G. A sufficient condition is given by the following lemma.
Lemma 4.23. Let G be a group, N a normal subgroup, and pi : G→ G/N the natural projection
map. Assume we are given a biinvariant metric d on G/N and a biinvariant metric δ on N .
For x, y ∈ G, define d+(x, y) = d(pi(x), pi(y)) if yx−1 6∈ N , and d+(x, y) = δ(yx−1, 1) otherwise.
Assume δ(x, y) ≤ inf{d(u, v) | u 6= v}. Then d+ defines a bi-invariant metric on G, extending δ.
Assume in addition that δ and d both satisfy the property that equality in the triangle inequality
implies x = y or y = z. Then, the same property holds for d+.
Proof. First notice that d+(x, y) = d(x, y) > 0 unless xy−1 ∈ N . In this case d+(x, y) =
δ(xy−1, 1) = 0 iff xy−1 = 0 iff x = y. Therefore d+(x, y) = 0 ⇒ x = y. Moreover, if g ∈ G, since
N is normal we have yx−1 ∈ N ⇔ yg(xg)−1 ∈ N ⇔ gy(gx)−1 ∈ N , and in this case δ(yx−1, 1) =
δ(yg(xg)−1, 1) = δ(gy(gx)−1, 1) by the biinvariance of δ. If yx−1 6∈ N , then d+(gx, gy) =
d(pi(g)pi(x), pi(g)pi(y)) = d(pi(x), pi(y)) = d+(x, y) and d+(xg, yg) = d(pi(x)pi(g), pi(y)pi(g)) =
d(pi(x), pi(y)) = d+(x, y). Therefore d+ is biinvariant.
Clearly d+(x, y) = d+(y, x) for all x, y, since δ(yx−1, 1) = δ(1, (yx−1)) = δ(1, xy−1) = δ(xy−1, 1).
Let us now consider x, y, z ∈ G/N . We prove the triangle inequality, including the case of equality.
First assume xz−1 6∈ N . Then d+(x, z) = d(pi(x), pi(z)). We have three cases two consider. If
xy−1 ∈ N , then necessarily yz−1 6∈ N . Thus d+(x, y) + d+(y, z) ≥ d+(y, z) = d(pi(y), pi(z)) =
d(pi(x), pi(z)) = d+(x, z). Equality can happen only if d+(x, y) = 0, that is x = y. The symmetric
case yz−1 ∈ N and xy−1 6∈ N is similar. The third case is when neither xy−1 nor yz−1 belong to
N , and follows immediatly from the properties of d.
We now assume xz−1 ∈ N . A first case to consider is when xy−1 and yz−1 both belong to
N . If x = y or y = z the statement is clear and therefore we assume otherwise. Then d+(x, z) =
δ(xz−1, 1) = δ(xy−1.yz−1, 1) = δ(xy−1, zy−1) ≤ δ(xy−1, 1) + δ(zy−1, 1) = d+(x, y) + d+(y, z).
Moreover equality holds iff δ(xy−1, zy−1) ≤ δ(xy−1, 1) + δ(1, zy−1). If this implies xy−1 = 1 or
1 = zy−1, then this implies x = y or y = z.
A second case is when xy−1 6∈ N and yz−1 6∈ N . In other words pi(x) 6= pi(y) and pi(y) 6= pi(z).
Then d+(x, z) = δ(xz−1, 1) is by assumption no greater than d+(x, y) = d(x, y) unless x = y, and
no greater than d+(y, z) = d(y, z) unless y = z. This proves that d+(x, z) ≤ d+(x, y) + d+(y, z)
unless x = y = z in which the inequality is still true. Finally equality implies d+(y, z) = 0 or
d+(x, z) = 0 that is x = y or y = z. 
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A useful lemma for rescaling a metric is the following one.
Lemma 4.24. Let (X, d) be a pseudo-metric space. Let λ > 0. Then dλ(x, y) = λd(x, y) defines
a pseudo-metric, which is a metric if d is a metric, and which defines the same topology as d.
Let d′(x, y) = 0 if x = y and d′(x, y) = 1 + λd(x, y) otherwise. Then d′ is a metric on X, with
the additional property that d′(x, z) = d′(x, y) + d′(y, z) implies x = y or y = z. The topology of
(X, d′) is the discrete topology. If G is a (pseudo-)metric group and d is bi-invariant, then both d′
and d are bi-invariant.
Proof. The statement on dλ is classical. The fact that d
′(x, y) = d′(y, x) and d′(x, y) = 0⇒ x = y
is clear. Clearly d′(x, z) = d′(x, y) + d′(y, z) if x = y or y = z. If not, d′(x, z) = 1 + λd(x, z) ≤
1 + λd(x, y) + λd(y, z) = d′(x, y) + λd(y, z) < d′(x, y) + d′(y, z) and this proves the claim about
the metric d′. It is discrete because d′(x, y) ≤ 1/2 ⇒ x = y. The property of bi-invariance is
obvious. 
4.5.2. Filtrations on metric groups. Let’s say that a pseudo-metric group is a group endowed with
a pseudo-metric (that is, d(x, y) = 0 does not necessarily imply x = y). This pseudo-metric is
said to be bi-invariant if d(gx, gy) = d(xg, yg) = d(x, y) for all x, y, g ∈ G. We first establish the
following elementary proposition.
Proposition 4.25. Let G be a group.
(1) If d is a bi-invariant pseudo-metric on G, then K(d) = {g ∈ G; d(g, 1) = 0} is a normal
subgroup of G. Moreover d(x, y) depends only on the classes of x and y in G/K(d). If
d1, d2 are two such pseudo-metrics, d1 ≤ d2 ⇔ K(d2) ⊂ K(d1).
(2) If N C G and d is a bi-invariant pseudo-metric on G/N with projection map pi : G→ G/N ,
then d(x, y) = d(pi(x), pi(y)) defines a bi-invariant pseudo-metric on G with N ⊂ K(d). It
is a metric iff N = K(d).
(3) If d is a bi-invariant pseudo-metric on G, then d originates from a bi-invariant metric d¯
on G/K(d) by the previous construction. This metric is simply given by d¯(u, v) = d(x, y)
for arbitrary x ∈ u, y ∈ v.
Proof. We first prove that K(d) is a subgroup. Indeed, we have g ∈ K(d)⇒ d(g−1, 1) = d(1, g) = 0,
and g1, g2 ∈ K(d)⇒ d(g1g2, 1) = d(g1, g−12 ) ≤ d(g1, 1) + d(1, g−12 ) = 0 + 0 = 0. It is a normal one
because g ∈ G,n ∈ K(d) ⇒ d(gng−1, 1) = d(n, 1) = 0. Moreover, if x, y ∈ G, and n1, n2 ∈ K(d),
we have d(xn1, yn2) = d(xn1n
−1
2 , y) = d(n1n
−1
2 , x
−1y). But when n ∈ K(d) and g ∈ G we have
d(n, g) ≤ d(n, 1)+d(1, g) = d(1, g) et d(n, g) ≥ |d(n, 1)−d(1, g)| = d(1, g) whence d(n, g) = d(1, g).
From this we get d(xn1, yn2) = d(1, x
−1y) = d(x, y), meaning that d(x, y) only depends on the
classes of x and y modulo K(d). Finally, if d1 ≤ d2 then d2(x, y) = 0 ⇒ d1(x, y) = 0 and this
proves (1).
The proof of (2) is straightforward. Let us prove (3). By (1) we know that d is induced from
a map d¯ : (G/N) × (G/N) → R+ with N = K(d), and it immediate to check that this map is a
bi-invariant pseudo-metric, and then by (2) a bi-invariant metric.

Definition 4.26. Let G be a group. A sequence (dn)n∈N of pseudo-metrics on G is called weakly
increasing if dn ≤ dn+1 for all n ∈ N. A normal series G = G0 > G1 > . . . with Gi C is called
(pseudo-)metric if it is endowed with a collection of bi-invariant (pseudo-)metrics dn on G/Gn
with the property that the induced pseudo-matrics on G is weakly increasing.
Note that, to each weakly increasing sequence (dn)n∈N of pseudo-metrics on G one can associate
a metric normal series (K(dn), d¯n)n∈N where d¯n is the metric on G/K(dn) canonically deduced
from dn.
Let (dn)n∈N be a weakly increasing sequence (dn)n∈N of pseudo-metrics on G, and Gn the
associated metric normal series. If it is bounded, we can define d(x, y) = lim dn(x, y) = sup dn(x, y)
which is a bi-invariant pseudo-metric on G. The system of metric groups (G/Gn, dn) actually forms
a projective system inside GrBMet1, because the elementary transition maps G/Gn+1 → G/Gn
MEASURE THEORY AND CLASSIFYING SPACES 25
are 1-Lipschitz by assumption. Then the metric group (G, d) naturally embeds into the limit of
the projective system of the (G/Gn, dn) in the category GrBMet1.
It is a metric iff K(d) = ⋂nK(dn) = ⋂nGn = {0}. Such a sequence is called ultrametric if
dn(x, y) ∈ {0, d(x, y)} for all n ∈ N and x, y ∈ G. The corresponding system (G/Gn, dn) in the
category GrBMet1 is then ultrametric.
Let G be an arbitrary group, and G = G0 > G1 > G2 . . . a normal series. To each α ∈]0, 1[ we
can define a sequence of pseudo-metrics on G by dn(x, y) = α
r where αr = inf{r ∈ [0, n[ | xy−1 ∈
Gr}, Then K(dn) = Gn, and d(x, y) = αr where αr = inf{r ∈ N | xy−1 ∈ Gr}.
4.5.3. Localizations and metric refinements. Let G a group endowed with a normal series Gn, and
let (αn)n∈N be a decreasing sequence of positive real numbers with α0 = 1. We associate to this a
metric normal series by defining the pseudo-metrics dn(x, y) = αn if xy
−1 6∈ Gn and dn(x, y) = 0
if xy−1 ∈ Gn. We call it the ultrametric metric normal series associated to (Gn)n and (αn)n.
A metric refinement of this structure is by definition the data of a collection of bi-invariant
metrics δn on the groups Gn/Gn+1 which are bounded by 1. We attach to it a collection of
metrics d+n on the groups G/Gn, defined inductively as follows.
Assuming d+n defined, and letting pi : G/Gn+1 → G/Gn the projection map, we have a short
exact sequence
1→ Gn/Gn+1 → G/Gn+1 → G/Gn → 1
For x, y ∈ G/Gn+1, we define d+n+1(x, y) = d+n (pi(x), pi(y)) if yx−1 6∈ Gn/Gn+1, and
d+n+1(x, y) = αn+1
(
1 +
αn − αn+1
αn+1
δn(yx
−1, 1)
)
when yx−1 ∈ (Gn/Gn+1) \ {1}.
Proposition 4.27. (d+n )n∈N is a weakly increasing sequence of pseudo-metrics, whose associated
normal series is (Gn)n∈N. It satisfies the following properties
(1) d+n (x, y) 6= 0⇒ d+n (x, y) ≥ αn
(2) d+n (x, z) = d
+
n (x, y) + d
+
n (y, z)⇒ x = y or y = z
(3) The sequence (d+n )n is ultrametric.
(4) If d+ = sup d+n , then d
+ defines the topology and the uniform structure on G associated to
the filtration.
Proof. The fact that d+n defines a metric on G/Gn as well as (2) is a consequence by induction of
lemmas 4.23 and 4.24, since (αn − αn+1)/αn+1 > 0, provided we can prove (1). We prove (1) by
induction on n, as well as the fact that d+n (x, y) = 0⇒ xy−1 ∈ Gn.
For n = 0 we have d+0 = d0 = 0 since G0 = G therefore the statement is true for n = 0. In
general, assuming d+n (x, y) 6= 0 ⇒ d+n (x, y) ≥ αn, we get that, when d+n+1(x, y) 6= 0, by definition
either d+n+1(x, y) = d
+
n (pi(x), pi(y)) ≥ αn ≥ αn+1, or d+n+1(x, y) = αn+1(1+ αn−αn+1αn+1 δn(yx−1, 1)) ≥
αn+1 and this proves (1) by induction on n.
Similarly we prove K(d+n ) = Gn by induction on n. When n = 0 this is clear, and assuming
K(dn) = Gn we get that d+n+1(x, y) = 0 implies that, either xy−1 ∈ Gn+1, or
• if xy−1 6∈ Gn we have d+n+1(x, y) = d+n (pi(xy−1), 1) = 0 implies xy−1 ∈ K(d+n ) = Gn, a
contradiction,
• and otherwise d+n+1(x, y) = αn+1(1 + αn−αn+1αn+1 δn(yx−1, 1)) ≥ αn+1 > 0, a contradiction.
Therefore we get K(d+n ) = Gn by induction on n.
We prove that the sequence is ultrametric. Let x, y ∈ G and r = inf{s;xy−1 6∈ Gs} ∈ N∪{+∞}.
We have d+n (x, y) = 0 when n < r, d
+
r (x, y) = αn+1(1 +
αn−αn+1
αn+1
δn(yx
−1, 1)) > 0 and d+n (x, y) =
d+r (x, y) when n ≥ r, whence d+r (x, y) = d+(x, y), which proves (3).
Actually, this proves that
d+(x, y) = αn+1
(
1 +
αn − αn+1
αn+1
δn(yx
−1, 1)
)
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when yx−1 ∈ Gn \ Gn+1. Therefore d+(x, y) ∈ [αn+1, αn] when yx−1 ∈ Gn \ Gn+1. Since αn
is (strictly) decreasing this proves that the topology (and the uniform structure) defined by the
pseudo-metric d+ is the same as the topology (and the uniform structure) defined by the Gn.

A typical case is the following. Assume we have a normal series with [G,Gn] ⊂ Gn+1. Then
the quotients Gn/Gn+1 are abelian. We fix α ∈]0, 1[. Then, we start from the discrete metric of
diameter αn on G/Gn. At least four cases are potentially interesting.
• The Gn/Gn+1 are (submodules of) free Zp-modules of finite rank. Then any isomorphism
Gn/Gn+1 ' Zmp determines a metric δn by δn(x1 ⊕ · · · ⊕ xm, 0) = maxi(βvp(xi)) for some
fixed β ∈]0, 1[.
• The Gn/Gn+1 are (submodules of) finite-dimensional R-vector spaces. Then any isomor-
phism Gn/Gn+1 ' Rm determines a metric δn by δn(x1 ⊕ · · · ⊕ xm, 0) = maxi(dR(xi, 0))
where dR(x, y) = min(1, |x− y|).
• The Gn/Gn+1 are free Z-modules of finite rank, and we have both possibilities
• The Gn/Gn+1 are Zp-modules of finite rank, not necessarily free. We have isomorphisms
Gn/Gn+1 '
⊕m
i=1 Zp/p
ai with ai ∈ {−∞}∪N. We can define a metric δn by δn(x1⊕· · ·⊕
xm, 0) = maxi(β
vp(xi)) for some fixed β ∈]0, 1[, where vp : Z/prZ→ {0, 1, . . . , r − 1,+∞}
is again the discrete valuation.
5. Quotient fibrations
In this section we establish properties on the behavior of G L(Ω, G) with respect to quotient
maps. In particular, we show that a quotient map G → G/N induces a fibration L(Ω, G) →
L(Ω, G/N) when G→ G/N admits a local isometric cross-section, and that this is the case when
G is discrete or a compact Lie group.
Recall that, if p : G→ Q is a continuous morphism between two topological groups admitting a
continuous cross-section, then it is a Hurewicz fibration. Indeed, if ψ : X → G, H : X× [0, 1]→ Q
are given with X a topological space, we then define H˜(x, u) = ψ(x)s(ψ(x)
−1
H(x, u)) where
s : Q → G is the given cross-section. Since L(G) and therefore L(G/N) are topological groups,
this is a continuous map providing an homotopy lifting.
In the following proposition we do not assume that G is separable (that is, countable).
Proposition 5.1. Let G be a group endowed with the discrete metric, and N be a normal subgroup
of G. The natural map L(G) → L(G/N) is a Hurewicz fibration admitting a continuous (even
1-Lipschitz) cross-section.
Proof. Since the discrete metric is bi-invariant, L(G) and L(G/N) are topological groups. Let
s : G/N → G be an arbitrary set-theoretic section of the canonical map G → G/N . It is a
continuous map G/N → G and therefore sˇ : ϕ 7→ s ◦ ϕ defines a map L(G/N) → L(G). Now,
sˇ(ϕ1)(t) = sˇ(ϕ2)(t) iff s(ϕ1(t)) = s(ϕ2(t)), and this holds as soon as ϕ1(t) = ϕ2(t). Therefore,
d(s(ϕ1(t)), s(ϕ2(t))) ≤ d(ϕ1(t), ϕ2(t)) for all t ∈ Ω, whence d(sˇ(ϕ1), sˇ(ϕ2)) ≤ d(ϕ1, ϕ2) and sˇ is
1-Lipschitz. Since L(G) → L(G/N) is a morphism of topological groups this implies that it is a
Hurewicz fibration. 
Proposition 5.2. Let G be a metric group and N a closed normal subgroup of G. We assume
that the projection map G 7→ G/N admits a cross-section which is C-Lipschitz, and that L(G) is
a topological group for the obvious multiplication. Then the natural map L(G) → L(G/N) is a
Hurewicz fibration admitting a C-Lipschitz cross-section, and L(G/N) is a topological group for
the induced multiplication.
Proof. We let s denote such a cross-section. First note that, up to replacing s by s′ : g 7→
s(e¯)−1s(g) we can assume that s(e¯) = e : indeed, d(s′(x), s′(y)) = d(s(x), s(y)) because d is left-
invariant. We also notice that sˇ : ϕ 7→ s◦ϕ is then a C-Lipschitz cross-section of L(G)→ L(G/N).
Finally, if pi : L(G) → L(G/N) is the natural projection, the composition law (ϕ¯, ψ¯) → ϕψ¯ of
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L(G/N) can be written pi(s(ϕ)s(ψ¯)), and similarly ϕ−1 = pi(s(ϕ)−1) ; therefore, these two maps
are continous and L(G/N) is also a topological group.
Therefore, it only remains to prove that L(G) → L(G/N) is a Hurewicz fibration. Let then
ψ : X → L(G), H : X × U → L(G/N) with U = [0, 1], X a topological space. We then define
H˜(x, u) = ψ(x)sˇ(ψ(x)
−1
H(x, u)). Since L(G) and therefore L(G/N) are topological groups, this
is a continuous map providing an homotopy lifting and this proves the claim. 
In the same spirit, the following lemma will be useful, for covering morphisms inside BLip.
Lemma 5.3. Let pi : E → B be a covering map between two metric spaces which is either Lipschitz
or bounded. Then the natural map L(Ω, E)→ L(Ω, B) is onto.
Proof. We first prove that such a map exists. Indeed, if f : Ω→ E is Borel with ∫ d(f(t), x)dt <∞
for some x ∈ E, then pi◦f : Ω→ B is also Borel (since pi is continuous), and ∫ d(pi◦f(t), pi(x))dt <
K
∫
d(f(t), x)dt <∞ if pi is K-Lipshitz, ∫ d(pi ◦ f(t), pi(x))dt < diam(pi(E)) <∞ if pi is bounded.
Let f ∈ L(Ω, B). Because pi is a covering, there exists a covering of B by open sets (Uj)j∈J and a
collection of open subsets (U˜j)j∈J together with homeomorphisms σj : Uj → U˜j satisfying pi◦σj =
IdUj . We let Bj = f
−1(Uj). By corollary 3.10, there exists a countable subset J0 ⊂ J such that
µ(
⋃
j∈J0 Bk) = 1. Up to removing elements inside J0, we can moreover assume µ(
⋃
j∈J1 Bj) < 1
for every J1 ( J0.
We then identify J0 with an initial segment of N, and define f˜ on
⋃
j∈J0 Bj by f˜(t) = σn(f(t))
for n = min{m ∈ J0 | x ∈ Bm}, and extend it by a constant on the neglectable complement
Ω \⋃j∈J0 Bj .
Letting Ωn =
⋃
m≤nBm we get that each f˜|Ωn is obtained by gluing Borel maps along a finite
Borel covering, and therefore is Borel. It follows that f˜ is Borel on
⋃
mBm, hence also on Ω.
Finally, we have pi ◦ f˜(t) = pi(σn(f(t))) = f(t) for almost all t ∈ Ω, which proves the claim.

In view of the next result, we need the following elementary lemma.
Lemma 5.4. Let (Ak) and (Bk), 1 ≤ k ≤ N , be finite sequences of Borel subsets of Ω, and ε > 0.
Assume that, for all k, we have µ(Ak ∩Bk) ≥ µ(Ak)− ε2k . Then, for all n ≤ N ,
µ
⋃
k≤n
(Ak ∩Bk)
 > µ
⋃
k≤n
Ak
− n∑
k=1
ε
2k
.
Proof. By induction on n, the case n = 1 being trivial. We write
⋃
k≤n+1(Ak∩Bk) =
(⋃
k≤n(Ak ∩Bk)
)
unionsq
C, with C = (An+1 ∩Bn+1) \
⋃
k≤n(Ak ∩Bk). Then C contains (Bn+1 ∩An+1) \
⋃
k≤nAk. But
An+1 \
⋃
k≤n
Ak =
(Bn+1 ∩An+1) \ ⋃
k≤n
Ak
 unionsq
An+1 \
Bn+1 ∪ ⋃
k≤n
Ak

which implies
µ(C) > µ
An+1 \ ⋃
k≤n
Ak
−µ
An+1 \
Bn+1 ∪ ⋃
k≤n
Ak
 > µ
An+1 \ ⋃
k≤n
Ak
−µ (An+1 \Bn+1) .
Now, An+1 = (An+1 ∩Bn+1)unionsq (An+1 \Bn+1) and the assumption implies that µ(An+1 \Bn+1) ≤
ε
2n+1 . This yields
µ
 ⋃
k≤n+1
(Ak ∩Bk)
 > µ
⋃
k≤n
Ak
−∑
k≤n
ε
2k
− µ
An+1 \ ⋃
k≤n
Ak
− ε
2n+1
and the conclusion follows by induction. 
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Proposition 5.5. Let E,B be two metric spaces, B being separable1. Let p : E  B be a
continuous (surjective) map admitting local isometric sections, that is, for all x ∈ B there exists
an open neighborhood U of x and a section s : U → E of p which is an isometry. Then the
naturally induced map P : L(Ω, E)→ L(Ω, B) admits a global (continuous) section.
Proof. By assumption, there exists an covering (Vn)n∈N of B by open balls Vj = B(xj , βj), βj > 0
and isometric sections sj : Vj → E of B. We now define a section Φ of L(Ω, E) → L(Ω, B). For
this, we first choose an arbitrary Borel map s∞ : B → E (for instance a constant map). Let
f ∈ L(Ω, B). For x ∈ Ω, we define n(x) = min{j; f(x) ∈ Vj & µ(f−1(Vj)) > 0}. Clearly, n is
well-defined outside a Borel subset Y (f) = Ω \⋃j∈N f−1(Vj) of Ω of measure 0. For x ∈ Y (f) we
set n(x) =∞. Now we can define Φ(f)(x) = sn(x)(f(x)). Since all the sj are Borel, so is Φ(f).We
have P (Φ(f))(x) = p(Φ(f)(x)) = f(x) for all x 6∈ Y (f). Since Y (f) has measure 0, this proves
that Φ is a global section of P : L(Ω, E)→ L(Ω, B). We need to prove that Φ is continuous.
Lemma 5.6. Let F be a metric space, and f ∈ L(Ω, F ). Let y0 ∈ F and β > 0.
(1) Assume M = µ({x; d(f(x), y0) < β}) > 0. For all ε > 0, there exists η > 0 such that, for
all g ∈ L(Ω, F ), d(f, g) ≤ η implies{
µ({x; d(f(x), y0) < β & d(g(x), y0) < β}) > M(1− ε)
µ({x; d(f(x), y0) < β or d(g(x), y0) < β}) 6 M(1 + ε)
(2) Assume µ({x; d(f(x), y0) ≤ β}) = 0. For all ε > 0, there exists η > 0 such that, for all
g ∈ L(Ω, F ), d(f, g) ≤ η implies µ({x; d(g(x), y0) < β}) ≤ ε.
Proof. Let ε ∈]0, 1/4[. We first prove (1). Since {x; d(f(x), y0) < β} =
⋃
n≥1{x; d(f(x), y0) <
β − 1n}, and {x; d(f(x), y0) ≤ β} =
⋂
n≥1{x; d(f(x), y0) < β + 1n}, there exists n0 such that
µ({x; d(f(x), y0) < β − 1n0 }) ≥ M(1 − ε3 ) and µ({x; d(f(x), y0) < β + 1n0 }) ≤ M(1 + ε3 ). On the
other hand, for all α > 0, we have
d(f, g) =
∫
d(f(x), g(x))dx > αµ ({x; d(f(x), g(x)) > α})
hence µ({x; d(f(x), g(x)) > 13n0 }) ≤ M 3n0M d(f, g) and therefore there exists η > 0 such that
d(f, g) ≤ η implies µ({x; d(f(x), g(x)) > 1/3n0}) ≤M ε3 . But {x; d(f(x), y0) < β}∩{x; d(g(x), y0) <
β} contains {x; d(f(x), y0) < β − 1n0 } \ {x; d(f(x), g(x)) > 1/3n0}, which has measure at least
M(1 − ε3 ) − M ε3 > M(1 − ε). Likewise, {x; d(f(x), y0) < β} ∪ {x; d(g(x), y0) < β} is in-
cluded inside {x; d(f(x), y0) < β + 1n0 } ∪ {x; d(f(x), g(x)) > 1/3n0}, which has measure at
most M(1 + ε/3) + Mε/3 < M(1 + ε). We now prove (2). Since {x; d(f(x), y0) ≤ β} =⋂
n≥1{x; d(f(x), y0) < β+1/n}, there exists n0 such that {x; d(f(x), y0) < β+1/n0} has measure at
most ε/2. Then if η is small enough, d(f, g) ≤ η implies µ({x; d(f(x), g(x)) ≥ 1/n0}) ≤ ε/2. Since
{x; d(g(x), y0) < β} is contained inside {x; d(f(x), y0) < β + 1/n0} ∪ µ{x; d(f(x), g(x)) ≥ 1/n0},
and since this one as measure at most ε/2 + ε/2 = ε, we get (2).

Let ε > 0, and f0, f ∈ L(Ω, B). For each n ∈ N we can choose β′n < βn such that, setting
V ′n = B(xn, β
′
n), we have µ(f
−1
0 (V
′
n)) > µ(f
−1
0 (Vn)) − ε10.2n and µ(f−10 (∂V ′n)) = 0. Up to a set
of measure at most ε/10, (f−10 (V
′
n))n is a Borel covering of Ω. We denote (V
′
nk
)k≥1 the thiner
subsequence of (V ′n) such that µ(f
−1
0 (V
′
nk
)) > 0 for all k ; this means that, if nk < r < nk+1, then
µ(f−10 (V
′
r )) = 0. Up to a set of measure at most ε/10, (f
−1
0 (V
′
nk
))k is again a Borel covering of Ω.
Since Ω has finite measure, there exists an integer K such that
µ
 ⋃
k>K
f−10 V
′
nk
\
⋃
k≤K
f−10 V
′
nk
 ≤ ε/10.
Such aK being fixed, by lemma 5.6 we can choose η > 0 such that d(f, f0) ≤ η implies µ(f−10 (V ′nk)∩
f−1(V ′nk)) ≥ µ(f−10 V ′nk)− ε10.2k and µ(f−10 (V ′nk) ∪ f−1(V ′nk)) ≤ µ(f−10 V ′nk) + ε10.2k for all k ≤ K.
1We do not know whether this separability assumption is necessary.
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Then, by lemma 5.4, we have µ(
⋃
k≤K(f
−1
0 (V
′
nk
) ∩ f−1(V ′nk))) ≥ µ(
⋃
k≤K f
−1
0 (Vnk)) − ε10 ≥
1 − 3ε/10. For x ∈ Ω, n(x) is well-defined almost surely. Similarly, we define (almost surely)
n′(x), this time with respect with the f−1(V ′n)’s. We then prove that n(x) = n
′(x) outside a set
of small measure. First of all, up to removing a set of measure at most 3ε/10, we can assume x ∈⋃
k≤K(f
−1
0 (Vnk)∩f−1(Vnk)), and moreover that n(x) ∈ {n1, . . . , nK}. We assume by contradiction
that n′(x) > n(x) = nr. Then x belongs to f−10 Vnr \f−1Vnr , hence to f−10 Vnr \(f−10 Vnr ∩f−1Vnr ),
which has measure at most ε10.2r . From this we deduce that n
′(x) ≤ n(x) outside a set of
measure 3ε/10 + ε/10 = 4ε/10. By lemma 5.6, we can moreover assume η ≤ ε/10 small enough,
so that x 6∈ µ(f−10 (Vs)) for all s < nK with s 6∈ {n1, . . . , nK} outside a set of measure ε/10.
Therefore, for all x outside a set of measure 4ε/10 + ε/10 = 5ε/10, there exists r, s such that
ns = n
′(x) ≤ n(x) = nr. If ns < nr, then n(x) ∈ f−1Vnr \ f−10 (Vnr ), which has measure at
most 2ε/10.2r. From this we deduce that n(x) = n′(x) outside a set Z2 of measure at most
5ε/10 + 2ε/10 = 7ε/10.
Then
d(Φ(f0),Φ(f)) =
∫
d(Φ(f0)(x),Φ(f)(x))dx 6 7ε/10 +
∫
Ω\Z2
d(Φ(f0)(x),Φ(f)(x))dx
that is
d(Φ(f0),Φ(f)) 6 7ε/10 +
∑
1≤r≤K
∫
x∈Ω\Z2
n(x)=n′x)=r
d(sr(f0(x)), sr(f(x)))dx
6 7ε/10 +
∑
1≤r≤K
∫
x∈Ω\Z2
n(x)=n′x)=r
d(f0(x), f(x))dx = 7ε/10 +
∫
Ω\Z2
d(f0(x), f(x))dx
and this is smaller than or equal to 7ε/10 + d(f0, f) 6 7ε/10 + ε/10 = 8ε/10 < ε which proves the
continuity of Φ. 
This proposition can be immediately applied to covering maps. Since we could not find an easy
reference, we prove this now.
Proposition 5.7. Let E be a metric space, Γ a group acting by isometries on E such that the
natural projection p : E → B = E/Γ is a covering map. Then p admits local isometric sections,
w.r.t. the induced metric on B.
Proof. Let us choose x ∈ B, and x˜ ∈ p−1({x}). There exists β > 0 such that the open ball U
with center x and radius β satisfies p−1(U) 'Φ U × F , for some discrete space F (actually a
necessarily discrete quotient of Γ). We let ∗ ∈ F such that Φ(x˜) = (x, ∗). Since F is discrete,
letting V = Φ−1(U × {∗}) we have α = inf{d(x, y) | x ∈ V, y ∈ p−1(U) \ V } > 0. Finally, V
being open, there exists γ > 0 such that V contains the open ball of center x˜ and radius γ. Let
δ = min(α/3, β, γ) and W the open ball of center x˜ and radius δ. Since δ ≤ γ we have W ⊂ V .
Then the restriction pW of p to W is an homeomorphism W → p(W ). Let sW be the converse
of pW . We first prove that p(W ) is equal to the open ball C with center x and radius δ. Indeed,
let us choose y ∈ p(W ). Since d(x, y) ≤ d(sW (x), sW (y)) = d(x˜, sW (y)) < δ by definition of the
induced metric we have y ∈ C, whence p(W ) ⊂ C.
Conversely, let y ∈ C. We know C ⊂ U since δ < β. By definition of the induced metric, there
exists xˇ ∈ p−1({x}), yˇ ∈ p−1({y}) ⊂ p−1(U) such that d(xˇ, yˇ) ≤ d(x, y) + α/3. SInce Γ is acting
by isometries we may assume xˇ = x˜. Then d(xˇ, yˇ) < δ + α/3 ≤ 2α/3 < α and yˇ ∈ p−1(U) implies
yˇ ∈ V . Since p−1({y}) ∩ V has cardinality 1, we have d(x, y) = d(x˜, yˇ) hence d(x˜, yˇ) < δ and
yˇ ∈W , whence y ∈ p(W ) and C = p(W ).
Now, if y1, y2 ∈ C = p(W ), we have d(y1, y2) ≤ d(sW (y1), sW (y2)) by definition of the induced
metric. Assume by contradiction that d(y1, y2) < d(sW (y1), sW (y2)). Then there should exist
y˜k ∈ p−1(yk), k = 1, 2, such that d(y˜1, y˜2) < d(sW (y1), sW (y2)). Since Γ acts by isometries we can
assume y˜1 = sW (y1). But d(sW (y1), sW (y2)) < 2δ ≤ 2α/3 < α, and d(sW (y1), y˜2) < α implies
y˜2 ∈ V . Since V ∩ p−1({y2}) = {sW (y2)} this proves y˜2 = sW (y2), a contradiction. This proves
that sW is an isometry and the proposition.

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Lemma 5.8. Let G be a connected compact Lie group endowed with a bi-invariant metric, and
N a closed normal subgroup of G. Then the projection map G → G/N admits local isometric
cross-sections.
Proof. We need only look at a neighborhood of the neutral element of G/N . Let G denote the Lie
algebra of G, and N ⊂ G the Lie algebra of N . The Lie algebra of G/N is canonically identified
with G/N. The bi-invariant metrics on G and G/N are associated to invariant scalar products on G
and G/N. Let H denote the orthogonal inside G of N with respect to such a scalar product. Since
this scalar product is invariant it is a Lie subalgebra (even a Lie ideal). The canonical Lie algebra
morphism G→ G/N restricts to a linear isometry ϕ : H→ G/N. Now, there is ε > 0 such that the
exponential map defines diffeomorphismsBG/N(0, ε)→ BG/N (1, ε) andBG(0, ε)→ BG(1, ε) which
coincide with the Riemannian exponential map. Then exp ◦ϕ−1 ◦ exp−1 : BG/N (0, ε) → BG(0, ε)
defines an isometric local cross-section. Indeed, it is clearly a local cross-section and, assuming
without restriction of generality G ⊂ glN (R) for some N and letting CH denote the Campbell-
Hausdorff (Lie) series (which is convergent if ε is chosen small enough) satisfying exp(u) exp(v) =
expCH(u, v), we have
dG(exp ◦ϕ−1 ◦ exp−1 x, exp ◦ϕ−1 ◦ exp−1 y) (1)= dG(exp(ϕ−1(exp−1 x)) exp(−ϕ−1(exp−1 y)), 1)
(2)
= dG(exp(CH(ϕ
−1 ◦ exp−1 x, ϕ−1 ◦ exp−1 y−1)), 1) (5)= dG(CH(ϕ−1 ◦ exp−1 x, ϕ−1 ◦ exp−1 y−1)), 0)
(3)
= dG(ϕ
−1(CH(exp−1 x, exp−1 y−1)), 0) = dH(ϕ−1(CH(exp−1 x, exp−1 y−1)), 0)
(4)
= dG/N(CH(exp
−1 x, exp−1 y−1)), 0)
(5)
= dG/N (expCH(exp
−1 x, exp−1 y−1), 1)
(2)
= dG/N (xy
−1, 1)
(1)
= dG/N (x, y).
by using the right invariance of the metric (1), the definition of the Campbell-Hausdorff series (2),
the fact that ϕ−1 is a morphism of Lie algebras (3) and an isometry (4), and the fact that the Lie
exponential coincides with the Riemannian exponential (5). 
6. A K(Z, 2) from S1-valued random variables
In this section we exhibit a family of local sections of the projection map L(Ω, S1)→ L(Ω, S1)/S1.
This family is quite elementary and the neighborhood on which it is defined is very concretely
determined. This proves that L(Ω, S1)/S1 is a classifying space for S1 and therefore a K(Z, 2)
without having to use Gleason’s theorem or any other sophisticated machinery.
To a Borel map f : Ω → S1 we associate F (x) = ∫ d(f(t), eipix)dt, where d is the geodesic
metric on S1 with diameter 1 (that is, this is the arc length d(eipiθ1 , eipiθ2) = |θ1−θ2| if for instance
θ1, θ2 ∈]0, 1[). We have F ∈ C(R/(2Z),R+) = C(S1,R+). Clearly, f 7→ F is 1-Lipschitz for the
metric induced by the uniform norm, since∣∣∣∣∫ d(f1(t), u)dt− ∫ d(f2(t), u)dt∣∣∣∣ 6 ∫ ∣∣∣∣d(f1(t), u)dt− ∫ d(f2(t), u)∣∣∣∣dt 6 ∫ d(f1(t), f2(t))dt.
We now assume F (0) =
∫
d(f(t), 1)dt < α, for some well-chosen α > 0. For all β > 0 we then
have
α >
∫
d(f(t),1)≥β
d(f(t), 1)dt > βµ{t; d(f(t), t) ≥ β}
that is µ{t; d(f(t), 1) ≥ β} < α/β, which implies µ{t; d(f(t), 1) < β} ≥ 1− α/β.
Lemma 6.1. Assume x ∈]− 1, 1[, and that F (0) = ∫ d(f(t), 1)dt < α. Then
(1) If |x| ≥ 12 , then F (x) ≥ 14 − α
(2) If |x| ≤ 116 , then F (x) ≤ 18 + 16α
(3) if 116 ≤ y ≤ x ≤ 12 and α < 1/64, then F (x)− F (y) > 0
(4) if −12 ≤ x ≤ y ≤ −116 and α < 1/64, then F (x)− F (y) > 0
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Figure 2. Proof of lemma 6.1 : F (x)− F (y) > 0 when 116 ≤ y ≤ x ≤ 12 and α < 1/64
Proof. Let us choose x ∈] − 1, 1[. We assume |x| ≥ 12 . If d(f(t), 1) ≤ 14 , then d(f(t), eipix) ≥ 14 .
This implies
|x| ≥ 1
2
⇒ F (x) =
∫
d(f(t), eipix)dt > 1
4
µ{t; d(f(t), 1) < 1
4
} > 1
4
(1− 4α)
which proves (1). We now assume |x| ≤ 116 . If d(f(t), 1) ≤ 1/16 then d(f(t), eipix) ≤ 2 × 116 = 18 .
Otherwise, we have d(f(t), eipix) ≤ 1. Since
F (x) =
∫
d(f(t),1)< 116
d(f(t), eipix)dt+
∫
d(f(t),1)≥ 116
d(f(t), eipix)dt
we get
|x| ≤ 1
16
⇒ F (x) 6 µ{t; d(f(t), 1) ≥ 1
16
}+ 1
8
µ{d(f(t), 1) < 1
16
} < 16α+ 1
8
which proves (2). Then, d(f(t), eipix) = d(f(t), eipiy)+d(eipiy, eipix) = d(f(t), eipiy)+y−x as soon as
f(t) belongs to the half-circle containing 1 bounded by eipiy and −eipiy (see figure 2). In particular,
if d(f(t), 1) ≤ 1/32, then d(f(t), eipix) = d(f(t), eipiy) + x− y. It follows that
F (x) =
∫
d(f(t),1)≤1/32
d(f(t), eipiy)dt+(x−y)µ{t; d(f(t), 1) ≤ 1/32}+
∫
d(f(t),1)>1/32
d(f(t), eipix)dt
hence
F (x) = F (y) + (x− y)µ{t; d(f(t), 1) ≤ 1/32}+
∫
d(f(t),1)>1/32
(
d(f(t), eipix)− d(f(t), eipiy)) dt
and finally F (x) = F (y) + (x− y)∆(x, y) with
∆(x, y) = µ{t; d(f(t), 1) ≤ 1/32}+
∫
d(f(t),1)>1/32
d(f(t), eipix)− d(f(t), eipiy)
x− y dt.
We have µ{t; d(f(t), 1) ≤ 1/32} ≥ 1− 32α, and∣∣∣∣d(f(t), eipix)− d(f(t), eipiy)x− y
∣∣∣∣ = ∣∣∣∣d(f(t), eipix)− d(f(t), eipiy)d(eipix, eipiy)
∣∣∣∣ ∣∣∣∣d(eipix, eipiy)x− y
∣∣∣∣ 6 ∣∣∣∣d(eipix, eipiy)x− y
∣∣∣∣ 6 1
by the triangular inequality and the definition of the geodesic distance on S1. Therefore, |∆(x, y)−
1| ≤ 32α + µ{t; d(f(t), 1) > 1/32} ≤ 64α hence ∆(x, y) > 0 as soon as α < 1/64 and this proves
(3). We now prove (4). Let z 7→ z denote the complex conjugation. It induces an isometry of
S1. Then F (x) =
∫
d(f(t), eipix)dt =
∫
d(f(t), e−ipix)dt. Since t 7→ f(t) belongs to L(Ω, S1) and
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Figure 3. Non-continuity of λ 7→ s±0 (fλ) : λ = 12 − 110 , 12 , 12 + 110∫
d(f(t), 1)dt =
∫
d(f(t), 1)dt < α < 1/64, by applying (3) to f and 116 ≤ −y ≤ −x ≤ 12 we get
F (x)− F (y) > 0 and (4). 
In particular, if α < 3/640, we get the following property. This condition implies that 18 +16α <
1
5 <
1
4 − α and α < 1/64. Therefore, there exists exactly two points eipis−(f), eipis+(f) ∈ S1 such
that F (s±(f)) = 15 , with
−1
2 < s−(f) <
−1
16 and
1
16 < s+(f) <
1
2 . This defines two maps
s−, s+ : B(1, α)→]− 1, 1[ where B(1, α) is the open ball in L(Ω, S1) with center 1 and radius α.
Lemma 6.2. The maps s+, s− : B(1, α)→]− 1, 1[ are continuous.
Proof. Let f0 ∈ B(1, α). We prove that s+ is continuous at f0, the proof for s− being similar. Let
ε > 0. We want to prove that there exists δ > 0 such that, is d(f0, f) ≤ δ, then |s+(f)−s+(f0)| ≤ ε.
First of all, let δ1 > 0 be such that d(f0, f) ≤ δ1 ⇒ f ∈ B(1, α). We let F0, F ∈ C(S1,R+) be the
maps associated to f, f0. We set α
u = 14 − α, αd = 18 + 16α. Obviously αd < 15 < αu. Now F0
induces a bicontinuous bijection from [ 116 ,
1
2 ] to its image. Let Φ0 denote the converse map. Its
range contains [αd, αu]. By definition, Φ0(1/5) = s+(f0). By (uniform) continuity, there exists δ2
such that |x− y| ≤ δ2 ⇒ |Φ0(x)− Φ0(y)| ≤ ε.
Without loss of generality, we can assume that δ2 is small enough so that α
d < 15 − δ2/2 <
1
5 + δ2/2 < α
u.
We choose 0 < δ < min(δ1, δ2/2). Since f 7→ F is 1-Lipschitz, we have d(F0, F ) ≤ d(f0, f) ≤ δ.
We set c± = Φ0( 15 ± δ). Note that c± ∈ [αd, αu]. By definition F0(c±) = 15 ± δ hence F (c+) ≤
1
5 ≤ F (c−). It follows that s+(f) ∈ [c+, c−]. Now 2δ < δ2 implies that |Φ0( 15 + δ)−Φ0( 15 − δ)| ≤ ε
that is |c+ − c−| ≤ ε. Since s+(f0) = Φ0( 15 ) ∈ [c+, c−] this implies |s+(f) − s+(f0)| ≤ ε and the
conclusion. 
Remark 6.3.
Instead of the maps s+, s−, one may be willing to consider the place where F reaches a minimum.
This does not work, first of all because the minimum may be reached at several places, but also,
maybe more crucially, because of the following phenomenon. For simplicity let us consider the
gentle case where the map F is convex in a neighborhood of 1, for instance if f is identically 0
in a neightborhood of −1. In that case, F (x) = ∫ 1
0
|ϕ(t) − x|dt for some ϕ : [0, 1] →] − β, β[(
] − 1, 1[, and the place where F reaches a minimum is necessarily a closed interval, of the form
[s−0 (f), s
+
0 (f)], where f(t) = exp(ipiϕ(t)). We claim that the maps s
−
0 and s
+
0 are not continuous,
and illustrate this by the following example. Let us set ϕλ(t) = (1/4)1[λ,1] when λ ∈ [0, 1]. Then,
in a neighbourghood of 1, we have Fλ(u) =
∫ 1
0
|ϕλ(t)− u|dt = λ|u|+ (1− λ)|(1/4)− u|. The map
λ 7→ fλ is continuous, but (see figure 3)
• if λ < 1/2, then s−0 (fλ) = s+0 (fλ) = 1/4
• if λ > 1/2, then s−0 (fλ) = s+0 (fλ) = 0
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• if λ = 1/2, then s−0 (fλ) = 0 and s+0 (fλ) = 1/4.
Therefore, the maps λ 7→ s±0 (fλ) are not continuous.
Proposition 6.4. The projection map L(Ω, S1) → L(Ω, S1)/S1 admits (continuous) local sec-
tions.
Proof. Let α ∈]0, 3/640[ as before. We set S+(f) = exp(ipis+(f)), thus defining a continuous map
S+ : B(1, α) → S1. Let f ∈ B(1, α) and z = eipiδ with δ ∈] − 1, 1] such that z.f ∈ B(1, α).
Let F and H denote the continuous maps R → R+ attached to f and z.f . We have H(x) =∫
d(z.f(t), eipix)dt =
∫
d(f(t), eipi(x−δ))dt = F (x−δ) for all x ∈ R. Since H(δ) = F (0) < α we have
|δ| < 1/16. It follows that x+δ ∈]0, 1[ for all x ∈ [1/16, 1/2]. Since H(s+(f)+δ) = F (s+(f)) = 1/5
this implies s+(z.f) = s+(f) + δ hence S+(z.f) = z.S+(f). Let g 7→ g¯ denote the projection map
L(Ω, S1) → L(Ω, S1)/S1. The image of B(1, α) is the open ball B(1¯, α). Let us associate to
f ∈ B(1, α) the map T (f) = S+(f)−1f ∈ L(Ω, S1). If z.f ∈ B(1, α), then T (z.f) = T (f). This
proves that T defines a map T˜ : B(1¯, α)→ L(Ω, S1) such that T˜ (f¯) = f¯ . By lemma 6.2 this map
is continuous, therefore it is a local continuous section near 1¯. A local section in a neighbourghood
of any given f¯0 ∈ L(Ω, S1)/S1 is then given by f¯ 7→ T˜ (f¯ f¯−10 )f¯0. 
Corollary 6.5. L(Ω, S1)/S1 is a classifying space for the topological group S1 inside the category
of paracompact spaces.
Proof. By proposition 6.4 we know that the projection map L(Ω, S1) → L(Ω, S1)/S1 admits a
local cross-section. Since S1 is commutative, proposition 4.15 implies the conclusion.

Corollary 6.6. L(Ω, S1)/S1 is a K(Z, 2).
Proof. By the previous corollary we know that L(Ω, S1)/S1 is a classifying space for S1. Since
it is known how to built a paracompact classifying space for S1, which has the homotopy type
of a CW-complex and is a K(Z, 2), L(Ω, S1)/S1, being homotopy equivalent to it, has itself the
homotopy type of a CW-complex and is a K(Z, 2). 
7. Classifying spaces for compact Lie groups
In this section we prove that a local cross-section of the projection map L(Ω, G)→ L(Ω, G)/G
when G is a compact Lie group can be obtained by following the geometric idea of assigning
continously an almost-center of mass to the map f ∈ L(Ω, G). This provides an alternative proof
to the existence of a local cross-section, that does not use Gleason’s theorem, but uses instead
Karcher’s theory of a Riemannian center of mass.
7.1. Riemannian preliminaries. Here we recall a few basic facts on Riemannian manifolds. Our
textbook reference for the material used here is [14]. We recall that a n-dimensional Riemannian
manifold M is naturally endowed with an intrinsic metric d(x, y), defined by the minimal length
of a geodesic joining x and y. A geodesic of minimal length will be called a (length-)minimizing
geodesic. By the Hopf-Rinow theorem, M is complete as a metric space iff all its bounded-closed
subsets are compact iff every two points can be joined by a minimizing geodesic iff for all p ∈ M
there is an exponential map expp : TpM →M satisfying d(expp(v), p) = ‖v‖, where ‖.‖ is the norm
on TpM defined by the riemannian structure. Such an exponential map is a diffeomorphism when
restricted to some ball of radius ρp(M), where ρp(M) > 0 is known as the radius of injectivity of
M at p. A complete Riemannian manifold is compact iff it is has finite diameter for the intrinsic
metric. We denote diam(M) this diameter.
For every point p ∈M there exists a neighborhood U of p which is geodesically convex, meaning
that every two points can be joined by exactly one minimizing geodesic, whose support lies inside
U . Moreover, there exists a positive r > 0 such that all balls of center p and radius < r are
geodesically convex. The supremum of such r’s is called the convexity radius at p (see [8], 2.90).
We also recall that a manifold is orientable iff its tangent bundle can be trivialized iff it admits
a nowhere-vanishing volume form. Such a volume form defines a measure on M , and two such
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measures can be deduced one from the other by multiplying by some nowhere-vanishing continuous
map M → R×+.
Finally, a crucial fact for us will be that, for every p ∈M , there exists an open neighborhood U
of p which is (geodesically) convex and on which, for each a ∈ U , the map x 7→ d(x, a)2 is strictly
convex (see for example [14], theorem 4.6.1). We recall that the (strict) convexity of a real-valued
function f on a geodesically convex subset U of M means that, for every geodesic γ : [0, α]→ U ,
the map f|γ : t 7→ f ◦ γ is (strictly) convex.
7.2. The Riemannian center of mass. We need to use Karcher’s notion of the Riemannian
center of mass, and we also need to establish the following ‘continuous’ version of it. We denote
E∆F = (E \ F ) ∪ (F \ E).
Proposition 7.1. Let M be a Riemannian manifold, and p0 ∈M . We assume M endowed with a
volume form dp which is non-vanishing in a neighborhood of p0. There exists an open neighborhood
U of p0 with the following property. For every Borel subset E of U of positive measure, there exists
a unique c(E) ∈M on which the map x 7→ ∫
E
d(x, p)2dp has minimal value. Moreover, c(E) ∈ U ,
and the map E 7→ c(E) is continuous, from the set of Borel subsets of U which have positive
measure, endowed with the (pseudo-)distance d(E,F ) =
∫
E∆F
dp, to U .
We recalled earlier that there exists a neighborhood U ′ of p0 such which is (geodesically) convex
and on which, for each a ∈ U ′, the map x 7→ d(x, a)2 is strictly convex. We can assume that U ′ is
small enough so that the volume form dp is non-vanishing over U . If E ⊂ U ′ has positive measure,
then the map x 7→ ∫
E
d(x, p)2dp is also strictly convex on U ′, and therefore there exists a unique
c(E) ∈ U ′ on which it takes minimal value. This is Karcher’s argument for the Riemannian center
of mass.
Assume that U ′ contains the ball B(p0, A) for some A > 0. We can assume that A is smaller
than the convexity radius of p0, namely every ball B(p0, A
′) with A′ ≤ A is geodesically convex.
Let U be the ball B(p0, A/3), and E ⊂ U . Then, for each x 6∈ U , and p ∈ B(p0, A/3) then we have
d(x, p) ≥ d(x, p0)− d(p0, p) ≥ A− A/3 = 2A/3 > d(p0, p) whence
∫
E
d(x, p)2dp >
∫
E
d(p0, p)
2dp,
which proves that c(E) is the only minimum of x 7→ ∫
E
d(x, p)2dp not only over U , but over M .
We denote µM the measure on M associated to the volume form dp. We now introduce the
following topological spaces, where X denotes a geodesically convex open subset of M :
• the set B(X) of Borel subsets ofX with positive measure endowed with the pseudo-distance
d(E,F ) = µM (E∆F )
• the set E(X) of real-valued bounded continuous functions admitting a unique minimum
on X for the topology induced by ‖.‖∞
• its subspace Ec(X) ⊂ E(X) of strictly convex functions on X.
Lemma 7.2. The map B(U)→ Ec(U) defined by
E 7→
(
x 7→
∫
M
d(x, p)21E(p)dp
)
is continuous (and actually diam(M)2-Lipschitz).
Proof. If E is non-empty we know that FE : x 7→
∫
M
d(x, p)21U (p)dp is strictly convex. Since M
is bounded, FE is also bounded. Now, FE is continuous because x 7→ d(x, p)2 is a 2diam(M)-
Lipschitz mapM → R+, and therefore |FE(x)−FE(y)| ≤ 2diam(M)µM (E)d(x, y) for all x, y ∈M .
We now prove that E 7→ FE is continuous. We know that
|FE(x)−FE′(x)| ≤
∫
M
d(x, p)2|1E(p)−1E′(p)|dp ≤ diam(M)2
∫
M
|1E(x)−1E′(x)|dp = diam(M)2µM (E∆E′)
hence E 7→ FE is diam(M)2-Lipschitz. 
Proposition 7.1 is then an immediate consequence of lemma 7.2 and of the following one.
Lemma 7.3. For every f ∈ Ec(U) there exists a unique m(f) ∈ U on which f has minimal value.
For all f ∈ Ec(U), there exists rmax > 0 such that the map δ 7→ inf{f(x); d(x,m(f)) ≥ δ} is
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strictly increasing [0, rmax[→ R+, and continuous. Moreover, the map Ec(U) → U , f 7→ m(f) is
continuous.
In order to prove this lemma, we first recall the following very general fact (valid on arbitrary
metric spaces) :
Lemma 7.4. The map E(U)→ R defined by f 7→ min f is 1-Lipschitz.
Proof. Let f, f0 ∈ E(U) and ||f − f0||∞ = a. For every x ∈ U we have f(x) ≥ f0(x) − a ≥
min(f0) − a hence min(f) ≥ min(f0) − a and min(f0) − min(f) ≤ a. Symmetrically we have
min(f)−min(f0) ≤ a and therefore |min(f0)−min(f)| ≤ ||f−f0||, which concludes the proof. 
We can then proceed with the
Proof. (of lemma 7.3) The existence and uniqueness of m(f) is immediate from the strict convexity
of f ∈ Ec(U) (and the locally compactness as well as the geodesic convexity of U). Let f0 ∈ Ec(U)
and m0 = m(f0) ∈ U . We choose rmax > 0 so that
rmax ≤ sup{α;∀x ∈M d(x,m0) ≤ α⇒ x ∈ U & ∃x ∈ U d(x,m0) = α}.
and so that rmax is smaller than the injectivity radius (of the exponential map) at m0.
For 0 ≤ δ < rmax we denote F (δ) = inf{f0(x); d(x,m0) ≥ δ}. We have F (0) = f0(m0) = min f0.
Let 0 ≤ δ < rmax and x1 ∈ U such that d(x1,m0) > δ. Let γ be a minimizing geodesic from
m0 to x1. Then γ contains x2 such that d(m0, x2) = δ. Since f0 is strictly convex and has its
minimum at m0, we know that (f0)|γ is strictly increasing, hence f0(x2) < f0(x1). It follows that
F (δ) = inf{f0(x); d(x,m0) = δ}.
Let us choose δ1, δ2 with 0 ≤ δ2 < δ1. Since f0 is continuous, {f0(x) : d(x,m0) = δ1} is
bounded and closed and therefore compact. Therefore there exists x1 ∈ M with d(m0, x1) = δ1
such that f0(x1) = F (δ1). Let γ be a minimizing geodesic from x1 to m0, and x2 on γ with
d(x2,m0) = δ2. By the same argument as before we get f0(x2) < f0(x1) = F (δ1) and therefore
F (δ2) ≤ f0(x2) < F (δ1). This proves that F is strictly increasing.
We now prove that F is continuous. Let δ∞ ∈ [0, rmax[. We prove that F is continuous
at δ∞. If not, there would be α > 0 a sequence (δn)n∈N in [0, rmax[ converging to δ∞ such
that |F (δn) − F (δ∞)| ≥ α > 0. Let xn ∈ U such that d(m0, xn) = δn and f0(xn) = F (δn).
Since (δn) → δ∞ < rmax we know ∀n δn ≤ r′ for some r′ < rmax. By our assumption on
rmax the ball {x ∈ U ; d(x,m0) ∈ [0, r′]} is compact, and therefore there exists x∞ ∈ U and a
subsequence (xnk)k≥0 in U converging to x∞. By continuity of the distance function we have
d(x∞,m0) = limk δnk = δ∞. Since F (δnk) = f0(xnk) → f0(x∞) ≥ F (δ∞), we can assume up to
replacing (δn)n∈N by a subsequence that ∀n F (δn) ≥ F (δ∞). This implies δn ≥ δ∞.
Let now y∞ ∈ U such that d(y∞,m0) = δ∞ and f(y∞) = F (δ∞). By continuity of f0 at y∞
we know that there exists η > 0 such that d(y∞, x) ≤ η implies |F (δ∞) − f0(x)| ≤ α/2. Let
γ : t 7→ expm0(tv) the minimizing geodesic from m0 to y∞, with ‖v‖ = 1. Since δ∞ < rmax we
know that γ(t) ∈ U for δ∞ < t < rmax. Moreover, d(γ(t),m0) = t inside this range, because
U is geodesically convex and rmax is smaller than the radius of injectivity at m0. Since γ is
continuous and y∞ = γ(δ∞) there exists t0 inside this range such that d(γ(t), y∞) ≤ η,and therefore
|F (δ∞)− f0(γ(t))| ≤ α/2, for all t ∈ [δ∞, t0]. But for n large enough, we have δn ∈]δ∞, t0] hence
F (δ∞) + α 6 F (δn) 6 f0(γ(δn)) 6 F (δ∞) +
α
2
and this contradiction proves the continuity of F .
We now want to prove that f 7→ m(f) is continuous at f0. Let us choose ε > 0 with ε <
rmax. We have F (ε) > F (0) since F is strictly increasing. Let η = |F (ε) − F (0)|/3 and assume
‖f − f0‖∞ < η with f ∈ Ec(U). By lemma 7.4 we know that this implies |min(f) − f0(m0)| <
|F (ε)− F (0)|/3. Since min(f) = f(m(f)) this yields
|f0(m(f))−f0(m0)| ≤ |f0(m(f))−f(m(f))|+|min(f)−f0(m0)| 6 2|F (ε)−F (0)|/3 < |F (ε)−F (0)|
that is f0(m(f))− F (0) = |f0(m(f))− F (0)| < F (ε)− F (0) hence f0(m(f)) < F (ε). This implies
by definition of F that d(m0,m(f)) < ε, and therefore f 7→ m(f) is continuous over Ec(U).

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We notice that the map m : Ec(U)→ U is not Lipschitz. For instance, when U = [−1, 2] ⊂ R,
fn : t 7→ t2/n, gn : t 7→ (t−1)2/n, we have fn, gn ∈ Ec(U) for all n, d(m(fn),m(gn)) = d(0, 1) = 1,
and d(fn, gn) =
1
n‖t2 − (t− 1)2‖∞ → 0.
7.3. Essential support. We recall that, when M is a metric space, L(Ω,M) is the set of (equiv-
alence classes of) Borel maps Ω → M such that for one (hence for every) point x0 ∈ M we
have
∫
d(f(t), x0)dt < ∞. If a topological group G acts on M by isometries, it obviously acts
on L(Ω,M) via g.f : t 7→ g.f(t) for g ∈ G. The metric on L(Ω,M) is given as usual by
d(f1, f2) =
∫
d(f1(t), f2(t))dt. For x0 ∈ M we let x˜0 : Ω → M be the constant map t 7→ x0.
For f0 ∈ L(Ω,M), we denote B(f0, α) the open ball {f ∈ L(Ω,M) |
∫
d(f(t), f0(t))dt < α}. The
goal of this section is to prove the following proposition, which enables us to associate continuously
to a distribution of mass f : Ω → M , mostly concentrated near a point, an open subset of M
which lies inside some prescribed geodesically convex neighborhood of this point.
Proposition 7.5. Let M be a connected complete Riemannian manifold endowed with its intrinsic
metric and a volume form dp, x0 ∈M , and U an open neighborhood of x0. We assume that dp is
nowhere-vanishing over U . Let G be a topological group acting by isometries on M . There exists a
real number α > 0 and a continuous map Φ : B(x˜0, α)→ B(U) ⊂ B(M) such that, if f ∈ B(x˜0, α)
and g ∈ G satisfy g.f ∈ B(x˜0, α), then Φ(g.f) = g.Φ(f), where the (partly defined) action of G on
B(U) is the one obviously induced by the action of G on M .
In order to simplify notations, we denote 0 = x0. Up to possibly replacing U by a smaller
open neighborhood, we can assume as in the previous section that U is taken to a ball B(0, A)
with A > 0 small enough so that it is geodesically convex and on which, for each a ∈ U , the
map x 7→ d(x, a)2 is strictly convex on U . We can also assume that A is strictly smaller than the
injectivity radius of M at x0 and, for some technical reason, that A ≤ 4.
Lemma 7.6. Let r2 ∈]0, A[ with A as before. Let us choose r1 ∈]0, r2/2[. Then, for all x, y, a ∈M ,
with d(x, 0) ∈]r2, r3[,d(y, 0) ∈]r2, A[,d(0, a) ∈ [0, r1[ and such that x lies on the minimizing geodesic
from 0 to y, we have d(y, a)2 − d(x, a)2 ≥ md(x, y) with m = r2 − 2r1 > 0.
Proof. Let us denote γ : [0, d(0, y)]→M the unique minimizing geodesic from 0 to y, parametrized
according to arclength. By hypothesis we have γ(d(0, x)) = x. We choose r2 ∈]0, A[ arbitrarily,
and r1 ∈]0, r2/2[. Let us consider the function G(t) = d(γ(t), a)2. We have G(0) = d(0, a)2 < r21.
Let x2 = γ(r2). We have d(0, x2) = r2 > r1 ≥ d(0, a) and therefore d(a, x2) ≥ |d(0, x2)−d(0, a)| =
d(0, x2) − d(0, a) ≥ r2 − r1 hence G(r2) = d(a, x2)2 ≥ (r2 − r1)2 > r21 since r2 > 2r1. From this
we deduce G(r2) > G(0). By assumption on A the map t 7→ G(t) is strictly convex on B(0, A)
hence G is strictly increading on [r2, A], and moreover the slopes (G(t2) − G(t1))/(t2 − t1) for
r2 < t1 < t2 < A are greater than the slope (G(r2)−G(0))/r2 ≥ ((r2 − r1)2 − r21)/r2 = r2 − 2r1.
Letting m = r2 − 2r1 > 0, t2 = d(0, y), t1 = d(0, x) we get d(y, a)2 − d(x, a)2 ≥ md(x, y) and the
conclusion.

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For f ∈ L(Ω,M) we let F (x) = ∫ d(x, f(t))2dt. This defines a continuous map M → R+.
Note that, for every α, β > 0, if d(f, 0) < α then µ{t; d(f(t), 0) < β} ≥ 1 − αβ . We now choose
α > 0 small enough so that α ≤ A24diam(M) and 1 − αr1 ≥
m
2 +2diam(M)
m+2diam(M) . The latter condition
implies the following. Assume that y, x are as in the previous lemma, that d(0, f) < α and let
E = {t; d(f(t), 0) < r1}. Then
F (y)− F (x) =
∫
E
(d(y, f(t))2 − d(x, f(t))2)dt+
∫
Ω\E
(d(y, f(t))2 − d(x, f(t))2)dt
hence
F (y)− F (x) > µ(E)md(x, y) +
∫
Ω\E
(d(y, f(t))2 − d(x, f(t))2)dt > m
2
d(x, y)
as soon as∫
Ω\E
(d(y, f(t))2 − d(x, f(t))2)dt 6 2diam(M)d(x, y)(1− µ(E)) 6 µ(E)md(x, y)− m
2
d(x, y)
which means µ(E) ≥ m2 +2diam(M)m+2diam(M) , and by assumption this holds true. Therefore we have F (y)−
F (x) ≥ (m/2)d(x, y) as soon as x, y are as in lemma 7.6, and in particular F is strictly increasing
on the corresponding part of the geodesic.
From |d(x, f(t))2 − d(x, 0)2| ≤ d(0, f(t))2diam(M) we get
−2diam(M)d(0, f(t)) ≤ d(x, f(t))2 − d(x, 0)2 ≤ 2diam(M)d(0, f(t))
for all t ∈ Ω, and by integrating over Ω we get |F (x) − d(x, 0)2| ≤ 2diam(M)d(0, f) ≤ A/12 for
all x ∈M , since α ≤ A24diam(M) .
Let us set r2 = A/2, and r1 = A/6. With the notations of lemma 7.6 we have m = r2 − 2r1 =
A/6. Let r0 = (r2 + r3)/2 = 3A/4, and δ0 = (r3 − r2)/2 = A/4. By assumption on A we have
δ0 ≤ 1. Moreover δ0 is such that |F (x)− d(x, 0)2| ≤ A/12 = δ0/3.
Lemma 7.7.
(1) If d(x, 0) ≤ r2 + δ0/3, then F (x) < r20 − δ0/2.
(2) If d(x, 0) ≥ r3 − δ0/3, then F (x) > r20 + δ0.
(3) For all v ∈ Sn−1, there exists a unique ϕ(v) ∈ [0, A[ such that F (exp0(ϕ(v)v)) = r20.
Moreover, we have ϕ(v) ∈]r2 + δ0/3, A− δ0/3[.
(4) The map v 7→ ϕ(v), Sn−1 →]r2, A[, is continuous.
Proof. We have F (x) ≤ d(x, 0)2 + δ0/3 hence if d(x, 0) ≤ r2 + δ0/3 = r0 − 2δ0/3 we have F (x) ≤
(r0 − 2δ0/3)2 + δ0/3 = r20 − 4δ0/3 + 4δ20/9 + δ0/3 ≤ r20 − 5δ0/9 < r20 − δ0/2 (since δ20 ≤ δ).
Similarly, F (x) ≥ d(x, 0)2 − δ0/3, hence if d(x, 0) ≥ r3 − δ0/3 = r0 + 2δ0/3, we have F (x) ≥
r20 + 4δ0/3 + 4δ
2
0/9− δ0/3 > r20 + 4δ0/3− δ0/3 = r20 + δ0. This proves (1) et (2).
We now prove (3). It is clear that F is continuous on M , therefore its composition with the
geodesic t 7→ exp0(tv) is continuous, too. Assume t < r3 = A. We have d(exp0(tv), 0) = t
and therefore we deduce from (1) and (2) that, on the one hand F (exp0(tv)) 6= r20 when t 6∈
]r2 + δ0/3, r3 − δ0/3[, and that, on the other hand, there exists ϕ(v) ∈]r2 + δ0/3, r3 − δ0/3[ such
that F (exp0(ϕ(v)v)) = r
2
0. Since t 7→ F (exp0(tv)) is strictly decreasing on ]r2, r3[ this proves that
ϕ(v) is uniquely determined, and this proves (3).
We now prove (4). Since F and (t, v) 7→ exp0(tv) are continuous, we know that (t, v) 7→
F (exp0(tv)) is continuous, too. Therefore (see e.g. [2] TG X.29, cor. 2 du the´ore`me 3) we notice
that the map h : v 7→ (t 7→ F (exp(tv)), Sn−1 → C0([0, r3],R+) is continuous, too. We denote d
a metric on the sphere Sn−1 compatible with its natural topology. Let us choose v0 ∈ Sn−1, and
prove that ϕ is continuous at v0. Let ε > 0 small enough so that ε < δ0/2. By continuity of h there
exists η > 0 such that, if v ∈ Sn−1 satisfies d(v, v0) ≤ η, then |F (exp0(tv0))− F (exp0(tv))| ≤ ε/3
for all t ∈ [0, r3]. Since r20 − ε > r20 − δ0/2 and r20 + ε < r20 + δ0, by (1) and (2) there exists a, b
with r2 < a < ϕ(v0) < b < r3 such that F (exp0(av0)) = r
2
0 − ε and F (exp0(bv0)) = r20 + ε. From
|F (exp0(bv)) − F (exp0(bv0))| ≤ ε/3 we get F (exp0(bv)) ≥ F (exp0(bv0)) − ε/3 = r20 + 2ε/3 and
from |F (exp0(av))−F (exp0(av0))| ≤ ε/3 that F (exp0(av)) ≤ F (exp0(av0))+ε/3 = r20−ε+ε/3 =
r20 − 2ε/3. Since t 7→ F (exp0(tv)) is strictly increasing we get ϕ(v) ∈]a, b[. Since we know
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ϕ(v0) ∈]a, b[ this implies |ϕ(v) − ϕ(v0)| ≤ b − a = 2ε. This proves that ϕ is continuous at every
v0 ∈ Sn−1, whence (4).

For f ∈ B(0˜, α), and F as before, we define
Φ(f) = {x ∈M ;F (x) < r20}.
Since F is continuous it is an open subset of M . By lemma 7.7 (1) it is non-empty, and therefore
of positive measure. By lemma 7.7 (2) it is included inside B(0, A) hence Φ(f) ∈ B(U). Let g ∈ G
be such that g.f ∈ B(0˜, α), and Fg : x 7→
∫
d(g.f(t), x)2dt the associated map. Since G acts by
isometries we have d(g.f(t), x) = d(f(t), g−1.x) for all t, x hence Fg(x) = F (g−1.x). Then, by
definition
Φ(g.f) = {x ∈M ;Fg(x) < r20} = {x ∈M ;F (g−1.x) < r20} = {x ∈M ; g−1.x ∈ Φ(f)} = g.Φ(f).
It remains to prove that Φ is continuous. This is done by the next lemma, where we prove that Φ
is K ′-Lipschitz on B(0˜, α) for some K ′ > 0. Recall that µM denote the measure on M hence also
on U associated to the volume form dp. Note that Φ(f) always contains the ball with radius r2
centered at 0, and is always contained inside the one with radius r3.
Lemma 7.8. There exists K,K ′ > 0 such that, for all f1, f2 ∈ B(0˜, α), and ϕ1, ϕ2 : Sn−1 →]r2, r3[
the (continuous) maps associated to them by lemma 7.7, we have
(1) ‖ϕ1 − ϕ2‖∞ ≤ 4diam(M)m d(f1, f2)
(2) µM (Φ(f1)∆Φ(f2)) ≤ K‖ϕ1 − ϕ2‖∞
(3) µM (Φ(f1)∆Φ(f2)) ≤ K ′d(f1, f2)
Proof. We first prove (1). Note that this part does not involve K,K ′. First of all, we know
that ‖F1 − F2‖∞ ≤ 2diam(M)d(f1, f2). Let us choose v ∈ Sn−1. We have |F2(exp0(ϕ1(v)v)) −
r20| = |F2(exp0(ϕ1(v)v)) − F1(exp0(ϕ1(v)v))| ≤ 2diam(M)d(f1, f2). We deduce from this that
|F2(exp0(ϕ1(v)v)) − F2(exp0(ϕ2(v)v))| = |F2(exp0(ϕ1(v)v)) − r20| ≤ 2diam(M)d(f1, f2). But we
know that |F2(exp0(ϕ1(v)v))−F2(exp0(ϕ2(v)v))| ≥ m2 d(exp0(ϕ1(v)v), exp0(ϕ2(v)v) = m2 |ϕ1(v)−
ϕ2(v)|, which proves (1).
Since (3) is a trivial consequence of (1) and (2), we only prove (2). Let us consider the diffeo-
morphism G0 : (t, v) 7→ exp0(tv) for (t, v) ∈]0, A+[×Sn−1, where A+ > A = r3 is the injectivity
radius at 0, and let us write the pullback of the volume form dp on M as G∗0dp = a(t, v)dtdv, with
a :]0, A+[×Sn−1 → R+ a continuous map, where dt,dv are the natural volume forms on R and
Sn−1 ⊂ T0M . We let ‖a‖∞ denote the supremum of |a| on [r2, r3]. Let us set K = ‖a‖∞λ(Sn−1)
where λ is the Lebesgue measure on T0M ' Rn.
By abuse of notation we will denote [a, b] = [min(a, b),max(a, b)] even when a > b. Then, for
E = Φ(f1)∆Φ(f2) ⊂ G0([r2, r3]× Sn−1) we have that µM (Φ(f1)∆Φ(f2)) is equal to∫
[r2,r3]×Sn−1
a(t, v)1G−10 (E)
(t, v)dtdv =
∫
[r2,r3]×Sn−1
a(t, v)1{(u,w) | u∈[ϕ1(w),ϕ2(w)]}(t, v)dtdv
whence
µM (C(f1)∆C(f2)) ≤ ‖a‖∞
∫
[0,r3]×Sn−1
1{(u,w) | u∈[ϕ1(w),ϕ2(w)]}(t, v)dtdv
≤ ‖a‖∞
∫
Sn−1
(∫ r3
0
1{(u,w) | u∈[ϕ1(w),ϕ2(w)]}(t, v)dt
)
dv = ‖a‖∞
∫
Sn−1
|ϕ2(v)− ϕ1(v)|dv
and this yields µM (Φ(f1)∆Φ(f2)) ≤ ‖a‖∞‖ϕ2 − ϕ1‖∞λ(Sn−1) = K‖ϕ2 − ϕ1‖∞. This proves (2).

7.4. Main result. If M is a metric space, we still denote L(M) = L(Ω,M) the set of (equivalence
classes of) Borel maps f : Ω→M such that ∫ d(f(t), p)dt <∞ for one (and hence for all) p ∈M . If
G is a topological group acting isometrically on M , and M is bounded, then G acts isometrically
on L(Ω,M), under g.f = (t 7→ g.f(t)). Moreover, if G is a metric group, then L(Ω, G) acts
isometrically on L(Ω,M) by g.f = (t 7→ g(t).f(t)). We first note the following.
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Proposition 7.9. Let G be a locally compact metric group with a countable base acting by isome-
tries on the compact metric space M . Assume that G is separable of finite dimension. If the action
of G is transitive, then so is the induced action of L(Ω, G) on L(Ω,M).
Proof. Let us choose x0 ∈ M , and let f0 ∈ L(Ω,M) be the constant map t 7→ x0. We let
G0 = {g ∈ G; g.x0 = x0} denote the fixer of x0. It is a closed subgroup of G, and the map
g 7→ g.x0 induces an injective continuous map ψ : G/G0 → M . Since the action of G on M is
transitive we know that ψ is bijective. Under our assumptions ([12], §3 theorem 3.2) we know
that it is an homeomorphism. Now, the projection map G → G/G0 admits local cross-sections
(see [18]) since G is metric separable of finite dimension. For each x ∈ G/G0, there exists εx > 0
and a local section sx : B(x, εx)→ G of the projection map, where B(x, r) denotes the open ball
of radius r for the induced metric. Since the collection B(x, εx/2), x ∈ G/G0 is a covering of the
compact space G/G0, there exists x1, . . . , xn such that B1, . . . , Bn is a covering of G/G0, where
Bi = B(xi, εxi/2). We denote si = sxi .
Let f : Ω → M be a Borel map. Then we define g : Ω → G by g(t) = si(ψ−1(f(t))) if i is
the minimal r ∈ {1, . . . , n} such that ψ−1(f(t)) ∈ Br. Letting Xi = f−1(ψ(Bi)) we know that
Xi is Borel since ψ is an homeomorphism and Bi is open, and therefore so is Yi = Xi \
⋃
r<iXi.
Since g coincides on Yi on the Borel map si ◦ ψ−1 ◦ f we get that that g is Borel. Since each si is
continuous on the compact set Bi, the map t 7→ g(t) is bounded, and therefore g ∈ L(Ω, B). One
checks readily that g.f0 = f , and this proves the claim. 
We want to provide a geometric proof of the following theorem (which readily follows from
Gleason’s general theorem on actions of compact Lie groups).
Theorem 7.10. Let G be a compact Lie group endowed with a Haar measure. Then, the natural
projection map L(Ω, G)→ L(Ω, G)/G admits local cross-sections.
Let x0 ∈ G, and f0 ∈ L(Ω, G). There exists g0 ∈ L(Ω, G) such that f0g0 = x˜0. Let x¯0, f¯0
the images of x˜0 and f0, respectively, inside L(Ω, G)/G. If we can find α > 0 and a local section
s : B(x¯0, α) → L(Ω, G), then the map f 7→ s(fg0)g−10 defines a section B(f0, α) → L(Ω, G).
Therefore, we can assume f0 = x0, and even x0 = 1.
We denote dp the volume form associated to the Haar measure of G. Let U be the open
neighborhood of p0 = 1 provided by proposition 7.1. We have a continuous map c : B(U) → U ,
where c(E) is the unique element of U minimizing F : x 7→ ∫
E
d(x, p)2dp. If g ∈ G and E ∈ B(U)
satisfy g.E ⊂ U , then c(g.E) ∈ U , and c(g.E) minimizes
x 7→
∫
g.E
d(x, p)2dp =
∫
E
d(x, g.p)2dp =
∫
E
d(g−1.x, p)2dp = F (g−1.x)
over M . But F (g−1.x) is minimal iff g−1.x = c(E) that is x = g.c(E), whence c(g.E) = g.c(E).
By proposition 7.5 there exists α > 0 and a continuous map Φ : B(x˜0, α) → B(U) such that
if f ∈ B(x˜0, α) and g ∈ G satisfy g.f ∈ B(x˜0, α), then Φ(g.f) = g.Φ(f). From this we get a
continuous map Ψ : B(1˜, α) → U ⊂ G defined by Ψ(f) = c(Φ(f)) with the property that, for
every f, g with f ∈ B(x˜0, α) and g ∈ G satisfying g.f ∈ B(x˜0, α) we have Ψ(g.f) = g.Ψ(f).
Now let us consider the continuous map σ : B(1˜, α) → L(Ω, G) defined by f 7→ Ψ(f)−1.f and
denote B(1¯, α) the ball in L(Ω, G)/G of center the image 1¯ of 1˜ and radius α. In order to check
that σ factorizes through the natural projection map B(1˜, α) → B(1¯, α) it is sufficient to have
σ(g.f) = σ(f) whenever g ∈ G satisfies g.f ∈ B(1˜, α), and we already checked that this is true.
Therefore σ provides a local cross-section and this proves the theorem.
Corollary 7.11. If G is a compact Lie group endowed with a bi-invariant metric, then L(Ω, G)/G
is a classifying space for the topological group G inside the category of paracompact spaces.
Proof. By the theorem we know that the projection map L(Ω, G) → L(Ω, G)/G admits a local
cross-section. Proposition 4.15 implies the conclusion. 
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8. Exponentiations
In this section we prove results of the form L(Ω, L(Ω, G)) ' L(Ω×Ω, G), for a sufficiently large
class of groups G. By construction, this bijection is a G-equivariant isometry. We start by some
preliminaries, then establish the case where G is discrete (but not necessarily countable), and then
when G is a Borel subset of a compact metric space. This covers the case of compact Lie groups
and of metric profinite groups. Finally we investigate some interesting subspaces of L(Ω, L(Ω, G)).
8.1. Dense subsets of L(2). We denote L(2) = L(Ω, 2) and L(2) = L(Ω, 2) = L(Ω, {0, 1}).
We identify them with the (classes of) Borel subsets of [0, 1], endowed with the pseudo-distance
(X,Y ) 7→ λ(X∆Y ), where λ is the Lebesgue measure on [0, 1].
We let Pn ⊂ L(2) the set of all the Borel subsets which are unions of at most n closed intervals
of [0, 1]. Clearly Pn ⊂ Pn+1 for all n ≥ 1. We let Gn ⊂ L(2) the set of maps [0, 1]→ {0, 1} which
are constant on each interval of the form [ kn ,
k+1
n [, for 0 ≤ k < n. We let Pn, Gn denote the images
of Pn,Gn in L(2). Clearly Gn ⊂ Pn.
Lemma 8.1. For all n, Pn is a closed subset of L(2), and is metacompact. In particular its image
inside L(2) is compact.
Proof. It is enough to show that the image Pn of Pn inside L1 is compact. Let B = [0, 1]2n,
endowed with the usual topology, and D ⊂ B being defined by
{(x1, . . . , xn, e1, . . . , en) | xi + ei ≤ 1}.
Since D is closed inside B, it is compact. We consider Φ : D → L1 defined by
X = (x1, . . . , xn, e1, . . . , en) 7→
n⋃
i=1
[xi, xi + ei].
If X ′ = (x′1, . . . , x
′
n, e
′
1, . . . , e
′
n) ∈ D, with |x′i − xi| ≤ ε, |e′i − ei| ≤ ε, then
Φ(X) ∪ Φ(X ′) ⊂
⋃
[xi − ε, xi + ei + ε]
et
Φ(X) ∩ Φ(X ′) ⊃
⋃
[xi + ε, xi + ei − ε]
hence, if t ∈ Φ(X)∆Φ(X ′), then ∃i xi − ε ≤ t ≤ xi + ei + ε and ∀i t < xi + ε ou t > xi + ei − ε.
It follows that there exists i such that t ∈ [xi − ε, xi + ε] ∪ [xi + ei − ε, xi + ei + ε]. Therefore,
Φ(X)∆Φ(X ′) ⊂
n⋃
i=1
([xi − ε, xi + ε] ∪ [xi + ei − ε, xi + ei + ε])
whence λ(Φ(X)∆Φ(X ′)) ≤ 4nε, thus proving that Φ is continuous. Then Pn is the image of a
compact set under a continous map, and therefore is compact. 
Lemma 8.2.
⋃
n≥1 Pn is dense inside L(2). If (yn)n is a positive integer-valued sequence tending
to ∞, then ⋃nGyn is dense inside L(2).
Proof. Let B ∈ L(2) be a Borel set. Since B is a Lebesgue-measurable set, its Lebesgue measure
coincides with its exterior measure, namely λ(B) = inf{λ(C);B ⊂ C = ⋃i≥1Ei, Ei intervals }.
Let ε > 0, and C =
⋃
i≥1Ei such that B ⊂ C and λ(B∆C) ≤ ε. Letting Cn =
⋃
1≤i≤nEi we have
λ(Cn∆C) → 0 hence there exists n such that λ(Cn∆C) ≤ ε. Therefore λ(B∆Cn) ≤ 2ε. Since
Cn ∈ Pn this proves the first claim. Let m ∈ N and A ∈ Pm. Then it is clear that, for n large
enough, A can be approximated by an element of Gyn , and this proves the second claim.

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8.2. Discrete Exponentiation theorem. The goal of this section is to prove the following
result, which can be viewed as a partial analog, for X discrete, of the exponentiation theorem
(XY )Z ' XY×Z in topology (e.g. in the realm of Hausdorff locally compact spaces).
Theorem 8.3. Let X,Y be two non-atomic probability spaces (X = Y = Ω), and (D, e) be a
pointed discrete metric space. There exists a morphism L(X × Y,D)→ L(X,L(Y,D)) inducing a
bijective isometry L(X × Y,D)→ L(X,L(Y,D)). This isometry is equivariant with respect to the
obvious actions of S(D).
Let f ∈ L(X × Y,D), that is a Borel map X × Y → D. By proposition 3.3 it has countable
image f(I) = D0, hence f ∈ L(X × Y,D0). As a consequence, every fx : y 7→ f(x, y) is a Borel
map Y → D0 if we can prove that (fx)−1({d0}) is Borel for every d0 ∈ D0. But (fx)−1({d0}) =
{y; (x, y) ∈ f−1({d0})}) is a section of the Borel set f−1({d0})}) ⊂ X ×Y , and is therefore Borel.
This defines a map F : x 7→ fx, X → L(Y,D0) ⊂ L(Y,D). We want to show that this is
a Borel map, with respect to the (non-Hausdorff) topology on L(Y,D) defined by the natural
pseudo-metric. For this we need to show that F−1(U) is Borel for every open subset U in L(Y,D)
or, equivalently of L(Y,D0), since F takes values inside L(Y,D0). Since D0 is countable, L(Y,D0)
is separable (see proposition 4.6) ; because it is pseudo-metric, its topology admits a countable
basis of open sets made of open balls. We thus need to show that F−1(U) is Borel for every
ball U , with center g ∈ L(Y,D0) and radius α > 0. Then F−1(U) = {x ∈ X; d(fx, g) < α} =
{x ∈ X;µ({y; d(f(x, y), g(y)) 6= 0}) < α}. Let A = {(x, y) ∈ X × Y ; d(f(x, y), g(y)) = 1}. Since
f : X × Y → D0 and G : (x, y) 7→ g(y) are Borel, then so is f × G : X × Y → D0 × D0.
Since d : D0 ×D0 → {0, 1} is continuous, we get that d ◦ (f0 ×G) is Borel-measurable, therefore
A = (d ◦ (f0 ×G))−1({1}) is a Borel set ({1} being open in {0, 1}). It follows that all its sections
Ax = {y ∈ Y ; (x, y) ∈ A} = {y ∈ Y ; d(f0(x, y), g(y)) = 1} are Borel-measurable, and so is the map
A : x 7→ µ(Ax), A : X → R+. It follows that F−1(U) = A−1([0, α[) is a Borel set. This proves
that F is a Borel map.
We have thus defined a map L(X × Y,D) → L(X,L(Y,D)) given by f 7→ F . Since the
Borel subsets of L(Y,D) are the inverse images by the natural projection of the Borel subsets
of L(Y,D), we have a natural map L(X,L(Y,D)) → L(X,L(Y,D)). By composition, we get a
map Ψ : L(X × Y,D) → L(X,L(Y,D)) → L(X,L(Y,D)) → L(X,L(Y,D)). Let now f, h ∈
L(X × Y,D) having the same image under Ψ inside L(X × Y,D), meaning that {(x, y); f(x, y) 6=
h(x, y)} has measure 0, or in other terms ∫
X×Y d(f(x, y), h(x, y))dxdy = 0. We can assume
f, h ∈ L(X × Y,D0) for the same countable subset D0 of D. By the Fubini-Tonelli theorem we
get
∫
X
(∫
Y
d(f(x, y), h(x, y))dy
)
dx = 0, that is
0 =
∫
X
(∫
Y
d(fx(y), hx(y))dy
)
dx =
∫
X
dL(Y,D)(f
x, hx)dx = dL(X,L(Y,D))(Ψ(f),Ψ(h)).
The map Ψ thus induces a map L(X × Y,D) → L(X,L(Y,D)), that we still denote by Ψ, and
which is clearly isometric by the same computation following from Fubini-Tonelli’s theorem. We
want to prove that it is surjective.
Let f ∈ L(X,L(Y,D)), that we identify with a map X × Y → D. We need to prove that
there exists fˆ ∈ L(X × Y,D) with the same image inside L(X,L(Y,D)). Let f0 be the image
of f inside L(X,L(Y,D)). Since L(Y,D) is metric, by corollary 3.10 we know that f0(X) is
separable. Let (gn)n∈N be a dense sequence inside f0(X), and g˜n a representative of gn inside
L(Y,D). By proposition 3.8 we know that each g˜n(Y ) is countable. Let D0 =
⋃
n g˜n(Y ). Since
L(Y,D0) is closed inside L(Y,D), and gn ∈ L(Y,D0) for all n, we get f0(X) ⊂ L(Y,D0), hence
f ∈ L(X,L(Y,D0)). We can thus assume that D is countable.
We show that we can reduce our problem to the case D0 = {0, 1}. Indeed, let us associate to
d ∈ D0 \ {e} the map ϕd : D0 → {0, 1} given by d 7→ 1 and d′ 7→ 0 if d′ 6= d. The set {0, 1} being
endowed with the discrete metric, this is a 1-Lipschitz map, and therefore by lemma 4.1 there are
1-Lipschitz induced maps ϕˇd : L(X,L(Y,D0))→ L(X,L(Y, {0, 1})).
Let us assume that we know how to build a fd ∈ L(X × Y, {0, 1}) having the same image as
ϕˇd(f) inside L(X,L(Y, {0, 1})). This provides f˜d ∈ L(X × Y, {e, d}) ⊂ L(X × Y,D) by using the
1-Lipschitz obvious map {e, d} → D. We can assume that D is an interval of N = Z≥0, with e
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being identified to 0. We let f (0) ∈ L(X × Y,D) be the constant map (x, y) 7→ e and in general
f (n)(x, y) = f(x, y) if f(x, y) ≤ n, f (n)(x, y) = e otherwise. We have f (n+1) = max(f (n), f˜n+1)
hence by induction the f (n) are Borel. Then f is a limit of a sequence of Borel maps X × Y → D
and therefore is Borel.
We can thus assume D = {0, 1}. In this case this will be a consequence of the following
proposition.
Proposition 8.4. Let λ be the Lebesgue measure on [0, 1] and A ⊂ [0, 1]2 such that
• for all x ∈ [0, 1] the section Ax = {y ∈ [0, 1]; (x, y) ∈ A} is Borel
• the map x 7→ Ax is a Borel map [0, 1]→ L1(Ω, {0, 1})
then there exists B ⊂ [0, 1]2 Borel such that ∫ 1
0
λ(Ax∆Bx)dx = 0.
Proof. Let T denote the set of subsets A ⊂ [0, 1]2 satisfying these two assumptions. We denote λ2
the Lebesgue measure on [0, 1]2. By the Fubini-Tonelli theorem, T contains the Borel subsets of
[0, 1]2. Moreover, it is a σ-algebra, and there is a measure m : T → R+ given by A 7→
∫ 1
0
λ(Ax)dx
that coincides with the Lebesgue measure λ2 on the Borel sets, again by Tonelli’s theorem. We
have a pseudo-distance d : (X,Y ) 7→ m(X∆Y ) on T that extends the L1 pseudo-distance on the
Borel σ-algebra.
As in section 8.1 we let Pn denote the set of all the Borel subsets which are unions of at most
n closed intervals in [0, 1], and Pn its image in L
1. By lemma 8.1 the Pn are compact, and by
lemma 8.2 the set
⋃
n Pn is dense. We let Pn(ε) = {x ∈ L1; d(x, Pn) < ε}.
Let α > 0. Since
⋃
n≥1 Pn is dense inside L1, we have L1 =
⋃
n≥ Pn(α/3). Since x 7→ d(x, Pn)
is continuous, each Pn(α/3) is Borel, and we get λ(Pn(α/3))→ 0. Therefore, there exists n0 such
that λ(cPn(α/3)) ≤ α/3.
Since Pn0 is metacompact, there exists Q1, . . . , Qm ∈ Pn0 such that Pn0 ⊂
⋃
1≤i≤mQi(α/3),
where Qi(ε) = {x ∈ L1; d(x,Qi) ≤ ε}. Therefore L1 =
⋃
1≤i≤mQi(2α/3), and there is a well-
defined map p : L1 → {1, . . . ,m} given by x 7→ min{i;x ∈ Qi(2α/3)}. We have p−1({i}) =
Qi(2α/3) \
⋃
1≤j<iQj(α). Since the Qi(ε) are closed, each p
−1({i}) is Borel, and therefore p is a
Borel map.
We let Bα = {(x, y);Ax ∈ Pn0(α/3), y ∈ Qp(Ax)}. We have
Bα =
m⋃
i=1
{x;Ax ∈ Pn0(α/3) ∩Qi(2α/3)} ×Qi.
Since x 7→ Ax is Borel, {x;Ax ∈ Pn0(α/3)∩Qi(2α/3)} is Borel and therefore Bα is a Borel subset
of [0, 1]2.
We have
d(Bα, A) ≤
∫
x∈cPn0 (α/3)
d((Bα)x, Ax)dx+
∫
x∈Pn0 (α/3)
d((Bα)x, Ax)dx ≤ α/3+
∫
x∈Pn0 (α/3)
d((Bα)x, Ax)dx.
Moreover, since d((Bα)x, Ax) = d(Qi, Ax) ≤ 2α/3 for all x ∈ Pn0(α/3) such that p(Ax) = i, we
get∫
x∈Pn0 (α/3)
d((Bα)x, Ax)dx ≤
m∑
i=1
λ({x;Ax ∈ Pn0(α/3)∩p−1({i})})×(2α/3) ≤ 2α/3×λ([0, 1]) = 2α/3.
hence d(Bα, A) ≤ α.
From this we get that the sequence B 1
n
converges to A for the distance d. In particular, it
is a Cauchy sequence for the distance d, and therefore in the usual L1. Since L1([0, 1]2, {0, 1})
is complete, there is a Borel subset B of [0, 1]2 such that B 1
n
→ B. But then d(A,B 1
n
) ≤ 1/n
converges both to 0 and to d(A,B), and this proves the claim.

Remark 8.5. Under the assumption of the proposition, A itself does not need to be Lebesgue-
measurable. For instance, under the Continuum Hypothesis one could endow [0, 1] with some
well-ordering  by identifying it with the first non-countable ordinal, and one may consider A =
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{(x, y) ∈ [0, 1]2 | y ≺ x}. Then, for every x ∈ [0, 1], Ax = {y ∈ [0, 1] : y ≺ x} is countable and
therefore the assumptions are satisfied. However, it is not Lebesgue-measurable, because otherwise
one would have λ2(A) =
∫
x
λ(Ax)dx = 0 and λ2(A) =
∫
y
λ({x; y ≺ x})dy = 1, contradicting the
Fubini-Tonelli theorem. This example was communicated to me by A. Rivie`re.
Another example, not using the Continuum Hypothesis, was constructed for me by G. Godefroy
and J. Saint-Raymond. It runs as follows. Let K+ denote the set of compact subsets of [0, 1]2 of
positive measure. Its cardinality is the continuum, and therefore we can describe it as {Kα, α ∈
[0, 1]}. Let p1 : [0, 1]2 → [0, 1] be the projection on the first coordinate. Each p1(Kα) has to
be uncountable, for otherwise Kα would have measure 0. Since p1(Kα) is compact, this implies
|p1(Kα)| = c. We endow [0, 1] with a well-ordering ≺ (of type c). We then construct elements
xα, yα by transfinite induction on ([0, 1],≺). Assuming the xβ , yβ constructed for β ≺ α, we chose
xα ∈ p1(Kα) \ {xβ , β ≺ α}, which is non-empty since α is smaller than the continuum. We then
choose yα such that (xα, yα) ∈ Kα and set A = {(xα, yα);α ∈ [0, 1]}. Then |Ax| ≤ 1 for all
x ∈ [0, 1], therefore A satisfies our assumptions. Moreover, if it is measurable, it should have
measure 0 by Fubini-Tonelli ; on the other hand, since A meets all compacts of positive measure
in [0, 1], it should have exterior measure 1, thus proving that A is not Lebesgue-measurable.
By this proposition, identifying an element f ∈ L(X,L(Y,D)) with the characteristic function
of A ⊂ [0, 1]2, we get that there exists B ⊂ [0, 1]2 Lebesgue-measurable with the same image in
L(X,L(Y,D)). Moreover there exists two Borel sets B1 ⊂ A ⊂ B2 such that B2 \B1 has measure
0, and their characteristic function also have the same image. This concludes the proof of the
theorem.
8.3. Boreleanity of Borel inverse images. This section is devoted to the proof of the following
technical proposition, that we will need in the sequel. The proof we provide here was found for us
by G. Godefroy.
Proposition 8.6. The map L([0, 1],R+)→ L(2) defined by associating to a Borel map g : [0, 1]→
R+ the (class of the characteristic function of) the Borel set {t; g(t) > 0} is Borel.
In order to prove this proposition, we first recall the following classical lemma, for which we
could not find a proper reference.
Lemma 8.7. Let Y be a standard Borel space, and X a measurable space. Assume we are
given a countable collection of Borel maps ϕn : Y → R which separate the points of Y (that, is
∀y1, y2 ∈ Y y1 6= y2 ⇒ ∃n ϕn(y1) 6= ϕn(y2)). Then, a map f : X → Y is measurable if and only
if ϕn ◦ f is measurable for all n ∈ N.
Proof. Let ι : Y → RN given by ι(y) = (ϕn(y))n∈N, where RN is given the product topology.
By assumption, ι is 1-1. Then ι is measurable and injective. By [3] theorem 2.4 this implies
that ι is a Borel isomorphism Y → ι(Y ). In particular, f : X → Y is measurable if and only if
ι ◦ f : X → RN is measurable. But this means that ϕn ◦ f is measurable for all n ∈ N. 
Now, L1([0, 1],R+) is a Polish space and is therefore standard Borel. We consider the countable
collection of maps ϕI : f 7→
∫
I
f where I runs among the open sub-intervals of [0, 1] with rational
endpoints.
It is separating because, if
∫
I
f =
∫
I
g then
∫
I
(f − g) = 0, hence ∫ (f − g)+ = ∫ (f − g)− and
we need to prove
∫
I
f =
∫
I
g ⇒ f = g only when f, g ≥ 0. But then the finite positive measures
E 7→ ∫
E
f and E 7→ ∫
E
g coincide on the pi-system of all intervals with rational bounds. Since this
pi-system generates the Borel σ-algebra, they coincide on all Borel sets E. Therefore we need to
prove ∀E ∫
E
f = 0⇒ f = 0. Considering the Borel subsets E1 = {f > 0} and E2 = {f < 0} we
get f = 0 and the conclusion.
Then, we prove that the maps ΨI = ϕI ◦ F are continuous (and therefore Borel). Indeed, we
have
ΨI : g 7→
∫
I
F (g) = λ({t; g(t) > 0})
where λ is the Lebesgue measure on [0, 1]. Since the topology of R is generated by the open
subintervals ]a,+∞[, we need to check that the EI,a = {g ∈ L1([0, 1],R+); ΨI(g) > a} are
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open. If they are not, there would exists a sequence gn 6∈ EI,a converging to g ∈ EI,a in
L1(([0, 1],R+). Since g ∈ EI,a we have λ(I ∩ {t; g(t) > 0}) > a hence there exists ε > 0 such that
λ(I∩{t; g(t) > ε}) > a+ε. Since gn converges to g inside L1([0, 1],R+), there exists a subsequence
pointwise converging to g almost everywhere which belongs to L∞([0, 1],R+) Without loss of gen-
erality we can replace gn by this subsequence, and therefore gn converges to g almost everywhere.
Since λ([0, 1]) < ∞ This implies that gn converges to g in measure meaning that, for all η > 0,
λ{t; |gn(t)−g(t)| ≥ η} → 0. In particular there exists n0 such that λ{t; |gn(t)−g(t)| ≥ ε/2} ≤ ε/2
for all n ≥ n0. But I ∩ {t; gn(t) > 0} contains (I ∩ {t; g(t) > ε}) \ {t; |gn(t)− g(t)| ≥ ε/2}, which
has measure at least a + ε − ε/2 > a. Therefore gn ∈ EI,a for n ≥ n0, a contradiction. This
concludes the proof of the proposition.
8.4. Continuous exponentiation theorem.
Proposition 8.8. Let X,Y be two non-atomic probability spaces (X = Y = Ω), and E be a
separable metric space. The map f 7→ (x 7→ (y 7→ f(x, y)) defines a map L(X × Y,E) →
L(X,L(Y,E)). This map is an isometry.
Proof. This amounts to saying that, if f is Borel, then every fx : y 7→ f(x, y) is Borel Y → E,
and that the map x 7→ fx is Borel X → L(Y,E).
First assume E ⊂ R+. Let f ∈ L(X × Y,E), that is a Borel map X × Y → E ⊂ R+.
The Fubini-Tonelli theorem states that every fx : y 7→ f(x, y) is Borel. This defines a map
F : x 7→ fx, X → L(Y,E). We want to show that it is a Borel map with respect to the (non-
Hausdorff) topology on L(Y,E) defined by the natural pseudo-metric. For this we need to show
that F−1(U) is Borel for every open subset U in L(Y,E). Since L(Y,E) is pseudo-metric and
separable (because E is separable, see prop. 4.6), its topology admits a countable basis of open
balls. We thus need to prove that F−1(U) is Borel for every open ball U , with center g0 ∈ L(Y,E)
and radius ε > 0. Then F−1(U) = {x; ∫ d(fx(y), g0(y))dy < ε}. Let g : X × Y → R+ be defined
by g(x, y) = dE(f(x, y), g0(y)). Being a composite of Borel and a continuous maps, it is Borel.
By the Fubini-Tonelli theorem, G : x 7→ ∫ g(x, y)dy is Borel, and therefore F−1(U) = G−1([0, ε[)
is Borel. This proves the claim in the case E ⊂ R+.
We now consider the general case. Let us choose a countable dense subset (xi)i∈I inside E, and
let ϕi : E → R+ denote the function x 7→ d(x, xi). These maps are 1-Lipshitz and separate the
points of E. The maps L(Y, ϕi) : g 7→ ϕi◦g, L(Y,E)→ L(Y,R+) are also well-defined, 1-Lipschitz
and therefore Borel, and the induced maps Φi : L(Y,E)→ L(Y,R+) separate the points of L(Y,E).
Indeed, if f, g : Y → E satisfy Φi(f) = Φi(g) for all i ∈ I, that is
∫
Y
|d(f(t), xi)−d(g(t), xi)|dt = 0,
this means that the sets Yi = {t; d(f(t), xi) 6= d(g(t), xi)} have measure 0. But then Y ′ =
⋃
i∈I Yi
also has measure 0, and for all t ∈ Y \ Y ′ we have ∀i ∈ I d(f(t), xi) = d(g(t), xi), which implies
f(t) = g(t) by density. Finally this implies d(f, g) = 0 and this proves that this family separates
the points.
Therefore, the induced map ι : L(Y,E) → ∏i∈I L(Y,R+) is injective, and continuous where
the topology at the range is the product topology. By [3] theorem 2.4 this implies that ι is a Borel
isomorphism L(Y,E) → ι(L(Y,E)). In particular, f : X → L(Y,E) is measurable if and only if
ι ◦ f : X → L(Y,R+)I is measurable. But this means that Φi ◦ f is measurable for all i ∈ I.
To each map f ∈ L(X × Y,E) we associate x 7→ fx with fx : Y → E, y 7→ f(x, y) as before.
Each fx is Borel iff each ϕi ◦ fx = (ϕi ◦ f)x : Y → R+ is Borel by lemma 8.7, and if it is the case
f 7→ fx is Borel iff ϕi ◦ fx = Φi(f)x is Borel for all i. But since f is Borel all ϕi ◦ f are Borel and
so are the (ϕi ◦ f)x for all x, and then Φi(f) is Borel X×Y → R+ which implies that x 7→ Φi(f)x
is Borel by the case E ⊂ R+.
Therefore we have a well-defined map L(X × Y,E) → L(X,L(Y,E)). Let f, g ∈ L(X × Y,E).
Then d(f, g) =
∫
X×Y d(f(x, y), g(x, y))dxdy =
∫
X
(
∫
Y
d(f(x, y), g(x, y))dy)dx =
∫
X
d(fx, gx)dx =
d(x 7→ fx, x 7→ gx) by the Fubini-Tonelli theorem applied to the function (x, y) 7→ d(f(x, y), g(x, y))
which is Borel X × Y → R+. This proves that our map is an isometry.

By the proposition, for each separable metric space E, we have an ‘exponential map’ expE :
L(Ω× Ω, E)→ L(Ω, L(Ω, E)). We first consider the case where E is a closed bounded interval.
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Proposition 8.9. The exponential map expE : L(Ω × Ω, E) → L(Ω, L(Ω, E)) is surjective when
E = [0,m] for some m > 0.
We set E = [0,m]. We need the following lemma.
Lemma 8.10. Let g : [0, 1] → [0,M [⊂ R+ bounded and Borel. Let (rn)n≥1 be a bijection
N \ {0} → Q≥0 ∩ [0,M [. For all n ≥ m ≥ 1 we set A(m,n) = {t ∈ [0, 1] | ∀k ≤ n, k 6=
m⇒ |g(t)− rk| > |g(t)− rm|} ; for all n ≥ m2 > m1 ≥ 1 we set B(m1,m2, n) = {t ∈ [0, 1] | ∀k ≤
n, k 6∈ {m1,m2} ⇒ |g(t)− rk| > |g(t)− rm1 | = |g(t)− rm2 |} and
hn =
∑
m≤n
rm1A(m,n) +
∑
1≤m1<m2≤n
rm1 + rm2
2
1B(m1,m2,n).
Then the sequence hn converges to g, and
∫ |hn − g| converges to 0.
Proof. Each A(m,n) is the intersection of a finite number of subsets of the form {t; |g(t) − rk| −
|(g(t)−rm| > 0}, which are the inverse images of the Borel set [0,+∞[ by a Borel map [0, 1]→ R+.
Therefore each A(m,n) is Borel, and so are the B(m1,m2, n) by a similar argument. This implies
that hn is Borel. Note that all the sets A(m,n), B(m1,m2, n) are disjoint for a given n.
Let t ∈ [0, 1], ε > 0. Let n0 such that |g(t)− rn0 | < ε. Then, for n ≥ n0, we have hn(t) = rn0
hence |hn(t)− g(t)| < ε, except if there exists m ≤ n such that |g(t)− rm| < |hn(t)− rn0 | < ε. We
can choose m ≤ n such |g(t)− rm| is minimal. If there exists only one such m, then t ∈ A(m,n)
and hn(t) = rm, whence |hn(t) − g(t)| < ε. If not, there may exist only two such m’s, call them
m1 and m2, m1 < m2, and we have g(t) = (rm1 + rm2)/2. In this case hn(t) = g(t) whence
|hn(t)− g(t)| < ε. This proves that hn(t) converges to g(t) for every t ∈ [0, 1]. Since hn ≤ r1 + g
the conclusion follows from Lebesgue’s dominated convergence theorem.

We now prove the surjectivity of expE . Let f ∈ L(X,L(Y,E)). We first choose an (injective)
enumeration (rn) of the positive rationals of [0,M [ as in the lemma, with M = m + 1. For each
x ∈ X, we can apply lemma 8.10 to f(x) ∈ L(Y, [0,M [). We define Ax(m,n), Bx(m1,m2, n) as
the Borel subsets associated to f(x) by the statement of the lemma, and A(m,n) = {(x, y); y ∈
Ax(m,n)}, B(m1,m2, n) = {(x, y); y ∈ Bx(m1,m2, n)}. When C is a subset of X × Y , we let
Cx = {y; (x, y) ∈ C}. We prove that the maps fm,n : x 7→ Axm,n = Ax(m,n) are Borel. For this,
we denote fk : t 7→ |f(t) − rk| − |f(t) − rm|. Then Ax(m,n) =
⋂
k≤n
k 6=m
f−1k (]0,+∞[). The map
f 7→ fk is Borel L1([0, 1],R) → L1([0, 1],R), so is g 7→ max(g, 0), L1([0, 1],R) → L1([0, 1],R+)
and so is g 7→ g−1(]0,+∞[) by proposition 8.6. Therefore their composite Φk : L1([0, 1],R)→ L(2)
is Borel, and so is the map G =
⊕
k Φk : L
1([0, 1],R) → L(2)m−1. Since, identifying L(2) with
the set of (equivalence classes of) Borel subspaces of [0, 1], the intersection map L(2)q → L(2),
(Bi)1≤i≤q 7→
⋂
iBi is continuous, then by composing it with G we get that the fm,n are Borel.
Similarly, one shows that the maps x 7→ Bxm1,m2,n are Borel.
Because of this, by proposition 8.4, there exists Borel subsets ofX×Y , A˜(m,n) and B˜(m1,m2, n),
such that
∫
µY (Ax(m,n)∆A˜xm,n)dx = 0 and
∫
µY (Bx(m1,m2, n)∆B˜xm1,m2,n)dx = 0, where µY is
the measure on Y . We let then
∫
x
λ(Bx(m1,m2, n)∆B˜xm1,m2,n) = 0. We let then
Hn =
∑
m≤n
rm1A˜(m,n) +
∑
1≤m1<m2≤n
rm1 + rm2
2
1B˜(m1,m2,n).
The Hn clearly belong to L
1(X × Y → R), and they form a Cauchy sequence, because∫
X×Y
|Hn1(z)−Hn2(z)| =
∫
X
∫
Y
|Hn1(z)−Hn2(z)| =
∫
X
∫
Y
|hn1(x, y)− hn2(x, y)|dydx
where
hn(x, y) =
∑
m≤n
rm1Ax(m,n)(y) +
∑
1≤m1<m2≤n
rm1 + rm2
2
1Bx(m1,m2,n)(y).
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Since hn(x, ·) converges to f(x) pointwise and is uniformly bounded, we get by Lebesgue’s domi-
nated convergence theorem that, for all x,
∫
Y
|hn(x, y) − f(x)(y)|dy converges to 0. Since this is
uniformly bounded this implies that
∫
X
∫
Y
|hn(x, y)− f(x)(y)|dydx converges to 0. Since∫
X
∫
Y
|hn1(x, y)−hn2(x, y)|dydx 6
∫
X
∫
Y
|hn1(x, y)−f(x)(y)|dydx+
∫
X
∫
Y
|hn2(x, y)−f(x)(y)|dydx
we get that the sequence Hn is a Cauchy sequence inside L
1(X×Y,R) and therefore converges to
some Borel map H : X × Y → R inside L1(X × Y,R). Since the measure of X × Y is finite this
implies that we can replace Hn by a subsequence so that Hn converges almost everywhere to H.
Since
∫
X
∫
Y
|Hn(x, y)−H(x, y)|dydx =
∫
X
∫
Y
|hn(x, y)−H(x, y)|dydx→ 0 and
∫
X
∫
Y
|hn(x, y)−
f(x)(y)|dydx→ 0 we get that H has for image f inside L(X,L(Y,R+)) and this proves proposition
8.9.
Theorem 8.11. The exponential map expE : L(Ω×Ω, E)→ L(Ω, L(Ω, E)) is a bijective isometry
when E is a Borel subspace of a compact metric space.
Proof. We let H ⊂ `2(N) denote the Hilbert cube H = {y = (yn)n∈N | 0 ≤ yn ≤ 1/n}. We first
prove that expH is surjective. For each n ∈ N let pin : H → [0, 1/n] denote the natural projection
y 7→ yn. Since it is 1-Lipschitz, the map Πn : ϕ 7→ pin ◦ ϕ, L(Ω, H) → L(Ω, [0, 1/n]) is also well-
defined and 1-Lipschitz. Let g : x 7→ gx be an element of L(Ω,L(Ω, H)). The map Xn : x 7→ Πn◦gx
belongs to L(Ω,L(Ω, [0, 1/n])). Let fn ∈ L(Ω × Ω, [0, 1/n]) whose image in L(Ω, L(Ω, [0, 1/n]))
coincides with (the one of) Xn. The map Ω×Ω→ H defined by f(x, y) = (fn(x, y))n∈N is Borel
by lemma 8.7, since the maps pin form a countable collection of separating maps. We need to
prove that its image in L(Ω, L(Ω, H)) coincides with (the one of) g. But∫
Ω
d(gx, f
x)dx =
∫
Ω
∫
Ω
d(gx(y), f
x(y))dydx =
∫
Ω
∫
Ω
√∑
n
d(pin ◦ gx(y), pin ◦ fx(y))2dydx
There exists X0(n) ⊂ Ω of full measure such that Xn(x) coincides almost everywhere with fxn
for all x ∈ X0(n). Then, letting X0 =
⋂
nX0(n), we have µ(X0) = 1. For x ∈ X0 there exists
Yn(x) ⊂ Ω of full measure such that fxn (y) = gx(y) for all y ∈ Yn(x). Again, Y (x) =
⋂
n Yn(x) has
measure 1 for every x ∈ X0. It follows that∫
Ω
∫
Ω
√∑
n
d(pin ◦ gx(y), pin ◦ fx(y))2dydx =
∫
X0
∫
Y (x)
√∑
n
0dydx = 0
and this proves that expH is surjective.
Now assume that expE is known to be surjective for some separable bounded metric space E,
and let F ⊂ E be a nonempty Borel subset endowed with the induced metric. Let g : x 7→ gx
be an element of L(Ω,L(Ω, F )) ⊂ L(Ω,L(Ω, E)). There exists f ∈ L(Ω × Ω, E) whose image
inside L(Ω, L(Ω, E)) coincides with the image of g. This means that there exists X0 ⊂ Ω of
full measure such that fx and gx define the same element in L(Ω, E) for all x ∈ X0. Let A =
{(x, y) ∈ Ω × Ω | f(x, y) 6∈ F}. Since F and f are Borel, A = f−1(E \ F ) is a Borel subset of
Ω×Ω. We pick c ∈ F and define f0 by f0(x, y) = f(x, y) if (x, y) ∈ A and f0(x, y) = c otherwise.
Since A is Borel this defines a Borel map Ω × Ω → F , whose image in L(Ω,L(Ω, F )) satisfies
d(x 7→ fx0 , g) =
∫
x∈Ω
∫
y∈Ω d(f0(x, y), gx(y))dydx =
∫
x∈X0
∫
y∈Ω d(f0(x, y), gx(y))dydx. But for
x ∈ X0 we know that gx(y) coincides with f(x, y) and thus belongs to F almost everywhere in
y, whence
∫
y∈Ω d(f0(x, y), gx(y))dy =
∫
y∈Ω d(f(x, y), f(x, y))dy = 0 for all x ∈ X0. This proves
d(x 7→ fx0 , g) = 0 and thus g = expF (f0).
Now consider an arbitrary compact metric space K with diameter δ, and (xn)n∈N a dense
countable collection of points. We consider the classical map ∆ : K → H, x 7→ (d(x, xn)/(2nδ))n.
It is injective, 2/δ
√
3-Lipschitz, and embeds K as a compact subspace KH = ∆(K) of H. Since
K and KH are compact, the map ∆ : K → KH is an homeomorphism whose inverse ∆−1 :
KH → K is uniformly continuous. Therefore, by lemma 4.4 we get natural uniformly continuous
homeomorphisms ∆ : L(Ω, L(Ω,K)) → L(Ω, L(Ω,KH)) and ∆ : L(Ω × Ω,K) → L(Ω × Ω,KH),
which satisfy expK = ∆
−1 ◦ expKH ◦∆. Since expH and therefore expKH is surjective, this proves
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that expE is surjective for every compact metric space, and therefore for every Borel subset of an
arbitrary compact metric space.

We remark that this result can be applied to compact Lie groups, as well as to metric profinite
groups.
8.5. Dense subsets of L(Ω, L(Ω, E)).
8.5.1. Staircase maps. Recall that, if X and Y are two measured space, then a staircase map from
X and Y is a map f : X → Y such that there exists a finite partition X into measurable subsets
X1, . . . , Xr such that f is constant on each Xi.
Proposition 8.12. Let D be a discrete metric space. The set of staircase maps is dense inside
L(Ω, L(Ω, D)).
Proof. We identify Ω with I = [0, 1] endowed with the Lebesgue measure, and fix some element
e ∈ D. By theorem 8.3 we have a natural isomorphism L(I×I,D)→ L(I, L(I,D)). By proposition
3.3 it is clear that staircase maps in L(I × I,D) are dense. So it is enough to show that every
staircase map in L(I × I,D) can be approximated by a map which is staircase as an element of
L(I, L(I,D)). First assume that this holds true for maps of the form
ϕA,x : t 7→ x if t ∈ A
t 7→ e if t 6∈ A
where A is a Borel set in I × I and x ∈ D. Given a staircase map ϕ : I × I → D associated to a
partition A1 unionsq A2 unionsq · · · unionsq Ar of I × I such that ϕ(t) = di ∈ D whenever t ∈ Ai, we can endow D
with some total ordering such that e is minimal ; given staircase maps (fi,n)n≥0 tending to ϕAi,di
as n→∞, we may consider the sequence fn = max(f1,n, . . . , fr,n). We may assume that the di’s
are distinct, that is i 6= j ⇒ d(di, dj) = 1.
It is clear that the fi,n are again staircase maps inside L(I, L(I,D)). We need to prove that
fn → f . Let ε > 0. We know that, for n ≥ n0, we have d(fi,n, ϕAi,di) ≤ ε/r2, for i = 1, . . . , r. We
have
d(f, fn) =
r∑
i=1
∫
Ai
d(f(t), fn(t))dt =
r∑
i=1
∫
Ai
d(ϕAi,di(t), fn(t))dt. =
r∑
i=1
∫
Ai
d(di, fn(t))dt.
Let us fix i ∈ {1, . . . , r}. The condition d(fi,n, ϕAi,di) ≤ ε/r2 implies that the set {t ∈ Ai; fi,n(t) 6=
di} has measure at most ε/r2. For an arbitrary j 6= i and t ∈ Ai we have that fn(t) 6= di implies
that either fi,n(t) 6= ϕAi,di(t) = di or there exists j 6= i such that fj,n(t) 6= ϕAj ,dj (t) = e. It
follows that the set {t ∈ Ai; fjn(t) 6= e} has measure at most
∑
j d(fj,n, ϕAj ,dj ) ≤ r × ε/r2 = ε/r.
Therefore, the set {t ∈ Ai; fn(t) = di} has measure at least µ(Ai)− ε/r.
Since this holds for all i ∈ {1, . . . , r}, summing up we get d(f, fn) ≤ r × ε/r = ε.
We are then reduced to show that every ϕA,d can be approximated by staircase maps in
L(I, L(I,D)). For this we can assume d = 1, e = 0, and D = {0, 1} ⊂ R. We need to prove that,
given a Borel subset A of I × I = [0, 1]× [0, 1], the characteristic function 1A ∈ L1([0, 1]2,R) can
be approximated by staircase functions in L1(I, L1(I,R)) which take values only in {0, 1}. We let
T denote the set of Borel sets A with this property. It clearly includes the sets of the form U × V
for U, V Borel subsets of I, hence T will contain all Borel subsets of [0, 1] if we can prove that it
is a σ-algebra (since the Borel σ-algebra of [0, 1] is the cartesian square of the Borel σ-algebra of
[0, 1]).
We first prove that T is stable under finite unions. Indeed, if A = A1 ∪ A2 ∪ · · · ∪ Ar with
each Ai in T , let us consider f = 1A, fi = 1Ai . By assumption, fi is the limit inside L1(I × I,R)
of staircase maps fi,n = L(I, L(I, {0, 1})). We have f = max(f1, . . . , fr), and the maps gn =
max(f1,n, . . . , fr,n) are staircase maps in L(I, L(I, {0, 1})). By the same argument as above we
have gn → f and this proves A ∈ T .
We now prove that it is stable under countable unions. We assume A =
⋃
i∈NAi. Because
we proved that T is stable under finite unions, we can assume A0 ⊂ A1 ⊂ . . . . We let f = 1A,
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fi = 1Ai . Then f = supi(fi), hence (fi)→ f . Some ε > 0 being chosen, we have i0 ∈ N such that
d(f, fi0) ≤ ε/2 ; i0 being fixed, there is n0 ∈ N such that d(fi0 , fi0,n0) ≤ ε/2, and this provides a
staircase map such that d(f, fi0,n0) ≤ ε. Therefore, A ∈ T .
Finally, if A ∈ T , then cA = I × I \ A ∈ T . This holds true because the map from
L(I, L(I, {0, 1})) to itself given by f 7→ 1 − f is continuous and preserves the set of staircase
maps.
This proves that T contains all Borel sets and concludes the proof. 
9. Iterations and Speculations
Let Γ be an abelian discrete metric group, and G = L(Ω,Γ)/Γ. We know that G is a K(Γ, 1)
and a complete metric group, separable if and only if Γ is countable. Therefore L(Ω, G)/G could
be expected to be a classifying space for G. If the projection map L(Ω, G)→ L(Ω, G)/G induces
a long exact sequence in homotopy (for instance if it is a Serre fibration or a Dold fibration or a
quasifibration), then L(Ω, G)/G has pi2 = Γ for only nontrivial homotopy group. If in addition
L(Ω, G)/G has the homotopy type of a CW-complex, then it is a K(Γ, 2).
Let us define E1(Γ) = L(Ω,Γ), B1(Γ) = L(Ω,Γ)/Γ and by induction En+1(Γ) = L(Ω, Bn(Γ)),
Bn+1(Γ) = En+1(Γ)/Bn(Γ). By convention, B0(Γ) = Γ. We consider the following hypothetical
properties.
Properties Cn(m)
(1) Bn(Γ) is a classifying space for Bn−1(Γ)
(2) The projection map En(Γ)→ Bn(Γ) is a quasifibration.
(3) pin(Bn(Γ)) = Γ, pik(Bn(Γ)) = 1 for k 6= n
(4) Bn(Γ) has the homotopy type of a CW-complex.
(5) Bn(Γ) is a K(Γ, n)
(6) The projection map En(Γ)→ Bn(Γ) admits local cross-sections.
(7) The projection map En(Γ)→ Bn(Γ) is a Serre fibration.
(8) Bn(Γ) is locally contractible.
Properties C1(m) are known to be true. We have Cn(3)&Cn(4)⇒ Cn(5), and Cn(2)&Cn−1(3)⇒
Cn(3). We have Cn(6) ⇒ Cn(2), Cn(6) ⇒ Cn(1) ⇒ Cn(4). But so far we have no indication on
the validity of any of the Cn(m), n ≥ 2.
For every n ≥ 1, the space Ωn is a probability space. For i ∈ {1, . . . , n} we define Li,n(Γ) as the
subspace of (classes of) functions f ∈ L(Ωn,Γ) such that f(x1, . . . , xn) is independent of xi. It is
a closed subgroup of L(Ωn,Γ), isomorphic to L(Ωn−1,Γ) as metric group. We let Ln(Γ) denote
the subgroup of L(Ωn,Γ) generated by the subgroups L1,n(Γ) . . . Ln,n(Γ).
If Γ is countable, L(Ωn,Γ) is separable and therefore Polish, and therefore every quotient map
L(Ωn,Γ)→ L(Ωn,Γ)/H admits a (global) Borel cross-section ([21] theorem 5.4.2 p. 196).
Lemma 9.1. Assume that G is a quotient of L(Ω,Γ). Let N be a closed normal subgroup of G.
The map L(Ω, G) → L(Ω, G/N) is continuous and surjective with kernel L(Ω, N). It induces an
isomorphism of topological groups
L(Ω, G)
L(Ω, N)
→ L(Ω, G/N)
which is an isometry.
Proof. The map L(Ω, G) → L(Ω, G/N) is continuous with kernel L(Ω, N). We prove that it
is surjective. First assume that Γ is countable. Then G is Polish, whence the projection map
G→ G/N admits a (global) Borel cross-section s : G/N → G. Then every Borel map f : Ω→ G/N
is the image of s ◦ f under L(Ω, G) → L(Ω, G/N), and therefore L(Ω, G) → L(Ω, G/N) is onto.
In the general case, let us consider a Borel map f : Ω → G/N . By proposition 3.8 we know
that f(Ω) is separable. Let (gn)n∈N be a family in L(Ω,Γ) whose image gn in G/N is dense. By
proposition 3.3 each gn has countable image and therefore the exists a countable D0 ⊂ Γ such
that gn ∈ L(Ω, D0) for all n. Let Γ0 = 〈D0〉, and G0 < G the image of L(Ω,Γ0) under the
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projection map L(Ω,Γ)  G. Every gn belongs to L(Ω,Γ0), hence their image in L(Ω, G/N) lie
in L(Ω, G0/(G0∩N)), which is closed. It follows that f lies in L(Ω, G0/(G0∩N)) and therefore it
admits a preimage inside L(Ω, G0) ⊂ L(Ω, G), since Γ0 is countable. This proves the surjectivity.
From this we get a bijective morphism of topological groups Φ : L(Ω,G)L(Ω,N) → L(Ω, G/N). It
remains to prove that this is an isometry, which in particular will imply that is an isomorphism of
topological groups. Since it is continuous it suffices to prove that d(Φ(f1),Φ(f2)) = d(f1, f2) for
all f1, f2 belonging to some dense subset of L(Ω, G)/L(Ω, N). Applying our result to the quotient
map L(Ω,Γ) → G, we know that the continuous map L(Ω, L(Ω,Γ)) → L(Ω, G) is surjective.
Since the staircase maps are dense inside L(Ω, L(Ω,Γ)) by proposition 8.12, so are their images
inside L(Ω, G). This proves that staircase maps are dense in L(Ω, G), and so it suffices to prove
d(Φ(f1),Φ(f2)) = d(f1, f2) for fk : Ω → G, k = 1, 2 two staircase maps, and fk their images in
L(Ω, G)/L(Ω, N). Since d is bi-invariant and Φ is an homomorphism and a product of two staircase
maps is a staircase map it suffices to prove d(Φ(f), 1) = d(f, 1) for f an arbitrary staircase map.
Let f be such a staircase map. There is a partition Ω = A1 unionsq · · · unionsq Am of Borel sets and
a1, . . . , am ∈ G such that f(Ai) = {ai} for i = 1, . . . ,m. Then
d(f, 1) = inf{d(b.f, 1) | b ∈ L(Ω, N)}
= inf{∫
Ω
d(b(t)f(t), 1) | b ∈ L(Ω, N)}
= inf{∑mi=1 ∫Ai d(b(t), a−1i )dt | b ∈ L(Ω, N)}
=
∑m
i=1 inf{
∫
Ai
d(b(t), a−1i )dt | b ∈ L(Ai, N)}
=
∑m
i=1 inf{
∫
Ai
d(b, a−1i )dt | b ∈ N}
=
∑m
i=1 µ(Ai) inf{d(bai, 1)dt | b ∈ N}
=
∑m
i=1
∫
Ai
inf{d(bai, 1)dt | b ∈ N}dt
=
∫
Ω
inf{d(bf(t), 1)dt | b ∈ N}dt
= d(Φ(f), 1)
and this proves the claim. 
Lemma 9.2. Assume that G is a (Hausdorff) quotient of L(Ω,Γ). Let N be a closed normal
subgroup of G. The map L(Ω, G) → L(Ω, G/N)/(G/N) is continuous and surjective with kernel
G.L(Ω, N). It induces an isomorphism of topological groups
L(Ω, G)
G.L(Ω, N)
→ L(Ω, G/N)
G/N
which is an isometry.
Proof. By lemma 9.1 the natural map L(Ω, G)/L(Ω, N) → L(Ω, G/N)/(G/N) is surjective and
therefore so is L(Ω, G)→ L(Ω, G/N)/(G/N). Its kernel is clearly G.L(Ω, N). It remains to prove
that the induced continuous algebraic isomorphism Φ : L(Ω, G)/G.L(Ω, N)→ L(Ω, G/N)/(G/N)
is an isometry, which will imply in particular that it is an isomorphism of topological groups. As
in the proof of lemma 9.1 we only need to check d(Φ(f), 1) = d(f, 1) for f : Ω → G a staircase
map. We have a partition Ω = A1 unionsq · · · unionsqAm and a1, . . . , am ∈ G with f(Ai) = {ai}. Then
d(f¯ , 1) = inf{d(gbf, 1) | g ∈ G, b ∈ L(Ω, N)}
= inf{∫
Ω
d(gb(t)f(t), 1)dt | g ∈ G, b ∈ L(Ω, N)}
= inf{∑mi=1 ∫Ai d(gb(t)f(t), 1)dt | g ∈ G, b ∈ L(Ω, N)}
= infg∈G inf
∑m
i=1{
∫
Ai
d(b(t), (gai)
−1)dt | b ∈ L(Ai, N)}
= infg∈G inf
∑m
i=1{
∫
Ai
d(b, (gai)
−1)dt | b ∈ N}
= infg∈G inf
∑m
i=1{
∫
Ai
dG/N (g¯, ai)dt}
= infg∈G inf{
∫
Ω
dG/N (g¯, f(t))dt}
= infg∈G/N inf{
∫
Ω
dG/N (g¯, f(t))dt}
= infg∈G/N inf{dL(Ω,G/N)(g¯, f(t))}
= d(Φ(f), 1)
and this proves the claim.

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Proposition 9.3. For every n ≥ 1, Ln(Γ) is a closed subgroup of L(Ωn,Γ), and Bn(Γ) '
L(Ωn,Γ)/Ln(Γ) by an isometric isomorphism.
Proof. The proof is by induction on n, the case n = 1 being obvious. Then, by definition
Bn+1(Γ) = L(Ω, Bn(Γ))/Bn(Γ). By the induction assumption we can identifyBn(Γ) and L(Ω
n,Γ)/Ln(Γ).
We now consider the map
L(Ω, L(Ωn,Γ))→ L(Ω, L(Ωn,Γ)/Ln(Γ))→ L(Ω, L(Ω
n,Γ)/Ln(Γ))
L(Ωn,Γ)/Ln(Γ)
It is a continuous map, and surjective by lemma 9.1. By lemma 9.2 its kernel is L(Ωn,Γ).Ln(Γ) and
the induced algebraic isomorphism is an isometry. By theorem 8.3 we have a natural identification
L(Ω, L(Ωn,Γ)) ' L(Ω×Ωn,Γ) = L(Ωn+1,Γ) and this isomorphism identifies L(Ωn,Γ).Ln(Γ) with
Ln+1(Γ), and this proves the claim. 
Let us now consider the following commutative diagram, where all the plain arrows represent
the natural maps described above.
L(Ω, L(Ω,Γ))
pih

' // L(Ω2,Γ)

L(Ω, B1(Γ))

sh
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L(Ω,B1(Γ))
B1(Γ)
' // L(Ω2,Γ)
L2(Γ)
Let us assume that Γ is countable. This implies that all the spaces involved in the above diagram
are separable. By propositions 5.5 and 5.7 we have a global continuous cross section of pih, which
combined with the isometric isomorphism L(Ω, L(Ω,Γ)) → L(Ω2,Γ) provides the map sh. A
consequence of this is that property C2(6) (i.e. existence of a local cross-section for E2(Γ) →
B2(Γ)) is equivalent to the existence of a local cross-section for L(Ω
2,Γ) → L(Ω2,Γ)/L2(Γ).
Another consequence is that L(Ω2,Γ)→ L(Ω2,Γ)/L2(Γ) has the homotopy lifting property (HLP)
with respect to a space X iff E2(Γ) → B2(Γ)) has the HLP with respect to X. In particular one
of the two is a Serre fibration iff the other one is.
In particular, if it is a Serre fibration, then L2(Γ) and B1(Γ) have the same weak homotopy
type. Actually it is pretty straightforward to check directly that L2(Γ) is a K(Γ, 1), and therefore
is homotopically equivalent to B1(Γ), even for Γ not necessarily countable.
Proposition 9.4. Let Γ be a discrete abelian group. Then L2(Γ) is a K(Γ, 1) with universal cover
the natural map L(Ω,Γ) × L(Ω,Γ) → L2(Γ) defined by (ϕ,ψ) 7→ ((x, y) 7→ ϕ(x)ψ(y)). It can be
endowed with a bi-invariant complete metric.
Proof. Let us denote pi : L(Ω,Γ) × L(Ω,Γ) → L2(Γ) the above map. It is obviously a morphism
of topological groups, whose kernel is {(g, g−1); g ∈ Γ} ⊂ L(Ω,Γ)2} ' Γ. Let us define a metric
on L(Ω,Γ)2 via d((f1, f2), (f
′
1, f
′
2)) = d(f1, f
′
1) + d(f2, f
′
2). This metric is clearly bi-invariant
and defines the original topology of L(Ω,Γ)2. Let f = (f1, f2) ∈ L(Ω,Γ)2 and U = {f ′ ∈
L(Ω,Γ)2 | d(f, f ′) < 1/2}. Then, for all f ′, f ′′ ∈ U if f ′′ = γ.f ′ with γ ∈ Γ \ {1} then 2 =
d(f, γ.f) ≤ d(f, f ′′) + d(f ′′, γ.f) ≤ d(f, f ′′) + d(γ.f ′, γ.f) ≤ d(f, f ′′) + d(f ′, f) < 2 × (1/2) < 2,
a contradiction. This proves that pi is a covering map. Since L2(Γ) ⊂ L(Ω2,Γ) is metric and
therefore paracompact, this implies that L2(Γ) is a classifying space for Γ hence a K(Γ, 1).

Going one step further already presents some difficulties. We still assume that Γ is countable.
One has the following commutative diagram.
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L(Ω, L(Ω2,Γ))
pih

' // L(Ω3,Γ)

L(Ω, B2(Γ))

' // L(Ω, L(Ω
2,Γ)
L2(Γ)
)
L(Ω,B2(Γ))
B2(Γ)
' // L(Ω3,Γ)
L3(Γ)
The previous argument cannot be extended ‘as is’, because we do not know whether the map
L(Ω2,Γ) → L(Ω2,Γ)/Γ admits local isometric cross-sections : we do not even know whether it
admits a continuous local cross-section. Therefore, we cannot apply proposition 5.5. This diagram
however proves that, if L(Ω3,Γ) → L(Ω3,Γ)/L3(Γ) admits a local cross-section, or has the HLP
with respect to some space X, then so does the map L(Ω, B2(Γ))→ B3(Γ). This can be generalized
through a straightforward induction.
Lemma 9.5. If the map L(Ωn,Γ) → L(Ωn,Γ)/Ln(Γ) admits a local cross-section, or is a Serre
fibration, then so does the map L(Ω, Bn−1(Γ))→ Bn(Γ).
This technical obstruction raises the question of whether the following strenghenings of property
Cn(6) hold true :
Cn(6)
+ The projection map L(Ωn,Γ)→ L(Ωn,Γ)/Ln(Γ) admits local cross-sections
Cn(6)
++ The projection map L(Ωn,Γ)→ L(Ωn,Γ)/Ln(Γ) admits local isometric cross-sections.
Cn(7)
+ The projection map L(Ωn,Γ)→ L(Ωn,Γ)/Ln(Γ) is a Serre fibration
If Cn(7)
+ holds true, then L(Ωn,Γ)/Ln(Γ) ' Bn(Γ) is a weak K(Γ, n), and moreover Ln(Γ) is
a weak K(Γ, n− 1).
A related question is whether the Bn(Γ) provide an Ω-(pre)spectrum. We finally note that,
thanks to the isomorphism Ωn ' Ω these possible Eilenberg-MacLane spaces can be seen either
as quotients (under the guise L(Ωn)/Ln(Γ)) or as subspaces (under the guise Ln(Γ)) of the same
complete metric space L(Ω,Γ). We hope to come back to exploring the geometry of this space in
future works.
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