Factorials and stirling numbers in the algebra of formal Laurent series  by Niederhausen, Heinrich
Discrete Mathematics 90 (1991) 53-62 
North-Holland 
Factorials and Stirling numbers 
in the algebra of formal Laurent 
series 
Heinrich Niederhausen 
Department of Mathematics, Florida Atlantic University, Boca Raton, FL 33431-0991, USA 
Received 30 August 1988 
Revised 16 August 1989 
Abstract 
Niederhausen, H., Factorials and Stirling numbers in the algebra of formal Laurent series, 
Discrete Mathematics 90 (1991) 53-62. 
In the algebra of formal Laurent series, the falling factoral powers x(“) are generalized to {x}‘“) 
for all integers n. The Stirling coefficients map the standard basis of powers into the factorial 
powers. They comprise the Stirling numbers of both kinds, and a wedge of ‘new’ numbers, 
closely related to Bernoulli numbers of general order. {x}‘“’ can be used to construct a 
binomial series {i}, allowing for Vandermonde convolution and even a completely formal 
interpretation of (1 + t)@) as a Laurent series in t with coefficients being Laurent series in x. 
1. Introduction 
Traditionally, we view the Stirling numbers as an inverse pair of connection 
coefficients, 
A?) = gOs(,, i)x’ and X” = $,, s(n, i)x”‘, 
where x(“) = X(X - 1) . . * (x - n + 1) stands for the falling factorial powers. In this 
way, the two kinds of Stirling numbers act as inverse basis transforms among 
{x” 1 n E No} and {xc”) 1 n E IV,,} in K[x], the algebra of polynomials over a field K 
of characteristic 0. But we will show that there remains only one kind of ‘Stirling 
coefficient’, if we imbed K(x) in 
K((x)), := { 2 kid ( ki E K; th ere is an n E Z such that ki = 0 for all i > n , 
iaL 1 
which we call the algebra of lower Laurent series. Of course, we have to say how 
we are going to extend the two bases. The extension of x” is obvious. The falling 
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factorial series in K((x)), will be denoted by {x}(“). For negative n, 
{x~(n)=(x+~)X.:.~(x_-n)= l/(x - n)(-n) = (-l)“l(-x - l)‘_“‘. (1) 
In terms of formal series expansion, this definition allows for two interpretations. 
In 121F (x + 1) x . :. x (x - n) is expanded in nonnegative powers of X, creating 
for negative n a very different kind of ‘Stirling numbers’. In this paper, {x}‘“’ will 
be expanded in negative powers of x if n < 0. More precisely, {x}‘“’ is the formal 
lower Laurent series of degree II where the coefficient of xi equals the coefficient 
of 2ji in the expansion of 
y-A_ 1 
1+1/E x*..x------ l-n/E 
(In/‘% < l), 
which will be explicitly calculated in the next section. More surprising are the new 
falling factorials {x} @) for nonnegative n, which grow by an infinite sum of 
negative powers. Still, the polynomial part [{x}‘“‘]+ of {x}‘“’ equals x(“) for 
n >O. 
In Section 3, we define Stirling coefficients a(n, i) which transform these bases 
in both directions. Besides an infinite wedge of fractions, the table of Stirling 
coefficients combines the tables of Stirling numbers of both kinds. They are 
closely related to Bernoulli polynomials of general order. 
The factorial series leads to the binomial series {i} in K((x)), which satisfies 
not only Pascal’s triangle recursion, but also Vandermonde’s convolution 
formula. For both it is necessary to define a translation operator E” on K((x)),, 
E”x” := {x + a}“, where {x + a}” fits into the binomial formula and has the right 
polynomial and principal part, 
({x + a}“)+ (x+4”=[{x+u)n for n 2 0, for n < 0. 
We started out with two sequences of binomial type, x” and x@), and extended 
them to lower Laurent series, preserving many of their properties. Roman’s 
generalization of the Umbra1 Calculus is the right framework to study such 
extensions, which exist for all polynomials of binomial type. “It is the yoga of the 
algebra of formal series that these sequences are but the polynomial tip of the 
corresponding sequences of Laurent series” writes Roman in [7]. But all the 
observations in this paper can also be made with other tools. Most of our 
statements are easy to verify, except perhaps for property (iii) of Stirling 
polynomials. That property has been used extensively in [5] to explain identities 
on Stirling numbers. A detailed non-umbra1 discussion of Stirling polynomials can 
be found in [9]. 
The last section briefly discusses the formal double series approach which 
would be my starting point for an umbra1 treatment of this basis transformation. 
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It is based on the expansion of (ln(1 + t))” for all integers n. That expansion is 
also closely related to property (iii). For an Umbra1 Calculus of such formal series 
and double series see [6]. 
2. Stirling polynomials 
The integers u(n, i) in Table 1 are generated by the recursion 
a(n, i + 1) = a(n, i) + ia(n - 1, i) for all integers n 3 1, i E Z, 
and the initial values 
a(0, i) = 1 for all i l Z, a@, 0) = 0 for all n 2 1. 
Table 1 contains the Stirling numbers of both kinds, 
u(n, i) = 
1 
S(n - i, -i) for all i < 0, 
Is(i, i-n)1 for Osnsi, 
and supports the view we like to emphasize in this paper, namely, that the 
distinction between two kinds of Stirling numbers can be artificial under certain 
circumstances. Furthermore, the table shows a big wedge of zeros ‘covering’ some 
other numbers of importance, which are uncovered in the table of Stirling 
coefficients later in this section. It is well known at least since Norlund that the 
numbers u(n, i) are values of some polynomials uZn@) of degree 2n, uzn(i) = 
u(n, i). For each uzn the table shows n + 1 roots (n > 0), so it is natural to 
consider for IZ > 0 the Nielsen polynomials ~~_i(x) : = u~~(x)/x(~+~). Jordan 
[3, 0771 calls &(x + 1) Stirling polynomials, giving the generating function 
F0 vj”(XY = ; ( (1 _‘e_lY - 1) [3, §77(7)1. 
a 
But we can obtain ‘nicer’ polynomials by preserving the root at x = 0, dividing 
only by (n -x) @). This results in the basic Stirling polynomiuls p,(x) := 
Table 1 
Stirling numbers 
n\i ... -5 -4 -3 -2-10 12 3 4 5 6 ... 
0 . . 1 1 111 
1 . . . 15 10 6 31 
2 . 140 65 25 7 1 
3 . . 1050 350 90 15 1 
4 . . 6951 1701 301 31 1 
5 . . 42525 7770 966 63 1 
6 . . 246730 34105 3025 127 1 
\ J 
.S(n - i - i) 
1 1 1 1 1 1 1 ... 
0 0 1 3 6 10 15 ... 
0 0 0 2 11 35 85 ... 
0 0 0 0 6 50 225 
0 0 0 0 0 24 274 . . 
00000 0 120 ..’ 
0 0 0 0 0 0 0 ..’ 
\ J 
Is(i, i - n)f 
56 H. Niederhawen 
n! a,,(x)/(n -x)@) for all n 2 0. These polynomials are easier to handle because 
they are of binomial type, which is property (ii) in the following list. 
(4 p& + Y I= ,zo (~)P,Cx)p,_i(Y) for all X, Y E Et; 
(iii) ; 1; 1 ;;p.(x + y + un) = i. (‘i’) UP& + 4 
X y + uTn _ ijPn-i(Y + u(n - 9); 
(iv) Pn(X) = n! a,,(X)/(n -X)@)= (-l)“n! a~~(X)/(x - 1)‘“’ 
= (-l)“xn! q&1(x); 
n! S(n - i, -i)/(n - i)(“) = S(n - i, -i) 
n-i 
for all i < 0, 
(v) P,(i) = 
i 
A > n 
n! s(i, i - n)/(i - 1)‘“) = s(i, i - n) 
i-l 
I( ) n 
forO<n<i; 
(vi) (x - l)pn(x) = (x -n - l)p& - 1) - n(x - l)~~_,(_x - 1). 
(ii) follows easily from (i). See [4, (2.6)] for (iii), which includes (ii) as a 
special case. 
The polynomials (-l)““(n + l)! q,,(x) =ip”+I(_x) are Sheffer polynomials 
w.r.t. (p,) [8, p. 7021, so that 
(n + l)! r/J”(X +y) = 2 (“)(-l)“-$ + l)! ljIi(X)&-i(Y) 
j=a 2 
for all x, y E R [8, prop. 2, p. 7001. Together with (iii) many relations among 
Stirling numbers can be derived from this identity [5]. Multiplying the generating 
Table 2 
Stirling polynomials p,,(i) 
n\i ... -5 -4 -3 -2 -1 0 1 2 3 4 S 6 . . 
0 . . 1111111 11 1 1 1 . . 
1 . : 2 $ 1 4 0 _$ -1 _‘, -2 -4 -3 . . . 
2 
40 26 15 7 2 15 22 35 51 
. . 
6 6 6 < 6 
560 2 
6 6 6 
3 75 40 18 6 1 -2 -9 50 90 . . . o o 
4 4 4 4 4 4 4 
-6 -- -- . . 
4 4 
4 1655 729 258 62 6 -1 3 57 . . - - - - - o 251 
30 30 30 30 30 30 30 30 a 
24 1644 
30 
5 
2025 740 207 36 2 2 -9 108 475 
. . -_-- o o _ 
12 12 12 12 12 Gl2 
-_ -- 
12 l2 
-120 .‘. 
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function (2) by eyt gives another set of Sheffer sequences, parameterized by y. 
Choosing y as the variable, they become an Appell cross-sequence [8, chpt. 81, 
and are usually written as n! B?‘(y), the Bernoulli polynomials of order X. 
Hence, P,(X) = B?‘(O). The Bernoulli numbers B, equal B:‘)(O) =pn(l) (n = 
0, 1, 2, . . . ). 
For n > 0, p,(x)/x is still a polynomial. Hence, p,(O)/0 is defined for positive n. 
Of course, xp,(n)/x = 1, so OpO(0)/O has to be interpreted as 1. It is straightfor- 
ward to derive from (vi) that pn(0)/O = -B,/n for n > 1. 
3. Stirling coefficients 
The generating function of the Stirling numbers of the second kind 
l/(x - 1)‘“’ = CS(i, n)x-’ [3, §60(2)] 
i>n 
allows us to expand the factorial series (1) for negative n 
{x}‘“) = (-I>“/(-x - l)‘-“) = C S(-i, -n)(-l>“-‘x’ 
iSn 
But for n 3 0 the expansion of factorial powers looks almost the same, 
_I+) = i: s(n, i)x’ = $ (“, 1 YJp&n)*i. 
i=O 
Only the negative powers are missing! But before we extend the last sum to all 
i G n, we have to define a generalized ‘binomial coefficient’. For negative n, let 
n! := (-l)““/(-n - l)!, 
as in [7] and [2]. The Roman coefficients [2] 
n 11 n! 17 i i! (n - i)! n, i E Z, 
agree with the usual binomial coefficients for all 0 5 i =S n, and for n s 0 c i. Note 
that the Roman coefficients never vanish! 
Definition. For all m 3 0, j E Z, 
a(m, j) := I.1 A (i - mlh(i)li 
are the Stirling coeficients. 
{n}‘“’ : = 2 a(n - i, n)x’, 
isn 
is the (falling) factorial series for all n E Z. 
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Table 3 
(-l)“o(n, i) 
n\i ... -5 -4 -3 -2 -1 0 1 2 3 4 5 6 . 
0 . . 1 1111 1 1 1 1 1 1 1 . . . 
1 . 15 10 6 3 1 -f 0 1 3 6 10 15 . . . 
2 . . . 140 65 25 7 1 s 2 0 2 11 35 85 .” 
3 . . . 1050 350 90 15 1 0 0 2 0 6 50 225 . 
6951 1701 301 31 1 & & & ; 0 24 274 . 
5 . . 42525 7770 966 63 1 0 a$&;0 120 ..’ 
n S(n - i, i) -B,/tl Is(i, i - n)I 
Note that 
o(m, j) = 
s(i, i - m) for OsmGj, 
(-l)“s(m -j, -j) for j<OSm. 
In the following three sections I will try to justify this definition of the factorial 
series. 
Remarks. The ‘wedge’ part of the tables (0~ column index <row index) is 
needed to expand the principal part of {x} (n) for 12 2 0. The Stirling coefficients 
inside the wedge follow the same recursion as outside, but with different initial 
values, namely (-l)“a(n, 0) = -B,/n for n > 1, and a(1, 0) = -4. Using (iii) 
there is no shortage in identities for the wedge numbers. A simple example: For 
O<i<n 
(-l)np’i(l)o(n, i) = $,)s(k + i + 1, i + l)S(n + 1, k + l)/( i : “) 
=kzO(-l)n-‘o(k, k+i+l)a(n-k, -k-l)/(‘+kk)=p,(i). 
This identity tells us that the factor (i + n)@“)(y) makes the wedge numbers 
into integers. Numerical evidence shows that this factor is much too large. The 
wedge is surrounded by combinatorially significant numbers. Is there any elegant 
interpretation for the wedge numbers, perhaps after applying a suitable factor? 
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4. The inverse basis transformation 
It follows from (iii) that for all n E Z and i <n we obtain an inverse pair 
{o(k-i, k) 1 kai} and {Lnlklp,J-k) 1 ksn), because 
So we arrive at the following result. 
Proposition. For all n E Z, 
xn= c ken n 1 k Pn-kWXl(k). I 1 
Note that for it # 0 # k 
I 1 n If k pn-k(-k) = (-lYk L 1 .--:, pn-d-k) i 
= (-l)“-“a(n -k, -k)sign(n/k). 
For nonnegative n the proposition implies that the principal part of the 
right-hand side equals zero, leaving us with the well-known expansion of _P in 
terms of x@) and the Stirling numbers of the second kind. For negative n, the 
expansion gives a ‘factorial generating function’ for the Stirling numbers of the 
first kind [3,§56 (4), 1.h.s. should read a-“/a!] 
X” = 2 s(k, -n)/(x - 1)““. 
ka-n 
5. Translations 
To study the factorial series in more details, we define the ‘derivative’ operator 
0, on Laurent series by 
Dxxk/k! := xk-‘/(k - l)! for all k E Z. 
It is straightforward to show that E” := euDr gives for any real number a the 
translation operator on K((x)),. 
Lemma (Roman [7]). For all n E Z, 
ECZx” = c . n’ I 
i=n Z! (n - i)! 
xia”-‘. 
60 H. Niederhausen 
We define {x +a}” := e”x” to make the lemma more appear like the binomial 
theorem (in K((x)),). Note that 
({~+a}“)+ forn>O, (x+4n=( (X+u)” forn<O, la/xl<l. 
By continuous linear extension, f(x) = CiGnf;.xi is mapped into E”f(x) := 
Ci_f;:{x + a}‘=:f(x + a). It is easy to check that f(x + a + b) =f(x + b + a), 
which makes {E” 1 a E R} into an Abelian group of operators. Observe that 
0,X” =x-l. 
Let {c} := {x}‘“‘/n! be the binomial series (n E 72). Now that we have attached 
a meaning to {” z a }, ‘Vandermonde convolution’ follows from (iii) and (3) 
(4) 
and 
Also, these identities follow very naturally from Roman’s Umbra1 Calculus [7]. 
(4) shows that 
so {t} solves the forward difference recurrence 
where A = E’ - E’ is the forward difference operator. 
What does (4) say about the principal part of {“z”} for n 2 O? Comparing 
coefficients of xi/i! for negative i on both sides of (4) produces the identity 
m m z( 1 n-m . &)--- 
Ujn-m+1 pm_j(n) for all m 2 n 2 0. 
j=O I II 
The case m = n gives ucn) on both sides of the above identity, and is the 
uninteresting case where all the occurring values of the basic Stirling polynomials 
can be expressed by Stirling numbers. In all other instances, some numbers from 
the ‘wedge’ have to be used. For instance, n = 1 gives 
mB, + 2 (a - 1)“) . .m 
j=l 
,,s(-,i)=~~~(9)'~+":'B~-j (mzl). 
j=l 
6. Generating functions 
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Let x and t be formal variables. The K-algebra of continuous double series 
9(x, t) consists of formal series of the type CnsL qn(x)tn, such that q,,(x) E 
K((x)), for all integers n, and 
deg(q,)+ ---co as IZ+ -00, where deg c kid = max{i 1 ki ZO}. 
( > id 
The corresponding coefficient matrix of x’tj is called diagonally finite in [l]. If we 
define the ‘exponential double series’ as 
the substitution of ln(1 + t) for t gives 
e{x)‘no+r) = C z”(ln(1 + t))“/n! = 2 (“]P. 
n&z ns~ n 
This result follows from the generating function 
(ln(l+ t))” = 2 ypi_,(i)ri/(i -n)! for all it E Z. 
i>n 
So we can consistently define 
(1 + l)(X) := 
co 
x t”. 
Ned n 
Let f (x, t)’ be the projection of the double series f (x, t) = CneH qn(x)tn into 
K[xJ[[t]] (the power series part), 
f (4 t)’ := & qn(x)+fn. 
In this notation, ((1 + t)(I))+ = (1 + t>“. 
Proposition. For all a E K, 
(1 + ,)++,) = (1 + t)‘“‘(l + t)“, 
D,( 1 + f)rx) = In( 1 + t)( 1 + t)‘“}, 
+ (I + t)(X) =x(1 + +-‘). 
Proof. Apply (4). 0 
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