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Analytic Perturbation Theory and
Renormalization Analysis of Matter Coupled
to Quantized Radiation
Marcel Griesemer and David G. Hasler
Abstract. For a large class of quantum mechanical models of matter and radi-
ation we develop an analytic perturbation theory for non-degenerate ground
states. This theory is applicable, for example, to models of matter with static
nuclei and non-relativistic electrons that are coupled to the UV-cutoff quan-
tized radiation field in the dipole approximation. If the lowest point of the
energy spectrum is a non-degenerate eigenvalue of the Hamiltonian, we show
that this eigenvalue is an analytic function of the nuclear coordinates and
of α3/2, α being the fine structure constant. A suitably chosen ground state
vector depends analytically on α3/2 and it is twice continuously differentiable
with respect to the nuclear coordinates.
1. Introduction
When a neutral atom or molecule made from static nuclei and non-relativistic
electrons is coupled to the (UV-cutoff) quantized radiation field, the least point
of the energy spectrum becomes embedded in the continuous spectrum due to the
absence of a photon mass, but it remains an eigenvalue [13,18]. This ground state
energy E depends on the parameters of the system, such as the fine-structure
constant, the positions of static nuclei, or, in the center of mass frame of a trans-
lation invariant model, the total momentum. The regularity of E as a function of
these parameters is of fundamental importance. For example, the accuracy of the
Born-Oppenheimer approximation, a pillar of quantum chemistry, depends on the
regularity of E and on the regularity of the ground state projection as functions
of the nuclear coordinates. If E were an isolated eigenvalue, like it is in quantum
mechanical description of molecules without radiation, then analyticity of E with
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respect to any of the aforementioned parameters would follow from regular per-
turbation theory. But in QED the energy E is not isolated and the analysis of its
regularity is a difficult mathematical problem.
In the present paper we study the problem of regularity, described above, in a
large class of models of matter and radiation where the Hamiltonian H(s) depends
analytically on complex parameters s = (s1, . . . , sν) ∈ Cν and is defined for values
of s from a complex neighborhood of a compact set K ⊂ Rν . Important properties
of H(s) are, that H(s¯) = H(s)∗ and that, for s ∈ K, the lowest point, E(s), of
the spectrum of H(s) is a non-degenerate eigenvalue. Under further assumptions,
described below, we show that E(s) and the projection operator associated with
the eigenspace of E(s) are real-analytic functions of s in a neighborhood of K. In
particular, they are of class C∞ in this neighborhood. We apply this result to the
Hamiltonian of a molecule with static nuclei and non-relativistic electrons that are
coupled to the quantized radiation field in dipole approximation. By our choice
of atomic units, this Hamiltonian depends on the fine-structure constant α only
though a factor of α3/2 in front of the dipole interaction operator. Hence the role of
the parameter s may be played by α3/2 or, after a well-known unitary deformation
argument [15], by the nuclear coordinates. The general theorem described above
implies that the ground state energy, if it is a non-degenerate eigenvalue, depends
analytically on α3/2 and the nuclear coordinates. The ground state projection is
analytic in α3/2, and twice continuously differentiable with respect to the nuclear
coordinates. This paper thus also gives an answer to the question about the pres-
ence of α-dependent and logarithmically divergent coefficients in an expansion of
the ground state energy in powers of α1/2 [4]: they do not occur when the dipole
approximation is used.
A further consequence of our main result concerns the accuracy of the adia-
batic approximation to the time evolution Uτ generated by the Schro¨dinger equa-
tion
i
d
dt
ϕt = H(t/τ)ϕt , t ∈ [0, τ ] ,
in the limit τ →∞. If H(s) satisfies the assumptions of our result mentioned above
with K = [0, 1], then the ground state projection P (s) is of class C∞([0, 1]) and
hence the adiabatic theorem without gap assumption implies that supt∈[0,τ ] ‖(1−
P (t))Uτ (t)P (0)‖ = o(1) as τ →∞ [2,22]. Previously, in all applications of the adi-
abatic theorem without gap assumption the differentiability of P (s) was enforced
or provided by the special form H(s) = U(s)HU(s)−1 of H(s) where U(s) is a
unitary and (strongly) differentiable operator [1, 2, 21].
We now describe our main result in detail. We consider a class of Hamiltonians
Hg(s) : D ⊂ H → H depending on a parameter s ∈ V , where V = V is a complex
neighborhood of some point s0 ∈ Rν . For each s ∈ V ,
Hg(s) = Hat(s)⊗ 1 + 1⊗Hf + gW (s) ,
with respect to H = Hat ⊗ F , where Hat is an arbitrary complex Hilbert space
and F denotes the symmetric Fock space over L2(R3 × {1, 2}). We assume that
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Hat(s¯) = Hat(s)∗ for all s ∈ V and that (Hat(s))s∈V is an analytic family of
type (A). This means that the domain D of Hat(s) is independent of s ∈ V and
that s → Hat(s)ϕ is analytic for all ϕ ∈ D. We assume, moreover, that Eat(s0) =
inf σ(Hat(s0)) is a simple and isolated eigenvalue of Hat(s0). The operator Hf
describes the energy of the bosons, and gW (s) the interaction of the particle
system described by Hat(s) and the bosons. In terms of creation and annihilation
operators
Hf =
∑
λ=1,2
∫
|k|a∗λ(k)aλ(k)d3k
and
W (s) =
∑
λ=1,2
∫
Gs¯(k, λ)∗ ⊗ a(k, λ) + Gs(k, λ)⊗ a∗(k, λ)d3k ,
where, (k, λ) → Gs(k, λ), for each s ∈ V is an element of L2(R3 × {1, 2},L(Hat)).
We assume that s → Gs is a bounded analytic function on V and that
sup
s∈V
∑
λ=1,2
∫
‖Gs(k, λ)‖2 1|k|2+2μ d
3k < ∞ (1)
for some μ > 0. Based on these assumptions we show that a neighborhood V0 ⊂ V
of s0 and a positive constant g0 exist such that for s ∈ V0 and all g ∈ [0, g0)
the operator Hg(s) has a non-degenerate eigenvalue Eg(s) and a corresponding
eigenvector ψg(s) that are both analytic functions of s ∈ V0. Moreover Eg(s) =
inf σ(Hg(s)) for s ∈ R∩V . Before commenting on the proof of this result we briefly
review the literature.
In [4] the dependence on α of the ground state and the ground state energy,
E, is studied for non-relativistic atoms that are minimally coupled to the quantized
radiation field. It is shown that E and a suitably chosen ground state vector have
expansions in asymptotic series of powers of α with α-dependent coefficients that
may diverge logarithmically as α → 0. Smoothness is not expected and hence
the dipole approximation seems necessary for our analyticity result. Much earlier,
in [9], Fro¨hlich obtained results on the regularity of the ground state energy with
respect to the total momentum P for the system of a single quantum particle
coupled linearly to a quantized field of massless scalar bosons. Let H(P ) denote
the Hamiltonian describing this system at fixed total momentum P ∈ R3. The
spectrum of H(P ) is of the form [E(P ),∞) but E(P ) is not an eigenvalue for
P 
= 0 [9] (see [14] for similar results on positive ions). For a non-relativistic
particle of mass M , Fro¨hlich shows that P → E(P ) is differentiable a.e. in {|P | <
(
√
3 − 1)M}, and that ∇E(P ) is locally Lipschitz [9, Lemma 3.1]. This work
was recently and independently continued by Alessandro Pizzo and Thomas Chen
for systems with a fixed ultraviolet cutoff [7, 19]. After a unitary, P -dependent
transformation of the Hamiltonian H(P ), Pizzo obtains a ground state vector
φσ(P ) that is Ho¨lder continuous with respect to P uniformly in an infrared cutoff
σ > 0. Chen studied the regularity of E(P, σ) for a non-relativistic particle coupled
minimally to the quantized radiation field [7]. He estimates |∂β|p|(E(|p|, σ)− p2/2)|
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uniformly in σ > 0 for β ≤ 2. He also asserts that E(p, σ) is of class C2 even for
σ = 0. In [15] Hunziker proves analyticity with respect to the nuclear coordinates
for non-relativistic molecules without radiation. The ground state energy is isolated
but the Hamiltonian is not analytic with respect the nuclear coordinates. It only
becomes analytic after a suitable unitary deformation (see Section 3) introduced
by Hunziker.
The results of the present paper are derived using the renormalization tech-
nique of Bach et al. [3,6], in a new version that we take from [10]. Like the authors
of [10] we use a simplified renormalization map that consists of a Feshbach-Schur
map and a scaling transformation only. In the corresponding spectral analysis the
Hamiltonian is diagonalized, with respect to Hf , in a infinite sequence of renor-
malization steps. In each step the off-diagonal part becomes smaller, thanks to (1),
and the spectral parameter is adjusted to enforce convergence of the diagonal part.
This method provides a fairly explicit construction of an eigenvector of H(s), even
for complex s, where H(s) is not self-adjoint. We show first, that the parameters
of the renormalization analysis can be chosen independent of s and g in neighbor-
hoods of s = s0 and g = 0, second, that all steps of the renormalization analysis
preserve analyticity, and third, that all limits taken are uniform in s, which implies
analyticity of the limit functions. On a technical level, these three points are the
main achievements of this paper. The result that analyticity with respect to the
spectral parameter is preserved under the renormalization map has been used in
all previous papers working with the renormalization techniques of Bach et al. If
asked about a proof, its authors would argue, that the renormalization map, as a
map of operator kernels, is given by explicit formulas. A proof spelling out this
argument, to our best knowledge, has never been published. Our proof of Propo-
sition 17, provides a simple alternative argument. The δ-calculus introduced in [3]
does not solve this problem.
It seems unlikely that another approach, not based on a renormalization
analysis would yield a result similar to ours. The proof of analyticity requires the
construction of an eigenvector for complex values of s where H(s) is not self-adjoint
and hence, variational methods, for example, are not applicable. There is, of course,
the tempting alternative approach to first introduce a positive photon mass σ to
separate the least energy from the rest of the spectrum. But the neighborhood of
analyticity obtained in this way depends on the size of σ and vanishes in the limit
σ → 0.
We conclude this introduction with a description of the organization of this
paper along with the strategy of our proof.
In Section 2 we introduce the class of Hamiltonians (H(s))s∈V , we formulate
all hypotheses, and state the main results. In Section 3 they are applied to non-
relativistic QED in dipole approximation to prove our results mentioned above on
the regularity with respect to α3/2 and the nuclear coordinates.
Section 4 describes the smoothed Feshbach transform Fχ(H) of an operator H
and the isomorphism Q(H) between the kernels of Fχ(H) and H (isospectrality
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of the Feshbach transform). The transform H → Fχ(H) was discovered in [3], and
generalized to the form needed here in [12].
In Section 5 we perform a first Feshbach transformation on H(s) − z to
obtain an effective Hamiltonian H(0)[s, z] on Hred = P[0,1](Hf )F , F being the
Fock-space. We show that H(0)(s, z) is analytic in s and z. By the isospectrality of
the Feshbach transform, the eigenvalue problem for H(s) is now reduced to finding
a value z(s) ∈ C such that H(0)(s, z(s)) has a nontrivial kernel.
In Section 6 we introduce a Banach space Wξ and a linear mapping H :
Wξ → L(Hred). The renormalization transformation Rρ is defined on a polydisc
B(ρ/2, ρ/8, ρ/8) ⊂ H(Wξ) as the composition of a Feshbach transform and a
rescaling k → ρk of the photon momenta k. ρ ∈ (0, 1) is the factor by which the
energy scale is reduced in each renormalization step. Rρ takes values in L(Hred)
and, like the Feshbach transform, it is isospectral.
In Section 7 it is shown that the analyticity of a family of Hamiltonians
is preserved under the renormalization transformation. This is one of the key
properties on which our strategy is based.
Sections 8 and 9 are devoted to the solution of our spectral problem for
H(0)(s, z) by iterating the Renormalization map. Since this procedure is point-
wise in s with estimates that hold uniformly on V , we drop the parameter s for
notational simplicity.
In Sections 8 we define H(n)[s, z] = RnH(0)[s, z] for values of the spectral
parameter z from non-empty sets Un(s). These sets are nested, Un(s) ⊃ Un+1(s),
and they shrink to a point, ∩nUn(s) = {z∞(s)}. Since H(n)(z∞) → constHf as
n →∞ in the norm of L(Hred) and since the vacuum Ω is an eigenvector Hf with
eigenvalue zero, it follows, by the isospectrality of R, that zero is an eigenvalue of
H(n)(z∞) for all n.
In Section 9 a vector ϕn in the kernel of H(n)(z∞) is computed by composi-
tions of scaling transformations and mappings Q(H(k)(z∞)), k ≥ n, applied to Ω.
ϕgs = Q(H(0)(z∞))ϕ0 is an eigenvector of H with eigenvalue z∞.
In Section 10 we show that s → z∞(s) is analytic and that Q(H(n)(z∞(s)))
maps analytic vectors to analytic vectors. Since the vacuum Ω is trivially analytic
in s, it follows that ϕgs(s) is analytic in s.
In the Appendices A and B we collect technical auxiliaries and for complete-
ness we give a proof of H(n)(z∞) → constHf as n → ∞, although this property
is not used explicitly.
2. Assumptions and main results
We consider families of (unbounded) closed operators Hg(s) : D(Hg(s)) ⊂ H → H,
s ∈ V , where V ⊂ Cν is open, symmetric with respect to complex conjugation and
V ∩ Rν 
= ∅. The Hilbert space H is a tensor product
H = Hat ⊗F , F =
∞⊕
n=0
Sn(⊗nh) ,
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of an arbitrary, separable, complex Hilbert space Hat and the symmetric Fock
space F over the Hilbert space h := L2(R3 × {1, 2};C) with norm given by
‖h‖2 :=
∑
λ=1,2
∫
|h(k, λ)|2d3k , h ∈ h .
Here S0(⊗0h) := C and for n ≥ 1, Sn ∈ L(⊗nh) denotes the orthogonal projection
onto the subspace left invariant by all permutation of the n factors of h. To simplify
our notation we set
k := (k, λ) ,
∫
dk :=
∑
λ=1,2
∫
d3k , |k| := |k| ,
throughout the rest of this paper.
For each s ∈ V , the operator Hg(s) is a sum
Hg(s) = Hat(s)⊗ 1 + 1⊗Hf + gW (s) , (2)
of a closed operator Hat(s) in Hat, the second quantization, Hf , of the operator
ω on L2(R3 × {1, 2}) of multiplication with
ω(k) = |k| ,
and an interaction operator gW (s), g ≥ 0 being a coupling constant. The operator
W (s) is the sum
W (s) = a(Gs¯) + a∗(Gs)
of an annihilation operator, a(Gs¯), and a creation operator, a∗(Gs), associated
with an operator Gs ∈ L(Hat,Hat ⊗ h). The creation operator, a∗(Gs), as usual,
is defined as the closure of the linear operator in H given by
a∗(Gs)(ϕ⊗ ψ) :=
√
nSn(Gsϕ⊗ ψ) ,
if ϕ ∈ Hat and ψ ∈ Sn−1(⊗n−1h). The annihilation operator a(Gs) is the adjoint
of a∗(Gs).
Hypotheses I below will imply that Hg(s) is well defined on D(Hat(s)) ⊗
D(Hf ) and closable. To formulate it, some preliminary remarks are necessary. Let
L2(R3,L(Hat)) be the Banach space of (weakly) measurable and square integrable
functions from R3 to L(Hat). Every element T of this space defines a linear operator
T : Hat → L2(R3,Hat) by
(Tϕ)(k) := T (k)ϕ .
This operator is bounded and ‖T‖ ≤ ‖T‖2. Since L2(R3,Hat)  Hat ⊗ h, we
may consider T as an element of L(Hat,Hat ⊗ h) and hence L2(R3,L(Hat)) as a
subspace embedded in L(Hat,Hat ⊗ h).
Hypothesis I. The mapping s → Gs is an bounded analytic function on V with
values in L2(R3,L(Hat)), and there exists a μ > 0, such that
sup
s∈V
∫
1
|k|2+2μ ‖Gs(k)‖
2 dk < ∞.
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By Lemma 25, ‖a#(Gs)(Hf + 1)−1/2‖ ≤ ‖Gs‖ω, where
‖Gs‖2ω :=
∫
R3
‖Gs(k)‖2 (|k|−1 + 1) dk .
Hence Hypothesis I implies that W (s) and W (s)∗ are well defined on Hat⊗D(Hf ).
It follows that Hg(s) is defined on D(Hat(s))⊗D(Hf ) and that the adjoint of this
operator has a domain which contains D(Hat(s))⊗D(Hf ). This subspace is dense
because Hat(s) is closed. That is, Hg(s) : D(Hat(s)) ⊗ D(Hf ) ⊂ H → H has a
densely defined adjoint, and hence it is closable.
Hypothesis II.
(i) Hat(s) is an analytic family of operators in the sense of Kato and Hat(s)∗ =
Hat(s¯) for all s ∈ V . In particular, Hat(s) is self-adjoint for s ∈ Rν ∩ V .
(ii) There exists a point s0 ∈ V ∩ Rν such that Eat(s0) := inf σ(Hat(s0)) is an
isolated, non-degenerate eigenvalue of Hat(s0).
For the notion of an analytic family of operators in the sense of Kato we refer
to [20]. The definition given there readily generalizes to several complex variables.
We recall that a function of several complex variables is called analytic if it is
analytic in each variable separately.
By Hypothesis II, (ii), and the Kato–Rellich theorem of analytic perturbation
theory [20], there is exactly one point Eat(s) of σ(Hat(s)) near Eat(s0), for s near
s0, and this point is a non-degenerate eigenvalue of Hat(s). Moreover, for s near
s0, there is an analytic projection onto the eigenvector of Eat(s), which is given
by
Pat(s) :=
1
2πi
∫
|Eat(s)−z|=
(
z −Hat(s)
)−1
dz ,
for  > 0 sufficiently small. We set P at(s) = 1− Pat(s).
Hypothesis III. Hypothesis II holds and there exists a neighborhood U ⊂ V × C
of (s0, Eat(s0)) such that for all (s, z) ∈ U , |Eat(s)− z| < 1/2 and
sup
(s,z)∈U
sup
q≥0
∥∥∥∥
q + 1
Hat(s)− z + qP at(s)
∥∥∥∥ < ∞ .
Remarks.
1. Hypothesis III is satisfied, e.g., if Hypothesis II holds and Hat(s) is an analytic
family of type (A), see Corollary 3.
2. The condition |Eat(s) − z| < 1/2 is needed in the proof of Theorem 13 and
related to the constant 3/4 in the construction of χ. Since s → Eat(s) is
continuous, it can always be met by choosing U sufficiently small. However,
the smaller we choose U the smaller we will have to choose the coupling
constant g. Optimal bounds on g could possibly be obtained by scaling the
operator such that the gap in Hat is comparable to one.
We are now ready to state the main results.
584 M. Griesemer and D.G. Hasler Ann. Henri Poincare´
Theorem 1. Suppose Hypotheses I, II and III hold. Then there exists a neighborhood
V0 ⊂ V of s0 and a positive constant g0 such that for all s ∈ V0 and all g < g0
the operator Hg(s) has an eigenvalue Eg(s) and a corresponding eigenvector ψg(s)
that are both analytic functions of s ∈ V0 such that
Eg(s) = inf σ
(
Hg(s)
)
for s ∈ V0 ∩ Rν .
Remark. For s ∈ V0 ∩ Rν and g sufficiently small, the eigenvalue Eg(s) is non-
degenerate by Hypothesis II (ii) and a simple overlap estimate [5].
Corollary 2. Assume Hypotheses I and II are satisfied and that there exists a C
such that for all s ∈ V
Re
〈
ϕ,Hat(s)ϕ
〉 ≥ −C〈ϕ,ϕ〉 , for ϕ ∈ D(Hat(s)
)
. (3)
Then the conclusions of Theorem 1 hold.
Proof. It suffices to verify Hypothesis III, then the corollary will follow from The-
orem 1. For all s ∈ V , z ∈ C with |z − Eat(s0)| ≤ 1, q ≥ q∗ := C + |Eat(s0)| + 2,
and ϕ ∈ D(Hat(s)) with ‖ϕ‖ = 1,
∥∥(Hat(s)− z + q
)
ϕ
∥∥ ≥ Re
〈
ϕ,
(
Hat(s)− z + q
)
ϕ
〉
≥ q − C − |Eat(s0)| − 1 ≥ 1 .
Since Hat(s)∗ = Hat(s¯) an analog estimate holds for Hat(s)∗. This proves that
B1(Eat(s0)) ⊂ ρ(Hat(s) + q) for s ∈ V , q ≥ q∗, and that
sup
s∈V,|z−Eat(s0)|≤1,q≥q∗
∥∥∥∥
q + 1
Hat(s)− z + q
∥∥∥∥ ≤
q∗
q∗ − C + |Eat(s0)|+ 1 . (4)
We now turn to the case where 0 ≤ q ≤ q∗. The set
Γ :=
{
(s, z) ∈ Cν × C|z ∈ ρ(H(s)  P at(s)H
)}
is open and (Hat(s)− z)−1P at(s) is analytic on Γ [20]. On the other hand
γ :=
{(
s0, Eat(s0)− q
)|0 ≤ q ≤ q∗
}
is a compact subset of Γ. It follows that the distance between γ and the complement
of Γ is positive. Thus if g and δ > 0 are small enough, then
{
(s, z − q) : |s− s0| ≤ δ, |z − Eat(s0)| ≤ δ, 0 ≤ q ≤ q∗
}
is a compact subset of Γ on which (H(s) − z)−1P at(s) is uniformly bounded.
Comparing with (4) we conclude that for δ < 1 so small that Bδ(s0) ⊂ V the
Hypothesis III holds with U = Bδ(s0)×Bδ(E(s0)) 
The following corollaries prove the assertions in the introduction.
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Corollary 3. Suppose Hypothesis I holds and let Hat(s) be an analytic family of
type (A) with Hat(s)∗ = Hat(s¯) for all s ∈ V . If E(s0) = inf σ(H(s0)) is a non-
degenerate isolated eigenvalue of Hat(s0), then the conclusions of Theorem 1 hold.
Proof. By Corollary 2 it suffices to show that (3) holds. To this end we set
T (s) := Hat(s)− Eat(s0)
and R := (T (s0)+1)−1. Since T (s) is an analytic family of type (A), the operators
T (s)R and RT (s) are bounded and weakly analytic, hence strongly analytic [16].
It follows that (T (s) − T (s0))R → 0 and R(T (s) − T (s0)) → 0 as s → 0. By
abstract interpolation theory
R1/2
(
T (s)− T (s0)
)
R1/2 → 0 s → s0 .
We choose ε > 0 so that Bε(s0) ⊂ V and
sup
|s|<ε
∥∥R1/2
(
T (s)− T (s0)
)
R1/2
∥∥ ≤ 1/2 .
It follows that |〈ϕ, [T (s)− T (s0)]ϕ〉| ≤ (1/2)〈ϕ, (T (s0) + 1)ϕ〉 and hence that
Re
〈
ϕ, T (s)ϕ
〉 ≥ 〈ϕ, T (s0)ϕ
〉−
∣∣∣
〈
ϕ,
[
T (s)− T (s0)
]
ϕ
〉∣∣∣
≥ 1
2
〈
ϕ, T (s0)ϕ
〉− 1
2
〈ϕ,ϕ〉 ≥ −1
2
〈ϕ,ϕ〉
which proves (3). 
Remark. Embedded eigenvalues generically disappear under perturbations. How-
ever, if a non-degenerate eigenvalue persists, one might conjecture that the eigen-
value and a suitable eigenvector are analytic functions of the perturbation param-
eter, provided the Hamiltonian is analytic in this parameter. This conjecture is
wrong, as the following example shows. Let H = L2(R)⊕ (C⊕ L2(R)) and let
H(s) = H1(s)⊕H2(s)
where
H1(s) :=
(
− d
2
dx2
− s2χ[−1,1]
)
, in L2(R) ,
and where H2(s) is defined as follows. We choose η ∈ L2(R) as η(x) = e−x2 and we
use |x| to denote the operator of multiplication by the function x → |x| in L2(R).
Then
H2(s) :=
(
0 s〈η, · 〉
sη |x|
)
, in C⊕ L2(R) ,
The operator H1(s) has no eigenvalues for s = 0, and for s ∈ R near s = 0 the
lowest point of its spectrum is the only eigenvalue and it is non-degenerate. The
operator H2(s) has the simple eigenvalue 0 if s = 0 and it is not hard to see that
it has no eigenvalues for s 
= 0. Therefore, for s ∈ R near s = 0,
E(s) :=
{
inf σ(H1(s)) , s 
= 0 ,
0 , s = 0 ,
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is the only eigenvalue of H(s), it is simple and continuous in s. Yet there is no
choice of an eigenvector depending continuously on s in spite of the fact that the
operators H(s) for s ∈ C form an analytic family of type (A).
Corollary 4. Suppose the assumptions of Theorem 1, Corollary 2 or Corollary 3 are
satisfied for all s0 of a compact set K ⊂ V ∩Rν . Then there exists a neighborhood
V0 ⊂ V of K and a positive g0 such that for all s ∈ V0 and all g < g0 there is an
analytic complex-valued function Eg and an analytic projection-valued functions
Pg on V0, such that
Hg(s)Pg(s) = Eg(s)Pg(s) , for s ∈ V0 ,
and Eg(s) = inf σ(Hg(s)) for s ∈ V0 ∩ Rν .
Proof. By the compactness of K there exist open sets V1 . . . , VN ⊂ Cν and positive
numbers g1, . . . , gN provided by Theorem 1, such that
K ⊂
N⋃
j=1
Vj .
Let Ej(s) and ψj(s) be the corresponding eigenvalues and eigenvectors defined for
s ∈ Vj and g < gj . We may assume that 〈ψj(s¯), ψj(s)〉 
= 0 for all s ∈ Vj and all j.
Then the operators Pj(s) : H → H defined by
Pj(s)ϕ =
〈ψj(s¯), ϕ〉
〈ψj(s¯), ψj(s)〉ψj(s)
are analytic functions of s ∈ Vj , Pj(s)2 = Pj(s), and Hg(s)Pj(s) = Ej(s)Pj(s).
We choose g0 ≤ min{g1, . . . , gN} so small, that all eigenvalues E1(s), . . . , EN (s)
are non-degenerate for real s and g ∈ [0, g0), and we define V0 := ∪Nj=1Vj . Then
for g < g0 and s ∈ Vi ∩ Vj ∩ Rν ,
Ei(s) = Ej(s) , Pi(s) = Pj(s) , (5)
and hence, by analyticity, (5) must hold for all s ∈ Vi ∩Vj . This proves that Eg(s)
and Pg(s) are well-defined on V0 by Eg(s) := Ej(s) and Pg(s) := Pj(s) for s ∈ Vj ,
and have the desired properties. 
3. Non-relativistic QED in dipole-approximation
In this section we apply Theorem 1 to the Hamiltonians describing molecules made
from static nuclei and non-relativistic electrons coupled to the UV-cutoff quantized
radiation field in dipole approximation. For justifications of this model see [8,11].
A (pure) state of system of N spinless electrons and transversal photons is
described by a vector in the Hilbert space H = La(R3N ;C)⊗F , where L2a(R3N ;C)
denotes the space of square integrable, antisymmetric functions of (x1, . . . , xN ) ∈
R
3N , and F is the symmetric Fock space over L2(R3 × {1, 2}). We choose units
where , c, and four times the Rydberg energy are equal to one, and we express
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all positions in multiples of one half of the Bohr-radius, which, in our units, agrees
with the fine-structure constant α. In these units the Hamiltonian reads
H(X,α) = Hat(X) + α3/2
N∑
j=1
g(xj)xj ·E(0) + Hf ,
with
Hat(X) :=
N∑
j=1
(−Δj) +
∑
j<l
1
|xl − xj | −
∑
j,k
Zj
|xj −Xk|
where Z1, . . . , ZK ∈ N denote atomic numbers, and
E(0) =
∑
λ=1,2
∫
|k|<Λ
dk
√
|k|iε(k, λ)(a∗(k, λ)− a(k, λ)) ,
is the quantized electric field evaluated at the origin 0 ∈ R3. The ultraviolet cutoff
Λ > 0 is an arbitrary but finite constant, the polarization vectors ε(k, 1) and
ε(k, 2) are unit vectors in R3 that are orthogonal to each other and to k, and
g ∈ C∞0 (R3) is a space-cutoff with g ≡ 1 on an open ball B ⊂ R3 containing
the positions X1, . . . , XK of the nuclei. The following theorem is a consequence of
Corollary 3.
Theorem 5. Suppose inf σ(Hat(X)) is a non-degenerate and isolated eigenvalue of
Hat(X). Then in a neighborhood of α = 0 the ground state energy and a suitably
chosen ground state vector are real-analytic functions of α3/2.
Proof. For s ∈ V := B1(0) we define Hg(s) by the operator (2) with
Gs(k, λ) := s
N∑
j=1
√
|k|χ(|k| ≤ Λ)iε(k, λ) ·xjg(xj)
so that Hg(α3/2/g) = H(X,α). The Hamiltonian Hat(X) is trivially analytic of
type (A) in V and Gs satisfies Hypothesis I with, for example, μ = 1/2. Hence the
conclusions of Theorem 1 holds by Corollary 3. This proves the theorem. 
The next theorem concerns the regularity of inf σ(H(X,α)) with respect to
the nuclear coordinates X = (X1, . . . , XK) ∈ R3K .
Theorem 6. Suppose inf σ(Hat(X)) is a non-degenerate and isolated eigenvalue of
Hat(X), where X ∈ BK and Xr 
= Xs for r 
= s. Then for α sufficiently small,
there exists a neighborhood U of 0 ∈ R3K such that:
(a) For each ξ ∈ U , E(ξ) = infσ(H(X + ξ)) is an eigenvalue of H(X + ξ) and a
real-analytic function of ξ.
(b) There is an eigenvector belonging to E(ξ), which is of class C2 with respect
to ξ.
588 M. Griesemer and D.G. Hasler Ann. Henri Poincare´
Remark. The operators Hat(X) do not form an analytic family in the sense of Kato
and hence Theorem 1 is not immediately applicable. This problem is circumvented
by a well-known deformation argument [15].
Proof. By assumption on X1, . . . , XK , we can find functions f1, . . . , fK ∈ C∞0 (R3),
with supp(fr) ⊂ B and fr(Xs) = δrs. For each ξ = (ξ1, . . . , ξK) ∈ R3K we define
a vector field vξ on R3, by
vξ(x) =
K∑
r=1
ξrfr(x) .
It is not hard to see that for small ξ the map
φξ : (x1, . . . , xN ) →
(
x1 + vξ(x1), . . . , xN + vξ(xN )
)
is a diffeomorphism of R3N [15]. Moreover,
Uξψ := |Dφξ|1/2(ψ ◦ φξ) ,
defines a unitary transformation Uξ on H. A straightforward calculation shows
that, for real and small ξ,
H˜(ξ) := UξH(X + ξ)U−1ξ = Hat(X; ξ) + W (ξ) + Hf ,
with
W (ξ) = α3/2
N∑
j=1
g(xj)
(
xj + vξ(xj)
) ·E(0) (6)
Hat(X; ξ) = Tξ −
∑
r,j
ZkVξ(xj ,Xr) +
∑
j<l
Vξ(xj , xl)
where
Tξ = Uξ
N∑
j=1
(−Δj)U−1ξ
Vξ(x, y) = |x− y + vξ(x)− vξ(y)|−1 .
In (6) we used that g(x + vξ(x)) = g(x), by the smallness of ξ. In [15] it is
proven using standard estimates that Hat(X, ξ) has an extension to ξ ∈ C3K and
this extension is an analytic family of type (A) for ξ in a neighborhood of zero.
One easily verifies that W (ξ) satisfies Hypothesis I. It follows that Corollary 3 is
applicable and thus, for small α, H˜(ξ) has an eigenvalue E(ξ) with eigenvector ϕξ,
both analytic in ξ, and ϕξ is a ground state for real ξ. Since, for small and real ξ,
H(ξ + X) is unitarily equivalent to H˜(ξ), (a) follows.
To prove (b) we show that ξ → U−1ξ ϕξ is a C2 function in a neighborhood
of zero. Let Sξ := U−1ξ . Throughout the proof, with the exception of Step 3, we
assume that ξ is real. Using dominated convergence, one sees that ξ → Sξϕ is
continuous for ϕ ∈ H ∩ (C∞0 (R3N ) ⊗ F). Since such functions constitute a dense
subset of H and Sξ is uniformly bounded, it follows that ξ → Sξ is strongly
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continuous. We shall adopt the following conventions in this proof: the labels
α, β run over the set {1, . . . ,K} × {1, 2, 3}, and ∂β = ∂/∂ξβ with ξβ = (ξj)s
for β = (j, s); the labels μ, ν run over the set {1, . . . , N}× {1, 2, 3} and pμ = (pl)s
for μ = (l, s).
Step 1: If ψ ∈ D(|p|), then ξ → Sξψ is C1 and for all β, ∂βSξψ = SξAβ(ξ)ψ with
[
Aβ(ξ)ψ
]
(x) = |Dφξ(x)|1/2 d
ds
∣∣Dφ−1ξ+seβ
(
φξ(x)
)∣∣1/2
∣∣∣
s=0
ψ(x)
+
N∑
j=1
d
ds
φ−1ξ+seβ
(
φξ(x)
)
j
∣∣∣
s=0
· (∇jψ)(x) , (7)
where eβ ∈ R3K denotes the unit vector with components (eβ)γ = δβ,γ .
For h1, h2 ∈ C∞0 (R3N ) ⊗ F , we calculate the partial derivative using Sξ =
U−1ξ ,
∂β〈h1, Sξh2〉 = ∂β
〈
h1, |Dφ−1ξ |1/2(h2 ◦ φ−1ξ )
〉
=
〈
h1, SξAβ(ξ)h2
〉
, (8)
where in the second equality we used the product rule of differentiation and the
identity |Dφ−1ξ (x)||Dφξ(φ−1ξ (x))| = 1. Integrating (8), we find
〈h1, Vξ+teβh2〉 = 〈h1, Sξh2〉+
∫ t
0
〈
h1, Vξ+seβAβ(ξ + seβ)h2
〉
ds . (9)
By an approximation argument using that |p| is a closed operator and that H ∩
(C∞0 (R
3N ) ⊗ F) is a core for |p|, we conclude that (9) holds for all h2 ∈ D(|p|).
For h2 ∈ D(|p|), ξ → SξAβ(ξ)h2 is continuous and therefore (9) holds in fact in
the strong sense, i.e.,
Vξ+teβh2 = Sξh2 +
∫ t
0
Vξ+seβAβ(ξ + seβ)h2ds , ∀h2 ∈ D(|p|) .
This implies that for all h2 ∈ D(|p|), t → Vξ+teβh2 is C1 with derivative ∂βSξh2 =
SξAβ(ξ)h2.
Step 2: Suppose ξ → ψ(ξ) is a C1 function such that ψ(ξ) ∈ D(|p|) and ξ →
Aβ(ξ)ψ(ξ) is continuous for all β. Then ξ → Sξψ(ξ) is in C1 and for all β,
∂βSξψ(ξ) = SξAβ(ξ)ψ(ξ) + Sξ∂βψ(ξ) . (10)
Using the differentiability of ξ → ψ(ξ), ψ(ξ) ∈ D(|p|), and Step 1, we see
by the product rule of differentiation that ξ → Sξψ(ξ) is differentiable with par-
tial derivative (10). (10) depends continuously on ξ, because ξ → Sξ is strongly
continuous and, by assumption, both, ξ → ∂βψξ and ξ → Aβ(ξ)ψξ are continuous.
Step 3: For ξ in a neighborhood of zero:
(a) ϕξ ∈ D(p2), and the functions ξ → pμϕξ and ξ → pμpνϕξ are analytic for all
μ, ν.
(b) For all β, ∂βϕξ ∈ D(|p|) and ξ → pμ∂βϕξ is analytic for all μ.
590 M. Griesemer and D.G. Hasler Ann. Henri Poincare´
(a) For h from a dense subset of H, 〈h, pνpμϕξ〉 = 〈pνpμh, ϕξ〉, which is
analytic in ξ. Since, by (11) below, ‖pμpνϕξ‖ is locally bounded, the analyticity
of ξ → pμpνϕξ follows by an approximation argument (Remark III-1.38 in [16]).
To prove the bound (11), we use that, for small ξ, H˜(ξ) is an analytic family of
type (A) and the Coulomb potential is infinitesimally Laplacian bounded, i.e.,
‖p2ϕξ‖ ≤ ‖(p2 + Hf )ϕξ‖
≤ const.(‖H˜(ξ)ϕξ‖+ ‖ϕξ‖
)
= const.
(‖E(ξ)ϕξ‖+ ‖ϕξ‖
)
. (11)
The analyticity of ξ → pμϕξ follows using the same arguments as above and the
bound ‖pμϕξ‖2 ≤ ‖ϕξ‖‖p2ϕξ‖.
(b) Since for all μ, the operator pμ is closed and ξ → pμϕξ is analytic, we
have ∂βϕξ ∈ D(|p|) and ∂βpμϕξ = pμ∂βϕξ.
Step 4: For all α, the functions ξ → ϕξ, ξ → ∂αϕξ, and ξ → Aα(ξ)ϕξ satisfy the
assumptions of Step 2. In particular, ξ → Sξϕξ is of class C2.
An iteration of Step 2 shows that the statement of the first sentence implies
the statement of the second sentence. To prove the former, we recall that analytic
functions are of class C∞ [17], and we begin with the following observation. If
ξ → ψ(ξ) ∈ D(|p|) and ξ → pμψ(ξ) are in C1 for all μ, then ξ → Aβ(ξ)ψ(ξ) is in
C1 for all β, which follows using expression (7). If, moreover, ψ(ξ) ∈ D(p2) and ξ →
pμpνψ(ξ) is in C1 for all μ, ν, then Aα(ξ)ψ(ξ) ∈ D(|p|) and ξ → Aβ(ξ)Aα(ξ)ψ(ξ)
is in C1 for all α, β. Applying, these properties to ϕξ and using Step 3 (a), we see
that ξ → ϕξ and ξ → Aα(ξ)ϕξ satisfy the assumptions of Step 2. Similarly, using
Step 3 (b), we see that ξ → ∂αϕξ satisfies the assumptions of Step 2. 
4. The smooth Feshbach map
In this section we describe the smooth Feshbach transform of Bach et al. [3] in
a slightly generalized form that allows for non self-adjoint smoothed projections.
There are further small differences between our presentation here and the one
of [3], which are explained in [12].
Let χ and χ be commuting, nonzero bounded operators, acting on a separable
Hilbert space H and satisfying χ2 + χ2 = 1. By a Feshbach pair (H,T ) for χ we
mean a pair of closed operators with same domain
H,T : D(H) = D(T ) ⊂ H → H
such that H,T,W := H − T , and the operators
Wχ := χWχ , Wχ := χWχ ,
Hχ := T + Wχ , Hχ := T + Wχ ,
defined on D(T ) satisfy the following assumptions:
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(a) χT ⊂ Tχ and χT ⊂ Tχ,
(b) T,Hχ : D(T ) ∩ Ranχ → Ranχ are bijections with bounded inverse.
(c) χH−1χ χWχ : D(T ) ⊂ H → H is a bounded operator.
Henceforth we will call an operator A : D(A) ⊂ H → H bounded invertible in
a subspace Y ⊂ H (Y not necessarily closed), if A : D(A) ∩ Y → Y is a bijection
with bounded inverse.
Remarks.
1. To verify (a), it suffices to show that Tχ = χT and Tχ = χT on a core of T .
2. If T is bounded invertible in Ranχ, ‖T−1χWχ‖ < 1, ‖χWT−1χ‖ < 1 and
T−1χWχ is bounded, then the bounded invertibility of Hχ and condition (c)
follow. See Lemma 9 below.
3. Note that Ranχ and Ranχ need not be closed and are not closed in the
application to QED. One can however, replace Ranχ by Ranχ both in con-
dition (b) and in the statement of Theorem 7, below. Then this theorem
continues to hold and the proof remains unchanged.
Given a Feshbach pair (H,T ) for χ, the operator
Fχ(H,T ) := Hχ − χWχH−1χ χWχ (12)
on D(T ) is called Feshbach map of H. The mapping (H,T ) → Fχ(H,T ) is called
Feshbach map. The auxiliary operators
Qχ := χ− χH−1χ χWχ
Q#χ := χ− χWχH−1χ χ ,
play an important role in the analysis of Fχ(H,T ). By conditions (a), (c), and the
explanation above, they are bounded, and Qχ leaves D(T ) invariant. The Fesh-
bach map is isospectral in the sense of the following Theorem, which generalizes
Theorem 2.1 in [3] to non-selfadjoint χ and χ.
Theorem 7. Let (H,T ) be a Feshbach pair for χ on a separable Hilbert space H.
Then the following holds:
(i) Let Y be a subspace with Ranχ ⊂ Y ⊂ H,
T : D(T ) ∩ Y → Y , and χT−1χY ⊂ Y . (13)
Then H : D(H) ⊂ H → H is bounded invertible if and only if Fχ(H,T ) :
D(T ) ∩ Y → Y is bounded invertible in Y . Moreover,
H−1 = QχFχ(H,T )−1Q#χ + χH
−1
χ χ ,
Fχ(H,T )−1 = χH−1χ + χT−1χ .
(ii) χKerH ⊂ KerFχ(H,T ) and QχKerFχ(H,T ) ⊂ KerH. The mappings
χ : KerH → KerFχ(H,T ) , (14)
Qχ : KerFχ(H,T ) → KerH , (15)
are linear isomorphisms and inverse to each other.
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Remarks.
1. The subspaces Y = Ranχ and Y = H satisfy the conditions stated in (13).
2. From [3] it is known that χ and Qχ are one-to-one on KerH and KerFχ(H,T )
respectively. The stronger result (ii) will be derived from the new algebraic
identities (a) and (b) of the following lemma.
Theorem 7 easily follows from the next lemma, which is of interest and im-
portance in its own right.
Lemma 8. Let (H,T ) be a Feshbach pair for χ and let F := Fχ(H,T ), Q := Qχ,
and Q# := Q#χ for simplicity. Then the following identities hold:
(a) (χH−1χ χ)H = 1−Qχ , on D(T ) , H(χH−1χ χ) = 1− χQ# , on H ,
(b) (χT−1χ)F = 1− χQ , on D(T ) , F (χT−1χ) = 1−Q#χ , on H ,
(c) HQ = χF , on D(T ) , Q#H = Fχ , on D(T ) .
For the proofs of Lemma 8 and Theorem 7 we refer to [12].
Lemma 9. Conditions (a), (b), and (c) on Feshbach pairs are satisfied, provided
that
(a’) χT ⊂ Tχ and χT ⊂ Tχ,
(b’) T is bounded invertible in Ranχ,
(c’) ‖T−1χWχ‖ < 1, ‖χWT−1χ‖ < 1 and T−1χWχ is a bounded operator.
Proof. By assumptions (a’) and (b’), on D(T ) ∩ Ranχ,
Hχ = (1 + χWT−1χ)T ,
and T : D(T ) ∩ Ranχ → Ranχ is a bijection with bounded inverse. From (c’) it
follows that
1 + χWT−1χ : Ranχ → Ranχ
is a bijection with bounded inverse. In fact, (1 + χWT−1χ)Ranχ ⊂ Ranχ, the
Neumann series
∑
n≥0
(−χWT−1χ)n = 1− χWT−1χ
∑
n≥0
(−χWT−1χ)n
converges, and it maps Ranχ to Ranχ. Hence Hχ  Ranχ is bounded invertible.
Finally, from Hχ = T (1 + T−1Wχ) and (c’) it follows that
H−1χ χWχ = (1 + T
−1Wχ)−1T−1χWχ ,
which, again by (c’), is bounded. 
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5. The initial Hamiltonian on Fock space
As explained in the introduction, the first step in our renormalization analysis of
Hg(s) is to use the Feshbach map to define an isospectral operator H(0)[s, z] on
Hred := P[0,1](Hf )F .
Let χ, χ ∈ C∞(R; [0, 1]) with χ(t) = 1 if t ≤ 3/4, χ(t) = 0 if t ≥ 1 and χ2+χ2 = 1.
For ρ > 0 we define operators χρ := χ(Hf/ρ), χρ := χ(Hf/ρ), and
χ(s) := Pat(s)⊗ χ1 ,
χ(s) := P at(s)⊗ 1 + Pat(s)⊗ χ1 .
By assumption on χ and χ,
χ(s)2 + χ(s)2 = 1 ,
but χ(s) and χ(s) will not be self-adjoint unless s is real. Since Pat(s) is a bounded
projection with one-dimensional range, any linear operator L in Hat ⊗ F that is
defined and bounded on RanPat(s)⊗F , defines a unique bounded linear transfor-
mation 〈L〉at,s on F , through the equation
(
Pat(s)⊗ 1
)
L
(
Pat(s)⊗ 1
)
= Pat(s)⊗ 〈L〉at,s . (16)
We are no ready to define the effective Hamiltonian H(0)[s, z] on Hred. To
this end we assume, for the moment, that (Hg(s) − z,H0(s) − z) is a Feshbach
pair for χ(s). This assumption will be justified by Theorem 13 below. From 1 =
Pat(s) + P at(s) and the fact that Pat(s) is a rank one operator, we find
Fχ(s)
(
Hg(s)− z,H0(s)− z
)
=
(
H0(s)− z
)
P at(s)⊗ 1 + Pat(s)⊗ H˜(0)[s, z] , (17)
with
H˜(0)[s, z] = Eat(s)− z + Hf + Wat[s, z] (18)
and Wat[s, z] ∈ L(F) given by
Wat[s, z] = g
〈
χ1W (s)χ1
〉
at,s
(19)
− g2
〈
χ1W (s)χ(s)
(
Hg(s)− z
)−1
χ(s)
χ(s)W (s)χ1
〉
at,s
.
The operators H˜(0)[s, z] and Hg(s)− z are isospectral in the sense of Theorem 7.
More explicitly, the following proposition holds true.
Proposition 10. Let (Hg(s)− z,H0(s)− z) be a Feshbach pair for χ(s). Then:
(i) Hg(s)− z : D(H0(s)) ⊂ H → H is bounded invertible if and only if H˜(0)[s, z]
is bounded invertible on Hred.
(ii) The following maps are linear isomorphisms and inverses of each other:
χ(s) : Ker
(
Hg(s)− z
) −→ Pat(s)Hat ⊗KerH˜(0)[s, z] ,
Qχ(s) : Pat(s)Hat ⊗KerH˜(0)[s, z] −→ Ker
(
Hg(s)− z
)
.
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Proof. (i) We fix (s, z) and for notational simplicity suppress the s and z de-
pendence. Let Y = Ran (Pat ⊗ P[0,1](Hf )). Then H0 : D(H0) ∩ Y → Y and
χ(H0 − z)−1χY ⊂ Y . By Theorem 7,
Hg − z is bounded invertible in H
⇔ Fχ(Hg − z,H0 − z) is bounded invertible in Y
⇔ H˜(0) is bounded invertible on Hred ,
where the last equivalence follows from Fχ(Hg − z,H0 − z) = 1⊗ H˜(0) on Y .
Statement (ii) follows immediately from Theorem 7, (ii). 
Since Ranχ(s) ⊂ Pat(s)Hat ⊗Hred, Proposition 10 (ii) implies that
KerH˜(0)[s, z] = KerH˜(0)[s, z] ∩Hred = Ker
(
H˜(0)[s, z]  Hred
)
.
Therefore, and because of Proposition 10 (i), it is sufficient for our purpose to
study the restriction
H(0)[s, z] := H˜(0)[s, z]  Hred .
In the remainder of this section we use Hypotheses I–III to verify, for small g, the
assumption of Proposition 10 and to show that H(0)[s, z] is analytic on U . To this
end we need the following lemmas.
Lemma 11. Suppose that Hypotheses I–III hold. Then, for all (s, z) ∈ U , H0(s)−z
is bounded invertible on Ranχ(s) and
sup
(s,z)∈U
∥∥(Hf + 1)
(
H0(s)− z
)−1
χ(s)
∥∥ < ∞ (20)
sup
(s,z)∈U
∥∥W (s)
(
H0(s)− z
)−1
χ(s)
∥∥ < ∞
sup
(s,z)∈U
∥∥(H0(s)− z
)−1
χ(s)W (s)
∥∥ < ∞ .
Proof. The parameter s is suppressed in this proof to make long expressions more
readable. Recall that χH0 ⊂ H0χ. Hence H0−z maps D(H0)∩Ranχ into Ranχ.
Moreover,
Ranχ = Ran (P at ⊗ 1)⊕ Ran (Pat ⊗ χ1)
where
H0 − z : D(H0) ∩ Ran (P at ⊗ 1) → Ran (P at ⊗ 1) , (21)
H0 − z : D(H0) ∩ Ran (Pat ⊗ χ1)→ Ran (Pat ⊗ χ1) . (22)
Working in a spectral representation where Hf is multiplication by q ≥ 0, it
is easily seen from Hypothesis III that (21) and (22) are bounded invertible for
(s, z) ∈ U , and hence that (H0 − z) : D(H0) ∩ Ranχ → Ranχ is a bijection. The
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inverses of (21) and (22) are bounded by
‖(H0 − z)−1P at ⊗ 1‖ ≤ sup
(s,z)∈U
sup
q≥0
‖(Hat − z + q)−1P at‖ , (23)
‖(H0 − z)−1Pat ⊗ χ(Hf ≥ 3/4)‖ ≤ sup
(s,z)∈U
sup
q≥3/4
∣∣∣∣
1
Eat − z + q
∣∣∣∣ ‖Pat‖ . (24)
Since χ = [P at ⊗ 1]χ + [Pat ⊗ χ(Hf ≥ 3/4)]χ it follows from (23), (24) and
Hypothesis III that
sup
(s,z)∈U
‖(H0 − z)−1  Ranχ‖ < ∞ .
Bound (20) is proved in a similar way, using
‖(Hf + 1)(H0 − z)−1P at ⊗ 1‖ ≤ sup
(s,z)∈U
sup
q≥0
∥∥∥∥
q + 1
Hat − z + qP at
∥∥∥∥ , (25)
‖(Hf +1)(H0−z)−1Pat ⊗ χ(Hf ≥ 3/4)‖ ≤ sup
(s,z)∈U
sup
q≥3/4
∣∣∣∣
q+1
Eat−z+q
∣∣∣∣ ‖Pat‖ , (26)
instead of (23) and (24). The right sides of (25) and (26) are finite by Hypothe-
sis III.
The remaining inequalities of Lemma 11 follow from (20) and
sup
s
‖W (s)(Hf + 1)−1‖ ≤ sup
s
‖Gs‖ω ,
sup
s
‖(Hf + 1)−1W (s)‖ ≤ sup
s
‖Gs‖ω ,
where sups ‖Gs‖ω < ∞ by Hypothesis I. 
Lemma 12. The mapping s → W (s)(Hf + 1)−1/2 ∈ L(H) is analytic on V .
Proof. From
‖W (s)(Hf + 1)−1/2‖ ≤ 2‖Gs‖ω
we see, by Hypothesis I, that s → W (s)(Hf + 1)−1/2 is uniformly bounded. By
this uniform bound (see Theorem III-3.12 of [16]) it is sufficient to show that the
function
s → (ψ1,W (s)(Hf + 1)−1/2ψ2
)
, (27)
is analytic on V , for all ψ1, ψ2 in the dense linear subspace spanned by all vectors
of the form ϕ ⊗ Sn(h1 ⊗ h2 ⊗ · · · ⊗ hn), with ϕ ∈ Hat and hi ∈ h, n ∈ N. For
such vectors, (27) is a linear combination of terms of the form (ϕ1⊗h,Gsϕ2), with
ϕ1, ϕ2 ∈ Hat and h ∈ h. They are analytic by Hypothesis I. 
Theorem 13. Suppose Hypotheses I–III hold, and let U ⊂ V × C be given by Hy-
pothesis III. Then there exists a g0 > 0 such that for all (s, z) ∈ U and for all
g ∈ [0, g0), the pair (Hg(s)− z,H0(s)− z) is a Feshbach pair for χ(s). Moreover,
H
(0)
g [s, z] is analytic on U .
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Proof. To prove that Hg(s) = H0(s) + gW (s) is closed on D(H0(s)) for all g ∈ R,
we prove that W (s) is infinitesimally bounded with respect to H0(s). Suppose that
(s, z) ∈ U for some z ∈ C. By Hypothesis I,
‖W (s)(Hf + 1)−1/2‖ ≤ 2‖Gs‖ω < ∞ . (28)
On the other hand, by the reasoning in the proof of (20), Hypothesis III implies
that z − q ∈ ρ(Hat(s)) for q ≥ 1, that w := z − 1 ∈ ρ(H0(s)), and that
Hf
(
H0(s)− w
)−1 ∈ L(H) . (29)
Combining (28) and (29) we see that, for all ϕ ∈ D(Hat(s))⊗D(Hf ),
‖W (s)ϕ‖2 ≤ C0
〈
ϕ, (Hf + 1)ϕ
〉
= C0
〈
ϕ, (Hf + 1)
(
H0(s)− w
)−1(
H0(s)− w
)
ϕ
〉
≤ C1‖ϕ‖‖H0(s)ϕ‖+ C2‖ϕ‖2
≤ C1ε‖H0(s)ϕ‖2 +
(
C1
ε
+ C2
)
‖ϕ‖2
with constants C0, C1, C2.
Next we verify the criteria for Feshbach pairs from Lemma 9. Obviously,
χ(s)H0(s) = H0(s)χ(s) and χ(s)H0(s) = H0(s)χ(s) on D(Hat)⊗D(Hf ). By the
first remark of Section 4, this proves condition (a’) of Lemma 9.
By Lemma 11, H0(s)− z is bounded invertible on Ranχ(s) and
sup
(s,z)∈U
∥∥∥gχ(s)W (s)
(
H0(s)− z
)−1
χ(s)
∥∥∥ < 1 , (30)
sup
(s,z)∈U
∥∥∥
(
H0(s)− z
)−1
χ(s)gW (s)χ(s)
∥∥∥ < 1 ,
for g sufficiently small. This proves (b’) and (c’) of Lemma 9 and hence completes
the proof that (Hg(s)− z,H0(s)− z) is a Feshbach pair.
It remains to prove the analyticity of H(0)[s, z]|` Hred. By (17), H(0)(s, z) is
analytic if Wat[s, z] is analytic. We will show that
(s, z) → χ1
(
gW (s)− g2W (s)χ(s)(Hg(s)− z
)−1
χ(s)
χ(s)W (s)
)
χ1 (31)
is analytic in s and z. By Eqns. (16) and (19) this will imply the analyticity of
〈α,Wat[s, z]β〉 for all α, β ∈ F , which, by Theorem 3.12 of Chapter III in [16],
proves that Wat[s, z] is analytic in s and z.
Since χ1W (s) and W (s)χ1 are analytic the analyticity of (31) follows if we
show that
(s, z) → (Hg(s)− z
)−1
χ(s)
χ(s) (32)
is analytic. Assuming that |g| is small enough for (30) to hold, the Neumann series
(Hg − z)−1χ |Ran χ = (H0 − z)−1
∞∑
n=0
(− χgW (H0 − z)−1χ
)n∣∣
Ran χ
(33)
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converges uniformly for (s, z) ∈ U . Hence (32) will be analytic if each term of the
series (33) is analytic. By Lemma 12, W (s)(Hf +1)−1 is analytic. Hence it remains
to prove analyticity of
(Hf + 1)
(
H0(s)− z
)−1
χ(s)|Ran χ(s) .
By the definition of χ(s),
(Hf + 1)
(
H0(s)− z
)−1
χ(s)
= (Hf +1)
(
H0(s)−z
)−1(
P at(s)⊗1
)
+(Hf +1)
(
Eat(s)+Hf−z
)−1(
Pat(s)⊗χ1
)
.
The factor (Hf + 1)(Eat(s) + Hf − z)−1 in the second term on the r.h.s. can be
viewed as a composition of analytic functions. The analyticity of the first term on
the r.h.s. is derived, in a spectral representation of Hf , from Hypothesis III, and
Proposition 27 of the appendix. 
6. The renormalization transformation
The renormalization transformation is defined on a subset of L(Hred) that is pa-
rameterized by vectors of a Banach space Wξ = ⊕m,n≥0Wm,n. We begin with the
definition of this Banach space.
The Banach space W0,0 is the space of continuously differentiable functions
W0,0 := C1([0, 1])
‖w‖ := ‖w‖∞ + ‖w′‖∞
where w′(r) := ∂rw(r). For m,n ∈ N with m + n ≥ 1 and μ > 0 we set
Wm,n := L2s
(
Bm+n,
dK
|K|2+2μ ;W0,0
)
‖wm,n‖μ :=
(∫
Bm+n
‖wm,n(K)‖2 dK|K|2+2μ
)1/2
where B := {k ∈ R3 × {1, 2} : |k| ≤ 1} and
|K| :=
m+n∏
j=1
|kj | , dK :=
m+n∏
j=1
dkj .
That is, Wm,n is the space of measurable functions wm,n : Bm+n → W0,0 that
are symmetric with respect to all permutations of the m arguments from Bm and
the n arguments from Bn, respectively, such that ‖wm,n‖μ is finite.
For given ξ ∈ (0, 1) and μ > 0 we define a Banach space
Wξ :=
⊕
m,n∈N
Wm,n
‖w‖μ,ξ :=
∑
m,n≥0
ξ−(m+n)‖wm,n‖μ ,
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‖w0,0‖μ := ‖w0,0‖, as the completion of the linear space of finite sequences w =
(wm,n)m,n∈N ∈
⊕
m,n∈NWm,n with respect to the norm ‖w‖μ,ξ. The spaces Wm,n
will often be identified with the corresponding subspaces of Wξ.
Next we define a linear mapping H : Wξ → L(Hred). For finite sequences
w = (wm,n) ∈ Wξ the operator H(w) is the sum
H(w) :=
∑
m,n
Hm,n(w)
of operators Hm,n(w) onHred, defined by H0,0(w) := w0,0(Hf ), and, for m+n ≥ 1,
Hm,n(w) := Pred
(∫
Bm+n
a∗(k(m))wm,n(Hf ,K)a(k˜(n))dK
)
Pred ,
where Pred := P[0,1](Hf ), K = (k(m), k˜(n)), and
k(m) = (k1, . . . , km) ∈
(
R
3 × {1, 2})m , a∗(k(m)) =
m∏
i=1
a∗(ki) ,
k˜(n) = (k˜1, . . . , k˜n) ∈
(
R× {1, 2})n , a(k˜(n)) =
n∏
i=1
a(k˜i) .
By the continuity established in the following proposition, the mapping w → H(w)
has a unique extension to a bounded linear transformation on Wξ.
Proposition 14 ([3]).
(i) For all μ > 0, m,n ∈ N, with m + n ≥ 1, and w ∈ Wm,n,
‖Hm,n(w)‖ ≤ ‖(P⊥Ω Hf )−m/2Hm,n(w)(P⊥Ω Hf )−n/2‖ ≤
1√
mmnn
‖wm,n‖μ .
(ii) For all μ > 0 and all w ∈ Wξ
‖H(w)‖ ≤ ‖w‖μ,ξ
‖H(w)‖ ≤ ξ‖w‖μ,ξ , if w0,0 = 0 . (34)
In particular, the mapping w → H(w) is continuous.
Proof. Statement (ii) follows immediately from (i) and ξ ≤ 1. For (i) we refer
to [3], Theorem 3.1. 
Given α, β, γ ∈ R+ we define neighborhoods, B(α, β, γ) ⊂ H(Wξ) of the
operator PredHfPred ∈ L(Hred) by
B(α, β, γ) := {H(w)∣∣|w0,0(0)| ≤ α, ‖w′0,0 − 1‖∞ ≤ β, ‖w − w0,0‖μ,ξ ≤ γ
}
.
Note that w0,0(0) = 〈Ω, w0,0(Hf )Ω〉 = 〈Ω,H(w)Ω〉. The definition of B(α, β, γ) is
motivated by the following Lemma and by Theorem 16.
Lemma 15. Suppose ρ, ξ ∈ (0, 1) and μ > 0. If H(w) ∈ B(ρ/2, ρ/8, ρ/8), then
(H(w),H0,0(w)) is a Feshbach pair for χρ.
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Proof. The assumption H(w) ∈ B(ρ/2, ρ/8, ρ/8) implies, by Proposition 14, that
‖H(w)−H0,0(w)‖ ≤ ξ ρ8 .
For r ∈ [ 34ρ, 1],
|w0,0(r)| ≥ r −
∣∣(w0,0(r)− w0,0(0)
)− r∣∣− |w0,0(0)|
≥ r
(
1− sup
r
|w′0,0(r)− 1|
)
− ρ
2
≥ 3ρ
4
(
1− ρ
8
)
− ρ
2
≥ ρ
8
.
By the spectral theorem,
‖H0,0(w)−1 |`Ranχρ‖ = ‖w0,0(Hf )−1 |`Ranχρ‖ ≤ sup
r∈[ 34ρ,1]
1
|w0,0(r)| ≤
8
ρ
.
Since ‖χρ‖ ≤ 1, it follows from the estimates above that
∥∥H0,0(w)−1χρ
(
H(w)−H0,0(w)
)
χρ |`Ranχρ
∥∥ ≤ ξ < 1 .
This implies the bounded invertibility of
(
H0,0(w) + χρ
(
H(w)−H0,0(w)
)
χρ
)
|`Ranχρ
= H0,0(w)
(
1 + H0,0(w)−1χρ
(
H(w)−H0,0(w)
)
χρ
)
|`Ranχρ .
The other conditions on a Feshbach pair are now also satisfied, since H(w) −
H0,0(w) is bounded on Hred. 
The renormalization transformation we use is a composition of a Feshbach
transformation and a unitary scaling that puts the operator back on the original
Hilbert spaceHred. Unlike the renormalization transformation of Bach et al [3], our
renormalization transformation involves no analytic transformation of the spectral
parameter.
Given ρ ∈ (0, 1), let Hρ = Ranχ(Hf ≤ ρ). Let w ∈ Wξ and suppose
(H(w),H0,0(w)) is a Feshbach pair for χρ. Then
Fχρ
(
H(w),H0,0(w)
)
: Hρ → Hρ
is iso-spectral with H(w) in the sense of Theorem 7. In order to get a isospectral
operator on Hred, rather than Hρ, we use the linear isomorphism
Γρ : Hρ → H1 = Hred , Γρ := Γ(Uρ)  Hρ ,
where Uρ ∈ L(L2(R3 × {1, 2})) is defined by
(Uρf)(k) := ρ3/2f(ρk) .
Note that ΓρHfΓ∗ρ = ρHf , and hence ΓρχρΓ
∗
ρ = χ1. The renormalization transfor-
mation Rρ maps bounded operators on Hred to bounded linear operators on Hred
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and is defined on those operators H(w) for which (H(w),H0,0(w)) is a Feshbach
pair with respect to χρ. Explicitly,
Rρ
(
H(w)
)
:= ρ−1ΓρFχρ
(
H(w),H0,0(w)
)
Γ∗ρ ,
which is a bounded linear operator on Hred. In [3], Theorem 3.3, it is shown that
w → H(w) is one-to-one. Hence w ∈ Wξ is uniquely determined by the operator
H(w) and the domain ofRρ, as described above, is a well-defined subset of L(Hred).
By Lemma 15 it contains the ball B(ρ/2, ρ/8, ρ/8).
The following theorem describes conditions under which the Renormalization
transform may be iterated.
Theorem 16 (BCFS [3]). There exists a constant Cχ ≥ 1 depending only on χ, such
that the following holds. If μ > 0, ρ ∈ (0, 1), ξ = √ρ/(4Cχ), and β, γ ≤ ρ/(8Cχ),
then
Rρ − ρ−1〈 · 〉Ω : B(ρ/2, β, γ) → B(α′, β′, γ′) ,
where
α′ = Cβ
γ2
ρ
, β′ = β + Cβ
γ2
ρ
, γ′ = Cγρμγ ,
with Cβ := 32Cχ, Cγ := 128C
2
χ.
This theorem is a variant of Theorem 3.8 of [3], with additional information
from the proof of that theorem, in particular from Equations (3.104), (3.107) and
(3.109). Another difference is due to our different definition of the renormalization
transformation, i.e., without analytic deformation of the spectral parameter.
7. Renormalization preserves analyticity
This section provides one of the key tools for our method to work, Proposition 17
below, which implies that analyticity is preserved under renormalization. It is
part (a) of the following proposition that is nontrivial and not proved in the papers
of Bach et al. (see Theorem 2.5 of [3] and the remark thereafter).
Proposition 17. Let S be an open subset of Cν+1, ν ≥ 0. Suppose σ → H(wσ) ∈
L(Hred) is analytic on S, and that H(wσ) belongs to some ball B(α, β, γ) for all
σ ∈ S. Then:
(a) H0,0(wσ) is analytic on S.
(b) If for all σ ∈ S, (H(wσ),H0,0(wσ)) is a Feshbach pair for χρ, then
Fχρ(H(w
σ),H0,0(wσ)) is analytic on S.
Proof. Suppose (a) holds true. Then H0,0(wσ) and W = H(wσ) − H0,0(wσ) are
analytic function of σ ∈ S and hence so is the Feshbach map
Fχρ
(
H(wσ),H0,0(wσ)
)
= H0,0(wσ) + χρWχρ − χρWχρ
(
H0,0(wσ) + χρWχρ
)−1
χρWχρ .
This proves (b) and it remains to prove (a).
Vol. 10 (2009) Analytic Perturbation Theory and Renormalization 601
Recall from Section 6 that B = {k ∈ R3 × {1, 2} : |k| ≤ 1} and let P1 denote
the projection onto the one boson subspace of Hred, which is isomorphic to L2(B).
Then P1H(wσ)P1, like H(wσ), is analytic and
P1H(wσ)P1 = P1H0,0(wσ)P1 + P1H1,1(wσ)P1
= Dσ + Kσ , (35)
where Dσ denotes multiplication with wσ0,0 and Kσ is the Hilbert Schmidt operator
with kernel
Mσ(k, k˜) = wσ1,1(0, k, k˜) .
Our strategy is to show first that Kσ and hence P1H0,0(wσ)P1 = P1H(wσ)P1−Kσ
is analytic. Then we show that H0,0(wσ) is an analytic operator on Hred.
Step 1: Kσ is analytic.
For each n ∈ N let {Q(n)i }i be a collection of n measurable subsets of B such
that
B =
n⋃
i=1
Q
(n)
i , Q
(n)
i ∩Q(n)j = ∅ , i 
= j , (36)
and
|Q(n)i | ≤
const
n
. (37)
Let χ(n)i denote the operator on L
2(B) of multiplication with χ
Q
(n)
i
. Then for i 
= j,
χ
(n)
i Dσχ
(n)
j = 0 because χ
(n)
i and χ
(n)
j have disjoint support and commute with
Dσ. Together with (35) this implies that
χ
(n)
i Kσχ
(n)
j = χ
(n)
i P1H(w
σ)P1χ
(n)
j , for i 
= j .
Since the right hand side is analytic, so is the left hand side and hence
K(n)σ =
∑
i	=j
χ
(n)
i Kσχ
(n)
j
is analytic. It follows that σ → 〈ϕ,K(n)σ ψ〉 is analytic for all ϕ,ψ in L2(B). Now
let ϕ,ψ ∈ C(B). Then
∣∣∣〈ϕ,K(n)σ ψ〉 − 〈ϕ,Kσψ〉
∣∣∣
=
∣∣∣∣∣
∫
B×B
ϕ(x)ψ(y)Mσ(x, y)
n∑
i=1
χ
(n)
i (x)χ
(n)
i (y)dxdy
∣∣∣∣∣
≤ ‖ϕ‖∞‖ψ‖∞‖Kσ‖HS
(
n∑
i=1
|Q(n)i |2
)1/2
−→ 0 , (n →∞) ,
uniformly in σ, because the Hilbert Schmidt norm ‖Kσ‖HS is bounded uniformly
in σ (in fact, it is bounded by γ). This proves that 〈ϕ,Kσψ〉 is analytic for all
ϕ,ψ ∈ C(B). Since C(B) is dense in L2(B), an other approximate argument using
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supσ ‖Kσ‖ < ∞ shows that 〈ϕ,Kσψ〉 is analytic for all ϕ,ψ ∈ L2(B). Therefore
σ → Kσ is analytic [16].
Step 2: For each k ∈ B, wσ0,0(|k|) is an analytic function of σ.
For each n ∈ N let fk,n ∈ L2(B) denote a multiple of the characteristic
function of B1/n(k) ∩ B with ‖fn,k‖ = 1. By the continuity of wσ0,0(|k|) as a
function of k
wσ0,0(|k|) = lim
n→∞
∫
B
|fk,n(x)|2wσ0,0(|x|)dx (38)
= lim
n→∞
〈
a∗(fk,n)Ω,H0,0(wσ)a∗(fk,n)Ω
〉
.
Since a∗(fk,n)Ω ∈ P1Hred the expression 〈· · · 〉, before taking the limit, is an an-
alytic function of σ. By assumption on wσ0,0, this function is Lipschitz continuous
with respect to |k| uniformly in σ. Therefore the convergence in (38) is uniform
in σ and hence wσ0,0(|k|) is analytic by the Weierstrass approximation theorem
from complex analysis.
Step 3: H0,0(wσ) = wσ0,0(Hf ) is analytic.
By the spectral theorem
〈
ϕ,wσ0,0(HfPred)ϕ
〉
=
∫
[0,1]
wσ0,0(λ)dμϕ(λ) .
By an application of Lebesgue’s dominated convergence theorem, using supσ ‖wσ0,0‖
< ∞, we see that the right hand side, we call it ϕ(σ), it is a continuous function
of σ. Therefore ∫
Γ
ϕ(σ)dσ =
∫
[0,1]
(∫
Γ
wσ0,0(λ)dσ
)
dμϕ(λ)
for all closed loops Γ : t → σ(t) in S, with σj constant for all but one j ∈
{1, . . . , ν + 1}. The analyticity of σ → ϕ(σ) now follows from the analyticity of
wσ0,0(λ) and the theorems of Cauchy and Morera. By polarization, w
σ
0,0(HfPred) is
weakly analytic and hence analytic. 
8. Iterating the renormalization transform
In Section 5 we have reduced, for small |g|, the problem of finding an eigenvalue
of Hg(s) in the neighborhood U0(s) := {z ∈ C|(s, z) ∈ U} of Eat(s) to finding
z ∈ C such that H(0)[s, z] has a non-trivial kernel. We now use the renormalization
map to define a sequence H(n)[s, z] := RnH(0)[s, z] of operators on Hred, which,
by Theorem 7, are isospectral in the sense that KerH(n+1)[s, z] is isomorphic to
KerH(n)[s, z]. The main purpose of the present section is to show that the operators
H(n)[s, z] are well-defined for all z from non-empty, but shrinking sets Un(s) ↘
{z∞(s)}, (n → ∞). In the next section it will turn out that H(n)[s, z∞(s)] has a
non-trivial kernel and hence that z∞(s) is an eigenvalue of Hg(s). The construction
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of the sets Un(s) is based on Theorems 13 and 23, but not on the explicit form
of H(0)[s, z] as given by (18). Moreover, this construction is pointwise in s and g,
all estimates being uniform in s ∈ V and |g| < g0 for some g0 > 0. We therefore
drop these parameters from our notations and we now explain the construction of
H(n)[z] making only the following assumption:
(A) U0 is an open subset of C and for every z ∈ U0,
H(0)[z] ∈ B(∞, ρ/8, ρ/8) .
The polydisc B(∞, ρ/8, ρ/8) ⊂ H(Wξ) is defined in terms of ξ := √ρ/(4Cχ)
and μ > 0, where ρ ∈ (0, 1) and Cχ is given by Theorem 16.
By Lemma 15, we may define H(1)[z], . . . , H(N)[z], recursively by
H(n)[z] := Rρ
(
H(n−1)[z]
)
(39)
provided that H(0)[z], . . . , H(N−1)[z] belong to B(ρ/2, ρ/8, ρ/8). Theorem 16 gives
us sufficient conditions for this to occur: by iterating the map (β, γ) → (β′, γ′)
starting with (β0, γ0), we find the conditions
γn := (Cγρμ)
n
γ0 ≤ ρ/(8Cχ) (40)
βn := β0 +
(
Cβ
ρ
n−1∑
k=0
(Cγρμ)2k
)
γ20 ≤ ρ/(8Cχ) , (41)
for n = 0, . . . , N − 1. They are obviously satisfied for all n ∈ N if Cγρμ < 1 and if
β0, γ0 are sufficiently small. Let this be the case and let
E(n)(z) :=
〈
Ω,H(n)[z]Ω
〉
.
Then it remains to make sure that |E(n)(z)| ≤ ρ/2 for n = 0, . . . , N − 1. This is
achieved by adjusting the admissible values of z step by step. We define recursively,
for all n ≥ 1,
Un :=
{
z ∈ Un−1 : |E(n−1)(z)| ≤ ρ/2
}
. (42)
If z ∈ UN , H(0)(z) ∈ B(∞, β0, γ0), and ρ, β0, γ0 are small enough, as explained
above, then the operators H(n)(z) for n = 1, . . . , N are well defined by (39). In
addition we know from Theorem 16 that H(n)(z) ∈ B(∞, βn, γn), and that
∣∣∣∣E
(n)(z)− E
(n−1)(z)
ρ
∣∣∣∣ ≤
Cβ
ρ
γ2n−1 =: αn . (43)
This latter information will be used in the proof of Lemma 19 to show that the
sets Un are not empty. We summarize:
Lemma 18. Suppose that (A) holds with ρ ∈ (0, 1) so small, that Cγρμ < 1. Suppose
β0, γ0 ≤ ρ/(8Cχ) and, in addition,
β0 +
Cβ/ρ
1− (Cγρμ)2 γ
2
0 ≤
ρ
8Cχ
. (44)
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If H(0)[z] ∈ B(∞, β0, γ0) for all z ∈ U0, then H(n)[z] is well defined for z ∈ Un,
and
H(n)[z]− 1
ρ
E(n−1)(z) ∈ B(αn, βn, γn) , for n ≥ 1 (45)
with αn, βn, and γn as in (40), (41), and (43).
The next lemma establishes conditions under which the set U0 and Un are
non-empty. We introduce the discs
Dr := {z ∈ C||z| ≤ r}
and note that Un = E(n−1)
−1
(Dρ/2).
Lemma 19. Suppose that (A) holds with U0  Eat and ρ ∈ (0, 4/5) so small that
Cγρ
μ < 1 and B(Eat, ρ) ⊂ U0. Suppose that α0 < ρ/2, β0, γ0 ≤ ρ/(8Cχ) and that
(44) hold. If z → H(0)[z] ∈ L(Hat) is analytic in U0 and H(0)[z] − (Eat − z) ∈
B(α0, β0, γ0) for all z ∈ U0, then the following is true.
(a) For n ≥ 0, E(n) : Un → C is analytic in U◦n and a conformal map from Un+1
onto Dρ/2. In particular, E(n) has a unique zero, zn, in Un. Moreover,
B(Eat, ρ) ⊃ U1 ⊃ U2 ⊃ U3 ⊃ · · · .
(b) The limit z∞ := limn→∞ zn exists and for  := 1/2− ρ/2− α1 > 0,
|zn − z∞| ≤ ρn exp
(
1
2ρ2
∞∑
k=0
αk
)
.
Remark. We call a function f : A → B conformal if it is the restriction of an
analytic bijection f : U → V between open sets U ⊃ A and V ⊃ B, and f(A) = B.
Proof. Since H(0) is analytic on U0, it follows, by Theorem 17, that H(n) is analytic
on U◦n for all n ∈ N. In particular E(n) is analytic on U◦n. To begin with we prove:
(I′1) U1 ⊂ B(Eat, ρ) and E(0) : U1 → Dρ/2 conformally .
By assumption on H(0)(z),
|E(0)(z)− (Eat − z)| ≤ α0 , ∀z ∈ U0 . (46)
Hence, if z ∈ E(0)−1(D◦ρ/2+) then
|Eat − z| ≤ α0 + ρ/2 +  < ρ ,
provided  > 0 is chosen sufficiently small. This proves that U1 ⊂ E(0)−1(D◦ρ/2+) ⊂
B(Eat, ρ). Since E(0) is continuous, it follows that E(0)
−1
(D◦ρ/2+) is open in C. If
E(0) : E(0)
−1
(D◦ρ/2+)→ D◦ρ/2+ is a bijection , (47)
then it is conformal on U1. So it suffices to prove (47). To this end we use Rouche’s
theorem. Let w ∈ D◦ρ/2+. Then Eat − z − w has exactly one zero z ∈ B(Eat, ρ)
and for all z ∈ ∂B(Eat, ρ),
|Eat − z − w| ≥ ρ− |w| ≥ ρ/2 > α0 .
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Since, by (46),
∣∣(E(0)(z)− w)− (Eat − z − w)
∣∣ ≤ α0 ,
for all z ∈ B(Eat, ρ), it follows that E(0)(z)−w, like (Eat− z−w) has exactly one
zero z ∈ B(Eat, ρ). This proves (47) because E(0)−1(D◦ρ/2+) ⊂ B(Eat, ρ).
Next we prove, by induction in n, that
(In) E(n−1) : Un → Dρ/2 conformally .
For n = 1, this follows from I ′1. Suppose In, holds. First note that αn ≤ α1 =
(Cβ/ρ)γ20 , Ineq. (44), Cχ ≥ 1, and ρ < 4/5 imply
αn + ρ/2 < 1/2 . (48)
Thus we can choose a positive  such that
αn + ρ/2 + 2 < 1/2 . (49)
We define D◦+ := D
◦
ρ/2+ and D
◦
− := D
◦
ρ/2−ρ, so that D
◦
− ⊂ Dρ/2 ⊂ D◦+. We claim
that
E(n)
−1
(D◦+) ⊂ E(n−1)
−1
(D◦−) (50)
and that
E(n) : E(n)
−1
(D◦+)→ (D◦+) is a bijection . (51)
Suppose (50) and (51) hold. Then by (50) and the induction Hypothesis In,
E(n)
−1
(D◦+) ⊂ U◦n. Since E(n) is continuous on U◦n, it follows that E(n)
−1
(D◦+) is
open. Since E(n) is analytic, (51) implies In+1. It remains to prove (50) and (51).
(50) follows from (45) and (49): if |E(n)(z)| < ρ/2 +  and |E(n)(z) − ρ−1
E(n−1)(z)| ≤ αn, then |E(n−1)(z)| < ρ/2− ρ.
To prove (51) we use Rouche’s Theorem. Let w ∈ D◦+. Then, by (49), ρw ∈
D◦− and the induction Hypothesis In implies that E
(n−1)(z)− ρw has exactly one
zero z ∈ E(n−1)−1(D◦−). On the other hand, by (49),
∣∣ρ−1
(
E(n−1)(z)− ρw)∣∣ ≥ ρ−1|E(n−1)(z)| > αn , ∀z ∈ ∂
(
E(n−1)
−1
(D◦−)
)
.
Since, by (45),
∣∣(E(n)(z)− w)− ρ−1(E(n−1)(z)− ρw)∣∣ ≤ αn , ∀z ∈ Un ,
it follows that E(n)(z)−w, like E(n−1)(z)−ρw, has exactly one zero z ∈ E(n−1)−1
(D◦−). Therefore, (51) follows from (50).
(b) By (a), Uk+1 contains zk and all subsequent terms of the sequence (zn)∞n=1.
Thus, to prove that (zn)∞n=1 converges, it suffices to show that the diameter of Un
tends to zero as n tends to infinity. To this end, let F (k) denote the inverse of the
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function E(k) : Uk+1 → Dρ/2. Then
diam(Un+1) = diam
(
F (n)(Dρ/2)
)
= diam
(
E(at) ◦ F (0) ◦ E(0) · · · ◦ F (n−1) ◦ E(n−1) ◦ F (n)(Dρ/2)
)
,
(52)
where we used that z → E(at)(z) := Eat − z is an isometry. We want to estimate
(52) from above. Let k ≥ 1. For all z ∈ Dρ/2, by (45),
∣∣ρz − E(k−1)(F (k)(z))∣∣ ≤ ραk , (53)
and hence |E(k−1) ◦ F (k)(z)| ≤ ραk + ρ2/2 ≤ ρ/2− ρ, where  := 1/2− ρ/2− α1
is positive by (48). This shows that E(k−1) ◦ F (k) maps Dρ/2 into Dρ/2−ρ. By
Cauchy’s integral formula and by (53),
∣∣∂z
(
E(k−1) ◦ F (k)(z)− ρz)∣∣ =
∣∣∣∣∣
1
2πi
∫
∂Dρ/2
E(k−1) ◦ F (k)(w)− ρw
(z − w)2 dw
∣∣∣∣∣ (54)
≤ αk/(22) , for z ∈ Dρ/2−ρ .
It follows that |(E(k−1) ◦ F (k))′(z)| = ρ + αk/(22) for z ∈ Dρ/2−ρ. A similar
estimate yields |(E(at) ◦ F (0))′(z)| ≤ 1 + α0/(2ρ2) for z ∈ Dρ/2−ρ. Using these
estimates and (52) we obtain
diam(Un+1) ≤
(
1 + α0/(2ρ2)
)
diam
(
E(0) ◦ F (1) ◦ · · · ◦ F (n−1)(Dρ/2−ρ)
)
≤ ρn−1
n−1∏
k=0
(
1 + αk/(2ρ2)
)
diamDρ/2−ρ
≤ ρn exp
( ∞∑
k=0
αk/(2ρ2)
)
,
where we used that 1 + x ≤ exp(x) in the last inequality. This proves (b). 
The following results will allow us to show that z∞(s) = inf σ(H(s)), if s ∈ R.
Corollary 20. Suppose the assumptions of Lemma 19 hold, Eat ∈ R, and H(0)(z)∗ =
H(0)(z) for all z ∈ B(Eat, ρ). Then for all n ≥ 0, Un+1 ∩ R is an interval and
∂xE
(n)(x) < 0 on Un+1 ∩ R.
Proof. Using an induction argument and the definition of the renormalization
transformation one sees that H(n)(z)∗ = H(n)(z) for z ∈ Un. In particular,
E(n)(z) = E(n)(z) for all z ∈ Un .
This together with E(n) : Un+1 → Dρ/2 being a homeomorphism, c.f. Lemma 19,
implies that
[an+1, bn+1] := (E(n))−1[−ρ/2, ρ/2] = Un+1 ∩ R
is indeed an interval. Moreover, by Lemma 19,
Eat − ρ < a1 < a2 < · · · ≤ z∞ .
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We prove by induction that for all n ∈ N,
∂xE
(n)(x) < 0 on [an+1, bn+1] . (55)
We begin with n = 0. By assumption on H(0)[z], |E(0)(z)− (Eat − z)| ≤ α0
for z ∈ U0. For z = Eat − ρ, which belongs to U0 by choice of ρ, we obtain
|E(0)(Eat − ρ)− ρ| ≤ α0 < 12ρ ,
by assumption on α0. This proves that E(0)(Eat− ρ) > ρ/2. Since |E(0)(x)| ≥ ρ/2
for x ∈ [Eat − ρ, a1] the function E(0) must be positive on this interval. On the
other hand it is a diffeomorphism from [a1, b1] onto [−ρ/2, ρ/2] by Lemma 19. It
follows that ∂xE(0)(x) < 0 for x ∈ [a1, b1].
To prove (55) for n ≥ 1 suppose that
∂xE
(n−1)(x) < 0 on [an, bn] . (56)
Let F (n) be the inverse of E(n) : Un+1 → Dρ/2. Setting z = 0 in (54) we obtain
∣∣∂x
(
E(n−1) ◦ F (n)(x)− ρx)∣∣
x=0
∣∣ ≤ ρ
2
ραn
(ρ/2)2
≤ 2α1 < ρ .
This shows that
0 <
(
E(n−1) ◦ F (n))′(0)
=
(
∂xE
(n−1))(F (n)(0)
) 1
(∂xE(n))(F (n)(0))
.
Hence (∂xE(n))(F (n)(0)) has the same sign as (∂xE(n−1))(F (n)(0)), which is neg-
ative by induction hypothesis (56). Since E(n) : [an+1, bn+1] → [−ρ/2, ρ/2] is a
diffeomorphism, ∂xE(n)(x) < 0 for all x ∈ [an+1, bn+1]. 
Proposition 21. Suppose the assumptions of Lemma 19 are satisfied, Eat is real
and H(0)[z]∗ = H(0)[z] for z ∈ B(Eat, ρ). Then, there exists an a < z∞ such that
H(0)[x] has a bounded inverse for x ∈ (a, z∞).
Proof. Let [an, bn] = Un ∩ R, c.f. Corollary 20. Then, by Lemma 19, a1 < a2 <
a3 < · · · < z∞ and limn→∞ an = z∞. We show that H(n)[x] is bounded invertible
for x ∈ [an, an+1). By a repeated application of the Feshbach property, Theo-
rem 7 (i), it will follow that H(n−1)[x], . . . , H(0)[x] are also bounded invertible for
x ∈ [an, an+1).
Let x ∈ [an, an+1). Then both H(n)[x] and H(n)0,0 [x] are self-adjoint and,
by (34) and (45),
H(n)[x] = H(n)0,0 [x] +
(
H(n)[x]−H(n)0,0 [x]
) ≥ E(n)(x)− ξγn , (57)
where we have used that H(n)0,0 [x] ≥ E(n)(x), which follows from βn < 1. Since the
function E(n) is decreasing on [an+1, bn+1] with a zero in this interval, we know
that E(n)(an+1) > 0. On the other hand, by construction of Un, |E(n)| ≥ ρ/2 on
[an, an+1). Therefore (57) implies that H(n)[x] ≥ (ρ/2− ξγn) > (ρ/2− ξρ/8) > 0,
which proves that H(n)[x] is bounded invertible. 
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9. Construction of the eigenvector
Next we show that zero is an eigenvalue of H(0)[z∞]. In fact, we will show that
zero is an eigenvalue of H(n)[z∞] for every n ∈ N. To this end we define
Qn[z] := χρ − χρ
(
H
(n)
χρ
[z]
)−1
χρW
(n)[z]χρ , for z ∈ Un ,
where W (n) = H(n) −H(n)0,0 . By the definition of H(n)[z] and by Lemma 8 (c),
H(n−1)[z]Qn−1[z]Γ∗ρ =
(
ρΓ∗ρχ1
)
H(n)[z] (58)
and moreover, if H(n)[z]ϕ = 0 and ϕ 
= 0 then Qn−1[z]Γ∗ρϕ 
= 0 by Theorem 7.
Thus if 0 is an eigenvalue of H(n)[z], then it is an eigenvalue of H(n−1)[z] as well,
and the operator Qn−1[z]Γ∗ρ maps the corresponding eigenvectors of H
(n)[z] to
eigenvectors of H(n−1)[z].
Theorem 22. Suppose the assumptions of Lemma 19 hold. Then the limit
ϕ(0) = lim
n→∞Q0[z∞]Γ
∗
ρQ1[z∞] . . .Γ
∗
ρQn[z∞]Ω
exists, ϕ(0) 
= 0 and H(0)[z∞]ϕ(0) = 0. Moreover,
∥∥∥ϕ(0) −Q0[z∞]Γ∗ρQ1[z∞] . . .Γ∗ρQn[z∞]Ω
∥∥∥ ≤ C
∞∑
l=n+1
γl ,
where C = C(ρ, ξ, γ0).
Remark. By Theorem 22 and by Proposition 10 (ii), Qχ(ϕat ⊗ ϕ(0)) is an eigen-
vector of Hg with eigenvalue z∞.
Proof. For k, l ∈ N with k ≤ l we define ϕk,l ∈ Hred by
ϕk,l :=
(
Qk[z∞]Γ∗ρ
)(
Qk+1[z∞]Γ∗ρ
) · . . . · (Ql−1[z∞]Γ∗ρ
)
Ql[z∞]Ω ,
and we set ϕk,k−1 := Ω.
Step 1: There is a constant C <∞ depending on ξ, ρ and ∑n γn such that, for all
k, l ∈ N with k ≤ l
‖ϕk,l − ϕk,l−1‖ ≤ Cγl .
By definition of ϕk,l and since Ω = Γ∗ρχρΩ
ϕk,l − ϕk,l−1 =
l−1∏
n=k
(
Qn[z∞]Γ∗ρ
)(
Ql[z∞]− χρ
)
Ω ,
where the empty product in the case k = l is to interpret as the identity operator.
Since on Un, ‖QnΓ∗ρ‖ = ‖Qn‖ ≤ ‖Qn − χρ‖+ 1 ≤ exp ‖Qn − χρ‖ it follows that
‖ϕk,l − ϕk,l−1‖ ≤ exp
(
l−1∑
n=k
‖Qn[z∞]− χρ‖
)
‖Ql[z∞]− χρ‖ , (59)
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and hence it remains to estimate ‖Qn[z∞]− χρ‖. By definition of Qn, on Un,
Qn − χρ = −χρ
(
H
(n)
χρ
)−1
χρ
(
H(n) −H(n)0,0
)
χρ (60)
and by estimates in the proof of Lemma 15,
∥∥(H(n)χρ
)−1
χρ
∥∥ ≤ 8
ρ
1
1− ξ , ‖H
(n) −H(n)0,0 ‖ ≤ ξγn . (61)
Equation (60), combined with the estimates (59), and (61) prove Step 1 with
C :=
8
ρ
ξ
1− ξ exp
⎛
⎝8
ρ
ξ
1− ξ
∑
n≥0
γn
⎞
⎠ .
Step 2: For all k ∈ N, the limit
ϕk,∞ := lim
n→∞ϕk,n
exists, the convergence being uniform in s, and ϕk,∞ 
= 0 for k sufficiently large.
Summing up the estimates from Step 1 for all l with l ≥ n + 1 we arrive at
‖ϕk,∞ − ϕk,n‖ ≤ C
∞∑
l=n+1
γl → 0 , n →∞ ,
uniformly in s. Specializing this inequality to n = k−1 so that ϕk,n = ϕk,k−1 = Ω,
we see that ‖ϕk,∞ − Ω‖ < 1 = ‖Ω‖ and hence ϕk,∞ 
= 0 for sufficiently large k.
Step 3: For all k ∈ N,
H(k)[z∞]ϕk,∞[z∞] = 0 , and ϕk,∞[z∞] 
= 0 .
Since H(k)[z∞] is a bounded operator and by (58),
H(k)[z∞]ϕk,∞ = lim
n→∞H
(k)[z∞]ϕk,n
= lim
n→∞
(
ρΓ∗ρχ1
)n−k+1
H(n+1)[z∞]Ω . (62)
Using H(n+1)[z∞]Ω = E(n+1)(z∞)Ω + (H(n+1)[z∞]−H(n+1)0,0 [z∞])Ω and
|E(n+1)(z∞)| ≤ ρ2 , ‖H
(n+1)[z∞]−H(n+1)0,0 [z∞]‖ ≤ γn ≤ γ0 ,
we see that the limit (62) vanishes because limn→∞ ρn = 0.
From ϕk−1,n = (Qk−1[z∞]Γ∗ρ)ϕk,n, the boundedness of the operator Qk, and
from Step 2 it follows that,
ϕk−1,∞ =
(
Qk−1[z∞]Γ∗ρ
)
ϕk,∞ .
Since ϕk,∞ belongs to the kernel of H(k)[z∞], as we have just seen, it follows from
Theorem 7 that ϕk−1,∞ 
= 0 whenever ϕk,∞ 
= 0. Iterating this argument starting
with k so large that, by Step 2, ϕk,∞ 
= 0, we conclude that ϕk,∞ 
= 0 for all
k ∈ N. 
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10. Analyticity of eigenvalues and eigenvectors
This section is devoted to the proof of Theorem 1. It is essential for this proof,
that a neighborhoods V0 ⊂ V of s0 and a bound g1 on g can be determined in
such a way that the renormalization analysis of Sections 8 and 9, and in particular
the choices of ρ and ξ are independent of s ∈ V0 and g < g1. Once V0 and g
are found, the assertions of Theorem 1 are derived from Proposition 17 and the
uniform bounds of Sections 8 and 9.
Proof of Theorem 1. Let μ > 0 and U ⊂ Cν+1 be given by Hypothesis I and
Hypothesis III, respectively. For the renormalization procedure to work, we first
choose ρ ∈ (0, 4/5) and a open neighborhood V0 ⊂ V of s0, both small enough, so
that Cγρμ < 1 and
B
(
Eat(s), ρ
) ⊂ {z|(s, z) ∈ U} , if s ∈ V0 . (63)
This is possible since s → Eat(s) is continuous. Let ξ = √ρ/(4Cχ). Next we pick
small positive constants α0, β0, and γ0 such that
α0 <
ρ
2
, β0 ≤ ρ8Cχ , γ0 ≤
ρ
8Cχ
, (64)
and in addition
β0 +
Cβ/ρ
1− (Cχρμ)2 γ
2
0 ≤
ρ
8Cχ
. (65)
By Theorems 13 and 23, there exists a g1 > 0 such that for |g| ≤ g1
H(0)g [s, z]−
(
Eat(s)− z
) ∈ B(α0, β0, γ0) , for (s, z) ∈ U ,
where H(0)g [s, z] is analytic on U . We define
U0 := U
Un :=
{
(s, z) ∈ Un−1 : |En−1(s, z)| ≤ ρ/8
}
,
and
Un(s) :=
{
z|(s, z) ∈ Un
}
, n ∈ N .
Then, by (64), (65), and (63) the assumptions of Lemma 19 are satisfied for s ∈ V0
and U0 = U0(s). It follows that, for all n ∈ N, H(n)[s, z] = RnH(0)[s, z] is well-
defined for (s, z) ∈ Un, and that Un(s) 
= ∅. By Proposition 17, H(n)[s, z] is analytic
in U◦n.
Step 1: z∞(s) = limn→∞ zn(s) exists and is analytic on V0.
Since H(n)[s, z] is analytic on U◦n, so is E(n)(s, z). Let zn(s) denote the unique
zero of the function z → En(s, z) on Un(s) as determined by Lemma 19. That is,
E(n)
(
s, zn(s)
)
= 0 .
By the implicit function theorem zn(s) is analytic in s. The application of the im-
plicit function theorem is justified since z → E(n)(s, z) is bijective in a neighbor-
hood of zn(s), and thus in this neighborhood ∂zE(n)(s, z) 
= 0. By Lemma 19 (b),
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zn(s) converges to z∞(s) uniformly in s ∈ V0. This implies the analyticity of z∞(s)
on V0, by the Weierstrass approximation theorem of complex analysis.
Step 2: For s ∈ V0, there exists an eigenvector ψ(s) of H(s) with eigenvalue z∞(s),
such that ψ(s) depends analytically on s.
Since H(n)[s, z] is analytic on U◦n, it follows, by Proposition 17, that
Qn[s, z] = χρ(s)− χρ(s)H(n)χρ [s, z]
−1
χρ(s)W
(n)[s, z]χρ(s)
is analytic on U◦n, where W (n) := H(n)−H(n)0,0 . Hence, by Step 1, s → Qn[s, z∞(s)]
is analytic on V0. It follows that
ϕ0,n(s) := Q0
[
s, z∞(s)
]
Γ∗ρQ1
[
s, z∞(s)
]
. . .Γ∗ρQn
[
s, z∞(s)
]
Ω
is analytic on V0. From Theorem 22 we know that these vectors converge uniformly
on V0 to a vector ϕ(0)(s) 
= 0 and that H(0)[s, z∞(s)]ϕ(0)(s) = 0. Hence ϕ(0)(s) is
analytic on V0 and, by the Feshbach property (Proposition 10 (ii)), the vector
ψ(s) = Qχ
[
s, z∞(s)
](
ϕat(s)⊗ ϕ(0)(s)
)
is an eigenvector of H(s) with eigenvalue with z∞(s). Since ϕat is analytic on V0
we conclude that ψ is analytic on V0 as well.
Step 3: For s ∈ V0 ∩ Rν , z∞(s) = infσ(H(s)).
Let s ∈ V0 ∩ Rν . Then H(s) is self-adjoint and its spectrum is a half line
[E(s),∞). By Step 2, z∞(s) ≥ E(s). We use Proposition 21 to show that z∞(s) >
E(s) is impossible. Clearly Eat(s) ∈ R, and H(0)[s, z]∗ = H(0)[s, z] for z ∈
B(Eat(s), ρ) is a direct consequence of the definition of H(0) and the self-adjointness
of H(s). Hence there exists a number a(s) < z∞(s) such that H(0)[s, x] has a
bounded inverse for all x ∈ (a(s), z∞(s)). It follows, by Theorem 7, that (a(s),
z∞(s)) ∩ σ(H(s)) = ∅. Therefore z∞(s) = E(s). 
Appendix A. Neighborhood of effective Hamiltonians
The purpose of this section is to prove the following theorem.
Theorem 23. Let Hypotheses I, II, and III hold for some μ > 0 and U ⊂ C × C.
For every ξ ∈ (0, 1) and every triple of positive constants α0, β0, γ0, there exists
a positive constant g1 such that for all g ∈ [0, g1) and all (s, z) ∈ U , (Hg(s) −
z,H0(s)− z) is a Feshbach pair for χ(s), and
H(0)g [s, z]−
(
Eat(s)− z
) ∈ B(α0, β0, γ0) . (66)
By Theorem 13 we know that we can choose g sufficiently small such that the
Feshbach property is satisfied. To prove (66) we explicitly compute the sequence
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of kernels w = (wm,n) ∈ Wξ such that H(0)g [s, z] = H(w). To this end we recall
that, by (18) and (19),
H(0)g [s, z] = (Eat − z) + Hf +
〈
χ1
(
gW − gWχ(Hg − z)−1χ χgW
)
χ1
〉
at
, (67)
and we expand the resolvent (Hg − z)−1χ in a Neumann series. We find that
〈
χ1
(
gW − gWχ(Hg − z)−1χ χgW
)
χ1
〉
at
=
∞∑
L=1
(−1)L−1gL〈χ1(WF )L−1Wχ1
〉
at
,
where F = χ(H0 − z)−1χ is a function of Hf , that is, F = F (Hf ) with
F (r) :=
χ2(s, r)
Hat(s)− z + r , (68)
and χ(s, r) = P at(s)⊗ 1+Pat(s)⊗χ1(r). Since W = a(G) + a∗(G), the Lth term
in this series is a sum of 2L terms. We label them by L-tuples σ = (σ1, σ2, . . . , σL),
with σi ∈ {−,+}, and we set a+(G) := a∗(G), a−(G) := a(G). With these nota-
tions
〈
χ1(WF )L−1Wχ1
〉
at
=
∑
σ∈{−,+}L
〈
χ1
L−1∏
j=1
{
aσj (G)F (Hf )
}
aσL(G)χ1
〉
at
. (69)
Next we use a variant of Wick’s theorem (see [6]) to expand each term of the
sum (69) in a sum of normal ordered terms. Explicitly, this means that in each
term of (69) the pull through formulas
f(Hf )a∗(k) = a∗(k)f(Hf + |k|) , a(k)f(Hf ) = f(Hf + |k|)a(k) ,
and the canonical commutation relations are used to move all creation operators
to the very left, and all annihilation operators to the right of all other operators.
To write down the result we introduce the multi-indices
m, p, n, q := (m1, p1, n1, q1, . . . ,mL, pL, nL, qL) ∈ {0, 1}4L ,
which run over the sets IL := {m, p, n, q ∈ {0, 1}4L|ml + pl + nl + ql = 1}. The
numbers ml, pl, nl, ql may be thought of as flags that indicate the position of the
operator aσl(k) in a given normal-ordered term: ml = 1 (nl = 1) if it is a non-
contracted creation (annihilation) operator, pl = 1 (ql = 1) if it is a contracted
creation (annihilation) operator. We obtain
〈
χ1(WF )L−1Wχ1
〉
at
(70)
=
∑
m,p,n,q∈IL
∫
dkmdk˜n
{
L∏
l=1
a∗(kml)
ml
}
Vm,p,n,q(Hf , km, k˜n)
{
L∏
l=1
a(k˜nl)
nl
}
,
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with
Vm,p,n,q(r, km, k˜n) = χ1
(
r + r0(m,n)
)
×
〈{
L−1∏
l=1
G(kml)
mlG∗(k˜nl)
nla∗(G)pla(G)qlF
(
Hf + r + rl(m,n)
)
}
×G(kmL)mLG∗(k˜nL)nLa∗(G)pLa(G)ql
〉
at,Ω
χ1
(
r + rL(m,n)
)
, (71)
where 〈A〉at,Ω := (Ω, 〈A〉atΩ), Ω ∈ F being the vacuum vector. Moreover
km := (m1k1, . . . ,mLkL) , dk˜m :=
L∏
l=1,ml=1
dkl
k˜n := (n1k˜1, . . . , nLk˜L) , dk˜n :=
L∏
l=1,nl=1
dk˜l
and
rl(m,n) =
∑
i≤l
ml=1
|ki|+
∑
i≥l+1
nl=1
|k˜i| .
Upon summing (70) for L = 1 through ∞ we collect all terms with equal num-
bers M = |m| := ∑Ll=1 ml and N = |n| :=
∑L
l=1 nl of creation and annihila-
tion operators, respectively. To this end we need to relabel the integration vari-
ables. That is, we distribute the M + N variables k1, . . . , kM ∈ R3 × {1, 2} and
k˜1, . . . , k˜N ∈ R3 × {1, 2} into the M +N arguments of Vm,p,n,q(r, · , · ) designated
by ml = 1 and nl = 1. Explicitly this is done by
σm(k1, . . . , kM ) = (m1km(1), . . . ,mLkm(L)) , m(l) =
l∑
j=1
mj .
We obtain
∑
L≥1
(−1)L−1gL〈χ1(WF )L−1Wχ1
〉
at
=
∑
M+N≥1
∫
BM+N
a∗(k(M))wˆM,N (Hf ,K)a(k˜(N)) dK
where
wˆM,N (r,K)
=
∑
L≥M+N
(−1)L−1gL
∑
m,p,n,q∈IL
|m|=M,|n|=N
Vm,p,n,q
(
r, σm(k(M)), σn(k˜(N))
)
(72)
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and K = (k(M), k˜(N)). Hence H(0)g = H(w) with
w0,0(r) = Eat − z + r +
∑
L≥1
(−1)L−1gL
∑
p,q∈{0,1}2L
pl+ql=1
V0,p,0,q(r) , (73)
and wM,N (r,K) given by the symmetrisation of wˆM,N (r,K) with respect to
k1, . . . , kM ∈ R3 and k˜1, . . . , k˜N ∈ R3, respectively.
It remains to show that H(w) − (Eat − z) belongs to the ball B(α0, β0, γ0)
for g sufficiently small. To this end we need the following estimates on the operator-
valued function (68) and on its derivative,
F ′(r) = − χ
2(s, r)
(Hat(s)− z + r)2 +
Pat(s)⊗ 2χ1(s, r)∂rχ1(s, r)
Hat(s)− z + r . (74)
Lemma 24. Let Hypothesis I and III hold for some μ > 0 and U . Then
C0 := sup
(s,z)∈U
sup
r≥0
‖(Hf + 1)F (Hf + r)‖ < ∞
C1 := sup
(s,z)∈U
sup
r≥0
‖(Hf + 1)F ′(Hf + r)‖ < ∞ ,
for F given by (68).
Proof. To show that C0 is finite we estimate
sup
r≥0
∥∥∥∥(Hf + 1)
χ2(s,Hf + r)
Hat(s)− z + Hf + r
∥∥∥∥
= sup
r,q≥0
∥∥∥∥(q + 1)
P at(s)⊗ 1 + Pat(s)⊗ χ21(r + q)
Hat(s)− z + q + r
∥∥∥∥
≤ sup
r,q≥0
∥∥∥∥(q + 1)
P at(s)
Hat(s)− z + q + r
∥∥∥∥
+ sup
r,q≥0
∥∥∥∥(q + 1)
χ21(r + q)
Eat(s)− z + q + r
∥∥∥∥ ‖Pat(s)‖ .
By Hypothesis III, both terms are bounded on U . Similarly C1 is estimated us-
ing (74). 
Proof of Theorem 23. Let Hypothesis I and III hold for some μ > 0 and U . Let
0 < ξ < 1. By Theorem 13 we know that there exists a g0 > 0 such that for all
|g| < g0, (Hg − z,H0 − z) on U is a Feshbach pair for χ. Let (s, z) ∈ U . First we
derive upper bounds for Vm,p,n,q and ∂rVm,p,n,q. Inserting (Hf + 1)−1(Hf + 1) in
front of F (Hf + r + rl(m,n)) we obtain, from Lemma 24, that
|Vm,p,n,q(r, km, k˜n)|
≤
{
L∏
l=1
‖G(kml)‖ml‖G(knl)‖nl‖G‖pl+qlω
}
CL−10 sup
s:(s,z)∈U
‖Pat(s)‖ . (75)
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Let Cat := sups:(s,z)∈U ‖Pat(s)‖. Similarly, using (71), (74) and (75) we estimate
|∂rVm,p,n,q(r, km, k˜n)| (76)
≤ 2‖χ′1‖∞ ·
{
L∏
l=1
‖G(kml)‖ml‖G(knl)‖nl‖G‖pl+qlω
}
CL−10 Cat
+
L−1∑
j=1
∣∣∣∣∣
〈{
j−1∏
l=1
G(kml)
mlG∗(k˜nl)
nla∗(Gg)pla(G)qlF
(
Hf + r + rl(m,n)
)
}
×G(kmj )mjG∗(k˜nj )nja∗(G)pja(G)qjF ′
(
Hf + r + rj(m,n)
)
×
⎧
⎨
⎩
L−1∏
l=j+1
G(kml)
mlG∗(k˜nl)
nla∗(G)pla(G)qlF
(
Hf + r + rl(m,n)
)
⎫
⎬
⎭
×G(kmL)mLG∗(k˜nL)nLa∗(G)pLa(Gg)ql
〉
at,Ω
∣∣∣∣∣
≤
{
L∏
l=1
‖G(kml)‖ml‖G(knl)‖nl‖G‖pl+qlω
}
CatC
L−2
0
(
2‖χ′1‖∞C0+(L−1)C1
)
. (77)
With the help of (75) and (77) we can now prove the theorem. From (73) and (75)
it follows that
|w0,0(0)− (Eat − z)| ≤
∞∑
L=2
gL
∑
p,q∈{0,1}2L
pl+ql=1
∣∣∣V0,p,0,q(0)
∣∣∣
≤
∞∑
L=2
gL
∑
p,q∈{0,1}2L
pl+ql=1
‖G‖LωCL−10 Cat
≤ Cat
∞∑
L=2
2LgL‖G‖LωCL−10 ,
which can be made smaller than any positive α0 for small g. Estimate (77) implies
that
‖w′0,0 − 1‖∞ = sup
r
|w′0,0[r]− 1|
≤ sup
r
∞∑
L=2
gL
∑
p,q∈{0,1}2L
pl+ql=1
|∂rV0,p,0,q(r)|
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≤
∞∑
L=2
gL
∑
p,q∈{0,1}2L
pl+ql=1
‖G‖LωCatCL−20
(
2C0‖χ′1‖∞ + (L− 1)C1
)
≤
∞∑
L=2
gL‖G‖Lω2LCatCL−20
(
2C0‖χ′1‖∞ + (L− 1)C1
)
,
which can be made smaller than any positive β0 for small g. It remains to show
that ‖ (wM,N )M+N≥1 ‖μ,ξ ≤ γ0 for g sufficiently small. By (72)
‖wM,N‖μ ≤
∑
L≥M+N
gL
∑
m,p,n,q∈IL
|m|=M,|n|=N
‖Vm,p,n,q‖μ (78)
where, by a triangle inequality and by (75) and (77)
‖Vm,p,n,q‖μ ≤
(∫
BM+N
‖Vm,p,n,q(K)‖2∞
dK
|K|2+2μ
)1/2
+
(∫
BM+N
‖∂rVm,p,n,q(K)‖2∞
dK
|K|2+2μ
)1/2
≤ ‖G‖M+Nμ ‖G‖L−(M+N)ω SL , (79)
with SL := CatCL−20 (C0 + 2‖χ′1‖∞C0 + (L− 1)C1), and
‖G‖μ :=
(∫
R3
‖G(k)‖2 dk|k|2+2μ
)1/2
.
Combining (78) and (79) and find
‖wM,N‖μ ≤
∞∑
L=1
gLSL
∑
m,p,n,q∈IL
|m|=M,|n|=N
‖G‖M+Nμ ‖G‖L−(M+N)ω ,
where the condition L ≥ M + N has been relaxed to L ≥ 1. Therefore
‖ (wM,N )M+N≥1 ‖μ,ξ
=
∑
M+N≥1
ξ−(M+N)‖wN,M‖μ
≤
∞∑
L=1
gLSL‖G‖Lω
∑
M+N≥1
ξ−(M+N)
∑
m,p,n,q∈IL
|m|=M,|n|=N
(‖G‖−1ω ‖G‖μ
)M+N
≤
∞∑
L=1
gLSL‖G‖Lω
⎛
⎝
∑
m,p,n,q∈I1
(
ξ−1‖G‖−1ω ‖G‖μ
)m1+n1
⎞
⎠
L
≤
∞∑
L=1
gLSL‖G‖Lω
(
2 + 2ξ−1‖G‖−1ω ‖G‖μ
)L
.
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This can be made smaller than any positive γ0 for small coupling g. It follows that
we can find a g1 > 0 such that on U , (66) holds for all g ∈ [0, g1). This concludes
the proof. 
Appendix B. Technical auxiliaries
Let L2(R3×{1, 2},L(Hat)) be the Banach space of (weakly) measurable functions
T : R3 × {1, 2} → L(Hat) with
∫ ‖T (k)‖2dk < ∞, and let
‖T‖ω :=
(∫
‖T (k)‖2(|k|−1 + 1)dk
)1/2
.
Lemma 25. If T ∈ L2(R3 × {1, 2},L(Hat)), then
‖a(T )(Hf + 1)−1/2‖ ≤
(∫
‖T (k)‖2|k|−1dk
)1/2
,
‖a∗(T )(Hf + 1)−1/2‖ ≤ ‖T‖ω .
For a proof of this lemma see, e.g., [5].
Lemma 26. Suppose the function F : U → L(Hat, L2(R3;Hat)), s → Fs is uni-
formly bounded and suppose for a.e. k ∈ R3 and all s ∈ U , there exists an operator
Fs(k) ∈ L(Hat) such that Fs(k)ϕ = (Fsϕ)(k) for all ϕ ∈ Hat. If for a.e. k ∈ R3,
the function s → Fs(k) ∈ L(Hat) is analytic, then F is analytic.
Proof. Let h ∈ L2(R3) and ϕ1, ϕ2 ∈ Hat, and suppose γ is a nullhomotopic closed
curve in U . Then∫
γ
(h⊗ ϕ1, Fsϕ2)ds =
∫
γ
∫
h(k)
(
ϕ1, Fs(k)ϕ2
)
dkds
=
∫
h(k)
∫
γ
(
ϕ1, Fs(k)ϕ2
)
dsdk = 0 ,
where we interchanged the order of integration, which is justified since F is uni-
formly bounded. It follows that s → (h ⊗ ϕ1, Fsϕ2) is analytic. By linearity we
conclude that s → (ψ,Fsϕ2) is analytic for all ψ in a dense linear subset of Hat⊗h.
This and the uniform boundedness imply strong analyticity, see for example the
remark following Theorem 3.12 of Chapter III in [16]. 
Proposition 27. Let R  s → T (s) be an analytic family. Suppose there exists an
isolated non-degenerate eigenvector E(s) with analytic projection operator P (s).
Let P (s) := 1− P (s) and let
Γ :=
{
(s, z) ∈ R× C | (T (s)− z) is a bijection from D(T (s)) ∩ RanP (s)
to RanP (s)with bounded inverse
}
.
Then Γ is open and (s, z) → (T (s)− z)−1P (s) is analytic on Γ.
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Proof. Let (s0, z0) ∈ Γ. There exists in a neighborhood of s0 a bijective oper-
ator U(s) : H → H, analytic in s, such that U(s)P (s)U(s)−1 = P (s0) and
hence U(s)P (s)U(s)−1 = P (s0) ( [20] Thm. XII.12). The operator T˜ (s) =
U(s)T (s)U(s)−1 is an analytic family. It leaves RanP (s0) invariant and thus
T˜ (s)|`RanP (s0) : RanP (s0) ∩ D(T˜ (s)) → RanP (s0) is an analytic family as well.
By this and the fact that (T˜ (s0)−z0)|`RanP (s0) is bijective with bounded inverse
since (s0, z0) ∈ Γ, it follows by [20] Thm. XII.7 that in a neighborhood of (s0, z0),
(T˜ (s)−z)|`RanP (s0) is bijective with bounded inverse and (T˜ (s)−z)−1P (s0) is an-
alytic in both variables. Thus in this neighborhood also the function (T (s)−z)|`P (s)
is bijective with bounded inverse and (T (s)− z)−1P (s) is an analytic function of
two variables. 
Theorem 28. Suppose the assumptions of Lemma 19 hold. Then in the norm of
L(Hred),
lim
n→∞H
(n)(z∞) = λHf .
for some λ ∈ C.
Proof. We recall the notations H(n)(z∞) = H(w(n)(z∞)) and E(n)(z∞) =
w
(n)
0,0 (z∞, 0). Using the decomposition
H(n)(z∞) =
(
H(n)(z∞)− w(n)0,0 (z∞,Hf )
)
+
(
w
(n)
0,0 (z∞,Hf )− E(n)(z∞)
)
+ E(n)(z∞) ,
the theorem will follow from Steps 1 and 2 below.
Step 1: limn→∞ ‖H(n)(z∞)− w(n)0,0 (z∞,Hf )‖ = 0 and limn→∞E(n)(z∞) = 0.
From Lemma 18 we know that
H(n)(z)− ρ−1E(n−1)(z) ∈ B(αn, βn, γn) , (80)
for z ∈ Un. By (34) this implies that
‖H(n)(z∞)− w(n)0,0 (z∞,Hf )‖ ≤ ‖w(n)(z∞)− w(n)0,0 (z∞)‖μ,ξ ≤ γn → 0 (n →∞) .
By (80),
|E(n)(z)| ≤ ραn+1 + ρ|E(n+1)(z)| , z ∈ Un . (81)
Iterating (81), we find
|E(n)(z)| ≤
m∑
k=1
ρkαn+k + ρm|E(n+m)(z)| ,
which yields,
|E(n)(zn+m)| ≤
∞∑
k=1
ρkαn+k .
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Since E(n) is continuous and limn→∞ zn = z∞, we arrive at
|E(n)(z∞)| ≤
∞∑
k=1
ρkαn+k → 0 , (n →∞) .
Step 2: There exists a λ ∈ C such that
lim
n→∞
(
w
(n)
0,0 (z∞, r)− w(n)(z∞, 0)
)
= λr ,
uniformly in 0 ≤ r ≤ 1.
To abbreviate the notation, we set T (n)(z∞, r) := w
(n)
0,0 (z∞, r)− w(n)(z∞, 0).
From [3] (3.105–3.107), we have
T (n)(z∞, r) = ρ−1T (n−1)(z∞, ρr) + e(n−1)(z∞, r) , (82)
with e(n−1)(z∞, 0) = 0 and
sup
r∈[0,1]
(|∂re(n)(z∞, r)|+ |e(n)(z∞, r)|
) ≤ Cγ2n . (83)
Iterating (82), we arrive at
T (n)(z∞, r) = ρ−nT (0)(z∞, ρnr) +
n−1∑
k=0
ρ−(n−1−k)e(k)(z∞, ρn−1−kr) . (84)
To prove Step 2 we now show that, uniformly in r ∈ [0, 1],
lim
n→∞T
(n)(z∞, r) = r
(
∂rT
(0)(z∞, 0) +
∞∑
k=0
∂re
(k)(z∞, 0)
)
.
Note that the series on the right hand side converges by (83). Given  > 0 we
choose K so large that
∞∑
k=K
Cγ2k ≤  . (85)
By (84) and the triangle inequality, we find for n ≥ K, (suppressing z∞)∣∣∣∣∣T
(n)(r)− r
(
∂rT
(0)(0)−
∞∑
k=0
∂re
(k)(0)
)∣∣∣∣∣
≤
∣∣∣ρ−nT (0)(ρnr)− r∂rT (0)(0)
∣∣∣ +
K∑
k=0
∣∣∣ρ−(n−1−k)e(k)(ρn−1−kr)− r∂re(k)(0)
∣∣∣
+
∞∑
k=K+1
|ρ−(n−1−k)e(k)(ρn−1−kr)|+
∞∑
k=K+1
|r∂re(k)(0)| .
The first two terms on the right hand side converge to zero as n tends to infinity
because T (n)(0) = 0 and e(k)(0) = 0. The last term on the right hand side is
bounded by , which follows from Eqns. (83) and (85). Using again (83) and (85)
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we see that the first term on the last line is bounded by  as well, since, by the
mean value theorem, α−1|e(n)(αr)| ≤ supξ∈[0,1] |e(n)
′
(αξ)|r for α, r ∈ [0, 1]. 
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