University of Alabama in Huntsville

LOUIS
Dissertations

UAH Electronic Theses and Dissertations

2018

Using super rapid scan geostationary satellite data derived
motion to improve understanding and observation of the
dynamics of deep convection in the atmosphere
Jason Merritt Apke

Follow this and additional works at: https://louis.uah.edu/uah-dissertations

Recommended Citation
Apke, Jason Merritt, "Using super rapid scan geostationary satellite data derived motion to improve
understanding and observation of the dynamics of deep convection in the atmosphere" (2018).
Dissertations. 145.
https://louis.uah.edu/uah-dissertations/145

This Dissertation is brought to you for free and open access by the UAH Electronic Theses and Dissertations at
LOUIS. It has been accepted for inclusion in Dissertations by an authorized administrator of LOUIS.

ACKNOWLEDGEMENTS
Work for this dissertation was funded by the National Science Foundation (NSF)
Grants: AGS-1261368 and AGS-1746119 and National Aeronautics and Science
Administration (NASA) Grant: NNX15AV82G. I am thankful to the University of
Alabama in Huntsville for providing the facilities and computing power to complete my
research. Many researchers from multiple institutions have helped me accomplish the
work within this dissertation, including Drs. Phillip Bitzer, Eric Bruning, Steve
Goodman, Dan Lindsey, Paul Markowski, Udaysankar Nair, Jim Purser, and Steve
Rutledge. I would also like to extend my gratitude to Chris Velden, Dr. Robert Rabin,
Jaime Daniels, Wayne Bresky, and David Stettner for their valuable input on flow
derivation. I also thank Kristopher Bedka for his valuable feedback and contributions to
the updraft analysis within this work. What I have done here could not have been
accomplished without the help from my fellow graduate students at the University of
Alabama in Huntsville. This includes Peiyang Cheng, Emily Foshee, Brian Freitag,
Carter Hulsey, Aaron Kaulfus, Tony Lyza, Dr. Retha Mecikalski, Dr. Chris Schultz,
Sarah Stough, and Andrew White. I would also like to extend my gratitude to the
scientists serving on my committee, whose input substantially improved the quality of
this work, including Drs. Larry Carey, Eugene McCaul Jr., Cameron Homeyer and Kevin
Knupp. I cannot fully express in words the gratitude I have to my advisors along the
way, who have provided me with the opportunities and knowledge to accomplish my
goals and more, including Dr. Mark Anderson, Daniel Nietfeld, and Dr. John Mecikalski.
Finally, I would like to thank my friends and family for their love and support
along the way. Deanne, Colin, Mom, and Dad, this one is for you.
vi

TABLE OF CONTENTS
PAGE
ABSTRACT ....................................................................................................................... iv
ACKNOWLEDGEMENTS ............................................................................................... vi
TABLE OF CONTENTS .................................................................................................. vii
LIST OF FIGURES ............................................................................................................ x
LIST OF TABLES ........................................................................................................... xix
LIST OF ACRONYMS .................................................................................................... xx
CHAPTER I
INTRODUCTION .............................................................................................................. 1
CHAPTER II
Analysis of Mesoscale Atmospheric Flows Above Mature Deep Convection using Super
Rapid Scan Geostationary Satellite Data ............................................................................ 8
2.1.

Background .......................................................................................................... 9

2.2.

Methodology ...................................................................................................... 13

2.2.1.

mAMV processing for storm-top analyses ................................................. 13

2.2.2.

Cloud-top flow field derivation .................................................................. 16

2.2.3.

Case studies................................................................................................. 19

2.2.4.

Supplemental experimentation.................................................................... 24

2.2.5.

Flow Field Derivation Updates ................................................................... 28

2.3.

Results ................................................................................................................ 33

2.3.1.

11 May 2014: Supercell .............................................................................. 33

2.3.2.

12 May 2014: Non-Supercell ...................................................................... 37

2.3.3.

20 May 2014: Supercell .............................................................................. 39

2.3.4.

21 May 2014: Supercell .............................................................................. 44

2.3.5.

22 May 2014: Supercell .............................................................................. 47

2.3.6.

18 August 2014: Non-Supercell.................................................................. 53

2.3.7.

WRF-ARW simulation results .................................................................... 56

2.3.8.

Flow Field Derivation Updates ................................................................... 64

2.4.

Summary and Conclusions ................................................................................. 67

vii

CHAPTER III
Relationships Between Deep Convection Updraft Characteristics and Satellite Based
Super Rapid Scan Mesoscale Atmospheric Motion Vector Derived Flow....................... 74
3.1.

Background ........................................................................................................ 77

3.1.1.

Remote Sensing Observations of Convective Updrafts .............................. 77

3.1.2.

Mesoscale Atmospheric Motion Vectors .................................................... 81

3.2.

Data and Methods............................................................................................... 83

3.2.1.

Data ............................................................................................................. 83

3.2.2.

Case Studies ................................................................................................ 85

3.2.3.

OT & CTD Comparison.............................................................................. 87

3.2.4.

18 August 2014 Dual-Doppler Analysis ..................................................... 91

3.2.5.

The 21 May 2014 Supercell Analysis ......................................................... 92

3.2.6.

Updraft Strength Quantification from CTD ................................................ 93

3.3.

Results ................................................................................................................ 95

3.3.1.

OT & CTD Comparison.............................................................................. 95

3.3.2.

18 August 2014 Dual-Doppler Analysis ................................................... 102

3.3.3.

The 21 May 2014 Supercell Analysis ....................................................... 102

3.3.4.

Updraft Strength Quantification from CTD .............................................. 112

3.4.

Discussion ........................................................................................................ 112

3.5.

Conclusion........................................................................................................ 120

CHAPTER IV
On the Origin of Satellite Observed Rotation at the Cloud-Top over Severe Deep
Convection ...................................................................................................................... 123
4.1.

Background ...................................................................................................... 125

4.2.

Methodology .................................................................................................... 129

4.2.1.

Derivation of Cloud-Top Flow ................................................................. 129

4.2.2.

Model Configuration ................................................................................. 134

4.2.3.

Trajectory Analysis ................................................................................... 135

4.3.

Results .............................................................................................................. 136

4.3.1.

Trajectory Analysis ................................................................................... 136

4.3.2.

AACP impact on SRSAL.......................................................................... 149
viii

4.4.

Discussion ........................................................................................................ 160

4.5.

Conclusion........................................................................................................ 166

CHAPTER V
CONCLUSION ............................................................................................................... 170
APPENDICES
Appendix A. SRSAL Spectral Response Functions ................................................... 176
Appendix B. Cirrus Cloud Obscuration Problem .................................................... 180
REFERENCES ............................................................................................................... 185

ix

LIST OF FIGURES
Figure

Page

Figure 1.1. 2337 UTC 20 May 2014 example mAMVs over a supercell in
central Colorado with A) subjective flow observations from tracking SRS
VIS data targets, wind vectors are scaled based on observed target motion,
B) single pass Barnes analysis u (solid) and v (dashed) vector magnitudes in
m s-1, C) current 7–min GOES rapid scan mAMVs compared to D) 1–min
GOES–14 SRS derived mAMVs with GOES VIS imagery.

2

Figure 2.1. 2136 UTC 11 May 2014 KUEX (Hastings, Nebraska) WSR88D 0.5˚ tilt reflectivity (dBZ; top) and velocity (m s-1; bottom) for three
identified supercells over the Central Plains. Supercells with identifiable
mesocyclones are highlighted with white circles.

21

Figure 2.2. 1958 UTC 12 May 2014 KTLX (Norman, Oklahoma) radar
reflectivity (dBZ).

22

Figure 2.3. 2220 UTC 20 May 2014 KFTG 8˚ tilt reflectivity (dBZ; top)
and velocity (m s-1; bottom) with mesocyclone highlighted in the white
circle with range rings plotted every 10 km.

23

Figure 2.4. Initial sounding for the idealized Weather Research and
Forecasting Advanced Research WRF model cases with hodographs for: a)
the quarter circle shear case and b) the 0 m s-1 no mean wind with height
case. See text for further description of the WRF model settings.

29

Figure 2.5. 11 May 2014 central Nebraska supercell SRS CTD (black) and
positive CTV (red) maximum values closest to the OT identified by VIS
satellite data with Storm Prediction Center tornado reports (pink triangles)
and hail reports scaled by size (green circles). The dashed line type
represents time frames when the CTD and CTV maximum occurred in areas
with low mAMV spatial density and were affected by Barnes analysis
“ballooning.”

34

Figure 2.6. Selected 11 May 2014 SRS GOES VIS satellite data with
equilibrium level flow relative SRS mAMVs (m s-1) over central Nebraska
and CTD contoured every 50x10-5 s-1 (left column) and CTV contoured
every 20x10-5 s-1 (right column) with positive (negative) values for both in
red (blue). The green circles are areas referenced in Appendix B.

35

Figure 2.7. Selected 11 May 2014 SRS GOES VIS satellite data frames
over southern Nebraska and northern Kansas with CTD (left column) and
CTV (right column) contoured the same as Fig. 2.6.

36

x

Figure 2.8. 2145 UTC 11 May 2014 KUEX (Hastings, Nebraska) WSR88D 0.5˚ tilt reflectivity (dBZ).

38

Figure 2.9. Selected 12 May 2014 SRS GOES VIS satellite data frames
over central Oklahoma with CTD (left column) and CTV (right column)
contoured the same as Fig. 2.6.

40

Figure 2.10. 20 May 2014 central Colorado supercell SRS CTD (black)
and positive CTV (red) maximum values closest to the OT identified by
VIS satellite data with SPC hail reports scaled by size (green circles).

41

Figure 2.11a. Selected 20 May 2014 SRS GOES VIS satellite data frames
over central Colorado with CTD (left column) and CTV (right column)
contoured the same as Fig. 2.6.

42

Figure 2.11b. Selected 20 May 2014 SRS GOES VIS satellite data frames
over central Colorado with CTD (left column) and CTV (right column)
contoured the same as Fig. 2.6.

43

Figure 2.12. 21 May 2014 central Colorado supercell SRS CTD (black)
and positive CTV (red) maximum values closest to the OT identified by
VIS satellite data with SPC tornado reports (pink triangles) and hail reports
scaled by size (green circles). The dashed line type represents time frames
when the CTD and CTV maximum occurred in areas with low mAMV
spatial density and were affected by Barnes analysis “ballooning.”

45

Figure 2.13. Selected 21 May 2014 SRS GOES VIS satellite data frames
over central Colorado with CTD (left column) and CTV (right column)
contoured the same as Fig. 2.6.

46

Figure 2.14. Selected 22 May 2014 SRS GOES VIS satellite data frames
over northern Delaware with CTD (left column) and CTV (right column)
contoured the same as Fig. 2.6.

48

Figure 2.15. 22 May 2014 central Virginia supercell SRS CTD (black) and
positive CTV (red) maximum values closest to the OT identified by VIS
satellite data with SPC tornado reports (pink triangles) and hail reports
scaled by size (green circles).

50

Figure 2.16. Selected 22 May 2014 SRS GOES VIS satellite data frames
over eastern Virginia with CTD (left column) and CTV (right column)
contoured the same as Fig. 2.6.

51

Figure 2.17. a) Hail diameter (cm) for all four supercell storms compared to
average CTD value in a 10–min period prior to the SPC storm report and b)

xi

52

total average hail size compared to total average CTD in a 10–min period
prior to each report for each case study.
Figure 2.18. Selected 18 August 2014 SRS GOES VIS satellite data
frames over northern Alabama with CTD (left column) and CTV (right
column) contoured the same as Fig. 2.6.

54

Figure 2.19. 1823 UTC 18 August 2014 CTD contoured over northern
Alabama with positive values as yellow and 9 km divergence from multiDoppler analysis using KHTX and ARMOR contoured with the same
intervals as Fig. 2.6.

55

Figure 2.20. 42 minute WRF-ARW hodograph A output (quarter circle
shear; see Fig. 2.4) south to north cross section at x = 52 km (shown on Fig.
2.21) with a) w (m s-1), b) total liquid water content (cloud water, cloud ice,
snow, graupel and rain water, g m-3), c) vertical vorticity contoured every
200x10-5 s -1 and d) divergence contoured every 300x10-5 s-1. The line
indicates the height of the plan view in Fig. 2.21. Values were calculated
using 2 km x 2 km averaged grids to smooth effects of turbulence.

57

Figure 2.21. 42 and 59 minute WRF-ARW hodograph A output (quarter
circle shear; see Fig. 2.4) plan view at a height z = 14 km with divergence
contoured every 200x10-5 s-1 for cleanliness (left column) and vertical
vorticity contoured every 200x10-5 s -1 and d) divergence contoured every
300x10-5 s-1. The black line indicates the location of the cross section in
Fig. 2.20. Values were calculated using 2 km x 2 km averaged grids to
smooth effects of turbulence.

58

Figure 2.22. 42–min WRF-ARW hodograph A (quarter-circle shear; see
Fig. 2.4) plan view of vorticity equation variables at z = 14 km, contoured
every 200x10-7 s-2 with color shaded vertical vorticity, red representing
cyclonic and blue representing anticyclonic flow. The horizontal advection
term is also shown at 59–min (bottom right). Values were calculated using 2
km x 2 km averaged grids to smooth effects of turbulence.

60

Figure 2.23. 33 minute WRF-ARW hodograph B output (no vertical wind
shear; see Fig. 2.4) south to north cross section at x = 42 km with a) w (m s1), b) total liquid water content (cloud water and rain water, g m-3), c)
vertical vorticity contoured every 200x10-5 s -1 and d) divergence
contoured every 300x10-5 s-1. The black line indicates the location of the
plan view in Fig. 2.24. Values were calculated using 2 km x 2 km averaged
grids to smooth effects of turbulence.

62

Figure 2.24. 33 minute WRF-ARW hodograph A output (no shear; see Fig.
2.4) plan view at a height z = 14 km with divergence contoured every
xii

63

300x10-5 s-1 (left column) and vertical vorticity contoured every 200x10-5
s -1. The black line indicates the location of the cross section in Fig. 2.23 ad. Values were calculated using 2 km x 2 km averaged grids to smooth
effects of turbulence.
Figure 2.25. The 2138 UTC 21 May 2014 GOES VIS imagery along with 6
sets of derived SRS mAMVs (m s-1) with A) the background u field (m s-1)
prior to the final RF analysis pass, B) the u field (m s-1) after the final RF
analysis pass, C) the derived CTD contoured every 50x10-5 s-1 with
positive (negative) divergence values shown in red (blue dash) and D) the
original A16 mAMVs and derived CTD. Panels C) and D) show the new
method used here in comparison to the Bedka and Mecikalski (2005)
mAMV derivation with the A16 objective analysis where “Ballooning” can
be seen on the Northwestern edge of D).

65

Figure 2.26. GOES–14 VIS imagery with positive (negative) CTV
contoured in red (blue-dash) every 20x10-5 for the Barnes 1973 analysis
(left column) and the new RF approach (right column) for 2123 UTC 11
May 2014 (top), 2337 UTC 20 May 2014 (middle), and 2138 21 May 2014
(bottom) shown with the latest individual set of mAMVs used for each
derivation (yellow barbs; m s-1).

66

Figure 2.27. Same as Fig. 2.26 with CTD contoured every 50x10-5 s-1
instead.

68

Figure 2.28. The 21 May 2014 supercell tracked SRSAL CTD from V1.0
described in sections 2.2.1 and 2.2.2 (black line) and SRSAL V2.2
described in section 2.2.5 (red line) and difference between the two (green
line). Dashed lines indicate times where data gaps existed in GOES–14
coverage.

69

Figure 3.1. Relative frequency histograms of A) Deep and non-deep OTs
with the maximum OT track CTD at the TB minima and B) OT average
VIS Texture Rating, C) Matched and unmatched OTs with maximum OT
track probability and D) OT average VIS texture rating, and E) Severe and
non-severe OTs with maximum OT track CTD at the TB minima and F) OT
average VIS texture rating. Overlapping regions for all histograms are
shown in purple. Flags indicate where relative frequency of matched, deep,
and severe OTs were higher than the null detections.

98

Figure 3.2. GOES–14 imagery shown with SRSAL CTD contoured in red
every 50x10-5 s-1 shown with OT candidates and a) VIS data for 2217
UTC 21 May 2014 over central Colorado and b) 10.7 μm IR TB and c) and

xiii

101

d) showing the same as a) and b) for 2220 UTC 27 May 2015 over southern
Kansas.
Figure 3.3. The 18 August 2014 multicell storm time series of NALMA
Total Lightning 10-min box-car smoothed FR trend (top panel) and
maximum SRSAL CTD magnitude (bottom panel; red line and axis), shown
with smoothed FR (black line), unsmoothed FR (blue line), minimum
tropopause relative TB (teal line), and wmax (dashed purple line). The
numbers in the flash trend indicate the increasing (decreasing) time periods
of each identified updraft pulse in red (blue). The vertical lines in the
bottom panel indicate the time of the maximum in wmax (purple),
minimum TB (teal), and maximum CTD (red).

103

Figure 3.4. The 21 May 2014 SRSAL CTD contoured every 25x10-5 s-1
with positive (negative) shown in red (blue dash) centered over the
supercell of interest with one out of six sets of mAMVs used for CTD
derivation (yellow barbs; m s-1) and GOES–14 VIS imagery for a) 1918
UTC, b) 1946 UTC, c) 2005 UTC, d) 2138 UTC, e) 2247 UTC and f) 2301
UTC.

105

Figure 3.5. The 21 May 2014 4 km constant altitude plan-position
indicator views of radar ZH from KFTG in central Colorado centered on the
supercell of interest at the same times as Fig. 3.4 with parallax corrected
SRSAL CTD contoured in black every 50x10-5 s-1. The blue arrow
highlights the supercell of interest, and the purple and red arrows highlight
additional updrafts near the supercell of interest.

106

Figure 3.6. Same as Fig. 3.5 with COLMA measured FED instead.

107

Figure 3.7. The 21 May 2014 supercell storm time series of COLMA Total
Lightning 10-min box-car smoothed FR trend (top panel) and maximum
SRSAL CTD magnitude (bottom panel; red line and axis), shown with
smoothed FR (black line), unsmoothed FR (blue line), and minimum
tropopause relative TB (teal line). The numbers in the flash trend indicate
the increasing (decreasing) time periods of each identified updraft pulse in
red (blue). The vertical lines in the bottom panel indicate the time of the
maxima in FR (blue), minima in TB (teal), and maxima in CTD (red). Also
shown are times of hail reports (green circles; scaled by size) and tornado
reports (red triangles) at the ground.

109

Figure 3.8. Box and whisker plots of the derived max CTD percentiles in
20 flashes min-1 FR bins for the 21 May 2014, 27 May 2015 and 4 June
2015 supercells (3 tracked storms). Each of the box and whisker plots
represents the 5th, 25th, 50th, 75th and 95th percentile of max CTD during
xiv

111

which the tracked storms had a flash rates from 0–19 flashes, 20–39 flashes
min, 40–59 flashes, etc. The sample size from the three storms for each bin
is shown above the 95th percentile. Blue lines indicate the location of the
median for each FR bin.
Figure 3.9. Comparison of multi-Doppler derived wmax to CTD estimated
wmax using Eq. 3.10 assuming a constant height for max (Linear; L; Grey
Dots) and inputting the multi-Doppler derived height for max (Non-Linear;
NL; Blue Dots) shown with the Mean Bias Error (MBE), coefficient of
determination (R2), and Root Mean Square Error (RMSE) for both.

113

Figure 3.10. Schematic indicating the idealized CTD tendency compared to
updraft magnitude (wmax), FR, and minimum TB. The CTD and OT
related TB minima magnitudes and ranges in delay timing in wmax, FR and
CTD are conceptual only.

118

Figure 4.1. Estimated flow of stratospheric wake cirrus on 12 May 1972
from a research Lear Jet flying at 13.7 km over Texas. Top panel is a
horizontal view of the storm flow, while the bottom panel represents a topdown look (from Fujita 1982).

126

Figure 4.2. GOES–14 10.7-μm TB shown for 2302 UTC 20 May 2014
(top) and 2209 UTC 21 May 2014 (bottom) over central Colorado with
derived mAMVs over the AACP in blue with SRSAL positive (negative)
CTV contoured in red/black (cyan/green) every 40x10-5 s-1. The AACP is
highlighted with a white-dashed line.

130

Figure 4.3. Schematic of image stereoscopy with two satellites of the
cloud-top altitude of a thunderstorm.

133

Figure 4.4. The WRF-ARW idealized supercell CTH at 90 min relative to
the tropopause at 12 km shown with initial trajectory locations for flow
analysis. Each trajectory box contains a 10 x 10 grid of parcels to be tracked
backwards in time, whose bottom left corners are defined in Table 4.1.

137

Figure 4.5. The WRF-ARW vertical vorticity at 90 min at 12 km (top
panel) and 13.5 km (bottom panel) shown with initial trajectory box
locations for flow analysis. Each trajectory box contains a 10 x 10 grid of
parcels to be tracked backwards in time, whose bottom left corners are
defined in Table 4.1. Vertical vorticity shown here was smoothed with
averaging over 2 km x 2 km box kernels for clarity.

140

Figure 4.6. The WRF-ARW idealized supercell CTH at 75 min shown
with trajectory starting (ending) locations marked with blue (grey) circles.
Green circles indicate the location of the maximum w, and the relative time
xv

141

between the green and blue circles is shown on the top right for each
trajectory.
Figure 4.7. The WRF-ARW Trajectory point A vorticity shown with
integrated tendency terms from Eq. (2.2) compared to the actual vorticity at
the parcel (black line; Top Panel). Also shown is the horizontal vorticity
vector components (middle panel) and the altitude of the parcel tracked
(olive line, bottom panel) shown with the altitude of other parcels within the
box (grey lines) and mean parcel height of the box (black-dash).

142

Figure 4.8. Same as Fig. 4.7, now for Trajectory B.

144

Figure 4.9. Same as Fig. 4.7, now for Trajectory C.

145

Figure 4.10. Same as Fig. 4.7, now for Trajectory D.

147

Figure 4.11. Same as Fig. 4.7, now for Trajectory E.

148

Figure 4.12. The WRF-ARW integrated vertical vorticity tilting and
stretching terms above 10 km in grid boxes A through E.

150

Figure 4.13. Same as Fig. 4.12, now integrating terms when the trajectories
were below 10 km.

151

Figure 4.14. The 2302 UTC 20 May 2014 supercell GOES–14 10.7-μm IR
imagery with CTD (top left) and CTV (top right) derived with the AACP
mAMVs removed contoured with positive (negative) values with red-black
(cyan-green) dashes. Also shown is the difference between the new fields
in the top panels and the original fields for CTD (bottom left) and CTV
(bottom right).

152

Figure 4.15. Same as Fig. 4.14 now with 2209 UTC 21 May 2014.

153

Figure 4.16. WRF-ARW 90 minute A) “physical” CTD .and B) CTV,
where gradients are calculated 1 km below CTH, and C) “apparent” CTD
and D) CTV, where gradients are calculated from the u- and v-component
winds 1 km below CTH. CTD and CTV fields were smoothed with a 10
km x 10 km average box kernel filters for clarity.

155

Figure 4.17. Comparison of “physical” CTD and CTV (Actual CTD and
CTV) to “apparent” CTD and CTV (Estimated; all smoothed with a 10 km
x 10 km average box kernels) for grid points with CTH > 12 km from 60
minutes to 90 minutes in the simulation, shown with mean bias error
(MBE), coefficient of determination (R2), and root mean square error
(RSME) for each distribution.

156

xvi

Figure 4.18. GOES–14 10.7-μm IR imagery for 20 May 2014 (top) and 21
May 2014 (bottom) with stereoscopic heights from GOES–14 and GOES–
13 (pink dots; km) and AACPs outlined with white-dashed lines.

157

Figure 4.19. The 2302 UTC 20 May 2014 supercell GOES–14 10.7-μm IR
imagery with CTD (top left) and CTV (top right) derived with vertical wind
shear in the AACP mAMVs removed contoured with positive (negative)
values with red-black (cyan-green) dashes. Also shown is the difference
between the new fields in the top panels and the original fields for CTD
(bottom left) and CTV (bottom right).

158

Figure 4.20. Same as Fig. 4.19 now for 2209 UTC 21 May 2014.

159

Figure 4.21. Schematic of vortex lines (shown in purple) over a supercell
associated with the inflow from the above anvil (stratospheric) air (grey
arrows). Red and blue shading imply upward and downward displacement
of vortex lines. The dashed blue ellipse represents the area of convergence
and stretching enhancement after air flows over the OT and mixes with air
from the DC. Air from this tilting, and subsequent stretching process is
hypothesized to mix into the storm, creating the maxima and minima in the
CTV couplet signature that is observed with GOES-SRS over strong DC
(solid red and blue ellipses).

161

Figure 4.22. The WRF-ARW 90-min 3D 385 K isentropic surface color
shaded by A) isentrope height (in km) and B) relative vertical vorticity (in
x10-6 s-1).

163

Figure 4.23. Schematic of positive (negative) vertical vorticity in the upper
levels of a supercell shaded in red (blue). Case study observations from
SRSAL and WRF-ARW simulations imply that vertical vorticity over the
OT is connected to the low- to mid-level mesocyclone. Vertical vorticity
downstream (and near the AACP) is likely generated through the upperlevel tilting and convergence process (shown in Fig. 4.21) and is much
larger in magnitude than vertical vorticity over the OT.

165

Figure A1. RF analysis spectral response function (D0) as a function of
wavelength showing the RF system theoretical upper limit (solid red line)
and the lower boundary minimum (solid blue line) with the range of
possible smoothing values shown in gray. Also shown is the maximum
overall observed value (red vertical dash) and the A16 original Barnes
analysis spectral response function (solid black line).

178

Figure B1. Selected 11 May 2014 SRS GOES VIS satellite data plotted
with the same convention as Fig. 2.6 with a Barnes objective analysis for
vectors above 350 hPa. Areas in the green circles are referenced in text
xvii

181

where vectors are kept (area A) and removed (area B) changing the
objective analysis.
Figure B2. 22 May 2014 SRS GOES–14 VIS satellite data for two times
with equilibrium level relative mAMVs highlighting cirrus contamination
over the storm in Delaware from a similar storm to the north in
Pennsylvania.

xviii

183

LIST OF TABLES
Table

Page

Table 2.1. Descriptions of RF parameters used in SRSAL version 2.2 with
notation from Hayden and Purser (1995), where * means the same value is
used throughout the analysis pass.

32

Table 3.1. Datasets and domains used for OT to CTD product comparison.

86

Table 3.2. Settings used in the w2segmotionll system on OT data.

89

Table 3.3. Comparison of OTs to CTD with average distance recorded
between all positive detections and the nearest located CTD maxima.

97

Table 3.4. Data collected for “matched” OTs (with large CTD maxima)
and “non-matched” OTs (without large CTD maxima) including track
length and percentage of severe reports within 10 min and 15 km of an OT
track.

99

Table 4.1. Starting locations for backward trajectories in the bottom left
corner of each box in Fig. 4.4 beginning at 90 min in the WRF-ARW
idealized simulation.

xix

139

LIST OF ACRONYMS
Acronyms
AACP
ABI
AMV
ARMOR
BWER
CEDRIC
CI
COLMA
CTD
CTH
CTV
DC
DMV
FED
FR
GEO
GFS
GLM
GOES-R (-13,-14,15,-16)
GridRad
IR
KFTG
KHTX
KUEX
LMA
mAMV
MCS
NALMA
NEXRAD
NWP
OT
ProbSevere
RF
SRS
SRSAL
TB
VHF
VIS
wmax

Definition
Above-Anvil Cirrus Plumes
Advanced Baseline Imager
Atmospheric Motion Vector
Advanced Radar for Meteorological and Operational
Research
Bounded Weak Echo Region
Custom Editing of Display of Reduced Information in
Cartesian Space
Convection Initiation
Colorado Lightning Mapping Array
Cloud-top Horizontal Divergence
Cloud-top Height
Cloud-top Vertical Vorticity
Deep Convection
Derived Motion Vector
Flash Extent Density
Flash Rate
Geostationary
Global Forecast System
Geostationary Lightning Mapper
Geostationary Environmental Operational Satellite
(Series -R, –13, –14, –15 –16)
Gridded NEXRAD WSR-88D Radar Dataset
Infrared (satellite channel)
Front Range, Colorado WSR-88D
Hytop, Alabama WSR-88D
Hastings, Nebraska WSR-88D
Lightning Mapping Array
Mesoscale Atmospheric Motion Vector
Mesoscale Convective System
Northern Alabama Lightning Mapping Array
Next-Generation Radar Network
Numerical Weather Prediction
Overshooting Tops
Probability of Severe Convection Algorithm
Recursive Filter
Super Rapid Scan
Super Rapid Scan Anvil Level Flow System
Brightness Temperature
Very High Frequency
Visible (satellite channel)
Maximum Updraft Speed
xx

WRF-ARW
WSR-88D
WTLMA
WV
ZH (ZDR)

Weather Research and Forecasting Advanced Research
WRF model
Weather Surveillance Radar 1988-Doppler
West Texas Lightning Mapping Array
Water Vapor (satellite channel)
Horizontal (Differential) Radar Reflectivity

xxi

CHAPTER I

INTRODUCTION

Outflow, rotation, and turbulent motion in the overshooting cloud-tops (OTs) and
anvils associated with deep convection (DC) can now be observed operationally with
next-generation, fine temporal resolution (≤ 1 min) super rapid scan (SRS) geostationary
(GEO) operational environmental satellite (GOES)-R imagery (Schmit et al. 2013; Bedka
et al. 2015; Apke et al. 2016). In preparation for GOES–R, the GOES–14 SRS offered
samples of 1–min time step data over a variety of unique meteorological phenomena,
including DC, from 2012 to 2016 (Schmit et al. 2013). Analysis with these data has
shown that 1–min information has value in DC initiation (CI) and dissipation nowcasting
(0–2 hour weather forecasting), identification of rapid DC glaciation, observations of
transient OTs and above anvil cirrus plumes (AACPs), fire and pyrocumulus detection,
and fog and low-stratus identification for aviation support (Schmit et al. 2013; Bedka et
al. 2015; Peterson et al. 2015; Apke et al. 2016; Gravelle et al. 2016; Line et al. 2016;
Mecikalski et al. 2016; Bedka et al. 2018). The present study was inspired by a simple
visual analysis of a supercell storm over central Colorado on 20 May 2014 where
apparent rotation was first observed at the cloud-top in SRS data (Fig. 1a; W. Feltz,
personal communication 2014). Following the subjective, observational analysis,
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Figure 1.1. 2337 UTC 20 May 2014 example mAMVs over a supercell in central
Colorado with A) subjective flow observations from tracking SRS VIS data targets, wind
vectors are scaled based on observed target motion, B) single pass Barnes analysis u
(solid) and v (dashed) vector magnitudes in m s-1, C) current 7–min GOES rapid scan
mAMVs compared to D) 1–min GOES–14 SRS derived mAMVs with GOES VIS
imagery.
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questions were raised as to whether this rotation signature on 20 May 2014 could in fact
be related to the supercell mesocyclone discussed in Browning (1964), Lemon and
Doswell (1979), and Weisman and Klemp (1982, 1984), and if satellites could be used to
objectively quantify this rotation?
To quantify rotation subjectively observed in GOES data, flow can be derived
from the satellite imagery itself. To date, several algorithms exist to objectively extract
point-source flow from satellite imagery, including the heritage Atmospheric Motion
Vector system (AMVs; Velden et al. 1997, 1998), optical flow systems (Barron et al.
1994; Farneback 2001; Brox et al. 2004; Bresky and Daniels 2006; Wu et al. 2016), and
the new Derived Motion Vector (DMV) system (Bresky et al. 2012). These algorithms
were originally designed to derive flow in regions with sparse in-situ and radar
observations for numerical weather prediction (NWP) model assimilation (Velden et al.
2005; Velden and Bedka 2009). The algorithms work by tracking targets of interest such
as boundaries, minima, and maxima in visible (VIS), infrared (IR), and water vapor
(WV) imagery through a sequence of satellite images, typically separated by ≥ 15 min.
Ordinarily, AMVs are heavily quality controlled using flow consistency checks
from neighboring AMVs and background wind estimates of synoptic scale flow from
NWP information (Holmlund 1998; Hayden and Purser 1995). So-called “mesoscale”
AMVs (mAMVs; Bedka and Mecikalski 2005) were later developed to resolve flows
which deviate from gradient wind balanced motion by reducing quality control
restrictions below operational AMV thresholds. These mAMVs are currently in use for
pre-CI cumulus cloud tracking in the GOES–R CI algorithm (Mecikalski and Bedka
2006) and have been found to better characterize mesoscale flows in satellite imagery,
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such as zones strongly influenced by vertical wind shear, divergence, and mid- to upperlevel vorticity patterns (Bedka et al. 2009). Prior to the studies in this document,
however, no attempt has been made with any of these systems to quantify mesoscale
satellite observed flow fields on the storm-scale (< 20 km) over DC using the SRS data
from GOES–14 and –16, as suggested by Schmit et al. (2015). This is because, with
older generation satellites, the temporal resolution and navigation quality was insufficient
to resolve dense flow fields accurately within DC scenes (e.g. Fig. 1c).
It is important to note that increasing the temporal resolution of satellite data input
into the AMV systems allows for derivation of flow vectors which better conform to the
actual observed flow in transient meteorological scenes, such as the top of turbulent DC
(Fig. 1d). Basic objective analysis (Barnes 1973) of these mAMVs shows that, when
derived with SRS data, subjectively seen patterns of both positive vorticity and
divergence can be objectively observed (Fig. 1b; More on this is shown in Chapter II).
This basic analysis raises several questions: Could SRS cloud-top flow be used to
infer storm updraft size, location, rotation and intensity where radar information is not
available? How well does SRS cloud-top flow match other objectively identified
phenomena, such as OTs, high total lightning flash-rates and radar-based features?
Where does apparent rotation derived from SRS mAMVs over severe thunderstorms
originate? How does CTD and CTV change atop a storm that at some point in its
lifecycle produces severe weather, such as large hail, wind and tornadoes at the ground?
Aside from the benefit of having storm-scale flow data outside regions covered by
extensive radar networks, objective identification of DC cloud-top outflow by GOES
satellite data could yield new methods for inferring updraft intensity and rotation without
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the need for multi-Doppler radar data (Velden et al. 2005; Bedka et al. 2009). Inferring
cloud-top flow patterns unique to severe weather occurrences could also improve satellite
and ground measurement based severe weather nowcasting algorithms, such as the
Probability of Severe Convection algorithm (ProbSevere; Cintineo et al. 2014), the
Thunderstorm Strike Probability Nowcasting Algorithm (THESPA; Dance et al. 2010),
and the Global/Regional Assimilation and Prediction System–Severe Weather Forecast
Tool (GRAPES–SWIFT, Hu et al. 2007; Wilson et al. 2010). Cloud-top outflow
(assumed related to updraft strength through mass continuity) has already proven useful
when inferred with 5–min single Doppler radar data for improving forecasting hail size
(Witt and Nelson 1991; Boustead 2008; Blair et al. 2011) and discrimination between
tornadic and non-tornadic storms (Sandmæl et al. 2018). Successful derivation of cloudtop flow from GOES, thus, could yield similar benefits that radar data provides over a
much larger domain.
With this motivation in mind, a methodology is proposed for deriving flow fields
relevant to the kinematics of mature DC. These fields include cloud-top horizontal
divergence (CTD) and cloud-top vertical vorticity (CTV). This dissertation also explores
some of the assumptions made to derive these flow fields, and what can be done in future
works to improve flow derivations of mature DC from satellite-based instruments. These
methodologies are published, for the readers reference, in Apke et al. (2016) and Apke et
al. (2018). This dissertation comprises three studies with three primary objectives,
separated by chapter:
1) To develop an objective cloud-top flow field derivation algorithm using mAMV
(Bedka and Mecikalski 2005) systems with coherent image targets in SRS data in
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order to quantify storm-scale (< 20 km) CTD and CTV over DC. This objective
is explored in Chapter II, with the focus on the following hypothesis: If SRS data
are used to derive mAMVs with target cross-correlation methods, then the image
flow cross-correlation coherency will result in a spatially dense enough mAMV
field to objectively resolve storm-scale features, and CTD and CTV geometry and
magnitude will match NWP idealized DC simulations, unless other flow
properties, such as gravity wave related motions, or errors in the mAMV
derivation process, such as improperly tracked image targets, are dominating the
derived SRS mAMV measurements at the cloud top. The research question
explored here: Can SRS mAMVs be used to derive flow fields consistent with
subjective observation and idealized NWP output? This research question is
explored with GOES–14 SRS data over six separate case studies in comparison to
idealized simulations (200 m horizontal grid-point spacing, 140 m vertical gridpoint spacing) of supercell and non-supercell DC.
2) To observe the relationship between derived CTD and the primary storm-scale
updraft in DC, identify relationships to physical processes therein, such as the
intensification of lightning within a storm and occurrence of severe weather at the
ground, and develop an algorithm to infer and quantify updraft strength accurately
using CTD and radar systems. This objective is explored in Chapter III, with the
focus on the following hypothesis: If the atmosphere behaves as an inviscid fluid
near strong updrafts, the total mass flux throughout the depth of the storm is
correlated to the divergence magnitude at any one level, and CTD is well
measured by GEO data, then derived CTD will be correlated to the updraft
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location, strength, and size, and CTD maxima should be collocated with
kinematic, microphysical and related in-cloud features such as lightning holes,
radar bounded weak echo regions (BWERs), and OTs, unless the flow field
derivation is affected by some other mechanism. The research question explored
here: Can CTD derived from SRS data be used to infer and quantify updraft
strength and severity? This research question is explored by comparing CTD to
multi-Doppler radar, total lightning, objectively identified OT, and severe weather
report data.
3) To explore possible errors and artifacts within the derivation of CTD and CTV
signatures over DC and identify the source of rotation at the cloud-top. This
objective is explored in Chapter IV, with the focus on the following hypothesis:
If large height variations exist at the anvil level of DC that are not accounted for
in the derivation CTD and CTV, then variations in environmental vertical wind
speed shear and cloud-top height will change the derived values of CTD and
CTV, unless rotation and divergence observed is generated by the DC itself. The
research question explored here: What is the origin and cause of rotation
observed in GOES SRS data, and how does the presence of an AACP impact flow
fields derived here? This research question is explored with mAMVs derived
over two severe DC case studies with AACPs, and trajectories extracted from a
500 m x 500 m x ~180 m grid-point spacing Weather Research and Forecasting
(WRF) Advanced Research WRF (WRF-ARW; Skamarock et al. 2008) model
idealized supercell simulation.
Finally, Chapter V summarizes the results and concludes the document.
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CHAPTER II

Analysis of Mesoscale Atmospheric Flows Above Mature Deep Convection using
Super Rapid Scan Geostationary Satellite Data

This chapter is an overview of the methods and findings found within Apke et al.
(2016; hereafter A16). The GOES–14 SRS sampled a variety of meteorological
phenomena since the experimental program began back in 2012 (Schmit et al. 2013).
Despite observations that DC outflow in this 1-min imagery contained turbulent
“bubbling”, outward acceleration, and even at times rotation, prior to the research
undertaken here, no products yet existed to extract useful information out of the finetemporal resolution imagery. The purpose of this chapter is to develop a method for
extracting CTD and CTV using SRS imagery given the motivation in the introduction, as
these variables could be relevant to the updraft kinematics of the observed DC.
In this chapter, six convective cases are examined with a simple objective analysis
method of SRS so-called “mesoscale AMVs” (mAMVs; Bedka and Mecikalski 2005;
Bedka et al. 2009) to quantify what is subjectively observed in SRS data (like the rotation
over the supercell in Fig. 1.1). Sections 2.1 and 2.2 describe the background and
methodology, including how the mAMVs are derived, a description of the objective
analysis methods used, a synopsis of the cases, and a brief description of supplemental
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experimentation involving use of multi-Doppler radar data and a cloud-resolving model
experiment to validate observed mAMV flow fields. Sections 2.3 and 2.4 discuss the
results and summarize the findings.

2.1.

Background
Fujita (1968) and Hubert and Whitney (1971) introduced some of the first known

objective techniques for measuring flow (i.e. AMVs) using imagery from GEO satellites.
In simple terms, AMVs are derived from the motion of clouds using IR, WV, and VIS
satellite imagery. Operational GOES AMV techniques (Velden et al. 1997, 1998) are
focused on deriving wind vectors that are accurately height assigned and close to the
background geostrophic wind such that they can be used by many data assimilation
centers to improve the initial conditions of NWP models, especially in data sparse regions
within the GOES field of view (~55° S to ~55° N; Velden et al. 1997; Bedka et al. 2009).
AMVs are routinely derived from all GEO satellites, including the Meteosat Second
Generation and Himawari–8.
AMV-derived winds at the cloud-top level have been used for the purposes of
analyzing hurricane dynamics and subsequently improving NWP model forecasts
(Velden et al. 1998; Kim et al. 2017). Specifically, finer temporal resolution of target
tracking based AMVs substantially increased the wind information measured for
Hurricane Luis in 1995 (Velden et al. 2005). Overall, the 5–min time step data provided
cloud top information on slowly evolving areas near and around the hurricane eyewall.
Areas of convective storm initiation (CI) have also been explored by identifying upper
level divergence with satellite WV AMVs as in Rabin et al. (2004), who found that while
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the spatial resolution of WV AMV divergence fields was lower than that available from
the Rapid Update Cycle NWP model, they provided valuable observational data for preconvective triggers where surface boundaries be may be weak.
As a means of extending the AMV methods toward identifying nongeostrophically balanced flows, mAMVs were developed and are currently used in the
near-operational GOES–R CI algorithm (Mecikalski and Bedka 2006; Walker et al. 2012;
Mecikalski et al. 2015). The mAMVs are formed using the same algorithms as
operational AMVs, yet the constraints to a background NWP model wind field are
reduced. With lower constraints to the background wind field, AMVs that describe more
of the storm- and meso-β scale (20–200 km) winds are retrieved than otherwise available
with operational algorithms. As a specific example, within the GOES–R 0–1 hour CI
algorithm, convective cloud object tracking is used with mAMVs to estimate future
cumulus cloud locations such that a spatial overlap comparison of cloud objects in the
next 7–15 minute image timeframe can be made (Walker et al. 2012). The mAMVs have
been shown to improve tracking of the pre-rainfall state of growing cumulus clouds over
NWP fields alone, thereby allowing one to forecast DC with Lagrangian cloud-top
brightness temperature (TB) changes using GOES satellite data alone (Mecikalski and
Bedka 2006; Mecikalski et al. 2008; Walker et al. 2012).
Supercell DC flow dynamics are commonly studied through the use of ground
based radar information (Browning 1964, 1965; Marwitz 1972a; Brandes 1977, 1978,
1981, 1984a,b; Brandes et al. 1988). More recent studies of supercell dynamics involve
examinations of fine-scale radar data from mobile measurements and fixed dualpolarization platforms (Bluestein et al. 1995; Wurman et al. 1997; Kumjian and Ryzhkov
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2008; Bluestein et al. 2010; French et al. 2014). The dynamics of supercell and nonsupercell storms are comprehensively reviewed in Klemp (1987) and Davies-Jones et al.
(2001). The generation of vertical vorticity in the mid-levels of a supercell in a vertically
sheared environment can be understood using the storm relative, linearized vertical
vorticity equation, neglecting Coriolis force
𝜕𝜁′
= −(𝑣̅ − 𝑐) ⋅ 𝛻 𝜁 + 𝑆̅ × 𝛻 𝑤′ ⋅ 𝑘
𝜕𝑡

(1.1)

where the Eulerian vertical vorticity perturbation 𝜁′ change with respect to time is a
function of storm relative advection by the mean wind 𝑣̅ and storm motion 𝑐 vectors, and
vorticity tilting which is a term comprised of the mean shear vector (defined as 𝑆̅ =
𝑑𝑣̅ /𝑑𝑧), vertical velocity perturbation 𝑤′, and the horizontal gradient operator 𝛻 . Using
the linear theory above, changes in vorticity within mesoscale storms are initially caused
by the tilting of vertically sheared air (second term in Eq. 1.1), and the advection of
present vorticity (first term in Eq. 1.1). Vertical vorticity generation requires a horizontal
gradient of w’ (present with discrete convection) to tilt the barotropic horizontal vorticity
upwards. Identifying areas with strong w’ (that are typically accompanied by regions
with strong gradients in w’) in environments with vertical wind shear can be important
for nowcasting and identifying supercells.
The vertical velocity can also be related to horizontal divergence with integration
of the anelastic mass continuity equation (Witt and Nelson 1991). Assuming the mass
flux and any one layer is correlated to that of the other layers within DC, the
measurement of divergence at any one layer can be used as an estimate for the profile of
divergence within the storm (more in section 3.2.6). Understanding the horizontal flow
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characteristics at the cloud top can therefore be related back to supercell processes
ongoing in DC which involve both 𝑤′ and 𝜁′.
Few studies have been performed that focus on the analysis of satellite-derived
cloud-top motions for the purposes of understanding the dynamics of mature DC, which
is largely related to the low temporal resolution of GOES compared to radar data
(nominally 15–min versus 5–min) that limits the ability to resolve motions in rapidly
“bubbling” regions at the cloud top (Bedka et al. 2015; Schmit et al. 2015). Deriving
divergence information with satellite data in the post-CI mode of DC storms has been
achieved at lower temporal resolutions within the ProbSevere product (Cintineo et al.
2014), which uses the Warning Decision Support Services – Integrated Information
(WDSS-II) w2segmotionll algorithm (Lakshmanan et al. 2007) combined with postprocessing techniques described in Sieglaff et al. (2013) to grow pixels from a maximum
in emissivity based on a combined k-means and enhanced watershed technique. The
cloud objects are derived on three different saliency (or aerial extent) scales to identify
small, medium, and large objects, which are then post-processed into a final, objectively
identified product with time derived expansion rates. The cloud object derived expansion
rates are compared to radar data and environmental values derived by NWP model fields
to produce probability of severe weather occurrence within the next hour (Cintineo et al.
2014). While ProbSevere does successfully link satellite and radar information
throughout the entire lifecycle of storms, the w2segmotionll approach for deriving cloudtop expansion can be sensitive to rapid geometric shifts, merging, and splitting of
individual cloud emissivity clusters. More recent satellite studies of convection have
begun using SRS data to analyze rapid changes in OTs and AACPs, which have found
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potential links between cloud-top characteristics and the occurrence of severe weather at
the ground (Bedka et al. 2015; Schmit et al. 2015).
Use of 1–min data for AMV flow derivation has typically been avoided due to the
navigational problems on older GOES satellites (Velden et al. 2005). With advanced
altitude and star tracker systems, GOES–P series instruments have improved image
navigation and registration over previous GEO instrument systems (Schmit et al. 2013).
This chapter thus presents a first look at mAMVs from GOES–14 based 1–min SRS data,
with mitigated navigational issues of the previous models, to analyze mature DC
dynamics via GEO satellite data.

2.2.

Methodology

2.2.1. mAMV processing for storm-top analyses
The derivation of AMVs is based on target identification with satellite data and
follows what is outlined in Velden et al. (1997) and Bedka and Mecikalski (2005).
Targets include gradients, minima and maxima across IR TB, WV, and VIS reflectance
fields. Targets are identified through an 8–point measurement system and tracked
through three consecutive satellite images (typically 15 min apart; now 1-min apart).
Target height is determined via comparison of IR and WV channels to NWP datasets
(e.g. the H2O–IR window intercept method; Nieman et al. 1993). For this study, Global
Forecast System (GFS) NWP data are used. Targets and images are quality controlled
using a series of multi-channel checks to ensure they do not contain multi-layer images
(clouds at multiple heights that are producing gradients) or coastlines. Navigation checks
with known coast locations are also performed to ensure no satellite “wobble” is
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contaminating AMV target locations. The direction and speed of the remaining targets at
different heights are produced and quality controlled based on an NWP derived flow
field. Typical quality control values of the operational AMVs are tuned to remove
motions that deviate > 5 m s-1 from synoptic scale movements.
The mAMVs are calculated by modifying the GFS NWP background flow
requirement and quality control values to allow for more motions that deviate from the
mean flow. This study follows the quality index (QI; Holmlund 1998) and recursive
filter (RF; Hayden and Purser 1995) score thresholds set by Bedka and Mecikalski (2005)
to derive mAMVs. The QI is a score designed to test the consistency of vectors via
nearest-neighbor wind coherency checks (Holmlund 1998). For operational data, a high
QI value of 60 is required for a vector to be considered in analyses; the mAMV threshold
used is 25. Further, the RF score (Hayden and Purser 1995) with operational AMVs,
designed to test AMV speed and direction consistency with objectively analyzed GFS
NWP data, is lowered from the operational threshold of 0.9 to 0.01. Hence, by lowering
the QI and RF scores, the vectors can deviate from quasi-gradient wind balanced flow
and observed vectors are not constrained to the GFS NWP output that may not correctly
characterize storm- or meso- scale motions caused by DC. The quality of current
experimental mAMVs has been shown to be worse than operational high-quality control
AMV winds in comparison to vertical wind profilers (Bedka et al. 2009), however, they
were found to better characterize mesoscale flow phenomena, such as outflowboundaries, mesoscale rotation, and convective outflow.
Observations of SRS derived mAMVs suggest that without navigational issues
introduced by GOES–8 and –10 (e.g. Velden et al. 2005), the number of mAMVs
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increases substantially over DC with the higher temporal resolution (Fig. 1.1). An
example mAMV plot over a supercell storm in central Colorado comparing the more
traditional 7–min GOES rapid scan mAMVs (Fig. 1.1c) to 1–min SRS GOES–14 derived
mAMVs (Fig. 1.1d) demonstrates the latter’s ability to derive kinematic flows (Fig. 1.1b)
over storm tops that appear to follow subjective observation (Fig. 1.1a) with minimal
noise, per the retrieval methodology described here. The SRS mAMVs are then
repurposed in this study for use specifically on the tops of mature DC clouds.
Within the analysis to follow, the main alteration made to the Bedka and
Mecikalski (2005) mAMV methodology is that the vertical domain of allowed vectors
was changed to retrieve vectors near the convective equilibrium level, with a lower limit
at approximately 500 hPa and an upper limit of 100 hPa. The relatively low-altitude cut
off, compared to average convective equilibrium levels over the United States, is to allow
vectors in the analysis to be calculated on the entrained, optically thin (visible optical
depth values < 10) edge of the cirrus anvils in cumulonimbus structures. Dry air
entrainment and anvil cirrus advection into clear air causes targets to acquire higher
values of TB. With increased layer material transmissivity, warmer ground-based IR
radiation is observed through the cloud. A TB and NWP model-based AMV height
assignment methodology will thus yield lower heights along cirrus layers that are actually
constant in altitude. Since the vectors calculated at or near the cloud edges are important
to understand flow at the tops of DC, they are kept in the analysis by using a deep
pressure threshold. A topic of future studies will be to identify vectors that only occur at
known convective cloud-top levels to improve operational utility.
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2.2.2. Cloud-top flow field derivation
It is the DC cloud-top flow fields that are of interest here. A key assumption
made in this work for cloud-top flow fields is that all winds observed are at a relatively
constant height (i.e. from a “single level” or “single plane”), which allows for the
objective derivation of DC cloud-top flow fields that mimic what is subjectively
observed. The analysis has shown that the single plane assumption has problems in
multi-layer cloud scenes, such as along or near cloud edges where the presence of vertical
wind shear may affect assumed two-dimensional flow. In contrast, on cloud tops, such as
over DC, the single plane assumption produces a smooth flow field that is not sensitive to
optical depth related height changes assumed in NWP T B comparison-based derivations.
It should be noted that broad OTs and AACPs with large height differences that deviate
from the mean anvil height may cause problems with this single plane assumption (and
are explored further in Chapter IV), although the current spatial resolution of mAMVs
such as that shown in Fig. 1.1d and as shown in the upcoming figures likely is too coarse
for this to be a significant problem. As the spatial density of vectors increases, future
studies may use objective OT identification algorithms such as that discussed in Bedka et
al. (2015) for removal of vectors with excessive height differences to focus only on anvil
level flow.
Once mAMVs were derived from the SRS data for storm tops, two flow field
characteristics were analyzed: the CTD (𝛻 ⋅ 𝑉⃗ ) where 𝑉⃗ is the velocity vector and the
CTV, defined as the vertical component of the curl of the velocity vector (𝑘 ⋅ 𝛻 × 𝑉⃗ ) with
𝛻 representing the three-dimensional gradient operator. The point-source information of
mAMVs is converted into a 0.01° x 0.01° latitude-longitude grid using a Barnes objective
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analysis procedure (Barnes 1964, 1973; Koch et al. 1983) to produce fields of CTD and
CTV. Since an objective of this work is to develop a product that uses a computationally
inexpensive and fast method for calculating flow fields in an operational setting, tests
were initially performed on a quick Barnes (1973) single pass method. For the mAMV
analysis, the tropopause level GFS NWP model data are used as background first guess
fields. The first guess fields are designed to approximate synoptic flows near the
equilibrium level. The Barnes analysis takes the first guess grid data and converges to
the observed solutions on the grid, and is not sensitive to the actual background values so
long as they are a close approximation to the actual scalar field (Barnes 1964). In this
experimental phase, the analysis used 6-hour GFS forecast data to simulate real-time
implementation, with bilinear interpolation between grid points used to determine the
first guess values for each observation. The background first guess field was updated
every 6 hours consistent with GFS data availability. While GFS NWP data do not
capture storm-scale (10–60 km) motions associated with mature DC, as discussed in
Barnes (1964), the Barnes objective analysis is not very sensitive to changes in the first
guess field and converges quickly on the mAMV observed solutions with each successive
pass. The Barnes analysis “falloff” and “convergence” parameters were designed to
resolve the flow features that were subjectively observed in the preliminary analysis (Fig.
1.1b), and are calculated using the method outlined in Koch et al. (1983) described in
Appendix A.
Through experimentation, it is found that despite the increase of mAMV
information with SRS, flow fields are still sensitive to the addition and subtraction of
information as targets change at the cloud top. Problems can arise when using a Barnes
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analysis over a non-uniform grid, and as such the analysis can “balloon” in areas with
large data gaps (close to or larger than the Barnes analysis radius of influence, set to
30 km here). The “balloon” effect is defined in Koch et al. (1983) as large phase and
amplitude distortions in the field of grid points that are primarily determined by one
nearby observation and is common in highly irregular grids. The “balloon” effect in data
gap regions was noted to cause rapid geometry and amplitude changes in the CTD field
that did not appear to realistically follow the OTs observed with satellite IR T B data at
several times in the case study analysis.
One solution to this “balloon” effect problem involves the use of a time collection
methodology to make a denser mAMV observation field over the storm systems of
interest. To smooth rapid flow changes that occur with the transient detectability of
targets at the cloud top, 5–min of data collection was used per flow-field calculation to
allow for a comprehensive dataset that is not sensitive to possible mAMV spatial density
changes. It is assumed that a given convective storm maintains a quasi-steady state
through the 5–min collection period for each frame. During the collection period, 1–min
image triplets are used to generate one set of mAMVs. An image triplet is a set of three
satellite images, each ~1–min apart in SRS, used to derive the mAMVs. The processor
moves ahead one minute and generates another set of mAMVs with the next set of SRS
image triplets. This process is repeated for 5 minutes and is hereafter referred to as “time
smoothing”. Vectors obtained through the 5–min time smoothing period are advected to
a single time frame for objective analysis with GFS 0–6 km derived density weighted
storm motion data to account for the horizontal movement of a storm. Thus, every
objective analysis flow field uses six (including 0–min) individually derived mAMV
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fields. For example, an objective analysis at 2005 UTC would use mAMVs derived from
2005 UTC back to 2000 UTC which are advected 0–min to 5–min forward in time with
storm motion, respectively. Using a 5–min time smoothing period maintained realistic
CTD phenomena that followed IR-observed OTs of DC. A further explanation of why
flow fields are sensitive to losing mAMV information in particular areas is included in
Appendix A. A second solution (described further in section 2.2.5) involves changing the
initial targeting settings to yield more mAMVs in areas that would normally be subject to
quality control constraints.
While time smoothing of SRS-derived mAMVs has notable sensitivity to nonsteady state storms, improved resolutions in time and space in GOES–16 will mitigate
target loss and likely remove the need to use time smoothing all together. It should be
noted that the mAMV flow fields derived from GOES–14 data in this study are thus a
simulated version of what GOES–16 will be capable of with more routine SRS data
involving up to 30–sec time steps (Schmit et al. 2015). With the assumptions made,
mAMVs are then quantified into CTD and CTV gridded fields that can readily be used to
analyze mature DC case studies.

2.2.3. Case studies
This study uses SRS data for six convective storm events in 2014: Four cases are
supercells, identified based on radar data, and two cases are non-supercell DC.
Supercells were defined in a consistent manner to Davies-Jones et al. (2001) as long-lived
(>1 hour) storms with both severe weather reports and a mesocyclones observed with
Doppler velocity shear ≥6 m s-1 and a differential velocity ≥30 m s-1 over multiple tilts
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(over a depth of 3 km and at altitudes less than 5 km above the radar level) for multiple
radar scans (longer than 5–min). Storm reports (tornado, wind and hail) were collected
from the Storm Prediction Center (SPC) archive online (SPC 2015). Cases were selected
specifically to test DC storms with dynamically distinct characteristics, such as distinct
updraft “maintenance” mechanisms, and storms were examined in several different
convective environments over the United States.
Three supercells were analyzed by satellite and radar over central Nebraska and
northern Kansas on 11 May 2014 (Fig. 2.1). The Hastings, Nebraska Weather
Surveillance Radar–1988 Doppler (WSR–88D) depicted three identifiable mesocyclones
and “hook” echoes with storms that initiated along a dryline. One supercell that
developed over central Nebraska produced 19 individual SPC tornado reports. Two other
convective storms over Kansas produced severe hail, with the northern storm producing
up to 1.75” diameter hail, and the southern storm producing 1” diameter hail.
On the morning of 12 May 2014 over central Oklahoma, separate storms occurred
along a cold front from the same synoptic system involved in the 11 May 2014 case,
without the vertical shear present to allow the cells of interest to develop mesocyclones.
Non-supercell storms initiated south of Norman, Oklahoma by 1600 UTC. Convective
storms initiated along the cold front by 2000 UTC over eastern Oklahoma and eventually
evolved into a quasi-linear convective system (QLCS; Fig. 2.2).
DC storm events on 20 May and 21 May 2014 included two discrete supercells.
The 20 May 2014 case was a long-lived, discrete supercell over central Colorado (Fig.
2.3) that initiated at 1955 UTC. This cell initiated in an area with minimal cirrus cloud
obscuration from the surrounding environment and minimal interference from nearby
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Figure 2.1. 2136 UTC 11 May 2014 KUEX (Hastings, Nebraska) WSR-88D 0.5˚ tilt
reflectivity (dBZ; top) and velocity (m s-1; bottom) for three identified supercells over the
Central Plains. Supercells with identifiable mesocyclones are highlighted with white
circles.
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Figure 2.2. 1958 UTC 12 May 2014 KTLX (Norman, Oklahoma) radar reflectivity
(dBZ).
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Figure 2.3. 2220 UTC 20 May 2014 KFTG 8˚ tilt reflectivity (dBZ; top) and velocity (m
s-1; bottom) with mesocyclone highlighted in the white circle with range rings plotted
every 10 km.
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convection. Therefore, the flow signatures visible from a mAMV standpoint are likely
“uncontaminated” in the sense that cirrus cloud motions from non-supercell related
clouds do not produce “spurious” mAMVs that interfere with the derived CTD and CTV
fields (which may be the case in 11 May 2014 as discussed further in Appendix B). The
21 May 2014 case was another day in which a discrete supercell formed in central
Colorado and eventually grew upscale into a nighttime mesoscale convective system
(MCS). This case and the radar observations with it are also explored in Chapter III.
Another case study occurred over the eastern United States during an SRS data
collection, where two supercells produced severe hail and tornadoes in western Delaware
and eastern Virginia on 22 May 2014. Two supercells initiated on a weak occluded cold
front that moved through a strongly heated area with a large upper level jet maximum (>
40 ms-1 at 300 hPa). The last case was non-supercell convection over northern Alabama
on 18 August 2014. The non-supercell convection was well sampled by the Hytop,
Alabama WSR-88D and the Huntsville, Alabama Advanced Radar for Meteorological
and Operational Research (ARMOR; Peterson et al. 2005) radar system located at the
Huntsville International Airport (34.645˚ N 86.771˚ W), in addition to SRS data. Further
details of all cases analyzed are provided in Section 2.3.

2.2.4. Supplemental experimentation
Two forms of supplemental analysis were performed: Multi-Doppler radar
analysis and WRF-ARW (Skamarock et al. 2008) NWP model idealized simulations.
These radar and WRF-ARW modeling analyses were performed to address questions
brought forth in the mAMV analysis on the quality of the measured vectors (i.e. does the
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satellite flow field magnitude and geometry match physical quantities of divergence and
vorticity near the cloud-top?).
Since the kinematic fields in question occur at the cloud top, multi-Doppler
analysis only allows for a rough quality check of analyzed cloud-top flow fields using a
different measurement system. Multi-Doppler analysis was performed on the 18 August
2014 cells when both radars could sample (with scatterers) well above a non-supercell
thunderstorm. The ARMOR and Hytop, Alabama (KHTX) radars were converted to a
300 km x 300 km x 15 km Cartesian coordinate system with a 1 km x1 km x1 km grid
spacing using a Cressman objective analysis scheme (Cressman 1959) and a 1.2 km
radius of influence in the NCAR REORDER system (Oye et al. 1995). The Custom
Editing and Display of Reduced Information in Cartesian Space (CEDRIC) system was
then used on the Cartesian grid to return two-dimensional horizontal flow values, which
were then input into a downward integration scheme of the mass continuity equation
assuming vertical motion w = 0 above the storm top at 15 km. Values of corrected
horizontal motion were then used to derive divergence near the storm top after
application of a three-pass linear least squares two-dimensional filter. Derived radar
motion data at high altitudes may contain large errors caused by the high vertical
component of the beam direction and underdetermined radar observations of the
horizontal wind components, u and v. A comprehensive discussion on the errors
associated with dual-Doppler wind retrieval in the upper levels is available in Potvin et
al. (2012a,b). The multi-Doppler analysis is thus considered only near storm top region
around 9 km to compare divergence locations with resolved SRS CTD locations.
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Due to the problems involved with collecting a reliable multi-Doppler sample of
the upper levels of a storm (e.g. small horizontal components of velocity measured along
the beam radial by radars, low sampling frequency, and large separation between beam
tilts), the SRS mAMV flow-field properties are also explored with a cloud-resolving
WRF-ARW model simulation. Running a WRF-ARW model simulation is prudent given
that rapid bubbling convection could potentially violate common assumptions made when
calculating mAMVs in that the cloud drift motions may not represent actual horizontal
motions of winds. For example, gravity waves may propagate at speeds unrelated to the
horizontal wind motions, yet still produce prominent target samples for the Bedka and
Mecikalski (2005) mAMV method. Rapid bubbling of DC on sub-satellite scanning rate
time scales may also appear as fictitious horizontal motion, which would fool a horizontal
target cross-correlation scheme for flow derivation. Using SRS data likely mitigates the
latter problem; however, the raised concerns in mAMV quality justify the need to
experiment with NWP model results to ensure that observed mAMV flow fields follow
understood upper-level DC dynamics. The WRF-ARW model simulation is also used to
test the association of the observed mAMV dynamics with the generation mechanism of
vertical vorticity at the cloud top for both supercell and non-supercell thunderstorms.
The mechanism of vertical vorticity generation is explored using the nonlinearized vertical vorticity equation, neglecting the effects of the Coriolis force,
expressed as
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𝑑𝜁
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In Eq. (2.2), the total rate of change with time 𝑡 of vertical vorticity 𝜁 is a function of
vorticity stretching (A), tilting (B), solenoidal (C), and differential diffusion from
turbulence and friction (expressed as 𝐹 and 𝐹 ) terms on the right hand side of the
equation, where 𝑢, 𝑣, and 𝑤 in the tilting term retain their typical definitions as the
components of flow in the 𝑥, 𝑦, and 𝑧 directions respectively. In this chapter, term D is
neglected, though it will be revisited in Chapter IV. The variables 𝑝 and 𝜌 in the
solenoidal term represent pressure and density, respectively.
This WRF-ARW version 3.7.1 model idealized simulation experiment used the
Weisman and Klemp (1982) characteristic sounding as a horizontally homogeneous
environment throughout the 84 km x 84 km x 20 km domain. The vertical domain is set
to contain 200 exponential Eta layers with an approximately constant ~120 m vertical
grid spacing. Horizontal grid-point spacing is set to 200 m x 200 m, which is
computationally affordable and less than 1 km as suggested by Bryan et al. (2003), and is
consistent with other similar WRF-based supercell studies (e.g. Cintineo and Stensrud
2013; Kumjian et al. 2015). The simulation uses a horizontal fifth- and vertical thirdorder positive definite advection schemes. The model also uses the Morrison doublemoment microphysical scheme (Morrison et al. 2005). DC was initiated by inserting a 10
km x 10 km x 1.5 km spheroid warm bubble with a 3 K maximum positive temperature
perturbation and performed for 60 min with 1.5–sec integration time steps to ensure
numerical stability. Two wind profiles are examined, one with a quarter circle hodograph
27

(Fig. 2.4a), the other with no mean flow (Fig. 2.4b), which are part of the available
configuration for these simulations in WRF-ARW. Consistent with Weisman and Klemp
(1982), without environmental shear, the zero-mean wind with height experiment will
produce a three-dimensional flow example of non-supercell convection. The quarter
circle hodograph will produce a splitting supercell, with a dominant right moving storm.
Vorticity and divergence will be analyzed in sections 4f and 4g on a three-dimensional
scale with a focus on near cloud-top environments, and then compared to observations of
SRS case studies.

2.2.5. Flow Field Derivation Updates
A16 noted that, in the original mAMV derivation, the Bedka and Mecikalski
(2005) method yielded only coarse vector spatial resolution (sometimes < one vector
within a 30 km radius) over smooth anvils and cirrus. As will be discussed in sections
2.3.1 through 2.3.6, the mAMVs were occasionally an inhomogeneous field which was
analyzed to a ~1 km grid using the Barnes (1973) objective analysis method with a single
scaling parameter. The vector spatial density was found to drop below the spatial
resolution resolved by the Barnes analysis at times during two of the supercells in A16
(the 11 May 2014 case and 21 May 2014 storm, see sections 2.3.1 and 2.3.4), indicating
room for improvement in the original analysis system. Therefore, a second system is also
developed here to handle spatial inhomogeneity of point-source data with varied scaling
when needed.
This novel mAMV gridding method uses the same approach as sections 2.2.1 and
2.2.2, with the following exceptions. Targets in Bedka and Mecikalski (2005) and A16
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Figure 2.4. Initial sounding for the idealized Weather Research and Forecasting
Advanced Research WRF model cases with hodographs for: a) the quarter circle shear
case and b) the 0 m s-1 no mean wind with height case. See text for further description of
the WRF model settings.
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were 10x10 pixel image boxes, which have been lowered here to 5x5 image pixels (~ 5 x
5 km). Furthermore, the raw brightness gradient threshold for target identification, or the
maximum difference of VIS and IR pixel brightness values within the 5x5 boxes that
permits the selection of a candidate as a target, was lowered from the A16 approach of 15
brightness counts down to 4 brightness counts, which increases vector spatial density
particularly in more laminar cloud regions. The point source observations were then
gridded into a flow field of u- and v-component wind using a RF analysis system (Purser
and McQuigg 1982; Hayden and Purser 1995), instead of the Barnes (1973) approach.
The RF system is an empirical linear interpolator with a spatially varying scale
based on the nearby point-source observation density and quality (assigned using the
weighted deviation from background flow). In one dimension, the RF is defined with
forward smoothing operation as
𝐴 = 𝛼𝐴

+ (1 − 𝛼)𝐴

(2.3)

+ (1 − 𝛼)𝐴

(2.4)

and a backward smoothing operation as
𝐴 = 𝛼𝐴

where 𝑖 is the spatial integer index value of a grid point to be analyzed, 𝐴 and 𝐴
represent the forward and backward smoothed output from the RF respectively, 𝐴 is the
initial background grid field, which can begin as background model data or a point source
estimate of the initial scalar variable and be replaced by successive analysis fields
through multiple applications of Eqs. (2.3) and (2.4), and 𝛼 is the RF scaling parameter
which varies as a function of successive pass, point-source density, and data quality and
ranges from 0 < 𝛼 < 1. Observations (and their predetermined weights based on quality
and reliability) are initially interpolated to the grid using the adjoint of a linear
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interpolation operator following Hayden and Purser (1995). Equations (2.3) and (2.4) are
then applied successively in x- and y-dimensions with boundary conditions to simulate
infinitely long grids (following Appendix A of Hayden and Purser 1995).
The successive application initially generates a heavily smoothed scalar field and
recovers finer and finer detail with each successive analysis pass. To determine 𝛼 at each
successive pass, the RF system has various subjective tunable features, which are
summarized in Table 2.1. The final gridded product was derived with three separate RF
passes as discussed in Hayden and Purser (1995), which involve two passes on the
background data to create a “pseudo-data” field, followed by a final pass on the mAMV
field itself. The background pseudo-data used in this case were the GFS tropopause-level
flow, though the RF system is flexible enough to allow for any ancillary wind field data
source to be used, such as local radiosondes, radar information or higher resolution
models (e.g. the operational Rapid Refresh model; Benjamin et al. 2016).
Centered finite differencing was performed on the objectively analyzed wind field
grid to yield CTD and CTV. While a resolution < 20 km is considered storm-scale, it
should be noted that derived CTD and CTV values were still smoothed as in A16 and
represent only a fraction of the actual CTD and CTV present due to objective analysis
limitations. The product developed here has been named the Super Rapid Scan Anvil
Level flow system (SRSAL).
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Table 2.1. Descriptions of RF parameters used in SRSAL version 2.2 with notation from
Hayden and Purser (1995), where * means the same value is used throughout the analysis
pass.
RF Parameter
Initial Background Analyses Final Analysis
Analysis 1, Analysis 2

(Final pass
setting)

Grid Increment (δ)

~2 km (0.02 °N x 0.02 °W), *

*

Smoothness Degree (f)

1, 0.7

1, (0.5)

Tolerance (T)

99999, 25 m s-1

25 m s-1

Smoothing Iterations per

10, 3

3

1, 5

5

~111 km, ~666 km

8δ

~111 km, *

5δ

0.36, *

*

0, 0

0.01

1, 1

1

Analysis pass (L)
Number of RF Analysis
Passes
Initial Characteristic Scale
(R0)
Final Characteristic Scale
(R∞)
Nominal Scale and Tolerance
Change Rate (s)
Background Field Relative
Weight
Observation Weight (W)
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2.3.

Results

2.3.1. 11 May 2014: Supercell
CI occurred over central Nebraska surpassing 35 dBZ of reflectivity at 1942 UTC
on 11 May 2014. Maximum CTD and CTV near the OT tracked subjectively with
respect to time show large values of CTD (>0.001 s-1) by 1949 UTC (Fig. 2.5). The cell
moved directly over the Hastings, Nebraska radar site (KUEX), and exhibited supercell
storm characteristics by 2001 UTC, with broad scale rotation observed around the radar
cone of silence. The first indication of a “CTV couplet” (adjacent maxima in vorticity of
opposite signs over a storm) was witnessed by 2003 UTC (Fig. 2.6), however the positive
local CTV maximum disappears by 2007 UTC and was not observable again until 2040
UTC (not shown). By 1954 UTC, a sharp increase in CTD is observed over a ~10 min
period, as values approached 0.0025 s-1 by 2003 UTC. The first 1” diameter hail report
occurred at 2017 UTC (during a temporary gap in GOES–14 satellite data). CTD
maintained a steady and strong signal > 0.002 s-1 between 2034 UTC and 2101 UTC.
The first tornado report occurred at 2040 UTC, with several more reports at 2053, 2058
and 2107 UTC. Both CTD and CTV (the positive and negative CTV) oscillate in
magnitude throughout the lifespan of the supercell. By 2123 UTC, two additional “CTV
couplet” signatures are visible in northern Kansas (Fig. 2.7). The cyclonic component of
the “CTV couplet” on the Nebraska storm appeared to be in a well-sampled region
downstream of the updraft at 2123 UTC in Fig. 2.6. At 2123 UTC, the CTD maximum
shifts south as raw mAMVs near the cloud edge of the Nebraska storm appear to be
impacting the pattern of the objectively analyzed flow (see Appendix B). Despite the
Barnes over-smoothing, observations of raw mAMVs in Fig. 2.6 near the OT of the
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Figure 2.5. 11 May 2014 central Nebraska supercell SRS CTD (black) and positive CTV
(red) maximum values closest to the OT identified by VIS satellite data with Storm
Prediction Center tornado reports (pink triangles) and hail reports scaled by size (green
circles). The dashed line type represents time frames when the CTD and CTV maximum
occurred in areas with low mAMV spatial density and were affected by Barnes analysis
“ballooning.”
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Figure 2.6. Selected 11 May 2014 SRS GOES VIS satellite data with equilibrium level
flow relative SRS mAMVs (m s-1) over central Nebraska and CTD contoured every
50x10-5 s-1 (left column) and CTV contoured every 20x10-5 s-1 (right column) with
positive (negative) values for both in red (blue). The green circles are areas referenced in
Appendix B.
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Figure 2.7. Selected 11 May 2014 SRS GOES VIS satellite data frames over southern
Nebraska and northern Kansas with CTD (left column) and CTV (right column)
contoured the same as Fig. 2.6.
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system at 2123 UTC show a divergence signal associated with this storm. Several
tornado reports occurred at 2210 and 2300 UTC. While large increases in CTD
magnitudes and OT occur after 2210 UTC along with an increase in tracked CTV, it is
notable that the maximum in CTD is occurring in a large data gap and may be enhanced
by “ballooning” in the Barnes analysis. The large data gap exceeded 40 km at times after
2210 UTC near the OT and likely resulted in the unrealistic objectively identified
increases in CTD magnitude shown in Fig. 2.5 at this time.
When compared with the KUEX radar dataset, all three of these systems exhibit
supercell characteristics, including the presence of mesocyclones and reflectivity “hook”
echoes (see Fig. 2.1). At 2140 UTC the CTV signatures in northern Kansas quickly
disappear as the two convective cells appear to merge into a larger system associated with
a trailing cold front (not shown). An analysis of radar data suggested that developing
convection nearby might have affected the cloud-top flow signatures with the Kansas
cells (Fig. 2.8). By 2230 UTC, anvil motion dynamics from several adjacent storms
along the synoptic boundaries mix with one another and the “CTV couplet” signature on
the central Nebraska storm becomes less coherent than it was in its quasi-discrete form.
Despite anvil coverage, Barnes over-smoothing, and interference from nearby clouds on
deriving mAMVs, the “CTV couplet” signature in central Nebraska remains trackable on
the cell until the system grows upscale to an MCS at 2300 UTC.

2.3.2. 12 May 2014: Non-Supercell
DC initiated near 1650 UTC on 12 May 2014 during SRS data collection, with
CTD values over central Oklahoma peaking near 7.5x10 -4 s-1. At 1700 UTC, CTD in a
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Figure 2.8. 2145 UTC 11 May 2014 KUEX (Hastings, Nebraska) WSR-88D 0.5˚ tilt
reflectivity (dBZ).
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storm cell over southern Oklahoma peaked at values >0.001 s -1. One distinct feature
when compared to 11 May 2014 is that non-supercell convection CTD early on 12 May
2014 (1630–1830 UTC) exhibited highly transient behavior from a storm relative
perspective. While large CTD values were observed, local maxima >0.001 s -1 typically
did not last longer than 20 min (Fig. 2.9). After 1903 UTC, CTD resembled a quasilinear pattern along the line of storms as the systems grew upscale, with values peaking
above 0.0015 s-1. While CTD was strong (> 0.0015 s-1) along the convective line,
individual CTD maxima were only maintained for 15–30 min, compared to the long-lived
four-hour CTD signature seen on 11 May 2014. Continuous “CTV couplet” signatures
such as those seen in 11 May 2014 are not present in this case throughout the duration of
the event.

2.3.3. 20 May 2014: Supercell
CI occurred over central Colorado, with CTD values that exceed 7.5x10 -4 s-1 at
2032 UTC. At 2058 UTC, the storm was mature enough to produce CTD >0.001 s -1. A
CTD maximum was coherent and trackable near the OT for five hours from 2100 UTC to
0200 UTC when sunset occurred (Fig. 2.10). After ~2100 UTC, the cell exhibits a quasiconstant CTD near 0.0015 s-1. The CTD field intensified at 2200 UTC, and subsequently
increased to a maximum of over 0.002 s-1 in less than 10–min. A mesocyclone was
observed on radar (see Fig. 2.3) at 2220 UTC. A 1.5” diameter hail report occurred at
2248 UTC after CTD increased to ~0.0025 s-1 at 2246 UTC. The “CTV couplet”
signature first became apparent by 2300 UTC (Fig. 2.11a, b). The largest hail report
(2.75” diameter according to the SPC) occurred at 2332 UTC during a time when CTD
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Figure 2.9. Selected 12 May 2014 SRS GOES VIS satellite data frames over central
Oklahoma with CTD (left column) and CTV (right column) contoured the same as Fig.
2.6.
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Figure 2.10. 20 May 2014 central Colorado supercell SRS CTD (black) and positive
CTV (red) maximum values closest to the OT identified by VIS satellite data with SPC
hail reports scaled by size (green circles).
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Figure 2.11a. Selected 20 May 2014 SRS GOES VIS satellite data frames over central
Colorado with CTD (left column) and CTV (right column) contoured the same as Fig.
2.6.
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Figure 2.11b. Selected 20 May 2014 SRS GOES VIS satellite data frames over central
Colorado with CTD (left column) and CTV (right column) contoured the same as Fig.
2.6.
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values were exceeding 0.002 s-1. The discrete nature of the cell made both the CTD and
“CTV couplet” signatures very clear by 2337 UTC when using cloud-top SRS mAMVs.
Observations of the raw mAMVs in Fig. 2.11b show clear cyclonic rotation juxtaposed
with a CTD maximum and rotation signature without the same information gaps near the
present OTs as seen on 11 May 2014. The storm produced additional large hail reports
(ranging from 1.5” to 2.5” diameter) after 0100 UTC when CTD values were peaking
near 0.0028 s-1. Note that CTD may not have ceased at 0200 UTC, rather the version of
the mAMV algorithm used for this study requires the VIS channel and is presently a
daytime-only algorithm.

2.3.4. 21 May 2014: Supercell
Discrete convection was visible with GOES–14 at 1853 UTC over central
Colorado. No obvious correspondence was visible between the SPC tornado reports and
Barnes objectively analyzed CTD and CTV values upon observation of the time series
(Fig. 2.12). By 1931 UTC the cloud top had expanded enough to produce a CTD
maximum with values near the OT at 0.0011 s-1. Hail of 1” diameter was initially
reported at 1920 UTC with the storm near Conifer, Colorado. The CTD exhibited an
intensification period starting at 1940 UTC with values of ~0.001 s -1 and peaked at 2007
UTC near 0.0022 s-1. After the initial increase in CTD (and data gap in the GOES–14
SRS sampling), CTD values were observed to be >0.0035 s -1 by 2039 UTC, although the
values of the objective analysis appear to be associated with a spatial data gap in mAMV
observations and may again have been caused by “ballooning” in the Barnes objective
analysis. A “CTV couplet” was observed at 1958 UTC (Fig. 2.13). Due to the less

44

Figure 2.12. 21 May 2014 central Colorado supercell SRS CTD (black) and positive
CTV (red) maximum values closest to the OT identified by VIS satellite data with SPC
tornado reports (pink triangles) and hail reports scaled by size (green circles). The dashed
line type represents time frames when the CTD and CTV maximum occurred in areas
with low mAMV spatial density and were affected by Barnes analysis “ballooning.”
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Figure 2.13. Selected 21 May 2014 SRS GOES VIS satellite data frames over central
Colorado with CTD (left column) and CTV (right column) contoured the same as Fig.
2.6.
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transient nature of the CTV minima compared to the positive maximum, CTV minima
were observed near the OT, and were tracked in time for this storm. Local maxima in the
“CTV couplet” signature values were noted to occur 5 to 7 min after observable maxima
in CTD, although larger values of CTD do not appear to correspond to larger values of
CTV. Several tornadoes were reported by storm spotters, occurring near Denver and
Aurora, Colorado at 2016 and 2030 UTC. The peak SPC hail report diameter of 1.75”
occurred at 2239 UTC in Adams County, Colorado. The CTD oscillated around 0.002 s -1
throughout the mature lifetime of the system; however, it is notable that a spatial gap in
mAMV coverage > 40 km near the OT may have again affected the Barnes objective
analysis after 2200 UTC for both CTD and CTV. Like 11 May 2014, this system
exhibited a persistent, strong CTD signature for 4 hours, prior to the system eventually
growing upscale to an MCS. The “CTV couplet” signature was observable for 3 hours
and was no longer observable after 2300 UTC.

2.3.5. 22 May 2014: Supercell
Two discrete supercells produced tornadoes in the eastern United States over
Delaware and Virginia. While the cell over Delaware was seen by the SRS CTD
methodology, cirrus obscuration from DC occurring upstream in southern Pennsylvania
may have affected the observable flow patterns. Cirrus originating from another storm
obscured the view of the cloud-top for the supercell of interest, thus the mAMV
measurements came from a different system (Fig. 2.14 and Appendix B). The supercell
storm over eastern Virginia remained discrete and unobscured by nearby cirrus clouds
throughout its lifecycle, and was first observable at 1946 UTC. CTD derived for the
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Figure 2.14. Selected 22 May 2014 SRS GOES VIS satellite data frames over northern
Delaware with CTD (left column) and CTV (right column) contoured the same as Fig.
2.6.
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Virginia storm was weaker than the cells observed on 11, 20 and 21 May 2014 (Fig.
2.15). Furthermore, at no point during the lifetime of this cell was there an observable
“CTV couplet” in either the Barnes objective analysis or the raw mAMVs (Fig. 2.16).
The storm cell in Delaware also did not produce a notable “CTV couplet”. Hail was
smaller as compared to the three previous supercell case studies, typically around 1”
diameter. The CTD values were also lower than the previous three supercells. CTD
values were around 0.001 s-1 for the Virginia storm, with a local maximum value at 2141
UTC occurring 4 minutes before a tornado report in Prince George County, Virginia. By
observing SPC-reported hail sizes from all four supercells with the average CTD in a 10–
min period prior to the storm report, it is found in this small sample size that a majority of
smaller hail reports (~1” diameter) occur with CTD values around 0.001 s -1 (Fig. 2.17a).
In SRSAL v1.0, there is a large range of CTD for a small range of hail sizes. However,
comparing the average values of CTD and hail size for all four cases shows that the 22
May 2014 case had much lower average hail size and CTD values than the other three
supercells (Fig. 2.17b). SRSAL v2.2 has lower variance in CTD, and a larger sample size
would be required to extract an exact quantitative relationship (if one exists) between
outflow and hail size. The result here that larger hail sizes are coincident with larger
CTD values is consistent with the findings of Witt and Nelson (1991) in their analysis
using single Doppler velocity to characterize upper level storm outflow. A second
tornado report occurred in Sussex County, VA at 2220 UTC, with no corresponding CTD
maximum, again showing no obvious relationship between the Barnes objective cloudtop flow and SPC tornado reports at the ground. Despite the weaker values of CTD, a
maximum for both storms was persistent and simple to track for ~3 hours.
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Figure 2.15. 22 May 2014 central Virginia supercell SRS CTD (black) and positive
CTV (red) maximum values closest to the OT identified by VIS satellite data with SPC
tornado reports (pink triangles) and hail reports scaled by size (green circles).
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Figure 2.16. Selected 22 May 2014 SRS GOES VIS satellite data frames over eastern
Virginia with CTD (left column) and CTV (right column) contoured the same as Fig. 2.6.
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Figure 2.17. a) Hail diameter (cm) for all four supercell storms compared to average
CTD value in a 10–min period prior to the SPC storm report and b) total average hail size
compared to total average CTD in a 10–min period prior to each report for each case
study.
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2.3.6. 18 August 2014: Non-Supercell
Several small non-supercell DC storms were observed in a low vertical shear
environment. Convective cells that did produce CTD signatures >5x10 -4 s-1 were
typically observable for 30 min (Fig. 2.18). Maxima associated with these cells peaked
much lower than the supercell cases, typically near 6x10 -4 s-1. These cells were below
severe limits, with only one SPC wind report occurring in Marshall County, Alabama at
2120 UTC. No cells in this case study produced “CTV couplets” like those observed in
three of the supercell cases. The proximity of several of these storms to the KHTX and
ARMOR radars made multi-Doppler analysis possible (Fig. 2.19) at 1823 UTC. The
multi-Doppler analysis at 1823 UTC depicted high-resolution CTD fields associated with
the ongoing non-supercell convective complex were larger in magnitude than the
observed fields, and the finer details of the CTD were not resolved by the mAMV
analysis. It should be noted that all resolved OTs in this radar analysis were captured as
positive divergence regions, though the spatial location of the 5x10 -4 s-1 radar-derived
divergence contour in Fig. 2.19 was located to the south and east of the SRS CTD even
with a satellite parallax displacement correction. Even though there are magnitude errors
possible with multi-Doppler experimentation at high altitudes in the atmosphere, further
analyses with radar data will likely be beneficial for identifying small-scale flow fields in
future studies to optimize mAMV collection techniques and objective analysis methods
for SRS CTD and CTV measurements.
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Figure 2.18. Selected 18 August 2014 SRS GOES VIS satellite data frames over
northern Alabama with CTD (left column) and CTV (right column) contoured the same
as Fig. 2.6.
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Figure 2.19. 1823 UTC 18 August 2014 CTD contoured over northern Alabama with
positive values as yellow and 9 km divergence from multi-Doppler analysis using KHTX
and ARMOR contoured with the same intervals as Fig. 2.6.
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2.3.7. WRF-ARW simulation results
As the primary formation mechanism and behavior of the “CTV couplet”
signature observed is currently unknown, a WRF-ARW model simulation was run with
the focus of identifying vorticity formations near the cloud top in varying storm modes,
with the configurations of this model experiment described above. The WRF-ARW
simulation is also used to test the validity of the mAMV observed flow signatures over
the six cases of DC. Non-supercell convection and supercell convection were produced
in simulated non-vertically sheared and vertically sheared environments respectively.
Cloud tops are identified as the region at which vertical motion reaches zero (w=0),
which matches well with the parameterized total water content. Cross-sections of vertical
vorticity after the storm matures, at 42 min for example, show two distinct and deep
cyclonic and anticyclonic columns (Fig. 2.20). A notable minimum in vorticity
magnitude throughout these columns occurs near 13 km explored in chapter IV.
The 14 km planar view images (chosen as the height at which w reaches 0 within
the supercell simulation, representing flows near the cloud-top) show that these columns
behave in a manner similar to those observed by SRS mAMVs, forming the so called
“CTV couplet” signature (Fig. 2.21). WRF-ARW resolved CTD follows the location of
the maximum updraft speed. The level of streamwise vorticity present in hodograph A
(Fig. 2.4a) allows for the WRF-ARW resolved positive CTV location to advect towards
the divergence maximum, a behavior which is described by the advection component of
the linearized vertical vorticity equation (Eq. 2.1). The CTD location over the positive
CTV tendency was observed in the three “CTV couplet” signature cases analyzed with

56

Figure 2.20. 42 minute WRF-ARW hodograph A output (quarter circle shear; see Fig.
2.4) south to north cross section at x = 52 km (shown on Fig. 2.21) with a) w (m s-1), b)
total liquid water content (cloud water, cloud ice, snow, graupel and rain water, g m -3), c)
vertical vorticity contoured every 200x10-5 s -1 and d) divergence contoured every
300x10-5 s-1. The line indicates the height of the plan view in Fig. 2.21. Values were
calculated using 2 km x 2 km averaged grids to smooth effects of turbulence.
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Figure 2.21. 42 and 59 minute WRF-ARW hodograph A output (quarter circle shear; see
Fig. 2.4) plan view at a height z = 14 km with divergence contoured every 200x10 -5 s-1
for cleanliness (left column) and vertical vorticity contoured every 200x10 -5 s -1 and d)
divergence contoured every 300x10-5 s-1. The black line indicates the location of the
cross section in Fig. 2.20. Values were calculated using 2 km x 2 km averaged grids to
smooth effects of turbulence.
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SRS mAMVs, which were all supercells propagating to the right of the environmental
storm motion.
In addition to analyzing the vorticity fields from the WRF-ARW simulation,
observations of mesoscale vorticity tendency show that the primary mechanism of
vertical vorticity generation near the cloud top (14 km) is vorticity tilting (Fig. 2.22)
consistent with previous findings of the principal mechanism of mid-tropospheric vertical
vorticity generation in supercells (Rotunno and Klemp 1982). A vorticity tendency
analysis was done to specifically determine the primary generation mechanisms and
spatial distribution of vertical vorticity at the storm top and determine if that generation
mechanism was unique to supercell storm dynamics (More analysis on this topic can be
found in Chapter IV). The observed vertical vorticity advection was small compared to
the magnitudes of vorticity generation produced by tilting. Horizontal advection, coupled
with vertical vorticity generation by tilting, acted to elongate the “CTV couplet”
signature, which was a behavior notably like what is observed with SRS mAMV derived
flow. The elongation of the WRF-ARW resolved vorticity downstream by horizontal
advection shows a behavior that may aid in the detection of “CTV couplet” signatures
with SRS mAMVs. The low response value of the currently used Barnes objective
analysis (see Appendix A) may not be a problem for strong, long lived supercells as the
“CTV couplet” signature elongates itself downstream to detectable spatial limits. Given
the negative tendency associated with the stretching and horizontal advection components
near the diverging cloud top, it is likely that these terms were the cause of the localized
vorticity magnitude minima at 13 km on Fig. 2.20c.
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Figure 2.22. 42–min WRF-ARW hodograph A (quarter-circle shear; see Fig. 2.4) plan
view of vorticity equation variables at z = 14 km, contoured every 200x10 -7 s-2 with color
shaded vertical vorticity, red representing cyclonic and blue representing anticyclonic
flow. The horizontal advection term is also shown at 59–min (bottom right). Values were
calculated using 2 km x 2 km averaged grids to smooth effects of turbulence.
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Stretching is also likely the tendency that causes larger vertical vorticity values to
be observed downstream of the CTD maximum, rather than a direct juxtaposition, as
horizontal divergence (convergence) reduces (increases) the current magnitude of vertical
vorticity values. The lack of solenoidal generation of vertical vorticity highlights the lack
of obstacle flow related influences (like flow around a cylinder, e.g. Newton and Newton
1959) on the development of the vertical vorticity in the “CTV couplet” signature and is
consistent with previous works on the dynamics of supercells (Rotunno and Klemp 1982;
Weisman and Klemp 1982, 1984).
The same planar and cross section views are analyzed with a non-supercell storm
with no mean flow (Figs. 2.23 and 2.24). Without shear, while positive divergence forms
at the location of the updraft, no large value of vorticity forms near the cloud top.
Furthermore, the updraft is short-lived, as divergence at 14 km reduces by minute 50 in
the simulation. The cross sections through the updraft show little cyclonic or anticyclonic vertical vorticity values through the depth of the storm, with divergence that
peaks at the cloud top where w approaches zero.
A final note on the magnitude of the CTD and CTV signatures for WRF-ARW
modeled versus observed mAMVs over supercell storms suggests that there is some
degree of wind-field smoothing occurring with the Barnes objectively analyzed satellite
data. Maximum values of CTD derived in the WRF-ARW framework exceeded 0.02 s -1,
which is consistent with observed values suggested by Witt and Nelson (1991). In the
observational study here, on average the supercells exhibited SRS mAMV derived CTD
closer to 0.002, approximately one order of magnitude less than simulated maxima. The
selected WRF-ARW grid has the ability to model features of ~1 km in size with a 200 m
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Figure 2.23. 33 minute WRF-ARW hodograph B output (no vertical wind shear; see
Fig. 2.4) south to north cross section at x = 42 km with a) w (m s-1), b) total liquid water
content (cloud water and rain water, g m-3), c) vertical vorticity contoured every 200x10-5
s -1 and d) divergence contoured every 300x10-5 s-1. The black line indicates the location
of the plan view in Fig. 2.24. Values were calculated using 2 km x 2 km averaged grids to
smooth effects of turbulence.
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Figure 2.24. 33 minute WRF-ARW hodograph A output (no shear; see Fig. 2.4) plan
view at a height z = 14 km with divergence contoured every 300x10 -5 s-1 (left column)
and vertical vorticity contoured every 200x10-5 s -1. The black line indicates the location
of the cross section in Fig. 2.23 a-d. Values were calculated using 2 km x 2 km averaged
grids to smooth effects of turbulence.
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grid-point spacing, while, as shown in Appendix A, the Barnes objective analysis cannot
resolve features below ~20 km. The current Barnes falloff and convergence parameters
are set based on the average spatial density of the derived mAMVs, which determine the
lower length scale limit of resolvable features. Experimentation of SRS mAMV values
with higher spatial resolution satellite products, where more mAMVs can be acquired
(and hence lower falloff parameters can be used), will likely yield higher observable
values of SRS CTD and CTV that match the depiction of flow by the WRF-ARW
simulations and multi-Doppler analysis fields.

2.3.8. Flow Field Derivation Updates
As found since the A16 study, and stated in the previous sections, several
deficiencies from SRSAL v1.0 in the original mAMV-derived flow analyses have since
been updated. Varied scaling removes the “ballooning” issues observed in A16 by
increasing smoothing towards background data where point-source observed data spatial
density is low. A background field now fills mAMV data gaps (Fig. 2.25a), and finer
detail is recovered after the subsequent mAMV data pass (Fig. 2.25b). Large objective
analysis CTD artifacts are reduced with the RF approach. For example, the large CTD
downstream of the 21 May 2014 overshooting region is reduced (see Figs. 2.25c-d),
particularly in the northeastern portion of the storm (near 40.2° N, 104.2° W).
Many of the same features observed in A16 exist with finer detail in the RF
approach. CTV Couplets are observable on all the same storms observed in A16 (Fig
2.26). Recovery of additional vectors in addition to the downweighing of slow, low
mAMVs reduces low vector contamination on the cloud edges (see bottom panel of Fig.
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Figure 2.25. The 2138 UTC 21 May 2014 GOES VIS imagery along with 6 sets of
derived SRS mAMVs (m s-1) with A) the background u field (m s-1) prior to the final RF
analysis pass, B) the u field (m s-1) after the final RF analysis pass, C) the derived CTD
contoured every 50x10-5 s-1 with positive (negative) divergence values shown in red (blue
dash) and D) the original A16 mAMVs and derived CTD. Panels C) and D) show the
new method used here in comparison to the Bedka and Mecikalski (2005) mAMV
derivation with the A16 objective analysis where “Ballooning” can be seen on the
Northwestern edge of D).
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Figure 2.26. GOES–14 VIS imagery with positive (negative) CTV contoured in red
(blue-dash) every 20x10-5 for the Barnes 1973 analysis (left column) and the new RF
approach (right column) for 2123 UTC 11 May 2014 (top), 2337 UTC 20 May 2014
(middle), and 2138 21 May 2014 (bottom) shown with the latest individual set of
mAMVs used for each derivation (yellow barbs; m s -1).
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2.26). Further examination of the CTD fields shows very close agreement of CTD
maxima to turbulent and overshooting areas (Fig. 2.27). When tracked with time, CTD
does not vary as rapidly as observed in previous sections (e.g. 21 May 2014 in Fig. 2.28).
The largest differences between SRSAL v1.0 and SRSAL v2.2 (derived with the methods
described in section 2.2.5) are observed during periods of Barnes analysis “Ballooning”
in 21 May 2014 (from 1930-1945 UTC and after 2200 UTC). With SRSAL v2.2, CTD
evolution now appears to be more consistent with radar and severe weather reports for
these cases with the RF approach (e.g. see 21 May 2014 case study in Section 3.3.3),
therefore this approach is used in the following chapters.

2.4.

Summary and Conclusions
Within this chapter, the original mAMV algorithm of Bedka and Mecikalski

(2005) was repurposed to observe DC cloud-top motions at high-temporal resolution by
satellite. The results produced high-temporal resolution flow analyses of the cloud tops
of DC. Using divergence and vertical vorticity fields objectively analyzed to a grid, a
storm analyst can infer properties of a storm. Through comparison of six case studies,
four supercells, one QLCS, and one non-supercell convective event, CTD properties
differed considerably. Non-supercell convection observed in this sample of storms
produced weak, non-persistent CTD signals, which quickly disperse as the systems
dissipated. The QLCS exhibited similar characteristics in divergence to non-supercell
convection; however, when the systems grew upscale into MCSs, a clear linear
divergence signal could be seen. The linear divergence signal had non-persistent CTD
maxima that typically lasted 10–30 min along the convective line. Maxima in the CTD
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Figure 2.27. Same as Fig. 2.26 with CTD contoured every 50x10 -5 s-1 instead.
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Figure 2.28. The 21 May 2014 supercell tracked SRSAL CTD from V1.0 described in
sections 2.2.1 and 2.2.2 (black line) and SRSAL V2.2 described in section 2.2.5 (red line)
and difference between the two (green line). Dashed lines indicate times where data gaps
existed in GOES–14 coverage.
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were roughly collocated to OTs and divergence patterns diagnosed through multiDoppler wind flow analysis. The geometry and magnitude of the flow fields derived in
the multi-Doppler analysis suggest that the current Barnes objective analysis may be
smoothing over some of the finer storm-scale features of CTD maxima. However, given
the errors inherent with the assumptions made to derive horizontal flow from groundbased Doppler radar data at high altitudes, an improved upper level radar sampling
method, or perhaps a model based observing systems simulation experiment, will be
required to optimize objective analysis methods for SRS mAMV convective cloud-top
flow field derivation.
Given the similarities in the products measured, it is concluded here that CTD,
when produced with mAMVs that were “uncontaminated” by surrounding mesoscale
flow, is a similar indirect measurement of updraft strength as indicated by single-Doppler
radar-based analysis (Witt and Nelson 1991). Theoretically, CTD should be related to
updraft strength through mass continuity. Use of a larger storm sample size would be
needed to determine a statistical relationship between CTD and hail size, and how that
can best be incorporated into severe weather nowcasting algorithms. Although no
obvious correspondence was found between the satellite flow metrics derived here and
the formation of tornadoes at the ground, it is possible that combining SRS mAMV
derived CTD and CTV with other satellite metrics such as OTs, “Enhanced-V”
signatures, and ground-based measurements such as those made from radar and wind
profilers may yield new knowledge in the tornadogenesis process as it relates to the
overall storm structure.
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It is found that three out of the four supercell cases produced observable “CTV
couplet” patterns. Analysis with WRF-ARW idealized simulations of supercell and nonsupercell DC suggests that “CTV couplet” signatures witnessed by GOES satellite are
associated with supercells only. Using the results from idealized WRF-ARW modeled
supercell DC, it was shown that the primary mechanism behind the development of the
“CTV couplet” signature, when analyzing the individual components of vertical vorticity
generation near cloud top, was tilting near the location of the updraft. Thus, the main
conclusion of this chapter is that persistent (lasting > 30–min) and large CTD maxima
with “CTV couplet” signatures are observations unique to supercell storms and can be
derived by only using satellite-based mAMV information. A “large” value of CTD is
dependent on the objective analysis used to derive the flow field. With the Barnes (and
updated RF) analysis used here, the sampled supercells commonly exhibited CTD values
> 7.5x10-4 s-1 (explored further in Chapter III). It is important to note the impact of using
a coarser temporal resolution on the derivation of mAMV data and subsequently on the
derived cloud-top flow fields. As shown in Fig. 1.1, a coarse set of image triplets
produces very few mAMVs in the DC cloud top for a pattern matching based mAMV
scheme, which, as discussed in Appendix A, would result in the need to use large
smoothing parameters in the Barnes analysis that may subsequently prevent the
resolution of cloud-top signals seen in this study. The persistent CTD maxima and “CTV
couplet” signatures shown in this study were only resolved with a very fine temporal
resolution (1–min).
Several issues of a flow based mAMV analysis need to be addressed prior to the
operational use by forecasters. Scenarios involving multi-cloud layer mAMV detection
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created problematic flow fields on the cloud edges, where vertical wind shear created
substantial signatures of both divergence and vorticity. These signatures, when not
witnessed directly on the cloud top, were simple to subjectively identify, however they
are difficult to objectively remove from the mAMV algorithm output without more
advanced height assignment procedures involving cloud masks. One of the first steps
taken in this study was to remove any mAMVs witnessed below 500 hPa using T B
thresholds and GFS sounding data. If higher altitude thresholds were used (such as that
shown in Appendix B), vectors along or near the edges of mature DC would be lost,
given the optically thin nature of the cloud yielding the warmer temperatures of the
ground. Newer versions of the mAMV-derived flow algorithm will include more
advanced low target identification schemes to remove false CTV and CTD values. The
RF system accounts for this issue by downweighing motions that significantly differ from
the GFS tropopause-level flow, though more improvements to height assignments can be
made on future experiments. Further issues stemmed from cirrus obscuration of a
particular sample, such as the 22 May 2014 storm over Delaware sampled here.
Future studies will provide the means to validate different systems of mAMV
generating programs. While vector analysis optimization was beyond the scope of this
study, further work will also examine mesoscale versions for the proposed GOES–R
operational AMV algorithm in Bresky et al. (2012). Introducing a new methodology can
reduce the loss of vectors from lack of target information (as shown in section 2.3.8).
Use of an alternative objective analysis with varied scaling such as the RF analysis
(Hayden and Purser 1995) also resolves issues associated with non-uniform point source
mAMV grids seen with the large data gaps from the 11 May and 21 May 2014 case
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studies. Such objective analyses will be tested with multi-Doppler collections for optimal
derivation methods of SRS mAMV based CTD and CTV. Work is also underway to
collect additional SRS supercell case studies in regions with dense data coverage,
including lightning mapping arrays (LMAs) and multi-Doppler networks like those in
northern Alabama and northern Colorado, with a focus on identifying why some
supercells do not produce the “CTV couplet” signatures, such as the 22 May 2014 case,
and what storm characteristics may cause enhancements in CTD and storm
electrification. This work is discussed further in Chapters III and IV.
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CHAPTER III

Relationships Between Deep Convection Updraft Characteristics and Satellite Based
Super Rapid Scan Mesoscale Atmospheric Motion Vector Derived Flow

This chapter and the results within are published in Apke et al. (2018; Hereafter
A18). As shown in Chapter II, experimentation with fine temporal resolution (≤ 1 min)
SRS GEO satellite data over DC has revealed that outflow acceleration and turbulent
motion in OTs associated with strong storms can now be observed (Schmit et al. 2013;
Bedka et al. 2015; A16). It is natural to assume that this acceleration in DC outflow is
associated with updraft intensification, though the correspondence with SRS GEO
satellite inferences of these flows and what occurs internally in DC updrafts has not been
documented. There is clear operational and research value in the ability to objectively
infer DC updraft characteristics, as a strong updraft can facilitate large hail growth
(Pruppacher and Klett 1997), lead to the formation of strong downburst winds (Fujita
1981), and promote processes involved with tornadogenesis at the ground (Orf et al.
2017). For example, Witt and Nelson (1991), Boustead (2008), and Blair et al. (2011) all
used the maximum single-Doppler radar derived radial divergence to infer the strength of
observed updrafts and found positive correlations to ground reported hail diameter.
Schultz et al. (2009, 2011) found that “jumps” in observed cloud-to-cloud and cloud-to-
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ground (total) lightning flash rates (FRs) are related to strong updraft acceleration that
precede severe weather (strong winds > 25 m s-1, large hail > 2.54 cm in diameter, and
tornadoes) by as much as ~20 min. It is possible that DC updraft characteristics can be
similarly inferred via automated retrieval of storm outflow rate depicted by SRS GEO
imagery.
The GOES–16 and the Himawari–8 (Bessho et al. 2016) have significantly
improved observation of clouds and cloud motions from space through increased spatial,
spectral, and temporal sampling. For example, the Advanced Baseline Imager (ABI)
aboard GOES–16 can scan mesoscale regions ~1000 x 1000 km in size at ~0.5 km per
pixel in VIS wavelength and ~2 km per pixel at longwave IR wavelengths once every
30 s (Schmit et al. 2005, 2017). These represent a 4x improvement in spatial resolution
and up to a 30x improvement in temporal resolution relative to previous generation
operational GOES observations (Menzel and Purdom 1994). These improvements enable
finer-scale objective cloud-top flow identification than what was previously available
from GEO satellite imagers (Velden et al. 2005; Bedka and Mecikalski 2005; A16).
Several studies have already used GOES–14 SRS data to demonstrate using finetemporal resolution for convection dynamics analysis (Mecikalski et al. 2016; A16) and
severe storm analysis and nowcasting (Bedka et al. 2015; Line et al. 2016; Bedka et al.
2018). In Chapter II, it is shown how SRS data could be used to derive realistic gridded
storm complex-scale (> 20 km storm top diameter) DC anvil-level flow fields using cloud
feature tracking from VIS imagery with mAMVs. Subjective analysis described by A16
found that CTD derived from mAMVs appeared to be enhanced near OTs (e.g. Bedka
and Khlopenkov 2016). CTD was also found to be quantitatively largest in severe
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thunderstorms based on analysis of six events in the previous chapter, which leads to the
interpretation that derived CTD is related to DC updraft intensity.
This chapter seeks to expand upon previous mAMV based DC analyses by
relating GOES-SRS CTD to other storm intensity proxies derived from GOES, groundbased radar, and lightning sensors. The goals are (1) to understand if SRS-based CTD
products provide meaningful and temporally consistent characterizations of DC updrafts
and (2) to determine the relevance of updraft accelerations inferred in these multi-sensor
products for severe weather nowcasting. This chapter will show comparison of CTD
fields to updraft characteristics derived from other remote sensing products, including
radar and very-high frequency (VHF) LMAs. Extending the findings of A16, it is
hypothesized that storm scale CTD (< 20 km; finer than A16) should peak in space and
time near OT regions depicted by GOES, and the CTD maximum will further be
correlated to internal and near cloud-top updraft characteristics such as updraft volume
and magnitude. The analysis herein compares CTD to OTs, objectively identified by the
Bedka and Khlopenkov (2016) algorithm, over four large domains during several hour
time periods. CTD behavior for a non-supercell storm is contrasted with a supercell
using lightning detections from LMAs and updraft intensity estimates using dual-Doppler
data. The findings here will both direct development of future DC cloud-top flow
products and further understanding of observed DC outflow in next generation GEO
satellite imagery data.
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3.1.

Background
The GOES–14 satellite observed many severe weather events in 1–min SRS data

over the contiguous United States (CONUS) during the 2012-2016 convective seasons.
These events ranged in extent and severity and were sampled by a variety of instruments,
from ground-based radars in the Next-Generation Radar network (NEXRAD; Crum and
Alberty 1993) to LMAs (Krehbiel et al. 2000; Koshak et al. 2004). This chapter utilizes
these instruments because they have demonstrated reliability in deriving storm kinematic
and lightning characteristics as detailed below.

3.1.1. Remote Sensing Observations of Convective Updrafts
Ground-based multi-Doppler radar networks have traditionally been used to
characterize the severe DC three-dimensional updraft flow structure for many years (e.g.
Ray 1976; Ray et al. 1978; Lemon and Doswell 1979; Ray et al. 1980; Knupp 1996;
Frame et al. 2009). Multi-Doppler radar networks have small observational domains as
two or more radar systems must measure decorrelated radial velocities of sampled storms
to derive flow with sufficiently small error (Davies-Jones 1979). Also, the multi-Doppler
networks must effectively sample above and below a storm in question to properly
integrate mass continuity through a column for three dimensional flow derivation
(O’Brien 1970; Matejka and Bartels 1998), although this requirement has more recently
been bypassed by using three-dimensional variational data assimilation techniques that
incorporate statistical cost functions to derive flow kinematics (Gao et al. 2004; Potvin et
al. 2012a,b).
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With just a single-Doppler radar, strong updrafts are inferred in zones of strong
horizontal radar reflectivity (ZH) with locally high echo-tops (peak height of a Z H
threshold; e.g. Starzec et al. 2017) and BWERs (Lemon et al. 1978), i.e., regions with
relatively low ZH that extend upward and are surrounded by stronger ZH. Strong updrafts
often display such narrow regions of weak reflectivity as hydrometeors take time to grow
in supersaturated air (Marwitz 1972a,b). Signatures such as differential reflectivity (Z DR)
columns (narrow vertical extensions of positive ZDR above the melting level in DC;
Bringi et al. 1991; Kumjian et al. 2012, 2014) and correlation coefficient holes (elevated
regions of lowered correlation coefficient located above ZDR columns; Kumjian and
Ryzhkov 2008) have also been observed near BWERs. It is hypothesized that Z DR
columns are due to the presence of large supercooled liquid water droplets lofted above
the freezing level within or adjacent to strong updrafts (Caylor and Illingworth 1987;
Kumjian et al. 2014 and references within). The correlation coefficient holes occur within
beam volumes that contain mixed hydrometeor phases, fall modes and orientations as
they begin to freeze in a turbulent updraft (Kumjian and Ryzhkov 2008). These
signatures work well when radar information is available, though large gaps in radar
coverage remain over oceanic regions and countries without radar networks.
Radar observations of DC updrafts have been complemented by total lightning
measurements, defined as the combination of cloud-to-ground and intra-cloud lightning.
Total lightning flashes observed from ground-based VHF LMAs (Rison et al. 1999;
Krehbiel et al. 2000) have been correlated to mixed-phase updraft strength and volume
(Deierling and Petersen 2008; Schultz et al. 2015, 2017). Deierling and Petersen (2008)
found a correlation of ~0.93 between multi-Doppler derived 5 m s -1 mixed-phase updraft
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volume and LMA sampled total lightning FRs for 11 storms. This high correlation is
thought to be due to an updraft-related increase in the number of small ice particle
collisions with graupel in the DC mixed phase region (~ –10 °C to –40 °C), enhancing
the in-cloud electric field development process (e.g. along the lines of the non-inductive
cloud charging hypothesis; Takahashi 1978; Saunders et al. 2006).
The spatial distribution of LMA sources sometimes reveals lightning “holes” or
“rings” in intense storms, i.e., horizontal regions with few lightning sources within the
strongest updraft cores, surrounded by rings of greater flash density (Krehbiel et al.
2000). Lightning holes are believed to form due to similar processes as the BWER signal
in radar (MacGorman et al. 2008): hydrometeors of any type (graupel, small ice, and
supercooled liquid water) take time to grow, collide, transfer charge, and undergo
differential sedimentation. In a strong updraft, few graupel and ice particles exist to
contribute to this charging process, thus, the updraft would likely contain low charge,
large supercooled liquid water droplets (e.g. Payne et al. 2010). The correlation between
total lightning and updraft characteristics has also been studied through satellite based
optical flash detection (e.g. Anderson et al. 2005) with information from the Lightning
Imaging Sensor (Christian et al. 1999) that was aboard the Tropical Rainfall
Measurement Mission satellite (Kummerow et al. 1998). Such studies will continue in
the future using the new GEO Lightning Mappers (GLM; Goodman et al. 2013) aboard
the GOES–16 and –17 satellites.
The biggest advantage of using GEO satellite observations for updraft tracking
over radar or ground-based LMA data is the large domain of data collection. In the
initiation stage of DC, cooling of cumulus cloud-tops across a sequence of GEO satellite
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IR TB images has been used to identify clouds exhibiting rapid vertical growth that are
likely to become DC at a later time (Mecikalski and Bedka 2006; Sieglaff et al. 2011;
Mecikalski et al. 2016). Updraft tracking from a satellite perspective for mature DC is
typically done by identification of domelike protrusions above cumulonimbus anvils, or
OTs (Setvák et al. 2010; Bedka et al. 2012; Bedka and Khlopenkov 2016). OTs are
ubiquitous within DC storms (Bedka et al. 2010). Other signatures related to strong
updrafts, such as the “Enhanced-V” (McCann 1983; Brunner et al. 2007) and the “cold
ring” (Setvák et al. 2010), are typically generated by AACPs (Bedka et al. 2015;
Homeyer et al. 2017; Bedka et al. 2018). These AACPs form downwind of tropopausepenetrating OTs when gravity wave breaking induces mechanical mixing of ice crystals
away from the updraft into the warm stratospheric environment (Wang 2003, 2007).
Analysis of OTs and enhanced-V signatures in 1–min SRS datasets has
demonstrated that recognition of these signatures can provide value for nowcasting
severe weather events (Bedka et al. 2015, 2018). Bedka et al. (2015) documented the
rapid cooling of OTs before the development of enhanced-V signatures and associated
AACPs. Bedka et al. (2015) shows that from a sample of 58 plume-producing storms,
57% were associated with severe weather reports at the ground, with the plumes forming
on average ~18–min ahead of the severe weather reports.
However, the relationship between satellite-based OT detections and updrafts
comes with a few caveats. For example, OTs that are long-lived and penetrate deep
enough into the stratosphere can appear warmer (rather than colder) than the surrounding
anvil, making OT identification challenging with IR information alone. Furthermore, IR
temperature data may have too coarse a spatial resolution (nominally 5+ km over the U.S.
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from GOES–14) to adequately resolve small and/or weak OTs. Griffin et al. (2016) also
shows that ~4 K TB changes can equate to a 1 km change in cloud-top height within prior
generation 4 km (at nadir) GOES–8 through –15 data. These subtle TB changes may be
easy to misinterpret by operational forecasters especially when fixed color enhancements
are used for satellite image display, where one color may depict a range of several
degrees K. These drawbacks in objective OT identification suggest a need to combine
OT observations with other datasets, such as radar or total lightning information, for
optimum updraft location and intensity recognition. OT detection has not yet taken
advantage of the temporal evolution and persistence of updrafts depicted by SRS GOES–
14 and –16 imagery. Thus, imagery can be susceptible to false alarms within complex T B
patterns in cold DC outflow and atop regions of stratiform precipitation within large DC
systems that may appear OT-like within individual IR image snapshots. Recent advances
in OT identification include use of shape and texture information from VIS channels to
mitigate the challenges associated with IR data (Bedka and Khlopenkov 2016).
Furthermore, the temporal evolution of the SRS images and flow derived from mAMVs
can be used to increase confidence in OT identification.

3.1.2. Mesoscale Atmospheric Motion Vectors
AMVs have been derived from GOES imagery operationally for over 20 years
(Velden et al. 1997, 1998). AMVs are typically used to provide flow observations in
data-sparse regions such as oceans and territory not covered with comprehensive groundbased Doppler-radar or radiosonde observations (Velden et al. 2005), thereby providing
significant benefit to NWP models (e.g. Velden et al. 1998; Kim et al. 2017). Rabin et al.
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(2004) were among the first to use 15–min AMVs for DC analysis at the mesoscale by
monitoring the locations of mesoscale upper level divergence features using WV
imagery, which is useful for identification of areas prone to CI and upscale storm growth.
Bedka and Mecikalski (2005) used the Velden et al. (1998) AMV algorithm with
weakened constraints to the NWP model background wind field to generate non-gradient
wind balanced flows in the output, so-called “mesoscale” AMVs (mAMVs). When
compared to rawinsonde and vertical wind profiler observations, these mAMVs provided
weaker agreement than AMVs used for NWP assimilation. However, they were found to
better depict mesoscale flows, such as those along outflow boundaries, and in zones
strongly influenced by vertical wind shear, convective outflow, and mid- to upper-level
divergence and vorticity patterns (Bedka et al. 2009). Velden et al. (2005) noted that
image feature tracking approaches can be improved with finer temporal resolution data.
Velden et al. (2005) also discussed that spatially dense AMVs can capture divergence
associated with DC, and that satellite-derived cloud motions may be related back to storm
updraft intensity.
In a previous study described by A16 (Chapter II), the mAMV approach was
applied to experimental GOES–14 SRS data to derive storm-scale flow fields that
depicted rotational motion atop a supercell storm in central Colorado. A16 found that
rotational motion could be objectively identified and that CTD was much larger for
severe supercell storms than for non-supercells. While A16 mentioned that the CTD
appeared to be collocated with the OTs, no attempt has yet been made to quantitatively
compare SRS-derived CTD to updraft location, size and intensity. This component of the
dissertation research therefore takes advantage of the observable signatures in satellite,
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radar data, and LMAs to examine how well the CTD fields from the improved A16
mAMV approach (described below) characterize the inferred updraft location and
intensity.

3.2.

Data and Methods

3.2.1. Data
Three GOES–14 channels were used for mAMV flow field derivation and OT
observations: The VIS band (0.63–μm), the WV band (6.48–μm), and the surface or
cloud-top temperature “window” IR band (10.7–μm). GOES–14 SRS data offered a ~1
km per pixel VIS and ~4 km per pixel WV and IR spatial resolution at nadir every
minute. With these data, SRSAL v2.2 is derived to retrieve CTD and CTV (as described
in Section 2.2.5).
GOES–14 SRS observations were supplemented here with observations from the
NEXRAD WSR-88D (Crum and Alberty 1993) radar network and the ARMOR (Petersen
et al. 2005) radar. Level II WSR–88D data were acquired from the National Climate
Data Center Archive Information Request System (NCDC AIRS, available online at
https://www.ncdc.noaa.gov). Two WSR-88D systems were used here: The Front Range,
Colorado system (KFTG) located near Denver International Airport (39.787° N, 104.546°
W) and the KHTX system (34.931° N, 86.084° W). ARMOR is a C-Band (5.3–cm
wavelength), 1° beamwidth dual-polarization radar located at the Huntsville, Alabama
airport (34.645° N 86.771° W). ARMOR data were combined with KHTX to perform
dual-Doppler three-dimensional flow derivation. Note that ARMOR and KHTX have a
~65-km baseline distance between radars. For large domains considered in the OT and
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CTD comparison described in section 3.2.3, a 5–min version of the Gridded NEXRAD
WSR-88D Radar dataset (GridRad; Cooney et al. 2018) was generated, which merges
data from the 125 CONUS NEXRAD WSR-88D systems into a 0.02° x 0.02° x 1 km
longitude-latitude-altitude grid with a distance- and time-weighted composite scheme
(Homeyer and Bowman 2017).
KFTG and KHTX are in regions covered by LMAs. The Colorado LMA
(COLMA; Krehbiel et al. 2012; Lang et al. 2014), the West Texas LMA (WTLMA;
Bruning et al. 2011), and Northern Alabama LMA (NALMA; Koshak et al. 2004) VHF
systems provided the total lightning detection data for this study. COLMA, WTLMA,
and NALMA were designed to detect VHF emissions at an 80 μs sampling interval using
global positioning system-based time-of-arrival methods. The VHF source emission
from lightning is typically associated with individual stepped leaders as the flash
propagates through the atmosphere, hence one flash can produce thousands of VHF
sources. Sources within permissible spatio-temporal range of each other were grouped
into flashes using methods described by McCaul et al. (2005), that accounts for changes
in source detection efficiency and location accuracy as a function of distance from the
center of the array.
Flashes were then used to infer updraft size and intensity for case studies
described in sections 3.2.5 and 3.2.6. The total lightning information for each isolated
cell was computed over a 0.2° x 0.2° (0.3° x 0.3°) latitude by longitude analysis box
centered on the cell of interest for 18 August 2014 (21 May 2014, 27 May 2015, and 4
June 2015), and the evolving trends in FR were compared to CTD and inferred updraft
characteristics. Individual updraft pulses are identified using the storm total lightning FR
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within the analysis box, wherein the number of flash initiation points are summed,
without regard for flash intensity, size or duration. The raw storm-wide total lightning
FRs and FR trends are then analyzed using a 10–min box-car average to create a
smoothed FR (to reveal the smooth variability in FR related to trends in wmax), for
comparison to TB and CTD. When multiple strong updrafts were present (as for 21 May
2014), FR data were supplemented with grids of Flash Extent Density (FED) data. FED
counts individual flashes within a 0.01° x 0.01° longitude-latitude grid box regardless of
whether the LMA source is a flash origin point. Thus, the FED field is a sum of the
lightning flashes that pass through each grid box, simulating information like what the
GOES–16 and –17 GLMs provide.

3.2.2. Case Studies
Five case studies were analyzed with dates, times, and domains shown in Table
3.1. Four of these case studies, 21 May 2014, 19 May 2015, 27 May 2015, and 4 June
2015, were widespread DC events with a variety of severe weather reports used in the OT
and CTD comparison in section 3.2.3. The fifth case study, 18 August 2014, was a
localized DC storm within the ARMOR and KHTX dual-Doppler and NALMA domain
in northern Alabama. Discrete supercells (among other convection) were also sampled
with LMAs on 21 May 2014, 27 May 2015 and 4 June 2015. One supercell on 21 May
2014 over central Colorado is also closely examined here, as it occurred within range of
the KFTG and COLMA systems. This storm was chosen because it was discrete,
namely, there was limited cirrus outflow from other nearby storms to influence the
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Table 3.1. Datasets and domains used for OT to CTD product comparison.
Case Study

Time Duration

Domain (East Lon, West Lon, South Lat,
North Lat)

21 May 2014

1900 UTC – 0000 UTC

106° W, 101° W, 37.5° N, 41° N

18 Aug 2014

2000 UTC – 2300 UTC

88.5° W, 84.5° W, 33.5° N, 36.5° N

19 May 2015

1800 UTC – 0000 UTC

103° W, 94° W, 29° N, 37° N

27 May 2015

1800 UTC – 0200 UTC

104° W, 96° W, 30° N, 41.5° N

4 June 2015

1800 UTC – 0300 UTC

108° W, 94° W, 34° N, 43° N
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mAMV field and no other lightning activity to bias the automated total lightning FR and
statistics.
The total lightning data is analyzed for the 27 May 2015 supercell (over the
WTLMA), a hailstorm that was tracked between 2130 UTC to 0158 UTC, 28 May 2015
(from 34.35° N, 101.92° W to 34° N, 101.7° W), and a tornadic supercell in Colorado on
4 June 2015 tracked between 2005 UTC to 0120 UTC, 5 June 2015 (from 39.44° N,
104.48° W to 39.06° N, 103.72° W). Total lightning FR data were compared to the
derived CTD for all three supercells. Severe weather reports were collected for all events
from the National Centers for Environmental Information (NCEI) Storm Events Database
(NCEI 2018).

3.2.3. OT & CTD Comparison
An understanding is sought on how often SRSAL CTD identified a DC storm
updraft, how close the CTD maximum is typically located to an updraft detected using
the Bedka and Khlopenkov (2016) OT detection methods, and the characteristics of the
OT found near CTD maxima compared to OTs without notable CTD. OTs were
especially convenient for CTD comparison because no parallax correction is required like
with ground-based radar or LMA updraft identification datasets.
The Bedka and Khlopenkov (2016) OT detection methods use a set of spatial,
statistical, spectral and pattern recognition analyses designed to mimic the human OT
identification process. Their method identifies a set of OT candidates via localized cold
spots embedded within convective anvils and assigns an OT probability based on
comparisons of local IR TB with the anvil mean TB, the tropopause height and
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temperature, and the regional most unstable equilibrium level. The latter two parameters
are defined using NWP or reanalysis data. The texture produced by OTs and gravity
waves in VIS imagery is quantified through a unitless “texture rating”. The full
derivation for VIS texture rating is described in Bedka and Khlopenkov (2016) section
3.2. In summary, this texture rating is determined by computing an anvil cloud-mask,
performing a Fast Fourier transform analysis on small (32x32 1 km VIS pixel) windows,
then applying a pattern recognition algorithm within the Fourier spectrum to identify
ring-like features in the 4-8 km wavelength range indicative of OTs and gravity waves.
The prominence of these ring features defines the VIS texture rating, which is resampled
to the ~4 km IR channel spatial resolution and output with the OT probability product. A
VIS texture of 5 typically identifies gravity waves and very weak OTs useful for
identifying hazardous aircraft icing conditions (Yost et al. 2018), whereas a rating > 7
tends to isolate OTs with greater vertical penetration above the anvil. Note that this is a
daytime-only validation, as the current SRSAL system (and OT VIS texture rating)
requires VIS data.
OT detections were tracked through time using the WDSS-II w2segmotionll tool
(www.wddssii.org; Lakshmanan et al. 2007). The w2segmotionll tool is typically used to
track radar datasets, and has been used to track satellite derived convection parameters
like cloud-top cooling data (Sieglaff et al. 2013; Apke et al. 2015). The settings used for
w2segmotionll here are shown in Table 3.2. As suggested in Bedka and Khlopenkov
(2016), an OT candidate track that exceeded 50% probability and a VIS texture rating of
7 was considered an OT detection.
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Table 3.2. Settings used in the w2segmotionll system on OT data.
Name
Setting Used
Scale 0

Not Used

Scale 1

1 pixel above 1% OT Probability

Tracking Type

Multiscale

Tracking Radius

2x the OT size, or within 10 km

Coast-Frames

3 Frames

Age Threshold

30 min
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As mentioned in section 3.1, OT detections are sometimes associated with
embedded cold-spots in anvils and not necessarily updrafts. To identify OTs associated
with updrafts, 40–dBZ echo-tops are derived within the case-study domains using
GridRad. An OT that occurred within 15 km and 10 min of a parallax corrected echo-top
above 7 km in altitude was considered a “deep OT.” The “deep OT” nomenclature used
here refers to an OT and updraft that extends through the troposphere as evidenced by
echo-tops and is not meant to imply the height at which the OT extends above the local
cloud anvil. Also, OTs within 15 km and 10 min of a strong wind, large hail, or tornado
report from the NCEI database were deemed “severe”. Successfully identified severe,
non-severe, deep, and non-deep OT tracks were compared to CTD. For each track, the
track maximum VIS texture rating, OT probability, and CTD near the OT T B minimum
are recorded.
Checks were also established to determine if an OT track was located near local
CTD maxima. An OT track was considered a “match” with the nearest CTD maximum if
the OT TB minimum was within the region with CTD > 7.5x10 -4 s-1 and occurred over the
same anvil cloud, also objectively identified by the Bedka and Khlopenkov (2016)
algorithms. This CTD threshold comes from a separate analysis of 2,849 storm lifetimes,
encompassing 18,080 1-min observations of maximum CTD values near radar-observed
DC, which found that 7.5x10-4 s-1 was the ~20th percentile CTD value of the tracked DC
sample (Sandmæl et al. 2018). While an anvil may contain multiple OTs, only the OT
nearest to a CTD maximum in that anvil was considered a “match”. OTs that do not fit
these criteria were considered “non-matches”. The distance between the matched OT T B
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minimum and the nearest CTD maximum was recorded. OT probability thresholds are
varied to show the sensitivity of the SRSAL CTD match rate and average distance. With
the match rate and location differences established, the time evolution of CTD near to
updrafts is analyzed during the two case studies with respect to a variety of indicators of
updraft intensity and size characteristics.

3.2.4. 18 August 2014 Dual-Doppler Analysis
A pulse-type multicell thunderstorm complex occurred near Huntsville, AL within
range of the KHTX and ARMOR dual-Doppler domain on 18 August 2014. Radar
velocity and ZH data from KHTX and ARMOR were quality controlled using the SOLOIII software (Oye et al. 1995) to de-alias radial velocity and remove any second trip
echoes and beam artifacts. The edited radar data were mapped to Cartesian 300 km x 300
km x 25 km grids using the NCAR RadX 8-point linear interpolation scheme. This
scheme has been used in other works such as Kalina et al. (2017) and can be found online
at: www.ral.ucar.edu/projects/titan/docs/radial_formats/radx.html. The resulting grids
were 1 km in the horizontal and vertical dimensions which provided data of sufficient
quality for the analysis.
The CEDRIC (Mohr et al. 1986) system was applied to the RadX gridded velocity
and ZH fields to return two-dimensional horizontal flow values, assuming the following
fall speed relationships:
𝑉 = 2.6 ∗ 𝑍
𝑉 = 0.817 ∗ 𝑍

.

; 𝑇 > 0℃
.
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; 𝑇 ≤ 0℃

(3.1)
(3.2)

where terminal velocity 𝑉 is slower for ice than for liquid water drops and is assumed to
be a function of linear reflectivity 𝑍 . These were input into a variational mass continuity
integration scheme assuming w = 0 at the bottom of the domain and above the storm top
at 20 km. Retrieved w values were used to compute maximum updraft speed (wmax) after
application of a three-pass two-dimensional linear least squares filter. The wmax within
the cell was tested for correlation to observed CTD. As this was a single large pulse
storm (with one clear maximum in w observed in the time series discussed in section
3.3.2), the time-lagged difference between the peak values of wmax, FR, TB, and CTD are
recorded.

3.2.5. The 21 May 2014 Supercell Analysis
The 21 May 2014 supercell (see A16 and section 2.3.4) updraft reached altitudes
above the KFTG sampling domain, meaning multi-Doppler variational mass continuity
integration necessary to compute a time series of wmax with systems like the Colorado
State University-University of Chicago-Illinois State Water Survey radar (CSU-CHILL,
Brunkow et al. 2000) was not possible. Instead, the COLMA total lightning FR
measurements were used to infer changes in the updraft size with time. This event,
unlike 18 August 2014, contained multiple strong inferred updraft pulses. FED is used to
monitor the spatial extent and location of surges in total lightning and associate those
pulses with any temporally related pulses in CTD. The goal with this case study is to
determine if there is a correspondence between CTD, T B, and the inferred updraft size
consistent with the 18 August 2014 Alabama multicell storm, and if CTD responds to
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individual updraft pulses affecting the mixed phase region in both storms, usually
highlighted by rapid changes in FR.

3.2.6. Updraft Strength Quantification from CTD
Since the goal of the work in this chapter is to utilize SRSAL CTD towards
quantifying updraft strength, a simple analysis is run with the multi-Doppler storm to test
the feasibility of such a system. Therefore, a basic derivation is shown here on how to
best relate CTD to wmax. Starting from the Anelastic Mass Continuity equation, it is
assumed density only varies with height such that
𝜕𝜌𝑤
𝜕𝑢 𝜕𝑣
= −𝜌
+
𝜕𝑧
𝜕𝑥 𝜕𝑦

(3.3)

Integrating both sides, it is found that
𝜌 𝑤

−𝜌

𝑤

=−

𝜕𝑢 𝜕𝑣
+
𝑑𝑧
𝜕𝑥 𝜕𝑦

𝜌

(3.4)

Where the subscripts CT and max refer to cloud-top and height of the maximum vertical
mass flux, respectively. At height max,
−𝜌

𝜕𝑢 𝜕𝑣
+
𝜕𝑥 𝜕𝑦

=0

(3.5)

and at CT, a boundary condition is approximated that
𝑤

=0

(3.6)

Therefore, (3.4) simplifies to
𝜌

𝑤

For an exact measurement of 𝑤

=

𝜌

𝜕𝑢 𝜕𝑣
+
𝑑𝑧
𝜕𝑥 𝜕𝑦

(3.7)

, it is necessary to measure horizontal divergence and

density throughout the depth of the column from max to CT and integrate Eq. (3.4). With
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just CTD, quantifying an approximate updraft magnitude requires a set of assumptions
about the vertical kinematic profile. First, it is assumed that ln(𝜌) varies linearly with
height, that is,
ln(𝜌) = 𝑐𝑧 + 𝑑

(3.8)

Also, a vertical profile for divergence must be assumed. One form uses a sine function,
that is,
𝜕𝑢 𝜕𝑣
+
= 𝑎 sin(𝑘𝑧 + 𝑏)
𝜕𝑥 𝜕𝑦

(3.9)

Constant 𝑎 is assumed to be 𝜀 𝐶𝑇𝐷 , where 𝜀 represents an operator (0 < 𝜀

< 1) to

account for objective analysis smoothing (set to 10 here). Constants 𝑘 and 𝑏 can be
solved for assuming horizontal divergence is maximized at 𝑧

and is zero at 𝑧

.

Integration of (3.7) with (3.8) and (3.9) yields
𝑤

=

𝜀 𝐶𝑇𝐷 𝑒 [𝑇 cos 𝑏 + 𝑇 sin 𝑏]
𝜌

(3.10)

where
𝑇 = (𝑘 + 𝑐 )

∗ [𝑒

−𝑒

∗ (𝑐 sin(𝑘 𝑧 ) − 𝑘 cos(𝑘 𝑧 ))
∗ (𝑐 sin(𝑘 𝑧

) − 𝑘 cos(𝑘 𝑧

(3.11)
))]

and
𝑇 = (𝑘 + 𝑐 )
−𝑒

∗ [𝑒

∗ (𝑘 sin(𝑘 𝑧 ) − 𝑐 cos(𝑘 𝑧 ))
∗ (𝑘 sin(𝑘 𝑧

) − 𝑐 cos(𝑘 𝑧

(3.12)
))]

While these profile assumptions are likely not accurate in all DC phenomena, they
allow for a quick conversion from what is derived with SRS data (a smoothed 𝜀
fraction of CTD actually present in s-1) to a unit more operational meteorologists are
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likely familiar with (updraft speed in m s-1). With the formulation in Eq. (3.10), if 𝑧
and 𝑧

are held constant, as is the vertical density profile with time, then a linear

relationship exists between CTD and wmax. Therefore, if these assumptions are sufficient,
a high correlation should exist between other quantities that are correlated to updraft
strength (e.g. total lightning FR) and CTD.

3.3.

Results
Consistent with the main hypothesis guiding the work presented in this chapter,

an average location difference is sought between observed CTD maxima and OT T B
minima (assumed to be collocated with wmax). A comparison is performed of derived
wmax to CTD maxima to determine if some relationship exists, and if any time-lag exists
between derived CTD and the in-cloud processes. Total lightning was then used to infer
the evolving updraft volume and speed for a long-lived and high-topped supercell case
study when dual-Doppler derivations of wmax were not available. Such comparisons in
distance and time allows for the use of both OT and CTD datasets to determine how often
an updraft produces CTD, how close in space the maximum in CTD is to the peak in OT
height (inferred from IR TB), how long it takes for an OT to generate peak CTD, and the
differences in the characteristics between detected OTs with CTD versus OTs without
CTD.

3.3.1. OT & CTD Comparison
Statistics summarizing correspondence between OTs and CTD across the four
case study events are presented in Table 3.3. Of the 1182 OT tracks, 822 (~70%) were
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deep. The CTD and OTs showed moderate agreement even without aggressive
thresholding of the OT probability, as 566 (~48%) of all OT T B minima had large CTD
maxima within an average ~13 km (~3 GOES–14 IR pixels at mid-latitudes) location
difference. Of the deep OTs with OT probability exceeding 50%, 523 (~64%) were
matched with large CTD. Thus, ~92% (523 out of 566) of all OTs matched with CTD
maxima were confirmed as DC with radar data. Increasing the OT probability threshold
to 90% (which comprised 392 of the OT events) resulted in a ~67% match rate and a
comparable ~13 km average distance difference. From the entire OT sample, matches
had a higher average OT probability and VIS texture rating (Fig. 3.1a, b). CTD and
average OT VIS texture ratings were larger for deep OTs than non-deep OTs (Figs. 3.1c,
d). OT tracks without matching large CTD were also found to be approximately one
third of the distance length of tracks with matching large CTD (Table 3.4). These
statistics suggest that the more the updraft protruded above the mean anvil altitude based
on satellite IR BT signals, the more likely it was to be deep (i.e. an accurate updraft
detection) and have a large CTD. The statistics are similar on a case-by-case basis, with
the average distance differences varying by only 1-2 km.
OTs with outflow derived by mAMVs were also more likely severe. Of the tracks
where OTs had matching CTD, ~25% (139) met the severe criteria, while only ~2% (15)
of non-matching cases were severe (Table 3.4). CTD and VIS texture rating was greater
for severe versus non-severe OTs (Fig. 3.1e, f). The median CTD was also higher for
severe OTs than deep OTs. The relative frequency of severe OTs versus non-severe OTs
was greater at and above 8x10-4 s-1 CTD. The same relative frequency change is
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Table 3.3. Comparison of OTs to CTD with average distance recorded between all
positive detections and the nearest located CTD maxima.
OT Probability Threshold: 50% VIS Rating: 7
Date

# Deep OTs
(# matched)
84 (39)

Total OTs

Distance (km)

21 May 2014

# OTs
Matched
40

130

12.4

19 May 2015

165

211 (146)

351

13.7

27 May 2015

198

294 (184)

405

11.4

4 June 2015

163

233 (154)

296

14.6

TOTAL

566 (48%)

822 (523)

1182

Average = 13

OT Probability Threshold: 90% VIS Rating: 7
Date

# Deep OTs
(# matched)
32 (24)

Total OTs

Distance (km)

21 May 2014

# OTs
Matched
27

40

13.4

19 May 2015

62

77 (61)

82

12.5

27 May 2015

114

154 (105)

192

11.0

4 June 2015

58

70 (57)

78

13.2

TOTAL

261 (67%)

333 (247)

392

Average = 12.5
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Figure 3.1. Relative frequency histograms of A) Deep and non-deep OTs with the
maximum OT track CTD at the TB minima and B) OT average VIS Texture Rating, C)
Matched and unmatched OTs with maximum OT track probability and D) OT average
VIS texture rating, and E) Severe and non-severe OTs with maximum OT track CTD at
the TB minima and F) OT average VIS texture rating. Overlapping regions for all
histograms are shown in purple. Flags indicate where relative frequency of matched,
deep, and severe OTs were higher than the null detections.
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Table 3.4. Data collected for “matched” OTs (with large CTD maxima) and “nonmatched” OTs (without large CTD maxima) including track length and percentage of
severe reports within 10 min and 15 km of an OT track.
OT Thresholds: 50% VIS Rating: 7
Date

“Non-Match”
OT Track
Length (km)
4.54

“Match” OT
Severe (%)

21 May 2014

“Match” OT
Track Length
(km)
16.66

15

“Non-Match”
OT Severe
(%)
1.1

19 May 2015

14.5

3.86

25.5

1.1

27 May 2015

6.24

1.94

28.8

2.9

4 June 2015

6.87

2.88

20.9

4.5

99

observed lower for deep and non-deep OTs at and above 6x10 -4 s-1 CTD. These statistics
are evidence that severe storms, which likely have stronger, more persistent updrafts than
non-severe storms, contain more prominent and persistent OTs that produce stronger
anvil outflow than non-severe deep OTs. As SRSAL CTD will increase in spatial
resolution (enabling retrieval of larger, finer-scale CTD) upon implementation with
GOES–16 data, it is noted that the severe versus non-severe OT CTD threshold of 8x10 -4
s-1 was at the 55th (40th) CTD percentile derived for all (deep) OT detections in this
SRSAL version.
GOES OT detections that were neither deep nor severe were frequently found in
regions of cold outflow advected downstream from the main updraft or in regions with
complex TB that look like OTs in an instantaneous view (Figs. 3.2a, b). Evaluation of
these OTs indicates that they are commonly found in regions of stratiform precipitation
that can feature TB as cold as that found in true-OT regions. OTs deemed “non-matches”
had low VIS texture ratings and were frequently found around and near AACPs. While
these may not have been false OT indications, it is noted that, from a nowcasting and
observational perspective, a much smaller proportion of these OTs were found with
severe weather compared to OTs in the “matched” sample.
The CTD analyses did, however, miss about a third of the deep OT events. These
missed events were frequently associated with small storms (< ~10 km) that may have
been smoothed using the RF system described in section 2.2.5. An example is shown in
Figs. 3.2c, d where a small storm (in 220 K TB area) in Oklahoma on 27 May 2015 had
distinctly weaker CTD maxima than a large tornadic storm in Kansas to the north, though
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Figure 3.2. GOES–14 imagery shown with SRSAL CTD contoured in red every 50x10 -5
s-1 shown with OT candidates and a) VIS data for 2217 UTC 21 May 2014 over central
Colorado and b) 10.7 μm IR TB and c) and d) showing the same as a) and b) for 2220
UTC 27 May 2015 over southern Kansas.
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it did produce large severe hail reports at the ground. It is found that ~9.7% of the severe
OTs featured CTD below the 7.5x10-4 s-1 threshold. For the DC events that were large
enough to be observed, an expected evolution was followed, where CTD increased after
CI and decreased after the DC dissipated. That evolution is documented for the
following two case studies.

3.3.2. 18 August 2014 Dual-Doppler Analysis
The evolution of CTD, dual-Doppler derived wmax, and NALMA FR for the
mature phase of the 18 August 2014 Alabama storm is shown in Fig. 3.3. Three updraft
pulses were evident in these data, a decaying updraft at 2000 UTC (labeled as pulse 1 on
Fig. 3.3, top panel), a strong updraft from 2019 UTC to 2107 UTC, which then weakened
to 2135 UTC (labeled as pulse 2 on Fig. 3.3), and a subsequent weak updraft at 2148
UTC. This study focused most on pulse 2, which exhibited the characteristics of a warmseason, non-supercell DC storm. Cooling in the minimum IR T B is the first signal
observed as early as 2023 UTC. The first lightning flash associated with this storm is at
2025 UTC, though the FR did not exceed one flash min -1 until 2041 UTC. CTD
increased at 2040 UTC as the tropopause relative IR T B approached ~ 5 K (nearing the
tropopause in height), followed by a derived wmax peak (~24 m s-1) at 2100 UTC. The
total lightning peaked at 2113 UTC, 4 min after the -1.75 K tropopause relative IR T B
minimum. CTD peaked at 1.08x10-3 s-1 at 2119 UTC, after the other three updraft
indicators.
It is found that the best lag correlation between wmax and CTD is at 8 min (i.e.
wmax(t+8) the CTD(t) where t is time in min). With smoothed total lightning, lagging
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Figure 3.3. The 18 August 2014 multicell storm time series of NALMA Total Lightning
10-min box-car smoothed FR trend (top panel) and maximum SRSAL CTD magnitude
(bottom panel; red line and axis), shown with smoothed FR (black line), unsmoothed FR
(blue line), minimum tropopause relative TB (teal line), and wmax (dashed purple line).
The numbers in the flash trend indicate the increasing (decreasing) time periods of each
identified updraft pulse in red (blue). The vertical lines in the bottom panel indicate the
time of the maximum in wmax (purple), minimum TB (teal), and maximum CTD (red).
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CTD by 8 minutes resulted in a peak ~0.83 correlation. Unlagged CTD showed a
moderate ~0.67 correlation to wmax. The trend in FR (also shown on Fig. 3.3; top panel)
very clearly highlighted pulse 2, with an increasing trend prior to the updraft maximum,
and decreasing trend after the updraft maximum. If it is inferred that this signature in
total lightning FR is indicative of mixed-phase updraft volume and maximum with time,
it can be used to identify updrafts using only FR data when dual-Doppler information is
not available.

3.3.3. The 21 May 2014 Supercell Analysis
In the 21 May 2014 Colorado supercell, evidence is frequently found that CTD
was maximized over the locally tallest (and typically strongest) inferred updraft. The
evolution of the 21 May 2014 supercell is shown here from a satellite (Fig. 3.4), radar
(Fig. 3.5) and FED perspective (Fig. 3.6). During the CI phase of the storm of interest,
the CTD maximum was over a different hail-producing storm to the southwest of Denver
International Airport (Fig. 3.4a; purple arrow in Figs. 3.5, 3.6), and cirrus was obscuring
the satellite view of the pre-CI cumulus. After the storm reached a higher altitude than
the surrounding cirrus, the CTD with this system was detectable in the mAMVs (Fig.
3.4b). As the storm strengthened and organized, the CTD maximum formed over the
weak-echo region at 2005 UTC (Fig. 3.5) and lightning hole at 2138 UTC (Fig. 3.6). It is
noted at 2138 UTC that, while there were additional apparent updrafts highlighted by
FED to the southwest, the CTD maximum was located over what is inferred from FED to
be the locally strongest updraft (IR TB is similarly coldest over this region). By 2247
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Figure 3.4. The 21 May 2014 SRSAL CTD contoured every 25x10-5 s-1 with positive
(negative) shown in red (blue dash) centered over the supercell of interest with one out of
six sets of mAMVs used for CTD derivation (yellow barbs; m s -1) and GOES–14 VIS
imagery for a) 1918 UTC, b) 1946 UTC, c) 2005 UTC, d) 2138 UTC, e) 2247 UTC and
f) 2301 UTC.
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Figure 3.5. The 21 May 2014 4 km constant altitude plan-position indicator views of
radar ZH from KFTG in central Colorado centered on the supercell of interest at the same
times as Fig. 3.4 with parallax corrected SRSAL CTD contoured in black every 50x10 -5
s-1. The blue arrow highlights the supercell of interest, and the purple and red arrows
highlight additional updrafts near the supercell of interest.
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Figure 3.6. Same as Fig. 3.5 with COLMA measured FED instead.
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UTC, a new updraft developed near the forward flank downdraft and CTD waned during
this period. The new storm (highlighted by red arrows in Figs. 3.5, 3.6) became stronger
than the tracked system at 2301 UTC, and rapidly grew upscale with convection to the
southeast.
Unlike 18 August 2014, FR and CTD were not highly correlated. A time-series of
CTD, COLMA total lightning, and observed IR T B depicts a longer-lasting, stronger, and
more complex updraft evolution than the storm described in the previous section (Fig.
3.7). Five individual updraft pulses were evident in the smoothed total lightning time
series (Fig. 3.7, top panel). Only three pulses are highlighted where the correspondence
between total lightning FR trends, IR TB, and the CTD was clear (red lines in Fig. 3.7,
bottom panel). The first pulse, which peaked in FR at ~1957 UTC, was associated with a
large CTD increase (1.06x10-3 s-1 over 30 min). CTD reached a maximum (in the upper
99th percentile of storms analyzed in this paper) 10 min later (The first red line on the
bottom panel of Fig. 3.7). Like 18 August 2014, the IR T B minimum is observed first (at
1953 UTC), followed by the FR maximum, and then the peak in CTD. Updraft pulse 3 is
observed with a tropopause penetrating OT at 2105 UTC and a large jump in CTD from
2116 to 2121 UTC, 16 min after the minimum observed T B and 1 min after the observed
peak in smoothed total lightning. Another brief jump in CTD was observed from 2245
UTC to 2248 UTC evidently by location associated with updraft pulse 5, 17 min after an
initial OT was observed. There is, therefore, some variance from pulse to pulse in the
timing of the response of CTD to OTs and FR pulses. While it is not clear exactly when
CTD responded to updraft pulses 2 and 4, it is apparent that CTD did not decrease after
updraft pulses 1 and 3, as in the 18 August 2014 storm. Without an obvious response to

108

Figure 3.7. The 21 May 2014 supercell storm time series of COLMA Total Lightning
10-min box-car smoothed FR trend (top panel) and maximum SRSAL CTD magnitude
(bottom panel; red line and axis), shown with smoothed FR (black line), unsmoothed FR
(blue line), and minimum tropopause relative T B (teal line). The numbers in the flash
trend indicate the increasing (decreasing) time periods of each identified updraft pulse in
red (blue). The vertical lines in the bottom panel indicate the time of the maxima in FR
(blue), minima in TB (teal), and maxima in CTD (red). Also shown are times of hail
reports (green circles; scaled by size) and tornado reports (red triangles) at the ground.
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pulses 2 and 4, the correlation between FR and CTD was very weak (~0.38) over the
entire event while CTD was above the 7.5x10-4 threshold (from 1945 UTC-2300 UTC).
No obvious relationship exists between when CTD responded to updraft pulses
and tornado occurrence (though CTD is large during most of the events). The first
tornado report occurred ~24 min (2005 UTC) after CTD exceeds the 8x10 -4 s-1 severe OT
CTD threshold determined in section 3.3.1. Two EF0 intensity tornadoes are reported at
2030 UTC and 2045 UTC (both brief lasting < 1 min during pulse 2). A 5–min duration
tornado was observed at 2220 UTC, just before CTD reached a local maximum for the
case study. One more tornado was observed at the ground at 2306 UTC (again a brief < 1
min lifecycle) after pulse 5, with an attendant decrease in CTD as a second storm
developed near the forward flank downdraft. Hail diameter appeared to be more
responsive than tornadoes to CTD changes, particularly ~18 min after pulse 3 where
reported hail diameter increases from ~2.54 cm to 4.45 cm.
While a linear relationship was not observed between FR and CTD with this
storm, if this case study total lightning and CTD derivations are combined with tracked
supercells on 27 May 2015 and 4 June 2015, it becomes evident that higher total
lightning FRs are observed in storms containing higher CTD (Fig. 3.8). The lower FRs
(from 0-20 min-1) had higher CTD variance (~0.038 s-2) than higher observed FRs (60-80
min-1 had a ~0.015 s-2 CTD variance). Fig. 3.8 suggests that strong updrafts with very
high FRs have a higher likelihood to produce observable cloud-top outflow, while weaker
updrafts with lower FRs may not always be evident at cloud top (hence the higher
variance in CTD).

110

Figure 3.8. Box and whisker plots of the derived max CTD percentiles in 20 flashes
min-1 FR bins for the 21 May 2014, 27 May 2015 and 4 June 2015 supercells (3 tracked
storms). Each of the box and whisker plots represents the 5 th, 25th, 50th, 75th and 95th
percentile of max CTD during which the tracked storms had a flash rates from 0–19
flashes, 20–39 flashes min, 40–59 flashes, etc. The sample size from the three storms for
each bin is shown above the 95th percentile. Blue lines indicate the location of the
median for each FR bin.
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3.3.4. Updraft Strength Quantification from CTD
Within the previous two sections, evidence is shown that the relationship between
CTD and the total lightning FR is non-linear. For example, if Eq. (3.10) is used with a
constant height for CT and max, wmax is overestimated, even with time-lag applied (Fig.
3.9). By allowing just the height max to vary, we find lower root mean square error
values, and a lower mean bias error, with less overprediction of the peak updraft speed.
While this is likely not the only source of non-linearity in the CTD and wmax
relationship, it shows that improvements can be made in an updraft estimation system by
measurement and addition of separate known variables. Of course, this system could
(and should) be further optimized with measurements of divergence within the entire
column, as true atmospheric columns vary widely in geometry and magnitude (e.g. see
O’Brien 1970). Without this additional information, errors in the divergence profile
estimate could lead to significant under- or over-estimation in the actual wmax. For
example, errors in the wmax estimation here ranged from -4.5 to 13.3 m s -1. Further
understanding can be gained by combining CTD with other measurements from separate
instruments, such as GridRad velocity (e.g. Sandmæl et al. 2018), to estimate wmax in
future studies.

3.4.

Discussion
The guiding hypothesis is that if CTD is appropriately derived over DC at the

storm-scale (<20 km), then CTD will peak spatially near objectively derived OTs, and the
CTD maximum will be correlated to internal and near-storm-top updraft characteristics,
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Figure 3.9. Comparison of multi-Doppler derived wmax to CTD estimated wmax using Eq.
3.10 assuming a constant height for max (Linear; L; Grey Dots) and inputting the multiDoppler derived height for max (Non-Linear; NL; Blue Dots) shown with the Mean Bias
Error (MBE), coefficient of determination (R2), and Root Mean Square Error (RMSE) for
both.
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such as updraft volume, maximum magnitude, and lightning FRs. In the results
presented, evidence is shown that OTs occur within 3 IR pixels of large CTD, though the
CTD maxima are not necessarily related in time to the inferred updraft size (based on
total lightning FR) for all cases. CTD maxima did, however, appear to be larger in the
presence of stronger updrafts, though only the locally tallest, non-cirrus obscured
updrafts are observed.
Some spatial displacement between SRSAL CTD maxima and OT locations was
expected. From the perspective of algorithm development, the derived point-source
mAMVs may be inaccurate in multi-layer cloud fields (e.g. near cloud-edges and in the
presence of AACPs) within 5x5 pixel size target regions, and issues in multi-layer cloud
scenes can be compounded by the flat-plane assumption used with the objective analyses
that create flow fields. For example, CTD near an OT over a storm containing a high
AACP in negative vertical wind speed shear would be lower than CTD from a storm
without an AACP. Better mAMV height assignment and clustered target dominant
motion approaches such as that in Bresky et al. (2012) should reduce errors in multi-layer
scenes. Navigation problems (which are typically on the order of 1–2 km with GOES–
14) can compound displacement errors through both OT displacement and mAMV
tracking modification. Furthermore, SRSAL CTD is derived at spatial scales coarser than
individual OT regions. OT detection error may also account for some location
displacement, as OTs can warm with exposure time to the stratospheric air or when
AACPs are generated, so the coldest pixel may not always be representative of the
highest point in the cloud associated with the updraft location.
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From a physical standpoint, it is expected that storm-scale CTD likely occurs after
(and perhaps downstream from where) an OT is observed, as it would take time for a
small ~4 km OT to descend and expand to limits sufficiently detectable by SRSAL above
~10 km in horizontal extent. This delay, coupled with storm motion, is expected to
result in some enhanced CTD maxima displacement from OTs. While not shown, times
in 21 May 2014 are observed where CTD existed without OT detections (thus an OT
does not have to be present for enhanced outflow to occur). When OTs do occur, it is
suspected that they will be closer to the CTD maxima when using mAMVs derived from
GOES–16, which will have a finer spatial density (and thus resolution of finer-scale
outflow). Other environmental variables that may impact the displacement include the
upper tropospheric-lower stratospheric stability, the upper tropospheric-lower
stratospheric storm relative motion, the effective vertical wind shear (which changes the
tilt of an updraft as it penetrates the anvil), the strength of the updraft penetrating the
anvil, and the presence of nearby DC at similar or higher heights, such as OTs associated
with large MCSs. For example, CTD maxima may be located somewhere between
multiple strong updrafts, as was seen on 21 May 2014.
The inference that CTD is larger for stronger updrafts is supported by using
higher probability (and VIS texture rating) thresholds from the Bedka and Khlopenkov
(2016) OT system, as a higher percentage of more deeply protruding OTs in all case
studies were found near large CTD. The OT probabilities and VIS texture ratings were
both designed to detect more deeply protruding updrafts, so the higher the probability, the
taller (and inferred stronger) the updraft. It is also found that OTs with higher CTD
(>8x10-4 s-1) and OT VIS texture rating were indicative of severe weather producing
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updrafts. The explanation behind these results is simple: larger (in magnitude and size)
and temporally persistent updrafts are more likely to produce detectable cloud-top
outflow with SRSAL, and thus OTs found within that detectable outflow were more likely
to be severe. These CTD and OT VIS texture rating magnitudes were found for storms
containing any reported severe weather occurrence and may change if one observes
differences in the degree of severity. The CTD median value for deep OTs was lower
than that for severe OTs, which implies that the severe OTs have, on average, stronger
inferred updrafts than OTs that are merely deep.
So, if CTD is larger for severe versus non-severe OTs, and higher for deep versus
non-deep OTs, should there be a linear relationship between updraft strength and derived
CTD? As alluded to in section 3.3, updraft size and intensity relationships to CTD are
complex and non-linear. Deierling and Petersen (2008) stated that the mixed-phase
updraft volume exhibited a very strong correlation with the total-lightning FR in the
storm. If it is assumed that CTD is correlated to the mixed-phase updraft volume, then
the findings here would be inconsistent with the previous total lightning FR studies. It is
conceivable that processes which hinder non-inductive charging mechanisms affected the
total lightning relationship to updraft strength, for example, wet hail growth (Emersic et
al. 2011). Total lightning is unfortunately only an approximation for updraft strength,
and larger samples of DC with derived mixed-phase updraft volume and total-lightning
FR have shown correlations lower than Deierling and Peterson (2008) closer to ~0.7 (L.
Carey, personal communication 2018). However, the magnitude of the observed
difference here is likely due to errors in the satellite flow observations. For example,
SRSAL CTD only reflects the updraft (and subsequent diverging cloud-material) that
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reaches the cloud-top, and not necessarily the internal mixed-phase updraft volume
captured by total lightning. To some extent, then, there could be observational value in
determining which updraft pulses are reflected at the cloud-top, and determining how that
relates to cloud electrification and severe weather occurrence at the ground.
Conventional wisdom suggests that the locally strongest updraft would generate
the largest CTD signature, highest OT VIS texture rating, and highest OT probability, and
indeed OTs with higher values of all three of these parameters were found more likely to
be severe than OTs without. This is supported by the observation that the largest CTD
maximum occurred nearest to the BWER and total lightning FED hole on 21 May 2014.
Thus, applying CTD with other metrics for nowcasting could help to identify the
strongest updrafts in a local region and adjust severe weather probabilities accordingly.
For the single-pulse non-supercell storm in Northern Alabama, a time-lagged
correlation between CTD, wmax, and the total lightning FR is found. For the sake of
illustration, a schematic diagram is included of the expected CTD, T B, total lightning
FRs, and wmax behavior from the sample observed here (Fig. 3.10). Assuming a ~10 m s -1
updraft and subsequent anvil-level outflow speed, an ~8 min delay is expected (for the
outflow to travel 5 km in each direction) between the minimum observed T B and a
response observed SRSAL CTD (with a minimum ~10 km spatial feature resolution).
Fluctuations either above or below the approximated 8 min delay, as well as the
approximated magnitudes, depend on many factors, including the tropopause stability,
the updraft strength, the updraft size, and the spatial resolution resolvable by SRSAL.
To some extent, this schematic illustration shows a limitation when trying to use
CTD for nowcasting compared to TB cooling and total lightning “jumps” in FR. CTD in
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Figure 3.10. Schematic indicating the idealized CTD tendency compared to updraft
magnitude (wmax), FR, and minimum TB. The CTD and OT related TB minima
magnitudes and ranges in delay timing in wmax, FR and CTD are conceptual only.
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all cases occurred just after the initial indicators of DC and severe weather in T B and FR,
though it still preceded severe events on the 21 May 2014 case study. While CTD
increases may not add lead time over other predictors, it is found that it can be used with
other predictors to nowcast. For example, if a short-term forecaster was observing just
TB at 2138 UTC on 21 May 2014 and saw the 4.45 cm hail report, they might believe hail
is larger one hour later when the TB minima is ~10 K colder. If that same nowcaster was
using total lightning FR, they might infer, with lower FR, that hail size would be smaller
one hour later. By combining these observations together with CTD, a forecaster can
correctly confirm that the updraft is taller (hence the colder T B), smaller in size in the
mixed phase region (lower FR), though reaching the higher heights with a similar
intensity in updraft outflow to 2138 UTC (same CTD), leading them to correctly infer a
similar hail size at 2238 UTC. Hail size is, of course, a function of many other factors
besides what can and cannot be observed in satellite observations, though combining
what is available now offers a new tool for forecasters to use wherever SRS data are
available. Further experimentation will be required to assess the nowcasting value of
combining CTD with systems like the total lightning jump (Schultz et al. 2009, 2011) and
the GOES-R CI product (Mecikalski and Bedka 2006). Furthermore, CTD trends did
relate to and indicate when a storm was weakening, which was not as obvious from OT
TB fields alone (TB typically plateaus near the end of DC). Having knowledge of the
storm decay stage can be objectively useful for nowcasting systems that utilize satellite
metrics for indicating storm severity probability.
There are a few other sources of error from the satellite flow-derivation standpoint
that may have impacted the findings observed here. Currently, even with the
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enhancements added to the targeting and objective analysis approach, minimum SRSAL
feature resolution is still ~10 km (Appendix A), thus CTD magnitude for sub-storm scale
flow is well below the actual cloud-top outflow value which may well be more closely
related to FR measurements. GOES–16 AMVs (Bresky et al. 2012) can easily be input
into the new SRSAL system and can be tuned to allow for finer-scale feature derivation.
Tests with different forms of AMV computation, such as optical flow (Bresky and
Daniels 2006; Wu et al. 2016) may also improve gridded flow spatial resolution over DC.
AACPs generated through gravity wave breaking (e.g., Wang 2003) in environments with
strong upper tropospheric-lower stratospheric level storm-relative flow (Homeyer et al.
2017) that may act to reduce derived CTD while making the ‘flat plane’ assumption used
in the A16 method must also be investigated. Improved cloud height assignment
algorithms with a multi-level SRSAL system (one that performs an RF in separate
pressure and altitude layers) will likely reduce the cloud-top cirrus impact and cloud-edge
vector contamination (where low vectors at a cumulonimbus cloud-edge are mistakenly
assigned altitudes near the cloud-top).

3.5.

Conclusion
A new RF approach was applied to derive storm-scale flow-fields with SRS

satellite mAMVs over DC. Derived CTD from these flow-fields was compared to radar,
total lightning signatures, objectively identified OTs, and dual-Doppler radar signatures
to observe how well the flow system characterized updraft location and intensity for
observed storms. The primary findings of this study were:
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About 48% of automated OT detections were found with matching large (>
7.5x10-4 s-1) CTD maxima. OT TB minima and CTD maxima locations match
closely (within ~13 km) for storms observed here. OTs with matching large
CTD were more frequently associated with DC precipitation and severe
weather at the ground, while OTs without large CTD were lower in OT
probability and OT VIS texture rating and shorter in track length, suggesting
that the OT detections were not linked to actual updrafts. OTs with a higher
probability and higher VIS texture rating were also more likely to be
associated with large CTD.



The sample of OTs with CTD > 8x10-4 s-1 (57th percentile of maximum CTD
derived at OT TB minima) and high OT VIS texture rating had a higher
relative severe weather occurrence frequency than OTs with CTD below this
threshold.



About 92% of OT detections matched with large CTD were associated with
40-dBZ echo-tops above 7 km from ground-based radar (assumed to be
indicative of DC here). SRSAL CTD, in total, identified 64% of all deep OTs
sampled here.



A high correlation was observed between CTD and total lightning FR for a
non-supercell single pulse storm (with an 8–min lagged ~0.83 correlation
coefficient).



The relationship between CTD and the total lightning for the supercell storm
was weaker than the non-supercell thunderstorm, with an observed ~0.38
correlation. Evidence was shown that only the tallest (strongest) updraft
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pulses were reflected at the cloud top, meaning some of the pulses were not
seen with corresponding CTD.


Despite the non-linearity of the relationship between total lightning and
derived CTD for the mature supercell, higher FRs were generally found in
periods with larger CTD.

Multi-layer cloud environments with large vertical wind shear and incorrect
mAMV height assignment should be explored more thoroughly with stereoscopic height
analysis (e.g., Fujita 1984) upon the launch of subsequent satellites such as the upcoming
GOES–17 system, and AMV related observing systems simulation experiments should be
performed to ensure the correct thunderstorm cloud-top outflow quantification (when the
actual motion of an observed target and updraft strength of an observed storm can be
quantified). From here, a multi-variate statistical approach for quantifying updraft
characteristics using SRSAL CTD should be used, since CTD can be a function of
environmental variables as well. Furthermore, w is related to the three-dimensional
divergence profile, and while one divergence level may be correlated to this change, it
does not capture the entire mesoscale overturning process. Future experiments can be
performed to combine parallax-corrected CTD with local radar data to retrieve a better
implied ascent estimate based on observations throughout the entire depth of the DC
column.
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CHAPTER IV

On the Origin of Satellite Observed Rotation at the Cloud-Top over Severe Deep
Convection

Strong outflow and rotation at the cloud-tops of severe DC is identifiable from a
satellite perspective with 30-60-sec GOES–14 and –16 information (A16). The apparent
outflow and rotation can be quantified from the GEO satellite images with an objective
analysis of derived mAMVs (Bedka and Mecikalski 2005) computed with ≤ 1 min scan
rate data. Severe thunderstorms frequently exhibit “CTV couplets”, or adjacent maxima
and minima of vertical vorticity downstream of DC OTs, for several hours during storm
lifecycles. Prior to this study, the origin of the rotation from a satellite perspective was
unknown. A16 suggests that the satellite derived rotation at the cloud-top is related to the
supercell rotation in the mid-levels, therefore, identification would be useful in an
operational forecasting setting.
It is possible that rotation over severe convection observed from GOES is entirely
an artifact of top-down cloud observation. A key assumption made in A16 and A18
when deriving flow over severe DC is that all mAMVs derived exist on a flat, twodimensional plane (The so-called “flat-plane” assumption). This assumption was
originally made to objectively extract “apparent” rotation similar to what human
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interpretation implies through a series of 1-min GOES–14 images with a supercell on 20
May 2014 over central Colorado, though it is likely not physically accurate for storms
with large CTH variation.
One common source of CTH variation over strong storms is the AACP (McCann
1983; Brunner et al. 2007), where gravity wave breaking near an OT mixes ice crystals
down-stream into the upper-troposphere and lower stratosphere (Wang 2003, 2007).
These ice crystals can be mixed several kilometers above the anvil (Wang 2004; Wang et
al. 2016) and may have different horizontal flow properties than outflow associated with
the DC and the primary anvil. AACPs are common over severe DC (Bedka et al. 2015,
2018). The AACP might cause or give an appearance of rotation at the cloud-top through
two mechanisms. Either the rotation is within the AACP itself, or the AACP moves
slower than the ambient anvil (due either to differences in convective outflow properties
or negative vertical wind speed shear), creating an illusion of CTV from the objective
standpoint described in Chapter II. This shear hypothesis implies that the AACP, not
internal rotation within supercells, is the cause of what is objectively identified in A16 as,
and what subjectively appears to be, rotation at the cloud top of severe storms. The
impact of negative vertical wind speed shear also implies that derived CTD is
underestimated when AACPs are present.
To investigate this problem further, this component of the study aims to address
three primary questions: 1) Where does the observed vorticity in severe thunderstorms
near the cloud-top come from? 2) What is the impact of AACP flow on the CTD and
CTV fields (i.e. does slow movement of AACPs generate the CTV couplet signature)?
And 3) When AACPs are present, is the ambient vertical wind shear the sole cause of
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CTV couplets? In addressing these three questions, we can move closer towards using
cloud-top flow properties for all storms observed from ≤ 1-min scan rate GEO satellites
to better understand how derived flows relate to internal DC updraft kinematics such as
rotation and inferred updraft strength.
Within this chapter, the rotation and divergence at the cloud-top are examined
through an idealized NWP simulation and the origin of that rotation is found through
analysis of backward trajectories. SRSAL is also derived for two real case studies with
and without mAMVs within the AACP to show multiple types of rotation that can occur
because of the AACP. Using manual image stereoscopy with NWP information, the
vertical wind shear is removed (i.e. the environmental wind of each cloud-layer is
subtracted) from mAMVs within the AACP to explore the modifications possible over
the cloud-top. The analysis will show new understanding and insight in that CTV
couplets, and vorticity observed at the cloud-top, can originate from two different
mechanisms which should impact how mAMV-based flow fields are used for inferring
internal DC kinematics in the future.

4.1.

Background
Flow at the cloud-tops was documented with Lear jet observations by Fujita

(1982), who found clouds which he termed “jumping cirrus” anomalously high above a
severe thunderstorm anvil. Using image stereoscopy with the first GOES-East and West
satellites, he showed this jumping cirrus occurred 1-4 km above the surrounding anvil.
He speculated that rotation observed from the top-down occurred due to negative vertical
wind speed shear coupled with large CTH variations (Fig. 4.1). Through high-resolution
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Figure 4.1. Estimated flow of stratospheric wake cirrus on 12 May 1972 from a research
Lear Jet flying at 13.7 km over Texas. Top panel is a horizontal view of the storm flow,
while the bottom panel represents a top-down look (from Fujita 1982).
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NWP simulations, Wang (2003) later identified the cause of this jumping cirrus as a
gravity-wave breaking phenomenon. Gravity waves break when potential temperature
inverts to cooling with height (becoming unstable). This instability allows for
momentum and mass transfer from the top of the anvil to the lower stratosphere. These
jumping cirrus clouds, as “accumulated” over the period of hours during the mature phase
of a convective storm, later were termed AACPs, and are typically identified in satellite
imagery with anomalously smooth (in VIS imagery) and warm (in IR imagery) regions
downstream of a cold OT (e.g. the cold-ring or enhanced-V signature; McCann 1983).
The IR signature occurs because temperature in the lower stratosphere, unlike the
troposphere, increases with height, thus clouds at thermodynamic equilibrium injected to
this layer are warmer than the surrounding upper-tropospheric cloud anvil. However, the
complex shape, size, and magnitude of temperature differences within an AACP, relative
to the main cumulonimbus anvil, makes objective identification challenging, therefore
large statistical analyses typically require some subjective input (Brunner et al. 2007;
Bedka et al. 2018).
Research is still ongoing to find a relationship between AACPs and hazardous
weather conditions at the ground, specifically “severe” weather, with the implicit
assumption that AACPs are caused by persistent, strong updrafts. Bedka et al. (2015)
found that 57% of AACP producing storms produced severe weather (strong winds, large
hail, and/or tornadoes). Bedka et al. (2018) found that more than 87% of storms with
significant hail (≥ 2” hail diameter) and 88% with strong tornadoes (≥ EF-2 damage
rating) were produced by storms with AACPs. However, Homeyer et al. (2017) shows
through radar observations and reanalysis grids that enhanced-V signatures form in
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environments with strong storm-relative upper-troposphere lower-stratosphere (UTLS)
flow. Using an idealized numerical simulation, they show that an AACP can form with
modification to this flow, and not through modification of the strength of the updraft by
changing the instability or low- to mid-level vertical wind shear. This suggests that the
AACP may only be linked to the environmental properties of the UTLS. However, the
relationship to severe weather occurrence identified in Bedka et al. (2015; 2018) implies
that strong UTLS storm-relative flow is likely common in environments conducive to
severe weather-producing DC.
The AACPs with vertical wind speed shear may not be the only cause of apparent
rotation at the cloud-top. Using the new observational capabilities in GOES–14 1–min
SRS operations for GOES–R, rotation was objectively identified in A16 with mAMVs
near and over an OT which did not at the time appear to have an AACP. These so-called
CTV “couplets” bore a remarkable resemblance to the mid-level structure of supercells
(e.g. Lemon and Doswell 1979; Klemp 1987). As is well-known, the mid-level rotation
in supercells occurs due to the tilting, and subsequent stretching of barotropic and
baroclinically generated horizontal vorticity in an environment with vertical wind shear
(Weisman and Klemp 1982, 1984; Klemp 1987). With high-resolution numerical
simulations, A16 (Chapter II) showed similar findings for near-cloud-top vorticity
(though only documented one 14 km level), where tilting, stretching, and advection were
the primary generation mechanisms of vorticity observed at the near-cloud top level.
This approach did not capture the source of rotation at the cloud-top, which would
require a trajectory analysis instead.
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Trajectories have been used to identify rotation associated within the mid-levels
(mesocyclones; Klemp et al. 1981; Rotunno and Klemp 1985) and low-levels (tornadoes;
Wicker and Wilhelmson 1995; Adlerman et al. 1999; Mashiko et al. 2009; Schenkman et
al. 2014; Betten et al. 2017) of DC in numerical simulations for many years. The
convergent and intense rotating nature of the tornado phenomenon means backward
trajectories (trajectories integrated backwards in time) are susceptible to large location
errors with long time-steps and low grid-point spacing in modeled data (Dahl et al. 2012).
Backwards trajectories are less susceptible to displacement error with a divergent
phenomenon, such as the outflow near the top of DC, which makes them ideal for use in
this present study. Trajectory analyses have not yet been used to analyze the flowstructure of the cloud-tops of supercells which produce AACPs and CTV Couplets.
Insight into the flow-structure of anvil cloud-tops and AACPs can lead to better
understanding of observations from mAMVs made in Chapters II and III and coupling of
these flows to internal convection dynamics.

4.2.

Methodology

4.2.1. Derivation of Cloud-Top Flow
Two case study times are considered here to investigate the impact of AACPs on
CTD and CTV: 2302 UTC on 20 May 2014, and 2209 UTC on 21 May 2014. Both time
frames are for periods when supercells located over central Colorado produced the AACP
signature and were identified in A16 to have CTV couplets (Fig. 4.2). The case studies
used here were sampled by the GOES–14 in orbit at –105° W with VIS (~1 km at nadir),
IR, and WV (~ 4 km at nadir) data once every minute in SRS. The same channels were
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Figure 4.2. GOES–14 10.7-μm TB shown for 2302 UTC 20 May 2014 (top) and 2209
UTC 21 May 2014 (bottom) over central Colorado with derived mAMVs over the AACP
in blue with SRSAL positive (negative) CTV contoured in red/black (cyan/green) every
40x10-5 s-1. The AACP is highlighted with a white-dashed line.
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available every ~7 min from the GOES–13 instrument at –60° W. CTD and CTV are
derived with the same methods as section 2.2.5. Typically, the mAMVs are computed
with 500 hPa height assignment cutoffs for large scale collection, however, since only
two very high-topped storms are observed, and the goal of this component of the study is
not a large-scale statistical validation, the cutoff was raised to 350 hPa to reduce the
sample of mid-level vectors that could modify the CTV flow-fields. The AACPs were
manually identified with VIS and IR imagery, and the mAMVs within this region are
removed from the SRSAL derivation (see the white dashed lines in Fig. 4.2). The
differences in CTD and CTV with and without AACPs are reported for the two cases.
Without vectors over the AACP, CTV derived using the same methods as A16 should not
exhibit the CTV couplet signature.
It is also possible that plumes with large environmental vertical wind shear cause
the CTV couplet, as previously discussed. Thus, image stereoscopy is performed to
assess the height of each cloud-layer without the drawback of T B and model height
assignment in inversions as present in the lower stratosphere (e.g. Heidinger 2011). The
image stereoscopy method used here follows previous works on the matter (Hasler 1981;
Hasler et al. 1991; Wylie et al. 1998). Images from the GOES–13 within 30 seconds of a
GOES–14 image (at scan time) are remapped to the GOES–14 image projection with
bilinear interpolation. The VIS and IR imagery from GOES–13 is normalized to GOES–
14 for feature matching. Image pixels from GOES–14 are then matched to pixels within
a permissible search region in the GOES–13 remapped image by a human expert. Note
that manual target assignment avoids the knotty issue in objective stereoscopy of image
feature distortion between cloud-layers with large height differences (e.g. Hasler et al.
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1991). The CTH of targets are determined using trigonometry from the lines shown in
Fig. 4.3. The GEO satellites each identify the cloud-features as if they were on the
surface of the Earth, thus, the CTH can be found with two satellites if the location of
individual targets in each image is known. Target matches identified are first converted
to Cartesian space (x, y, z) with
𝑅 𝑐𝑜𝑠 𝜙 𝑠𝑖𝑛 𝜆
𝑥
𝑦 =
𝑅 𝑠𝑖𝑛 𝜙
𝑧
𝑅 𝑐𝑜𝑠 𝜙 𝑐𝑜𝑠 𝜆

(4.1)

Where 𝜙 and 𝜆 represents latitude and longitude, and 𝑅 is the radius of the earth at a
point, defined at the surface as
𝑅 =

𝑅
cos 𝜙 + 𝑅 /𝑅

With 𝑅

and 𝑅

(4.2)
∗ sin 𝜙

representing the radius of the Earth at the equator and the pole

respectively. For a GEO satellite in orbit over the equator, 𝑅 = 𝑅

+ 𝑍 with 𝑍

representing the satellite altitude above ground-level.
Once remapped to Cartesian space, the lines can be formed as shown in Fig. 4.3.
Due to both the pixelated granularity of the satellite imagery and imperfections in the
identification of exact locations for targets in GOES–13 and –14, lines formed between
imagers and targets seldom intersect. The inferred CTH is derived by identifying the
nearest point between the image lines, identifying where a vector between the two lines is
orthogonal to each line. A mid-point between the two nearest points in each line is used
as the actual target location.
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Figure 4.3. Schematic of image stereoscopy with two satellites of the cloud-top altitude
of a thunderstorm.
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The vertical wind shear is removed by identifying the mean wind at the mean
heights of each layer (the primary anvil and the AACP) with the GFS model grid, and
then subtracting that background wind from the mAMVs prior to computation of CTD
and CTV fields. What is left is the horizontal wind shear caused only by the storm itself.
The observations of the flow within AACPs, and the flow fields observed around the
AACPs, are then compared to numerical simulations of idealized supercells.

4.2.2. Model Configuration
The WRF-ARW (Skamarock et al. 2008) version 3.9.1.1 was used to simulate
AACP producing DC. Following Homeyer et al. (2017), the Weisman and Klemp (1982)
sounding is used as a horizontally homogeneous environment with a 100 x 100 x 20 km
domain. The model contains 141 vertical levels with a ~180 m average grid-point
spacing. The horizontal grid-point spacing was 500 m x 500 m, which is less than 1 km
as suggested by Bryan et al. (2003) to better resolve turbulence and entrainment within
DC. The simulation uses a horizontal fifth- and vertical third-order positive definite
advection schemes. The system uses a Smagorinski turbulence closure scheme
(Smagorinski 1963). Convection is initiated in this domain using a 10 x 10 x 1.5 km
warm spheroid bubble with a 3 K maximum positive temperature perturbation centered at
~x = 50 km, y = 25 km to allow for the moving storm to stay within the domain. The
model uses an NSSL 2-moment microphysical scheme (Mansell et al. 2010). A damping
layer is added to the top 5 km of the domain to prevent spurious wave reflection. Two
changes are applied to the environment for this simulation from the original Weisman
and Klemp (1982) set-up: The simulation uses wind speeds that are 25% greater than the
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original quarter circle hodograph. Also, the water vapor mixing ratio in the idealized
profile is decreased to 5 ppmv in the first 2 km of the stratosphere (Consistent with
Homeyer et al. 2017). This simulation is expected to produce both an AACP as in
Homeyer et al. (2017) and a CTV couplet as observed in Chapter II.
4.2.3. Trajectory Analysis
The origin of rotation in the near-cloud-top DC anvil and the AACP is determined
by tracking parcels that acquire rotational momentum backwards to their initial source
regions. This involves first identifying regions of positive and negative vertical vorticity
within the AACP and OT, and tracking parcels within that grid back to their source
region. Backwards trajectories are found using the flow within the WRF-ARW model
with 1 s history output. Flow values (u, v, w), pressure, and density are derived at each
parcel location with cubic spline interpolation. Consistent with Betten et al. (2017), the
gradients are found using cubes centered around each parcel location with a fourth-order
centered finite-differencing scheme. Linear interpolation is used between time frames to
acquire flow updates every 0.5 s, and trajectories are advanced backwards in time with an
Euler integration scheme.
Along the trajectory path, the individual components of the vorticity tendency
within the model are integrated from Eq. 2.2, repeated here for reference:
𝑑𝜁
𝜕𝑤 𝜕𝑣 𝜕𝑤 𝜕𝑢
1 𝜕𝑝 𝜕𝜌 𝜕𝑝 𝜕𝜌
= −𝜁 ∇ ⋅ 𝑉⃗ −
−
+
−
𝑑𝑡
𝜕𝑥 𝜕𝑧 𝜕𝑦 𝜕𝑧
𝜌 𝜕𝑦 𝜕𝑥 𝜕𝑥 𝜕𝑦

+

𝜕𝐹 𝜕𝐹
−
𝜕𝑥
𝜕𝑦
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(2.2)

Note that terms A, B and C are the same as Chapter II. Term D is the horizontal gradient
in momentum turbulence and numerical diffusion terms (𝐹 and 𝐹 ), as well as changes in
momentum through Rayleigh dampening and acoustic corrections. Term D is quantified
using the residual of the observed vorticity at the trajectory location and the integrated
vorticity from the tilting and stretching terms (neglecting the solenoid term, which is
smaller by several orders of magnitude), thus the integrated magnitude includes possible
errors in the trajectory analysis. The left-hand side of the equation is the sum of the local
rate of vorticity change and the advection, representing the Lagrangian change in vertical
vorticity. Integration for tilting and stretching terms is done at each trajectory time-step
with fourth order Runge-Kutta integration scheme to mitigate integration errors in
exponential vorticity growth.
As in A16, the idealized simulation is expected to produce a pair of counter
rotating vortices in the upper levels (12-14 km). Initial trajectory locations are selected
within these counter rotating vortices over the AACP and OT to determine the parcel
origins, and how these near-cloud top flows relate to the internal updraft structure.
Trajectories within 10x10 boxes in regions of interest are tracked to avoid reaching
conclusions with only one flow that may not represent what is present in an area. The
trajectories are tracked for 30 min to allow for the parcels to return to their origin.

4.3.

Results

4.3.1. Trajectory Analysis
Consistent with Homeyer et al. (2017), the idealized supercell produces a welldefined AACP at 90 min (Fig. 4.4). The OT, at x = ~70 km, y = ~30 km is located
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Figure 4.4. The WRF-ARW idealized supercell CTH at 90 min relative to the
tropopause at 12 km shown with initial trajectory locations for flow analysis. Each
trajectory box contains a 10 x 10 grid of parcels to be tracked backwards in time, whose
bottom left corners are defined in Table 4.1.
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upstream of the AACP which extends from x = ~74 km, y = ~35 km to the edge of the
domain at x = 100 km and y = 40 km. Multiple trajectories are launched in this storm to
explore a variety of flows in the anvil and in the AACP (Table 4.1). These trajectories
were selected to explore the formation of cyclonic and anticyclonic vorticity within and
downstream of the OT (Fig. 4.5, top panel) and within the AACP (Fig. 4.5, bottom
panel). The goals of this component of the study are to determine where the physical
vorticity seen here originates from, as part of this vorticity is likely what is derived and
observed with satellite mAMVs. Therefore, trajectories in boxes A and D represent the
cyclonic and anticyclonic vorticity within the AACP. Trajectories in boxes B and C
represent the cyclonic and anticyclonic vorticity downstream of the OT (starting at a
lower altitude than Trajectories A and D). Trajectories in box E are within the OT at the
same level as B and C, representing the weak cyclonic vorticity within the updraft itself.
The following discussion overviews each of these trajectories, and specifically the
vorticity component structure over time within each trajectory region.
Trajectory sources for the bottom left corners of each box after 30 min vary
considerably depending on launch location (Fig. 4.6). Trajectory A, initiated within the
positive vorticity region in the AACP, originates from the upper levels, and does not
appear to interact with the tilting and stretching of horizontal vorticity in the low- to midlevels (Fig. 4.7). The vertical vorticity within this trajectory is created by tilting of
horizontal vorticity. No vertical wind shear is present in the environment above 6 km in
this simulation, thus the horizontal vorticity at this height is generated baroclinically by
the storm itself. Vertical vorticity becomes positive after time t = 83 min as the parcel
reaches the OT and descends 2 km. Stretching enhances the vorticity after the parcel
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Table 4.1. Starting locations for backward trajectories in the bottom left corner of each
box in Fig. 4.4 beginning at 90 min in the WRF-ARW idealized simulation.
Trajectory Starting X (km) Starting Y (km)
Starting Height (km AGL)
A

80

35

13.5

B

72

27

12

C

68

37

12

D

75

41

13.5

E

66

31

12
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Figure 4.5. The WRF-ARW vertical vorticity at 90 min at 12 km (top panel) and 13.5
km (bottom panel) shown with initial trajectory box locations for flow analysis. Each
trajectory box contains a 10 x 10 grid of parcels to be tracked backwards in time, whose
bottom left corners are defined in Table 4.1. Vertical vorticity shown here was smoothed
with averaging over 2 km x 2 km box kernels for clarity.
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Figure 4.6. The WRF-ARW idealized supercell CTH at 75 min shown with trajectory
starting (ending) locations marked with blue (grey) circles. Green circles indicate the
location of the maximum w, and the relative time between the green and blue circles is
shown on the top right for each trajectory.
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Figure 4.7. The WRF-ARW Trajectory point A vorticity shown with integrated
tendency terms from Eq. (2.2) compared to the actual vorticity at the parcel (black line;
Top Panel). Also shown is the horizontal vorticity vector components (middle panel) and
the altitude of the parcel tracked (olive line, bottom panel) shown with the altitude of
other parcels within the box (grey lines) and mean parcel height of the box (black-dash).
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descends into a convergent region downstream of the OT. The y-component of the
horizontal vorticity vector changes sign after the parcel passes over the OT (now pointing
south), thus differential downward motion in this sector results in strong positive tilting.
While this trajectory appears to originate from the lower stratosphere and is ingested by
the storm within this subsidence region, several other trajectories integrated within the
vicinity originate from similar heights. The trajectory region A appears to be a mix of
parcels from the low- and mid- levels, though mostly air from the lower stratosphere as
indicated by the average altitude line (black-dash) in Fig. 4.7.
Trajectories from region B originate from lower levels on average (Fig. 4.8).
Vorticity with a selected trajectory here is initially generated through tilting of barotropic
horizontal vorticity and enhanced through stretching for the parcel followed here at t = 78
min. Once the parcel exceeds the wmax height, stretching and tilting change sign, and the
overall vertical vorticity is reduced. Vorticity at the peak altitude of the parcel (at t = 89
min) is thus a fraction of what was generated in the low- to mid- levels (from ~0-7 km) of
the storm and is shown here to be impacted by the strength of the negative stretching and
tilting mechanisms. Additional enhancement through tilting is again seen here as the
parcel begins to descend towards the end of the tracking period, thus this parcel appears
to have a mix of vorticity generated from 0-7 km and vorticity generated during this
descent process above 10 km.
Trajectory C, integrated backward from the negative vorticity region in the
primary anvil, like Trajectory A, acquires positive vorticity in from ~1-7 km (Fig. 4.9).
At t = 84 min, tilting changes sign, and the vertical vorticity sign flips. Stretching in the
divergent upper levels opposes vorticity (positive or negative) in the parcel. Trajectory C
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Figure 4.8. Same as Fig. 4.7, now for Trajectory B.
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Figure 4.9. Same as Fig. 4.7, now for Trajectory C.
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is in a negative tilting region when the parcel reaches ~2 km and has stronger negative
tilting after the parcel exceeds 10 km where the vorticity sign changes. More of the
parcels here originate from below 10 km than what was observed within the AACP
further downstream (this region is closer to the OT).
Trajectory D is a mix of what is observed in Trajectories A through C (Fig. 4.10).
This parcel originates from below 1 km, and has positive vorticity generated initially
through tilting and stretching of the ambient vertical wind shear. At t = 85, the parcel
reaches the OT, and begins to descend. To this point, the vorticity generated is positive
and appears to have been advected upwards from its origin source in the low- to midlevels (below 10 km), consistent with what was hypothesized in Chapter II. After
descent, however, tilting changes sign at t = 87 min, and the vorticity is anticyclonic
within the decent process from ~14 km down to ~12 km (this appears to be initially
below the convergence seen in trajectory A, though it is advected up to the region later).
Thus, the vertical vorticity observed downstream is largely determined not by what is
generated below 10 km in this model, rather by what is generated from 12-14 km. The
idealized model therefore suggests that there are differences between CTV observed
directly over the OT, and CTV observed downstream of the OT, and furthermore the
AACP can contain large values of CTV itself.
The closer to the OT parcels are launched, the more vertical vorticity originates
from altitudes below 10 km. Trajectories in box E, for example, all originate from the
near-surface layer (0-2 km) and acquire vorticity as they ascend through the troposphere
(Fig. 4.11). This argument is supported if a similar trajectory mapping analysis is done as
in Betten et al. (2017). The integrated stretching and tilting terms when trajectories in
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Figure 4.10. Same as Fig. 4.7, now for Trajectory D.
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Figure 4.11. Same as Fig. 4.7, now for Trajectory E.
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each grid box are above 10 km (Fig. 4.12) are larger (in some cases, by almost an order
of magnitude) than integrated terms below 10 km (Fig. 4.13) downstream of the OT,
except for trajectory grid E, which is located over the OT. It is also noteworthy that
rotation within the AACP in grid boxes A and D generated below 10 km was almost
entirely cyclonic, and the anticyclonic in these boxes comes from the negative tilting and
stretching from above 10 km almost exclusively.

4.3.2. AACP impact on SRSAL
The two case studies are observational examples of the types of CTV that are
identified in the WRF-ARW model simulation. The 20 May 2014 case study exhibits
large vertical vorticity upstream of the AACP, over the local OT which contains weaker
than typical CTD. Removal of the AACP mAMV winds does little to change the
rotational and divergence fields for this system (Fig. 4.14). The second case study, 21
May 2014, exhibits rotation downstream, where the “CTV Couplet” is observed over the
AACP. The AACP is horizontally larger than the first case study, thus removal of
mAMVs results in larger changes to the overall flow-field (Fig. 4.15). The AACP adds
convergence near the OT. The AACP also adds both cyclonic and anticyclonic rotation
immediately downstream of the OT (There is rotation inside the plume). The location
downstream implies that what was formed here is rotation generated above ~10 km,
rather than that which is generated from 0-7 km. This also implies that rotation is both
observed in the AACP and the surrounding anvil.
Going back to the idealized WRF-ARW simulation, which has no environmental
wind shear above 6 km, the “CTV Couplet” is observed in the “physical” vorticity at the
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Figure 4.12. The WRF-ARW integrated vertical vorticity tilting and stretching terms
above 10 km in grid boxes A through E.
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Figure 4.13. Same as Fig. 4.12, now integrating terms when the trajectories were below
10 km.
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Figure 4.14. The 2302 UTC 20 May 2014 supercell GOES–14 10.7-μm IR imagery with
CTD (top left) and CTV (top right) derived with the AACP mAMVs removed contoured
with positive (negative) values with red-black (cyan-green) dashes. Also shown is the
difference between the new fields in the top panels and the original fields for CTD
(bottom left) and CTV (bottom right).
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Figure 4.15. Same as Fig. 4.14 now with 2209 UTC 21 May 2014.
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cloud top (vertical vorticity computed at the cloud-top height; Fig. 4.16). The “apparent”
vorticity (vertical vorticity calculated from the u- and v-component winds at the cloudtop) enhances the “CTV couplet” signature, however this enhancement alone is not
enough to create the “CTV Couplets” of magnitudes witnessed by SRSAL. The
“apparent” CTD, similar to the observational results when removing the AACP, is lower
than the “physical” CTD. Comparing all values of “apparent” and “physical” CTD and
CTV after 1 hour in the simulation shows a consistent underestimation of large CTD
values, and larger mean-bias error of CTV values (Fig. 4.17). This implies that the flatplane assumption in SRSAL underestimates actual CTD (by ~10% in the simulation here)
and enhances the CTV couplet signature such that the maxima and minima are closer to
the OT.
Stereoscopy analysis of CTH depicts the AACP as higher than the surrounding
anvil (Fig. 4.18). Heights of the AACP were typically ~2 km above the surrounding
anvil on both case studies (consistent with Fujita 1982). The ambient wind shear does
modify both the CTD and CTV fields, though the magnitude is considerably smaller (by
almost one order of magnitude) than the typical peak maximum values of observed CTD
(Fig. 4.19). Almost 2x10-4 s-1 of CTV is added due to the wind shear near the AACP
edges, which is almost 30% of typical CTV values. Larger modifications are seen on the
21 May 2014 case study, where the anti-cyclonic vorticity was increased by 4x10 -4 s-1
(Fig. 4.20). The magnitudes observed here compared to the magnitude of the overall
CTV imply that vertical wind shear can supplement the rotational signature, though the
current presence of the CTV couplet without the shear implies that it is not sole cause in
this case study.
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Figure 4.16. WRF-ARW 90 minute A) “physical” CTD .and B) CTV, where gradients
are calculated 1 km below CTH, and C) “apparent” CTD and D) CTV, where gradients
are calculated from the u- and v-component winds 1 km below CTH. CTD and CTV
fields were smoothed with a 10 km x 10 km average box kernel filters for clarity.
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Figure 4.17. Comparison of “physical” CTD and CTV (Actual CTD and CTV) to
“apparent” CTD and CTV (Estimated; all smoothed with a 10 km x 10 km average box
kernels) for grid points with CTH > 12 km from 60 minutes to 90 minutes in the
simulation, shown with mean bias error (MBE), coefficient of determination (R 2), and
root mean square error (RSME) for each distribution.
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Figure 4.18. GOES–14 10.7-μm IR imagery for 20 May 2014 (top) and 21 May 2014
(bottom) with stereoscopic heights from GOES–14 and GOES–13 (pink dots; km) and
AACPs outlined with white-dashed lines.
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Figure 4.19. The 2302 UTC 20 May 2014 supercell GOES–14 10.7-μm IR imagery with
CTD (top left) and CTV (top right) derived with vertical wind shear in the AACP
mAMVs removed contoured with positive (negative) values with red-black (cyan-green)
dashes. Also shown is the difference between the new fields in the top panels and the
original fields for CTD (bottom left) and CTV (bottom right).
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Figure 4.20. Same as Fig. 4.19 now for 2209 UTC 21 May 2014.
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4.4.

Discussion
From trajectory analysis, it is found that rotation observed at cloud-top is not only

associated with the main mesocyclone and anticyclone pair of the supercell where the
ambient vertical wind shear layer is (from 0-6 km), as hypothesized in Chapter II. Many
trajectories launched within the AACP do not even flow through the low- to mid-level
structure (< 10 km) of the DC. They are instead ingested into the storm above ~10 km.
Wang et al. (2003) implies that the source of the AACP is through a water vapor “shell”
near the summit of the OT (e.g. Heus and Jonker 2008; Heus et al. 2009). This shell
exhibits mixing between DC air and air from the lower stratosphere. The trajectories
here are consistent with that finding. This has important implications towards use of
motion vectors in AACPs to infer in-cloud dynamics of DC. Rotational flow within the
storm downstream may have not had any interaction with updraft intensification in the
near term, and the magnitude is largely a function of the tilting and stretching in the
upper atmosphere. It is not entirely lost that the rotational signature identified here was
only found over severe convection in A16, thus perhaps the strength of the updraft (and
subsequent isentropic bulge) is likely responsible for the formation of the subsidence
feature downstream of the OT and well-defined CTV signatures.
For the sake of illustration, the second CTV formation mechanism discussed here
is shown in Fig. 4.21. While turbulence in the high-resolution model does cause
differences in the exact tendencies from trajectory to trajectory, many of the trajectories
in the AACP share comparable properties. Trajectories to the right of the motion vector
above 10 km over the OT with positive CTV in the end that originate from the upper or
anvil-levels first acquire positive vorticity above the OT (within the WRF-ARW, above
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Figure 4.21. Schematic of vortex lines (shown in purple) over a supercell associated
with the inflow from the above anvil (stratospheric) air (grey arrows). Red and blue
shading imply upward and downward displacement of vortex lines. The dashed blue
ellipse represents the area of convergence and stretching enhancement after air flows over
the OT and mixes with air from the DC. Air from this tilting, and subsequent stretching
process is hypothesized to mix into the storm, creating the maxima and minima in the
CTV couplet signature that is observed with GOES-SRS over strong DC (solid red and
blue ellipses).
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13 km) through tilting of baroclinically generated horizontal vorticity prior to passing
over and subsiding into the storm. The same is true for parcels which acquire anticyclonic vorticity to the left of the upper or anvil-level motion vector over the OT. As
the parcel crosses over the OT, the x- and y-component of horizontal vorticity signs
change. The vertical vorticity generated is then enhanced by stretching in a strong
convergence region located just downstream of the OT. Gravity wave breaking in this
region mixes momentum between the storm and the upper atmosphere, and vorticity
generated here mixes into the storm. The initial vorticity generation mechanism bears a
close resemblance to the formation of lee vorticity couplets downstream of flow over
mountains and bluffs (Smolarkiewicz and Rotunno 1989). Using Ertel’s theorem, which
assumes an inviscid adiabatic motion, potential vorticity (PV; the dot product of the total
vorticity and the gradient in potential temperature divided by the density) is conserved
along isentropic surfaces. This PV theorem means that isentropic surfaces can be used to
infer the location of vortex lines. The orientation of the vorticity vectors implied in Fig.
4.21 and observed in the trajectories flowing over the OT implies that the isentropes
bulge upward prior to the OT and sink downward downstream of the OT (like that which
is discussed in Smolarkiewicz and Rotunno 1989), which is seen in the WRF-ARW data
(e.g. Fig. 4.22, top panel). Vorticity along the isentropic surface also shows the origin
location as air flows over the OT, and intensification within the subsidence and
convergence region (Fig. 4.22, bottom panel). Downstream of the OT, tilting and
diffusion terms are the dominant vertical vorticity formation mechanisms. Trajectories
originating below 10 km have rotation consistent with the Rotunno and Klemp (1982)
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Figure 4.22. The WRF-ARW 90-min 3D 385 K isentropic surface color shaded by A)
isentrope height (in km) and B) relative vertical vorticity (in x10 -6 s-1).
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tilting and stretching mechanisms once they reached the OT, however, additional tilting
and stretching takes place after the parcels subside and mix with the AACP. It is possible
that some of the cyclonic vertical vorticity reaches the cloud-top from the low- to midlevels implied here by Trajectory E. A schematic illustrates where the vertical vorticity
generated below mid-levels (~7 km in this simulation) is likely located at cloud-top
compared to the vertical vorticity generated in the upper-levels (above ~ 10 km;
Fig. 4.23).
It is noteworthy that the cloud-top convergence signal, important to the generation
of the CTV couplet signature, is rarely observed from SRSAL (normally this area is
within a large positive CTD signature). Many works on the AACP and “close-in warm
area” (Heymsfield et al. 1983) have suggested that the warm IR temperatures are not
associated with the subsidence, rather the AACP itself (Fujita 1982; Wang 2003, 2007;
Homeyer 2014), and the WRF-ARW results are consistent with this finding. The
subsidence and primary vorticity generation region is typically obscured from satellite
view by the AACP itself, and the convergence likely exists beneath the cloud-top layer.
The lack of the convergence signal within SRSAL is thus further evidence that the
“close-in warm area” in satellite IR information is associated with cloud-matter above the
storm, and not subsidence downstream.
A few errors may have impacted the trajectory analysis here. Note that, as
discussed in (Dahl et al. 2012), trajectories are sensitive to the selection of grid-point
spacing and integration time-step. This sensitivity is dependent on the characteristics of
the flow, and backward trajectories may be susceptible to displacement error within a
broadly rotating and confluent area in the mixing stage of the AACP with the lower
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Figure 4.23. Schematic of positive (negative) vertical vorticity in the upper levels of a
supercell shaded in red (blue). Case study observations from SRSAL and WRF-ARW
simulations imply that vertical vorticity over the OT is connected to the low- to mid-level
mesocyclone. Vertical vorticity downstream (and near the AACP) is likely generated
through the upper-level tilting and convergence process (shown in Fig. 4.21) and is much
larger in magnitude than vertical vorticity over the OT.
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stratosphere. This error is mitigated here with 1-s history file output and 0.5 second
integration, though higher time and space resolution may be required for more accurate
origin location analysis. Furthermore, the gradients used here were derived along cubic
spline functions, which in highly turbulent and non-linear flow may not be adequate
representations of the actual tilting and stretching terms. Again, finer resolution models
can mitigate this issue in future works.
Human errors aside, fast cloud motions and image distortions between GOES–13
and –14 images may have caused errors in the stereoscopy analysis. Typical movements
in clouds between frames of near-geosynchronous scans only result in ~0.5 km CTH
errors, though differences in incoming VIS radiation and from different viewing angles
and feature distortion could cause errors larger than this. Improved stereoscopy with
GOES–16 and –17 information, coupled with further WRF-ARW experiments with
sheared layers will further elucidate the shear impact on derived SRSAL products.

4.5.

Conclusion
The origin of rotation observed subjectively and derived objectively in GOES

SRS mAMV data over severe thunderstorms is explored here. Mechanisms within severe
thunderstorms that would generate “physical” vorticity and “apparent” vorticity are both
examined. Storms with CTV couplets and AACPs are analyzed from objectively derived
mAMV-based flow fields and idealized supercells model frameworks. The primary
findings are:


CTV and CTV couplets derived with GOES-SRS data were originally thought
to be caused by the formation of cyclonic and anticyclonic vorticity below 10
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km within a supercell. Instead, using a trajectory analysis in an idealized
supercell simulation, vertical vorticity near the cloud-top is found to originate
from two sources, in the low- to mid- levels (below 10 km) and through tilting
and stretching above and just downstream of the OT (within the model,
located above 12 km). Vertical vorticity located over an OT and not over an
AACP was associated with tilting and stretching below 10 km consistent with
Rotunno and Klemp (1982). This vertical vorticity is lost with time as the
parcels flow through an environment with strong divergence and unfavorable
tilting above ~7 km in the WRF-ARW simulation. Vertical vorticity further
downstream of the main OT was found within the AACP and surrounding
anvil and generated by tilting and stretching as parcels descend and converge
downstream from the primary OT (above 10 km). Vorticity downstream of
the primary OT was much larger than what was observed with the tilting and
stretching mechanism below 10 km and is likely the origin of the physical
vorticity inferred with derived CTV and is at least partially responsible for the
maxima downstream of the primary OT in derived CTV.


Investigation of the “apparent” vorticity formation mechanisms of CTV
reveals that the two are not enough alone to cause the CTV of magnitudes
derived in the 20 May 2014 and 21 May 2014 case studies. The combination
of the AACP located above a primary anvil in negative vertical wind shear
was not enough to generate CTV of magnitudes observed over severe
thunderstorms. That said, shear was found to modify the flow field to both
favor the CTV couplet geometry (i.e. enhances positive and negative vorticity
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downstream of the primary OT in severe thunderstorms consistent with what
is observed in Chapter II) and slightly reduce divergence observed over the
main anvil, so this CTV couplet vertical wind shear generation mechanism
cannot be ruled out for all DC storms.


Removal of the AACP entirely reduced both cyclonic and anti-cyclonic
rotation when the CTV couplet was observed downstream of the OT, and had
negligible impact when CTV was observed over the OT. AACPs are also
found to reduce CTD near the OT. Rotation, and CTV Couplets, were still
observed without the AACP, which implies that CTV Couplets downstream of
OTs exist both within and outside of AACPs.

The new results here show that the tilting and convergence of rotation
downstream of the OT where a subsidence layer forms are the likely origin of the “CTV
Couplet” signature identified in A16. What is currently unclear is why persistent CTV
couplets were seen only over severe storms and supercells in Chapter II. This implies
that the storm severity is likely in some way related to the formation of the vorticity
generation layer above 10 km, likely through the creation of the isentropic field identified
in Fig. 4.22. It is known from Homeyer et al. (2017) that modifications to the flow in the
upper troposphere and lower stratosphere can impact the isentropic field, even to the
point where gravity wave breaking is minimized such that an elongated AACP does not
form. It is possible that modifications to this flow will also impact the vorticity
generation mechanism identified in the WRF-ARW model here as well, as descent
downstream of the OT caused by negative buoyancy would be impacted. Future work
can investigate the impact of modifying updraft strength through instability and low-level
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shear as well as background wind characteristics of upper-level flow to determine the
impact on this vorticity generation layer above 10 km.
From the findings here, improvements can be made to the SRSAL system by
identification of large CTH variation and removal of vertical wind shear, such as
objective identification of AACPs. Unfortunately, objective identification of AACPs is
still an open research question, though new techniques are under development involving
machine learning and multiple channels available with GOES–16 and –17 information.
With the rapid emergence of 1–min data in the satellite realm, this study should serve as a
cautionary note when using rotation observed downstream for severe thunderstorm
nowcasting. Rotation maxima observed downstream of the primary OT does not appear
to be a function of the tilting and stretching in the low levels associated with supercells
alone and is largely dominated by tilting and stretching after the parcel reaches the OT
and mixes with lower stratospheric air. Rotation directly over the OT is generated by the
same mechanisms as the mid-level rotation associated with the main mesocyclone and
meso-anticyclone pair of the supercell storm, though it is only a fraction of what is
observed in the mid-levels due to negative stretching and tilting, which can vary from
supercell to supercell. Currently, the relationship between storm severity and the depth
of this critical subsidence region is unknown, though further investigation may yield
more clues into how to use the “CTV Couplets” to diagnose storm severity potential.
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CHAPTER V

CONCLUSION

Rotation and outflow is now subjectively apparent in SRS GEO satellite data over
strong thunderstorms, and these apparent flows can be quantified with the objective
approach described within this work. The primary hypotheses, research questions, and
conclusions are listed here:


The hypothesis with Objective #1 was: If SRS data are used to derive mAMVs
with target cross-correlation methods, then the image flow cross-correlation
coherency will result in a spatially dense enough mAMV field to objectively
resolve storm-scale features, and CTD and CTV geometry and magnitude will
match NWP idealized DC simulations, else other flow properties, such as gravity
wave related motions, or errors in the mAMV derivation process, such as
improperly tracked image targets, are dominating the derived SRS mAMV
measurements at the cloud top. The research question explored for Objective #1
was: Can SRS mAMVs be used to derive flow fields consistent with subjective
observation and idealized NWP output? A scheme to resolve apparent flow
including divergence and vorticity over DC was developed here. Through
comparison of six separate supercell and non-supercell case studies, GOES-SRS
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data does allow for the derivation of mAMV flow fields that are sufficiently dense
enough to resolve strong storm-scale (< 20 km) divergence maximized near OTs,
and in some cases, strong cyclonic and anticyclonic rotation downstream of
severe thunderstorm OTs (termed “CTV Couplets”). These flows maintain
geometry that closely resembles physical divergence and vertical vorticity flow
fields identified in idealized supercell and non-supercell NWP simulations. The
supercell storms in this study had stronger derived CTD than non-supercell casestudies. These fields could not be reproduced using scan rates lower than 1-min
from GOES imagery.


The hypothesis for Objective #2 was: If the atmosphere behaves as an inviscid
fluid near strong updrafts, the total mass flux throughout the depth of the storm is
correlated to the divergence magnitude at any one level, and CTD is well
measured by SRSAL data, then derived CTD will be correlated to the updraft
location, strength, and size, and CTD maxima should be collocated with
kinematic, microphysical and related in-cloud features such as lightning holes,
radar BWERs, and OTs, else the flow field derivation is affected by some other
mechanism. The research question explored for Objective #2 was: Can CTD
derived from SRS data be used to infer and quantify updraft strength and
severity? Through comparison of CTD to multi-Doppler radar and total lightning
FR, derived CTD was only correlated (with a lag of ~8 min) to the non-supercell
convection. The correlation was weak with the supercell storm, implying that
multiple updraft pulses may not be observable from a satellite perspective, even if
the supercell convection is discrete. Evidence was shown that CTD is maximized
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over the locally tallest and typically strongest updraft in a region, which implies
that cirrus obscuration of weaker updrafts is likely the cause of why some updraft
pulses are observed with total-lightning FR and not with derived CTD for discrete
and long-lived supercells. However, OTs with larger CTD were more likely to be
deep than OTs without. Furthermore, OTs associated with severe weather reports
at the ground had stronger CTD than the distribution of OTs that were just deep.
Storms with higher FRs were also found to exhibit higher CTD. These results
imply that, while the relationship between CTD and maximum updraft strength is
non-linear, higher CTD is generally observed for stronger, more severe updrafts
than weaker, non-severe storms. Analysis to quantify updraft strength with CTD
suggests that applying non-linear corrections to a mass-continuity based
estimation reduces the errors in updraft strength estimated from one layer of
derived CTD.


The hypothesis for Objective #3 was: If large height variations exist at the anvil
level of DC that are not accounted for in the derivation CTD and CTV, then
variations in environmental vertical wind speed shear and CTH will change the
derived values of CTD and CTV, else rotation and divergence observed is
generated by the DC itself. The research question explored for Objective #3 was:
What is the origin and cause of rotation observed in GOES SRS data, and how
does the presence of an AACP impact CTD flow fields derived here? Through
backward trajectories derived starting from counter-rotating vortices near the
cloud-top of an idealized supercell, vorticity is found to be generated by both
tilting and stretching as parcels ascend from the surface to the OT and tilting and
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convergence of baroclinically generated horizontal vorticity as parcels descended
from the OT and lower stratosphere into the anvil and AACP. Tilting within the
latter mechanism resulted in significantly larger vertical vorticity than what was
tilted and stretched below 10 km in the model, suggesting that the CTV couplet is
largely dependent on the formation of a strong subsidence and convergence
region located just downstream of the primary OT. Within two case studies,
formation of apparent vorticity (as opposed to physical vorticity) caused by
AACPs in SRS imagery was not large enough alone to generate the rotation
signatures observed in the derived flow product. However, the impact of negative
vertical wind shear and AACPs was not small compared to the maxima in CTV in
the two case studies observed here and cannot be ruled out for all DC storms.

The SRSAL system has known weaknesses that the reader should be aware of
prior to use implied in these conclusions. The primary weakness of SRSAL is that only
information at the tops of clouds will be resolved, and cirrus obscuration of lower clouds
will prevent divergence or vorticity from being resolved over weaker, local DC. This
means that CTD can highlight the tallest (which is typically the strongest) storm in a
region, though it should be used as a supplement, not a replacement for ground-based
radar or GLM information. As discussed in Chapter IV, the flat-plane assumption is a
drawback over clouds with large terrain variation at the cloud-top in the presence of
vertical wind shear. Assuming a multi-deck scene is one two-dimensional plane to
quantify apparent rotation and divergence can result in large horizontal wind shears that,
at times near cloud-edges, can produce large and unrealistic CTD and CTV values.
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Incorporation of new cloud-masks with the GOES-16 system, in addition to improved
height assignment from the DMV system operational with the GOES-R series, will help
to mitigate these problems. Future AMV systems are currently under development to
relax the flat-plane assumption by deriving SRSAL over multiple cloud-layers, thus
approaching a closer estimate to physical divergence and rotation versus apparent flows
in one two-dimensional plane.
There are drawbacks within the mAMV derivation that the reader should be aware
of as well. The mAMVs used to derive SRSAL will only resolve two-dimensional flow
and cannot currently observe motion in the vertical direction. Incorporating T B fields
with NWP data at the tops of some DC may allow for loosely defined vertical wind speed
measurements, though the vertical wind will likely have to be inferred from some other
system for better estimates. Cloud motions may also not conform to the average wind
motion in a layer, for example, gravity wave propagation. The mAMV system is a
pattern matching algorithm, and cloud-motions that do not conform to the average wind
motion, which is what is sought, may bias the end resulting flow field. By the same
extension, vigorous bubbling convection can yield similar signals in a pattern matching
system to horizontal movement if the OTs occur at or below the time-scale of the image
scanning rate. Use of 1–min SRS data mitigates this issue beyond what previous
generation satellites could do, though the user should be aware that near-OT vectors may
have accuracy issues, particularly if derived at time scales > 1–min, like the 2.5–min data
that will be available with the Meteosat Third Generation system.
The benefits of SRSAL CTD and CTV are that, once operational on GOES-R
series satellites, any storm captured within the 1–min domain, regardless of terrain and
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ground-type, will have quantified apparent divergence and rotation available to a
forecaster. This will open new areas of research into convection in domains that may
have not been previously available with conventional meteorological data (e.g. groundbased radars). This also offers us new ways to analyze and identify OTs and AACPs
within storms outside of TB approaches. Use of the temporal evolution of data can assist
in the correct objective identification of OTs in algorithms that ordinarily use a single T B
snapshot, which may be incorrect in complex multi-layer cloud scenes.
Future work in cloud-top flows derived from SRS mAMVs can explore multiple
research questions that arise from this work. For example, pattern matching may not be
the optimal approach to extract horizontal flows in turbulent and transient cloud scenes
common over DC. Optical flow (e.g. Barron et al. 1994; Farneback 2001; Fleet and
Weiss 2005; Wu et al. 2016) can be explored as a viable alternative for this application
with SRS data. Optical flow is commonly validated from some reference known flow
field (e.g. the “Yosemite sequence” used in Barron et al. 1994). Idealized supercells
(among other meteorological phenomena) can also be designed in the future for
validations with various new mAMV techniques to identify the strengths and weaknesses
of 1-min image flow derivation approaches. The sensitivity of CTV flows to the
environmental characteristics of the upper troposphere and lower stratosphere can also be
explored, in an effort to determine why some storms do not exhibit “CTV couplet”
signatures. Work is also currently underway to move the SRSAL system into the GOES–
16 realm with mesoscale DMVs (Bresky et al. 2012), and test many of the findings from
GOES–14 SRS in a finer spatial (and even temporal) resolution system.
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APPENDICES
Appendix A. SRSAL Spectral Response Functions
The selection of the “falloff” parameter in this manuscript followed the method
outlined by Koch et al. (1983). The response function of the Barnes (1973) analysis is
given by
𝐷 = 𝐷 (1 + 𝐷

−𝐷 )

(A1)

Where 𝐷 is given by the first pass response function
𝜋
𝜆

𝐷 = exp −𝑐

(A2)

And 𝛾, 𝜆, and 𝑐 are convergence parameter, wavelength and falloff parameter
respectively. The 𝜋 variable retains its normal definition as the constant ratio of a
circumference of a circle to its diameter. The 11 May 2014 case was the first analysis
performed while the storms were in a mature phase at 2122 UTC with several mAMVs
within the examined domain. Using Eq. (12) from Koch et al. (1983) for M number of
vectors in an area of size A, uniform spacing (S) would be
𝑆=𝐴

.

1+𝑀 .
𝑀−1

(A3)

At 2122 UTC, there were 618 vectors measured in one set of 1–min triplets (this does not
include all mAMVs over the 5–min time smoothing period) within the 20,000 km 2 area.
This yielded a uniform average 𝑆 value of ~18.74 km. Using S with Eq. (13) in Koch et
al. (1983) gave the falloff parameter as
𝑐 = 5.052

2𝑆
𝜋
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(A4)

For the measurement time-period, the falloff parameter 𝑐 was 7.19x108. The 2123 UTC
time frame produced a 𝑐 value of 8.92x108. This analysis was performed for several 1–
min mAMV image triplets producing an average of about 8x108.
The 𝛾 value was chosen subjectively to retain as much detail as possible with an
acceptable level of noise. Koch et al. (1983) suggested using values between 0.2 and 1,
with 0.2 providing the maximum amount of detail. Through observation of the 20 May
2014 case compared to subjective observations such as those in Fig. 1.1a showed that
𝛾 = 0.3 was acceptable. Analyzing the plot of the response function Eq. (A1) with
respect to wavelength with the chosen values of 𝛾 and 𝑐 suggests that the wavelengths
resolved in the supercell cases (which varied from ~40–60 km) were only ~20–60% of
the actual amplitude of the observed disturbances (Fig. A1, black line). Hence the
current Barnes analysis should be underestimating the CTD and CTV magnitudes of the
thunderstorms observed here, which is seen when comparing SRS derived mAMV flow
fields to multi-Doppler and model observations of CTD and CTV.
Average overall mAMV data spacing is determined to be ~2 km, which with a
0.01° resolution (~1 km) produces grid spacing ratios (the ratio of the grid spacing and
the data spacing) near 0.5. In data rich regions with time smoothing, average mAMV
grid spacing drops to ~0.5-1 km, which is typical in the DC cases analyzed here. Koch et
al. (1983) explains that grid spacing ratios larger than 0.5 suggest that there are less than
5 data points to resolve the minimum possible wave, which emphasizes the need to have
more mAMVs available by way of time smoothing. Once more targets are identified
with new mAMV collection techniques using the enhanced ~500 m VIS and ~2 km IR
resolution ABI instrument on the GOES–R satellite, the 𝛾 and 𝑐 parameters can be
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Figure A1. RF analysis spectral response function (D0) as a function of wavelength
showing the RF system theoretical upper limit (solid red line) and the lower boundary
minimum (solid blue line) with the range of possible smoothing values shown in gray.
Also shown is the maximum overall observed value (red vertical dash) and the A16
original Barnes analysis spectral response function (solid black line).
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adjusted to yield a higher percentage of shorter wave amplitudes (lower values of 𝑐)
without the consequence of producing erratic fields that are sensitive to mAMV
availability.
The grid resolution for SRSAL v2.2 described in section 2.2.5 was lowered from
~1 km to ~2 km to reduce ballooning. By taking the Fourier transform of the kernel of
the continuous analog of the RF functions in Eqs. (2.3)-(2.4) following Purser and
McQuigg (1982), it is possible to estimate the discrete RF analysis spectral response from
section 2.2.5 as:
𝐷 =

1
(1 + 𝜎 𝑘 )

(A5)

Where 𝐷 is the response function value as a function of the dimensionless wavenumber
𝑘, and 𝛼 is represented as 𝜎 where
𝜎=−

1
ln 𝛼

(A6)

and 𝐿 which represents the number of smoothing iterations.
Using the variables defined in Table 2.1 with the spectral response function in Eq.
(A5), it is found that the RF analysis final pass here yielded finer wavelength flow
features that could not be identified by the original A16 Barnes implementation (Fig.
A1). The RF settings used in Table 2.1 resulted in a maximum possible feature
resolution of ~10 km (the red line in Fig. A1), though the smoothing of wavelengths finer
than 10 km can be reduced by decreasing the final characteristic spatial scale limit on the
final analysis (setting R∞ in Table 2.1) as the vector spatial density improves with GOES–
16 imagery. The smoother response (from larger values of 𝛼; the blue line indicated on
Fig. A1) of the RF analysis occurred at grid-points where few mAMVs existed within
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close (~10 km) proximity (e.g. where there were no clouds to produce mAMVs). Flow
fields with dense mAMV observations peaked at 𝛼 = 0.405 (represented by the reddashed line in Fig. A1). This smoothing generated by the filter is thus resolving a finer
scale than the A16 Barnes analysis. As the scaling was dependent on point-source
observation quality and spatial density, the finest resolvable wavelength is expected to
increase upon use of the mesoscale GOES–16 DMVs (Bresky et al. 2012).

Appendix B. Cirrus Cloud Obscuration Problem
Flow fields measured in this study may have been impacted by the contamination
of motions from nearby unrelated clouds, either due to cirrus or remaining low-level
motions in the mAMV analysis. To examine the impact of over-smoothing by the Barnes
analysis from incorrectly measured cloud-top anvil motions, the 11 May 2014 case at
2123 UTC was analyzed in further detail, where the pressure cutoff is now moved from
500 hPa to 350 hPa (Fig. B1). By implementing a lower pressure cutoff for the mAMV
cloud-top analysis, some of the low cloud contamination was removed from the Barnes
analysis, which has the effect of shifting the location of the CTD maximum. Note that in
area A of Fig. B1, and as also shown on Fig. 2.6, the magnitude of divergence and
vorticity remains largely unchanged despite the removal of lower level mAMVs nearby.
However, in area B, which contains the CTD maximum at this time, the location and
magnitude of CTD changes as a result of the removal of vectors. Thus, the conclusion
from this analysis is that the values for the maximum CTD shown in the time series may
at times be affected by low-level contamination, causing then unusually high (or perhaps
at times low) maxima values. While the values of CTD may be related to updraft strength
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Figure B1. Selected 11 May 2014 SRS GOES VIS satellite data plotted with the same
convention as Fig. 2.6 with a Barnes objective analysis for vectors above 350 hPa. Areas
in the green circles are referenced in text where vectors are kept (area A) and removed
(area B) changing the objective analysis.
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with time, this 11 May 2014 example highlights the importance of implementing cloud
masks for future products to ensure that all vectors used for an objective analysis are in
fact associated with DC cloud tops only (i.e. cirrus versus lower-level cumulus or other
cloud types). The problem with implementing a higher altitude mAMV cutoff as
performed in Fig. B1 for all cases is that several supercells, including 20 May 2014 and
21 May 2014, had thin cirrus cloud edges at anvil level that were incorrectly assigned to
lower altitudes in the mAMV derivation process, and thus are lost when using a cutoff
below 500 hPa. Hence, the 500 hPa cutoff was used to maintain the anvil level mAMV
spatial density, the importance of which described in Appendix A, in the supercell cases
seen here.
A second example demonstrates the problem of cirrus contamination on the
measurement of mAMVs in DC anvils for the storm system over Delaware on 22 May
2014 (Fig. B2). While most cases examined in this dataset were discrete supercells in
nature, it is apparent that cirrus from other storm adjacent systems or within the larger
synoptic scale environment can obscure parts of a DC anvil, acting to mask targets
important in the observation of the overall storm-top flows. Problems caused by cirrus
obscuration can perhaps be solved with optical depth based AMV algorithms for deriving
motions beneath thin cirrus clouds. Alternatively, thresholds of VIS texture rating,
discussed in section 3.2.3, can be used isolate when storms exhibit OTs that are not
obscured by a cirrus which should have derivable CTD.
Over-smoothing of nearby cirrus vectors may have also been a problem with our
dataset in a similar manner to the low-level mAMV contamination on 11 May 2014. One
possible solution with future mAMV products involves using smaller falloff parameters

182

Figure B2. 22 May 2014 SRS GOES–14 VIS satellite data for two times with
equilibrium level relative mAMVs highlighting cirrus contamination over the storm in
Delaware from a similar storm to the north in Pennsylvania.
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that smooth over finer scales as the density of targets improves with use of GOES–16
data and new mAMV collection techniques. Another solution to near storm mAMV
contamination involves objective segmentation of identified cloud objects such as those
in Lakshmanan and Smith (2009) and Sieglaff et al. (2013) to cluster individual storm
flow fields together and truncate near storm vectors from objective analysis derivation.
Objective analysis optimization for DC cloud-top flow estimation will take place upon
implementation of “mesoscale DMVs” currently in development with GOES–16 when a
sample can be collected with a reliable ground based multi-Doppler radar dataset similar
to that collected for the 18 August 2014 case study.
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