INTRODUCTION
Large-aperture arrays produce high-resolution directional information by coherently combining signals from individual array elements. Estimates of array shape and element position are required because of the dependence of signal phase on element location. Navigation of such an array in the ocean requires a known reference system in a spatially and temporally varying environment.
A 900-m, 120-element low-frequency acoustic array has been developed by the Marine Physical Laboratory.' The array is capable ofbeing deployed either horizontally or vertically up to an ocean depth of 6000 m. Navigation of the array is an important part of its operational requirements, and the subsystem implemented to perform the navigation must meet design specifications. The position accuracy required is on the order of a a few meters, the duration of deployment is on the order of a few months, an operating range of up to 10 km must be viable, the size and cost of the system must be manageable, and the sampling rate must be sufficient to resolve array dynamics due to water currents, tides, wind, and internal waves. ms, depending upon the signal-to-noise ratio of the interrogation pulse. 3 Due to the proximity of FLIP, the absence of other local high-frequency ambient noise sources, and the manual control of the signal level on the interrogator, a constant delay time of less than I ms was assumed.
The interrogation pulse was sent from a transceiver mounted on the bottom of FLIP (90 m in depth). The pulse level was adjusted manually above the ambient noise for consistent transponder replies. The pulse was triggered by either a chart recorder to navigate FLIP or by an interrogation circuit to navigate the array. The chart recorder trace, set on a 1-s sweep rate, displayed the 12-kHz transponder reply amplitudes in a 500-Hz band with a transmit/receive delay time of 0. I ms. Each transponder was interrogated individually to facilitate identification and transmitted a reply pulse once per second for 45 s. Since the FLIP transducer was also used as an interrogator for the array navigation system, only one system was operable at a time; consequently, the FLIP navigation data were recorded only once an hour during the sea test. Round-trip travel times for navigating FLIP were measured by hand from the chart recorder output with an To approximate the solution, an optimization problem is defined to minimize differences between model predictions and actual measurements. The function relating predictions and measurements is determined by the problem structure and the error distribution. One approach is to minimize the differences with respect to a matrix norm. 
In general, a closed-formed (one-step) least-squares solution exists, provided the set of equations is linear. For the array navigation problem, however, the nonlinear mapping from measurement space to parameter space necessitates an iterative implementation. One such implementation is to approximate the smooth nonlinear functions described by F with a linear form of the Taylor's series expansion about an initial position at. In the immediate neighborhood of a t , 
where g, is the gradient of F at i.. An acceptable minimum for F is obtained by calculating the estimate • from an initial "best guess" for the parameters a•, then developing a prescription which improves this initial guess, updating the parameters until specified convergence criteria are satisfied. A typical prescription to search for this minimum is to calculate 9 from a•, F, from v and 9•, and complete the following steps:
( 1 ) Compute a vector p,, which is the search direction.
(2) Compute a scalar step length h,. To implement this prescription, the choice of convergence criteria, search direction, and step length must be considered; particular choices relating to array navigation will be specified in the following section. In an optimization problem, the value at the minimum is generally not known, and convergence criteria must be developed to bound the number of iterations while insuring that the resulting solution is sufficiently close to the real minimum. Specific criteria are defined by evaluating the magnitude of the gradient, the magnitude of the squared error, and the relative decrease in squared error with respect to acceptable tolerances 6• as follows: vergence is guaranteed provided h, is chosen so that F is "sufficiently decreased" at each iteration. To be appropriate, h, must be small enough to locate the minimum precisely and satisfy the immediate neighborhood constraint of Eq. (4), and at the same time large enough to search efficiently. The existence of guaranteed convergence. of the algorithm does not imply that convergence will be achieved in an acceptable number of iterations. A common method used to define h is to follow the steepest descent gradient for the current iteration to a minimum. This dictates that the next search direction be nearly orthogonal to the current direction g•rp, + • -• 0. It has been shown that the directions generated by this method asymptotically converge to only two directions for many problems, 7 increasing the number of iterations immensely. This situation may be avoided by constraining the step size to be less than that required to reach the minimum in the current search direction. Although the rate of convergence of the steepest descent algorithm is known to be less than other methods, 5 the method is numerically stable and produces efficient results for the navigation problem considered here.
B. Implementation
We discuss implementation of the general nonlinear least-squares method described above for the transponder and array navigation. The ingredients required for a least- Although the general prescription is the same for the transponder localization and for the FLIP/array localization, there are differences in the implementation. In the following, the explicit inputs and implementation of the transponder localization are specified and the differences relating to FLIP and the array are discussed separately.
L Transponder localization
The two-way travel times between FLIP and the transponders were used for transponder xy position estimation. Normally, data from an extensive surface ship survey would be available for localizing the transponders? '9 Although such a survey was conducted during the experiment, the data were not complete due to extreme noise levels of the surface ship; instead data recorded by the FLIP navigation system were used. The FLIP data set defines a survey configuration that is not optimal; however, the extended time series and low errors of the FLIP measurements increase their reliability over the other available data sets. The unconventional geometry of these measurements imparts a rotational symmetry to the problem, as FLIP was moored in the center of a roughly equilateral triangle defined by the transponder positions. This physical constraint limits the amount of independent xy information which is contained in the measurements and tends to destabilize the problem. Our results were achieved by choosing well-constrained initial estimates of the xyz positions described below, by fixing the z component during the xy iteration, and by perturbing the FLIP positions independently of the transponder positions. Although the discussion of the general least-squares method was described in terms of measured and estimated travel times, the actual implementation described here was in terms of horizontal ranges. Describing the implementation in terms of the variables introduced in Eqs. ( 1 ) The transponder depths were iterated manually by minimizing the magnitude and dispersion ofrms error across the array. Increasing rms errors across the array was shown by the simulations in the following section to be an indication of potential transponder depth error. The FLIP database used to navigate the transponders was sampled during tidal peaks to discern whether there was any transponder movement due to tidal forces. No appreciable difference was observed, and transponder movement is assumed to be negligible.
FLIP and array element localization
The localization procedure for FLIP and the array is essentially the same as just described for the transponders. The noise in the travel times measured at the array is greater than the noise in the hand-picked data measured at FLIP. To improve the data quality, various averaging, thresholding, and interpolation schemes were incorporated in the processing software. Should a receiver not detect a return, or if the detected return is not within specified thresholds for range and depth variability, various interpolation/extrapolation software options may be specified. Prior to the least-squares iterations, the data may be smoothed with a running average filter. The travel time measured at the array represents the time from FLIP to the transponder to the array. Therefore, to acquire the transponder-to- (Fig. 9 ) , which lags the displacement by 90*.
The tidal velocity ellipse, which includes contributions from both the barotropic and baroclinic modes, is comparable to simultaneous estimates of the current field recorded by current meters deployed at 50 and 100 m below the water surface from FLIP. Although the current meter measurements are relative to FLIP, the tidal component is four times as strong as the constrained FLIP component and leads in phase due to FLIP's massive structure and mooring line effects.
The motion of the array (Fig. 10) is controlled by the tides, the motion of FLIP, and possibly by internal waves or higher frequency surface motion that is unresolved in the FLIP data set. The longest period movement of the array was on the order of days and was driven by FLIP's response to the wind. This is inferred by the fact that the top array position was normally within a 30-m horizontal slant range of FLIP which traveled over 300 m during the 18 days (within 20 m in Fig. 11 ). The tidal cycle is evident as a 12-h oscillation in the 24-h time series and as the 0.083-cycles/h peak in the spectrum (Fig. 12) .
Higher frequency array oscillations appear in the ex- 
