Abstract. This paper deals with the problem of clustering a data set. In particular, the bisecting divisive partitioning approach is here considered. We focus on two algorithms: the celebrated K-means algorithm, and the recently proposed Principal Direction Divisive Partitioning (PDDP) algorithm. A comparison of the two algorithms is given, under the assumption that the data set is uniformly distributed within an ellipsoid. In particular, the dynamic behavior of the K-means iterative procedure is studied and discussed; for the 2-dimensional case a closed-form model is given.
Introduction and problem statement
The problem this paper focuses on is the unsupervised clustering of a data set. The data set is given by the matrix M = [x 1 , x 2 , . . . , x n ] ∈ p×N , where each column of M, x i ∈ p is a single data point. This is one of the more basic and common problems in fields like pattern analysis and recognition, data mining, document retrieval, image segmentation, decision making, etc. [10, 12] .
The specific problem we want to solve herein is the partition of M into two sub-matrices (or subclusters) M L ∈ p×N L and M R ∈ p×N R , N L + N R = N . This problem is known as bisecting divisive clustering.
Note that by recursively using a divisive bisecting clustering procedure, the data set can be partitioned into any given number of clusters. Interestingly enough, the clusters so-obtained are structured as a hierarchical binary tree (or a binary taxonomy). This is the reason why the bisecting divisive approach is very attractive in many applications (e.g. in content-retrieval/indexing problems -see e.g. [4, 18] ).
Among the divisive clustering algorithms which have been proposed in the literature in the last two decades (see e.g. [12] ), in this paper we will focus on two techniques: K-means is probably the most celebrated and widely used clustering technique. It is the best representative of the class of iterative centroid-based divisive algorithms. PDDP is a recently proposed technique [3, 17] ) representative of the non-iterative techniques based upon the Singular Value Decomposition (SVD) of a matrix built from the data set. The objective of this paper is twofold: -compare the clustering performance of bisecting K-means and PDDP; -analyze the dynamic behavior of the K-means iterative algorithm..
In the existing literature, both these issues have been considered only empirically. The performance of PDDP and K-means have been recently studied, and have been reported to be somehow similar, on the basis of a few application examples. The main theoretical results known so far on K-means are [5, 16] , where it is shown that the K-means iterative procedure is guaranteed to converge; however, little is said about "where" and "how" it converges.
The main contribution of this work is to provide a simple mathematical explanation of some features of K-means and PDDP. This is done under the restrictive assumption that the data are uniformly distributed within a p-dimensional ellipsoid.
As frequently happens in this type of problems, the theoretical analysis is developed in a very simple and (from the practitioner point of view) ideal setting. This kind of analysis however are of great interest also in real applications, since they provides a deep insight in the behavior of the algorithms, and can give very useful hints and guidelines for the algorithm selection and for the optimal usage of the selected algorithm.
The paper is organized as follows: in Section 2 K-means and PDDP are concisely recalled and discussed; in Section 3 they are analyzed when the number of data points tends to infinity, whereas in Section 4 an empirical analysis in the case of finite data sets is proposed.
Bisecting K-means and PDDP
As already stated in the Introduction, this paper focuses on two bisecting divisive partitioning algorithms, which belong to different classes of methods: K-means is the most popular iterative centroid-based divisive algorithm; PDDP is the latest development of SVD-based partitioning techniques. The specific algorithms considered herein are now recalled and briefly commented. In such algorithms the definition of centroid will be used extensively; specifically, the centroid of M , say w, is given by
where M j is the j-th column of M . Similarly, the centroids of the sub-clusters M L and M R , say w L and w R , are given by: algorithm, which provides a unique solution. In order to understand better how K-means and PDDP work, in Fig. 1(a) and Fig. 1 (b) the partition of a matrix of dimension provided by K-means and PDDP, respectively, is displayed. From Fig. 1 , it is easy to see how K-means and PDDP work:
-the bisecting K-means algorithm splits M with a hyperplane which passes through the centroid w of M , and is perpendicular to the line passing through the centroids w L and w R of the sub-clusters M L and M R . This is due to the fact that the stopping condition for K-means iterations is that each element of a cluster must be closer to the centroid of that cluster than the centroid of any other cluster. -PDDP splits M with a hyperplane which passes through the centroid w of M , and is perpendicular to the principal direction of the "unbiased" matrixM (M is the translated version of M , having the origin as centroid). The principal direction ofM is its direction of maximum variance (see [GV96] ).
At first glance, the two clusters provided by K-means and PDDP look almost indistinguishable. A more careful analysis reveals that the two partitions differ by a few points. Note that this is somewhat unexpected, since the two algorithms differ substantially.
In the rest of the paper we will try to give a rational explanation to the fact that PDDP and bisecting K-means may provide similar results. This will be done by analyzing the dynamic behavior of K-means iteration. Moreover, we will try to clearly outline the pros and cons of these two seemingly equivalent algorithms.
The analysis presented herein is based upon the restrictive assumption that the points of the data set are uniformly distributed within an ellipsoid. This assumption deserves a few words of comment:
-It is important to point out that an answer to the question "where does K-means converge?" can be found only if an assumption of the data distribution is made. Note that this is not mandatory if one only wants an answer to the question "does the K-means iteration converge?". Therefore, the sensible choice of the data distribution becomes the main issue. -Ellipsoid-shaped uniform distribution is the simplest distribution with compact support that, from the clustering point of view, is equivalent to multi-dimensional Gaussian distribution (which is the most typical distribution of experimental data). Henceforth it can be considered the "default" distribution when no a-priori information on the data is available. -An obvious criticism on the ellipsoid distribution assumption is that the best data clustering is obtained when the data are not distributed like an ellipsoid, but when they are characterized by clearlyseparated agglomerations. This is true (even though, in practice, unfortunately this rarely happens), and the analysis presented herein can be extended, in principle, to any given data distribution. However, ellipsoid distribution seems the best compromise between the ambition of considering a realistic data distribution and the need of an easy interpretation of the analysis results.
Theoretical results for infinite data sets
In this section the "asymptotic" behavior of bisecting K-means and PDDP will be analyzed. Asymptotic here means that the data set has an infinite number of points, namely N → ∞. In Fig. 2 the difference between a finite and an infinite set of points is naively depicted.
In the first part of this Section, we will focus on the 2-dimensional case; specifically, it is assumed that each point x = [x 1 , x 2 ] T of the data set belongs to an ellipsoid centered in the origin and referred to the axes:
T belongs to the data set if:
The semi-axes lengths of the ellipsoid in Eq. (3) are a(0 < a 1) and 1, respectively. Given these assumptions, the problem is to find a mathematical description of the dynamic behavior of the bisecting K-means algorithm. This can be done as follows.
(a) Parameterization of the splitting line. First note that the splitting line (the splitting hyperplane in p-dimensional vector spaces) always passes through the origin. This property is preserved even at the first step (see the initialization procedure used in Step.1 -Section 2). Henceforth, the splitting line can be parameterized using one parameter only. The natural choice for this parameter is the angle, say α, between the splitting line and the positive x 1 semi-axis. We shall use the subscript "t" to indicate the iteration number. With no loss of generality it is also assumed that 0 α t π/2. (b) Description of the basic idea. The basic idea used to compute the mathematical model of the dynamic behavior of bisecting K-means is the following. Given α t , the next angle α t+1 can be calculated by first computing the centroids, say w L (α t ) and w R (α t ), of the two semi-clusters induced by the splitting line with angle α t . The angle α t+1 of the next-iteration splitting line then can be easily computed: it is known to be perpendicular to the line connecting w L (α t ) and w R (α t ). In this way we obtain a recursive relationship α t+1 = f (α t ), which provides a complete description of the dynamic behavior of bisecting K-means. (c) Computation of the centroids. Due to the infinite number of uniformly distributed points in the data set, the centroids of the two sub-clusters induced by the splitting line with angle α t must be computed using integral calculus. Using x 2 as integration variable, the computation of the position of w L (which is the centroid of the "Left" cluster, bordered with a dashed line in Fig. 3 ) must be split into the computation of the centroids of two sub-pieces of the Left cluster (which are separated by the dashed-dotted line in Fig. 3 ). The position of w L hence is given by:
where S is the x 2 -coordinate of the intersection between the splitting line and the ellipsoid in the first quadrant (see Fig. 3 ); its expression is given by:
Both Eqs (4) and (5) hold for 0 < a 1 and 0 α t π/2. The integration of Eq. (4) is complicated, and calls for a symbolic manipulation tool. Fortunately, Eq. (4) can be explicitly computed and significantly simplified. The simplified expression of w L is given by: It is trivial to see that w R is given by
Once w L (α t ) and w R (α t ) have been found, it is easy to compute the recursive function α t+1 = f (α t ) which models the transition from α t to the angle α t+1 of the next-iteration splitting line. Indeed, this line must be perpendicular to the line passing through w L and w R . Henceforth, α t+1 can be obtained as:
The following simple expression is finally obtained:
Equation (6) is one of the major results of this work, since it provides a rigorous closed-form explicit expression of the dynamic behavior of bisecting K-means. Note that Eq. (6) represents a first order autonomous (i.e. without forcing inputs) non-linear dynamic discrete-time system. As such, it can be analyzed using non-linear systems theory (see e.g. [15, 19] ). The analysis of Eq. (6) reveals that:
-By solving the steady-state equation
it is easy to see that the iterative K-means procedure can only have two stationary points, at α = 0 and α = π/2. In correspondence to these points the ellipsoid is divided by its shorter axis (α = 0), and by its longer axis (α = π/2), respectively. -By locally linearizing the dynamic system Eq. (6) about the admissible equilibrium points (namely by computing the tangent model δα t+1 = ((∂f (α t )/∂α t )| αt=α )δα t , where δα t := α t − α), we obtain the following two linear dynamic discrete-time systems:
Local dynamic behavior about α = 0 :
δα t+1 = (1/a 2 )δα t , δα t := α t − π/2. From linear discrete-time dynamic system theory we know that, if 0 < α < 1, the linear system about α = 0 is asymptotically stable, and the linear system about α = π/2 is unstable (indeed they have poles in a 2 and in 1/a 2 , respectively). This means that bisecting K-means always converges towards α = 0, unless the algorithm is exactly initialized with α 0 = π/2. In Fig. 4 the function Eq. (6) is displayed, when a = 0.6, and a simulated movement of system Eq. (6) is illustrated. Note that, whatever α 0 is (except in the case α 0 = π/2) the dynamic system α t+1 = f (α t ) converges in α = 0.
-The value of a strongly affects the number of iterations taken by the algorithm to converge. Thanks to Eq. (6) this number can be given an estimate using dynamic systems theory. First note that the linear system described by the recursive equation δα t+1 = (a 2 )δα t only asymptotically converges at its equilibrium point. A measure of the "speed" at which the system converges towards the equilibrium is given by the so-called time-constant τ . τ is defined as the number of steps that δα t takes to decrease its distance from 0 by a factor 1/e, and it is related to a by the following relationship:
.
Due to the discrete nature of the distribution, the bisecting K-means algorithm converges in a finite number of steps, say T.T is a function of the number of the data points N (namely it depends on how densely the data are distributed), which is expected to be proportional to τ , namely:
The value of γ(N ) is difficult to predicted exactly. A rule of thumb often used by control systems practitioner is that, when δα t has reached the 98% of the distance between the initial value and the equilibrium, the system can be considered, in practice, at steady-state. It is easy to see that this corresponds to γ(N ) ≈ 4. In Section 4 a numerical validation of this formula will be provided. The analysis above presented is the main contribution of this Section. It can be concisely summarized with the following two propositions, generalized to p dimensions. Proposition 1. If the data points of a data set are uniformly distributed in a 2-dimensional ellipsoid, the semi-axes of the ellipsoid have lengths equal to 1 and a 1 (0 < a 1 < 1), and N → ∞, then the dynamic discrete-time system which models the K-means iterative algorithm is characterized by 2 equilibrium points; 1 point is locally unstable, and 1 is locally stable. In particular, the dynamic model has the form: α t+1 = atan (a 2 tan (α t )), 0 < a < 1, 0 α t π/2. The splitting hyperplane corresponding to the equilibrium points pass through the origin and is orthogonal to the main axis of the ellipsoid. The splitting hyperplane corresponding to the stable equilibrium point is orthogonal to the largest axis of the ellipsoid.
Proof. The proof of this result is given in items (a)-(d) above.
Proposition 2. If the data points of a data set are uniformly distributed in a 2-dimensional ellipsoid, the semi-axes of the ellipsoid have lengths equal to 1 and a 1 (0 < a 1 < 1), and N → ∞, then the PDDP algorithm splits the ellipsoid with a hyperplane passing through the origin and orthogonal to the largest axis of the ellipsoid.
Proof. This result is a direct implication of the properties of the SVD. Indeed the 2 singular vectors of a set of points uniformly distributed within an ellipsoid coincide with the direction of the principal axes of the ellipsoid (see [GV96] for details).
Propositions 1 and 2 show that bisecting K-means and PDDP provide the same solution, except in the case when the initialization of K-means exactly corresponds to an unstable equilibrium point of the K-means dynamic model. However, if the initialization is made randomly, this event occurs with probability zero.
These results in principle can be extended to the p-dimensional case, even if the proof is quite cumbersome and lengthy. The p-dimensional case in this paper will be considered in Section 4 with some numerical results.
These asymptotic results are useful to gain a deep insight into the bisecting K-means algorithm, and to explain why, in many cases, K-means and PDDP show a very similar clustering behavior. However, when the data set contains a finite number of data (namely when the number of points is comparatively small), bisecting K-means and PDDP might provide solutions, which, sometimes, are remarkably different. The finite data set case will be analyzed and discussed in the next section, on the basis of numerical results obtained by simulation.
Numerical results for finite data sets
In this section, the bisecting K-means and PDDP will be analyzed when the data set has a finite number of data points. The analysis will be done empirically, using simulated data.
The purpose of this section is twofold:
-validate the theoretical results obtained in the previous section, and see how they change when the data set is finite; -understand the pros and cons of K-means and PDDP.
The analysis is structured as follows: in Subsection 4.1 the dynamic model of K-means will be numerically computed for finite data sets, and the problem of local minima will be discussed; in Subsection 4.2 the formula Eq. (7) for the estimation of the number of iterations required by K-means to converge will be validated; in Subsection 4.3 the clustering performance of K-means and PDDP will be compared. Finally, in Subsection 4.4 some conclusions on the pros and cons of the two algorithms will be drawn.
The dynamic model of K-means and the problem of local minima
The first problem we consider is the analysis of the K-means dynamic behavior when the data set has a finite number of data. As a first experiment, four sets of data have been considered, characterized by 15, 30, 100 and 2000 data points uniformly distributed within a 2-dimensional ellipsoid with a = 0.6. The recursive function α t+1 = f (α t ) has been numerically computed for these data sets. The results are displayed in Fig. 5. -The main difference between the asymptotic function Eq. (6) and the recursive functions corresponding to finite data sets is that the latter are step-wise functions. A major consequence of this function being step-like is that every equilibrium point (namely every point where the function crosses the line α t+1 = α t -see Fig. 5(a) ) is locally asymptotically stable, since the local slope of the function about the equilibrium is smaller than 1. This explains why, in the case of finite data sets, the K-means algorithm is affected by bad "local minima" problems. -When the number of data points grows, the finite data set function converges towards the asymptotic function (see Fig. 5(d) ). This validates, for the two-dimensional case, the theoretical model developed in the previous section. Moreover, notice that when the number of data points gets large, the number of equilibrium points decreases, and each step gets narrower (see e.g. Fig. 5(c 
)). This explains why, when the number of data is sufficiently large, it is the common experience that the problem of local minima tends to vanish.
As a second experiment, the recursive function α t+1 = f (α t ) has been computed for four sets of 15, 30, 100 and 2000 data points uniformly distributed within a 2-dimensional ellipsoid with a = 0.9. The results are displayed in Fig. 6 . The main difference in the results between the case a = 0.6 and a = 0.9 is that in the latter the problem of multiple equilibrium points is more severe.
From the inspection of Fig. 5 , the following remarks can be done: These experiments suggest that the problem of local minima for bisecting K-means is expected to: -decrease when the number of data grows; -increase when the size of the "short" semi-axes (a 1 , . . . , a p−1 ) approaches the largest axis.
In order to validate these conjectures, the bisecting K-means algorithm has been extensively tested for different values of a (a = 0.6, 0.7, 0.8, 0.9) and for different sizes of the data set (N ranging from 10 to 5000). The average dispersion of the centroids we have obtained (which is directly related to the problem of local minima) is displayed in Fig. 7 . In particular, for each value of N , 20 different data sets have been randomly generated; for each data set, 100 different runs of K-means have been done (starting from different initial conditions), so obtaining 100 "dispersed" centroids. The dispersion of these 100 centroids has been computed for each of the 20 data sets, and averaged. Note that the conjectures above outlined are fully confirmed by the data: the centroids dispersion increases with a, and decreases with N . 
The time of convergence of K-means iterations
An interesting result proposed in Section 3, which must be validated, is the prediction of the number of iterations which bisecting K-means needs to converge. Recall that expression Eq. (7) is expected to hold approximately if the data set is large. For small data sets the convergence is expected to be faster.
To this end, the number of iterations required by K-means to converge has been experimentally measured for different values of a in the range [0.7, 0.95], using data sets of size N = 20000. The results are in Fig. 8 . Notice the very good fit between the predicted and the estimated results (used in Fig. 8 to predict the number of iterations of K-means is γ(N ) = 4, which is the "rule-of-thumb value" suggested in Section 3). 
Comparing the clustering performance of bisecting K-means and PDDP
The last crucial issue we consider is the analysis of the clustering performance of K-means and PDDP. This issue is immaterial when the data set is very large, since both methods provide the same results, but is very important when the size of the data set is comparatively small.
To make a comparison between the performance of different clustering algorithms, a performance index must be used. Given two sub-matrices M L ∈ N L and M R ∈ N R of the data set M = [x 1 , x 2 , . . . , x N ] ∈ p×N , a widely-accepted way of measuring the internal quality of the partition is given by the following penalty index (see e.g. [11, 12, [16] [17] [18] 
where w L and w R are the centroids of M L and M R , given by Eq. (2). Note that Eq. (8) is a measure of cohesiveness of each cluster to its centroid: the smaller J(M L , M R ) is, the better is the partition. It is worth pointing out that clustering M by direct minimization of J(M L , M R ) would be, conceptually, the best clustering method. Unfortunately, the minimization of Eq. (8) is known to require exhaustive search which is exponential in time with respect to the number of data points. Note that the clustering algorithms which have been proposed in the literature (including K-means and PDDP) can be interpreted as alternate ways of tackling the problem of minimizing Eq. (8) . All of them provide a solution with a reasonable computational effort, at the price of some sub-optimality. In order to compare the performance of K-means and PDDP, we have considered two sets of data, uniformly distributed in a 100-dimensional ellipsoid. The main semi-axis of the ellipsoid is 1. The size of the remaining 99 semi-axes is in the range [0.05, 0.95]. The first data set has 1000 points. The second data set 5000. Note that this number of data points is comparatively small for a 100-dimensional vector space.
For each data set, the following clustering techniques have been used: At the end of each clustering experiment, the so-obtained partition has been evaluated using Eq. (8) . The results are displayed in Fig. 9 (N = 1000) and in Fig. 10 (N = 5000) . The measure of quality in Figs. 9-10 is a normalized version of Eq. (8) . Specifically, 0 corresponds to the best clustering performance we have found; 1 corresponds to the "worst-case" situation of non-partitioned cluster (namely M L = M and M R = ∅). The 1000 dots show the clustering performance of K-means randomly initialized; the two horizontal lines show the performance of PDDP, and the performance of K-means initialized via PDDP.
From the inspection of Figs. 9-10, the following remarks can be done: indicated with an arrow in Figs. 9-10 ). In Fig. 9 there are two "bad" solutions, characterized by a 70% and a 90% (!) performance loss, whereas in Fig.10 the worst solution is characterized by a 40% performance loss.
-In both cases, PDDP slightly under-performs (of about 5%) the best result obtained by K-means.
However, it outperforms the worst and the average results of K-means. -The combination of PDDP and K-means provides very good results. In particular, in the case N = 1000 the final performance loss with respect to the best K-means solution is about 1%; in the case N = 5000 there is no loss of performance.
To complete this analysis, a few words on the computational power required by the clustering experiments (a)-(c) must be said. To this end, the number of floating point operations (flops) spent to cluster the 100 × 1000 and the 100 × 5000 data matrices are displayed in Fig. 11. -The PDDP requires about the number of flops required in average by a run of K-means. This means that PDDP must be compared with the result of a single run of K-means. In light of the performance results displayed in Figs. 9-10, at equal computational power PDDP is expected to provide better performance than K-means. by K-means randomly initialized). This is due to the fact that PDDP provides a solution which is close to an equilibrium point for K-means. Obviously, the above quick comparison of K-means and PDDP computational demand is far from being exhaustive: the computational power depends on many variables, and is significantly implementation-dependent and data-dependent (a complete analysis of this issue goes beyond the scope of the present work). For instance, it can be shown that if M tend to be "square" (namely p ≈ N ), PDDP is significantly more demanding than a single run of K-means, whereas, if p N , PDDP outperforms K-means (this trend can be clearly observed by comparing the two graphs in Fig. 11 ). However, it is interesting to see that the above results are very consistent with the results one intuitively expects.
K-means versus PDDP: concluding remarks
On the basis of the numerical analysis proposed in this Section, we can briefly summarize the pros and cons of bisecting K-means and PDDP, when the size of the data set is comparatively small: -K-means is very simple to implement, and tends to give slightly better results in terms of partition quality. However, it is not deterministic (its results strongly depend on the initialization), and it might take a large number of iterations to converge. Hence, if the "best" result is searched for, it is significantly more demanding than PDDP, in terms of computational power. -PDDP gives a deterministic result, and it is not affected by the problem of local minima. However it tends to provide results which are slightly worse than the best K-means results.
The peculiar features of K-means and PDDP above outlined can be summarized in the following "rule-of-thumb" for the practitioner:
-The best performance in terms of quality of clustering are obtained by running K-means a large number of times, with different initializations, and picking the best result. However this requires a large computational effort. -The quickest and safest way of obtaining a "reasonably good" solution is using PDDP.
-The best compromise between computational effort and cluster quality is to use K-means initialized with the PDDP result. This procedure has the additional advantage of providing a deterministic result.
