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Fog computing is envisaged as the evolution of the current cen-
tralized cloud to support the forthcoming Internet of Things 
(IoT) revolution. While IoT devices will still communicate with 
applications running in the cloud, localized fog clusters, with 
IoT devices communicating with application logic running on a 
proximate fog node, will also appear. This will add proximity-
based Machine-to-Machine (M2M) communications to standard 
cloud-computing ones, and call for efficient mobility manage-
ment for entire fog clusters and energy-efficient communication 
within them. In this context, the LTE-Advanced (LTE-A) technol-
ogy is expected to play a major role as a communication infra-
structure to guarantee low deployment costs, native mobility 
support, and plug-and-play seamless configuration. In this 
work, we investigate the role of LTE-A in future large-scale IoT 
systems. In particular, we analyze how the recently standardized 
Device-to-Device (D2D) communication mode can be exploited 
to effectively enable direct M2M interactions within fog clusters, 
and we assess the expected benefits in term of network resources 
and energy consumption. Moreover, we show how the fog-clus-
ter architecture, and – in particular – its localized-communica-
tion paradigm, can be leveraged to devise enhanced mobility 
management, building on what LTE-A already has to offer. 
Introduction 
Future large-scale IoT platforms will be implemented 
through a multi-layered architecture [1], [14], [15]. IoT devices 
deployed pervasively within physical systems, such as sensors 
and actuators, will be accessed by IoT applications implemented 
in a distributed manner at different levels (see Figure 1, left). On 
one hand, the core application logic will largely run in a cloud 
layer implemented through powerful data centers, which, how-
ever, are placed far from IoT devices. On the other hand, simpler 
functions that do not require large computation and storage ca-
pabilities will run in a fog layer implemented by enhanced exist-
ing devices, such as network equipment, system control units, or 
even smartphones, that are deployed at the network edge, thus 
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Figure 1: Fog-based IoT Platform Architecture and Fog Clusters. 
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much closer to IoT devices. By bringing the execution of appli-
cation logic to fog nodes closer to IoT devices, the fog layer en-
ables low-latency communication, facilitates automatic resource 
discovery, and preserves context-awareness. The latter require-
ments are particularly relevant for Machine-to-Machine (M2M) 
applications, which involve closed-loop continuous interaction 
of the application logic with sensors and actuators. 
 
In many future IoT/M2M scenarios, such as smart homes, 
factory-automation systems, a truck carrying sensorized boxes, 
or a patient provided with sensor and actuator wearables, fog 
nodes will be often deployed in direct range of communication 
with sensors and actuators, thus forming so-called fog clusters 
with IoT devices (see Figure 1, right). Fog clusters are (mobile) 
subsystems characterized by a preponderance of localized direct 
interactions between physically proximate devices – typically, 
having the fog node as an endpoint and an IoT device as the 
other. 
One example is the IoT platform of a worldwide logistics 
company, distributing its goods from several warehouses. Goods 
are shipped in boxes equipped with sensors that monitor their 
internal status (e.g. temperature, for food or drugs) and position 
[10]. Global connectivity allows sensors to be reached world-
wide by applications running anywhere in the cloud, which can 
track goods movements and status all the time. The company’s 
fog clusters may be of several types: for instance, company 
warehouses, where a fog node implements automatic inventory 
of goods, or transport (e.g., trucks or ships), where boxes will 
interact with a fog node that runs closed-loop control logic to 
dynamically control the temperature read from sensors. Another 
example is a smart-health application [3]: in this case, patients 
wear sensors to monitor biometric data, and these sensors can 
transmit data towards control systems running into the cloud all 
the time and anywhere. However, IoT devices on patients resid-
ing within a hospital may be associated to fog clusters, with a 
fog node implementing fast-reaction control logic (e.g. to alert 
medical personnel in case of emergency).  
In both these examples, scalability in terms of number of 
devices and fog clusters, mobility (possibly of entire fog clus-
ters, as in the case of logistics) and energy-efficiency for battery-
powered, constrained devices are key requirements. Large-scale 
IoT systems, in fact, will potentially include many such fog clus-
ters (possibly counting thousands of devices themselves). In this 
context, the LTE-Advanced (LTE-A) cellular technology can 
play a major role, as it is able to provide seamless ubiquitous 
connectivity to IoT devices and fog nodes, whether implemented 
on devices, such as smartphones, mobile gateways (e.g. installed 
on public transport), or dedicated IoT devices [9]. In addition, 
the LTE-A network can be exploited to enable direct communi-
cation between IoT devices and fog nodes in the same cluster. 
Currently, LTE-A can offer ubiquitous connectivity to IoT 
devices: sensors and actuators can connect to the LTE-A net-
work as User Equipments (UEs), which can be reached by IoT 
applications running anywhere – and, specifically, in the cloud. 
On top of this, the Device-to-Device (D2D) mode has been re-
cently introduced as an additional LTE-A feature, and is also 
considered a key functionality to meet energy and spectral effi-
ciency requirements for future 5G systems. D2D enables direct 
data-plane communication between proximate UEs without re-
laying at the eNodeB. This is ideal to support intra-cluster com-
munications efficiently in fog clusters. Using a D2D-empowered 
LTE-A to support intra-cluster communications would make 
LTE-A the only broadband technology to implement both back-
haul and proximity-based connectivity, using a single interface: 
IoT devices can be reached by IoT applications running any-
where using the classic Device to Infrastructure (D2I) mode and, 
at the same time, can interact with local IoT applications running 
on fog nodes placed in proximity using the D2D mode.  
Using a single network technology brings clear advantages, 
the first of which is to remove all the interoperability problems 
that multiple technologies would create. Moreover, LTE-A al-
ready offers plug-and-play integration, embedded security, 
large-scale availability, native support for mobility: thus LTE-A 
network operators would be able to provide plug-and-play IoT 
solutions to the end user, with little, if any, modifications to their 
infrastructure.  
In this work, we discuss how a large-scale IoT system that 
includes fog clusters can be supported by the LTE-A technology. 
In particular, we show how D2D can be exploited to implement 
local M2M communications within fog clusters. The benefits of 
D2D from the network operator standpoint are assessed by 
means of simulations, showing that D2D entails a more efficient 
usage of network resources and reduces energy consumption in 
the infrastructure. 
Integrating IoT devices and fog nodes on a large scale will 
also present significant challenges for the LTE-A network itself 
[8]. Besides the key problem of scalability, one major issue is 
mobility management for large groups of mobile sensors and ac-
tuators. For this, LTE-A already offers built-in mechanisms that 
can be used as baselines to construct more advanced solutions 
that meet the specific characteristics of IoT systems. We thus 
propose a mobility enhancement that leverages the communica-
tion pattern of fog clusters. Its potential gain is evaluated numer-
ically and via simulation. 
It is worth mentioning that the fog computing paradigm has 
also been proposed to implement specific LTE-A radio access 
network (RAN) functionalities. This is called fog-RAN, or F-
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RAN for short, and consists in moving caching and signal pro-
cessing closer to the edge [12] with respect to a cloud-RAN so-
lution. The goal of this paper is not to discuss how to move parts 
of the LTE-A RAN to the fog, instead, how to support fog clus-
ters using RAN-specific communication mechanisms.  
An Architecture for Large-scale IoT Systems us-
ing LTE-A 
This section describes a large-scale layered IoT architecture 
in which fog computing is exploited to build a runtime environ-
ment deployed close to the IoT devices. This provides support 
for the execution of applications that require low-latency and 
context-based interactions. Specifically, we discuss how this ar-
chitecture can be supported by the LTE-A technology. The over-
all architecture showing the structure of both the layered IoT sys-
tem and the LTE-A network is illustrated in Figure 2. The LTE-
A RAN, consisting of several eNodeBs each one covering a 
large area, provides ubiquitous connectivity to devices, which 
can be seamlessly reached by applications running in the cloud. 
As the number of connected devices and their bandwidth de-
mand increase, novel solutions, such as femto-, micro- and pico-
cells, can be locally deployed to increase the capacity per square 
meter and guarantee network scalability. Fog nodes will be in-
stalled close to IoT devices, to execute the simple application 
logic that requires direct interaction with IoT devices. Although 
fog nodes can be implemented on heterogeneous devices, it is 
expected that most will be implemented through smartphones or 
network equipment (e.g. LTE-A home gateways or pico-cells) 
that will connect to the LTE-A network as either UEs or as 
eNodeBs. In order to achieve direct interactions with proximate 
IoT devices, explicit support from the LTE-A network can be 
leveraged. To this aim, the D2D communication mode appears 
to be a promising technology. Although the exploitation of D2D 
communications for IoT devices has been already envisaged [6], 
its usage to connect fog nodes and IoT devices has been scarcely 
explored and presents specific challenges [4], as highlighted in 
the next sections.  
Exploiting D2D interactions within fog clusters 
M2M communications  
To ensure self-management and configuration capabilities 
that exempt IoT systems from human intervention, different lev-
els of discovery services for sensors and actuators are included 
in all IoT systems. IoT applications running in the cloud usually 
rely on centralized directory services, where IoT devices register 
to advertise their existence and capabilities. IoT applications can 
interact with devices seamlessly, regardless of their location. In 
the logistics use-case, for example, a monitoring IoT application 
running in the cloud may want to connect to all the sensors to 
check their status. However, IoT applications running on fog 
nodes will need to discover devices in proximity. Fog nodes are, 
by definition, installed close to IoT devices to support applica-
tions that require direct access to them or to provide location-
based services. This proximity discovery will be mandatory to 
discover local IoT devices in an opportunistic manner. In our lo-
gistics use-case, a control IoT application running on the fog 
node installed in a moving truck would periodically discover all 
the sensors installed on the boxes in its cargo.  
To this aim, IoT protocols usually define a distributed pro-
cedure that relies on broadcasting probe messages to the local 
 
Figure 2 High-level illustration of large-scale IoT systems connected through the LTE-A network 
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network (or to all the devices within transmission range in case 
of wireless connectivity) to obtain notification messages from 
existing IoT devices. The Constrained Application Protocol 
(CoAP), for example, defines a Service Discovery procedure to 
discover all the sensors in its network: the IoT application (the 
CoAP Client) broadcasts discovery messages through the net-
work, and every sensor (the CoAP Server) that receives the 
probe replies with a notification message advertising its pres-
ence. Then, the Client can run another procedure, called Re-
source Discovery, to obtain the list of the services that each IoT 
device offers. 
Exploiting D2D connections 
The discovery procedures described in the previous section 
rely on multicast communications, whose support from the un-
derlying network is mandatory. However, the existing LTE-A 
standard, based on D2I mode, lacks support for proximity-based 
broadcast/multicast communications. The closest available fea-
ture is the Multicast Broadband single-frequency network 
(MBSFN), which allows an eNodeB to transmit broadcast sig-
nals over a tracking area, possibly consisting of several cells. 
However, MBSFN was envisaged to deliver services such as 
Mobile TV, and is unfit for proximity-based multicast for the 
following reasons: first, it only allows the eNodeB to send 
broadcasts, hence UEs would still need to use the latter as a relay 
to perform discovery. Second, it is inflexible, as MBSFN trans-
missions are scheduled over long periods, i.e. tens of seconds, 
and reach large areas, a tracking area easily being in the order of 
square kilometers. 
The lack of a built-in proximity-based multicast/broadcast 
transmission mechanism could, in principle, be overcome using 
UE position information, e.g. obtained via GPS, and the eNodeB 
as a relay, as illustrated in the left part of Figure 2. Position in-
formation could be exploited to obtain a proximity list for a 
given UE, i.e. the list of UEs in a predefined proximity area. 
Consider the following example, with reference to the left part 
of Figure 3: whenever an application at UE x needs to perform a 
proximity-based transmission, it will send the message to its 
lower layers, targeting a specific multicast group at the IP level, 
which will be configured by the network to be sent to the 
eNodeB (step 1). The latter will recognize the destination as 
multicast and will then forward a copy of the message (step 2) 
towards each UEs in the proximity area of x. Each receiving UE 
will in turn send a response to x using again the eNodeB as relay 
(steps 3 and 4). This mechanism is clearly faster and more flex-
ible than MBSFN, and allows an application to define its prox-
imity area. However, it still requires the eNodeB to relay every 
transmission, both unicast and multicast, and to duplicate the 
original message for each UE in the proximity list, with a non-
negligible cost in terms of transmission resources, which signif-
icantly limits the scalability of the system. Moreover, it requires 
a parallel architecture to obtain, communicate and manage UE 
positions. 
In the latest LTE-A releases, D2D communications are in-
troduced, in the form of proximity services, i.e. multicast com-
munications originated at a UE, that reach other UEs in its prox-
imity. D2D allows nearby UEs to communicate with a single 
hop, i.e. without the eNodeB acting as the relay in a two-hop 
path. The eNodeB, however, still participates in the signaling 
and maintains control of resource scheduling, issuing transmis-
sion grants, in a network-controlled fashion. A sender UE will 
request a D2D grant to the eNodeB, specifying a target ID (e.g., 
a group ID) within the MAC header, which allows potential re-
ceivers to filter packets at the MAC layer. Given its capabilities, 
 
Figure 3 Legacy discovery (left) and D2D-based discovery (right). 
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this technology appears to fit the requirement of local communi-
cation from IoT applications. Consider a scenario with a fog 
node and some IoT devices equipped with temperature sensors. 
The network operator may configure a specific proximity ser-
vice for temperature monitoring, allowing the interaction be-
tween these entities, and configure such service to be associated 
to a specific multicast IP address. The discovery procedure with 
D2D communications is shown in the right part of Figure 3. As 
a first step, the fog node requests resources to the eNodeB for 
transmission within the given proximity service (step 1), i.e. to 
the multicast IP address. The eNodeB in turn schedules re-
sources according to its policies, and signals a grant to the fog 
node. At this point, the fog node performs a D2D multicast trans-
mission (step 2), specifying the group-ID of the targeted prox-
imity service. IoT devices in proximity receive the multicast 
message, infer from the group-ID that they are among the in-
tended receivers, and decode the associated data. Finally, IoT 
devices reply to the fog node (step 3). Such reply messages can 
be transmitted using D2D, either in the same multicast manner 
as for the request, or in unicast, i.e. setting the fog node as a 
target, or, instead, it can be transmitted in D2I, using the eNodeB 
as a relay. Using D2D multicast for discovery also favors net-
work scalability. First, by having UEs communicate directly, the 
eNodeB significantly reduces the number of transmissions that 
it has to perform, hence consumes less power. Second, D2D 
transmissions occur at a reduced power, hence generate little in-
terference outside the proximity area. This latter characteristic in 
particular favors spatial reuse of frequency resources: communi-
cations that occur within two well-separated proximity areas can 
take place on the same frequencies. The eNodeB can leverage 
spatial reuse to coordinate the scheduling of proximity-based 
transmissions, thus reducing the overall cell load and increasing 
scalability [7].  
Once the discovery procedure is completed, the IoT appli-
cation on the fog node can communicate with individual IoT de-
vices using unicast D2D transmissions. These have not been 
standardized by 3GPP yet. However, the wide body of literature 
on the subject shows that they are promising for this kind of ap-
plications (see, e.g., [4]). In particular, unicast D2D transmis-
sions are faster than D2I ones, due to the single-hop path, and 
they do not consume energy at the eNodeB.  
It is important to highlight that, in some cases, IoT devices 
are required to communicate directly with the cloud, e.g. for re-
mote monitoring or historical data collection. In these cases, in 
the proposed architecture the devices can still exploit traditional 
D2I transmissions to communicate directly with the cloud with-
out additional overhead.  
Addressing Mobility using D2D 
Mobility is considered a major challenge for large-scale IoT 
systems [8], and the fact that fog clusters will likely insist on 
dense LTE-A networks, with pico- and femto-cells, exacerbates 
the problem. In such a scenario in fact, mobile IoT systems will 
trigger frequent, massive-scale handovers, which will affect the 
control plane, and in particular mobility management. LTE-A 
natively supports UE mobility. However, this feature can be en-
hanced and made more effective, to meet the demands of large-
scale IoT systems. The key to its enhancement is to leverage the 
peculiar characteristics of these IoT systems, in particular, intra-
fog-cluster communications, in a cross-layer approach.  
As already anticipated, fog clusters will in general be mo-
bile. However, the introduction of logic running close to IoT de-
vices will bring a new mobility pattern. In fog clusters, fog nodes 
 
Figure 4 Legacy handover (left) and proxy handover (right) 
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are expected to move along with IoT devices directly connected, 
e.g. in public transport vehicles. This will entail large groups of 
IoT devices moving simultaneously, some of which - fog nodes 
- will need to keep alive their local D2D connections, in addition 
to the regular handover operations. This new mobility pattern is 
called mobile fog [2] and will bring new challenges to the LTE-
A mobility management. Current handover operations, in partic-
ular, will require additional support to allow fog nodes to pre-
serve D2D connections established with IoT devices in proxim-
ity along with the LTE-A backhaul connectivity. 
This group mobility will represent a challenge for the regu-
lar handover operations. A large number of devices moving to-
gether, hence crossing cell borders simultaneously, will trigger 
many near-simultaneous handover requests, which can impair 
the performance. Moreover, this group of UEs will require spe-
cific support to preserve the resources allocated for D2D com-
munications when moving from a cell to another. 
To address these issues, two concurrent optimizations 
should be pursued. First, the network should exploit context in-
formation provided by the IoT system to implement specific so-
lutions for IoT group mobility. For instance, the fog node could 
coordinate with the eNodeB, communicating the number of cli-
ents currently subscribed and/or mobility information, such as 
direction, expected destination of the group and the amount of 
resources allocated to D2D communications. The network can 
exploit such information to detect potential handovers of large-
scale groups of UEs and take proactive action. For example, part 
of the handover procedures might be proactively triggered or 
even delayed to avoid simultaneous handover requests from 
many devices. Moreover, by gaining information on the group, 
such as its size or its expected traffic volume, the network may 
also start to pre-provision resources even before the actual hand-
over procedure starts, thus potentially resulting in a smoother 
cell transition. Second, the fog node may act as handover relay 
for all its subscribers, i.e. receiving handover information com-
mon to the whole group and propagating it locally, e.g. again 
exploiting D2D multicast capabilities and reducing the amount 
of signaling traffic. 
Normal handover operations are generally started by the UE 
as soon as it detects a target eNodeB having a higher signal qual-
ity than its serving one (the source eNodeB). This will trigger a 
handover procedure, which requires several message exchanges 
among these three entities [13] and can be split in two main 
phases, as shown in Figure 4 (left). First, the source eNodeB 
sends a handover request to the target eNodeBs, which acknowl-
edges it after a successful admission control. These messages are 
typically exchanged through the X2 interface defined by the 
3GPP standard. Then, a connection reconfiguration message is 
sent to the UE using a downlink (DL) transmission, to notify 
both UE- and cell-related configuration parameters. A proxy 
handover can be envisaged to reduce the number of communi-
cations when UEs belonging to a fog cluster perform simultane-
ous handover, as shown in Figure 4 (right). In this case, the in-
volved eNodeBs exchange aggregate, cluster-wide handover re-
quests and acknowledgements. Then, the fog node acts as a 
proxy, receiving the connection reconfiguration message (2a in 
Figure 4, right) and transferring the information to the whole 
group using either a unicast or multicast D2D transmission (2b 
in Figure 4, right). Note that the format of the connection recon-
figuration message must be modified in order to support multiple 
UEs, e.g. turning UE-specific fields into vectors. Both ap-
proaches are potentially efficient and can significantly contrib-
ute to the system scalability. However, they are clearly challeng-
ing and require both standardization and research efforts.  
Performance evaluation 
To evaluate the expected benefits of D2D multicast for local 
discovery and the proposed optimization for mobility, we pre-
sent simulation results obtained using SimuLTE [5], an OM-
NeT++-based system-level simulator. Simulation parameters are 
summarized in Table 1. We consider a scenario where three fog 
clusters are served by one eNodeB. Each fog cluster has an in-
creasing number of IoT devices, randomly placed within a 50m-
radius circle centered at the fog node. The latter is located at a 
distance of 250m to the eNodeB. Periodically, the fog nodes start 
a discovery procedure, by sending a discovery message. IoT de-
vices that receive the message send a reply using a unicast trans-
mission. With D2D, the discovery message is sent using a mul-
ticast D2D transmission. With D2I, the fog node sends its mes-
sage to the eNodeB, which in turn relays it to all its connected 
users, via unicast DL transmissions. D2D transmissions are al-
located using the transmission resources in the uplink (UL) part 
of the LTE spectrum. The latter is in fact less loaded than the DL 
part (due to the well-known traffic asymmetry) and allows better 
overall channel quality [11]. Confidence intervals at 95% level 
are shown only when visible.  
Figure 5 shows the percentage of UL resources (i.e., Re-
source Blocks in the UL subframe) saved when D2D multicast 
is employed. The saving increases with device density: in fact, 
proximity to the fog node allows devices to transmit with higher 
 
Table 1 Main simulation parameters. 
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modulations, thus occupying fewer resources. Additional sav-
ings can be achieved by enabling spatial reuse among non-inter-
fering transmissions, as shown in the figure. In particular, this 
scenario enforces frequency reuse among devices belonging to 
different fog clusters. However, such benefits are limited due to 
the low traffic rate generated by the devices.  
Figure 6, instead, compares the power consumed by the net-
work (i.e. the eNodeB) with D2I and D2D transmissions. The 
power consumption is computed according to the models pro-
vided in the EARTH EU project, where power is an affine func-
tion of the transmitted Resource Blocks (RBs) in the DL leg. The 
D2I scenario requires more RBs as the device density increases, 
resulting in more consumed power. On the other hand, when 
D2D is exploited, the power consumed by the network stays con-
stant, as no DL transmission occurs. Thus, supporting localized 
IoT communications through D2D is beneficial for the operator, 
and allows its network to scale to higher numbers of devices 
through reuse.  
As for the devices themselves, the fact that D2D allows 
higher modulations due to proximity (or the same modulation at 
a lower transmission power) increases energy efficiency, hence 
– indirectly – battery lifetime. Another point to be considered is 
that, in mobile fog clusters, a fog node and a communicating IoT 
device are likely to be stationary with respect to each other: thus 
the quality of their D2D channel will be more stable over time 
than that of D2I channels. Let us consider a scenario where one 
fog node and one IoT device are moving along a road, at 25 m/s. 
Different eNodeBs are deployed along the trajectory. Figure 7 
shows the channel quality indicator (CQI) reported by the IoT 
device and measured both in D2D and in D2I with the best serv-
ing cell. We observe that the channel quality of the D2I commu-
nication fluctuates, deteriorating when the device approaches the 
cell border. Instead, the CQI of the D2D communication stays at 
15, since the relative distance between the fog node and the de-
vice is constant over the entire simulation. 
As far as mobility optimization is concerned, we consider a 
fog cluster composed of one fog node and N UEs, which perform 
handover from one cell to the neighboring one. Table 2 reports 
the comparison between legacy and proxy handover in terms of 
number of signaling messages. With legacy handover, each UE 
(including the fog node) performs the handover autonomously, 
hence N+1 messages are required for each phase of the proce-
dure. On the other hand, proxy handover requires only two mes-
sages to be sent along the X2. Also, the DL subframe of the radio 
interface is offloaded using proxy handover, since only one DL 
message (from the eNodeB to the fog node) is needed, inde-
pendently of the number of the number of UEs. Relaying from 
the fog node to the cluster’s members can be performed using 
either N unicast D2D messages or one multicast D2D message. 
 
Figure 5 Resource saving using multicast D2D, with and without 
spatial reuse. 
 
Figure 6 Power depleted by the network with D2I and D2D-
based discovery. 
 
Figure 7 Reported CQI using D2I and D2D in a mobile fog clus-
ter 
 
Figure 8 Number of control messages per minute using legacy 
and proxy handover  
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Despite the higher number of messages, the former approach 
might benefit from more reliable unicast D2D transmissions. In 
order to provide a quantitative analysis of the advantage of the 
proposed handover mechanism, let us consider a highway sce-
nario where eNodeBs are deployed along the road to provide ve-
hicles with continuous connectivity. A number of trucks travel 
along the highway, each one carrying a fog cluster consisting of 
goods equipped with sensors for tracking purposes and a device 
acting as fog node. We consider an increasing number of trucks 
per minute traveling along the highway, with different number 
of devices per truck. Figure 8 reports a comparison between leg-
acy and proxy handover, in terms of control messages per minute 
per cell. Results show that the required overhead depends on the 
road traffic and, using legacy handover, it may become non-neg-
ligible. On the other hand, the proposed handover mechanism 
with unicast D2D messages reduces the traffic load on the X2 
and DL connections, whereas a significant number of D2D mes-
sages still needs to be sent. However, D2D transmissions occur 
on the UL subframe, which is likely to be less loaded than the 
DL one. Proxy handover with multicast messages can potentially 
reduce the number of messages by up to 95%. 
Conclusions and future works 
In this paper we showed how D2D communications can be 
exploited to support fog computing nodes deployed in LTE-A 
networks close to IoT devices. Specifically, multicast local com-
munication, generally exploited by IoT applications to discover 
devices in proximity, can be implemented through D2D interac-
tions, and this allows an operator to save power and reuse re-
sources. Moreover, we have proposed an enhancement of the 
handover signaling of LTE, which still leverages D2D interac-
tions, to increase its scalability with large-scale mobile fog clus-
ters.  
Future work will entail investigating other key issues of the 
presented LTE-based architecture. For instance, LTE allows UE 
to save power through discontinuous reception (DRX). Whether 
and how this technique can be used to mitigate the problem of 
sleepy nodes in IoT is subject of ongoing investigation. Moreo-
ver, cross-layer synergies between network- and application-
layer mechanisms, such as e.g. CoAP and LWM2M, are being 
investigated. 
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