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Abst rac t - - In  this paper, we investigate lower and upper bounds for determinants. For diagonally 
dominant matrices, general H-matrices, and certain not diagonally dominant matrices, lower and 
upper bounds for determinants are obtained. @ 2005 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Let M,~(C)(I~I,~(R)) denote the set of all n by n complex (real) matr ices,  and N = {1 ,2 , . . .  ,n}.  
For A (aij) c let 
Ri(A) = E laijl' i • N. 
If la~[ > R~(A), i E N, then A is said to be diagonally dominant, and is denoted by A e Do. If 
la~,:[ > Ri (A) ,  i • N ,  then A is said to be .strictly diagonally dominant, and is denoted by A • D. 
If there exist posit ive nmnbers x l ,  x2 , . . . ,  xn, such that  
j¢~ 
i.e., there exists a positive diagonal matr ix X = d iag(x l , . . .  ,x.r~), such that  AXc D, then A is 
said to be an H-matrix, and is denoted by A E D* (eft, [1]). 
The following theorem is due to Ostrowski. 
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THEOREM.  (See  [2].) I f  A E D ,  then  
n 
I det AI >_ 1--[(laiil_ ~ laiYl) • 
i=1 j ¢ i  
In [2], authors study the estimates for bounds of the determinant and apply them to investigate 
estimation of eigenvalues, condition number, etc., of matrices. In [3], estimation for determinant 
is applied to estimate bound for the smallest singular value. So, estimation of determinants of 
matrices are important in theory and numerical analysis. In this paper, we will investigate lower 
and upper bounds for determinants for A E Do, A E D; ,  A E D*, and certain matrices which 
are not diagonally dominant. 
a i i  a i , i+ l~ . . . a i ,  n 
a i+ l , i  a i+ l , i+ l  • " • a iT l ,n  A(i) := . . . . . . . . . . . .  
\ an i  an , i+ l  . . . ann  
l< i<n.  
Denote  ~tE]V1  ' 7t i • = 0(i e N1) when N1 has only single entry (~teN~, ¢ j  = 0 (j E N2) when 
N2 has only single entry). 
2. EST IMATIONS FOR DETERMINANTS 
We need the following lemmas. 
LEMMA1. (See [4,@) Let A = (a~j) C M,~(C), A C D, a~ > O, i E N, then ReA~(A) >0,  iEN,  
where {A~(A)}, i E N, are all eigenvalnes dA .  
LEMMA 2. I[ A E kin(C) is an H-matrix, ai~ > O, i E N, then ReA~(A) > 0, i E N. 
PROOF. A is an H-matrix, i.e., there exist positive numbers xl ,x2, . . .  ,x~ > 0, such that 
i.e., there exists X - d iag(xl , . . .  ,xn) such that X- lAX  ~ D. Let B = (bi j)  := X- lAX ,  then 
bii = aii, i E N, a(B) = cr(A),where cr(A),a(B) are, respectively, the spectrum of A and B. 
Hence, the conclusion follows from Lemma 1. | 
COROLLARY 1. l f  A E Mn(R) is an H-matrix with a~ > O, i c N, then detA > 0. 
Corollary 1 is a direct implication of Lemma 2. 
LEMIVIA 3. (See [6].) If B = (bij) E Mn(C) is strictly diagonally dominant, a = (a l , . . .  ,an) T C 
C ~, then 
IIB-ialloo < max 
l< i<n lb.[-  E [b~jl 
j ¢ /  
LEMMA 4. (See [7].) Let A E M,~(C), if 
A=(  AkCk DkBk)'  l<k<n-1 ,  
where Ak C A/Ik(C) is a nonsingular leading principal submatrix of A, then detA = detAk • 
det(Dk - CkA[IBk). 
Now, we proceed to our results. 
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THEOREM 1. Let A C D, then 
i=1 j= i+ l  
where 
mi max < 1, / = 1 ,2 , . . . ,n -  1, 
j=p+l  
IrA E M~(R), a~ > O, then (1) holds with ldetA [ replaced by detA. 
PRooF. Let 
A(2) ) 
where c J  = (a12 , . . . ,  a ,d ,  Z~ = (a21 . . . .  , an~) T. By Lemma 4, we get 
detA = detA (2). Jan - c~TA (2)-1fl] . 
Then, 
(an,n÷ 1 ~- 0) ,  (1) 
m, =0.  
(Jail I - -  o~TA(2) - I~  ) IdetA(2)[  ~ IdetA[ _< 0a11[-1- c~]-A (2) -1 /3) [detA(2) [ .  (2) 
Since A E D, then A(2) E D, and 
mi max [api[ < 1, i = 1,2, . . . ,n-  1, 
j T£1,2,...,i,p 
is obvious. Hence, by induction and applying the above method to A(2), . . . ,  we get 
[ai~[- m~ _< [detA[ < I~-I + ~,  la~jl , 
i=1 j i=1 j=/+l  
where an,~+l - -  0 ,  mn - -  0. If A C 2Yf,~(R), aii > 0, then, by Corollary 1, detA > 0. So, 
f l (a , -mi  ~ ,a i j [ )<_detA<~(ai i+m~  [aijl). 
i=1 j= i+ l  i=1 j=i+l  
Since mi < 1, i C N, we have the following. 
( t )  [all[ -- 771.1 [aljl IdetA(2)l < IdetAI < lau[ +mi  [aljl 
' z  
[det A (2)1. 
Since vector norms [l" Ill and [[. [[~ are dual vector norms (cf., [7, Section 5.4]). Then, by [7, 
Section 5.4], we have 
[cJA(2)-1/3[ _< IlaY[[l[IA(a)-l/31[ec = ~ laljl. [IA(a)-ifl[]oc. (3) 
2--2 
By Lemma 3, (3) implies that 
laTA(2)-l/3[ < ~[alj[ • max !a~ 
- 2<~<.  la . I -  lair I ~.~,z I [al j  [. (4) 
j=2  -- -- jTLl,i j=2  
Hence, by (2) and (4), we have 
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COROLLARY 2. I[ A E D, then 
H(  'aii'- ~ 'a i j ' )~idetAi~f l ( ia i i '  ~- ~ [aij') (an ,n - I - l :0 ) "  
i=1 j= i+ l  i=1 j= i+ l  
If A C Do, then A + eI E D (re > 0). By continuity, we have 
COROLLARY 3. I ra E Do, then 
laiil- E laij] < I detA I  < I aiil -[- laijl (an,n+1 = 0) .  
i=1 j= i+ l  / i=l j= i+ l  
Ira E 2V4~(R), aii >_ O, i E N, then 
H aii -- laijI _< det  A <_ aii+ laijI (an,n+1 = 0). 
i=1 j=i-]-i i=1 j=i4-1 
In order to get two practical results, we need the following corollaries. 
COROLLARY 4.  I fX  = diag(xl , . . .  ,x , ) ,  zi > 0, i E N, such that AXE Do, then 
f l  ([aii[ xil ~ x j la i j l )< ldetA l<- f l  ( laiil+ xi i xj]aiJl) (an ,n+l=0) .  
i=1 j=i+l i=1 j=i+l 
Ira ~ 2V4~(R), aii >_ O, i E iV, then 
aii xj laijl _< detA _< a i i+  - -  la~jl (an,n-I_ 1 = 0). 
i=1 Xi Xi j= j=i4-1 i=1 1 Xj 
Corollary 4 follows from Corollary 3 immediately. 
Obviously, Corollary 4 holds for A E D* (with 3X  - d iag(x l , . . .  ,x,~), xi > 0, i E N, such 
that AXE D). 
For a general H-matrix A, there exists a positive diagonal matrix X, such that AX C D. 
Choose the permutation matrix P, such that in 
Y = PrXP  = d iag(y l , . . . , y~) ,  (5) 
the entries yi are monotonically ordered, 
Yl >_ Y2 >_"" >_ Yn. 
Then, we have the following. 
THEOREM 2. For an H-matrix A = (aij) ~ ]VZn(C), 
Ira E M,(R), a i i>  0, then 
where B - (b~j) - pT Ap, the P is as that in (5). 
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PROOF. Since A is an H-matrix, X-~AX c D and so is C = Y 1BY. Then, apply Corollary 4 
to C and get 
IdetAl=ldetBl=ldetY-1BYl<fi( iai i]+ 1 ~-~ ) f i (  ~ ) 
- -  i=1  Y'-7 Yj lb~j l  _< la.I + Ib~jl • 
j= i+ l  i=1 j= i+ l  
If A C Mn(R), ai~ > 0, then by Corollary 1, detA > 0. Hence, the conclusions follows, l 
Let N = {1 ,2 , . . . ,n}  = N1 +N2,  
N1 = {i E N :  0 < la.I < R~ (A)), N2 = {i ¢ N :  la.I > R, (A)}, 
we would discuss estimates for detA for A ~ Do, i.e., N1 ~ ¢. 
THEOaEM 3. Let A = (a~o) ¢ Mn(C), A ~ Do, 
la.a~jl > R~ (A) Rj (A) , i ¢ j; 
io C N1. Then, 
where  
f i  n li < I det AI ~< H u~, 
i=1  i=1 
n 
1 ~ xjta,jt, 
li - - - [a i i l -  X7 j : i+ l  
X i = 
i, j E N, (6) 
1 m 
Xi j=.  
{ R~(A) i=io, 
la . I  ' 
1, i ¢ io .  
an,n+l  = O, 
IrA ¢ M~(R), a, > O, i ¢ N. Then, (7) holds with I detAI replaced by det A. 
PROOF. By assumptions, 
la,o~oa, I _> R~o (A) R~ (A), i ¢ io, 
and la~o,o I > 0. So, 
R~ o (A) I~.1 
- -  < - -  i¢io. 
la~o~ol - R.,(A)' 
When Ri(A) = 0, we denote the r.h.s, of (8) +oc. Taking X = diag (X l , . . . ,  xn), where 
{ R< (A) x~= ~o~ >a' i=i°'  
1, i ¢ i0. 
Let B = (bij) := AX, then bi j  = xjaij, i,j E N. Hence, 
ibio,ol - Rio(B) xiola,o~ol - ~ xt la io t l  - R~°(A) la ,o~o I -  ~o(A)  = 0. 
t¢~o ]aioio I
laii[ > ZioRi (A), i • i0; xio > 1. 
By (8) and (9), we have 
Then, Vi ~ i0, 
]b~,]- Ri (B)  = ]a~i I - E xtiaal 
te l  
= la~i - Xiolaiiol - ~ [aitl 
t~i, io 
> x~oR~(A ) X~ola~ol ~ la~tl >_ O. 
thai, io 
Hence, B = AX C Do. Then, by Corollary 4, the conclusions follow. 
(7) 
(8) 
(9) 
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THEOREM 4. Let A = (aij) e M~(C), N = N{ + N~, N I = {i • N : 0 < la,.[ <_ Ri(A)}, 
N~ = (i • N :  la,  I > R{(A)}, and 
Rt(A) I~.1 > ~ I~-I + ~ [~1 ~ , i E N;. (10) 
tcNI, ¢i tGX; 
Then, 
where 
l~ < I detAI _< 1-I u~, (11) 
i=1 i=1 
1~ = I~- I _  __1 ~lXjlaijl' 
Xi j 
~ = I~-I + __1 ~ xjlai j[ ,  an,n+ 1 = O, 
Xi 
j= i+ l  
at  R~(A) 
Xi : tcN~, Cj t~N~ R~(A) i 
rain -~  + ~ , i E N~. 
tCN 2 
If A c M~(R), aii> O, then (11) holds with I det AI replaced by det A. 
PROOF. Denote 1[ 
tEN~ tEN{, 7£i tcN; 
i ex ; .  
When Y~t~N; laitl = 0 ,  we  denote g~ = +oc. From (10), minieN; g~ > 0. Take a positive diagonal 
matrix X = diag (X l , . . . ,  x~), where 
Xi z 
1, i EN{,  
min g~ + Ri(A) i ¢ N~. 
Let B = (bit) :=  AX, then bij = xjaij, i, j C N. Hence, Vi C N~, 
R~(B) = E Ibitl = E laitl + E xtlaitl 
t¢i  tEN[, ¢i tEN; 
= ~ I~.1+ Y~ (mingk+ I~tl 
teN; ,¢ i  teN~ \kEN;  [att [ ] 
= E lair] + (min  gk~ E la~tl + E last Rt(A) \keN; / 
tcN{, ¢i tEN; tEN~ 
_< la.I = Ib.I; 
Vj E N~, since 
and lajj l- Etcx;,#y laytl > 0, then 
Rj (A) 
- -<1,  
la~jl 
Rt(A) 
ZI~J~I+ Z I~J~l ~ Rj(A)_<o. 
tEN I tGN~, #j  
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So, by minieN{ g~ > 0, we have 
Rt(A) E laytl + E la j t l~  Rj(A) 
teN~ teN~, Cj 
min 9i > 
ioN; ]ajj] -- E ]ajtl 
tEN;, Cj 
Then, V j C N ~ 2~ 
Ibjjl - Rj(B) = xjlajj I - ~ lajt[ - E xtlajtl 
tEN~ tEN£, Cj 
, j cN ; .  
Rt(A) h Rj(A) ") (min  gi + laytl = (min  gi + laj j l-  ~ lajtl- ~ \~Ni 
teN{ tcN;, ¢j 
icN~mingi lajjl-- ~ lanai +RA(A) -~ la j t l -  ~ tajtl la~l 
tc N~, ¢j tEN{ tEN;, ~:j 
>0.  
Hence, B = AX C Do. Then, the conclusions follows from Corollary 4. | 
REMAaK. Theorem 3 and Theorem 4 do not demand A be diagonally dominant, and Theorem 4 
permits the numbers i of rows, which the diagonal entries are not dominant, satisfies 1 < i < n -1 .  
EXAMPLE 1. Let 
3. EXAMPLES 
A = 
2 -1  
-1  2 -1  
' .  " .  ' .  
-1  2 -1  
-1  1 
, det A = 1. 
A :  (0'96 1041) ,  
1) 
2 ' 
ul = 7/2, u2 = 2. Then, 1 < detA  < 7. 
EXAMPLE 4. Let 
A=(  2 
-3  
By Theorem 3, we get 1 _< det A < 7. 
EXAMPLE 5. Let 
det A = 7. 
det A = 0.66. 
A satisfies the conditions of Theorem 4. N~ = {2}, N~ = {1}, Xl = 21/90, x2 = 1, 11 = 33/70, 
12 1.4, ul 279/210, u2 = 1.4. Then, by Theorem 4, 
33 14 279 14 
0.66 7~'  IV -< detA(0 .66)  < 21~" 1~ - 1.86. 
By the Ostrowski theorem, det A _> 0. From Theorem , we have det A >_ 1. 
EXAMPLE 2. Let 0) 
A = 4 0 , det A = 16. 
0 1 
From the Ostrowski theorem, detA  >_ 0. By Theorem 1, we have 8 _< detA  _< 16. 
EXAMPLE 3. Let  
(21)  detA  = 1. 
A= 3 2 ' 
It is easy to see A satisfies the conditions of Theorem 3, x l  = 1, xz = 3/2, ll = 1/2, 12 = 2, 
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EXAMPLE 6. Let 
A= ( 0"9-6 1.40'1)' detA=l .86 .  
By Theorem 4 and Example  5, we obtain 0.66 _< det A (= 1.86) <__ 1.86. 
EXAMPLE 7. Let ( 11) 
A= 1 2 0 , detA=19.  
2 3 4 
By Theorem 3, we obtain 6 _< det A(= 19) _< 53. 
If we apply the estimate of [8], we obtain 6.6 < det A(= 19) _< 54. 
A satisfies conditions of Theorem 4, by Theorem 4, we have 8.6 _< det,4(-- 19) < 39.4. 
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