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TIIVISTELMÄ 
 
Alati kasvavien tietoverkkojen tueksi tarvitaan usein verkonvalvontajärjestelmä, 
jolla pyritään ennaltaehkäisemään verkon ongelmia, etsimään verkon toimintaan 
negatiivisesti vaikuttavia pullonkauloja sekä vikatilanteessa raportoimaan 
ongelma nopeasti ja yksinkertaisesti. Nykyaikaisella verkonvalvontajärjestelmällä 
voidaan lisäksi luoda verkon topologiasta karttoja, tarkastella laitekohtaisia 
konfiguraatioita ja tehdä siihen tarvittaessa muutoksia. Verkonvalvonta tarjoaa 
yritykselle helpon tavan seurata verkon suorituskykyä sekä paikallistaa 
mahdolliset ongelmakohteet. 
Opinnäytetyön toimeksiantajana toimi Lahti Energia Oy, jolla oli käytössä 
ulkoisena palveluna toimiva verkonvalvontajärjestelmä, joka koettiin hankala- 
käyttöiseksi. Uudeksi verkonvalvontajärjestelmäksi valittiin ManageEngine 
OpManager, joka otettiin käyttöön Lahti Energian palvelimella. Tämän 
opinnäytetyön tärkein tavoite oli selvittää toimenpiteet, joilla saadaan Lahti 
Energian tietoverkon runkokytkimet ja niiden hyödyntämän EAPS-protokollan 
valvonnan piiriin OpManagerissa. EAPS-protokollan avulla luodaan vikasietoinen 
verkko ja estetään silmukat kytkinten välillä. 
Verkonvalvonnalla ja verkonhallinnalla on eri määritelmät, ja ne sisältävät 
erilaisia osa-alueita, kuten suorituskyvyn hallinta ja turvallisuuden hallinta. 
Verkonvalvonnassa hyödynnettään sitä varten suunniteltuja protokollia, joista 
tärkein on SNMP. 
Lahti Energian verkonvalvonnan uusimisessa käytettiin kahta erilaista 
valvontamenetelmää. Lukuarvoihin perustuvalla valvonnalla toteutettiin muun 
muassa suorituskyvyn valvonta. Trap-viesteihin perustuvalla valvonnalla 
toteutettiin EAPS-protokollan valvonta. Trap-viesteillä toteutetussa valvonnassa 
hälytys syntyy aina, kun EAPS-protokollassa tapahtuu muutoksia.  
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ABSTRACT 
 
To support the continuously growing size of networks, a network management 
system is needed to prevent network problems and bottlenecks that have a 
negative impact on network performance. In case of a network problem, a 
network management system is needed to report the problem in a fast and efficient 
way. A modern network management system can also create maps of network 
topology, examine device configurations and make changes to these 
configurations if needed. Network management offers a company an easy way to 
track network performance and locate possible problems in the network. 
The client of this thesis is Lahti Energia Oy, which had an outsourced network 
management system that was experienced as hard to use. ManageEngine 
OpManager was chosen as the new network management system and was 
installed on Lahti Energia’s server. The main objective of this thesis was to 
investigate the steps needed to get Lahti Energia’s core switches and the EAPS 
protocol they utilize monitored in OpManager. The EAPS protocol enables the 
creation of fault tolerant networks and is used to prevent loops between switches. 
Network monitoring and network management have different definitions and they 
contain different fields like performance management and security management. 
Network management utilizes protocols designed only with network management 
in mind, and the most important protocol is SNMP. 
The renewal of Lahti Energia’s network monitoring succeeded by using two 
different monitoring techniques. Monitoring based on numerical values was used 
in performance monitoring. Monitoring based on trap messages was used in the 
monitoring of the EAPS protocol. Trap messages will always cause an alarm if 
anything changes in the EAPS protocol. 
Key words: network monitoring, network management, SNMP, MIB, OID, 
EAPS, OpManager 
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LYHENNELUETTELO 
 
EAPS Ethernet Automatic Protection Switching, Extreme Networksin 
kehittämä tekniikka vikasietoisen verkon rakentamiseen. 
 
ICMP Internet Control Message Protocol, protokolla virhesanomien 
välitykseen ja verkon diagnosointiin. 
 
IDS Intrusion Detection System, järjestelmä, jonka tarkoitus on tunnistaa 
ulkoverkosta sisäverkkoon suuntautuvat hyökkäysyritykset. 
 
IETF Internet Engineering Task Force, Internet-protokollien 
standardoinnista vastaava organisaatio. 
 
IMAP Internet Message Access Protocol, sähköpostien lukemiseen 
tarkoitettu protokolla. 
 
IP Internet Protocol, vastaa pakettien toimittamisesta perille Internet-
verkoissa. 
 
ISO International Organization for Standardization, kansainvälinen 
standardisoimisjärjestö. 
 
MIB Management Information Database, laitteiden hallinassa käytetty 
tietokanta. 
 
OID Object Identifier, tunniste, jolla tunnistetaan tietty objekti. 
 
OSI Open Systems Interconnection, seitsemänkerroksinen malli, jossa 
määritellään tiedonsiirtoprotokollat. 
 
POP3 Post Office Protocol version 3, sähköpostin hakemiseen tarkoitettu 
protokolla. 
 
RMON Remote Network Monitoring, verkon mittausdataa keräävä 
ohjelmisto tai laite. 
 
SNMP Simple Network Management Protocol, verkkojen hallinnassa 
käytettävä tietoliikenneprotokolla. 
 
TCP Transmission Control Protocol, tietoliikenneprotokolla, jolla luodaan 
yhteyksiä tietokoneiden välille. 
 
UDP User Datagram Protocol, tiedonsiirtoprotokolla, joka ei vaadi 
jatkuvaa yhteyttä laitteiden välille. 
 
WMI Windows Management Instrumentation, Windows-
käyttöjärjestelmän lisäosa, joka mahdollistaa hallintatietojen 
välityksen Windows-laitteesta. 
 
 1 JOHDANTO 
Yritysten ja organisaatioiden lähiverkkojen kasvaessa myös herkkyys verkossa 
tapahtuville virheille tiedonsiirrossa kasvaa. Yksittäisen vian etsiminen satoja 
laitteita käsittävästä verkosta on hankalaa ja aikaa vievää. Suuria verkkoja on 
tarpeellista valvoa ja pyrkiä ennaltaehkäisemään vikoja jo ennen kuin niistä on 
haittaa verkkoliikenteelle. Verkonvalvontaan ja -hallintaan on olemassa erilaisia 
työkaluja, joilla edellä mainitut onnistuvat keskitetysti, joten mahdolliset 
ongelmat pystytään paikantamaan ja korjaamaan mahdollisimman nopeasti. 
Opinnäytetyön toimeksiantaja on Lahti Energia Oy, jolla oli ennen tämän 
opinnäytetyön aloitusta käytössä ulkoisena palveluna toimiva verkonvalvonta- 
järjestelmä. Tämä koettiin hankalana käyttää ja muutosten tekeminen järjestelmän 
kautta oli vaikeaa. Tästä syntyi päätös siirtää verkonvalvonta Lahti Energian 
omalle palvelimelle. Palvelimelle ostettiin lisenssi ManageEnginen OpManager -
verkonvalvontaohjelmistosta.  Tämän opinnäytetyön tärkein tutkimuskohde on 
EAPS-protokollan (Ethernet Automatic Protection Switching) valvonnan 
toteuttaminen laitevalmistaja Extremen kytkimissä. EAPS-protokollan avulla 
luodaan vikasietoinen verkko ja kyseinen protokolla on käytössä Lahti Energian 
keskuskytkimissä, joiden kautta suurin osa verkkoliikenteestä tapahtuu. Lisäksi 
tässä työssä käydään läpi OpManagerin asennusvaiheet ja tutkitaan, mitä kaikkea 
kyseisellä ohjelmistolla pystytään tekemään ja millaisen käyttökokemuksen 
ohjelmisto tarjoaa. 
Lisäksi tämän opinnäytetyön tavoitteena on käydä läpi, mitä verkonvalvonnalla ja 
-hallinnalla tarkoitetaan. Puhekielessä verkonvalvonnalla ja verkonhallinnalla 
tarkoitetaan samaa asiaa, mutta näille on määritelty omat osa-alueensa. 
Verkonvalvonta käsittää vikojen-, suorituskyvyn- ja käytönvalvonnan. 
Verkonhallinnalla tarkoitetaan turvallisuuden- ja kokoonpanonhallintaa. 
Lisäksi tässä opinnäytetyössä käydään läpi tällä hetkellä yleisimmän 
verkonvalvontaprotokolla SNMP:n (Simple Network Management Protocol) 
toimintaa. SNMP-protokolla välittää hallinta-asemalle tietoa valvottavista 
laitteista, joissa on ensin otettu SNMP käyttöön. Kun valvottavassa laitteessa on 
SNMP otettu käyttöön, se kerää verkonvalvonnan kannalta oleellista tietoa MIB-
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tietokantaan (Management Information Base). MIB-tietokanta sisältää MIB-
objekteja, jotka suorittavat tiedon keräämisen tietokantaan. Hallinta-asemalle 
välitetetyistä tiedoista saadaan tietoa verkon tilasta ja mahdollisten ongelmien 
syntyessä voidaan ongelmista ilmoittaa automaattisesti verkon ylläpitäjälle. 
Lahti Energia on Lahdessa toimiva energia-alan yritys, jonka päätuotteina ovat 
sähkö ja kaukolämpö. Sähköenergian toimitus kattaa koko Suomen ja 
kaukolämmön toimitus Lahden, Hollolan, Nastolan ja Asikkalan. Voimalaitoksia 
on kaksi, jotka sijaitsevat Lahdessa ja Heinolassa. Lämmöntuotannon yhteydessä 
käytetään lisäksi eri puolilla jakeluverkkoa sijaitsevia pienvoimaloita ja 
kaukolämmön huippu- ja varauskeskuksia. (Lahti Energia Oy 2015b.) 
Lahti Energian liikevaihto vuoden 2013 lopussa oli 182,3 mijoona euroa ja 
liikevoitto 8,2 miljoona euroa. Asiakkaina sähkön myynnin piirissä on noin 89 
tuhatta ja kaukolämmön piirissä kahdeksan tuhatta. Vuoden 2013 lopussa Lahti 
Energian palveluksessa työskenteli 254 henkilöä. (Lahti Energia Oy 2015a.) 
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2 VERKONVALVONTA JA -HALLINTA 
2.1 Verkonvalvonnan määritelmä 
Kun palomuuri ja IDS (Intrusion Detection System) on tarkoitettu suojautumaan 
ulkoverkosta tulevia uhkia vastaan, on verkonvalvontajärjestelmä kehitetty 
suojautumaan sisäverkossa tapahtuvia ongelmia vastaan. Näitä ongelmia ovat 
muun muassa ylikuormitetut palvelimet ja yhteydet tai kokonaan katkenneet 
yhteydet. Verkonvalvontaohjelmisto testaa yhteyksien toimivuutta lähettämällä 
tietyin väliajoin erilaisia pyyntöjä, esimerkiksi sähköpostipalvelimelle voidaan 
lähettää viesti käyttäen SMTP-protokollaa (Simple Mail Transfer Protocol) ja 
hakemaan sama viesti käyttäen IMAP- (Internet Message Access Protocol) tai 
POP3-protokollaa (Post Office Protocol version 3). (Wikipedia 2014b.) 
Verkonvalvontaohjelmistot mittaavat tyypillisesti vasteaikaa, luotettavuutta ja 
aikaa, jonka laite on ollut yhtäjaksoisesti toiminnassa. Jos mittausten aikana 
tapahtuu virheitä, esimerkiksi laite ei lähetä vastausta verkonvalvonaohjelmiston 
pyyntöihin, voidaan verkonvalvontaohjelmistoon luoda hälytyksiä näidän 
tapahtumien varalle. Verkonvalvontaohjelmisto voi välittää hälytykset eteenpäin 
tekstiviestin tai sähköpostin muodossa. (Wikipedia 2014b.) 
2.2 Verkonhallinnan määritelmä 
Tietoverkkojen koot ovat kasvaneet jatkuvasti. Laitteiden lisääntyessä kasvaa 
myös riski, että jokin verkon osa hajoaa. Lisäksi verkossa on useasti eri 
valmistajien laitteita, jolloin yksittäisten laitteiden valvonta käy todella työlääksi. 
Tätä varten on kehitetty verkonhallintaan soveltuvia työkaluja, joissa hallintaa voi 
automatisoida. Lisäksi näillä työkaluilla voidaan listata verkon yksittäiset laitteet 
ja hallita niitä samasta paikasta. (Haikonen, Hlinovsky & Paju 2000.) 
Verkonhallinnalla voidaan tarkoittaa sekä verkonhallintaa, että -valvontaa. Näiden 
erittelyllä voidaan kuitenkin huomata, että verkonvalvonnalla tarkoitetaan 
verkossa tapahtuvia lukutoimenpiteitä. Verkonhallinnalla tarkoitetaan lähinnä 
verkossa tapahtuvia kirjoitustoimenpiteitä. (Haikonen ym. 2000.) 
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Verkonhallinta on kokonaisuudessaan suuri alue käsiteltäväksi. Tämän takia ISO 
(International Organization for Standardization) jakoi verkonhallinnan viiteen 
luokkaan. Nämä luokat ovat vikojen hallinta, käytön hallinta, kokoonpanon 
hallinta, suorituskyvyn hallinta ja turvallisuuden hallinta. (Miller 2009.) 
 
 
KUVIO 1. Verkonhallinnan arkkitehtuuri (Cisco 2012b) 
Verkonhallintaan liittyy useita komponentteja (KUVIO 1). Keskuksena toimii 
verkonhallintajärjestelmä (Network management system), jonka tehtävänä on 
kysyä päätelaitteilta (Managed devices) tietoja niiden toiminnoista ja resurssien 
käytöstä verkonhallintaprotokollan (Network management protocol) kautta. 
Päätelaitteissa on asennettuna asiamies (Agent), jonka avulla tiedot laitteista 
kerätään. Kerätyistä tiedoista verkonhallintajärjestelmä muodostaa raportteja ja 
erilaisia graafeja verkonvalvojalle analysointia varten. (Cisco 2012b.) 
2.3 Vikojen hallinta 
Vikojen hallintaan sisältyy vikojen havaitseminen, niiden eristys ja korjaaminen. 
Edellisten toimenpiteiden jälkeen nämä tallennetaan lokitietoihin. Vikatilanteiden 
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tallennus ja analysointi auttaa ehkäisemään samankaltaiset ongelmat 
tulevaisuudessa, jolloin verkon toimintavarmuus parantuu. (Miller 2009.) 
Vikatilanteessa vikaantunut laite lähettää tiedon hallinta-asemalle hyödyntäen 
verkonhallintaprotokollaa, kuten SNMP:aa. Hallinta-asema voidaan määritellä 
tekemään erilaisia toimenpiteitä, kun se saa tiedon viasta. Hallinta-asema voi 
lähettää muun muassa tiedon vikatilanteesta verkon ylläpitäjälle ja kerätä lisää 
dataa verkon tapahtumista, jolloin vian korjaaminen olisi helpompaa. Hallinta-
asema voi myös ottaa käyttöön varalaitteita ja varayhteyksiä vikaantuneiden 
tilalle, jolloin tietoverkko säilyttää toimintakykynsä. (Wikipedia 2014a.) 
2.4 Käytön hallinta 
Käytön hallinnalla tarkoitetaan erilaisten tietojen keräämistä verkon käyttäjistä ja 
käyttäjien hyödyntämistä palveluista. Esimerkiksi pilvipalveluita tarjoavat 
yritykset pystyvät näin laskuttamaan asiakkaitaan käytetyn levytilan mukaan. 
Käyttäjätietoja pystyy hyödyntämään myös laskutuksen ulkopuolella. Kerätystä 
datasta saadaan tietoa verkon kapasiteetista, jota pystytään hyödyntämään 
mahdollisissa verkkolaitteiden investoinneissa. (Wikipedia 2014a.) 
Toinen käytön hallinnan tehtävä on erilaisten käyttäjien ja käyttäjäryhmien 
määrittely. Halutuille käyttäjille luodaan tunnukset, salasanat ja näille pystytään 
asettamaan erilaisia rajoituksia. Laitteiden ohjelmistojen varmuuskopiointi ja 
synkronointitoimenpiteet kuuluvat myös tähän kategoriaan. (Wikipedia 2014a.) 
2.5 Kokoonpanon hallinta 
Kokoonpanon hallinnalla tarkoitetaan useita tehtäviä. Näitä ovat laitteiden 
asetusten tallennus, asetusten muutokset ja niiden seuranta, laitteiden 
etäkäynnistys ja -sammutus sekä verkon laitteiston muutoksien suunnittelu 
esimerkiksi laitteiden lisäys, poisto tai vaihto. Kaikki edellä mainitut tehtävät 
pystyy suorittamaan keskitetysti verkonhallintaohjelmiston kautta ilman, että 
verkon laitteisiin tarvitsee päästä käsiksi fyysisesti (Wikipedia 2014a.) 
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Tärkeä etu kokoonpanon hallinnassa on mahdollisuus muutosten tekemiseen 
loogisen verkon rakenteessa. Ongelmatilanteessa, kuten verkon laitteen tai 
verkkokaapelin rikkoutuessa, voidaan reititystaulujen muutoksilla ohittaa verkon 
vikaantunut osa. Tällä tavoin verkko pysyy toimintakunnossa, vaikka laitteissa tai 
yhteyksissä löytyy ongelmia. (Haikonen ym. 2000.) 
2.6 Suorituskyvyn hallinta 
Suorituskyvyn hallinnalla tarkoitetaan verkon suorituskyvyn mittaamista ja 
analysointia niin, että suorituskyky pysyy hyväksyttävissä rajoissa. 
Verkkoliikenteeseen liittyviä mitattvia muuttujia ovat vasteaika ja siirtokaistan 
käyttö. Lisäksi mitataan laitekohtaisesti muistin, levytilan ja prosesssoritehon 
käyttö. (Cisco 2012b.) 
Suorituskyvyn hallinta voidaan jakaa kolmeen toimenpiteeseen. Ensimmäiseksi 
kerätään tietoja verkon tilasta hyödyntäen sopivia muuttujia. Seuraavaksi 
kerätystä datasta tutkitaan siirtokaistojen ja verkkolaitteiden käyttöasteiden tasot, 
joita pidetään normaaleina. Viimeiseksi verkonvalvoja määrittelee normaalin 
käyttöasteen ylittävät tasot. Kun nämä kriittiset tasot ylittyvät, voidaan päätellä 
verkossa olevan vikaa ja lähettää tieto ongelmasta verkonvalvojalle. (Cisco 
2012b.) 
Suorituskyvyn hallinnalla on kaksi erilaista muotoa: reaktiivinen ja ennakoiva. 
Edellisessä kappaleessa mainitut kolmen toimeenpiteen ketju kuvaa reaktiivista 
järjestelmää. Ennakoivalla järjestelmällä tarkoitetaan verkon kasvun simuloimista 
ja sitä kuinka se vaikuttaa verkon suorituskykyyn. Jos simulaatiossa huomataan 
mahdollisia ongelmia, lähetetään hälytys verkonvalvojalle. Näin verkon kasvusta 
aiheutuviin suorituskykyongelmiin voidaan varautua ennalta. (Cisco 2012b.) 
2.7 Turvallisuuden hallinta 
Turvallisuuden hallinnalla tarkoitetaan käyttäjien oikeuksien hallintaa verkon 
resursseihin ja laitteisiin. Tällä pyritään estämään verkon tahaton tai tahallinen 
vahingoittaminen sekä käyttäjien pääsy dataan, johon käyttäjällä ei ole riittäviä 
oikeuksia. (Cisco 2012b.) 
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Käytännössä verkko ositetaan sallittuihin ja kiellettyihin alueisiin, jolloin 
yrityksen tai organisaation ulkopuoliselta henkilöltä evätään pääsy verkon 
resursseihin kokonaan. Myös yrityksen tai organisaation henkilökunnan oikeuksia 
voidaan rajata niin, että se pääsee käsiksi vain osasta resursseja ja laitteita. Lisäksi 
laitteista kerätään lokitietoja, joista voidaan tutkia laitteisiin tehdyt muutokset 
sekä tutkia mahdollisia käyttöoikeusrikkomuksia. (Cisco 2012b.) 
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3 VERKONVALVONNAN PROTOKOLLAT JA TERMISTÖ  
 
3.1 SNMP 
SNMP:tä käytetään verkkojen hallintaan TCP/IP-verkoissa (Transmission Control 
Protocol/Internet Protocol), joka on IETF:n (Internet Engineering Task Force) 
määrittelemä. SNMP on käytössä monen laitevalmistajan laitteissa, ja näitä 
laitteita ovat muun muassa reitittimet, kytkimet, palvelimet, työasemat ja 
tulostimet. SNMP sijoittuu OSI-mallissa (Open Systems Interconnection) 
(KUVIO 2) seitsemännelle eli sovelluskerrokselle. (Wikipedia 2014d.) 
 
KUVIO 2. OSI-mallin seitsemän kerrosta (Wikipedia 2014c) 
Verkoissa, joita hallinoidaan SNMP:n avulla, löytyy kolme peruskomponenttia. 
Ensimmäisenä ovat hallinnoittavat laitteet, jotka sisältävät SNMP-rajapinnan. 
SNMP-rajapinta hallinnoitavassa laitteessa mahdollistaa yksisuuntaisen 
(lukuoperaatiot) tai kaksisuuntaisen (luku- ja kirjoitusoperaatiot) liikenteen, jolla 
päästään käsiksi hallintoitavan laitteen tietoihin. Toinen peruskomponetti on 
SNMP-agentti, joka on pieni ohjelmistomoduuli hallittavassa laitteessa. SNMP-
agentti hakee verkonvalvontaan oleellisesti liittyviä tietoja hallittavasta laitteesta 
ja muuttaa niitä SNMP:n ymmärtämään muotoon. Kolmas peruskomponentti on 
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verkonhallintajärjestelmä, joka suorittaa verkonhallintaan soveltuvaa ohjelmistoa. 
(Wikipedia 2014d.) 
3.2 SNMP-protokollan toiminta 
SNMP:n viestit perustuvat pyyntöihin ja vastauksiin. SNMP käyttää viittä 
perusoperaatiota tiedon välitykseen hallinta-aseman ja verkkolaitteiden SNPM-
agenttien välillä. Nämä toimivat SNMP:n kaikissa eri versioissa. Lisäksi on 
olemassa kaksi lisäoperaatiota, jotka toimivat SNMP:n myöhemmissä versioissa. 
Nämä seitsemän operaatiota ovat seuraavat: 
 GetRequest on pyyntöviesti hallinta-asemalta agentille, jossa pyydetään 
hakemaan yhden tai useamman muuttujan arvoja. 
 SetRequest on pyyntöviesti hallinta-asemalta agentille, jossa pyydetään 
muuttamaan yhden tai useamman muuttujan arvoja. 
 GetNextRequest on pyyntöviesti hallinta-asemalta agentille, jossa 
pyydetään MIB:stä seuraavan objektin arvo. 
 Response on vastausviesti agentilta hallinta-asemalle, jossa palautetaan 
hallinta-aseman kysymän muuttujan arvo tai kuitataan hallinta-asemalta 
saatu viesti. 
 Trap on viesti agentilta hallinta-asemalle, jossa hälytetään merkittävistä 
tapahtumista. Trap on asynkroninen viesti, eli siihen ei tarvita vastausta 
hallinta-asemalta. 
 GetBulkRequest on kehittyneempi versio GetNextRequest-pyyntöviestistä, 
jossa voidaan pyytää samanaikaisesti useampia GetNextRequest-arvoja. 
GetBulkRequest esiintyy SNMPv2:ssa ja sitä uudemmissa versioissa. 
 InformRequest on kuittausviesti asynkroniseen ilmoitukseen. Käytetäään 
kommunikointiin hallinta-asemien välillä, jolloin voidaan varmistua datan 
oikeellisuudesta. Kommunikointi hallinta-asemien välillä onnistuu myös 
Trap-viesteillä, mutta tiedon välitys ei ole varmaa. InformRequest esiintyy 
SNMPv2:ssa ja sitä uudemmissa versioissa. (Wikipedia 2014d.)  
 
10 
SNMP välittää viestit UDP-protokollan (User Datagram Protocol) kautta käyttäen 
portteja 161 ja 162. Verkonhallintajärjestelmä lähettää pyynnöt mistä tahansa 
saatavilla olevasta lähdeportista SNMP-agentille porttiin 161. SNMP-agentin 
vastaus lähetetään takaisin kohteena verkonhallintajärjestelmä lähdeportti, mistä 
alkuperäinen pyyntö lähti. (Wikipedia 2014d.) 
3.2.1 SNMPv1 
SNMPv1 on ensimmäinen ja yksinkertaisin versio SNMP-protokollasta. Tässä 
versiossa autentikointi tapahtuu vain yhteisön nimellä (community string), joka 
lähetetään verkon yli ilman salausta eli selväkielisenä. Jos yhteisön nimi ei 
paketin tarkistuksen yhteydessä täsmää, kyseinen paketti hylätään. (Wikipedia 
2014d.) 
 
KUVIO 3. SNMPv1-viestin tietokentät (Bruey 2005) 
SNMPv1:ssä viesti koostuu kolmesta tietokentästä (KUVIO 3), jotka ovat 
SNMP:n versionumero, yhteisön nimi ja PDU, joka sisältää varsinaisen datan. 
PDU-kenttä sisältää seuraavat tiedot: 
 Request ID on kokonaisnumero, jolla tunnistetaan tietty SNMP-viesti. 
Hallinta-aseman lähettämä pyyntöviesti sisältää tietyn Request ID-
tunnuksen, joka sisällytetään muuttumattomana agentin vastausviestiin. 
Näin hallinta-asema pystyy yhdistämään pyyntöviestin tiettyyn 
vastausviestiin. 
 Error on heksadesimaalimuotoinen kokonaisnumero, jolla agentti ilmoittaa 
pyyntöviestin käsittelyssä syntyneistä mahdollisista virheistä hallinta-
asemalle. 
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 Error Index on kokonaisumero, joka osoittaa objektiin, joka aiheutti 
virheen. 
 Varbind (Variable binding) on kahden tietokentän, OID:n (Object 
Identifier) ja Valuen, yhdistelmä. 
 Object Identifier on osoitin, joka osoittaa tiettyyn parametriin agentissa. 
 Value on arvo, jonka käyttötarkoitus riippuu siitä, minkä muotoinen viesti 
on kyseessä. SetRequest PDU:ssa viestissä olevan OID:n arvo muutetaan 
kyseiseksi arvoksi. GetRequest PDU:ssa arvo on aluksi nolla, joka 
muutetaan agentilta saaduu tiedon perusteella halutun OID:n arvoksi. 
Agentti lähettää viestin takaisin hallinta asemalle Response PDU:n 
muodossa. (Bruey 2005.) 
3.2.2 SNMPv2 
SNMPv2 määrittelee kaksi uutta operaatiota SNMP-protokollaan, jotka ovat 
GetBulk ja Inform. GetBulk-operaation avulla voidaan hakea kerralla suurempi 
määrä dataa MIB-tietokannasta Non repeaters- ja Max repetitions -parametrien 
avulla (KUVIO 4). Inform -operaatiota hyödynnetään tiedonvälityksessä hallinta-
asemien välillä, sillä vastaanottaja lähettää aina kuittauksen lähettäjälle. Näin 
voidaan varmistua tiedon oikeellisuudesta. (Cisco 2012c.) 
 
KUVIO 4. SNMPv2 GetBulk -operaation parametrit (Cisco 2012c) 
SNMPv2:n kehitysvaiheessa tarkoituksena oli parantaa tietoturvaa SNMPv1:een 
verrattuna. Standardin suunnittelussa ei kuitenkaan päästy sopuun SNMPv2:n 
tietoturvamallista, jolloin eri osapuolet suunnittelivat erilaisia variaatioita 
SNMPv2:sta. Eri variaatioita olivat muun muassa SNMPv2p (Party-Based Simple 
Network Management Protocol version 2), SNMPv2c (Community-Based Simple 
Network Management Protocol version 2) ja SNMPv2u (User-Based Simple 
Netowork Management Protocol version 2). SNMPv2p:stä oli tarkoitus tulla 
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virallinen SNMPv2:n versio, mutta ryhmäkohtaista salausta pidettiin liian 
hankalakäyttöisenä. SNMPv2c jatkoi SNMPv1:n linjaa, eli salauksessa käytettiin 
ainoastaan yhteisön nimeä. SNMPv2u-salaus toimii käyttäjänimen ja salasanan 
varassa, jota pidetään turvallisempana kuin pelkästään yhteisön nimeen 
perustuvaa salausta. (Kozierok 2005a.) 
3.2.3 SNMPv3 
SNMPv3:n suurin muutos edeltäjiinsä tapahtui tietoturvan parantumisessa, sillä 
SNMP:n kolmas versio tukee sekä autentikointia että salausta. SNMPv3 
hyödyntää tietoturvan parantamiseen USM- (User-based Security Model) ja 
VACM (View-based Access Control Model) -tekniikoita. USM keskittyy viestien 
turvallisuuteen, eli niiden salaukseen ja autentikointiin. VACM määrittelee 
säännöt, ketkä käyttäjät pääsevät käsiksi tiettyihin tietoihin MIB-tietokannassa. 
(Juniper Networks 2014.) 
USM:ssä luodaan käyttäjiä, jotka voidaan liittää tiettyyn ryhmään. Näille voidaan 
asettaa tietoturvaan vaikuttavia parametreja, kuten autentikointi, 
yksityisyysprotokolla ja avaintunnukset. Nämä parametrit konfiguroidaan sekä 
hallinta-asemaan että hallittaviin laitteisiin. (Juniper Networks 2014.) 
VACM määrittelee ne käyttäjät tai käyttäjäryhmät, joilla on oikeus tietojen 
lukemiseen tai kirjoittamiseen MIB-tietokannassa. VACM mahdollistaa myös 
osittaiset oikeudet MIB-tietokantaan, eli tietyille käyttäjille voidaan määrittää 
näkymään vain osa MIB-tietokannan tiedoista. Määritellyistä 
turvallisuuskäytännöistä riippuen agentti päättelee käyttäjät, joilla on oikeus 
tietojen lukemiseen tai kirjoittamiseen. (Juniper Networks 2014.) 
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KUVIO 5. SNMPv3-viestin tietokentät (Kozierok 2005b) 
SNMPv3-viestin formaatti muuttuu edeltäjiinsä nähden tietoturvaan liittyvien 
parametrien takia (KUVIO 5). Edeltäjiensä kanssa samoja parametreja ovat 
versio, RequestID (Message Identifier) sekä PDU-osio. Uudet parametrit ovat 
seuraavat: 
 Maximum Message Size on viestin maksimikoko, jonka viestin pyytäjä 
pystyy hyväksymään. 
 Message Flags tarkoittaa turvallisuuden tasoa. Arvolla 0 viesti on 
autentikoitu. Arvolla 1 viesti käyttää yksityisyysparametreja, ja arvolla 2 
odotetaan vastausviestiä lähetettyyn pyyntöön. 
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 Message Security Model tarkoittaa turvallisuusmallia. Kun käytössä on 
USM, niin parametrin arvo on 3. 
 Message Security paremeters sisältää tietokenttiä, joilla toteutetaan viestin 
käyttämä tietoturvamalli. 
 Context Engine ID -arvoa käytetään SNMP-yksikön tunnistamiseen. 
 Context Name määrittelee kontekstin nimen. Jokainen konteksin nimi 
pitää olla uniikki SNMP-yksikössä. (Kozierok 2005c.; Vertical Horizons 
2015.) 
3.3 MIB ja OID 
Hallittavasta laitteesta kerätyt hallintaan ja valvontaan liittyvät tiedot säilytetään 
MIB-tietokannassa, jota voidaan kutsua myös MIB-taulukoksi. Hallinta-aseman 
pyytäessä tietoja agentilta se hakee ne MIB-tietokannasta ja lähettää ne 
vastauksena hallinta-asemalle. MIB-tietokantaan kerätään yleensä tilastollisia ja 
hallinnointiin liittyviä arvoja. SNMP sallii myös laajennukset MIB-tietokannoissa. 
Monet laitevalmistajat ovatkin julkaisseet lisäyksiä laitekohtaisiin MIB-
tietokantoihinsa, jolloin hallinta-asemalle voidaan välittää yksityiskohtaisempaa 
tietoa laitteen toiminnasta. (ManageEngine 2015g.) 
MIB-tietokannassa olevia yksittäisiä tietokenttiä ja niiden arvoja kutsutaan 
nimellä OID. Jokainen OID-tunniste on uniikki ja määrittelee tietyn 
ominaispiirteen hallittavasta laitteesta. OID-tunnisteista saatavat arvot ovat kahta 
eri tyyppiä: skalaarisia tai taulukon muodossa olevia. Skalaarisella tarkoitetaan 
arvoa, joka voi olla vain yksi ja ainoa, esimerkiksi laitteen valmistaja. Taulukon 
muodossa olevilla arvoilla tarkoitetaan ryhmää arvoja, jotka löytyvät yhden OID-
tunnisteen takaa, esimerkiksi prosessorin käyttöaste neliydinprosessorissa, jolloin 
OID-tunnisteesta löytyy neljä arvoa. Jokainen OID-tunniste on järjestetty 
puumaiseen rakenteeseen MIB-tietokannassa muodostuen kokonaisnumeroista, 
jotka erotetaan toisistaan pisteillä. Esimerkiksi OID-tunniste ”sysDescr”-arvolle 
(KUVIO 6) on 1.3.6.1.2.1.1.1. (ManageEngine 2015g.) 
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KUVIO 6. OID-tunnisteet MIB-tietokannassa (ManageEngine 2015g) 
3.4 WMI 
WMI (Windows Management Instrumentation) on työkalukokoelma Windows-
käyttöjärjestelmille, joka mahdollistaa skriptien hyödyntämisen työasemien ja 
palvelimien valvonnassa. WMI:n avulla voidaan siis kerätä verkonvalvontatietoja 
Windows-käyttöjärjestelmää käyttäviltä työasemilta ja palvelimilta. Hallinnointiin 
ja valvontaan käytettyjä skriptejä voidaan suorittaa sekä paikallisesti että etänä. 
(Janssen 2015.) 
16 
WMI löytyy esiasennettuna Windows 2000:sta ja sitä uudemmista Windows-
käyttöjäjestelmistä. Jotta palvelusta olisi hyötyä verkonvalvonnassa, sille pitää 
ensin sallia etäkäyttö. Lisäksi WMI:lle on määriteltävä käyttäjätunnus ja salasana, 
jotka syötetään myös verkonvalvontajärjestelmään, jolloin se pystyy hakemaan 
valvontadataa Windows-käyttöjärjestelmää käyttävästä koneesta. (Windows 
Technet 2015.) 
3.5 RMON 
SNMP:n heikkoutena voidaan pitää SNMP-agenttien sijaintia eli verkon laitteita 
ja isäntäkoneita. Tieto, jota agentit keräävät, on yleensä rajoitettua, sillä 
verkkolaitteiden päätehtävä on välittää dataa eteenpäin verkossa. Myös resurssien 
määrä on rajallinen, eli verkkolaitteet eivät voi omistautua pelkästään 
valvontadatan keräämiseen. Ongelman ratkaisemiseksi kehitettiin erilaisia 
tiedonkeruuyksiköitä, jotka voivat olla ohjelmistoja tai erillisiä laitteita. Näiden 
tiedonkeruuyksiköiden tehtäviin kuuluu pelkästään verkon statistiikkatietojen 
kerääminen ja verkon tapahtumien valvominen, joista voidaan ilmoittaa 
verkonvalvojalle. Oleellista tiedonkeruuyksiköille oli myös SNMP:n tukeminen, 
jolloin hallinta-asema pystyy hakemaan tiedunkeruuyksikön keräämät tiedot. 
Tiedonkeruumenetelmä sai nimekseen RMON (Remote Network Monitoring). 
RMON ei ole itsenäinen protokolla, sillä se ei määrittele protokollaan vaadittavia 
operaatioita. RMON on osa SNMP:tä, joka määritellään yleisesti erilliseksi MIB-
moduuliksi sisältäen tiedunkeruuyksiköiden käyttämiä MIB-objekteja. (Kozierok 
2005b.) 
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KUVIO 7. SNMP RMON MIB -hierarkia (Kozierok 2005b) 
Koska RMON on SNMP-moduuli (KUVIO 7), löytyy se myös SNMP:n MIB-
hierarkiasta. Tästä MIB-moduulista löytyy seuraavat MIB-objektit: 
 Statistics sisältää laitteen mittaamia verkon statistiikkatietoja, kuten 
liikennemäärä, keskimääräinen paketin koko ja tiedosiirrossa tapahtunut 
virheiden määrä. 
 History määrittelee, kuinka usein tiedonkeruuyksikkö ottaa näytteitä 
statistiikkatiedoista. 
 Alarm määrittelee parametrit, joista syntyy hälytys. Hälytys välitetään 
verkonvalvalvojalle, joka voi suorittaa asian korjaamiseksi vaadittavat 
toimenpiteet. 
 Hosts seuraa datan kulkua jokaisesta verkon isäntäkoneesta. 
 HostsTopN sisältää objekteja, jotka helpottavat isäntäkoneista kerätyn 
datan järjestelyä. Esimerkiksi isäntäkoneet voidaan järjestää lähetettyjen 
pakettien määrän mukaan, jolloin aktiivisimmat laitteet näkyvät ensin. 
 Matrix sisältää statistiikkatietoja kahden isäntäkoneen välisistä 
tiedonsiirroista. Koska verkot voivat koostua tuhansista laitteista, yleensä 
vain viimeisimmät tiedonsiirrot tallennetaan tiedunkeruuyksikön 
resurssien säästämiseksi. 
 Filter-ryhmään verkonvalvoja voi määritellä suodattimia, joilla 
määritellään pakettityypit, jotka tiedunkeruuyksikkö huomioi. 
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 Capture-ryhmässä voidaan määritellä tiedonkeruuyksikön kaappaamaan 
paketit, joilta löytyy Filter-ryhmässä määritellyt tietyt parametrit. 
 Kun verkossä syntyy hälytys, joka syntyy alarm-ryhmässä määriteltyjen 
parametrien mukaan, syntyy myös tapahtuma (event). Event-ryhmä ohjaa 
näiden taphtumien prosessointia sisältäen myös SNMP trap-viestin 
luonnin ja lähetyksen hallinta-asemalle. (Kozierok 2005b.) 
3.6 ICMP 
ICMP (Internet Control Message Protocol) on osa IP-protokollaa, ja sitä käytetään 
virhesanomien välityksessä sekä verkon toimivuuden testaamisen apuvälineenä. 
ICMP:tä hyödyntää monenlaiset verkkolaitteet, kuten kytkimet, reitittimet ja 
isäntäkoneet. ICMP generoi verkonvalvonnan kannalta hyödyllisiä viestejä, joita 
ova seuraavatt: 
 Destination Unreachable lähetetään reitittimen toimesta silloin, kun 
kyseinen reititin ei pysty välittämään viestiä määränpäähän. 
 Echo Request ja Echo Reply -viesti generoidaan ping-komennolla 
testaamaan kahden isäntälaitteen välistä yhteyttä. Echo Reply-viesti 
lähetetään, jos kohdeisäntä löytyi. 
 Redirect-viesti lähetetään reitittimestä lähdeisännälle, jos lähetetylle 
viestille löydetään parempi reitti reititystaulusta. 
 Time exceeded-viesti lähetetään reitittimeltä lähdeisännälle, kun lähetetyn 
viestin IP-paketin Time-to-Live-tietokentän arvo tippuu arvoon nolla. 
Yleisesti arvoa pienennetään aina yhdellä, kun viesti lähetetään 
verkkolaitteesta seuraavalle verkkolaitteelle. Jos arvo tippuu nollaan, 
paketti tuhoutuu ja lähdeisännälle lähetetään Time exceeded-viesti. (Cisco 
2014; Wikipedia 2015.) 
3.7 Netflow 
Netflow on Ciscon kehittämä protokolla, joka löytyy sisäänrakennettuna 
jokaisesta Cisco IOS-käyttöjärjestelmästä. Protokollaa hyödynnetään IP-liikenteen 
seurannassa, jolloin voidaan tarkasti määrittää, paljonko dataa liikkuu verkossa 
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tiettynä kellonaikana, mistä data on lähetetty ja mikä on datan kohde. IP-
liikenteen seurantaa hyödynnetään verkon ongelmien ennaltaehkäisyssä, kuten 
kaistan jakautumisesta eri käyttäjille tai verkon kapasiteetin lähestyessä 
maksimitasoa. IP-liikenteen seurantaa voidaan hyödyntää myös vikojen 
paikantamisessa. Esimerkiksi verkon ruuhkautuessa voidaan etsiä, mistä 
ruuhkautumisen aiheuttanut data on peräisin. (Cisco 2012a.) 
 
KUVIO 8. Netflown toimintaperiaate (Cisco 2012a) 
Netflow tutkii IP-paketista seuraavat attribuutit (KUVIO 8): lähde- ja 
kohdelaitteen IP-osoitteet sekä portit, verkkokerroksen protokollan, palveluokan 
ja kytkimen tai reitittimen liitäntäportin. Netflown avulla kerätty valvontadata 
lähetetään valvonta-asemalle, joka koostaa datasta raportteja ja graafeja 
analysointia varten. (Cisco 2012a.) 
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4 VALVONTAJÄRJESTELMÄN ASENNUS JA KONFIGUROINTI 
4.1 ManageEngine OpManager -verkonvalvontaohjelmiston esittely 
ManageEngine OpManager -verkonvalvonohjelmistolla voidaan valvoa 
verkkoliikenteen lisäksi fyysisiä ja virtualisoituja palvelimia. OpManager tukee 
VMware-, Hyper-V- ja XenServer-virtualisointiympäristöjä. Vikojen ja 
suorituskyvyn hallintaan OpManager tarjoaa erilaisia aputyökaluja, kuten 
lokitietojen kirjaus, raportit ja korjaustoimenpiteiden automatisointi. Lisäksi 
kyseisellä ohlemistolla voidaan luoda kaksi- ja kolmiulotteisia karttoja verkon 
laitteista ja niiden välisistä yhteyksistä (KUVIO 9). Kartasta voidaan helposti 
paikantaa verkon ongelmakohdat ja nähdä ne laitteet, joihin ongelma vaikuttaa. 
(ManageEngine 2015f.) 
 
KUVIO 9. OpManagerilla luotu karttanäkymä verkosta (ManageEngine 2015d) 
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Edellä mainittujen perusominaisuuksien lisäksi on tarjolla maksullisia 
lisäominaisuuksia. Näitä lisäominaisuuksia ovat muun muassa Netflow Analyzer, 
Network Configuration Management ja OpStor. Netflow Analyzer -työkalulla 
voidaan tarkkailla verkkokaistan käyttöä käyttäjä-, laite- ja ohjelmistokohtaisesti. 
Network Configuration Management -lisäosalla voidaan ottaa verkkolaitteiden 
konfiguraatioista varmuuskopiot ja mahdollisuus palauttaa varmuuskopiot 
käyttöön ongelmatilanteissa (KUVIO 10). Lisäksi lisäosalla voidaan 
automatisoida usealle verkkolaitteelle syötettäviä komentoja. OpStor-työkalulla 
voidaan valvoa verkkolevyjä, niiden käyttöastetta, asetuksia ja verkkolevyjen 
suorituskykyä. (ManageEngine 2015f.) 
 
KUVIO 10. Laitekonfiguaation tarkastelu Network Configuration Management    
-lisäosalla (ManageEngine 2015c) 
OpManager-ohjelmistosta on tarjolla kolme eri versioita: Essential, Enterprise ja 
Large Enterprise. Versiot eroavat toisistaan valvottavien laitteitten ja liitäntöjen 
enimmäismäärällä. Myös lisäominaisuuksien määrä vaihtelee versioittain. 
Hinnoittelutapoina on kaksi eri vaihtoehtoa. Ensimmäinen vaihtoehto on 
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vuosimaksullinen, jossa hinnan määrää ohjelmiston versio ja valitut 
lisäominaisuudet. Toinen vaihtoehto on ikuisesti kestävä lisenssi. Tämän 
tyyppiseen lisenssiin tulee lisäksi vuosimaksu, joka kattaa ohjelmiston päivitykset 
ja tukitoiminnot. Ohjelmistosta on lisäksi olemassa ilmainen kokeiluversio, joka 
on rajoitettu yhdelle käyttäjälle ja hallittavien laitteitten enimmäismäärä on 
kymmenen. (ManageEngine 2015a.) 
4.2 OpManager-ohjelmiston asennus 
OpManager-ohjelmisto on saatavilla sekä Windows- että Linux-
käyttöjärjestelmille. Linux-käyttöjärjestelmälle asennettaessa heikkoutena on 
WMI-pohjaisen valvonnan toimimattomuus eli Windows-käyttöjärjestelmiä 
hyödyntävien palvelimien ja työasemien valvonta on hyvin rajoittunutta. Koska 
Lahti Energialla on käytössä useampia Windows-pohjaisia palvelimia ja niiden 
haluttiin olevan valvonnan piirissä, myös OpManager asennettiin Windows-
pohjaiselle palvelimelle. Suurissa verkoissa myös on huomioitava, että 
OpManager asennetaan tarpeeksi tehokkailla komponenteilla varustetulle 
palvelimelle. (KUVIO 11.) 
 
KUVIO 11. OpManager -ohjelmiston järjestelmävaatimukset (ManageEngine 
2015b) 
OpManager-ohjelmiston asennus on suoraviivainen toimenpide. Asennusvelho 
kysyy aluksi perusasioita, kuten käytettävän kielen ja asennuskansion. Lisäksi 
asennusvelho kysyy porttinumeroa, jota OpManager käyttää. Tämän jälkeen 
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asennusvelho kysyy palvelimen tilan, johon OpManager asennetaan (KUVIO 12). 
OpManager-ohjelmiston pystyy asentamamaan vikasietoiseen tilaan, jossa 
ensisijaisen palvelimen rinnalle voidaan asentaa varapalvelin. Varapalvelin tutkii 
jatkuvasti ensisijaisen palvelimen tilaa ja vikatilanteen sattuessa varapalvelin 
muuttuu ensisijaiseksi palvelimeksi. Kun ensisijaisen palvelimen vikatilanne on 
korjattu, muuttuu kyseinen palvelin automaattisesti takaisin ensijaiseksi. Näin 
voidaan taata jatkuva verkonvalvonta ilman katkoja valvonnassa. Lahti Energialla 
ei ollut asennushetkellä varattuna kuin yksi palvelin verkonvalvontaa varten, 
jolloin vikasietoista asennusta ei voinut suorittaa. Lähitulevaisuudessa on 
kuitenkin tarkoitus hankkia lisäpalvelin, josta tehdään verkonvalvonnan 
varapalvelin. 
 
KUVIO 12. Asennettavan palvelimen tilavaihtoehdot 
Viimeinen määriteltävä asia OpManager-ohjelmiston asennuksessa on tietokannan 
tyyppi (KUVIO 13). PostgreSQL on ilmainen, avoimeen lähdekoodiin perustuva 
relaatiotietokanta, joka voidaan asentaa suoraan asennusvelhosta. On tärkeää 
huomioida, että käytettäessä PostgreSQL -tietokantaa, ei OpManageria voida 
asentaa vikasietoiseen tilaan. PostgreSQL luo asennuksen yhteydessä vain 
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kyseiselle palvelimelle tarkoitetun paikallisen tietokannan, jota ei toistaiseksi 
pystytä jakamaan varapalvelimen kanssa. Koska OpManager asennettiin vain 
yhdelle palvelimelle Lahti Energialla, niin asennuksessa riitti PostgreSQL-
tietokanta.  
 
KUVIO 13. Asennettavan tietokannan tyyppi 
Vikasietoista verkonvalvontaa varten on käytettävä Microsoft SQL -tietokantaa. 
Tietokannnassa on oltava käytössä klusterointi, joka tarkoittaa 
tietokantakokoelmaa ja sillä on yksi staattinen IP-osoite. Jos 
tietokantakokoelmassa yksi tietokanta kaatuu, löytyy sen sisältämä data toisista 
tietokannoista samassa kokoelmassa. Ensisijainen OpManager-palvelin lähettää 
datan tietokantakokoelmaan osoittavaan IP-osoitteeseen, jolloin se tallennetaan 
useampaan paikkaan (KUVIO 14). Ensisijaisen palvelimen vikaantuessa 
varapalvelin käyttäytyy samoin, eli se lähettää datan samaan 
tietokantakokoelmaan osoittavaan IP-osoitteeseen. (ManageEngine 2015e.) 
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KUVIO 14. Microsoft SQL -vikasietoisuusarkkitehtuuri (ManageEngine 2015e) 
4.3 Valvottavien kohteiden määrittely 
Ennen OpManager-ohjelmiston käyttöönottoa tuli pohtia, mitkä laitteet on 
järkevää ottaa valvonnan piiriin Lahti Energian verkossa. Tärkein valvontakohde 
on runkoverkon kytkimet, koska suurin osa verkkoliikenteestä kulkee niiden 
kautta. Jos runkoverkossa ilmenee ongelmia, heijastuu se kaikkialle muun verkon 
toimintaan.  
Runkoverkon kytkimet hyödyntävät EAPS-protokollaa, jonka avulla luodaan 
vikasietoinen verkko (KUVIO 15). EAPS-protokollassa kytkimet liitetään 
toisiinsa ringiksi. Normaalitilanteessa syntyisi silmukka, eli verkkoliikenne jäisi 
kiertämään kehää kytkimien välillä lopulta ruuhkauttaen verkon. EAPS-
protokollassa yhdestä kytkimestä tehdään Master-kytkin ja lopuista Transit-
kytkimiä. Master-kytkimen toissijaisesta portista estetään verkkoliikenne, jolloin 
ehkäistään silmukan syntyminen. Jos EAPS-ringissä kytkin tai kytkimien välinen 
linkki vikaantuu, otetaan Master-kytkimen toissijainen portti käyttöön, jolla 
mahdollistetaan verkon normaalin toiminnan jatkuminen. EAPS-protokollan 
valvonnassa tulee valvoa ainakin EAPS-protokollan tilaa sekä ensi- ja toissijaisia 
portteja ja niissä tapahtuvia muutoksia. (Extreme Networks 2014.) 
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KUVIO 15. Kuudesta kytkimestä koostuva EAPS-rinki (Extreme Networks 2014) 
Verkon reunakytkimien ja -reitittimien tulee myös olla verkonvalvonnan piirissä. 
Niihin on yleensä liitettynä useita työasemia, palvelimia ja tulostimia. 
Vikatilanteen tapahtuessa kaikki kyseisen kytkimen tai reitittimen takana olevat 
laitteet ovat muun verkon ulottumattomissa. Lisäksi reunakytkimien ja                  
-reitittimien portteja tulee valvoa. Näin saadaan heti selville, jos laitteita kytketään 
verkkoon tai irrotetaan verkosta vahingossa tai ilman lupaa. Kaikista kytkimistä ja 
reitittimistä kannattaa valvoa myös prosessorin käyttöä, muistin määrää ja 
lämpötilaa. Vikatilanteessa edellä mainittujen asioiden valvonnalla voidaan saada 
tärkeää tietoa vian laadusta ja siitä, kuinka se voidaan korjata. 
Verkon palvelimet ovat myös tärkeitä valvontakohteita. Palvelimilla on yleensä 
useita käyttäjiä, ja palvelimen vikaantuessa se vaikuttaa myös useisiin käyttäjiin. 
Virtualisointialustoina toimivat palvelimet tulee myös sisällyttää valvonnan 
piiriin. Virtualisointialustan vikaantuessa ovat kaikki sen sisältämät 
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virtuaalikoneet muiden verkon käyttäjien tavoittamattomissa. Palvelimista tulee 
valvoa ainakin resurssien käyttöä, kuten prosessoritehoa, keskusmuistin määrää ja 
kiintolevytilaa. 
Lähiverkon toiminnalle on uhkana myös verkon ruuhkautuminen. Tämän vuoksi 
on tärkeää valvoa verkkoliikenteen määrää ja sitä, mitkä seikat aiheuttavat eniten 
liikennettä. Linkeissä, joissa esiintyy eniten verkkoliikennettä, voidaan ottaa 
käyttöön enemmän rinnakkaisia linkkejä. Näin saadaan enneltaehkäistyä verkon 
mahdolliset pullonkaulat. 
Loppukäyttäjien työasemat voidaan jättää valvonnan ulkopuolelle. Työasemien 
ongelmat eivät vaikuta yleensä, kuin yhteen käyttäjään.  
4.4 OpManager-ohjelmiston käyttöönotto 
Asennuksen jälkeen päästään OpManagerin kirjautumissivuille syöttämällä 
internetselaimeen palvelimen IP-osoite sekä porttinumero. Ennen valvottavien 
laitteiden hakua vaihdettiin turvallisuussyistä OpManagerin oletustunnuksen 
salasana, jotta ulkopuoliset henkilöt eivät pääsisi valvontaohjelmistoon käsiksi. 
Ennen laitehakua syötettiin ohjelmaan myös verkon laitteisiin määritetyt SNMP- 
WMI-, telnet-, SSH-tunnukset. (KUVIO 16). 
 
KUVIO 16. Verkonvalvonnan tunnusten lisääminen OpManageriin 
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Tunnusten lisäämisen jälkeen voitiin aloittaa valvottavien kohteiden lisääminen. 
Laitteita pystyy lisäämään useamman kerrallaan syöttämällä halutun IP-
osoitevälin ja siihen sopivan aliverkon peitteen (KUVIO 17). Laitehakuun 
liitetään myös halutut edellä luodut tunnukset, jotta valvontadatan välitys 
OpManagerin ja valvottavien laitteiden välillä onnistuisi. Hakuprosessi kestää 
laitemäärästä riippuen minuuteista muutamaan tuntiin. Laitteita on mahdollista 
lisätä myös yksitellen IP-osoitteen perusteella, jos aliverkosta ei haluta kuin tietyt 
laitteet valvottavien laitteiden joukkoon.  
 
KUVIO 17. Valvottavien laitteiden hakuprosessi 
Hakuprosessin aikana OpManager pyrkii tunnistamaan laitteen tyypin, 
valmistajan (KUVIO 18), mallin ja laitteelle määritetyn nimen. Laitteet jaotellaan 
muun muassa palvelimiksi, reitittimiksi, kytkimiksi, työasemiksi ja 
virtuaalikoneiksi. Listausnäkymässä näytetään myös hälytysten määrä ja se, 
kuinka monessa laitteessa hälytyksiä on. Tunnistamattomat laitteet päätyvät 
Unknown-luokkaan, josta niille voidaan käsin määritellä, mitä laitteita ne ovat. 
Lahti Energian verkonvalvontaan liitetyistä laitteista OpManager tunnisti noin 80 
prosenttia. OpManager suoriutui laitteiden tunnistamisesta hyvin, jolloin käyttäjän 
ei tarvitse itse tehdä laitteiden ryhmittelyä. 
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KUVIO 18. Laiteryhmittely OpManagerissa valmistajan mukaan 
Laitehaun jälkeen tuli määrittää myös OpManagerin käyttämä sähköpostipalvelin, 
jolla välitetään hälytykset verkonvalvojille. Lisäksi luotiin hälytysprofiili, jonne 
määritellään sähköpostiosoitteet ja se, minne hälytykset lähetetään. 
Hälytysprofiilia luotaessa voidaan määritellä myös hälytysviestin rakenne. 
Hälytysviestit voidaan koostaa erilaisista muuttujista, kuten laitteen nimestä, IP-
osoitteesta ja laitteen tyypistä. 
4.5 Riippuvuussuhteiden luominen 
Laitehaun jälkeen ennen hälytysrajojen luomista on hyvä määritellä laitteiden 
väliset riippuvuussuhteet, mikä oli myös yksi Lahti Energialle selvitettävistä 
asioista. Riippuvuussuhteilla tarkoitetaan tilannetta, jossa esimerkiksi kytkimeen 
on liitettynä useita eri laitteita. Jos kytkin vikaantuu, on turha tarkistaa siihen 
liitettyjen laitteiden tilaa ja samalla välttää turhat hälytykset. Ilman 
riippuvuussuhteiden luomista kytkimen vikaantuessa myös siihen liitetyt laitteet 
aiheuttaisivat hälytyksen. 
Riippuvuussuhteita voi määritellä joko yksitellen laitteen snapshot-sivulta tai 
useampi laite kerrallaan Quick Configuration Wizard -työkalulla. Laitteen 
snapshot-sivulla riippuvuussuhde luodaan valitsemalla Depency-kohtaan halutun 
laitteen nimi tai IP-osoite (KUVIO 19). Quick Configuration Wizard -työkalulla 
toimenpide tapahtuu seuraavasti: Ensin valitaan ”keskuslaite” eli reititin tai 
kytkin, jonka jälkeen valitaan laitelistasta halutut laitteet, joille riippuvuussuhde 
luodaan.  
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KUVIO 19. Yksittäisen laitteen riippuvuussuhteen luominen 
4.6 MIB-tietokannan lisääminen 
MIB-tietokanta lähetetetään palvelimelle OpManagerin MIB Browser -työkalusta 
Upload MIB -toiminnolla (KUVIO 20). Koska OpManager ei oletuksena sisällä 
EAPS-protokollan valvontaan tarvittavia MIB-tietoja, ladattiin tätä varten 
Extremen oma MIB-tietokanta. Tämä tietokanta sisältää monia valvottavia 
ominaisuuksia, joita voidaan valvoa Extremen kytkimissä. 
MIB Browser on lisäksi tehokas työkalu MIB-tietokantojen sisältämien OID-
tunnisteiden testaamiseen. Käyttäjä valitsee valikosta haluamansa OID:n ja 
syöttää laitteen IP-osoitteen, josta data haetaan. Jos haku onnistuu, MIB Browser 
tulostaa löytämänsä arvon näytölle (KUVIO 20).  
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KUVIO 20. MIB-tietojen tutkiminen MIB Browser -työkalulla 
4.7 Runkokytkimien valvonta 
Valvonnan testausta varten luotiin kolmen kytkimen verkko, jotka liitettiin 
toisiinsa EAPS-ringiksi (KUVIO 21). MIB Browser -työkalun avulla etsittiin 
Extremen omasta MIB-tietokannasta sopivat OID:t, joilla EAPS-protokollaa 
valvotaan. EAPS-protokollan valvonnan toteutukseen testattiin kahta eri tapaa: 
monitoreita sekä trap-viestejä. Monitoreilla valvominen perustuu OpManagerin 
hallittavilta laitteilta saamiin arvoihin ja niiden muutoksiin. Esimerkiksi EAPS-
ringin kytkimen tilaa valvottaessa jokaisella tilalle on oma arvonsa. Arvolla 0 
kytkimen tila on ”invalid”, arvolla 1 kytkimen tila on ”master” (KUVIO 20) ja 
arvolla 2 kytkimen tila on ”transit”. Hälytysrajat toimivat matemaattisten 
operaattoreiden perusteella. Master-kytkimelle voidaan esimerkiksi määritellä 
hälytyksen aiheutuvan silloin, kun kytkimen tila saa erisuuren arvon kuin yksi. 
Monitoriarvojen perusteella tapahtuvaan valvontaan liittyi kuitenkin muutamia 
ongelmia. Monet Lahti Energian runkokytkimet ovat osallisena useampaan 
EAPS-rinkiin samanaikaisesti. Tällöin edellisen esimerkin perusteella kytkin voi 
olla yhdessä EAPS-ringissä Master-tilassa ja toisessa EAPS-ringissä Transit- 
tilassa. OpManager osaa näyttää kytkimen tilan jokaisessa EAPS-ringissä, mihin 
kytkin on liitetty. Hälytysrajoja ei kuitenkaan voi määrätä EAPS-ringeille 
erikseen, vaan ne kaikki jakavat saman hälytysrajan. Ongelmatilanne seuraa, jos 
esimerkiksi sama kytkin on liitetty kahteen EAPS-rinkiin, joissa yhdessä sen 
tilana on Master ja toisessa tilana on Transit. Hälytysrajaksi ei enää kelpaa 
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aiemman esimerkin tapa, eli hälytys laukaistaan, jos monitori saa arvon erisuuri 
kuin yksi. Tällöin hälytyksiä syntyisi jatkuvasti, koska kytkin saa arvot yksi 
(master) ja kaksi (transit) samanaikaisesti. 
 
KUVIO 21. Kolmen kytkimen muodostama EAPS-rinki 
Parempi tapa valvonnan toteuttamiseen löytyi trap-viesteistä. Extremen MIB-
tietokannasta löytyi EAPS-protokollan valvontaan tarkoitetut trap-viestit, joilla 
valvotaan muutoksia EAPS-protokollan tilassa sekä muutoksia primary- ja 
secondary-porttien tiloissa. Hälytyksen aiheuttaa jokainen muutos edellä 
mainituissa ominaisuuksissa. Tämä tarkoittaa myös sitä, että hälytysviesti 
lähetetään, kun ongelmatilanteesta päädytään takaisin normaaliin tilaan (KUVIO 
22). Hälytysviestistä löytyy selkeät tiedot, missä laitteessa muutoksia on 
tapahtunut, mikä oli laitteen edellinen tila ja mikä tila on tällä hetkellä. Trap-
viesteillä toteutetussa valvonnassa vahvuutena on lisäksi kyseisten viestien 
reaaliaikaisuus. Hallittava laite lähettää viestin OpManagerille heti muutoksen 
tapahduttua, jolloin verkonvalvoja saa tiedon ongelmatilanteesta lähes 
reaaliajassa. Lahti Energialla painotettiin, että hälytysviestin pitää lähteä 
mahdollisimman nopeasti ongelman alkamisesta. Normaaleissa monitoreissa 
valvontavälin pystyy säätämään minimissään yhteen minuuttiin ja tätä pidettiin 
liian suurena aikavälinä. Lisäksi runkokytkmistä valvotaan trap-viesteillä porttien 
tilaa. OpManagerista löytyi valmiiksi linkup- ja linkdown-trapviestit, jotka 
lähettävät hälytyksen, kun kytkimen portti vaihtaa tilaa. 
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KUVIO 22. Trap-viestin generoima hälytys, jossa ilmoitetaan tilan muutoksesta 
EAPS-protokollassa 
4.8 Muut hälytyskohteet ja -rajat 
EAPS-protokollan lisäksi runkokytkimistä lisättiin valvonnan piiriin laitteiden 
fyysisiä ominaisuuksia, kuten prosessoritehon käyttö ja lämpötila. Sopivien raja-
arvojen määrittelemiseksi mitattiin prosessoritehon käyttöastetta viikon ajan. 
Saaduista graafeista on helppo määritellä resurssien keskimääräinen käyttö ja 
mahdolliset piikit arvoissa. OpManagerissa on mahdollista säätää kolme 
eritasoista hälytysrajaa sekä vaadittavien raja-arvojen ylitysten määrän, jotta 
hälytys lopulta laukeaa. Esimerkiksi prosessoritehon käyttö Lahti Energian 
kytkimissä oli normaalitasossa alle 30 %. Ensimmäinen hälytys laukeaa, jos 
prosessoritehon käyttö ylittää 30 % kolmella peräkkäisellä kyselykerralla. 
Lämpötilaa mittaava agentti löytyi Extremen omasta MIB-tietokannasta. 
Erikoiseksi kyseisen agentin tekee se, että agentti näyttää lämpötila-arvon 
prosenteissa eikä Celsiusasteissa. Nämä prosenttiarvot ovat kytkimessä 
sijaitsevien lämpösensorien arvoja. Celsiusarvoissa on ongelmana, että suorat 
lämpötila-arvot voivat vaihdella rajusti kuumien ja viileiden komponenttien 
läheisyydessä. Extremen ohjeissa neuvottiin laittamaan raja-arvo välille 65 % -75 
%, joten raja-arvoksi määritettiin Lahti Energian kytkimiin 70 %. Keskusmuistin 
käytön valvonta koettiin liian hankalaksi toteuttaa, sillä keskusmuistin käyttöä 
mittaava agentti antaa arvon kilotavuissa eikä prosenteissa. Koska erimalliset 
kytkimet sisältävät erilaisia määriä keskusmuistia, oli hankala määrittää näille 
yhteistä raja-arvoa. 
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OpManager antaa oletuksena suurehkot aikavälit, joilla laitteita tai niiden 
ominaisuuksia valvotaan. Esimerkiksi kytkimelle lähetetään ICMP-viesti 
oletuksena 10 minuutin välein ja prosessoritehon käyttöä valvotaan tunnin välein. 
Tärkeille runkokytkimille nämä arvot ovat aivan liian korkeita. Lahti Energian 
runkokytkimille valvonta säädettiin ICMP-viesteille yhteen minuuttiin. 
Prosessoritehon käyttöä sekä lämpötilan valvontaväliä laskettiin myös yhteen 
minuuttiin. Mahdolliset ongelmat ovat keskuskytkimillä saatava tietoon heti, 
jolloin valvonnan aikaväli on säädettävä mahdollisimman tiiviiksi. Vaikka tästä 
aiheutuu ylimääräistä verkkoliikennettä, se ei vaikuta verkon suorituskykyyn 
kriittisesti, sillä keskuskytkimiä ei ole montaa kappaletta Lahti Energian verkossa. 
4.9 OpManager-ohjelmiston vahvuudet ja heikkoudet 
OpManagerin suurimpiin vahvuuksiin kuuluu helpot asennus- ja 
käyttöönottotoimenpiteet. Asennuksen ja käyttöönoton tekevät helpoksi hyvä 
dokumentaatio, joka neuvoo työvaiheet selkeästi. OpManager sisältää suuren 
määrän MIB-tietokantoja, monitorivaihtoehtoja yleisimmille laitevalmistajille, 
kuten HP:lle ja Ciscolle. Yleisimmille laitevalmistajille löytyy lisäksi 
laitekohtaisia sapluunoita, joista löytyy valmiiksi tärkeimmät valvontakohteet. 
Lisäksi palvelimien valvonta on tehty helpoksi, sillä OpManager lisää monitorit 
automaattisesti prosessoriteholle, keskusmuistille ja levytilalle (KUVIO 23). 
Helpoimmillaan laitteen lisäyksen jälkeen tarvitsee säätää laitteen monitoreille 
vain sopivat raja-arvot sekä monitorien valvontavälit. 
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KUVIO 23. OpManagerin automaattisesti palvelimille lisäämät monitorit 
OpManager sisältää kaksi eri käyttöliittymää: uuden ja vanhan. Uusi 
käyttöliittymä on minimalistisempi ja sisältää ensisilmäyksellä vähemmän 
valikoita kuin vanhempi. Vanha ja uusi käyttöliittymä sisältää kuitenkin samat 
ominaisuudet, mutta vähemmän käytetyt ominaisuudet on piilotettu alavalikoiden 
taakse uudessa käyttöliittymässä. Opinnäytetyöprosessissa käytettiin vanhempaa 
käyttöliittymää, sillä se sisälsi kaikki käytettävissä olevat valikot ja säätimet 
samalla ruudulla. 
OpManagerin suurimmat heikkoudet ovat suurten MIB-tietokantojen lisäys, 
valmiiden laitesapluunoiden määrä joillekin laitevalmistajille sekä joidenkin 
sähköpostihälytysten huono toteutus. Suurissa MIB-tietokannoissa ongelmaksi 
muodostui lisääminen OpManageriin. Jotkin MIB-tietokannat edellyttävät 
toimiakseen toisia MIB-tietokantoja, ja lisääminen ei onnistu ennen kuin 
vaadittavat MIB-tietokannat on lisätty. Extremen MIB-tietokanta oli todella suuri, 
sillä se sisälsi kaikki mahdolliset valvottavat kohteet, mitä Extremen laitteista 
löytyy. Tämä yksi suuri MIB-tietokanta vaati toimiakseen monia muita MIB-
tietokantoja, joista OpManager ilmoittaa vain vaadittavien MIB-tietokantojen 
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nimet. Käyttäjän tehtäväksi tuleekin etsiä Internetistä sopivat tietokannat nimen 
perusteella ja lisätä ne erikseen OpManageriin. 
Laitekohtaisia sapluunoita löytyy OpManagerista kiitettävästi, mutta 
laitemerkkien ja -mallien välillä on suuri ero sapluunoiden määrässä. Esimerkiksi 
Ciscon laitteille löytyy lähes 200 erilaista sapluunaa, joissa valmiita monitoreita 
löytyy kymmeniä. Toisaalta esimerkiksi Extremelle laitesapluunoita löytyy 
valmiina 14 kappaletta, joissa valmiita monitoreita löytyy nollasta neljään 
kappaletta. Jos valvontaympäristössä on useita huonosti OpManagerissa 
edustettuja laitteita, käyttäjälle jää suuri työ laitesapluunoiden ja tarvittavien 
monitorien lisäämisessä. Lisäksi joissain laitteissa ei suoraan näy mittarit 
esimerkiksi suoritintehon käytölle (KUVIO 23). Näissä tapauksissa käyttäjän on 
itse muokattava OpManagerin asennuskansiosta löytyvää tekstitiedosta, joka 
määrittelee laitesapluunoissa näytettävät mittarit. 
Sähköpostihälytyksissä ongelmaksi muodostui se, että osa muuttujista näkyvät 
OID-tunnisteena (KUVIO 24). OID-tunniste ei kerro verkonvalvojalle mitään 
hyödyllistä, vaan viestistä on pääteltävä ongelman luonne toisien muuttujien 
avulla. Kyseisestä ongelmasta kysyttiin OpManagerin tukipalvelusta, josta 
ilmoitettiin, että sähköpostinhälytyksen muuttujia pystyy muokkaamaan 
OpManagerin omasta tietokannasta. Lahti Energialla OpManagerin käytössä 
olevaan PostgreSQL-tietokantantaan liittyttiin Windowsin komentokehotteen 
kautta, mutta oikeiden tietokantataulujen ja -tietueiden etsiminen koettiin 
mahdottomaksi etsiä pelkästään sähköpostihälytyksen OID-tunnisteen perusteella. 
Tarkempia ohjeita tietokannan muokkaamiseen ei tukipalvelusta saapunut. 
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KUVIO 24. Sähköpostihälytyksessä näkyvä OID-tunniste 
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5 YHTEENVETO 
Tämän opinnäytetyön tärkein tavoite oli suunnitella ja toteuttaa Lahti Energian 
runkokytkimien valvonta ja varsinkin runkokytkimien hyödyntämän EAPS-
protokollan valvonta. Valvonnan toteutuksessa piti ottaa huomioon 
runkokytkimien tärkeys muun verkon toiminnalle, eli valvonnan ja ongelmista 
aiheutuvien hälytysten tuli olla lähes reaaliaikaista. Lahti Energialla oli käytössä 
ennen opinnäytetyön aloitusta ulkoisena palveluna toimiva 
verkonvalvontajärjestelmä, jonka käyttö koettiin hankalaksi, ja se haluttiin 
korvata. Ratkaisuna oli lisenssin ostaminen ManageEngine OpManager                 
-verkonvalvontajärjestelmästä, joka asennettiin Lahti Energian omalle 
palvelimelle. Tässä opinnäytetyössä käytiin läpi myös OpManagerin asennus ja 
käyttöönottoon tarvittavat toimenpiteet. 
Verkonvalvonnan tärkeys korostuu keskisuurissa ja suurissa verkoissa, joissa 
valvottavia laitteita voi olla satoja tai jopa tuhansia. Ilman 
verkonvalvontajärjestelmää vikojen huomaamiseen, paikantamiseen ja 
korjaamiseen kuluu huomattavasti enemmän aikaa, kuin verkossa, jossa on 
nykyaikainen verkonvalvontajärjestelmä. Sopivien verkonvalvontaprotokollien ja 
laitekohtaisten MIB-tietokantojen avulla verkkolaitteista pystyy valvomaan 
kaikkia elementtejä, joita toimiva verkko edellyttää. 
OpManager koettiin hyväksi käytettävyydellään. Sen käyttöliittymä on selkeä ja 
käyttöönottoon vaadittavat toiminnot on dokumentoitu hyvin käyttöoppaassa. 
Parhaimmillaan verkonvalvonnan toteutus OpManagerilla laitteiden lisäämisestä 
raja-arvojen ja sähköpostihälytysten lähettämiseen on pitkälti automatisoitua 
valmiiden sapluunoiden ansioista. Eniten ongelmia aiheuttavat vähemmän tuetut 
ja harvinaisemmat laitteet, kuten Extreme, joille tarvitsee lisätä omat MIB-
tietokantansa ja luoda omat sapluunat. 
Lahti Energian runkokytkimien valvonnan toteutuksessa onnistuttiin, vaikka se 
vaati runsaasti säätämistä. Lukuarvoihin perustuvalla valvonnalla toteutettiin 
kytkimien fyysisten resurssien valvonta. EAPS-protokollan valvonnan totetutus 
koettiin käytännöllisemäksi toteuttaa trap-viesteillä. Trap-viestien avulla 
OpManager generoi hälytyksen kaikista muutoksista EAPS-protokollassa.  
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OpManager tukee huonosti Lahti Energialla käytössä olleita Extremen kytkimiä, 
minkä takia laitteille oli luotava omat sapluunat sekä lisätä omat MIB-tietokannat 
valvonnan toteutusta varten. 
Tietoverkkojen kasvaessa ja käytössä olevien tekniikoiden kehittyessä myös 
verkonvalvontajärjestelmien on vastattava tulevaisuuden vaatimuksiin. 
Verkonvalvontajärjestelmiltä vaaditaan tulevaisuudessa monipuolisempaa 
valvontaa kuin nykyisiltä verkonvalvontajärjestelmiltä, mutta käyttökokemuksen 
on pysyttävä sulavana. Monien yritysten toimintakyky riippuu toimivasta 
tietoverkosta, jolloin verkonvalvonnan merkitys kasvaa entisestään 
tulevaisuudessa. 
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