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0. Introduction
The theory of orders and maximal orders over Dedekind domains or valuation-rings is
an important ingredient in the study of arithmetical properties of algebras, in particular
central simple algebras over fields. In [2], Larson introduced certain Hopf orders in a
group algebra KG, where G is a finite group. The essential tool is a Zassenhaus valuation
of G. Because of the multiplicative nature of that theory, those so-called Larson orders
cannot be defined in other Hopf algebras without essential modification of the theory. In
this paper we present the idea to replace the valuation filtration by a more general filtration,
obtaining a bijective correspondence between the “Hopf filtrations” thus obtained and Hopf
orders appearing as the degree zero part in such filtration. Just like in the group algebra
case it is then possible to relate a Hopf order to an arithmetical object, i.e., a function
ξ :H → Rm+ ∪ {∞}. These functions exhibit specific properties comparable to the ones
expected for a valuation-like order function, i.e., so that −ξ should rightfully be called a
“Hopf valuation.” We point out that−ξ can be expressed as a function defined on subspaces
in H so that it may be thought of as a generalized place (pseudo-place) in the sense of [4].
In Section 2 we introduce the deformation of a Hopf (valuation) filtration and establish
how it can be used to construct new Hopf orders. This explains in a general Hopf algebra
framework how Larson-type orders come into being. We provide several examples, e.g.,
for Sweedler’s 4-dimensional Hopf algebra, Taft algebras, etc. in Section 4.
In a forthcoming paper we apply the theory of Hopf orders to the theory of orders in
H -module algebras.
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Throughout we consider a Hopf algebra H over K , the latter being a commutative
field. We consider a valuation ring Ov of K , for notational convenience we shall write
D = Ov (in fact the theory can be extended to the case where Dedekind domains D are
being considered, by rather straightforward local–global methods). Let us write v for the
valuation (order) function associated to Ov and Γ for its totally ordered Abelian value
group; thus v :K∗ Γ . Note that we do not restrict to discrete valuations (with Γ = Z)
but it is harmless to assume that Γ is a subgroup of the additive group Rm+. Let w be the
maximal ideal of D. By the definition of w,D/w is the residue field k = kv of v. For
generalities on valuation rings we refer to Schilling’s [7]. Let R be an arbitrary ring with
unit element 1. A set of additive subgroups {FγR: γ ∈ Γ } is said to be a Γ -filtration of R
if the following conditions hold:
(1) 1 ∈ F0R; for γ  τ in Γ we have FγR ⊂ FτR.
(2) For γ, τ ∈ Γ , Fγ RFτR ⊂ Fγ+τR.
(2) R =⋃γ∈Γ FγR, i.e., the filtration is always exhaustive.
A Γ -filtration FR is said to be separated if for every x = 0 in R there is a (unique)
δ ∈ Γ such that x ∈ FδR and x /∈ Fδ′R for δ′ < δ. For a separated filtration FR we have:
1.1. Lemma. If A is a subset of Γ such that γ = inf{α: α ∈ A} ∈ Γ ∪ {−∞} then
FγR =⋂α∈AFαR.
Proof. The inclusion FγR ⊂ ⋂α∈AFαR is obvious. Look at x /∈ Fγ R. Since FR is
assumed to be separated, there is a unique δ ∈ Γ such that x ∈ FδR but x /∈ Fδ′R for
any δ′ < δ. Then γ < δ (because otherwise δ  γ and x ∈ FγR), hence α0 < δ for some
α0 ∈A because γ = inf{α: α ∈A}. Then x /∈ Fα0R and thus x /∈
⋂
α∈AFαR. ✷
1.2. Example (Filtration of discrete support). Let Π ⊂ Γ be any discrete subgroup (e.g.,
Π  Zn). Consider FπR, π ∈Π , defining a separated Π -filtration on R, then put FγR =
FπR for γ ∈ Γ such that π  γ < π ′, where π ′ is the smallest element in Π strictly bigger
than π in Π . Note that, if FγR = R then there exists a π0 ∈ Π such that FγR ⊂ Fπ0R
(take any π0 such that Fπ0R ⊂ Fγ R); moreover since the Π -filtration is separated we have
that
⋂
π∈Π FπR = 0 and therefore there is a π1 ∈ Π such that Fπ1R ⊂ Fγ R, π1  γ .
Hence, the foregoing defines a Γ -filtration and it is obviously separated too. We say
that the Γ -filtration {FγR: γ ∈ Γ } has discrete support Π . For γ ∈ Γ we have that
FγR/
⋃
τ<γ FτR = 0 except when γ ∈Π , then the latter is Fπ ′R/FπR where π  γ  π ′
is as above.
1.3. The associated Γ -graded ring
For γ ∈ Γ and a Γ -filtration FR on R we define: F 0γ R =
⋃
τ<γ FτR, Gγ (R) =
FγR/F
0
γ R (as an additive group).
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γ∈T Gγ (R) obviously becomes a Γ -graded ring if we define
the multiplication as follows: for a¯ ∈ Gγ (R), b¯ ∈ Gτ(R) let a ∈ Fγ R, respectively
b ∈ FτR, represent a¯, respectively b¯, and put a¯.b¯ = abmodF 0γ+τR. The unit of G(R)
is 1¯ = 1 modF 00 R. We say that G(R) =
⊕
γ∈T Gγ (R) is the associated graded ring for
FR. In case FR is a Γ -filtration of discrete support Π , as in Example 1.2, then G(R) may
be considered as a Π -graded ring blown-up to a Γ -graded ring in the trivial way (i.e., parts
of degree γ ∈ Γ are zero unless possibly whenever γ ∈Π ).
1.4. Algebra filtrations extending a valuation filtration
Consider a K-algebra A and a filtration fK on K , say with respect to some totally
ordered Abelian group Γ . A Γ -filtration FA of A is said to be an extension of fK if
fγK = FγA∩K for all γ ∈ Γ .
Recall (cf. [3]) that a Γ -filtration FR on an arbitrary ring R is said to be a strong
Γ -filtration if FγRFτR = Fγ+τR for all γ, τ ∈ Γ , or, equivalently: Fγ RF−γ R = F0R
for γ ∈ Γ . If fK is a strong filtration and FA extends fK then it is easily seen that
FA is a strong filtration, too. To any valuation v of K , i.e., to the valuation ring D,
there corresponds a valuation filtration fvK , simply written fK once v has been fixed,
given by fγK = {λ ∈ K: v(λ)  −γ }. Obviously fK is a separated Γ -filtration with
f0K = Ov = D and G(K)0 = k. Furthermore, it is also clear that fγKfτK = fγ+τK
for γ, τ ∈ Γ , i.e., the valuation filtration fK is a strong filtration. Any Γ -filtration FA
extending the valuation filtration fK is therefore always a strong filtration, in particular,
for γ ∈ Γ we have FγA= fγKF0A. For such a filtration FA, G(A) is strongly Γ -graded
in the sense that Gγ (A)Gτ (A)=Gγ+τ (A) for γ, τ ∈ Γ .
1.5. Proposition. Let A be a K-algebra with a filtration FA extending the valuation
filtration fK then G(A) is the group ring G(A)0Γ and G(A)0 may be viewed as the
residual algebra of A.
Proof. Pick nonzero a¯ ∈G(K)γ , b¯ ∈G(K)τ and let a ∈ FγK − F 0γ K , b ∈ FτK − F 0τ K
represent a¯, respectively b¯. Then ab ∈ Fγ+τK − F 0γ+τK because FγK = fγK and fK
is the valuation filtration. Consequently a¯b¯ = 0, i.e., it follows that G(K) is a gr-domain
(that is, there are no nontrivial homogeneous zero divisors). Since Γ is ordered, G(K)
is a domain if it is a gr-domain. Look again at a¯ ∈ G(K)γ , a¯ = 0, represented by a ∈
FγK − F 0γ K , then a−1 ∈ F−γ K is easily checked. Hence, a¯ has inverse a−1 modF 0−γK0,
thus G(K) is a Γ -graded field. Note that F 0γ K = F 00 KFγK , i.e., F 0γ K = wFγK for all
γ ∈ Γ . The graded field G(K) is necessarily of the form kΓ . ✷
The Rees ring associated to the filtration FA is defined to be A˜=∑γ∈Γ FγA.γ ⊂AΓ ,
the latter being the group ring of Γ overA. Because 1 ∈ FγA for every positive γ ∈ Γ , i.e.,
0 γ , the set of strictly positive elements Γ+ = {γ : 0 < γ } is in A˜ thus, as Γ is Abelian,
it is a central set in A˜. It is easy to verify that A˜/A˜Γ+ =G(A) as Γ -graded rings, where
A˜Γ+ is the ideal of A˜ generated by Γ+.
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obtain AΓ ; moreover, if we write I for the ideal generated in A˜ by the central elements
γ − 1, γ ∈ Γ+, then A˜/I ∼=A and FγA is the image of A˜γ modulo I .
1.6. Γ -filtered vectorspaces
Consider a field K with a separated Γ -filtration fK; the category of filtered
vectorspaces over K is denoted by K-filt. A Γ -filtration FV on a K-vectorspace V is
said to be a good filtration if there exist sets {vα: α ∈ A} ⊂ V , {γα: α ∈ A˜} ⊂ Γ , such
that for all γ ∈ Γ we have Fγ V =∑α∈A fγ−γαKvα . Obviously {vα : α ∈ A} is a set
of K-generators for V but it needs not be a K-basis. The foregoing definition extends
the definition given for Z-filtrations, cf. [1], to the case of any totally ordered group Γ .
Suppose fK is a strong filtration in the sequel. Then it follows from fγ−γαKvα ⊂ Fγ V
that vα ∈ FγαV for all α ∈ A˜. Moreover, we also have then that Fγ V = fγKF0V for
every γ ∈ Γ , hence if FV is a good filtration then without loss of generality we may
assume that the generating set {vα : α ∈ A} is taken in F0V and Fγ V =∑α∈A fγKvα
for γ ∈ Γ . Now in case F0V is free over f0K , say with basis {wi : i ∈ J }, then the good
filtration FV may also be described by the K-basis {wi : i ∈ J }, Fγ V =∑i∈J fγ Kwi .
In fact, we shall be dealing with this situation frequently, because we will be looking at
valuation filtrations fK , i.e., these are strong and f0K = Ov is a valuation ring, so that
torsion-free finitely generated Ov-modules will be free.
A filtered K-Hopf algebra H can be defined as being a Hopf algebra in the category
k-filt. This definition is equivalent to H being a Hopf algebra over K having a Hopf
filtration FH ; let us write down explicitly the properties of the structure morphisms
involved in this definition. For detail on Hopf algebras the reader may consult [6,8], . . . .
We have a Hopf algebra H with an algebra filtration FH such that the counit ε and the
comultiplication ∆ are filtered morphisms, e.g.,
(1) ε(FγH)⊂ FγK = fγK , for all γ ∈ Γ .
(2) S(FγH)⊂ FγH , for all γ ∈ Γ .
(3) ∆(FγH)⊂∑σ+τ=γ FσH ⊗ FτH , for all γ ∈ Γ .
The condition (3) just expresses that ∆ is a filtered morphism where H ⊗K H
is equipped with the tensor algebra filtration defined by putting Fγ (H ⊗K H) =∑
σ+τ=γ FσH ⊗ FτH , γ ∈ Γ .
1.7. Proposition. Let H be a Hopf algebra over K equipped with a Hopf filtration FH ,
then G(H) is a Γ -graded Hopf algebra. If FH extends fK then G(H) = kΓ ⊗k F0H
with Hopf algebra structure derived from F0H (in fact via F0H/F 00 H) making it into a
graded Hopf algebra over the gr-field kΓ .
Proof. The statements about the algebra structure of G(H) are obvious. Now observe that
F0H is a sub-Hopf algebra of H (but over f0K), indeed ∆(F0H)⊂∑γ∈Γ FγH ⊗F−γ H ,
but since FγH = fγK ⊗ F0H , F−γH = f−γ K ⊗ F0H , it follows that ∆(F0H) ⊂
F0H ⊗ F0H . The restriction of ε to F0H defines first the f0K-linear ε|F0H and then the
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defines the kΓ -linearS :G(H)→G(H) extending the k-linear S|F0H :G(H)0 →G(H)0.
All claims in the proposition are obvious from the arguments. ✷
Note that for a Hopf filtration FH , the inclusion K ↪→ H , is a filtered mor-
phism. For a strong Hopf filtration FH the condition of extending fK is equivalent to
F0H ∩K = f0K .
2. Hopf valuation functions
In this section we consider a Hopf algebra H over the field K together with a
Γ -valuation ring Ov = D in K . The valuation associated to Ov is v :K∗ Γ , we shall
also write v for the function K Γ ∪ {∞} extending v on K∗ by putting v(0)=∞. The
residue field for v is k.
A Hopf valuation function extending v is a function−ξ :H  Γ ∪{∞}, usually viewed
as a Hopf valuation filtration function ξ :H  Γ ∪ {−∞}, satisfying:
HV1. ξ(h)=−∞ if and only if h= 0.
HV2. ξ(1)= 0.
HV3. ξ(λh)= ξ(h)− v(λ) for h ∈H , λ ∈K .
HV4. ξ(gh) ξ(g)+ ξ(h) for g,h ∈H .
HV5. ξ(g + h)max{ξ(g), ξ(h)} for g,h ∈H .
HV6. ξ(Sh) ξ(h); ξ(ε(h)) ξ(h).
HV7. ξ(h) inf{max∑{ξ(h1)+ ξ(h2)}},
where ∆(h)=∑h1⊗h2; here max∑ is taken over the terms in a fixed expression of ∆(h)
in Sweedler notation, while inf is over all possible decompositions of ∆(h).
2.1. Observation. Condition HV7 actually leads to an equality. Indeed from ∆(h) =∑
h1 ⊗ h2 we may derive:
h=
∑
ε(h1)h2 =
∑
h1ε(h2).
Applying HV3 we arrive at
ξ(h)max∑ {ξ(ε(h1))h2}=max∑ {ξ(ε(h1))+ ξ(h2)}, (∗)
where the latter equality is a consequence of HV3. Since the inequality (∗) holds for every
decomposition of ∆(h) we obtain ξ(h) inf{max∑{ξ(ε(h1))+ ξ(h2)}}. Now, from HV6
it follows that
ξ
(
ε(h1)
)+ ξ(h2) ξ(h1)+ ξ(h2),
hence ξ(h)  inf{max∑{ξ(ε(h1)) + ξ(h2)}}  inf{max∑{ξ(ε(h1)) + ξ(h2)}}. Therefore
HV7 actually expresses an equality, even moreover:
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{
max∑ {ξ(h1)+ ξ(h2)}}= inf{max∑ {ξ(ε(h1))+ ξ(h2)}}
= inf
{
max∑ {ξ(h1)+ ξ(ε(h2))}}.
2.2. Warning. When comparing our theory to the multiplicative theory of group valuations
as these have been used in [2], note that those group valuations are really the associated
absolute value functions, not the valuation order functions; the relation between these is
classically given by “minus the natural logarithm.” Hence if our ξ is restricted to the group
G(H) of group-like elements of H this does not immediately yield the group valuation
values but there is the usual logarithmic relation via − ln.
2.3. Theorem. The Hopf valuation filtration functions ξ :H → Γ ∪ {−∞} satisfying
HV1, . . . ,HV7, correspond bijectively to the separated Hopf filtrations FH extending the
valuation filtration fK corresponding to the valuation v.
Proof. Let us start from a Hopf valuation filtration function ξ :H  Γ ∪ {−∞} with
properties HV1, . . . , HV7. For γ ∈ Γ put FγH = {h ∈ H : ξ(h)  γ }. Properties HV5
and HV3 entail that FγH is an additive subgroup of H , containing 0 because of HV1.
From HV2, HV4, HV5 it follows that FH is a filtration of the ring H . Putting h = 1 in
HV3 entails ξ(λ)=−v(λ) for λ ∈K , hence FH does extend the valuation filtration fK
corresponding to v. For h ∈ H we have h ∈ Fξ(h)H , therefore FH defines an exhaustive
filtration of H . From HV6 we infer that S and ε are filtered maps of degree zero with
respect to FH . Now suppose that FH were non-separated. Then there would exist a
nonzero x ∈H such that for every γ ∈ Γ such that x ∈ FγH we automatically must have
x ∈ F 0γ H . In any case we have x ∈ Fξ(x)H , however if for some γ < ξ(x) we would
have x ∈ FγH then by definition of FγH it means that ξ(x) < γ , contradicting γ < ξ(x).
Therefore x ∈ Fξ(z)H −F 0ξ(z)H . Considering h ∈H and ∆(h)=
∑
h1⊗h2, we may apply
Observation 2.1 and arrive at
ξ(h)= inf
{
max∑ {ξ(h1)+ ξ(h2)}}.
In order to prove ∆(FγH) ⊂∑τ∈Γ FτH ⊗ Fγ−τH , it is enough to establish this for
γ = ξ(h), any h ∈H ; indeed, ξ is (like v) assumed to be surjective. Now if δ > ξ(h)= γ
then for some decomposition ∆(h) =∑h1 ⊗ h2 we must have that δ  max∑{ξ(h1)+
ξ(h2)}.
The latter comes down to
∆(h) ∈
∑
τ∈Γ
FτH ⊗Fδ−τH. (∗)
At this point recall that FH is a strong filtration and FτH = FτKF0H = fτKF0H for
every τ ∈ Γ . Hence for the tensor filtration on H ⊗K H we obtain:
Fτ (H ⊗K H)=
∑
Fτ−σH ⊗ FσH =
∑
Fτ−σKFσKF0H ⊗ F0H = FτH ⊗F0H.
σ∈Γ σ∈Γ
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indeed, over a valuation domain every finitely generated torsion free module is projective
and every projective is free, so F0H is the direct limit of free modules of finite rank, thus
flat. It follows that
⋂
δ(FδH ⊗D F0H) = (
⋂
δ FδH) ⊗D F0H . But either ξ(h) is equal
to some max∑{ξ(h1)+ ξ(h2)} for a certain decomposition ∆(h) =∑h1 ⊗ h2 in which
case (∗) applies with δ = ξ(h) and then there is nothing else to prove, or else ξ(h) appears
as the inf of elements max∑{ξ(h1)+ ξ(h2)} ∈ Γ (observe that the max∑ is over a finite
set) and by the separatedness (see Lemma 1.1) we have: FγH =⋂δ>γ FδH for γ = ξ(h).
Consequently, also in the latter case ∆(h) ∈ FγH ⊗ F0H for γ = ξ(h). We have proved
that FH is a Hopf filtration.
Conversely, start from a given separated Hopf filtration FH extending fK . In view of
the separatedness, any nonzero x ∈H is in FγH −F 0γ H for some unique γ ∈ Γ . Therefore
the function ξ :H → Γ ∪ {−∞} defined by ξ(0)=−∞, ξ(x)= inf{τ : x ∈ FτH } is well-
defined and it is surjective since FH extends fK and v :K  Γ ∪ {−∞} is surjective.
We may think of ξ(x) as the “filtration degree” with respect to FH . Verification of the
properties HV1, . . . ,HV7 is straightforward. ✷
Let us point out that it is possible to define a pseudovaluation associated to ξ , this
is, a function defined on the lattice of D-submodules of H and takes values in the
completion Γ̂ of Γ . Such pseudovaluations of algebras were considered first in [4];
although they seem to be useful in case Γ is discrete or FH has discrete support, we
do not go into this theory here.
The advantage of Theorem 2.3 is that we know a Hopf valuation ξ if and only if we know
the Hopf order F0H = {h ∈ H : ξ(h)  0} in H . It is of some importance to realize that
in case of a group algebra H =KG for a finite group G, the knowledge of a Zassenhaus
valuation on G does not unambiguously determine a Hopf valuation on KG nor a Hopf
order of KG. Indeed, the construction of Larson orders different from DG in KG exactly
shows that different orders may be constructed from the same Zassenhaus valuation of G,
cf. [2].
Theorem 2.3 applied to the case of a group algebra, entails that bothDG and a nontrivial
Larson order DG L⊂KG correspond to different Hopf valuation functions on KG but
these may take the same values on some K-basis of the Hopf algebra, e.g., on G in the
case of H =KG. It turns out that some basis or generating set is better than others! This
may be related to the notion of “good filtration” on H as defined in 1.6. In the following
section we hope to clarify this dependence on the choice of sets of generators. In doing so
we will obtain a constructive method for making (maximal) orders of Larson-type in any
finite-dimensional Hopf algebra, plus a general explanation of their existence in terms of
the above mentioned base change (see Section 4 where also several examples are given).
3. The derived valuation filtration function
Throughout this section H is as before a Hopf algebra over K with a separated Hopf
filtration FH extending fK associated to a valuation v of K . The Hopf valuation function
associated to FH is ξ . In this situation F0H is a Hopf algebra over D = f0K and it is
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Ih = {x ∈K: xh ∈ F0H }. The next proposition establishes that ξ may be calculated from
data in K .
3.1. Proposition. For h ∈ H , ξ(h) = v(Ih), in particular, for h ∈ K we have ξ(h) =
−v(h). Let ξ1, respectively ξ2, correspond to Hopf filtrations F 1H , respectively F 2H ;
then F 10 H ⊂ F 20 H is equivalent to ξ1  ξ2.
Proof. Take h = 0 in H , then for some γ ∈ Γ , h ∈ FγH − F 0γ H . Suppose xh ∈ F0H
for x ∈ K; such an x exists because KF0H = H . Then x ∈ FδH entails h ∈ Fδ−1K =
Fδ−1H ∩K and this forces δ = γ−1. Therefore Ih ⊂ fγ−1K .On the other hand, fγ−1K ⊂ Ih, therefore we arrive at Ih = fγ−1K , hence ξ(h) =
γ = v(Ih). For the second statement, observe that F 1H and F 2H are strong filtrations,
therefore an inclusion F 10 H ⊂ F 20 H1 entails F 1γ H ⊂ F 2γ H for every γ ∈ Γ and the relation
ξ2  ξ1 follows. Conversely, ξ2  ξ1 clearly implies F 10 H = {h ∈H : ξ1(h) 0} ⊂ F 20 H ={h ∈H : ξ2(h) 0}. ✷
When h ∈ F0H then ε(h) ∈D and if v(ε(h))= γ then we may divide h by λ ∈K with
v(λ) = γ , we still have that ε(λ−1h) ∈ D but we do not know whether λ−1h ∈ F0H . If
a suitable set of K-generators for H , B say, can be selected such that {λ−1i hi : hi ∈ B}
generates a ring over D, then we might obtain a method to construct D-orders in H .
Elements of H that are obvious candidates for the best divisibility properties are those
h ∈ H with ε(h) = 0, i.e., elements of the augmentation ideal. This is at the basis of the
definition of the derived valuation filtration function dε associated to ξ .
Consider the K-space H/K , K embedded in H in the canonical way, and define
dξ :H/K→ Γ ∪{−∞} by putting dξ(h¯)= ξ(h−ε(h)), where h¯ is the class of h in H/K;
we shall also write dξ for the function defined on H by dξ(h)= ξ(h− ε(h)), taking into
account that dξ(λ)=−∞ for every λ ∈K .
3.2. Lemma. Either ξ(h) = ξ(ε(h)) or ξ(h) = dξ(h), in other words, dξ(h) < ξ(h) is
possible only when ξ(h)= ξ(ε(h)) and ε(h) = 0.
Proof. Since h= (h−ε(h))+ε(h), in case ε(h) = 0 we have ξ(h)max{dξ(h), ξ(ε(h))};
on the other hand, by definition of dξ we also have dξ(h)  max{ξ(h), ξ(ε(h))}. Com-
bining these yields immediately that either ξ(h) = ξ(ε(h)) or ξ(h) = dξ(h), the second
statement in the lemma is clear. ✷
The calculus with respect to dξ is close to the one for ξ , but there are some obvious
modifications which we phrase in the following proposition.
3.3. Proposition. With notation and conventions as before, the function dξ satisfies the
following properties:
DHV1. dξ(h)=−∞ if and only if h ∈K .
DHV2. For λ ∈H , h ∈H , dξ(λh)= dξ(h)− v(λ).
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ε(h)= 0, dξ(gh) dξ(g)+ dξ(h).
DHV4. For g,h ∈H , dξ(g+ h)max{dξ(g), dξ(h)}.
DHV5. For h ∈H , dξ(Sh)= dξ(Sh).
DHV6. For h ∈H −K with ε(h)= 0 and ∆(h)=∑h1 ⊗ h2,
dξ(h) inf
{
max∑ {dξ(h1)+ dξ(h2)}}.
Proof. The proof of DHV1, DHV2, DHV4 is straightforward.
DHV3. The first statement follows from
gh− ε(gh)= (g − ε(g))h+ ε(g)(h− ε(h)),
hence dξ(gh)max{ξ((g − ε(g))h), ξ(ε(g)(h− ε(h)))}. The latter combined with HV4
and ξ(ε(g)) ξ(g) yields the statement. In case ε(g)= ε(h)= 0 we may assume g /∈K ,
h /∈ K because otherwise there is nothing to prove. In that case, ξ(g) = ξ(ε(g)) and
ξ(h) = ξ(ε(h)), thus Lemma 3.2 applies and we obtain dξ(g)= ξ(g), dξ(h)= ξ(h), and
also
dξ(gh) ξ(gh) ξ(g)+ ξ(h)= dξ(g)+ dξ(h).
DHV5 follows from dξ(Sh) ξ(Sh− ε(Sh))= ξ(h− ε(h))= dξ(h).
DHV6. From ε(h) = 0 it follows that ξ(ε(h)) = ξ(h) because h /∈ K; thus in
view of Lemma 2.2 dξ(h) = ξ(h). Therefore dξ(h)  inf{max∑{ξ(h1) + ξ(h2)}} 
inf{max∑{dξ(h1)+ dξ(h2)}}, as desired. ✷
To any Hopf valuation filtration function ξ , there corresponds a Hopf order over
D,H(ξ)= {h ∈H : ξ(h) 0}. To the derived function, we now associate H(dξ) defined
by H(dξ) = D ⊗ {h ∈ ε−1(D): −∞  dξ(h)  0}. Since ξ(h)  0 entails ξ(ε(h))  0,
we may apply Lemma 2.2 and conclude that H(ξ)⊂H(dξ).
3.4. Theorem. With notation as above, in particular, w is the maximal ideal of D,
H(dξ) is a Hopf order over D in H , it is the D-algebra generated by the elements of
wdξ(h)(h− ε(h)) for h ∈ ε−1(D). In fact, H(ξ)=H(dξ).
Proof. Following the line of proof of Theorem 2.3, we may define a Hopf filtration FdH
on H by
Fdγ H = fγK ⊕
{
h ∈ ε−1(D): dξ(h) γ }, for γ ∈ Γ.
Obviously, Fdγ H = fγKFd0 H = fγKH(dξ). Note that, while following the lines of proof
of Theorem 2.3, we now have to use DVH3, DVH5, . . . . It is clear that dξ(wdξ(h)(h −
ε(h)) 0. On the other hand, if h ∈ ε−1(D) is such that−∞< dξ(h) 0, then h−ε(h) ∈
wdξ(h)(h− ε(h)) with ε(h) ∈D; therefore such an h is in the D-algebra generated by the
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if ξ(h) = dξ(h) and ε(h) = 0 then ξ(h) = ξ(ε(h)) entails ξ(h)  0 as ε(h) ∈ D, hence
H(dξ)=H(ξ) follows. ✷
3.5. Remark.
(1) So far the term Hopf order only referred to the property H =KH(ξ) or H =KF0H .
In case H is finite-dimensional, we want to consider D-orders that are finite over D,
this is done in Section 4.
(2) The foregoing theorem may be disappointing if one hoped for a new order H(ξ) to
appear. Nevertheless, the description of H(ξ) in terms of dξ or of elements of the
form h − ε(h) will be essential in the construction of new orders depending on the
choice of some suitable K-basis for H , in case H is finite-dimensional.
4. The finite case. Examples
We consider a Hopf algebra H , finite-dimensional over K . We look at comparable Hopf
valuation filtration functions ξ  ξ0 with associated Hopf algebras over D, H(ξ0)⊂H(ξ).
In view of concrete applications and examples we will consider, we may start from a Hopf
order H(ξ0) having a finite D-basis B , and it is not restrictive to assume that ε(b)= 0 for
b ∈ B . Define HB(ξ) to be the D-algebra generated by the wdξ(b)b for b in B .
4.1. Theorem. With notation as above, HB(ξ) is a Hopf order in H such that H(ξ0) ⊂
HB(ξ)⊂H(ξ).
Proof. Follow the lines of proof for Theorem 2.3 but using DHV5 and DHV3, taking into
account that ε(b)= 0 with b = 0 yields dξ (b)= ξ(b) = −∞. ✷
In case D is Noetherian, D is a discrete valuation ring, e.g., Γ = Z, w = (π), and π
a uniformizing parameter. This is the case considered in [2]; we shall restrict to a discrete
valuation ring case in the sequel!
4.2. Proposition. Let H be a finite-dimensional Hopf algebra and assume it is semisimple,
let D be a discrete valuation ring of K , then HB(ξ) as defined before has a finite D-basis.
Proof. By definition HB(ξ) is generated by the πξ(b)b, b ∈ B , hence it is an affine
algebra over a Noetherian ring D. Since H is finite-dimensional, HB(ξ) is also a PI-ring.
Consequently, since H is semisimple, HB(ξ) is a semiprime ring, and by the foregoing
a Noetherian PI ring. Hence we obtain that HB(ξ) is a finite D-module and, since it is
torsion-free (contained in H a K-algebra), it is free of finite rank. Note that the minimal
prime ideals of HB(ξ) correspond bijectively to the minimal prime ideals of H and HB(ξ)
embeds in a finite product of prime Noetherian PI rings. ✷
4.3. Observation. The case considered by Larson in [2] is an example of the above
situation because H =KG over a field of characteristic zero; the Larson orders correspond
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proposition yields a short proof for the fact, proved in [2] by combinatorial methods, that
the Larson orders have a finite basis. We can extend Proposition 3.2 for certain Hopf orders
in case H is not semisimple. Let us call a D-order Λ of H a moderate order if its prime
radical rad(Λ) is a finitely generated D-module. Since KΛ=H and rad(H) is nilpotent,
say (radH)d = 0, it follows that rad(Λ)= rad(H)∩Λ and rad(Λ)d = 0.
4.4. Proposition. Let D be a discrete valuation ring of K , H a finite-dimensional Hopf
algebra. If HB(ξ) is a moderate order of H then HB(ξ) has a finite D-basis.
Proof. HB(ξ)/ rad(HB(ξ)) is embedded in a product of prime Noetherian PI rings that
are D-orders in some simple Artinian component of H/ rad(H), hence this is a finitely
generated D-module. Since HB(ξ) is assumed to be moderate, rad(HB(ξ)) is already
a finitely generated D-module, hence so is HB(ξ). Again since HB(ξ) is a torsion-free
D-module, it follows that it has a finite D-basis. ✷
Most often Hopf algebras will be given to us by specific generators and not too
complicated multiplication and comultiplication rules. This usually allows immediately
to find a rather trivial Hopf order by taking the specific generators over a subring of K
containing the multiplication and comultiplication structure constants (very often this is
just Z or Z[ρ] for some root of unity, ρ say). That order is chosen for H(ξ0). The nature of
the generators given (e.g., group-like, skew derivations) turns out to be such that the radical
part can be well controlled, e.g., all examples given later are moderate orders.
4.5. Remark.
(1) The construction of HB(ξ) shows that HB(ξ) is determined by HB(ξ0) and the
values of ξ on B . This is exactly the advantage of considering the basis B , e.g., in
Observation 4.3 the chosen basis defines a Larson order. This may be done via a
Zassenhaus valuation onG that can be translated to a Hopf valuation function ξ onKG
that we need not describe on all elements of KG explicitly, because only the ξ(b) have
been used in the construction of HB(ξ). Whereas the elements of the basis {g: g ∈G}
have valuation filtration degree zero in either DG, HB(ξ) or H(ξ) in KG (because
every g ∈G is a unit in each of these rings) the basis B is more “discerning.”
(2) Is HB(ξ) =H(ξ)? If not, then we can start from HB(ξ) as H(ξ) and find a D-basis
B1 of HB(ξ), to repeat the construction of a Hopf order HB1(ξ), HB(ξ)⊂HB1(ξ)⊂
H(ξ). If H(ξ) is moderate, i.e., Noetherian as aD-module, the process must terminate.
However we can do slightly better:
4.6. Proposition. Let D be a discrete valuation ring of K and H a finite-dimensional Hopf
algebra over K; then for given valuation functions ξ  ξ0 with corresponding moderate
Hopf orders H(ξ0)⊂H(ξ), there exists a K-basis B of H contained in H(ξ0) such that
H(ξ)=HB(ξ).
Proof. Pick a D-basis B ′ for H(ξ) and for b′i ∈ B ′ put βi = ξ0(b′i ), i = 1, . . . , n. Since
ξ  ξ0, we have βi  0 and by definition πβi b′ ∈ H(ξ0) − πH(ξ0), where w = (π).i
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consequently HB(ξ)=H(ξ). ✷
In constructing examples we follow the following strategy. We start from a Hopf order
H(ξ0) that can be chosen arbitrarily but it is usually the most trivial one we can find,
as explained in the remarks preceding Remark 4.5. Let {x1, . . . , xn} be a D-basis for
H(ξ0). We think of H(ξ) as a hypothetical Hopf order containing H(ξ0) and calculate
the conditions relating the ξ(xi), i = 1, . . . , n, from the properties of ξ . Then we apply the
HB(ξ) construction and we will obtain a Hopf order containing H(ξ0) but not necessarily
HB(ξ)=H(ξ) (see Remark 4.5 and Proposition 4.6) because the ξ -values on B may not
suffice to determine ξ . In any case, since HB(ξ) is a Hopf order, we have HB(ξ)=H(ξ ′)
for some function ξ ′ such that ξ  ξ ′  ξ0 and ξ and ξ ′ agree on the basis B . Now, in
constructing examples, we do not really care about this ambiguity because H(ξ) was
“virtual” to start with and constructing H(ξ ′)  H(ξ0) may be viewed as constructing
just another H(ξ) (we never specified which ξ we actually aim to arrive at). In practical
situations there are two phenomena that seem to happen frequently (always, for the
examples we consider hereafter): first, a D-basis for rad(H(ξ0)) is obvious from the way H
is defined; secondly, when looking at ππ(b)b for b in the selected D-basis (containing
the D-basis for rad(H(ξ0)) in it) it turns out that these actually form a D-basis for the
D-algebra generated by them! The latter fact is not always trivial to verify, e.g., for the
Taft algebra H in Example 4.8 the technical Lemma 4.9 is necessary, Example 4.14 makes
this even more clear.
4.7. Example. Consider the Sweedler Hopf algebra over the field of p-adic rationals Qp ,
say H =Qp[x, y] generated by x, y satisfying x2 = 1, y2 = 0, xy + yx = 0, such that:
ε(x)= 1, S(x)= x, ∆(x)= x ⊗ x,
ε(y)= 0, S(y)= xy, ∆(y)= l⊗ y + y ⊗ x.
Let Zp denote the p-adic integers in Qp; then after putting D = Zp with maximal ideal
(π)= (w);
H(m)= Zp +Zp(x − 1)+w−my +w−mxy
is a Hopf order in H for every m 0 in N.
Proof. It is possible to verify this “by hand” because multiplication and comultiplication
may be written down explicitly with respect to the basis 1, x − 1, y, xy; nevertheless let us
show how foregoing methods may be applied here.
Since (x − 1)y = xy − y we have: ξ(x − 1) + ξ(y)  max{ξ(xy), ξ(y)} where ξ is
supposed to be the valuation filtration function corresponding to some Hopf order H(ξ)
containing Zp[x, y], the latter is also a Hopf order (trivial) we may consider as H(ξ0).
From (x − 1)xy = y − xy we obtain
ξ(x − 1)+ ξ(xy)max{ξ(xy), ξ(y)}. (∗)
768 F.S. Aly, F. Van Oystaeyen / Journal of Algebra 267 (2003) 756–772From ξ(xy)  ξ(x) + ξ(y) HV4 and ξ(Sh)  ξ(h), plus the fact that S(y) = xy
and S(xy) = −y , we obtain that ξ(y) = ξ(xy). From (∗) above it then follows that
ξ(x − 1) 0. So we put ξ(y)= ξ(xy)=m 0 and ξ(x − 1)= 0. Since
∆(x − 1)= x ⊗ x − 1⊗ 1,
∆(y)= 1⊗ y + y ⊗ (x − 1)+ y ⊗ 1,
∆(xy)= xy⊗ (x − 1)+ 1⊗ y + xy ⊗ 1,
the Zp-subalgebra H(m) generated by the xξ(b)(b − ε(b)) (this is nothing but H(m) as
defined in the example) is a Hopf order, with Zp-basis 1, x − 1,π−my , π−mxy . Note that
for m = 0, H(m) =H(ξ0) and if m<m′ then H(m)H(m′); consequently, there cannot
be a really maximal Hopf order H . ✷
Recall that the two-generator Taft algebraHT (n) overK is defined by HT (n)=K[x, y]
with xn = 1, yn = 0, xy + yx = 0, and ∆(x) = x ⊗ x , ε(x) = 1, S(x) = xn−1, ∆(y) =
1⊗ y + y ⊗ x , ε(y)= 0, S(y)=−xn−1y .
4.8. Example. Let HT (n) be the Taft algebra as above over K = Qp. Then HT (−1) =
Zp +∑n−1i=1 Zp(xi − 1) +∑h−1i=0,j=1Zpπ−j xiyj is a Hopf order in HT (n) with basis
{xi(π−1y)j : i, j = 0, . . . , n− 1}.
Proof. From (xn−i − 1)yj = xn−iyj − yj and (xi − 1)(xn−i − yj ) = yj − xn−iyj , we
obtain the inequalities:
ξ
(
xn−i − 1)+ ξ(yj )max{ξ(xn−iyj ), ξ(yj )}, (∗)
ξ
(
xi − 1)+ ξ(xn−iyj )max{ξ(xn−iyj ), ξ(yj )}. (∗∗)
Moreover, HV4 yields ξ(xn−iyj )  ξ(xn−i ) + ξ(yj ), and from HV6 combined with
S(y)=−xn−1y we obtain ξ(xn−1y) ξ(y). This leads to ξ(yj )=max{ξ(xn−iyj ), ξ(yj )}
and from (∗) we thus obtain ξ(xn−i − 1)  0. So taking ξ(yj ) = 1 for all j = n and
ξ(xn−i − 1)  0 for all i = n, we satisfy the foregoing conditions. Then HT (B) with
respect to the basis {xiyj : i, j = 0, . . . , n − 1} yields exactly the HT (−1) given in the
example. To check that ∆(π−j xiyj ) ⊂ HT (−1) ⊗ HT (−1), one can use the following
combinatorial lemma. ✷
4.9. Lemma. In a Taft algebra HT we calculate for all 0 i, j < n that:
∆
(
xiyj
)= xiyj ⊗ (xi − 1)+ xiyj ⊗ 1+ j∑
r=1
αr
(
j
r
)
xi+ryj−r ⊗ xiyr
=+1⊗ xiyj + (xi+j − 1)⊗ xiyj
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αr =
{
0 when r is odd,
(r − 1)(r − 3) · · ·/(j − 1)(j − 3) · · ·(j − (r − 1)) if r is even for j even;
and
αr =
{
r(r − 2) · · ·/j (j − 2) · · · (j − (r − 1)) if r is odd,
(r − 1)(r − 3) · · ·/j (j − 2) · · · (j − (r − 2)) if r is even for j odd.
Proof. Since A is an algebra morphism:
∆
(
xiyj
)= (∆(x))i(∆(y))j = (xi ⊗ xi)(y ⊗ 1− x ⊗ y)j .
Now apply the binomial formula taking into account that yx =−xy . ✷
For group-like elements g ∈G(H)⊂H in a Hopf algebra H , the elements we have to
consider are just the g − 1 (ε(g) = 1). Therefore the following numerical lemma will be
useful.
4.10. Lemma. Let g be any element in a Q-algebra A; then for any natural number n we
have the equality
(g − 1)n = gn + αn−1(−1)(g− 1)n−1 + αn−2(−1)2(g − 1)n−2 + · · ·
+ αn−i (−1)i(g − 1)n−i + · · · + α2(−1)n−2(g − 1)2 + α1(−1)n−1(g − 1)
+ cn(−1)n,
where
αn−i = (−1)i+1
(
n
i
)
= (−1)i+1αi .
Proof. Evaluate T n − (T + 1)n = −∑nk=1 (nk)T n−k at T = g − 1. The author’s original
proof by induction is considerably shortened by this observation due to the referee. ✷
4.11. Remark.
(1) If n = pi11 pi22 · · ·piss where p1, . . . , ps are nonequal prime numbers, then p
ij
j | αpill ,
0 j, l  s, j = l, and pijj  αpijj .
(2) If n= ps , s  1, then ps−i | αpi , αpi (ps−i r−1) and ps−i+1  αpi , αp (ps−i+1).i
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no factor pq − i , 1 i  p− 1, can be divided by p, otherwise i = sp, a contradiction.
(2) If n= ps then αpi = (−1)n−pi+1ps(ps − 1) · · · (ps −pi + 1)/pi ! = ps−i z. In fact,
no factor pi − t , 1 t  pi − 1, can be divided by pl with l  i without reducing pl by a
factor of (pi − 1)! otherwise i = kpi , a contradiction. ✷
4.12. Proposition. Consider a number field K/Q and let D be a discrete valuation ring
of K extending Zp ⊂ Q (here Zp is the localization of Z with respect to the prime p).
Let e = v(p) be the absolute ramification index of K . Consider a finite-dimensional Hopf
algebra H over K and let G=G(H) be its finite group of group-like elements. If ξ is any
Hopf valuation filtration function on H extending v then we have:
(1) ξ(g − 1)= 0 for g ∈G such that the order 0(g) of g in G is not a power of p.
(2) ξ(g − 1) e(ps − ps−1)−1 if the order of g is ps .
Proof. This follows from (3) and (4) in Remark 4.10. Indeed if 0(g) = ps then it is a
multiple of at least two different primes and none of these can divide all α’s in the formula
given in Lemma 4.9, hence in that case ξ(g − 1)= 0. On the other hand, if n= ps then p
will be a divisor of all α’s in the formula in Lemma 4.9 but p2 will not divide αps−1 . From
Lemma 4.9 we may obtain an expression for (πξ(g)(g − 1))n, i.e.: with n= ps :
(
πξ(g−1)n
)= αn−1(−1)(πξ(g)(g− 1))n−1 + · · ·
+ αps−i π(n−p
s−i )ξ(g)(−1)ps−i (πξ(g)(g − 1))ps−i + · · · .
It follows from this that p = vπ(n−ps−1)ξ(g) for some v ∈D, therefore e (ps − ps−1)×
ξ(g − 1). ✷
4.13. Remark.
(1) For H = KG, G a finite group, and ξ corresponding to a Larson order (i.e., a Hopf
order HB(ξ) corresponding to the basis {1, 1 − g: g ∈ G}), the conditions in
Proposition 4.12 do reduce to the conditions also found by Larson in [2].
(2) The conditions (2) in Proposition 4.12 make it clear that the realization of a certain ξ
forces rather demanding ramification properties of v, e.g., for dξ(g) = 1 one needs
e ps − ps−1, ps = 0(g).
Recall the definition of the generalized Taft algebra with respect to a root of unity ρ,
say ρn = 1. Put HT (n) equal to the K-algebra generated by x and y satisfying xn = 1,
yn = 0 and xy = ρyx , with Hopf algebra structure given by
ε(x)= 1, S(x)= xn−1, ∆(x)= x ⊗ x,
ε(y)= 1, S(y)=−ρ−1xn−1y, ∆(y)= 1⊗ y + y ⊗ x.
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In case n = ps , for x  1
HT (−n)=D +
n−1∑
i=1
D(x − 1)i +
n−1∑
i=0,j=1
Dπ−jn(x − 1)iyj
is a Hopf order.
In case n= ps , πm(ps−ps−1) | p and πm | (ρ − 1) in D, then
HT
(−ps)=D + n−1∑
i=1
Dπ−im(x − 1)i +
n−1∑
i=0,j=1
Dπ−im−jn(x − 1)iyj
is a Hopf order.
Observe that (ρ − 1)ps = p∑ps−1i=1 (αi/p)(ρ − 1)i (Lemma 3.9) and then (ρ − 1)ps ∈
(p)⊂ π(psps−1)m, where psm< e+ ps−1m, e= v(p).
A full proof of the claims can be obtained via the quantum binomial formula (see [5]
applied to f = π−m(g − 1), and via a careful coefficient calculation in an expression for
Xtf s , t, s ∈ N. We omit these technical details here. Let us just provide a concrete case
where all of the above phenomena are clear.
4.15. Example. Take p = 2 and look at the localization of Zz[ρ] at ρ − 1 where
ρ = 4√−1 = √i. For D we take Z[(ρ − 1)1/5]((ρ−1)1/5). In this case π = (ρ − 1)1/5,
(2) = (π5), v(π) = 1, e = v(2) = 5, v(ρ − 1) = 5, ρ8 = 1. So we have (ρ − 1)8 ∈ (2)
and (2)⊂ (ρ − 1)⊂ (π)⊂D. The constructions in Remark 4.13 apply in this case.
Let us conclude with an example showing the effect of base change.
4.16. Example. We start with the situation of Example 4.7 but with K a number field such
that πm | 2 in D. Put H(m,n)=D[f,χ], f = π−m(x − 1), χ = π−ny . Then H(m,n) is
a Hopf algebra of rank 4 over D with
∆(f )= f ⊗ x + 1⊗ f,
f χ + χf = νχ, where 2= νχm with ν ∈D,
∆(fχ)= f χ ⊗ 1+ 1⊗ fχ + f ⊗ xχ + χ ⊗ f x,
∆(χ)= 1⊗ χ + χ ⊗ x,
f χ − χ = νxχ.
We may also define H(n) as in Proposition 4.6, it is of rank 4 over D with basis
{1, x−1,π−ny,π−nxy}. Both H(m,n) and H(n) contain the Hopf order D[x, y] (viewed
as H(ξ0) in Proof of 3.6)
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respect to B ′ = {1, x − 1, y, (x − 1)y}, and these orders are obviously different.
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