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Abstract
This paper presents a drag reduction study using active flow control (AFC)
on a generic bluff body. The model consists of a simplified truck cabin,
characterized by sharp edge separation on top and bottom edges and pressure
induced separation on the two other rounded vertical front corners. The
pressure induced separation reproduces the flow detachment occurring at the
front A-pillar of a real truck [1]. The prediction of the flow field by partially
averaged Navier-Stokes (PANS) simulations, conducted on a relatively coarse
mesh, is validated against wind tunnel data (pressure measurements and
particle image velocimetry (PIV)) and resolved large eddy simulations (LES)
data. The Reynolds number for both simulations and experiments is Re =
5× 105 (which corresponds to 1/6 of a full scale truck Re) based on the inlet
velocity Uinf and the width of the model W = 0.4m. A validation of PANS
results is followed by a CFD study on the actuation frequency that minimizes
the aerodynamic drag and suppresses the side recirculation bubbles. PANS
accurately predicts the flow field measured in experiments and predicted by a
resolved LES. The side recirculation bubble of a simplified truck cabin model
is suppressed almost completely and a notable drag reduction by means of
AFC is observed.
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aerodynamics
1. Introduction1
Heavy road vehicles present an external flow complexity defined by a tur-2
bulent boundary layer, massive separation, shear layer evolution and reat-3
tachment. All these phenomena are of great interest to aerodynamicists,4
world leading truck companies and truck fleet owners. In fact, the aero-5
dynamic losses of a truck at cruise speed reach 60-70% of the total losses6
[2, 3, 1]. Therefore, an optimized aerodynamic design is beneficial for fuel7
consumption and emission reduction. Starting from the early 1970s the aero-8
dynamic of heavy vehicles has significantly evolved, and this has enhanced9
their efficiency. The work presented in [4, 5, 6, 7, 3, 8] are just a few examples10
of many developments during the years. As a result, aerodynamic solutions11
and add-ons are extensively employed and promoted by truck fleet owners12
and companies, respectively.13
As often happens in the aerodynamic field, the pioneering findings of14
aeronautical research have inspired new flow control techniques for road ve-15
hicles. Active flow control (AFC) is not an exception. Different from passive16
flow control techniques, AFC opens the possibility for feedback or, better17
put, closed-loop control [9]. Thus, an ideal AFC is not merely studied for18
reduction of aerodynamic drag but it could also enhance the stability of the19
vehicle and the ride comfort. Among the multitude of AFC techniques, a20
zero net mass flux (ZNMF) synthetic jet is chosen in this work as a control21
device. This control technique has been extensively used in different aerody-22
namic fields to control flow separation. It has been used to manipulate the23
wake of bluff bodies [10] and generic vehicles [11, 12], as well as to prevent the24
stall of aerofoils at high angle of attack [13, 14, 15]. Several reviews of their25
development and potential applications are presented by different authors26
[16, 17, 18, 19, 9]. The prevention of large scale flow separation is the ulti-27
mate and common goal of the aforementioned studies. A closer observation28
of the flow features of a truck shows that there are four main drag sources29
due to massive flow separation: the wheels and under-body, the wake, the30
gap between the tractor and trailer, and the front separation, Fig. 1 (a).31
This work focuses on the front separation occurring at the A-pillar of a truck32
cabin, Fig. 1 (b). This kind of separated flow can be reconnected to studies33
on leading-edge separations [20, 21]. Different flow control techniques have34
2
been investigated to overcome this pressure induced detachment of the flow,35
from suction and oscillatory blowing [22, 23] to plasma actuators [24]. In this36
specific case, a simplified model (Fig. 2 and Tab. 1) is chosen to reproduce37
the A-pillar flow separation and a synthetic jet (Fig. 1 (c)) is used to control38
its behaviour. The working principle of this device is described in Fig. 139
(c). A flexible diaphragm in a sealed cavity generates a periodic suction and40
blowing of air at the opened slot at the A-pillar of the truck cabin model.41
Despite recent progress in large eddy simulation (LES) and ever growing42
computational resources, an accurate LES calculation for detailed bluff bod-43
ies (vehicles) is still difficult to achieve, mainly because of the dense mesh44
resolution required. For this reason, a hybrid method, partially averaged45
Navier-Stokes (PANS), is used in this work. PANS was already proven to46
be effective for different bluff body flows [25, 26, 27], but its potential in47
predicting the present flow case requires further validation. In particular,48
PIV and surface pressure measurements were performed in the closed-circuit49
Chalmers University wind tunnel and used as a benchmark for the numerical50
validation.51
This work is a continuation of a previous LES study [28] and an ex-52
perimental study [29], where, an optimal actuation frequency was found to53
control the separation of the boundary layer from a rounded edge. The work54
in the present paper is a further step toward the implementation of a realistic55
truck A-pillar flow control, in which the following goals are achieved:56
• The PANS approach is investigated and validated for the unactuated57
flow configuration against experiments and resolved LES.58
– Pressure, velocity and Reynolds stress profiles are compared.59
– Proper orthogonal decomposition (POD) and fast Fourier trans-60
form (FFT) results are used for an extended validation and are61
shown to be effective tools for a flow study.62
• The main features of the unactuated case are described in terms of flow63
structures and frequencies.64
• Following the POD results and the findings of two previous studies65
[28, 29], three different actuation frequencies are chosen.66
• A reduction of the recirculation bubble is achieved and described for67
the actuated cases.68
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Figure 1: Main sources of aerodynamic drag for a truck (a). The A-pillar separation and
the effect of the actuation (b). the solid blue line shows the unforced flow while the dashed
blue line show an ideally forced flow condition. Jet flow by means of a membrane motion
(c).
The remainder of the article is organised as follows: chapter 2 details the69
numerical formulation, the model used and the numerical and experimental70
set-up. Chapter 3 is divided in two main parts: first, results regarding the71
validation of PANS compared to resolved LES results and experimental data72
are presented. Second, an AFC application is simulated using the PANS73
equations. Conclusions are presented in chapter 4.74
2. Set-up75
The interrogated region, the numerical set-up and the experimental set-76
up are described in this section.77
2.1. Domain and interrogated region78
The computational domain, Fig. 2 (a), was designed to reproduce the79
main dimensions of the wind tunnel’s test section used for the experiments,80
Fig. 2 (b). All the dimensions are scaled by the model’s width W = 0.4m,81
Tab. 1. 2D snapshots of the flow were recorded during experiments and82
compared to simulations. Pressure (only for simulations) and velocity data83
(for both simulations and experiments) were stored on a finite grid plane84
placed at z = 0 (model centreline, see Fig. 2 (c) for coordinate system), Fig.85
3. The window size observed in both CFD and experiments is 1W × 0.5W ,86
as visualized in Fig. 3 (a). Snapshots from both numerical simulations and87
experiments were later employed for POD and FFT analyses.88
2.2. Numerical set-up89
LES and PANS were employed for the numerical study. The same bound-90
ary conditions were applied for both methods. A homogeneous Neumann91
boundary condition was applied at the outlet. The surfaces of the body and92
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Figure 2: Computational and experimental setup (a). Wind tunnel test section and the
model in place (b). A sketch of the model (c); the name of each face and the location
of the pressure tap arrays (dashed blue lines). Zoom-in of the rounded corner and slot
position (d). Dimensions are reported in Tab. 1.
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Figure 3: Observed domain dimensions (a) and a sketch of the PIV interrogated (b).
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H G L I K S R
1 0.0025 0.9 17.5 3 4.5 0.05
Table 1: Dimensions of the domain and the model scaled by the model width W = 0.4m.
Letters refer to Fig. 2.
the wind tunnel walls were treated as no-slip walls. A time varying velocity93
(Eq. 26), reproduced the jet flow described by Fig. 1 (c). When the flow94
is unactuated, the AFC surface was defined as a no-slip wall, likewise the95
rest of the body. The position of the actuator and the slot dimension are96
described by Fig. 2 (d) and Tab. 1, respectively. The numerical study of97
the AFC aims to show the potential of such a technique, therefore, the sim-98
ulations presented in section 3.2 show qualitative results of the effectiveness99
of this control. Future investigations and validations will be performed for a100
quantitative study toward a more realistic numerical modelling of the AFC101
boundary condition.102
2.2.1. The LES equations103
The governing LES equations are the spatially implicit filtered Navier-104
Stokes equations, where the spatial filter is determined by the characteristic105
width ∆ = (∆1∆2∆3)
1
3 , and ∆i is the computational cell size in the three106
coordinate directions.107
∂u¯i
∂xi
= 0 (1)
and108
∂u¯i
∂t
+
∂
∂xj
(u¯iu¯j) = −1
ρ
∂p¯
∂xi
+ ν
∂2u¯i
∂xj∂xj
− ∂τij
∂xj
. (2)
Here, u¯i and p¯i are the resolved velocity and pressure, respectively, and the109
bars over the variables denote the operation of filtering. The influence of the110
small scales in equation 2 appears in the SGS stress tensor, τij = uiuj− u¯iu¯j.111
The algebraic eddy viscosity model, described in [30], was employed in this112
work. The Smagorinsky model represents the anisotropic part of the SGS113
stress tensor, τij as114
τij − 1
3
δijτkk = −2νsgsS¯ij (3)
where the SGS viscosity,115
νsgs = (Csfvd∆)
2|S¯| (4)
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and,116
S¯ =
√
(2S¯ijS¯ij) (5)
where117
S¯ij =
1
2
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
. (6)
The Smagorinsky constant, Cs = 0.1, previously used in bluff body LES [31],118
is used in the present work. fvd, in equation 4, is the Van Driest damping119
function,120
fvd = 1− exp
(−n+
25
)
(7)
where n+ is the wall normal distance in viscous units.121
2.2.2. The PANS equations122
The PANS governing equations are defined by the following model [32, 33].123
∂Ui
∂x
= 0 (8)
124
∂Ui
∂t
+ Uj
∂Ui
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
(
ν
∂Ui
∂xj
− τ(Vi, Vj)
)
(9)
where τ(Vi, Vj) is the generalized second moment [34] and represents the effect125
of the unresolved scales on the resolved field. The Boussinesq assumption is126
now invoked to model the second moment:127
τ(Vi, Vj) = −2νuSij + 2
3
kuδij. (10)
Here, ku is the unresolved kinetic energy, Sij =
1
2
(∂Ui/∂xj + ∂Uj/∂xi) is the128
resolved stress tensor, and νu = Cµζuk
2
u/εu is the viscosity of the unresolved129
scales where ζ = v2u/ku is the velocity scale ratio of the unresolved velocity130
scale v2u and unresolved turbulent kinetic energy ku. v
2
u refers to the normal131
fluctuating component of the velocity field to any no-slip boundary. At this132
stage, three transport equations for ku − εu − ζu and a Poisson equation for133
the elliptic relaxation function of the unresolved velocity scales are necessary134
to close the model. Thus, the complete PANS k − ε− ζ − f model is given135
by the following set of equations:136
∂ku
∂t
+ Uj
∂ku
∂xj
= Pu − εu + νu
σku
∂2ku
∂x2j
(11)
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137
∂εu
∂t
+ Uj
∂εu
∂xj
= Cε1Pu
εu
ku
− C∗ε2
ε2u
ku
+
νu
σεu
∂2εu
∂x2j
(12)
138
∂ζu
∂t
+ Uj
∂ζu
∂xj
= fu − ζu
ku
(εu(1− fk)− Pu) + νu
σζu
∂2ζu
∂x2j
(13)
139
L2u∇2fu − fu =
1
Tu
(
c1 + c2
Pu
εu
)(
ζu − 2
3
)
. (14)
νu = Cµζu
k2u
εu
is the unresolved turbulent viscosity. Pu = −τ(Vi, Vj)∂Ui∂xj is the140
production of the unresolved turbulent kinetic energy, which is closed by the141
Boussinesq assumption, equation 10. The coefficients C∗ε2 and Cε1 are defined142
as:143
C∗ε2 = Cε1 + fk(Cε2 − Cε1) (15)
144
Cε1 = 1.4
(
1 +
0.045√
ζu
)
. (16)
σku = σk
f2k
fε
and σεu = σε
f2k
fε
are the counterpart of the unresolved kinetic145
energy and dissipation, respectively. In this way, fk and fε contribute to146
changing the turbulent transport Prandtl number contributing to the de-147
crease of the unresolved eddy viscosity [35]. The constants appearing in148
equations 11 to 14 are: Cµ = 0.22, Cε2 = 1.9, c1 = 0.4, c2 = 0.65, σk = 1,149
σε = 1.3, σζu = 1.2. Lu and Tu are the length and time scales defined by150
using the unresolved kinetic energy:151
Lu = CL max
[
k
3/2
u
ε
, Cδ
(
ν3
ε
)1/4]
(17)
152
Tu = max
[
ku
ε
, Cτ
(ν
ε
)1/2]
(18)
where Cτ = 6, CL = 0.36 and Cδ = 85. A more detailed explanation of153
the construction of the equations is given in [36, 37]. fk and fε are the154
ratios between resolved to total kinetic energy and dissipation, respectively155
and they are the key factors that make the model act dynamically. They156
can assume values between 1 and 0 according to the selected cut-off. The157
dynamic parameter was proposed as the ratio between the geometric averaged158
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Grid Size n+mean n
+
max ∆l
+
max ∆s
+
max ∆l
+
mean ∆s
+
mean CFL
Fine 16 mil. < 0.5 < 2 < 100 < 100 < 35 < 35 < 1
Coarse 4 mil. < 0.5 < 2 < 450 < 450 < 120 < 120 < 1
Table 2: Details of the computational grids.
grid cell dimension, ∆ = (∆x∆y∆z)
1/3, and the Taylor scale of turbulence,159
Λ = (ku+kres)
3/2
ε
[38]:160
fk(x, t) =
1√
Cµ
(
∆
Λ
)2/3
. (19)
2.2.3. The mesh resolution161
The simulations in this study were performed with the commercial finite162
volume CFD solver, AVL FIRE [39]. AVL FIRE is based on the cell-centred163
finite volume approach. The grid topology was constructed using the O-164
grid technique in order to concentrate most of the computational cells close165
to the body. Figure 4 shows the discretization of the model’s surface of166
the coarse and the fine grid. A reliable LES grid should resolve 80% of167
the turbulent energy [40]. According to [41], the first grid point in the wall168
normal direction must be located at n+ < 1, where n+ = uτn
ν
with the friction169
velocity uτ . The resolution in the span-wise and stream-wise directions must170
be ∆l+ ' 15− 40 and ∆s+ ' 50− 150, respectively, in order to resolve the171
near-wall structures. Here ∆l+ = uτ∆l
ν
and ∆s+ = uτ∆s
ν
. The grid resolution172
of the two grids employed is described in Tab. 2 and visualized in Fig. 4.173
In particular, n+mean and the CFL number were under 1 all over the surface174
of the model and in the flow domain, respectively. Only few elements at the175
sharp top and bottom edges of the model gives n+ values larger than 1 but176
anyway lower than 2.177
2.3. Experimental set-up178
Experiments were carried out in the closed circuit wind tunnel at Chalmers179
University of Technology. The test section has a length of 3m, a width of180
1.8m and a height of 1.25m with a stable speed up to 60m/s. The flow turbu-181
lence level was within 0.15% at a frequency range between 1Hz and 10000Hz.182
Shown in Fig. 2 (b), is the model placed in the wind tunnel’s test section.183
Two vertical stripes of coarse randomly distributed roughness were placed184
on the frontal surface (face A Fig. 2 (c)) to ensure turbulence transition185
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Figure 4: Fine (left) and coarse (right) surface grids visualization.
and trip the boundary layer in all experimental runs. The support of the186
model was profiled by a NACA profile to avoid vortex shedding, ensure the187
vertical symmetry of the flow and save computational efforts. In fact, the188
support was not simulated in numerics and the model was represented by189
a suspended body, keeping the same ground clearance of the experiments.190
The experimental model was equipped with horizontal and vertical arrays of191
pressure taps (placed along the dashed blue lines in Fig. 2 (c)) for evaluation192
of the coefficient of pressure Cp. The front (A), windward (B), leeward (D)193
and base (C) faces are shown in Fig. 2 (c). For simplicity, faces B and194
D are termed windward and leeward, respectively, also in the 0 yaw angle195
(β = 0) configuration. The pressure data were obtained using two 48-channel196
Scanivalve systems (NetScannerTM model 9116). The pressure system has an197
accuracy of ±0.2Pa for the used pressure range (±300Pa). The pressure sig-198
nals were time averaged over a period of 2s. Only the time averaged pressure199
values are used for the comparison with the CFD results.200
PIV images were recorded by a monochrome double-frame SCMOS cam-201
era SpeedSense M340 by Dantec with a 2560 pixels by 1600 pixels resolution,202
12 bit pixel depth, and 10µm pixel size. The camera was equipped with a203
105-mm f/2.8 lens from Sigma. The camera registered image pairs at a204
400Hz frame rate at full resolution in double frame mode (with a time be-205
tween pulses of 60µs). Flow seeding was achieved with a fog generator and206
glycol-based fluid. The Dual Power Nd:YLF LDY300-PIV laser from Litron207
provided up to 2 × 30 mJ at 1000Hz and a 527nm wavelength. The laser208
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was equipped with a laser guiding arm and laser sheet optics. The flow field209
area illuminated was 200× 400 mm2. Dantec Dynamic Studio 2015 software210
was used for data acquisition and post-processing. Each data set includes211
800 images, which corresponds to a measurement period of 2 seconds with212
a spatial resolution of 0.125 × 0.156 mm2 per pixel. The vector calculation213
is performed in multi-pass procedure with a decreasing window size. The214
initial interrogation window size is 64 pixels × 64 pixels with a 50% overlap215
and square 1:1 weighing factor for the first two passes. Finally, three passes216
are performed with a 32 pixels × 32 pixels window size, 50% overlap and217
round 1:1 Gaussian weighing factor. The velocity uncertainty was estimated218
as 0.1 m/s for the time averaged velocity.219
2.4. Modal and frequency analyses220
An FFT analysis highlights the spatial area of interest and the energy221
level of a certain frequencies in the interrogated flow field. It is interesting222
to compare this approach with POD modes in order to gain a better un-223
derstanding of the flow structures in terms of both the energy content and224
characteristic frequencies.225
The POD here is made on velocity components and pressure snapshots226
sampled with a constant time step. The span-wise (y) velocity component227
(the same approach can be applied to the relative pressure variable) set of228
snapshots is described by vm = v(x, tm) at time tm = m∆t, m = 1, ...,M229
with the time ∆t, and a Cartesian coordinate system x = (x, y) with unit230
vectors ex, ey respectively.231
As was originally proposed in [42] and later introduced with the method232
of snapshots in [43], this method is based on energy ranking of orthogonal233
structures computed from a correlation matrix of the snapshots. A singular234
value decomposition (SVD) approach is used to conduct the POD analysis235
on the set of snapshots mentioned. Note that the snapshot POD method236
limits the number of POD modes to M − 1. In the present POD analysis,237
the wall normal velocity component is decomposed into the mean field, 〈v〉,238
and the fluctuating part, v′, as239
v(x, t) = 〈v〉(x) + v′(x, t) (20)
The fluctuating part is then approximated, by the SVD approach, with spa-240
11
tially dependent modes, vi, and time dependent mode coefficient, bi, as241
v′(x, t) =
∞∑
i=1
bi(t)vi(x) ≈
M−1∑
i=1
bi(t)vi(x) + vres(x, t). (21)
The definition can now be written in a more compact form if one considers242
that b0 = 1 and v0 = 〈v〉, following [44],243
v(x, t) =
M−1∑
i=0
bi(t)vi(x). (22)
The first and second moments of the POD modes coefficients are:244
〈bi〉 = 0; 〈bibj〉 = µiδij. (23)
The energy content of the single mode, Ki, is approximated from the mode245
coefficients as246
Ki(t) =
1
2
b2i (t) (24)
and the total energy, KΣ(t), is evaluated as247
KΣ(t) =
M−1∑
i=1
Ki(t). (25)
In the present study, the POD analysis was performed over 800 snapshots248
for both CFD and PIV data. In the POD formulation, mode 1 represents249
the mean value of the flow field. The non-dimensional time step ∆t? between250
each CFD snapshot was ∆t?CFD = ∆tUinf/W = 1.92 × 10−2. Considering251
the PIV snapshots, the limitations of the camera frame rate leads to a non-252
dimensional time step between snapshots equal to ∆t?EXP = ∆tUinf/W =253
1.2 × 10−1. Thus, the highest frequency considered in the modal analysis254
(according to the Nyquist frequency) is 200hz. On the other hand, the lowest255
frequency captured is limited by the maximum simulation time to 5Hz (LES256
and PANS simulations are averaged over 1s). Concerning the FFT analysis, a257
classical approach is applied to the set of snapshots. The discrete time signal258
of each grid point of the planar snapshot is transformed into its discrete259
frequency domain. In this way the energy content of each frequency can be260
plotted, for each grid point, on the 2D domain. Figures like 11 and 14 show261
the energy content of a chosen frequency in each point of the domain.262
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2.5. Actuation’s parameters263
The magnitude of the velocity at the actuation region (G in Fig. 2 (d)),264
Uafc, was defined by a time varying (uniform in space) boundary condition265
as follows,266
Uafc = 0.26Uinf sin (t2pifa) , (26)
where Uinf is the magnitude of the free stream velocity, and fa is the actuation267
frequency. A simple uniformity in space was chosen at this stage for a qual-268
itative AFC application. At a later stage of the project, the uniformity will269
be also quantified experimentally. Two non-dimensional parameters describe270
the performance of the actuation. The first parameter is the momentum co-271
efficient Cη, which is an indicator of the energy spent for the actuation (I¯j)272
with respect to the energy of the unactuated flow.273
I¯j =
(
2
T
)
ρjG
∫ T/2
0
U2afc(t)dt (27)
274
Cη =
I¯j
1
2
ρWU2inf
. (28)
Here, ρj = ρ is the flow density and T is the actuation period. Cη = 1.22×275
10−4 is low but sufficient to excite the thin boundary layer that characterizes276
the attached flow upstream of separation. All the frequencies in the present277
work are described in terms of the second non-dimensional parameter, the278
reduced frequency F+ (also called actuation Strouhal number).279
F+ =
f
Uinf/W
(29)
Here f represents the frequency in hertz.280
3. Results281
This section is divided into two parts. First, a validation of PANS against282
resolved LES and experimental data is presented. In particular the validation283
consists in the following comparisons: surface pressure profiles, velocity and284
Reynolds stress. POD and FFT analysis of the span-wise velocity component285
are used to compare PANS, LES results and experimental measurements286
while the POD and FFT analysis of the pressure field and the Cd signals287
are used to compare PANS and LES results. In the second part of the288
chapter, PANS simulations are used to investigate the qualitative effects of289
the actuation on the aerodynamic performance of the model.290
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Figure 5: Comparison of Cp profiles, β = 0
◦. Resolved LES (solid black line), coarse PANS
(dashed black line), experiments (dots). Front, horizontal profile (a). Base, horizontal
profile (b). Base, vertical profile (c). Leeward side, horizontal profile (d). Leeward side,
vertical profile (e). Re = 5× 105.
3.1. Validation: PANS and LES compared to Experiments291
The goal of this validation effort is to compare the prediction capacity of292
PANS for a massively separated turbulent flow field. In particular, surface293
pressure profiles, velocity and Reynolds stress profiles, and modal analysis294
results are presented and compared in the following sections.295
3.1.1. Surface pressure profiles (PANS, LES and experiments)296
Pressure profiles of two configurations at yaw angles β = 0◦ and β = 10◦297
were measured and compared with numerical simulations. PANS results298
obtained from the coarse grid calculation are compared with LES results299
obtained from the fine grid simulation and experimental data. Both the first300
(β = 0◦, Fig. 5) and the second (β = 10◦, Fig. 6) configurations give good301
agreement between experiments and simulations. The mesh employed for302
PANS is relatively coarse for the Reynolds number considered here, Tab. 2,303
and is far from being sufficient for a well resolved LES.304
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Figure 6: Comparison of Cp profiles, β = 10
◦. Resolved LES (solid black line), coarse
PANS (dashed black line), experiments (dots). Front, horizontal profile (a). Base, hori-
zontal profile (b). Base, vertical profile (c). Leeward side, horizontal profile (d). Leeward
side, vertical profile (e). Windward side (f), horizontal profile. Windward side, vertical
profile (g). Re = 5× 105.
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3.1.2. Velocity and Reynolds stress profiles (PANS, LES and experiments)305
A 2D representation of the measured recirculation bubble and its CFD306
prediction, is shown in Fig. 7.307
LES mispredicts the recirculation bubble when the grid is too coarse.308
On the other hand, PANS provides a good prediction using the same coarse309
mesh. This is valid for both the stream-wise (Fig. 7 (a)) and span-wise310
(Fig. 7 (b)) component of the velocity. The location of the side vortex is311
also affected by the mesh resolution and the method used. In particular, the312
coordinates of the coarse PANS core vortex differs by 6% and 1% (in x and y313
direction respectively) from the PIV measurements. The coarse LES vortex314
on the other hand, is located 30% and 9% (in x and y direction respectively)315
off from the vortex observed in PIV, while the fine LES vortex is displaced316
2.5% and 0.6% (in x and y direction respectively) from the PIV one. As a317
consequence, the normal (Fig. 7 (c)) and the shear (Fig. 7 (d)) stress are318
also better predicted by PANS, when compared to the results of the coarse319
LES calculation. Figures 8 and 9 show the gap between an acceptable PANS320
prediction (black dashed line) and a poor LES prediction (gray solid line)321
calculated on the same coarse mesh. Only when the grid is fine enough is322
LES (black solid line) able to predict the flow with high accuracy.323
3.1.3. POD and FFT analyses of the span-wise velocity field (PANS, LES324
and experiments)325
The comparisons described by Figs. 10 and 11 show the capacity of PANS326
to predict the main flow structures and frequencies, even when a coarse grid is327
employed. The second and the third span-wise velocity POD modes visualize328
the same structures for both simulations and experiments, Fig. 10. The FFT329
analysis, conducted on the same set of snapshots, indicates a similar spatial330
distributions of the energy of the most important frequencies of the span-331
wise velocity component when PANS results are compared with resolved332
LES results and experiments, Fig. 11. Moreover, the spatial distributions333
of F+ = 0.7 and F+ = 2 (Fig. 11) match with the spatial distributions of334
the structures defined by modes 2 and 3 (Fig. 10). By this comparison, a335
dominant frequency of a coherent structure described by a POD mode can336
be related to the frequency highlighted by the FFT analysis.337
3.1.4. POD and FFT analyses of the pressure field (PANS and LES)338
After a first comparison with experimental data, the numerical results are339
deeper investigated. Flow structures observations and the results of a POD340
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Figure 7: Averaged stream-wise (a) and span-wise (y direction) (b) velocity components,
u′u′ normal stress (c) and u′v′ shear stress (d). From left to right: experiments, resolved
LES, coarse LES, coarse PANS. Refer to Fig. 3 (a) for the observed domain location.
Re = 5× 105.
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Figure 8: Averaged stream-wise (a-c) and span-wise (y direction) (d-e) velocity compo-
nents at different locations along the recirculation bubble: x1/W = 0.250 (a and d),
x2/W = 0.500 (b and e), x3/W = 0.750 (c and f). Resolved LES (solid black line), coarse
LES (solid gray line), coarse PANS (dashed black line), experiments (dots).
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Figure 9: u′u′ normal stress (a-c) and u′v′ shear stress (d-e) at different locations along the
recirculation bubble: x1/W = 0.250 (a and d), x2/W = 0.500 (b and e), x3/W = 0.750 (c
and f). Resolved LES (solid black line), coarse LES (solid gray line), coarse PANS (dashed
black line), experiments (dots).
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Figure 10: Span-wise velocity component (y direction) POD modes. Comparison between
coarse PANS (a-b), resolved LES (c-d) and PIV (e-f) results. Refer to Fig. 3 (a) for the
observed domain location.
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Figure 11: Spatial distribution of the energy of the characteristic frequencies of the span-
wise velocity component (y direction). The values are normalized by the maximum value
of the spatially averaged spectrum. Comparison between coarse PANS (a-b), resolved LES
(c-d) and PIV (e-f) results. Refer to Fig. 3 (a) for the observed domain location.
20
infU
infU
Shear layer structures
Larger structures
PANS coarse LES fine
Figure 12: Isosurfaces of Q-criterion (Q = 1.5×105s−2). Coarse PANS (left) and resolved
LES (right).
analysis of the pressure field are reported for a better understanding of the341
main flow features. Therefore, the PANS prediction is further investigated342
and compared with the resolved LES simulation. Figure 12 shows the isosur-343
faces of the second invariant of the velocity gradient (Q-criterion) for the two344
methods. The resolved LES is capable of resolving smaller eddies. Neverthe-345
less, the coarse PANS is able to capture the main flow structures. In fact,346
the separation mechanism and the evolution of the shear layer from small to347
larger eddies is well captured. Figures 13 and 14 show the prediction of the348
first three most energetic pressure POD modes. The prediction by resolved349
LES and coarse PANS is similar, and the spatial distributions of the energy350
of the characteristic pressure frequencies are in good agreement, Fig. 14.351
In Figs. 13 and 14 it is possible to identify three main coherent structures352
present in the interrogated domain. In particular, the shear layer eddies that353
define the early separation of the flow (mode 4, Fig. 13), appear to be small354
and characterized by a relatively high frequency (F+ = 3). On the other355
hand, the larger eddies captured by mode 2 contain most of the flow’s energy356
and travel downstream with a lower frequency (F+ = 0.7). Mode 3 bridges357
mode 2 and mode 4 describing the evolution of the early shear layer instabil-358
ity (mode 4) into larger structures (mode 2). This analysis highlights three359
main flow frequencies, later used to define fa in Eq. 26.360
3.1.5. Cd values361
Last, a grid independence study is performed to corroborate the predic-362
tion agreement of the PANS method. Table 3 lists the coefficients of drag363
Cd for different meshes and methods, while Fig. 15 shows the time histories364
of Cds for different calculations. Taking the fine LES Cd as baseline value365
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Figure 13: POD pressure modes. Comparison between coarse PANS (a-c) and resolved
LES (d-f). Refer to Fig. 3 (a) for the observed domain location.
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Figure 14: Spatial distribution of the energy of the pressure characteristic frequencies.
The values are normalized by the maximum value of the spatially averaged spectrum.
Comparison between coarse PANS (a-c) and resolved LES (d-f). Refer to Fig. 3 (a) for
the observed domain location.
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Grid Cd
Fine LES (16 mil.) 1.13
Medium LES (12 mil.) 1.09
Coarse LES (4 mil.) 0.96
Medium PANS (7 mil.) 1.14
Coarse PANS (4 mil.) 1.08
Table 3: Cd values of LES and PANS simulations.
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Figure 15: LES Cd time history (a); medium LES grid (solid black line) and coarse LES
grid (dashed black line). PANS Cd time history (b); medium PANS grid (solid black line)
and coarse PANS grid (dashed black line). The solid gray lines represent the baseline that
is the fine LES calculation. Refer to Tab. 3 for grid sizes.
(gray solid lines in Fig. 15), the coarse LES calculation suffers a 16% drop366
of Cd. In contrast, PANS holds on (within a 4% error) to the baseline value.367
The experimental set-up did not allow direct measurements of the aerody-368
namic forces, however, a further comparison between the experimental and369
numerical Cp integrated values along the front and rear horizontal profiles370
(at z = 0) of the model is presented in Tab. 4. In this case, the coarse371
PANS calculation is again within a 4% error when compared to LES and372
within a 7% error when compared to the experimental data, while the coarse373
LES results are 8% and 11% compared with the fine LES results and the374
experimental data, respectively.375
3.2. Qualitative PANS simulations of the actuated flow376
The ultimate goal of the actuation is to suppress the separation that oc-377
curs at the sides of the model. In this section a qualitative study of the AFC378
application is proposed. Future investigations aim to compare in a quantita-379
tive way the effects of the applied synthetic jets. Only one Reynolds number380
(Re = 5 × 105) was simulated here. Nevertheless, the results presented in381
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Case Cp integration
Experiments 1.24
Fine LES (16 mil.) 1.20
Coarse LES (4 mil.) 1.11
Coarse PANS (4 mil.) 1.16
Table 4: Cd values calculated by Cp integration around the middle horizontal section of
the model’s surface (z = 0). Comparison between experiment and simulations.
[28], for a five times lower Re, are taken as a guideline (and are shown to382
be scalable for this Re range) to design the actuation parameters used here.383
Moreover, previous studies [45, 22] have also shown little influence of the Re384
when the orientation of the actuation is kept constant and Re > 2.5 × 105.385
However, in order to ensure the scalability of the actuation parameters, an386
experimental campaign on a full-scale truck model at one order of magnitude387
higher Re is necessary and it will be conducted in the future. Figure 16 (a)388
and (b) show the Cd time history and their FFT plots, respectively, for the389
unactuated (gray line) and the actuated (black line) cases. The mean value390
of Cd is strongly related to the dimension of the recirculation bubble, Fig. 17.391
Controlling the flow with the shear layer frequency (mode 4 of the unforced392
flow, Fig. 13) the highest decrease of Cd is observed. Moreover, moving from393
F+ = 0.7 to F+ = 3, the separated region progressively decreases, Fig. 17.394
In particular, the reattachment point travel closer to the rounded corner,395
therefore the length and the height of the recirculation bubble is substan-396
tially reduced. The Cd root mean square (RMS) value and the integral level397
of energy of Cd are reported in Tab. 5. The actuation introduces artificial398
fluctuations that, for case F+ = 0.7, increase the integral level of energy of399
the Cd’s FFT with respect to the unactuated Cd’s FFT signal, Tab. 5. In400
case F+ = 3 instead, the integral level of energy of the Cd and its RMS401
are drastically reduced. Figure 16 (b) shows the energy of each frequency402
describing Cd, normalized by the maximum value of the unactuated Cd’s403
FFT. The lowest peak induced by the actuation is observed for case F+ = 3.404
Thus, case F+ = 3 introduces the least of the fluctuations in the surround-405
ing flow field. This behaviour can also be seen by looking at the structures406
developed by the three actuation frequencies. Figure 18 shows the spatial407
distribution of the structures induced by the actuation and the strength of408
their periodicity over time. Figure 18 (a) shows the most energetic pressure409
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POD mode of each actuated configuration. The structures formed by the410
first actuated case, F+ = 0.7 (Fig. 18 (a)), are the largest, spreading over411
large part of the observed domain. On the other hand, the structures devel-412
oped by the last actuated case, F+ = 3 (Fig. 18 (c)), are limited to a small413
area of the observed domain, having less influence on Cd. In other words, the414
alternated, high-low pressure pattern of the first two actuated cases devel-415
ops downstream affecting periodically the base region, while the third case’s416
structures vanish or, better put, weaken before reaching the base region, Fig.417
18. This explains why the Cd fluctuations are strongly related to the dimen-418
sion of the side structures. In addition, Fig. 18 also corroborates the link419
between structures and corresponding frequencies identified in the unactu-420
ated flow. In particular, actuation F+ = 0.7 generates structures (Fig. 18421
(a)) comparable to the first mode of the unactuated flow (Fig. 13 (a and d)),422
actuation F+ = 2 generates structures (Fig. 18 (b)) comparable to the sec-423
ond mode of the unactuated flow (Fig. 13 (b and e)), and actuation F+ = 3424
generates structures (Fig. 18 (c)) comparable to the third mode of the un-425
actuated flow (Fig. 13 (c and f)). Figure 18 (d-f) shows the orbit plot of the426
the temporal coefficients related to the corresponding POD mode presented427
in Fig. 18 (a-c). In particular, the orbit plot describes the time history of428
the temporal coefficients and highlights their possible periodicity. The more429
regular spiral the more periodic is a certain train of structures. Therefore, a430
strong periodicity, is observed for all three actuated cases according to their431
specific forcing frequency.432
Figure 19 shows the different formation of the unactuated and actuated433
(F+ = 3) structures. The well-organized shear layer of the unactuated case434
changes drastically when the actuation interacts with the flow. In particular,435
the vortex core of the unactuated case develops evenly along the A-pillar.436
In contrast, the difference in upward (wall normal) flowing velocity, induced437
by small and periodic disturbance of the actuation, favours the formation of438
smaller and less organized hairpin like vortices all along the A-pillar. This439
behaviour is not the same for the three actuation frequencies. Figure 20440
depicts the phase averaged flow field projected on the observed domain (b, d441
and f) and four instantaneous pictures of isosurfaces of Q-criterion captured442
at four stages of the respective actuation cycle (c, e and g). Figures 20 (b443
and d) show the presence of a clear and regular train of vortices, while case444
F+ = 3, depicted in Fig. 20 (f), shows a more steady recirculation bubble,445
that does not clearly reveal the presence of a periodic pattern. Taking a446
closer look at the 3D structures in Fig. 21, the formation of hairpin vortices447
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Case Cd Cd RMS Cd Int. energy
Unactuated 1.08 0.048 5.01
F+ = 0.7 0.84 0.046 8.71
F+ = 2 0.78 0.034 4.20
F+ = 3 0.75 0.022 1.74
Table 5: Time averaged Cd, its RMS and the integral level of energy of its FFT.
is rarely observable for case F+ = 0.7. Rather, the separation of the flow is448
typically defined by elongated cores that span the height of the model (A in449
Fig. 21 and Fig. 20 (c)). Case F+ = 2 visualizes a regular formation of a450
large hairpin structure, starting at the flow separation point and developing451
in the stream-wise direction (B in Fig. 21 and Fig. 20 (e)). This behaviour452
is also corroborated by Fig. 18, where the POD analysis shows a strong453
structure periodicity. The last case, F+ = 3, shows the early formation of454
several smaller and less organized hairpin vortices (C in Fig. 21 and Fig. 20455
(g)). Moreover, these structures develop and dissipate soon enough to avoid456
the formation of a larger and organized recirculation bubble. This behaviour457
was also observed in previous works [45, 46] where was demonstrated that458
higher actuation frequencies, still in the receptive band of frequencies of the459
unactuated flow, generate structures that decay faster than structures formed460
by lower forcing frequencies. As a consequence, lower actuation frequencies461
produce strong unsteady loads, as it is also shown by the Cd analysis, Fig.462
16 and Tab. 5.463
4. Conclusions464
PANS simulations, at Re = 5× 105, were conducted to analyse an active465
flow control strategy for a generic truck cabin. The truck cabin model is char-466
acterized by a sharp edge separation on top and bottom edges and pressure467
induced separation at the rounded vertical front corners (with R/W = 0.05),468
the A-pillars. The truck cabin model was designed to put a spotlight on the469
A-pillar flow separation. The PANS approach was validated against exper-470
iments and resolved LES, showing the potential of capturing the main flow471
features, when a mesh, far from being resolved for LES, was employed. In472
particular, a fine grid of 16 million elements was used to compute the re-473
solved LES, while a much coarser grid of 4 million elements was employed474
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Figure 16: Cd time history (a) and their FFT (b) of three actuated cases (black lines).
(b) FFT of the Cd signal for the unactuated and three different actuated cases. From left
to right: case actuated at F+ = 0.7, F+ = 2 and F+ = 3. The unactuated case (gray
lines) is used as baseline. The arrows indicate the actuation frequency. The spectra are
normalized by the maximum value of the unactuated spectrum.
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Figure 17: Averaged stream-wise velocity of the unactuated and three actuated cases.
Flow from left to right. Refer to Fig. 3 (a) for the observed domain location.
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Figure 18: Most energetic POD pressure mode of three actuated cases (a-c). Orbit plots
of the corresponding temporal coefficients (d-f). Cases actuated at F+ = 0.7 (a and d),
F+ = 2 (b and e) and F+ = 3 (c and f). Refer to Fig. 3 (a) for the observed domain
location.
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Figure 19: Isosurfaces of Q-criterion (Q = 1.5× 105s−2). Unactuated (left) and actuated
at F+ = 3 (right) case.
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Figure 20: One actuation cycle; the red circle indicates the position of the phase average
(a). Sequence of phase averaged velocity streamlines during a cycle of the actuation (b,
d and f). Isosurfaces of Q-criterion (Q = 1.5 × 105s−2) at four different instants of the
actuation cycle (c, e and g). Flow from left to right. (b-c) F+ = 0.7. (d-e) F+ = 2. (d-e)
F+ = 3. The red dashed line indicate the vortical structures formed by different forcing
frequencies.
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Figure 21: Isosurfaces of Q-criterion (Q = 1.5 × 105s−2). From left to right: F+ = 0.7,
F+ = 2, F+ = 3. The dashed red lines indicate the hairpin vortices formed by the
actuation. The red dashed line indicate the vortical structures formed by different forcing
frequencies.
to conduct the PANS calculations. The surface pressure profiles of β = 0◦475
and β = 10◦ configurations are compared showing a good PANS prediction.476
The averaged flow velocity and stress are also compared in the observed477
domain region. Furthermore, the validation involved modal and frequency478
analyses by means of POD and FFT, respectively. The span-wise (y direc-479
tion) velocity component modes produced by PANS are comparable with480
both experiments and LES results. The areas of interest of the characteris-481
tic frequencies of the unactuated flow are also well predicted as observed in482
the FFT plots. The pressure field, sampled in numerical simulations only,483
was further compared between PANS and LES showing a good agreement484
by the structures and frequencies observed in the POD and FFT analysis.485
The last part of the validation analysed the Cd results from several compu-486
tational grids and a comparison (PANS and LES results and experimental487
data) of the integrated Cp values along an horizontal surface section of the488
model. Overall, the validation demonstrates a better prediction by PANS489
when a drastically coarsen grid is used, and a good prediction of the main490
important structures and frequencies of the flow field. After this process, the491
main frequencies and POD modes are individuated for the unactuated case.492
Thus, the frequencies describing the first three most energetic pressure POD493
modes were used to actuate the flow. This second part of the study remains494
qualitative since no comparison with experimental data was performed. In495
particular further investigation will use experiments to validate and model496
the correct boundary condition for a high fidelity simulation of the AFC.497
Nevertheless, when the actuation frequency was the one describing the shear498
layer instability, the highest drag reduction, a suppression of the separation499
bubble, and the lowest induced artificial fluctuations are observed. In addi-500
30
tion, the structures generated by different actuation frequencies are found to501
be substantially different. A low actuation frequency forms structures that502
have a uniform elongated vortex core along the A-pillar. In contrast, the503
disturbances of higher actuation frequencies form smaller and less organized504
hairpin like vortical structures. To summarize, an extended validation of505
PANS is carried out and the effects of an AFC on a heavily separated turbu-506
lent flow are qualitatively investigated. A deeper investigation is needed to507
verify the scalability of the actuation parameters for higher Reynolds num-508
bers. Finally, the findings of this paper provide additional support for the509
conclusions drawn in previous studies [28, 29] and a solid foundation toward510
an AFC implementation for a real truck configuration.511
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