Recently, SSD caching is widely studied for VM-based systems. In this paper we propose a novel hypervisor-based SSD caching scheme, employing a new metric to accurately determine the demand on SSD cache space of each VM. Computer simulation confirms that it substantially improves the accuracy of cache space allocation compared to the existing schemes. It also allows comparable hit ratio as the existing schemes with less amount of SSD cache for the VMs.
Introduction
In recent years virtualization technology enables multiple virtual machines (VMs) to be run on a physical machine, where each VM is run independently on its own operating system. Virtualization technology has been adopted in various IT fields because of its ability to improve the utilization of hardware resource, achieving low-power consumption, simplifying server management, and reducing maintenance cost. In a typical VM environment, multiple VMs are simultaneously run on the same host.
In VM environment, high-performance storage systems are in high demand especially for data-intensive computation. Most storage systems, even those specifically designed for high-speed data processing, are still built on conventional hard disk drive (HDD) of several long-lasting limitations including low random access performance and high power consumption. Unfortunately, these problems essentially stem from the mechanical nature of HDD, and thus they are difficult to be addressed with the same type of drive. Flash memory-based Solid State Drive (SSD) is an emerging storage technology which plays a critical role in revolutionizing the design of storage system. Different from HDD, SSD are completely built on semiconductor chips without any moving parts. Such fundamental difference makes SSD capable of providing one order of magnitude higher performance than HDD, and allows it to be an ideal storage medium for building highperformance shared storage system. Due to the advantages, SSD caching has been widely studied in conventional systems [1] , [2] . However, it is impractical to directly apply the existing cache management solutions to the VM systems since the SSD caching scheme needs to maximize the utilization of shared SSD cache while ensuring the isolation of the operations of the VMs.
The previous works on cache partitioning for VMs focus on the identification of the demand on cache space of each application. For example, some researches proposed to monitor the number of hits/misses of each cache unit, and then use the data as a basis for computing the space demand [3] . Some studies proposed to use the change of hit ratio at main memory level during a time window as a metric used to predict the space demand [4] . However, the hit ratio-related techniques cannot be effective for shared cache due to the filtering effect of higher-level caches. For this reason, a cache space reallocation scheme based on random sampling was proposed in [9] . Here the space allocation for a VM is determined by the memory utilization and maximum/minimum memory quota predefined by the system administrator. The VM of lower memory utilization has a smaller share reclaimed, and thus it is more likely to get the requested memory. Here the memory requirement of a VM can be predicted in some limited condition. In addition, the prediction is inaccurate because of the mechanism of random scanning of the blocks.
In this paper a hypervisor-based SSD caching scheme is proposed, which effectively manages the cache in the VM environment by collecting and exploiting the runtime information from both the VMs and storage devices. Due to the unique position of hypervisor between the VMs and hardware devices, it does not require any modification of guest OS, user applications, or the underlying storage systems. The proposed scheme uses a new metric called "HLP (Hit ratio for Logically Partitioned blocks)" to identify the cache space demand of each VM at runtime. In essence, HLP is the ratio of the cache being used by a VM to the total cache space allocated to it. It is a critical reference for cache space allocation. Computer simulation reveals that the proposed scheme improves the accuracy of the estimation of the demand on cache space, and more effectively uses the cache space compared with the existing schemes.
The rest of the paper is organized as follows. In Section 2 the existing schemes related to hypervisorbased SSD caching are explained. The proposed scheme is presented in Section 3, and Section 4 compares its performance with the existing methods using computer simulation. Finally, Section 5 gives the conclusion and future work.
Related Work

Hypervisor-based SSD Caching
Recently, various hypervisors or VM monitors are run on top of physical machines which schedule the execution of VMs. Here multiple instances of operating systems may share the virtualized hardware resources. Among them, Xen hypervisor is a popular abstraction layer existing between the guest domains and physical hardware, and it is responsible for resource allocation and isolation. Here the LRU (Least Recently Used) policy is usually employed to remove data from the cache. Some studies track the count of block accesses to identify frequently used blocks, and then cache them in SSD [4] , [5] .
The caches come in two varieties. Firstly, dedicated deployment such as memcached where each node is allocated a fixed amount of memory along with opportunistic caches such as Linux buffer and page cache that can expand to consume underutilized memory. With opportunistic cache a process of a VM may greedily consume the memory pages if there is no other process inside the VM using the memory. However, there might be another VM of higher priority on the same host which could make better use of the memory. Then efficient use of virtual resources becomes difficult, and a new approach needs to be adopted. Meanwhile, dedicating a fixed memory region to a memcached node is convenient for offering a predictable level of quality of service. Also, UniCache allows flexible allocation of storage resource to the operating system and applications by offering a unified caching service at the hypervisor level as shown in Fig.  1 .
Here data are split between hypervisor controlled main memory and flash memory to provide varying levels of performance based on the application type and priority of the VM. Expanding the cache to include both memory and SSD allows a much larger amount of data to be stored, which is very important in virtualized environment where competing VMs need to make efficient use of limited memory resources [6] , [7] , [8] . There exist three different approaches for using SSD cache in VM environment. Firstly, SSD is directly managed by the hypervisor, where the management center is located between the VMs and hardware resources. The VM-based SSD caching has significant disadvantages such that the guest OS or user application needs to be modified to manage the cache. This incurs extra burdens on the users, and is hardly available for legacy systems. The storage-based SSD caching shows a drawback in its isolated design approach. The block interface between the storage system and the virtualization software stack is primitive without the ability to deliver rich semantic information. Local optimization in the storage subsystem may not enhance the performance of overall VM system. This paper employs hypervisor-based SSD caching to avoid the limitations in VM-based and storage-based SSD caching, while retaining their advantages. The hypervisor can manage SSD cache for the VMs in a transparent way, addressing the problem of modifying guest OS or application. Here the VM activities, particularly I/O requests are managed by the hypervisor which collects critical information required for effective management of SSD cache. With the full access privilege to hardware resources, the hypervisor can directly enforce the space allocation decisions to maximize resource utilization in an efficient way [9] .
Cache Partitioning
At present, a number of researchers have proposed flash-based buffer management algorithm for SSD such as CFLRU [22] and improved CRLRU [23] . Taking advantage of the asymmetry in flash read-write performance, CFLRU is a kind of buffer replacement strategy which first replaces read-only pages and assumes that write cost of flash is far greater than read cost. Its key idea is dividing LRU linked list into two parts: working area and replacement area. Once cache is full and some data need to be replaced to outside, CFLRU chooses read-only pages for replacement according to LRU supposing that there exists read-only data in the replacement area. When there are only dirty pages in the replacement area, the ones at the tail of the linked list are replaced. Other researchers improved the traditional LRU and LFU policy to accommodate diverse requirements of the applications [17] .
Note that there exists a high potential for SSD to be widely employed in large-scale cluster storage system. SSD is more expensive than traditional HDD, but performs better for random reads and writes. S-CAVE [9] is a flash cache partitioning scheme which tries to maximize cache utilization for multiple VMs on a single VMware host by running a hypervisor module. Based on the identification of runtime working set, S-CAVE monitors the changes in locality, especially transient bursts in data reuse. Here the performance of caching is measured by the number of cache hits an application encounters. If proper data blocks are cached, the number of cache hits will increase, and accordingly the effectiveness of caching. Therefore, an efficient algorithm needs to be employed to maximize the number of cache hits. 
VMs, S-CAVE also uses a central control, called Cache
Space Allocator, to analyze the information on cache usage collected from each cache monitor and make the decision on cache allocation accordingly.
The key idea of S-CAVE is to effectively allocate an appropriate amount of cache space to each VM. For this, S-CAVE identifies the demand of cache space of each VM, and each cache monitor is required to provide accurate information on the demand of the SSD cache space of the VM it monitors. Then cache space allocation is made considering the demands of all VMs. While satisfying the demand on the cache of each VM represented by the ratio of used cache space, the cache space allocation of all VMs needs to be properly balanced. The proposed scheme efficiently resolves this issue as shown next.
Accuracy of Cloud monitoring
A distributed monitoring system is required for the cloud system to operate properly. Above all things, the accuracy is important for cloud monitoring system since it can seriously influence the operations that make use of the monitored information. For example, when the monitoring system is used for measuring the performance, inaccuracy in the measure may lead to incorrect identification of the bottleneck. The monitoring system used for controlling the operations of the cloud system, accurate monitoring is necessary to effectively and efficiently identify the status of the components.
The analysis of the literature reveals two main issues related to the accuracy of monitoring system in cloud environment. The first one is related to the workload used to perform the measurements to monitor the cloud system, especially when using active monitoring approach. Here it is necessary to apply a suitable stress. The second issue is related to the virtualization technique used in the cloud where the measurement error is imputable to the virtualization system that adds additional layers between applications and physical resources. For example, time-related measurements are impaired by the sharing of physical resources such as CPU, cache, and memory. As for the workload, the research efforts in this area comprise the characterization of real workloads, the reproduction of the workload in the cloud which provides the clue on the parameters to measure.
The metrics considered in the previous works include disk throughput, VM startup time, jitter and loss of the network, memory throughput, server throughput and money cost, etc. The earlier work identified a number of limitations of the benchmarks [26] , [27] , [28] , [29] . In particular, they suggest that various aspects such as scalability, peak load, and fault tolerance are not adequately considered by the current state-of-the-art benchmarks such as TPC-H for On-line Transaction Processing (OLTP), TPC-C for On-line Analytical Processing (OLAP), or TPC-W for e-commerce applications [30] . They also propose a number of other tests and parameters required to evaluate important aspects of modern clouds. As for the impact of virtualization on measurement accuracy, the works in the literature analyzed the accuracy of Round Trip Time (RTT), jitter, capacity and available bandwidth, topology, and also the performance of auto-tuning applications. Regarding these metrics, the issue is with accurate time stamping at the measuring nodes. Implementing VMs at the end nodes requires a timely 
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Copyright: the authorsscheduling and switching mechanism between different VMs. As a consequence, the packets belonging to a specific VM may be queued until the physical system switches back to that VM, which leads to inaccurate time stamping. Some works reported that accurate RTT measurements are possible only under low network and computing loads, and that most delay is introduced while sending packets (as opposed to receiving packets) [31] , [32] , [33] , [34] . They conclude that kernel-space timestamps are not accurate enough under heavy network load, and access to timestamps as seen by physical network interfaces would be necessary to overcome this issue. Regarding the measurement of topology, [31] proved that network virtualization generates several virtual topologies on top of a single physical topology, and common active measurement tools like trace route are unable to discover the real physical topology. Moreover, their accuracy is affected by the migration of nodes, which dynamically modifies the placement of virtual nodes and the distance among them. Finally, regarding the performance of auto-tuning applications, [34] showed that the combination of ATLAS auto-tuning and Xen para-virtualization delivers native execution performance and nearly identical memory hierarchy performance profiles. Moreover, they showed that para-virtualization has no significant impact on the performance of memoryintensive applications, even when memory becomes a scarce resource [35] .
The Proposed scheme
The environment of VM is highly dynamic, where multiple VMs of different and changing cache demands are run on a host. To rapidly reflect the runtime dynamics and guarantee effective and fair sharing of cache space, a dynamic control mechanism is proposed to periodically cross-compare the cache demand of each VM and adjust the space allocation accordingly. Through this, the VMs of increasing demand is granted more cache space, while some portion of already allocated cache space of those of decreasing demand is deprived. In order to achieve fine adjustments, the previous decisions are also taken into account as a feedback when a new decision is made. The proposed scheme consists of two steps. The first step is to estimate the value of HLP identifying the demand of each VM on the cache space. Cache space reallocation is made in the next step, considering the demands of all the VMs.
Assessment of Cache Utilization
This paper proposes a new metric called HLP which is the ratio of the size of cache space being used to the allocated cache space during a time window. For a specific VM for which n blocks have been allocated, if m unique cache blocks have been accessed within a time window, then HLP is obtained by Eq. (1). (1) To accurately and efficiently estimate the HLP value at runtime, two counters, C i and C i d , are manipulated for each VM, where C i is the total number of cache blocks allocated to VM i and C i d is the number of unique cache blocks used by VM i . At the beginning of a time window, both counters are set to 0, and the metadata of the blocks residing in the global pool is scanned to update the counters. Since the global pool contains all the blocks allocable to different VMs, only the counter corresponding to the accessed block for the VM is incremented by one. Whenever, C i d is incremented, C i is also incremented by one. Fig. 4 shows how the proposed counters are manipulated.
In order to obtain accurate HLP value, all reference counters need to be scanned for the given time window. A small time window enables quick adjustment of cache allocation, but it is impossible to complete the scan of entire counters during the window. A large time window allows to finish the scan, but cache allocation becomes less responsive to the runtime dynamics. As a result, selecting an appropriate window size is an important issue in achieving the best performance.
In order to efficiently estimate the HLP value while rendering a high accuracy, a new sampling mechanism 
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Copyright: the authorsis adopted in this paper. Here a time window is split into multiple small sampling periods, and an idle period is inserted between two consecutive sampling periods. This approach is to reduce the computation overhead while increasing the effectiveness of the scan. Note that the change in the access during the idle period can be counted in the subsequent sampling period, which increases the accuracy of HLP. Within each sampling period, the scanning begins from the block where the previous scan ends. The scanning operation stops when the sampling period expires. Fig. 5 shows an example of the operation of the proposed scheme obtaining the HLP values. Note here that the physically tied SSD is logically partitioned, and the demand on cache space of each partition is monitored during each time window. The proposed scheme is different from the existing ones in the management of the scan which allows accurate estimation of the demand on the cache for each VM and cache space allocation based on it. 
Assume that current time window is i. HLP i denotes the final HLP of i th time window covering all the partitions. Then,
where p is the number of partitions. In the example of Fig. 5 the SSD is partitioned into three parts, SSD1, SSD2, SSD3, and the time window consists of three scanning periods. Each partition contains 15 blocks, and VM 1 is allocated 12 blocks. The 'index' in each SSD partition points the block number scanned last in the previous sampling period. In Fig. 5 , it is assumed that S 1 has just been finished. To further improve the accuracy, the current HLP value is averaged with the two recent HLP values using a weight parameter a, enabling small time window to be more responsive to the change in the space demand. The final HLP i is obtained by Eq. (4). In this paper a is assumed to be 0.8. Observe from the figure that six blocks were accessed out of 12 blocks for VM 1 , and thus its HLP in this time window is 1 second. 
Allocation of Cache
In cloud computing the available cache space is allocated to the cloud applications. The cache space is provided on demand in a fine-grained, multiplexed manner. Here the cache space allocation is based on the infrastructure as a service (IaaS).
Resource fragmentations occur as the resources are continuously allocated and deallocated. Even though the entire amount of available resource is enough to satisfy the need, it cannot be allocated to the requesting application due to fragmentation. The proposed cache allocation scheme considers the issue of scarcity of resources because the resources are usually limited while the demand is high in the hypervisor-based cloud environment. A dynamic allocation scheme is thus adopted to solve the problem [10] .
Each time the cache space of a VM is adjusted, the amount of change is determined by the parameter AlloCache, which is the average number of blocks the VM can access within a time window. It is obtained by averaging the number of accesses in the previous time windows. VM min and VM max denote the VM of the smallest HLP and largest HLP, respectively. In other words, AlloCache of VM min is the rate of missed accesses for a VM in the recent time window. The purpose of using the parameter is to ensure that the new data accessed by VM max in the subsequent time window can be accommodated using the new available cache space released by VM min . The proposed scheme finds VM max to increase its cache space, and the amount of increase is determined by AlloCache of VM min . Algorithm 2 below explains how to allocate the cache space. In case the total free space is smaller than 5%, the cache space of VM min is swapped with that of VM max for maximizing the utilization of the total space of SSD [11] . Additionally, the proposed scheme applies the CLOCK-based cache replacement approach to be more adaptive. The CLOCK algorithm captures the information on cache access and exploits the frequency of cache access via the reference bit unlike LRU [12] .
In Algorithm 2, the dynamic cache allocation scheme based on HLP is presented. With the HLP identifying the demand on the cache of a VM, the proposed scheme effectively balances the allocation between the VMs considering the availability of hardware resources. For this, the configuration information including the amount of allocated cache of the VMs is utilized. Here Cache(VM i ) denotes the amount of cache allocated to VM i . 
Performace Evaluation
In this section the performance of the proposed scheme is evaluated which uses HLP to correctly identify the demand on the cache of the VMs and thereby reallocate the cache space when managing multiple VMs. The simulation was conducted with a PC of Intel 3.5Ghz i3 CPU, 16GB RAM, 64bit Window 7, and the simulation code was written in C++ language with Visual studio 2010. The size of SSD cache was gradually increased from 1,000 to 10,000 blocks for the evaluation. The effectiveness of the proposed scheme is compared with that of S-CAVE in terms of cache space utilization and hit ratio. In the simulation the length of time window, sampling period, and idle period are set to be 1 sec, 0.2sec, 0.1 sec, respectively.
Accuracy
First, one VM is used to run a single workload each time. The VM starts with a small size cache which will then be dynamically adjusted during runtime. Fig. 6 compares the accuracy of the proposed scheme with S-CAVE. The accuracy is the ratio of the number of blocks hit during a time window to the number of blocks allocated to the VM. Here the workload is proj_4 from SNIA IOTTA Repository [24] . Observe from the figure that the proposed scheme reflecting the cache usage of entire window allows consistently better accuracy than S-CAVE. Notice that the average accuracy with the proposed scheme is consistently higher and more stable than that with S-CAVE.
Cache Allocation
The evaluation on cache utilization with multiple VMs running with shared SSD cache is presented here. Fig. 7 shows that the proposed scheme considerably reduces the amount of SSD cache space allocated to the VMs. It can be deemed that the proposed scheme uses SSD cache space more efficiently than the other scheme. Fig.  8 compares hit ratio of the schemes. Both the proposed scheme and S-CAVE display similar hit ratio.
Two additional real-world traces and one benchmark are employed to evaluate the proposed scheme, which are MSR Cambridge trace from SNIA IOTTA Repository [24] , UMass Trace Repository [25] from a search engine, and TCP-H benchmark [30] . The traces represent a variety of workloads, hm_1 (hardware monitoring) and Websearch. Also, tpch_q9 is used to collect the traces forming long running query. They generate I/O accesses at the storage disk tier and account for SSD cache as well as application caching effect. Fig. 9 shows that the proposed scheme reduces the amount of SSD cache space compared to S-CAVE. 
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CONCLUSION
In this paper a hypervisor-based SSD caching scheme has been presented, which effectively manages the SSD storage cache in the VM environment by properly collecting and exploiting the runtime status of the VMs.
A new metric was employed to accurately identify the demand on the cache space of each VM. The ratio of available cache space has also been accounted for dynamic adjustment of cache allocation among the VMs. Computer simulation validates the effectiveness the proposed scheme in achieving higher accuracy in the estimation of cache space for the VMs compared to the existing scheme. This allows the proposed scheme to display comparable hit ratio with less amount of SSD cache. As future study, the proposed scheme will be enhanced for effective allocation with clustered SSD cache. Thereby, it will be able to provide flexible allocation of cache space and hardware resource in large-scale cloud environment. In addition to SSD cache, other shared resources such as CPU, memory, disk, network will be investigated for efficient resource management in the VM environment.
