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Abstrak 
 Pada model linear ε+β= XY  , jika ∧β  penaksir untuk β  , maka ∧βX  memiliki 
dua peran.  Yaitu sebagai penaksir faktual, 
∧∧ β= XY , dan penaksir rata-rata 
hitung, 
∧∧ β= X)Y(E . Untuk menampilkan peran mana yang diutamakan, maka dapat 
digunakan fungsi target dengan persamaan )Y(E)1(YT λ−+λ= , 0 < λ < 1.  
Dengan formulasi ini, T  memiliki ciri seperti Y . 
 
Kata kunci  :  model linear, penaksir, fungsi target 
 
Abstract 
 In linear models ε+β= XY  , if ∧β  estimator for β  , then ∧βX  have two 
character.  That is factual estimator 
∧∧ β= XY , and mean estimator ∧∧ β= X)Y(E , 
∧∧ β= X)Y(E .  For puts forward which main character, then use target function 
)Y(E)1(YT λ−+λ= , 0 < λ < 1.  With this formulation T  and Y , have same 
characteristic. 
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 Perhatikan model linear sampel dalam persamaan matriks  
ε+β= XY  
dengan, Y , nx1 : vektor pengamatan ; X, nxp : matriks explatory dengan rank penuh;           
β , px1 : vektor parameter model ; ε , nx1 : vektor kekeliruan dengan asumsi ε  ∼ N( 0 , 
σ2I),  I matriks identitas. 
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Berdasarkan metode kemungkinan maksimum, penaksir untuk β  adalah 
( ) YXXX 1 ′′=β −∧  
sehingga model ramalannya,  
∧∧ β= XY .   
Dalam hal ini 
∧
Y , dinamakan taksiran nilai faktual.   
Karena β=β=ε+β= X)X(E)X(E)Y(E , maka berdasarkan sifat linearitas model, 
taksiran )Y(E  sama dengan, 
∧∧ β= X)Y(E .   
Dalam hal ini 
∧
)Y(E  dinamakan taksiran rata-rata hitung nilai faktual. 
Dari hasil paparan tersebut, jadi 
∧βX  memiliki dua peran, yaitu sebagai penaksir nilai 
faktual dan rata-rata hitung nilai faktual.  Sehingga untuk keperluan analisis, perlu 




Graybill (1961) menunjukan bahwa 
∧β  merupakan statistik (1) tak bias, (2) 
bervarians minimum, (3) cukup, (4) lengkap, (5) konsisten, dan (6) efisien.  Sehingga 
Zellner (1994), merekomendasikan fungsi kegagalan tertimbang (fungsi kegagalan 













⎛ −βλ ∧∧∧∧ XXXX1YXYX  
λ :  konstanta nonstokastik, 0 < λ <1, 
jika 
∧β  digunakan sebagai penaksir untuk β . 
 Pada formulasi yang diajukan Zellner tersurat, suku pertama merupakan jumlah 
kuadrat residu (deviasi), jika 
∧β  sebagai penaksir nilai faktual, sedangkan suku kedua 
jika sebagai penaksir rata-rata hitung nilai faktual.  Sehingga Giles, Giles dan Ohtani 
(1996) dengan Wan (1994), berpendapat, formulasi fungsi kegagalan tersebut dapat 
digunakan sebagai acuan untuk menetapkan peran yang diutamakan untuk 
∧βX . 
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 Mengacu pada formulasi fungsi kegagalan dan pendapat-pendapat tersebut, 
untuk menentukan peran mana yang akan diutamakan dari 
∧βX , dapat digunakan fungsi 
target dengan persamaan 
)Y(E)1(YT τ−+τ=  
τ  :  0 < τ < 1 , konstanta nonstokastik. 
Berdasarkan sifat linearitas model, maka 
1. 
∧∧∧∧∧∧ β=βτ−+βτ=τ−+τ= XX)1(X)Y(E)1(YT  
2. )Y(E)Y(E)1()Y(E))Y(E)1((E)Y(E)T(E =λ−+τ=τ−+τ=  
Sehingga 
∧∧∧ β== X)Y(E)T(E  
Hal ini menyimpulkan bahwa, fungsi target T  memiliki ciri seperti Y .  Sehingga jika 
∧βX  ingin digunakan sebagai penaksir faktual ( ∧Y ), maka τ → 1, sedangkan sebagai 
penaksir rata-rata hitung nilai faktual (
∧βX ), τ → 0. 
 Fungsi kegagalan jika T  digunakan sebagai target penaksiran parameter model 
(













⎛ −β ∧∧∧∧ )}Y(E)1(Y{X)}Y(E)1(Y{XTXTX  























 Pada formulasi fungsi kegagalan g(τ), dua suku pertamanya identik dengan 
fungsi kegagalan tertimbang, seperti yang dikemukakan Zellner (1994), sedangkan suku 
ketiganya merupakan kovarians tertimbang antara kedua simpangan dari peran 
∧βX .  
Hal ini menyimpulkan, jika ingin menampilkan sasaran dari analisis regresi biasa, yaitu 
menentukan apakah 
∧βX , sebagai penaksir nilai aktual ( ∧∧ β= XY ), atau rata-rata nilai 
aktual (
∧∧ β= X)Y(E ), maka ada dua besaran yang harus disyaratkan, yaitu pembobot (τ) 
dan simpangan ( β−β∧ ).  
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Fungsi resikonya (risk function) dari fungsi target T , sama dengan R(τ) = 






⎛ −β ∧∧ YXYX .  Hal ini menunjukan 
bahwa fungsi resiko bersifat konstan, sama dengan jumlah kuadrat total residu (total 
predictive means squared error, MSE).  Sehingga untuk menampilkan peran dari 
∧βX , 




 Teori ini dapat digunakan untuk membandingkan dua kelompok yang berbeda 
dalam menampilkan peran dari penaksir parameter regresi linear.  Misal antara 
pengguna obat dengan pabrik pembuat obat tersebut.  Berdasarkan teori Farmakologi, 
tingkat penyembuhan obat (Y) bergantung pada beberapa faktor, diantaranya umur (X1), 
asupan gizi (X2) dan kedisiplinan meminum obat (X3).  Dengan model regresinya linear, 
Y = β1X1 + β2X2 + β3X3 + ε 
Taksiran untuk β1, β2 dan β3, bagi pengguna obat adalah taksiran faktual, sedangkan 
pabrik, taksiran rata-rata hitung nilai faktual.  Sehingga dalam membangun fungsi target 
T , untuk pengguna obat, τ → 1, sedangkan untuk pabrik τ → 0.  Dengan deviasi bisa 
digunakan sama. 
Berdasarkan sampel yang diambil untuk masing-masing kelompok pengamatan 
(pengguna obat dan pabrik obatny), lakukan identifikasi model dengan MSE minimal.  
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