Abstract-For the sake of the enhancement of non-verbal communication between humans, the head motion of the counterpart is highly important to guess the acceptance level and the affinity. The paper presents a new emotion-expressive robot focusing on emotional reactions represented in the head motion, which movements are realized by a parallel kind of robot based on the Gough-Stewart platform. Several workspaces of this robot have been analyzed in order to establish the capability of the robot to reproduce the movements of the human head. Our goal is an affective interaction between the human and robot, including a coupling through brain signals such as electroencephalography, known as EEG. If the signal processing is possible to implement into devices with robots, it may enhance to teach children in basic emotions through play, motivating their emotional excitement in an online way. The analysis of the robot motions by using the robotic device reveals that the importance of elements in the non-verbal communication and extends the possibility of the robot, which is capable of imitating the human movements even only the human head.
I. INTRODUCTION
Emotional intelligence is expected to be realized for helping an enhancement of learned abilities of children so called Special Educational Needs (SEN) by using humanoid or non-humanoid robots. Teachers require the integration of various assistive and innovative technologies in their work if it is possible, as a consequence of the integration of sensors and actuators in the form of robots. Therefore, a research direction is highly important to develop a system to monitor children's emotional states and demonstrate the expressions by a robot. In a psycho-physiological viewpoint, the process of experiencing emotions is a consequence based on an affective reaction with respect to stimulus (situation or object) of which it is commonly assumed that one is consciously aware of. On the other hand, an emotional process may remain entirely unconscious in some cases [1] . It indicates that the realization of mechanisms of natural behaviors when we frequently do in communication is beneficial, instead of analyzing images of facial expression and superficial information that has discussed in the classical psychology, and head movements in communication is an inevitable candidate to analyze the unconscious emotional expression and it can be extended a simultaneous measurement of the robotic movement to mimic the human natural behavior with biological data of the human subject as the counterpart in communication, such as brain signals based on encephalography (EEG) which can be measured with a handy EEG equipment [2] . Basic skills and emotions through play have been discussed in past studies [3] [4] [5] , and the results imply that motivating their emotional excitement is crucial for the elucidation of emotions naturally emerged from children.
Various studies on automatic emotion recognition have been conducted in the last few decades. Most of them analyze face expression based on Facial Action Coding System (FACS) features and FACS Action Units (AUs) [6] . An AU is a contraction or relaxation of a given set of muscles that results into a change in the facial appearance. Marcos et al. (2015) [7] proposed the six emotional expressions (happiness, disgust, sadness, anger, fear and surprise) are modeled as a linear combination of the involved AUs. Each AU is given a weight value that defines its level of activation in the current expression, according to its desired intensity, while this weight can be more precise if it is taken from EEG, EMG or head motion data. There is a similar approach to mimic natural expressions of emotions including the head position [8] and the results suggest head movements is associated with emotions critically [2] . Different projects have been developed focusing on biosignals accompanied with mobile robot movements for emotion characterization, while it is still unclear about critical features for reproducing emotional expression in the robot. A successful demonstration is how animal-like or fictionally-designed expressive robot heads not based on FACS improve emotional expression [9] [10] . Evaluation of various robot designs and appearances is discussed in [9] . A serial mechanism was used for Probo social robot [10] as a mechanical solution to the neck movement, equivalent to a spherical wrist, with three degrees of freedom (dof), providing three motions: head pan, head tilt and head swing. The EDDIE robot head [9] has a crown, composed of an Lshaped holder, giving the necessary height above the rest of the head, a servo and four feathers. What is unique about this emotion-expressive robot is the motion of the neck in addition to commonly used eyebrow, eye and mouth motions. The majority of researchers use only relevant muscles of the human face, neither a head movement nor EEG (Fig.1) .
The problem is how head movements and kinematics can be reconstructed in a simple manner to fit for the emotional expression. In the past study, a robotic head was designed to a complex mechanism of linear actuators for tilting of the head, which is associated with rotary actuators to change its pitch and roll, by Cid et al. (2014) [11] , while it can be simplified only by the combination of linear actuators in the form of the parallel linkage mechanism theoretically. Therefore, a possible hypothesis is that a simplification of human head movements (workspace) can be formulated by a mechanism with linear actuators. In the present study, the design of an emotion-expressive robot system is addressed as the target issue for the future extension to connect with an electrophysiological sensor, and the proposed robot system is called "EmoSan," which is termed by the combination of the abbreviation of "emotion" and an expression of politeness, or gentle manner as "San" in Japanese. We proposed the mechanism by using a parallel linkage based on the GoughStewart platform [13] , [14] , which is known in engineering applications such as flight simulators, machine tools and industrial robots. The important issue is to verify the whether or not the robot reproduce human neck motions. A good introduction and comprehensive descriptions of parallel robots including Gough-Stewart platform could be found in [15] . The advancement of the parallel linkage is the accuracy of the reproduction of movements even for surgical operations [16] [17] . There are possible mechanisms to mimic the head movement indeed like a structure with ball joint bearings, while the parallel linkage is the most simplest mechanism to reproduce the human-body musculoskeletal system with a high accuracy of the movement [16] [17] . Finally, the desired emotional state is expected to be expressed on the robot head based on brainwave according to the controller connecting with the mechanism.
II. DESIGN AND KINEMATICS MODEL

A. The Robot Design
The design that we have developed represents for now only the head movements. As mentioned, the robot design is based on the Gough-Stewart platform. This novel application of the Gough-Stewart platform makes the emotionexpressive robot compact and easy to control. The first stage of the development is a mathematical and computer simulation model whose simulation design scheme is shown in Fig.2 .
The robot has two platforms -base and moving platforms -connected by six identical legs, each one having SPU (S stands for spherical, P for prismatic and U for universal joints, respectively) architecture. The driven joints are the six prismatic joints, where linear actuators are used.
The robot has six degrees of freedom, i.e. the moving platform can be translated along three axes and rotated about these three axes. The robot has two platforms -base and moving platforms -connected by six identical legs, each one having SPU (S stands for spherical, P for prismatic and U for universal joints, respectively) architecture. The driven joints are the six prismatic joints, where linear actuators are used. The robot has six degrees of freedom, i.e. the moving platform can be translated along three axes and rotated about these three axes. A CAD model is shown in Fig. 3 . The robot we have designed consists of the following parts as shown in Fig. 3 . b): 1-Bottom platform; 2-Ball joint; 3-Linear actuator; 4-Universal joint; 5-Top platform. Our design consists of six linear actuators (linear motors) with maximum stroke of 50 mm, six ball joints and some 3D printed components as follows: the six universal joints, the top platform and the bottom platform. The control system is realized on MATLAB (The MathWorks, Inc.) and Arduino Uno. In the future it is planned to be controlled by an EMOTIV brainwave device [2] which will be used for imitation and learning emotion by means of examples. As mentioned above, the usage of emotional robots has become a powerful tool for teachers and practitioners. For this reason, our goal is to make the system recognizable by using the well-known symbol Emoticon for the head making it as nice and friendly as possible.
B. Kinematics Model
The kinematics model is necessary for the design, optimization and control of the robot. The workspace analysis is based on the kinematic model, too. The arrangement of the coordinate systems for the proposed robot is shown in Fig. 4 . The coordinate system OXYZ is attached to the base platform and the O1X1Y1Z1 is attached to the moving platform. The rotation of the moving platform is given by three rotations around the coordinate axes, which are represented by the matrices Rx, Ry and Rz: ,
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Then, the matrix describing the rotation of the moving platform around the reference coordinate frame can be written as:
. (4) The coordinates of the points Bi (i=1..6) can be written with respect to the reference coordinate system OXYZ as: ,
where is a position vector of a point O1 from the moving platform.
Then the leg lengths can be obtained as:
. (6) Actually, the solution of the inverse position problem for the robot is given by (6) . It is known that the inverse problem is relatively easy to solve, whereas the obtaining of the solutions of the direct problem is a complicated task. For the purpose of the analysis of this paper, we need only the solutions of the inverse problem, which is applied in the analysis of the workspace, presented in the next section. Also, the solution of the inverse problem is needed for the control of the robot.
III. CAPABILITY OF THE ROBOT TO REPRODUCE THE
MOVEMENTS OF THE HUMAN HEAD According to the literature, the basic neck movements include flexion, extension, bending and rotation. Various sources give usually the range for these four movements, and they could be summarized as follows: flexion is the motion that allows the bending of the head toward the chest and the range is 40 to 70 degrees; extension is tilting the head back within the range of 45 to 70 degrees; neck rotation is turning the head to the right or to the left within the range of 60 to 80 degrees. The last movement is lateral bending of the neck toward the shoulder while looking straight ahead and the angle is 35 degrees (see Fig. 1 ). Since the head is a rigid body in the 3D space, it has six degrees of freedom, i.e., in addition to the three rotations, three translations along these axes could be considered, too [18] . For example, the flexion involves bending of the neck, which implies that in addition to the rotation of the head a translation can be also observed. Some researchers apply 3-degree-of-freedom mechanisms to simulate the movement of the human head. Such a model could achieve a good approximation to the head motion but it could not fully reproduce the head movements. Thus, the robot proposed in the paper has six degrees of freedom and can cover these movements of the human head, e.g. it can achieve a rotation and translation of the head to simulate a 
A. Rotation Workspace of the Robot
Since flexion/extension, bending and rotation are the major motions, the rotational workspace is to be considered, i.e., three rotations around three axes. It is clear that the range of rotations differs depending on the position of the moving platform -it is useful to obtain the position of the moving platform which allows maximal range of rotations. The arrangement of the legs is symmetrical and that is why only the vertical distance between the two platforms will be considered (Pz), while keeping Px and Py equal to zero. The rotation volume represented by the angles , and is discretized by a grid 100×100×100.
The nodes represent orientations, but only a limited number of the nodes represents the orientation workspace. Each node of the grid is checked whether it falls within the workspace of the robot, i.e., the condition for the length range of all legs is fulfilled (the length of each leg needs to be between max and min possible length: Lmin=125 mm and Lmax=175 mm). The following limits for the leg lengths are used in the paper for deriving various workspaces: Lmin =125 mm and Lmax=175 mm. All nodes represent orientations of the moving platform but not all of them represent robot poses. Only the node which is within the rotation workspace represents a robot pose.
The vertical distance between the two platforms which has maximal number of possible poses is actually an optimal distance with respect to the orientations, i.e., it allows maximal range of orientations. Here, the solutions of the inverse kinematics ( (1) to (6)) are used for the analysis of the different kinds of the workspace for the robot under study. Another figure (Fig. 7) shows the ranges of orientations around Z-axis versus the variations of the angles a and b. It can be seen from the figure that the maximal area of orientations around the Z axis is within the proximity of the zero values for the other two angles (a and b) . The value obtained for the maximal range of orientations around the Zaxis is 2.79 rad (for a=0 and b=0), i.e., the angle g can have values within the range [-1.395 to +1.395 rad] or [-79 .92 to +79.92 degrees]. This rotation around the Z axis by the angle (g) is associated to the neck rotation, which according to Fig.  1 is 70 degrees. Thus, the rotation around the Z axis (79.92 degrees) of the robot fully covers this particular movement of the human head.
Similar graphs could be produced for the other axes. Fig.  8 shows the ranges of orientations around the Y-axis versus the variations of the angles a and g.
Here also, it can be seen that the maximal area of orientations around the Y axis is within the proximity of the zero values for the other two angles (a and g), although the shape is different.
In this case, the value obtained for the maximal range of orientations around the Y-axis is 1.131 rad (for a=0 and g=0), The last range of orientations is for the X axis and it is shown in Fig. 9 . Here, the value obtained for the maximal range of orientations around the X-axis is 1.131 rad (for b=0 and g=0), i.e., the angle a can have values within the range [-0.687 to +0.539 rad] or [-39.36 to +30.9 degrees]. If this rotation is associated with the flexion, which range is 40 to 70 degrees, the robot rotation around the X-axis is very close to the lower boundary (40 degrees for the human vs. 39.36 degrees of the robot). The extension of the neck (45 to 70 degrees) could not be fully covered by the robot, which rotation is 30.9 degrees (or 39.36 degrees, depending on the head arrangement). Overall, the range of rotation around the X axis is 70.26 degrees, whereas for the human neck -it is 85 degrees (lower boundary range) or 140 degrees (upper boundary range). Thus, it is only in this rotation that the robot could not fully cover the rotation of the human neck, where the human movement exceeds the robot with approximately 15 degrees -a negligible amount with respect to the application for which this robot is designed.
The variation of the leg length in case of rotation around the Y axis from the minimal to maximum values for angle b ([-0.5655 to +0.5655 rad]) can be pointed out as an example for the changing of the values of the leg length. The result is shown in Fig. 10 .
B. Translation Workspace of the Robot
Due to the bending of the neck the head can rotate and translate in the 3D space. For this reason, the translation robot workspace needs to be analyzed, too. There are several types of translation workspaces. Here, we first consider the workspace with constant orientation. Slices of the translation workspace with constant orientation (a=0, b=0 and g=0) are shown in Fig. 11 . Here, the position workspace is obtained for the point O1 (origin of the coordinate system O1X1Y1Z1). The robot scheme is also included in the figure for the purpose of comparison of the dimensions of the robot and the translation workspace with a fixed orientation.
Because the rotation workspace is analyzed for the optimal value for the vertical distance Pz, it will be useful to include a graph for position workspace for this value, too. Fig. 11 shows the position workspace for Pz=139.4 mm and a fixed orientation (a=0, b=0 and g=0). IV. DISCUSSIONS The present study proposed an emotion-expressive robot head with the kinematics to mimic human head movements in the aim of the real-time coupling with the human partner as the counterpart in communication, which may be controlled by an electrophysiological sensor. The EMOTIV [2] can be introduced as a portable measurement device of the brain signal to monitor the emotional state of the subject, after an appropriate signal processing. In the further step, "Performance Metrics" is need to be defined from EEG data analyses, which is associated with "Facial Expressions" detection for increasing the accuracy of the emotional state classification. After featuring and classification of the EEG signals, which includes an online denoising by using the head movement obtained from the 3D gyroscope in the EEG device, the facial expression and emotional-state output scores are mapped into coordinates in the affective state space.
The change of the state in the affective state space is transformed into the state in the space to represent set of movements like nodding and shaking of the head (it depends on the culture and language whether it represents yes or no). Thus, the parameter space design is important to exchange time scales of emotional representation and movement sets in kinematic modules. Further analysis will focus on the signal processing part and the state space transformation.
V. CONCLUSIONS
The proposed emotion-expressive robot has six degrees of freedom and can reproduce the movements of the human head (Fig. 13) , e.g. it can achieve a rotation and translation of the head in order to simulate a bending of the neck. The design of the robot is based on the Gough-Stewart platform mechanism, and according to our knowledge it is used for the first time as an emotion-expressive robot representing the motion of the neck in addition to commonly used eyebrow, eye and mouth motions. The analysis of the motion capabilities reveals that the robot could fully reproduce the motion of the human head. Since the robot possesses six degrees of freedom, it could cover the bending of the human neck, which means that it could reproduce the movements of the human head more realistically. The robot motion capabilities are revealed through the analysis of the workspace, which is graphically illustrated in the paper. This emotion-expressive robot will be controlled by an EMOTIVE brainwave device [2] and will be used for imitation and teaching of emotions though examples. ACKNOWLEDGMENT This work was partly supported by the H2020 Project CybSPEED (N 777720), JSPS 16H01616, 17H06383 and the New Energy and Industrial Technology Development Organization (NEDO). 
