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UNITARY EASY QUANTUM GROUPS:
THE FREE CASE AND THE GROUP CASE
PIERRE TARRAGO AND MORITZ WEBER
Abstract. Easy quantum groups have been studied intensively since the time
they were introduced by Banica and Speicher in 2009. They arise as a subclass of
(C∗-algebraic) compact matrix quantum groups in the sense of Woronowicz. Due
to some Tannaka-Krein type result, they are completely determined by the com-
binatorics of categories of (set theoretical) partitions. So far, only orthogonal easy
quantum groups have been considered in order to understand quantum subgroups
of the free orthogonal quantum group O+
n
.
We now give a definition of unitary easy quantum groups using colored parti-
tions to tackle the problem of finding quantum subgroups of U+
n
. In the free case
(i.e. restricting to noncrossing partitions), the corresponding categories of parti-
tions have recently been classified by the authors by purely combinatorial means.
There are ten series showing up each indexed by one or two discrete parameters,
plus two additional quantum groups. We now present the quantum group picture
of it and investigate them in detail. We show how they can be constructed from
other known examples using generalizations of Banica’s free complexification. For
doing so, we introduce new kinds of products between quantum groups.
We also study the notion of easy groups.
Introduction
In order to provide a new notion of symmetries adapted to the situation in oper-
ator algebras, Woronowicz introduced compact matrix quantum groups in 1987 in
[Wor87]. The idea is roughly to take a compact Lie group G ⊆ Mn(C) and to pass
to the algebra C(G) of continuous functions over it. It turns out that this algebra
fulfills all axioms of a C∗-algebra with the special feature that the multiplication is
commutative. If we now also dualize main properties of the group law µ : G×G→ G
to properties of a map ∆ : C(G)→ C(G×G) ∼= C(G)⊗C(G) (the comultiplication),
and consider noncommutative C∗-algebras equiped with such a map ∆, we are right
in the heart of the definition of a compact matrix quantum group (see Section 3.1
for details). It generalizes the notion of a compact matrix group. The reader not
familiar with quantum groups might also first jump to Section 5 and read it as a
motivation.
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By some Tannaka-Krein type result of Woronowicz [Wor88] compact matrix quan-
tum groups are governed by their intertwiner spaces which form a tensor category.
Banica and Speicher observed in [BS09] that one can define operations on set theo-
retical partitions which translate one-to-one to operations on intertwiners of certain
quantum groups. This lead to the definition of easy quantum groups in 2009. They
all sit in between the symmetric group Sn and the free orthogonal quantum groupO
+
n
constructed by Wang in [Wan95a]. We now extend this approach to quantum groups
Sn ⊆ G ⊆ U
+
n , where U
+
n is Wang’s free unitary quantum group [Wan95a]. This
approach will help to understand U+n better by analyzing its quantum subgroups.
Let us briefly sketch the main ideas and the main result of this article. Our basic
objects are two-colored set theoretical partitions, i.e. we study decompositions of the
set of k+ l points into disjoint subsets (the blocks), for k, l ∈ N0. In addition, these
points may be colored either white or black. We represent such a partition pictorially
by connecting k upper points with l lower points using strings according to the block
pattern. Given two such partitions, we may form the tensor product (placing them
side by side), the composition (placing one above the other), and the involution
(reflecting a partition at the horizontal axis). If a set of partitions is closed under
these operations and if it contains certain base partitions, it is called a category of
partitions (see Section 1.3). Now, any category of partitions gives rise to a compact
matrix quantum group G with Sn ⊆ G ⊆ U
+
n via a functor p 7→ Tp assigning linear
maps (i.e. intertwiners) to partitions p. Following Banica and Speicher’s definition
in the orthogonal case (partitions without colors), we say that a quantum group G
is a unitary easy quantum group (see Section 3.2), if its intertwiner spaces arise in
this way from a category of partitions. Here, the color pattern of a partition rules
to which tensor product combination of the fundamental representation u and its
contragredient u¯ the intertwiner Tp is applied. In the orthogonal case, we have u = u¯
and no colors are needed on the level of partitions. In this sense, the coloring of the
partitions is due to the fact that the generators uij of our quantum groups are no
longer self-adjoint when passing from the orthogonal to the unitary situation.
This is a way of producing examples of quantum groups having a purely combi-
natorial structure underlying. It is natural to ask how rich this machinery is, and
we therefore wish to classify all categories of partitions – hence, all unitary easy
quantum groups. Note that in the orthogonal case (no colors) this has recently been
achieved [RW15b]. In the unitary case (two colors) however, little is known. In a
recent article [TW15], the authors classified all categories of (two-colored) noncross-
ing partitions. This is called the free case, since the corresponding quantum groups
all sit in between Wang’s free symmetric quantum group S+n and U
+
n . While there
are only seven free orthogonal easy quantum groups, the world of free unitary easy
quantum groups is way richer. In the present article, we introduce the unitary easy
quantum groups associated to the categories of partitions found in [TW15]. There
are ten series of quantum groups each indexed by one or two parameters from the
natural numbers, and two additional quantum groups. They all can be constructed
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from some basic quantum groups (including the free easy orthogonal ones) using
either free or tensor d-complexifications. We define these constructions as a gener-
alization of Banica’s free complexification [Ban08] by replacing Z by Z/dZ. Note
that from the classification in [TW15], we know that the categories of noncrossing
partitions fall into the class of globally colorized ones and the locally colorized ones.
The first case is much easier (for instance the uij are normal) and the quantum
groups can be written as tensor d-complexifications. In the latter case, we have to
involve also free d-complexifications.
As a main result of this article, we prove that all free easy quantum groups may
be constructed from a few basic quantum groups using these complexifications, see
Theorems 4.13 and 4.16. We compare our easy quantum groups with other known
examples and we infer that for instance Banica and Vergnioux’s quantum reflection
groups Hs+n are easy. We also treat the case of unitary easy groups, see Section 5.
We end this article with many remarks on the use of easy quantum groups and on
open problems, see Section 6.
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1. Categories of two-colored partitions
Let us first briefly introduce the combinatorial objects underlying the unitary
easy quantum groups. See [TW15] for more details concerning this section. The
work in [TW15] is an extension of the well-known combinatorics of orthogonal easy
quantum groups which were introduced by Banica and Speicher in [BS09].
1.1. Partitions. For k, l ∈ N0 := {0, 1, 2, . . .}, we consider the finite set given by
k “upper” points and l “lower” points. These points are colored either in white or
in black and we say that these colors are inverse to each other. A (two-colored)
partition is a decomposition of this set into disjoint subsets, the blocks. We usually
draw these partitions by placing the k “upper” points on a top row and the l “lower”
points on a bottom row, connecting them by strings according to the block pattern.
Here are two examples of such partitions. The first one consists of three blocks
whereas the second one has four blocks (one of these four blocks is a singleton).
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• ◦ •
◦ ◦ • ◦
❇
❇
❇
❇❇✂
✂
✂
✂✂
• ◦ ◦
◦ • • ◦
We denote by P ◦•(k, l) the set of all such partitions, and by P ◦• the union of all
P ◦•(k, l), for k, l ∈ N0. By NC
◦•(k, l) and NC◦• respectively, we denote the set of
noncrossing partitions, i.e. of partitions whose lines can be drawn in such a way
that they do not cross. In the above examples, the first partition is in NC◦• whereas
the second is not.
1.2. Operations on partitions. Let us now turn to operations on the set P ◦•.
• The tensor product of two partitions p ∈ P ◦•(k, l) and q ∈ P ◦•(k′, l′) is the
partition p ⊗ q ∈ P ◦•(k + k′, l + l′) obtained by horizontal concatenation
(writing p and q side by side).
• The composition of two partitions q ∈ P ◦•(k, l) and p ∈ P ◦•(l, m) is the
partition pq ∈ P ◦•(k,m) obtained by vertical concatenation (writing p below
q and removing the l middle points). Note that we can compose these two
partitions only if the colorings match, i.e. the color of the j-th lower point
of q coincides with the color of the j-th upper point of p, for all 1 ≤ j ≤ l.
• The involution of a partition p ∈ P ◦•(k, l) is given by the reflection p∗ ∈
P ◦•(l, k) at the horizontal axis.
• The verticolor reflection of a partition p ∈ P ◦•(k, l) is given by the partition
p˜ ∈ P ◦•(k, l) obtained from reflecting p at the vertical axis and inverting all
colors of the points.
• We may also produce rotated versions of a partition by shifting the leftmost
upper point to the lower line or vice versa; likewise on the right hand side. A
shifted point still belongs to the same block as before, but its color is inverted
when being moved from the upper line to the lower line or vice versa.
See [TW15] for examples of these operations.
1.3. Categories of partitions. A collection C ⊆ P ◦• of subsets C(k, l) ⊆ P ◦•(k, l)
(for all k, l ∈ N0) is a category of partitions, if it is closed under the tensor product,
the composition and the involution, and if it contains the pair partitions •◦ ∈
P ◦•(0, 2) and ◦• ∈ P
◦•(0, 2) as well as the identity partitions ◦
◦
∈ P ◦•(1, 1) and
•
•
∈ P ◦•(1, 1). It can be shown that categories of partitions are closed under rotation
and verticolor reflection [TW15, Lemma 1.1]. We write C = 〈p1, . . . , pn〉 if C is the
smallest category containing the partitions p1, . . . , pn ∈ P
◦•. We then say that C is
generated by p1, . . . , pn. We usually omit to write down the generators •◦ and ◦
◦
,
since they are always in a category, by definition.
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1.4. The non-colored case. When defining orthogonal easy quantum groups, Ban-
ica and Speicher [BS09] introduced categories of partitions whose points are not
colored. These categories are in one-to-one correspondence with categories of two-
colored partitions containing the partition ◦◦ (or equivalently, by verticolor reflec-
tion, •• ). Note that any such category contains •
◦
and ◦
•
by rotation. Composition
with these partitions yields that we can change the colors of the points arbitrarily
– in this sense, they appear to be non-colored. More precisely, let Ψ : P ◦• → P be
the map given by forgetting the colors of a two-colored partition. Here P denotes
the set of all non-colored partitions. We have [TW15, Prop. 1.4]: If C ⊆ P is a
category of non-colored partitions, then its preimage Ψ−1(C) ⊆ P ◦• is a category
of two-colored partitions containing ◦◦ . Conversely, if C ⊆ P
◦• is a category of
two-colored partitions containing the unicolored pair partition ◦◦ , then Ψ(C) ⊆ P
is a category of non-colored partitions (we need ◦◦ to show that it is closed under
composition) and Ψ−1(Ψ(C)) = C.
1.5. The cases of categories of non-crossing partitions. The classification of
categories of noncrossing partitions in [TW15] is based on a division of the categories
into four cases. By ↑◦ ∈ P
◦•(0, 1) we denote the singleton partition consisting of a
single, white point; likewise ↑• if this point is black.
Definition 1.1. Let C ⊆ P ◦• be a category of partitions. We say that:
• C is in case O, if ↑◦ ⊗
↑
• /∈ C and ◦•◦• /∈ C.
• C is in case B, if ↑◦ ⊗
↑
• ∈ C and ◦•◦• /∈ C.
• C is in case H, if ↑◦ ⊗
↑
• /∈ C and ◦•◦• ∈ C.
• C is in case S, if ↑◦ ⊗
↑
• ∈ C and ◦•◦• ∈ C.
These four case behave quite differently, as can be seen in the next lemma.
Lemma 1.2 ([TW15, Lemmas 1.3 and 2.1]). Let C ⊆ P ◦• be a category of partitions.
(a) If ↑◦ ⊗
↑
• ∈ C, then C is closed under permutation of colors of neighbouring
singletons both either sitting on the upper row, or both on the lower one.
Furthermore, we may disconnect any point from a block and turn it into a
singleton.
(b) If ↑◦ ⊗
↑
• /∈ C, then all blocks of partitions p ∈ C have length at least two.
(c) If ◦•◦• ∈ C, we may connect neighbouring blocks if they meet at two points
(on the same row) with inverse colors. If we even have ◦◦•• ∈ C, then C
is closed under permutation of colors of neighbouring points (on the same
row) belonging to the same block; furthermore, we may connect neighbouring
blocks independent of the colors of the points at which they meet.
(d) If ◦•◦• /∈ C, then all blocks of partitions p ∈ C have length at most two.
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Each of these four cases is subdivided again into two cases.
Definition 1.3. A category of partitions C ⊆ P ◦• is
• globally colorized, if ◦◦ ⊗ •• ∈ C
• and locally colorized if ◦◦ ⊗ •• /∈ C.
Globally colorized categories of partitions are closed under under permutation
of colors of the points (compose with •
◦
⊗ ◦
•
, see [TW15, Lemma 1.3]). Hence,
the colorization of partitions only matters on a global level, i.e. the difference
c(p) between the number of white and black points of a partition p ∈ C yields a
crucial parameter, the global parameter k(C) given by the minimum of all c(p) > 0,
p ∈ C, see [TW15, Def. 2.5]. Locally colorized categories in turn are more sensitive
for the specific color patterns and we need additional parameters, mainly the local
parameter d(C) which is based on the numbers c(p1) for subpartitions p1 of p ∈ C
that sit between two legs of p. We distinguish between the cases when the two points
of these legs are colored by the same color or not.
1.6. All categories of (two-colored) noncrossing partitions. We review the
classification of all categories of noncrossing partitions obtained in [TW15]. By
bk ∈ P
◦•(0, k) we denote the partition consisting of a single block of k points all of
which are white, while b˜k ∈ P
◦•(0, k) denotes its verticolor reflection (see Section
1.2), i.e. all k points are black.
Theorem 1.4 ([TW15, Thm. 7.1]). Let C ⊆ NC◦• be a globally colorized category
of noncrossing partitions. Then it coincides with one of the following categories.
Case O: Oglob(k) = 〈 ◦◦
⊗ k
2
, ◦◦ ⊗ •• 〉 for k ∈ 2N0
Case H: Hglob(k) = 〈bk, ◦•◦• , ◦◦ ⊗ •• 〉 for k ∈ 2N0
Case S: Sglob(k) = 〈 ↑◦
⊗k
, ◦•◦• ,
↑
◦ ⊗
↑
• , ◦◦ ⊗ •• 〉 for k ∈ N0
Case B: Bglob(k) = 〈
↑
◦
⊗k
, ↑◦ ⊗
↑
• , ◦◦ ⊗ •• 〉 for k ∈ 2N0
or B′glob(k) = 〈
↑
◦
⊗k
, ↑ ↑◦◦•• ,
↑
◦ ⊗
↑
• , ◦◦ ⊗ •• 〉 for k ∈ N0
The parameters k ∈ N0 in the above theorem are derived from the global param-
eters k(C) as mentioned in the previous subsection. In the locally colorized case, we
also need to take into account the local parameter d(C) which is always a divisor of
k(C). By d|k we mean that k is a multiple of d. In particular, d = 0 implies k = 0,
but the case d 6= 0 with k = 0 may occur.
Theorem 1.5 ([TW15, Thm. 7.2]). Let C ⊆ NC◦• be a locally colorized category
of noncrossing partitions.Then it coincides with one of the following categories.
Case O: Oloc = 〈∅〉
Case H: H′loc = 〈 ◦•◦•〉
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or Hloc(k, d) = 〈bk, bd ⊗ b˜d, ◦◦•• , ◦•◦•〉 for k, d ∈ N0\{1, 2}, d|k
Case S: Sloc(k, d) = 〈
↑
◦
⊗k
, ↑
⊗d
↑
⊗d
◦ ◦ • • , ◦•◦• ,
↑
◦ ⊗
↑
•〉 for k, d ∈ N0\{1}, d|k
Case B: Bloc(k, d) = 〈 ↑◦
⊗k
, ↑
⊗d
↑
⊗d
◦ ◦ • • ,
↑
◦ ⊗
↑
•〉 for k, d ∈ N0, d|k
or B′loc(k, d, 0) = 〈 ↑◦
⊗k
, ↑
⊗d
↑
⊗d
◦ ◦ • • ,
↑ ↑
◦•◦• ,
↑
◦ ⊗
↑
•〉 for k, d ∈ N0\{1}, d|k
or B′loc(k, d,
d
2
) = 〈 ↑◦
⊗k
, ↑
⊗d
↑
⊗d
◦ ◦ • • ,
↑
⊗r+1
↑
⊗r−1
◦ • • • ,
↑
◦ ⊗
↑
•〉 for k ∈ N0\{1}, d ∈
2N0\{0, 2}, d|k and r =
d
2
.
2. C∗-algebraic relations associated to partitions
We can associate C∗-algebras to categories of partitions by associating relations to
partitions. This is the main step in the direction of defining unitary easy quantum
groups.
Definition 2.1. Let p ∈ P ◦•(k, l) and let α = (α1, . . . , αk) and β = (β1, . . . , βl) be
multi indices with αi, βj ∈ {1, . . . , n}. We decorate the upper points of p with α and
the lower ones with β. If now for every block of p all of the corresponding indices
coincide, we put δp(α, β) := 1; otherwise δp(α, β) := 0. Here, the colorization of p is
irrelevant.
Example 2.2. The following choices of α and β yield:
1 1 5 5
2 2 5
δ = 1
1 1 5 1
2 2 5
δ = 0
Definition 2.3. Let n ∈ N and let A be a C∗-algebra generated by n2 elements uij,
1 ≤ i, j ≤ n. Let p ∈ P ◦•(k, l) be a partition and let r = (r1, . . . , rk) ∈ {◦, •}
k be
its upper color pattern and s = (s1, . . . , sl) ∈ {◦, •}
l be its lower color pattern. We
put u◦ij := uij and u
•
ij := u
∗
ij.
We say that the generators uij fulfill the relations R(p), if for all β1, . . . , βl ∈
{1, . . . , n} and for all i1, . . . , ik ∈ {1, . . . , n}, we have:
n∑
α1,...,αk=1
δp(α, β)u
r1
α1i1
. . . urkαkik =
n∑
γ1,...,γl=1
δp(i, γ)u
s1
β1γ1
. . . uslβlγl
The left-hand side of the equation is δp(∅, β) if k = 0 and analogous δp(i, ∅) for
the right-hand side in the case l = 0.
Using this definition, we can now give a list of relations associated to partitions
that appeared throughout the classification (see Section 1.6) of categories of non-
crossing partitions. We denote by u the matrix u = (uij)1≤i,j≤n, and u¯ := (u
∗
ij). Fur-
thermore, rott(p) ∈ P
◦•(t, k) denotes the partitions obtained from p ∈ P ◦•(0, k + t)
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by rotating the last t points to the upper line. If we simply write rot(p), we do not
specify which or how many of the points are rotated. It is often more convenient to
consider the relations of a partition in some rotated form rather than of the partition
itself.
Regarding the relations, it is reasonable to reformulate the category Oglob(k) using
the partition ◦◦
nest(k)
obtained from nesting the partition ◦◦ k-times into itself,
i.e.:
◦◦
nest(3)
=
◦ ◦ ◦ ◦ ◦ ◦
Lemma 2.4. If C ⊆ P ◦• is a category of partitions, then ◦◦
⊗k
∈ C if and only if
◦◦
nest(k)
∈ C. In particular Oglob(k) = 〈 ◦◦
nest(k
2
)
, ◦◦ ⊗ •• 〉.
Proof. Let k ∈ N0\{0} and ◦◦
⊗k
∈ C. We have •◦
nest(k)
∈ C by [TW15, Lemma
1.1(d)] and hence ◦◦
⊗k
⊗ •◦
nest(k)
∈ C. By [TW15, Lemma 1.1], we know that
◦◦ ⊗ •• ∈ C and hence C is closed under permutation of colors [TW15, Lemma
1.3]. Thus •◦
⊗k
⊗ ◦◦
nest(k)
∈ C and therefore ◦◦
nest(k)
∈ C using [TW15, Lemma
1.1(b)]. The converse direction is similar. 
The next relations can directly be derived from Definition 2.3.
R( •◦ ) :
∑
k
uiku
∗
jk = δij , i.e. uu
∗ = 1
R( ◦• ) :
∑
k
u∗kiukj = δij , i.e. u
∗u = 1
R( ◦• ) :
∑
k
u∗ikujk = δij , i.e. u¯(u¯)
∗ = 1
R( •◦ ) :
∑
k
ukiu
∗
kj = δij , i.e. (u¯)
∗u¯ = 1
R( ✁❆
◦◦
◦◦) = R( ✁❆
••
••) : uijukl = ukluij
R( ✁❆
◦•
•◦) = R( ✁❆
•◦
◦•) : uiju
∗
kl = u
∗
kluij
R( •
◦
) = R( ◦
•
) = R(rot1( ◦◦ )) : uij = u
∗
ij, i.e. u = u¯
R(rotl( ◦◦
nest(l)
)) : ui1j1 . . . uiljl = u
∗
i1j1
. . . u∗iljl
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R( ◦
•
⊗ •
◦
) = R(rot( ◦◦ ⊗ •• )) : u
∗
ijukl = uiju
∗
kl
R(rot1(
↑
◦⊗
↑
•)) :
(∑
k
ukj
)
=
(∑
l
uil
)
R(rott(
↑
◦
⊗s+t
)) :
(∑
k1
uk1j1
)
. . .
(∑
ks
uksjs
)
=
(∑
l1
u∗i1l1
)
. . .
(∑
lt
u∗itlt
)
R( ↑◦
⊗k
) :
(∑
l1
ul1j1
)
. . .
(∑
lk
ulkjk
)
= 1
R(
◦•
◦•) = R(rot2( ◦•◦•)) : ukiu
∗
kj = uiku
∗
jk = 0 if i 6= j
R(
•◦
•◦) : u
∗
kiukj = u
∗
ikujk = 0 if i 6= j
R(
◦◦
◦◦) = R(rot2( ◦◦••)) : ukiukj = uikujk = 0 if i 6= j
R(rotd(bd⊗b˜d)) :
∑
k
δi1i2δi2i3 . . . δid−1idukj1 . . . ukjd =
∑
l
δj1j2δj2j3 . . . δjd−1jdui1l . . . uidl
R(bk) :
∑
l
ui1l . . . uikl = δi1i2δi2i3 . . . δik−1ik
R(rott(bs+t)) : δi1i2δi2i3 . . . δit−1itui1j1 . . . ui1js = δj1j2δj2j3 . . . δjs−1jsu
∗
i1j1
. . . u∗itj1
R(rotd+1( ↑
⊗d
↑
⊗d
◦ ◦ • •)) : uij
(∑
k1
uk1j1
)
. . .
(∑
kd
ukdjd
)
=
(∑
l1
ui1l1
)
. . .
(∑
ld
uidld
)
uij
R(rot2( ↑ ↑◦•◦• )) : uij
(∑
k1
u∗k1j1
)
=
(∑
l1
ui1l1
)
u∗ij
R(rotr( ↑
⊗r+1
↑
⊗r−1
◦ • • •)) : uij
(∑
k1
uk1j1
)
. . .
∑
kr−1
ukr−1jr−1
 = (∑
l1
ui1l1
)
. . .
∑
lr+1
uir+1lr+1
 u∗ij
3. Definition of unitary easy quantum groups
In this section we define unitary easy quantum groups. We first recall some notions
and facts about compact matrix quantum groups.
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3.1. Compact matrix quantum group. In [Wor87] (see also [Wor91]), Woronow-
icz gave a definition of a compact matrix quantum group within the C∗-algebraic
framework.
Definition 3.1. A compact matrix quantum group for n ≥ 1 is given by a unital
C∗-algebra A such that
• the C∗-algebra A is generated by n2 elements uij, 1 ≤ i, j ≤ n,
• the matrices u = (uij) and u¯ = (u
∗
ij) are invertible in Mn(A),
• and the map ∆ : A → A ⊗min A given by ∆(uij) =
∑
k uik ⊗ ukj is a
∗-
homomorphism.
We sometimes also write A = C(G) – even if A is noncommutative – and speak
of G as the quantum group, sometimes specifying (G, u) to indicate the matrix u of
the above definition. We then say that (G, uG) is a quantum subgroup of (H, uH),
writing G ⊆ H , if there exists a ∗-homomorphism ϕ : C(H) → C(G) mapping
uHij 7→ u
G
ij. Note that there exist weaker definitions of quantum subgroups in the
more general context of compact quantum groups. We should remark that the
usual definition of compact matrix quantum groups requires u and ut = (uji) to be
invertible, but since u¯∗ = ut, our definition is an equivalent one.
In order to get a feeling for the above definition, observe that any compact group
G ⊆ Mn(C) can be viewed as a compact matrix quantum group by considering
A = C(G), the algebra of continuous functions over G, and uij : G → C the
coordinate functions mapping a matrix (gkl) ∈ G to the entry gij. Here, the map ∆
is nothing but the dualized matrix multiplication. Thus, compact matrix quantum
groups generalize compact matrix groups G ⊆ Mn(C). Moreover, any compact
matrix quantum group is a compact quantum group in the more general sense as
defined by Woronowicz [Wor98].
The following definitions are due to Woronowicz [Wor87, Sect. 1].
Definition 3.2. Let (G, u) and (H, v) be compact matrix quantum groups with u
and v of size n. We say that G and H are
(a) identical, if there is a ∗-isomorphism from C(G) to C(H) mapping uij to vij ,
hence mapping u to v.
(b) similar, if there is an invertible matrix T ∈ GLn(C) and a ∗-isomorphism
from C(G) to C(H) mapping u to TvT−1.
We refer to [Wor87] and [Wor91] or to the surveys [KT99], [MVD98] and the
books [Tim08], [NT13] for more information on the subject.
3.2. An ad hoc definition of unitary easy quantum groups. We first give an
ad hoc definition of unitary easy quantum groups, which somehow seems to come
out of the blue but will be put into a wider context in the next subsections. For the
moment, recall that we associated certain relations R(p) to a partition p ∈ P ◦•, see
Definition 2.3.
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Definition 3.3 (easy QG – ad hoc definition). A compact matrix quantum group
G is called easy (in its full version), if there is a set of partitions C0 ⊆ P
◦• such that
the C∗-algebra C(G) associated to G is the universal unital C∗-algebra generated
by elements uij, 1 ≤ i, j ≤ n such that u and u¯ are unitary and the uij satisfy the
relations R(p) for p ∈ C0.
The quantum group is called orthogonal easy (in its full version) if in addition all
uij are selfadjoint.
Remark 3.4. One should check that any universal C∗-algebra of the form as in
the above definition gives rise to a compact matrix quantum group in the sense of
Definition 3.1. To do so, it is straightforward to verify that the relations R(p) are
satisfied by the elements u′ij :=
∑
k uik ⊗ ukj whenever the uij satisfy the relations
R(p). Note that as mentioned in Section 2, the relations making u and u¯ unitaries
are also of the form R(p) for some p ∈ P ◦•.
Moreover, one can prove that if A is the universal C∗-algebra generated by the uij
and the relations R(p) for p ∈ C0, together with those making u and u¯ unitaries, and
if B is the universal C∗-algebra generated by elements uij and the relations R(p) for
all partitions p from the category C = 〈C0〉 generated by the set C0, then A and B
coincide. Such considerations may also be found in an article in preparation by the
second author.
Example 3.5. The following three quantum groups as defined by Wang [Wan95a,
Wan98] are easy quantum groups:
• The free unitary quantum group U+n is given by the universal C
∗-algebra
generated by uij and the relations making u and u¯ unitaries. It is easy with
C0 = ∅.
• The free orthogonal quantum group O+n is given by the quotient of C(U
+
n ) by
the relations making the uij selfadjoint. It is orthogonal easy with C0 = { •
◦
}.
• The free symmetric quantum group S+n is given by the quotient of C(O
+
n )
by the relations making the uij projections with
∑
k uik =
∑
k ukj = 1. It is
orthogonal easy with C0 = { •
◦
, ↑◦ , ↓
◦
,
◦◦
◦◦}.
Example 3.6. The symmetric group Sn ⊆ Mn(C) can be viewed as a compact
matrix quantum group with algebra C(Sn) and the coordinate functions uij as
generators (see Section 3.1). It is easy with C0 = { •
◦
, ↑◦ , ↓
◦
,
◦◦
◦◦ , ✁❆
◦◦
◦◦}. We have
Sn ⊆ S
+
n ⊆ O
+
n ⊆ U
+
n .
3.3. Tannaka-Krein for compact matrix quantum groups. The above defi-
nition of easy quantum groups is motivated from the following result. In [Wor88],
Woronowicz revealed an abstract way of obtaining compact matrix quantum groups
from certain tensor categories. To be more precise: from concrete monoidal W ∗-
categories. Consider the following data:
• Let R be a set endowed with a binary operation · : R ×R→ R, (r, s) 7→ rs.
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• For each r ∈ R, let Hr be a finite-dimensional Hilbert space.
• For each r, s ∈ R, let Mor(r, s) be a linear subspace of the space of all linear
maps T : Hr → Hs.
If now R := (R, ·, (Hr)r∈R, (Mor(r, s))r,s∈R, ) fulfills the following list of axioms,
we say that R is a concrete monoidal W ∗-category :
(i) R is closed under tensor products, i.e. if Ti ∈ Mor(ri, si), for i = 1, 2, then
also T1 ⊗ T2 ∈ Mor(r1r2, s1s2) and Hrs = Hr ⊗Hs.
(ii) R is closed under composition, i.e. if Ti ∈ Mor(ri, si), for i = 1, 2, and
s1 = r2 then also T2T1 ∈ Mor(r1, s2).
(iii) R is closed under involution, i.e. if T ∈ Mor(r, s), then T ∗ ∈ Mor(s, r).
(iv) The identity map idr is in Mor(r, r), for all r ∈ R.
(v) If Hr = Hs and id ∈ Mor(r, s), then r = s.
(vi) We have (rs)t = r(st) for all r, s, t ∈ R.
(vii) There is an element 1 ∈ R such that H1 = C and 1r = r1 = r.
For f ∈ R we denote by f¯ ∈ R the element in R – if it exists – such that
there is an invertible antilinear mapping j : Hf → Hf¯ with tj ∈ Mor(1, f f¯) and
t¯j ∈ Mor(f¯ f, 1), where for an orthonormal basis (ei) of Hf and all a ∈ Hf¯ , b ∈ Hf ,
the maps tj and t¯j are given by:
tj(1) =
∑
i
ei ⊗ j(ei) and t¯j(a⊗ b) = 〈j
−1(a), b〉Hf
We say that {f, f¯} generates R if for any s ∈ R there exist bk ∈ Mor(rk, s), k =
1, . . . , m such that
∑
bkb
∗
k = ids and every rk is a product of the form rk = f1 . . . fnk ,
where fi ∈ {f, f¯}.
Woronowicz also has a notion of completeness for a concrete monoidalW ∗-category
(using unitary equivalence, projections onto smaller objects, and direct sums), and
he can show that any such category can be completed.
His main theorem in [Wor88] is then that compact matrix quantum groups can
be reconstructed from their intertwiner spaces. To be more precise, let G be a
compact matrix quantum group and let R(G) be the class of its finite-dimensional
unitary representations. Every such representation ur ∈ R(G) is of the form ur =∑
i,j eij ⊗ u
r
ij ∈ B(Hr) ⊗ C(G), where eij are the matrix units in B(Hr). We may
equip R(G) with the binary operation given by the tensor product of representations,
ur ⊗ us =
∑
i,j,k,l eij ⊗ ekl ⊗ u
r
iju
s
kl ∈ B(Hr ⊗Hs) ⊗ C(G). Furthermore, we denote
the space of intertwiners by:
Mor(ur, us) := {T : Hr → Hs | Tu
r = usT}
We now formulate Woronowicz’s theorem in the Kac case, i.e. when the conjugate
of u is given by u¯ = (u∗ij) (in general the form the conjugate of u depends on the
above map j).
Theorem 3.7 (Tannaka-Krein for compact matrix quantum groups [Wor88]).
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(a) Let (G, u) be a compact matrix quantum group in the Kac case. The class
R(G) of all finite-dimensional unitary representations of G is a complete
concrete monoidal W ∗-category generated by {u, u¯}.
(b) Conversely, let R be a concrete monoidal W ∗-category generated by {f, f¯}.
Then there is a compact matrix quantum group (G, u) such that:
• R(G) is a model of R, i.e. for every r ∈ R there is a representation
ur ∈ R(G) with ur ∈ B(Hr)⊗ C(G), u
rs = ur ⊗ us, Tur = usT for all
T ∈ Mor(r, s), and uf = u.
• The completion of R coincides with R(G).
• The quantum group G is universal in the sense, that any other model of
R yields a quantum subgroup of G.
Let us highlight two remarkable aspects of this theorem. Firstly, we obtain a
compact matrix quantum group whenever we have a concrete monoidalW ∗-category
at hand. This is quite plausible in the case when our category is complete – we define
a quantum group simply by specifying all of its representations. But the second very
nice thing is now, that we do not need to come up with all representations but only
with a rougher skeleton of it – we only need a not necessarily complete category. This
means, that the whole information about the quantum group is already given by a
much smaller class of intertwiner spaces. This is a drastic reduction of complexity
which will be needed in the sequel. In some sense, categories of partitions result
from yet another reduction of complexity.
3.4. A definition of unitary easy quantum groups using intertwiner spaces.
Building on Woronowicz’s Tannaka-Krein result, we may now give a more systemati-
cal definition of easy quantum groups using intertwiner spaces. We very much follow
the ideas of Banica and Speicher in the orthogonal case [BS09]. Let p ∈ P ◦•(k, l)
be a two-colored partition. Using the numbers δp as defined in Definition 2.1, we
define linear maps Tp : (C
n)⊗k → (Cn)⊗l by the following, where (ei) is the canonical
orthonormal basis of Cn.
Tp(ei1 ⊗ . . .⊗ eik) =
∑
j1,...,jl
δp(i, j)ej1 ⊗ . . .⊗ ejl
We use the convention that (Cn)⊗0 = C. Note that the coloring of the partition
p is not relevant for the definition of the map Tp. It only becomes relevant when
Tp is supposed to be an intertwiner. For this, we need some more notation. For
r = (r1, . . . , rk) ∈ {◦, •}
k we put u◦ := u, u• := u¯ and ur := ur1 ⊗ . . .⊗ urk .
Definition 3.8 (easy QG – intertwiner definition). A compact matrix quantum
group G with Sn ⊆ G ⊆ U
+
n is called (unitary) easy, if there is a category of
partitions C ⊆ P ◦• such that for every r ∈ {◦, •}k, every s ∈ {◦, •}l, and all k, l ∈ N0,
the space of intertwiners Mor(ur, us) is spanned by all linear maps Tp where p is in
C(k, l) and has upper coloring according to r and lower coloring according to s.
An easy quantum group G is called an orthogonal easy quantum group, if G ⊆ O+n .
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Note that if r and s consist only of white points, we have:
Mor(ur, us) = Mor(u⊗k, u⊗l) = span{Tp | p ∈ C(k, l), all points of p are white}
The above definition of an orthogonal easy quantum group is equivalent to the
one given by Banica and Speicher [BS09]. Indeed, let G be an easy quantum group
with Sn ⊆ G ⊆ O
+
n as defined by Banica and Speicher. Hence, there is a category
of non-colored partitions C ⊆ P such that for all k, l ∈ N0:
Mor(u⊗k, u⊗l) = span{Tp | p ∈ C(k, l)}
By Section 1.4, Ψ−1(C) ⊆ P ◦• is a category of two-colored partitions containing
◦◦ . Now, G is an easy quantum group in the sense of Definition 3.8, since the
relations R( ◦◦ ) exactly give u = u¯, see Section 2. This shows that, our definition
of unitary easy quantum groups is straightforward once the definition of orthogonal
easy quantum groups was given by Banica and Speicher. Furthermore, the idea of
unitary easy quantum groups was somehow around in the literature, see for instance
[BBC07, Sect. 12]. Finally, we gratefully acknowledge the access to an unpublished
draft by Banica, Curran and Speicher [BCS12a] dating from 2012, in which the
theory of unitary easy quantum groups was already developed. However, up to
now, there was no honest definition of unitary easy quantum groups available in the
literature.
The link between the C∗-algebraic relations and the intertwiner spaces is the
following.
Lemma 3.9. Let p ∈ P ◦•(k, l) with upper color pattern r ∈ {◦, •}k and lower color
pattern s ∈ {◦, •}l, and let n ∈ N. Let A be a C∗-algebra generated by elements
uij, 1 ≤ i, j ≤ n. Then, the generators uij fulfill the relations R(p) if and only if
Tpu
r = usTp for u
r and us as defined above.
Proof. Applying ur =
∑
i,j ej1i1 ⊗ . . . ⊗ ejkik ⊗ u
r1
j1i1
. . . urkjkik ∈ Mn(C)
⊗k ⊗ A to a
vector ei1 ⊗ . . .⊗ eik ⊗ 1 amounts to:
ur (ei1 ⊗ . . .⊗ eik ⊗ 1) =
∑
α1,...,αk
eα1 ⊗ . . .⊗ eαk ⊗ u
r1
α1i1
. . . urkαkik
Thus:
Tpu
r (ei1 ⊗ . . .⊗ eik ⊗ 1) =
∑
α,β
δp(α, β)eβ1 ⊗ . . .⊗ eβl ⊗ u
r1
α1i1
. . . urkαkik
Whereas:
usTp (ei1 ⊗ . . .⊗ eik ⊗ 1) =
∑
γ,β
δp(i, γ)eβ1 ⊗ . . .⊗ eβl ⊗ u
s1
β1γ1
. . . uslβlγl
Comparison of the coefficients yields the claim. 
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3.5. From categories of partitions to easy quantum groups via Tannaka-
Krein. By Definition 3.8, an easy quantum group is a quantum group, whose in-
tertwiner spaces are indexed by elements from a category of partitions. But can we
always assign a quantum group to a category of partitions? We will now show how
to construct a concrete monoidal W ∗-category given a category of partitions. We
then apply Woronowicz’s Tannaka-Krein result and we are done. This yields a third
definition of easy quantum groups.
The first step is to show – like in [BS09] – that operations on the maps Tp match
nicely with operations on partitions. To do this for the composition of two partitions
q ∈ P ◦•(k, l) and p ∈ P ◦•(l, m), we need some more notation. Recall from Section 1.2
that the l middle points are removed when forming the composition pq ∈ P ◦•(k,m).
But before doing so, we restrict the partition p to its l upper, and q to its l lower
points. We then form the maximum of these two restricted partitions p0 and q0, i.e.
we consider the minimal partition r such that every block of p0 is contained in a
block of r, and likewise for q0. Now let rl(q, p) be the number of those blocks of r
containing only points which are neither connected to one of the k upper points of
q nor to one of the m lower points of p.
Lemma 3.10. The assignment p 7→ Tp respects the category operations for parti-
tions:
(a) Tp ⊗ Tq = Tp⊗q
(b) TqTp = n
rl(q,p)Tqp
(c) (Tp)
∗ = Tp∗
Proof. The proof is word by word the same as in [BS09, Prop 1.9] (since Tp does not
see the coloring of p). 
In fact, it is not important to understand the precise number nrl(q,p) – the only
thing that matters is that the span of all Tp is closed under composition of maps.
We are now ready to apply Woronowicz’s theorem.
Proposition 3.11. Let C ⊆ P ◦• be a category of partitions. We may associate a
concrete monoidal W ∗-category with generating set {f, f¯} to it, and hence a compact
matrix quantum group G of Kac type (in the sense that uf = u = (uij) and u
f¯ = u¯ =
(u∗ij)). The C
∗-algebra C(G) is the universal C∗-algebra generated by the relations
R(p) with p ∈ C, thus it is easy in the sense of Definition 3.3.
Proof. This is how we associate a concrete monoidal W ∗-category RC to a category
C of partitions:
• We let R0 be the set of all words r = r1 . . . rk ∈ {◦, •}
k, for all k ∈ N0.
Denote by |r| := k the length of the word. We also consider the empty word
e with |e| = 0. We let R be the set of words in R0 with the identification
of two words r and s whenever |r| = |s| and the tensor product of ◦
◦
, •
◦
,
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◦
•
, and •
•
with upper color pattern r and lower color pattern s is in C. We
define a binary operation · : R×R→ R by concatenation of words.
• For r ∈ R, put Hr := (C
n)⊗|r|. Moreover He := C.
• Let Mor(r, s) be the linear span of all maps Tp where p ∈ C(|r|, |s|) such
that the upper points of p are colored according to r and the lower points
according to s.
• Put f := ◦ and f¯ := •.
Using Lemma 3.10, conditions (i), (ii) and (iii) of a concrete monoidalW ∗-category
are readily verified. The map for (iv) is given by a suitable tensor product of the
identity partitions ◦
◦
and •
•
, and (v) is fulfilled since we passed from R0 to R.
Finally, the concatenation of words is associative, thus (vi) is satisfied und as for
(vii), we use the empty word. Moreover, f = ◦ and f¯ = • are conjugate with
the invertible antilinear mapping j : Cn → Cn given by
∑
αiei 7→
∑
α¯iei. Then
tj = T
•◦
∈ Mor(1, f f¯) and t¯j = T ◦• ∈ Mor(f¯ f, 1). Furthermore, for any s ∈ R,
we let b1 ∈ Mor(s, s) be the identity map, proving that {f, f¯} generates the W
∗-
category. Hence, RC is a concrete monoidal W
∗-category and we obtain a quantum
group G due to Theorem 3.7.
The C∗-algebra C(G) fulfills the relations R(p) for all p ∈ C by Lemma 3.9. On
the other hand, the universal C∗-algebra generated by all relations R(p), p ∈ C gives
rise to a model for RC . Hence, it coincides with C(G). 
In this sense, the theory of easy quantum groups arises as a very direct application
of Woronowicz’s Tannaka-Krein result and categories of partitions are yet another
reduction of complexity compared to concrete monoidal W ∗-categories (see the dis-
cussion after Theorem 3.7). Implicitely first roots of such a diagrammatic approach
to these W ∗-categories may be found in Woronowicz’s construction of the twisted
SU(N) groups [Wor88, Proof of Thm. 1.4].
Corollary 3.12. If G is easy in the sense of Definition 3.3, it is easy in the sense
of Definition 3.8.
Proof. Let C0 ⊆ P
◦• be a set and let C(G) be the universal C∗-algebra generated
by elements uij with u and u¯ unitary and the relations R(p), p ∈ C0. By Remark
3.4, we may assume that C0 is a category of partitions and by Proposition 3.11
we obtain a compact matrix quantum group H such that C(H) = C(G). Hence
G = H and its intertwiners are given by the span of all Tp, p ∈ C0. Moreover, as
u and u¯ are unitaries, we have G ⊆ U+n . Finally, P
◦• is the category generated by
{ •
◦
, ↑◦ , ↓
◦
,
◦◦
◦◦ , ✁❆
◦◦
◦◦} (see [Web13]) and thus we have a surjection of C(G) to C(Sn)
mapping generators to generators. This proves Sn ⊆ G and we are done. 
Asking for the converse, we have to mention one subtlety. Given a ∗-algebra A,
there may exist several C∗-completions of it. A compact matrix quantum group G
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is in its full version, if C(G) is the universal enveloping C∗-algebra Cf(G) of the
∗-algebra Pol(G) generated by polynomials in the elements uij for i, j ∈ {1, . . . , n}.
We also have a reduced version of G given by the C∗-algebra Cr(G) obtained from
the GNS construction with the Haar state on Cf(G) (see [NT13] for details). This
is yet another completion of Pol(G). A quantum group in its full version, in its
reduced version or in its algebraic version (taking Pol(G) as the algebra) – from
an algebraic point of view, these are all different objects since the underlying al-
gebras are different. But on a more abstract level, it is always the same quantum
group – in different disguises, but with the same “quantum group features” like the
representation theory or the intertwiner spaces.
Now, Definition 3.3 and Woronowicz’s Tannaka-Krein approach only cover quan-
tum groups in their full versions while Definition 3.8 appears to be more general.
However, any easy quantum group in the sense of Definition 3.8 will be easy in the
sense of Definition 3.3 once put into its full version, i.e. once its algebra Pol(G) is
completed in a maximal way. We conclude that all three approaches to a definition
of easy quantum groups yield the same objects linking combinatorics with quantum
algebra in the following nice way.
Corollary 3.13. Categories of partitions are in one-to-one correspondence with easy
quantum groups. More precisely, to a category C, we may assign an easy quantum
group Gn for every n ∈ N, as seen in Proposition 3.11. Now, the correspondence
{C ⊆ P ◦• categ. of part.} ←→ {(Gn)n∈N easy q.g. with same categ. of part.}
is one-to-one.
Proof. Surjectivity is clear by the definition of easy quantum groups. As for injec-
tivity, assume that two categories C and D yield the same sequence (Gn) of easy
quantum groups. Let p ∈ C(k, l) and let n ≥ k + l. Then the associated linear map
Tp is an intertwiner for Gn, since Gn is easy with category C. Since it is also easy
with D, the map Tp is in the span of all maps Tq for q ∈ D(k, l). Now, the maps
Tr for r ∈ P
◦•(k, l) are linearly independent since n ≥ k + l (see [BS09, Th. 1.10]
or [BRRZ08, Sect. 3]). Thus, Tp must coincide with one of the Tq, q ∈ D(k, l) and
hence p = q ∈ D. 
Remark 3.14. As discussed in Section 3.1, the W ∗-category appearing in Propo-
sition 3.11 does not necessarily give all representations of the easy quantum group,
since it might not be complete. A study of the completion of this W ∗-category is
implicitely given in the article [FW14].
4. Free unitary easy quantum groups
In this section we describe the easy quantum groups corresponding to categories
of noncrossing partitions. Our main result may be found in Section 4.5.
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4.1. Definition of the free case.
Definition 4.1. A free easy quantum group is an easy quantum group G such
that the corresponding category of partitions C ⊆ P ◦• contains only noncrossing
partitions, thus C ⊆ NC◦•.
The terminology goes back to Wang’s papers [Wan95a, Wan98] and more ex-
plicitely to [BBC07]. See also [Fre14] for a general definition of a free compact
matrix quantum group, tracing back to [BV09]. In principle, Theorems 1.4 and 1.5
yield the complete list of free easy quantum groups. However, their interplay with
other quantum groups might not be so clear right away. In particular, it is inter-
esting to know how “new” or exotic they are. We will now reveal how these free
easy quantum groups may be constructed from some basic quantum groups using
products with reflection groups as explained below.
4.2. Free and tensor complexifications with Zd. In [Wan95b] and [Wan95a],
Wang proved the existence of a comultiplication on the free product as well as on the
tensor product of the C∗-algebras associated to quantum groups (see also [Tim08]).
More precisely, let G and H be two compact (matrix) quantum groups with co-
multiplications ∆G resp. ∆H . Let C(G)C(H) either be the unital free product
C(G)∗C(H) of the two C∗-algebras or the maximal tensor product C(G)⊗maxC(H).
Denote by ιC(G) the embedding of C(G) into C(G)C(H) and likewise by ιC(G)C(G)
the embedding of C(G)⊗min C(G) into (C(G)C(H))⊗min (C(G)C(H)).
Proposition 4.2 ([Wan95b, Wan95a]). Given two compact (matrix) quantum groups
G and H, there is always a comultiplication ∆ on C(G)C(H) for  ∈ {∗,⊗max}
such that:
∆ ◦ ιC(G) = ιC(G)C(G) ◦∆G and ∆ ◦ ιC(H) = ιC(H)C(H) ◦∆H
As a consequence, one can define the free product and the direct product of
compact matrix quantum groups. The fundamental corepresentation is then given
by the direct sum of these representations, thus by
(
u 0
0 v
)
, where u and v are the
matrices of generators for G resp. H . We now define another kind of free resp.
tensor product of two compact matrix quantum groups.
Remark 4.3. Recall that for unital C∗-algebras A and B, the maximal tensor
product A ⊗max B can be seen as the universal C
∗-algebra generated by elements
a ∈ A (with the relations of A) and b ∈ B (with the relations of B) such that all
such a and b commute; the units of A and B are identified. We thus simply write
ab for elements a ⊗ b. The free product A ∗ B in turn is the universal C∗-algebra
generated by elements a ∈ A (with the relations of A) and b ∈ B (with the relations
of B) without any further relations; again the units of A and B are identified.
Definition 4.4. Let (G, u) and (H, v) be two compact matrix quantum groups with
u of size n and v of size m.
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(a) The glued free product G∗˜H of G and H is given by the C∗-subalgebra
C∗(uijvkl | 1 ≤ i, j ≤ n and 1 ≤ k, l ≤ m) ⊆ C(G) ∗ C(H).
(b) The glued direct product G×˜H of G and H is given by the C∗-subalgebra
C∗(uijvkl | 1 ≤ i, j ≤ n and 1 ≤ k, l ≤ m) ⊆ C(G)⊗max C(H).
As a simple consequence of Wang’s result, the glued free product and the glued
direct product are again compact matrix quantum groups.
Corollary 4.5. The C∗-subalgebra C∗(uijvkl | 1 ≤ i, j ≤ n and 1 ≤ k, l ≤ m) of
C(G)C(H),  ∈ {∗,⊗max} admits a comultiplication ∆(uijvkl) = ∆G(uij)∆H(vkl).
Proof. Restriction of the comultiplication ∆ of Proposition 4.2 yields the result. 
Note that in general, the glued products differ from Wang’s products, i.e. we have
G ∗H 6= G∗˜H and G ×H 6= G×˜H . The crucial difference lies in the fundamental
matrix u⊕ v (Wang) versus u⊗ v (glued).
To a discrete group Γ, one can associate the universal C∗-algebra C∗(Γ) generated
by unitaries ug, g ∈ Γ with uguh = ugh, u
∗
g = ug−1. It is well known that the
comultiplication ∆(ug) = ug ⊗ ug turns it into a compact quantum group denoted
by Γ̂.
Corollary 4.6. Let Γ be a discrete group generated by a single element g0, and
denote by z the generator ug0 of C
∗(Γ). Let (G, u) be a compact matrix quantum
group. Then G∗˜Γ̂ and G×˜Γ̂ are compact matrix quantum groups given by C∗(uijz)
in C(G) ∗ C∗(Γ) resp. in C(G)⊗max C
∗(Γ) and ∆(uijz) =
∑
k uikz ⊗ ukjz.
Proof. Since Γ is generated by a single element, (C∗(Γ), z) is a compact matrix
quantum group with matrix of size 1. Using Corollary 4.5 we obtain the result. 
Denote by Zd the cyclic group Zd := Z/dZ. Note that C
∗(Zd) is the universal
C∗-algebra generated by a unitary z such that zd = 1. In order to simplify the
notation, we will also write Z0 for Z.
Definition 4.7. Let G be a compact matrix quantum group.
(a) The quantum group G∗˜Ẑd is called the free d-complexification of G and G∗˜Ẑ
is called the free complexification.
(b) The quantum group G×˜Ẑd is called the tensor d-complexification of G and
G×˜Ẑ is called the tensor complexification.
The above definition is a generalization of Banica’s free complexification [Ban08],
[Ban99].
Lemma 4.8. Let G ⊆ U+n be a compact matrix quantum group. Then G ⊆ G∗˜Ẑd ⊆
U+n and G ⊆ G×˜Ẑd ⊆ U
+
n for d ∈ N0. Note that if G ⊆ O
+
n , we do not have
G∗˜Ẑd ⊆ O
+
n or G×˜Ẑd ⊆ O
+
n in general.
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Proof. As before, let  = ∗ or  = ⊗max. We have C(G)C
∗(Zd)→ C(G) mapping
uij 7→ uij and z 7→ 1. This yields G ⊆ GẐd. As for GẐd ⊆ U
+
n , it is straightfor-
ward to check that the matrices u′ := (uijz) and u¯
′ = (z∗u∗ij) are unitaries. As for
the remark on the orthogonal case, note that uijz does not need to be selfadjoint,
even if uij is. 
4.3. The r-selfadjoint free d-complexification. We need to introduce yet an-
other product of a quantum group with Ẑd.
Definition 4.9. Let (G, u) be a compact matrix quantum group with u = (uij) of
size n, and let r, d ∈ N. Denote the generator of C∗(Zd) by z. Let A be the quotient
of C(G) ∗ C∗(Zd) by the ideal generated by uijz
r = (z∗)ru∗ij for all i, j. The r-
selfadjoint free d-complexification G∗˜rẐd is given by the C
∗-subalgebra C∗(uijz, 1 ≤
i, j ≤ n) of A.
In a certain sense, the above product is a free d-complexification with glimpses
of selfadjointness – the elements uijz are not self-adjoint in general but uijz
r is.
Note that from the definition it is not clear whether any of the elements uijz
r lies
in C∗(uijz, 1 ≤ i, j ≤ n).
Proposition 4.10. The r-selfadjoint free d-complexification gives rise to a compact
matrix quantum group: There is a ∗-homomorphism ∆ : A → A ⊗min A on the
C∗-algebra A of the above definition sending uij to
∑
k uik ⊗ ukj and z to z ⊗ z. It
restricts to C∗(uijz, 1 ≤ i, j ≤ n)→ C
∗(uijz, 1 ≤ i, j ≤ n)⊗minC
∗(uijz, 1 ≤ i, j ≤ n)
turning C∗(uijz, 1 ≤ i, j ≤ n) into a compact matrix quantum group.
Proof. By Wang’s result, Proposition 4.2, there is a comultiplication ∆0 on B :=
C(G) ∗ C∗(Zd). Composing it with the quotient map pi ⊗ pi : B ⊗ B → A ⊗ A, we
obtain a ∗-homomorphism from B to A⊗A mapping uij to u
′
ij :=
∑
k uik⊗ ukj and
z to z′ := z ⊗ z. Since u′ij and z
′ satisfy u′ijz
′r = (z′∗)ru′∗ij, the map (pi ⊗ pi) ◦ ∆0
factors through pi : B → A and we obtain a map ∆ : A→ A⊗A as desired. 
In principle one could also define an r-selfadjoint tensor d-complexification, but
we do not need it for our purpose.
4.4. Free wreath products. Finally, we also need a product construction provided
by Bichon [Bic04]. Denote by z 7→ z(i) the embedding of C∗(Zd) into the i-th copy
of C∗(Zd) in the n-fold free product C
∗(Zd)
∗n.
Definition 4.11 ([Bic04]). Let (G, u) be a compact matrix quantum group. The
free wreath product Ẑd ≀∗ S
+
n is given by the quotient of C
∗(Zd)
∗n ∗ C(S+n ) by the
ideal generated by uijz
(i) = z(i)uij. The fundamental unitary is given by (uijz
(i))i,j.
Strictly following Bichon’s article, the free wreath product comes without a spec-
ification of the fundamental unitary in the case of compact matrix quantum groups.
The one that is commonly used nowadays is the one above (see for instance [Wah14],
[Lem14] or [BV09]). In this sense, the free wreath product is already in a “glued
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version”. Note that due to the relations of C(S+n ), the C
∗-subalgebra generated by
the elements uijz
(i) coincides with the whole C∗-algebra, so the question of how to
endow the C∗-algebra in the above definition with a compact matrix quantum group
structure lies only in the definition of the generating unitary. See [Bic04] for a proof
that the free wreath product is a compact matrix quantum group.
4.5. Construction of free easy quantum groups using d-complexifications.
Using the products introduced in the previous sections, we may now construct the
free easy quantum groups out of a few basic ones. This constitutes the main theorem
of this article. Before doing so, we recall the seven free orthogonal easy quantum
groups as classified in [Web13].
Remark 4.12. Recall that a category C ⊆ NC of non-colored partitions can be
viewed as a category of colored partitions containing •
◦
(or equivalently ◦◦ ), see
Section 1.4. We now list the seven free orthogonal easy quantum groups and their
corresponding categories as subsets of NC◦•. They appear in the list of Theorem
1.4. For the convenience of the reader, we also list the C∗-algebraic relations, besides
those making the uij selfadjoint and u orthogonal (i.e.
∑
k uikujk =
∑
k ukiukj = δij).
• O+n : Oglob(2) = 〈 •
◦
〉, no further relations.
• H+n : Hglob(2) = 〈 •
◦
, ◦•◦•〉, uikujk = ukiukj = 0 if i 6= j.
• S+n : Sglob(1) = 〈 •
◦
, ◦•◦• ,
↑
◦〉, uij = u
∗
ij = u
2
ij ,
∑
k uik =
∑
k ukj = 1.
• S ′n
+: Sglob(2) = 〈 •
◦
, ◦•◦• ,
↑
◦ ⊗
↑
•〉, uikujk = ukiukj = 0 if i 6= j,
∑
k uik =∑
k ukj independent of i, j.
• B+n : B
′
glob(1) = 〈 •
◦
, ↑◦〉,
∑
k uik =
∑
k ukj = 1.
• B′n
+: B′glob(2) = 〈 •
◦
, ↑ ↑◦◦•• 〉, s :=
∑
k uik =
∑
k ukj independent of i, j and
uijs = suij.
• B#+n : Bglob(2) = 〈 •
◦
, ↑◦ ⊗
↑
•〉,
∑
k uik =
∑
k ukj independent of i, j.
Using the list of Theorem 1.4, we obtain the following theorem which will be
proven in the next subsection. We use the identification of compact matrix quantum
groups as described in Definition 3.2(a).
Theorem 4.13 (globally colorized case). The globally colorized categories give rise
to the following quantum groups.
Oglob(k): O
+
n ×˜Ẑk, k ∈ 2N0
Hglob(k): H
+
n ×˜Ẑk, k ∈ 2N0
Sglob(k): S
+
n ×˜Ẑk, k ∈ N0
Bglob(k): B
#+
n ×˜Ẑk, k ∈ 2N0
B′glob(k): B
+
n ×˜Ẑk, k ∈ N0
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In the case k = 0, we replace Zk by Z. For k = 1, we have Z1 = {e}, hence we
then omit the product with Ẑ1.
Remark 4.14. Comparing Remark 4.12 with Theorem 4.13, we observe that the
relations of Oglob(2) give rise to O
+
n , whereas Theorem 4.13 yields O
+
n ×˜Ẑ2 in this
case. The solution is simply that O+n is isomorphic to O
+
n ×˜Ẑ2, see Proposition 4.20
below. The same happens for Hglob(2) and Bglob(2). In the cases of Sglob(2) and
B′glob(2), we recover the well-known facts S
′
n
+ ∼= S+n ×˜Ẑ2 and B
′
n
+ ∼= B+n ×˜Ẑ2 from
[Rau12] and [Web13].
In order to state the theorem in the locally colorized case, we have to define a new
quantum group. It is a kind of a unitary version of B+n . The credit for discovering
it goes to the unpublished draft [BCS12a] by Banica, Curran and Speicher.
Definition 4.15. Let C+n be the quantum group given by the universal C
∗-algebra
generated by uij, 1 ≤ i, j ≤ n, such that u and u¯ are unitaries and
∑
k uik =∑
k ukj = 1 for all i, j.
It can be read directly from the relations in Section 2 that C+n is free easy with
category Bloc(1, 0). The next theorem is based on the classification in Theorem 1.5.
Recall that d|k stands for the fact that k is a multiple of d. Thus, if d = 0, then
also k = 0.
Theorem 4.16 (locally colorized case). The locally colorized categories give rise to
the following quantum groups. the case d = k includes d = 0.
Oloc: O
+
n ∗˜Ẑ = U
+
n
H′loc: H
+
n ∗˜Ẑ
Hloc(k, d): (Ẑd ≀∗ S
+
n )×˜Ẑk, k, d ∈ N0\{1, 2}, d|k, d 6= 0
Ẑk ≀∗ S
+
n (d = k)
Sloc(k, d): (S
+
n ∗˜Ẑd)×˜Ẑk, k, d ∈ N0\{1}, d|k, d 6= 0
S+n ∗˜Ẑk (d = k)
Bloc(k, d): (C
+
n ∗˜Ẑd)×˜Ẑk, k, d ∈ N0, d|k, d 6= 0
C+n ∗˜Ẑk (d = k)
B′loc(k, d, 0): (B
+
n ∗˜Ẑd)×˜Ẑk, k, d ∈ N0\{1}, d|k, d 6= 0
B+n ∗˜Ẑk (d = k)
B′loc(k, d, r): (C
+
n ∗˜rẐd)×˜Ẑk, k ∈ N0\{1}, d ∈ 2N0\{0, 2}, d|k, r =
d
2
C+n ∗˜rẐk (d = k)
In the case k = 0, we replace Zk by Z.
Before passing to the proofs, let us remark a few things.
Remark 4.17. The cases d 6= 0 and d = k do not exclude each other – we might
have d = k 6= 0. We thus proved incidentally (G∗˜Ẑk)×˜Ẑk ∼= G∗˜Ẑk etc. See also
Proposition 4.20 for a direct proof.
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Remark 4.18. In [Ban97], Banica observed that U+n can be written as a free com-
plexification of O+n . In [Ban08], he studied the free complexifications of H
+
n and S
+
n ,
denoting them by K+n and P
+
n . The former one also appeared in [BBCC11]. All
these quantum groups are free easy.
Remark 4.19. In [Rau12] and [Web13], it is proven that the C∗-algebra C(B#+n ) is
isomorphic to C(B+n ) ∗ C
∗(Z2). But this isomorphism does not map uij 7→ uijz, so
it does not provide an isomorphism of B#+n and B
+
n ∗˜Ẑ2. In fact, the elements uijz
in C(B+n ∗˜Ẑ2) are not selfadjoint, so B
+
n ∗˜Ẑ2 happens to be no quantum subgroup of
O+n while B
#+
n is.
4.6. The proofs of Theorem 4.13 and Theorem 4.16. The proofs of Theorem
4.13 and Theorem 4.16 obey the following uniform scheme, as now being sketched
in a general version. Let C ⊆ NC◦• be a category of noncrossing partitions and let
G be the associated free easy quantum group with C∗-algebra C(G). Let k and d
be the parameters of the category appearing in Theorems 4.13 and 4.16 (recall also
Section 1.5). Consider the following diagram:
Mt(C(G))
β
←− AC∗(Zk)
v′ij , s
′, z′ ← [ vij , s, z
↑ ι ⊆
uij 7→ u
′
ij := vijsz
C(G)
α
−→ C∗(vijsz)
In the above diagram,  ∈ {∗,⊗max}, and the C
∗-algebra A is specified case by
case. Typically, it is of the form A = C(H) or A = C(H) ∗ C∗(Zd) where C(H) is
generated by elements vij and C
∗(Zd) by s (or s = 1, if A = C(H)). The C
∗-algebra
C∗(Zk) in turn is generated by z. Finally, we will have t = d in most of the cases.
The general strategy is now:
• Using the universal property, we prove that α exists, mapping uij 7→ vijsz.
Here, we may usually trace back a relation R(p) of C(G) to exactly the same
relation R(p) of C(H). It is clear that α is surjective.
• As for finding a converse to α, we would like to use the universal property
of AC∗(Zk) (see Remark 4.3). Unfortunately, we may not find all elements
of this C∗-algebra in C(G) itself. For instance, we might find a candidate
for zd in C(G) (implicitely using the fact that (sz)d = zd), but not z itself.
We thus somehow have to find a d-th root of zd, which we do by passing to
Md(C(G)). We prove that β exists with β(vij) = ι(uij)β(sz)
∗.
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• The map ι is supposed to be injective. If now the diagram commutes, then α
is injective and we have proven the desired isomorphism. Hence we identified
the two quantum groups in the sense of Definition 3.2(a).
Proof of Theorem 4.13. Let C(k) be one of the globally colorized categories, with
k ∈ N0 and let G be the associated quantum group. We use the uniform proof
scheme as sketched above with the parameters s := 1,  := ⊗max, and t and A as
below. For the convenience of the reader, we recall the generators of the globally
colorized categories from Theorem 1.4 and we also list all partitions that generate
the category of partitions associated to A (from Remark 4.12).
C(k) = 〈 ◦◦ ⊗ •• & those below〉 A ↔ 〈 •
◦
& those below〉 t
Oglob(k) ◦◦
nest(k
2
)
C(O+n ) ∅ 2
Hglob(k) bk, ◦•◦• C(H
+
n ) ◦•◦• 2
Sglob(k) ↑◦
⊗k
, ◦•◦• ,
↑
◦ ⊗
↑
• C(S
+
n ) ◦•◦• ,
↑
◦ 1
Bglob(k)
↑
◦
⊗k
, ↑◦ ⊗
↑
• C(B
#+
n )
↑
◦ ⊗
↑
• 2
B′glob(k)
↑
◦
⊗k
, ↑ ↑◦◦•• ,
↑
◦ ⊗
↑
• C(B
+
n )
↑
◦ 1
Thus, t = d(C) in the sense of [TW15, Sect. 3.1, 4.1, 5.1, 6.1]. Recall that the
restriction on the parameter k in Theorem 4.13 is exactly that k is even in case
t = 2.
Step 1: The map α : C(G) → A ⊗max C
∗(Zk) exists. It is straightforward to
check that the elements u′ij := vijz ∈ A ⊗max C
∗(Zk) give rise to unitary matrices
u′ := (u′ij) and u¯
′ := (u′∗ij) and that the relations R( ◦◦ ⊗ •• ) are fulfilled (recall
that all necessary C∗-algebraic relations may be found in Section 2). Moreover, the
relations R( ◦◦
nest(k
2
)
) are fulfilled in the case C(k) = Oglob(k). Here, we used that
zλ = (z∗)λ for k = 2λ. Next, we check that the u′ij fulfill R( ◦•◦•) and R(bk), if the
vij fulfill R( ◦•◦•) (recall that the vij are selfadjoint). Using the fact that the v
2
ij
are orthogonal projections adding up to 1 when the sum is taken over j, this is a
direct computation. Similarly, we prove that R( ↑◦ ⊗
↑
•) and R(
↑
◦
⊗k
) are fulfilled by
the u′ij, if R(
↑
◦ ⊗
↑
•) is fulfilled by the vij or maybe even R(
↑
◦). For doing so, use:(∑
l1
vl1j1
)(∑
l2
vl2j2
)
=
∑
l1
(
vl1j1
(∑
l2
vl1l2
))
=
∑
l2
∑
l1
vl1j1vl1l2 =
∑
l2
δj1l2 = 1
Finally, R( ↑ ↑◦◦•• ) is fulfilled by the u
′
ij in case the vij satisfy R(
↑
◦).
Step 2: The map β : A ⊗max C
∗(Zk) → Mt(C(G)) exists in the case t = 1. We
put z′ :=
∑
l uil =
∑
l ulj ∈ C(G) and check that it is independent of the choice of
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i and j, since ↑◦ ⊗
↑
• ∈ C(k). Moreover it is unitary, since:∑
l
(
u∗il
(∑
m
uml
))
=
∑
m
∑
l
u∗iluml =
∑
m
δim = 1
The relation z′k = 1 immediately follows from ↑◦
⊗k
∈ C(k). We put v′ij := uijz
′∗ and
check that it is selfadjoint since firstly, using R( ◦◦ ⊗ •• ) we have
uijz
′∗ =
∑
l
uiju
∗
kl =
∑
l
u∗ijukl = u
∗
ijz
′
and secondly we have uijz
′ = z′uij because ↑ ↑◦◦•• ∈ C(k). This also proves v
′
ijz
′ =
z′v′ij = uij. Finally, check that v
′
ij satisfies R(
↑
◦) and R( ◦•◦•) (the latter one in
the case C(k) = Sglob(k)) from which we infer the existence of β. Note that we used
↑
◦
⊗k
only for proving z′k = 1, so the proof works also in the case k = 0.
Step 3: The map β : A ⊗max C
∗(Zk) → Mt(C(G)) exists in the case t = 2. We
cannot work with the same z′ as in Step 2, since this element will not commute
with v′ij because
↑ ↑
◦◦•• /∈ C(k). We therefore consider the auxiliary element w :=∑
l u
2
il =
∑
l u
2
lj ∈ C(G) and check that it is independent of the choice of i or j using
R( ◦◦ ⊗ •• ) and:∑
l
u2il =
∑
l,m
uiluilu
∗
mjumj =
∑
l,m
u∗iluilumjumj =
∑
m
u2mj
Similarly, we see that w is unitary. Moreover, since k is even in the case t = 2, we
may write k = 2λ. Note that ◦◦
nest(λ)
is always in C(k), since the permutation of
colors allows us to infer ◦◦
nest(λ)
⊗pi′2λ ∈ C(k) from •◦
nest(λ)
⊗pi2λ ∈ C(k), where pi2λ
is any partition in P ◦•(0, 2λ) consisting only of white points and pi′2λ ∈ P
◦•(0, 2λ)
consists of λ white points and λ black points; now, by [TW15, Lemma 1.1(b)], we
have ◦◦
nest(λ)
∈ C(k). Using R( ◦◦
nest(λ)
), we may replace λ many occurences of
the uij by u
∗
ij , hence:
wλ =
∑
l1,...,lλ
ui1l1u
∗
i1l1
ui2l2u
∗
i2l2
. . . uiλlλu
∗
iλlλ
= 1
Using R( ◦◦ ⊗ •• ), it is easy to see that u
∗
ijw = uij = wu
∗
ij. We now define:
z′ :=
(
0 w
1 0
)
∈M2(C(G)), v
′
ij :=
(
0 uij
u∗ij 0
)
∈M2(C(G))
It is clear that z′ is unitary with z′k = 1, the v′ij are selfadjoint and fulfill the relations
R(p) of A whenever p ∈ C(k). Finally, v′ijz
′ = z′v′ij and hence β exists. Again, this
step also works in the case k = 0.
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Step 4: With ι : C(G) → Mt(C) ⊗ C(G), x 7→ 1 ⊗ x the diagram commutes.
Check that v′ijz
′ = ι(uij) in the cases t = 1 and t = 2. We conclude that α is an
isomorphism. 
Proof of Theorem 4.16.
Case 1. In the cases C ∈ {Oloc,H
′
loc}, we use the uniform scheme with t = 2,
A ∈ {C(O+n ), C(H
+
n )},  = ∗, k = 0 (i.e. Zk = Z) and s = 1. Putting
z′ :=
(
0 1
1 0
)
, v′ij :=
(
0 uij
u∗ij 0
)
, ι(uij) :=
(
uij 0
0 u∗ij
)
we immediately see that α and β exist and that the diagram is commutative, proving
that α is an isomorphism. In fact, we could also have chosen k = 2, thus we just
proved H+n ∗˜Z
∼= H+n ∗˜Z2 and O
+
n ∗˜Z
∼= O+n ∗˜Z2, as a byproduct (see also Proposition
4.20).
Case 2. As for the other cases of C we choose the following parameters, if d 6= 0.
C(k, d) = 〈. . .〉 A
Sloc(k, d) ↑◦
⊗k
, ↑
⊗d
↑
⊗d
◦ ◦ • • , ◦•◦• ,
↑
◦ ⊗
↑
• C(S
+
n ) ∗ C
∗(Zd)
Bloc(k, d) ↑◦
⊗k
, ↑
⊗d
↑
⊗d
◦ ◦ • • ,
↑
◦ ⊗
↑
• C(C
+
n ) ∗ C
∗(Zd)
B′loc(k, d, 0) ↑◦
⊗k
, ↑
⊗d
↑
⊗d
◦ ◦ • • ,
↑ ↑
◦•◦• ,
↑
◦ ⊗
↑
• C(B
+
n ) ∗ C
∗(Zd)
B′loc(k, d, r) ↑◦
⊗k
, ↑
⊗d
↑
⊗d
◦ ◦ • • ,
↑
⊗r+1
↑
⊗r−1
◦ • • • ,
↑
◦ ⊗
↑
• C(C
+
n ) ∗ C
∗(Zd)/〈vijs
r = srvij〉
Hloc(k, d) bk, bd ⊗ b˜d, ◦◦•• , ◦•◦• C(Ẑd ≀∗ S
+
n )
Furthermore, we put t := d,  := ⊗max and we let z be the generator of C
∗(Zk)
whereas s is the generator of C∗(Zd). In the case Hloc(k, d), we refine the scheme
replacing s by the generators s(i) of the copies of C∗(Zd) in C(Ẑd ≀∗ S
+
n ). Let us
always write s(i) in the sequel, meaning s(i) = s if C(k, d) 6= Hloc(k, d).
The existence of α : C(G) → A ⊗max C
∗(Zk) mapping uij 7→ u
′
ij := vijs
(i)z is a
straightforward calculation.
As for β, we proceed as follows. If C(k, d) 6= Hloc(k, d) we put w :=
∑
l uil =
∑
l ulj
and we use ↑◦ ⊗
↑
• ∈ C(k, d) in order to prove that this definition is independent
of i and j. Moreover, an easy computation shows that w is unitary with wk = 1.
If C(k, d) = Hloc(k, d) the elements wi :=
∑
l uil do depend on i, but they are
still unitary with wki = 1. Using R( ◦◦••) and R(bd ⊗ b˜d), we may show that
wdi =
∑
l u
d
il =
∑
l u
d
lj, hence the d-th powers of the wi coincide. We then put, in all
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five cases of C(k, d)
z′ :=

0 1
. . .
. . .
. . . 1
wdi 0
 , s′i :=

0 (w∗i )
d−1
wi
. . .
. . .
. . .
wi 0

and ι(uij) := 1 ⊗ uij, v
′
ij := ι(uijw
∗
i ) with wi = w and s
′ = s′i in the case C(k, d) 6=
Hloc(k, d). We check that z
′ and s′i are unitaries with z
′k = s′di = 1. Recall that d is
a divisor of k. Moreover, we have z′d = ι(wdi ), ι(wi) = z
′s′i = s
′
iz
′ and uijw
d
i = w
d
i uij
in all cases. Additionally, we have uijw
∗
i = wiu
∗
ij, if ◦•◦• or
↑ ↑
◦•◦• is in C(k, d).
Finally, uijwi = wiuij, if ◦◦•• ∈ C(k, d). The existence of β with β ◦ α = ι is now
a routine check.
Case 3. Now let C be as in Case 2 but with d = k (including d = 0). It is clear
from the combinatorics that C(k, k) = C(k, 0), see Theorem 1.5. If d = 0, we use
t = 1 and the following table for the choice of B := AC∗(Zk):
C(k, 0) B := AC∗(Zk)
Sloc(k, 0) C(S
+
n ) ∗ C
∗(Zk)
Bloc(k, 0) C(C
+
n ) ∗ C
∗(Zk)
B′loc(k, 0, 0) C(B
+
n ) ∗ C
∗(Zk)
B′loc(k, 0,
k
2
) C(C+n ) ∗ C
∗(Zk)/〈vijs
r = srvij〉
Hloc(k, 0) C(Ẑk ≀∗ S
+
n )
The existence of α is as before, while β : B → C(G) maps the generator s of
C∗(Zk) (or rather s
(i)) to
∑
l uil and vij to uij (
∑
l u
∗
il). 
We now take up the statements of Remarks 4.14 and 4.17 and the one at the end
of Case 1 of the proof of Theorem 4.16. We prove them using again the scheme of
the proofs of Theorems 4.13 and 4.16.
Proposition 4.20. We have the following isomorphisms (in the sense of Def.
3.2(a)):
(a) O+n
∼= O+n ×˜Ẑ2, H
+
n
∼= H+n ×˜Ẑ2 and B
#+
n
∼= B#+n ×˜Ẑ2.
(b) H+n ∗˜Ẑ
∼= H+n ∗˜Ẑ2 and O
+
n ∗˜Ẑ
∼= O+n ∗˜Ẑ2.
(c) (Ẑk ≀∗S
+
n )×˜Ẑk
∼= Ẑk ≀∗S
+
n , (C
+
n ∗˜rẐk)×˜Ẑk
∼= C+n ∗˜rẐk and (G∗˜Ẑk)×˜Ẑk
∼= G∗˜Ẑk
for G ∈ {S+n , C
+
n , B
+
n }.
Proof. (a) Using the proof scheme presented at the beginning of this subsection with
the parameters G ∈ {O+n , H
+
n , B
#+
n }, AC
∗(Zk) = C(G)⊗max C
∗(Z2), t = 2,
v′ij =
(
0 uij
uij 0
)
, , z′ :=
(
0 1
1 0
)
, ι(uij) =
(
uij 0
0 uij
)
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we obtain the result. For the existence of α it is crucial that the vijz are selfadjoint,
hence we need to have z = z∗. Thus, the proof does not carry over for general Zk.
Furthermore, we have
∑
j vijz = z 6= 1, so the proof does not work for G = S
+
n or
G = B+n .
(b) Check that for G ∈ {O+n , H
+
n } the maps
α : C(G) ∗ C∗(Z)→ C(G) ∗ C∗(Z2)
uij 7→ uij
z 7→ z
β : C(G) ∗ C∗(Z2)→M2(C(G) ∗ C
∗(Z))
uij 7→
(
0 uij
uij 0
)
z 7→
(
0 z∗
z 0
)
ι : C(G) ∗ C∗(Z)→M2(C(G) ∗ C
∗(Z))
uij 7→
(
uij 0
0 uij
)
z 7→
(
z 0
0 z∗
)
exist, with ι being injective and ι(uijz) = β(α(uijz)).
(c) Again we use a version of the general proof scheme showing that the following
maps exist for A = C(G) ∗ C∗(Zk), A = C(C
+
n ) ∗ C
∗(Zk)/〈uijs
r = sruij〉 or A =
C∗(Zk)
∗n ∗ C(S+n )/〈uijs
(i) = s(i)uij〉.
α : A→ A⊗ C∗(Zk)
uij 7→ uij
s(i) 7→ s(i)z
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β : A⊗ C∗(Zk)→ Mk(A)
uij 7→ ι(uij)
s(i) 7→

0 s(i)
s(i)
. . .
. . .
. . .
s(i) 0

z 7→

0 1
. . .
. . .
. . . 1
1 0

ι : A→ Mk(A)
x 7→ 1⊗ x

4.7. The quantum reflection groups Hs+n . The quantum reflection groups H
s+
n
were defined by Banica, Belinschi, Capitaine and Collins in [BBCC11, Sect. 11].
Definition 4.21. Given n, s ∈ N, the quantum reflection group Hs+n is given by
the universal C∗-algebra generated by elements uij, 1 ≤ i, j ≤ n subject to the
conditions:
• u = (uij) and u¯ = (u
∗
ij) are unitaries
• all uij are partial isometries (i.e. uiju
∗
ijuij = uij) and the projections u
∗
ijuij
and uiju
∗
ij coincide
• usij = uiju
∗
ij
We define H∞+n by omitting the third of the above conditions.
We have H1+n = S
+
n , H
2+
n = H
+
n and H
s+
n = Ẑs ≀∗ S
+
n by [BV09, Thm. 3.4].
Hence, they are free easy, by Theorem 4.16. As an alternative proof, check that the
categories found in [BV09] in order to describe the fusion rules of Hs+n are exactly
Hloc(s, 0) = 〈bs, ◦◦•• , ◦•◦•〉.
As a third proof, check that the universal C∗-algebra A of Definition 4.21 is
isomorphic to the C∗-algebra B generated by elements vij and the relations R(bs),
R( ◦◦••), R( ◦•◦•) and those making v and v¯ unitaries, mapping generators to
generators. Indeed, fixing k, the projections uiku
∗
ik ∈ A are orthogonal since they
sum up to one. Hence they fulfill R( ◦•◦•) and also R( ◦◦••), because for i 6= j:
uikujk = uiku
∗
ikuikujku
∗
jkujk = uikuiku
∗
ikujku
∗
jkujk = 0
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Moreover we have R(bs), since∑
l
ui1l . . . uisl = δi1i2δi2i3 . . . δis−1is
∑
l
usi1l
as a consequence of R( ◦◦••). Now,
∑
l u
s
i1l
=
∑
l ui1lu
∗
i1l
= 1. Conversely, vs−1ij = v
∗
ij
in B, as a consequence of R(rot1(bs)). Hence, v
∗
ijvij = v
s
ij = vijv
∗
ij . Furthermore, use
R( ◦•◦•) to show:
v∗ijvij =
∑
k
v∗ijvikv
∗
ikvij = v
∗
ijvijv
∗
ijvij
5. Unitary easy groups
Treating the case of groups in the setting of easy quantum groups brings us back
to the very beginning of Woronowicz’s Tannaka-Krein machine for compact matrix
quantum groups: We now recall Schur-Weyl duality. This section can be read as an
introduction to easy quantum groups by someone not familiar with quantum groups
or operator algebras.
Let Un ⊆Mn(C) be the group of unitary matrices. It acts naturally on the Hilbert
space (Cn)⊗k by pi : Un → B((C
n)⊗k) defined by pi(u) := u⊗k, i.e.:
pi(u)(ei1 ⊗ . . .⊗ eik) = uei1 ⊗ . . .⊗ ueik =
∑
j1,...,jk
(uj1i1 . . . ujkik)(ej1 ⊗ . . .⊗ ejk)
The permutation group Sk in turn acts on (C
n)⊗k by ρ : Sk → B((C
n)⊗k) given
by:
ρ(σ)(ei1 ⊗ . . .⊗ eik) = eiσ(1) ⊗ . . .⊗ eiσ(k)
Schur-Weyl duality now states that the commutant of span pi(Un) is span ρ(Sk)
and vice versa. In other words:
Mor(u⊗k, u⊗k) := {T : (Cn)⊗k → (Cn)⊗k linear | Tu⊗k = u⊗kT} = span ρ(Sk)
Rephrasing this fact in the language of this article, we first observe that to each
permutation σ ∈ Sk, we may associate a pair partition pσ ∈ P
◦•
2 (k, k) connecting
the i-th upper point with the j-th lower point if and only if σ(i) = j. All points of
pσ are white.
Example 5.1.
σ =
(
1 2 3 4 5
2 4 1 3 5
)
pσ =
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
 
 
 ❆
❆
❆
❅
❅
❅✁
✁
✁
Now, let C = 〈 ✁❆
◦◦
◦◦〉 be the category of partitions generated by ✁❆
◦◦
◦◦ and the base
partitions •◦ and ◦
◦
(see Section 1.3). We then have:
{p ∈ C(k, k) all points are white} = {pσ ∈ P
◦•
s (k, k) | σ ∈ Sk}
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Moreover, we have ρ(σ) = Tp
σ−1
with the definition of Tp
σ−1
as in Section 3.4 and
thus:
Mor(u⊗k, u⊗k) = span{Tp | p ∈ C(k, k) all points are white}
This proves that the intertwiner spaces Mor(u⊗k, u⊗k) of Un are given by C(k, k),
in the sense of easy quantum groups. The question is now: Let G ⊆ Un ⊆ Mn(C)
be a subgroup and let it act on (Cn)⊗k via pi(u) := u⊗k. How can Mor(u⊗k, u⊗k) be
described, how can we write
Mor(u⊗k, u⊗k) = span{Tp | p ∈ C(k, k) all points are white}
for a suitable set C(k, k)? This is exactly the starting point for Tannaka-Krein and
its quantum version leading to easy quantum groups.
Let us now describe all unitary easy groups. In [TW15], the categories in the
group case, i.e. those containing the crossing partition ✁❆
◦◦
◦◦ ∈ P
◦•(2, 2) are classified.
(Equivalently, ✁❆
◦•
•◦ etc. is in the category.) They are listed in the following theorem.
Theorem 5.2 (Thm 8.3 [TW15]). The categories in the group case are the following.
• Ogrp,glob(k) = 〈 ◦◦
⊗ nest(k
2
)
, ◦◦ ⊗ •• , ✁❆
◦◦
◦◦〉 for k ∈ 2N0
• Ogrp,loc = 〈 ✁❆
◦◦
◦◦〉
• Hgrp,glob(k) = 〈bk, ◦•◦• , ◦◦ ⊗ •• , ✁❆
◦◦
◦◦〉 for k ∈ 2N0
• Hgrp,loc(k, d) = 〈bk, bd ⊗ b˜d, ◦•◦• , ✁❆
◦◦
◦◦〉 for k, d ∈ N0\{1, 2}, d|k
• Sgrp,glob(k) = 〈
↑
◦
⊗k
, ◦•◦• ,
↑
◦ ⊗
↑
• , ◦◦ ⊗ •• , ✁❆
◦◦
◦◦〉 for k ∈ N0
• Bgrp,glob(k) = 〈 ↑◦
⊗k
, ↑◦ ⊗
↑
• , ◦◦ ⊗ •• , ✁❆
◦◦
◦◦〉 for k ∈ 2N0
• Bgrp,loc(k) = 〈
↑
◦
⊗k
, ↑◦ ⊗
↑
• , ✁❆
◦◦
◦◦〉 for k ∈ N0
If C is a category containing the crossing partitions ✁❆
◦◦
◦◦ and ✁❆
◦•
•◦ , then the C
∗-
algebra associated to it is commutative (see the relations in Section 2). Hence, the
associated quantum groups are in fact groups. They are listed in the next theorem.
Let us prepare the statement.
If G ⊆ Mn(C) is a group, we denote by G×˜Zk the subgroup of G × Zk =
{(g, x) | g ∈ G, x ∈ Zk} generated by {(g, z) | g ∈ G} where z is the generator
of Zk = Z/kZ. Moreover, let
• On ⊆Mn(C) be the group of orthogonal matrices,
• Zk ≀ Sn = (Z
×n
k )⋊ Sn denote the wreath product of Zk with Sn, with Hn :=
Z2 ≀ Sn the Coxeter group of type B,
• Bn ⊆Mn(C) be the bistochastic group consisting of all orthogonal matrices
summing up to one in each row and each column,
32 PIERRE TARRAGO AND MORITZ WEBER
• Cn ⊆ Mn(C) be the group of all unitary matrices summing up to one in each
row and each column.
See also [BS09, Prop. 2.4].
Theorem 5.3. The groups corresponding to the categories in the group case are the
following:
• Ogrp,glob(k) : On×˜Zk, for k ∈ 2N0
• Ogrp,loc : Un
• Hgrp,glob(k) : (Z2 ≀ Sn)×˜Zk = Hn×˜Zk, for k ∈ 2N0
• Hgrp,loc(k, d) : (Zd ≀ Sn)×˜Zk, for k, d ∈ N0\{1, 2}, k a multiple of d
• Sgrp,glob(k) : Sn×˜Zk, for k ∈ N0
• Bgrp,glob(k) : Bn×˜Zk, for k ∈ 2N0
• Bgrp,loc(k) : Cn×˜Zk, for k ∈ N0
Proof. Let C be a category in the group case and let G be the associated quantum
group with C∗-algebra C(G). Since ✁❆
◦◦
◦◦ ∈ C and ✁❆
◦•
•◦ ∈ C, the C
∗-algebra C(G) is
commutative, so G is actually a group.
If C = Ogrp,loc, it is immediately clear that C(G) = C(Un) and hence G = Un. In
the other cases, all we have to do is to read the proofs of Theorems 4.13 and 4.16
again and carefully check that the maps α and β still exist, i.e. that the elements u′ij
commute and likewise for the v′ij. Note that if C is one of the categories Ogrp,glob(k),
Hgrp,glob(k), Sgrp,glob(k) or Bgrp,glob(k), we consider the groups H ∈ {On, Hn, Sn, Bn}.
We may view C(H×˜Zk) as the C
∗-subalgebra C∗(vijz) of C(H)⊗C
∗(Zk). The cases
of Hgrp,loc(k, d) and Bgrp,loc(k) are similar. 
Remark 5.4. As an alternative proof, let C be a category in the group case and
let G ⊆ Mn(C) be the group consisting of all matrices u = (uij) satisfying the
relations R(p) of Section 2, for p being the generators of C. One can check that
we have a surjective group homomorphism from G onto the corresponding group
of the statement in Theorem 5.3. It remains to show that the homomorphism is
injective. In our proof, we do it by showing that the function algebras over these
groups are isomorphic, which by the general theory of C∗-algebras shows that the
underlying topological spaces are homeomorphic. But there is certainly also a direct
proof within group theory.
6. Concluding remarks
6.1. Open problems in the classification of unitary easy quantum groups.
The classification of all categories 〈∅〉 ⊆ C ⊆ NC◦• obtained in [TW15] amounts to
knowing all easy quantum groups S+n ⊆ G ⊆ U
+
n . The classification of all categories
containing the crossing partitions ✁❆
◦◦
◦◦ , ✁❆
◦•
•◦ , etc. yields all easy groups Sn ⊆ G ⊆ Un.
Moreover, as an outcome of the classification in the orthogonal case we know all easy
quantum groups Sn ⊆ G ⊆ S
+
n – there are none besides Sn and S
+
n , see [RW15b] or
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[BS09]. However, so far we have no result on determining the easy quantum groups
Un ⊆ G ⊆ U
+
n , which would be a natural next step to do in order to complete the
classification of all four sides of the following square:
S+n ⊆ U
+
n
⊆ ⊆
Sn ⊆ Un
In the long run, the diagonal of that square needs to be classified, too, hence all
easy quantum groups Sn ⊆ G ⊆ U
+
n need to be found. Like in the orthogonal case,
one could start with the half-liberated case, thus with categories containing some
half-liberated partitions  ❅
◦◦◦
◦◦◦ with various colorings, not containing the crossing
partitions ✁❆
◦◦
◦◦ etc. This should immediately give at least one example of a quantum
group Un ⊆ G ⊆ U
+
n , i.e. some definition of U
∗
n in analogy to O
∗
n.
In the orthogonal case, the classification has been completed [RW15b] showing
that the class of easy quantum groups roughly falls into three parts: the non-
hyperoctahedral categories (finitely many, exactly 13), the hyperoctahedral ones
not containing  ❆ (one discrete series), and the hyperoctahedral ones containing
 ❆ (semidirect products, huge class). In the unitary case, hyperoctahedral cate-
gories should be those containing ◦•◦• but not
↑
◦ ⊗
↑
• . For the moment, we did
not try to divide the unitary easy quantum groups into these three classes and to
classify them along the lines of the orthogonal case. It is recommended to begin
with the non-hyperoctahedral case, since this seems to be the simplest one.
6.2. Using more colors. Freslon developed in [Fre14] ways of assigning quantum
groups to categories of partitions involving n colors and n inverse colors (thus, our
case would be n = 1). A classification of such categories is completely open. Even
in the noncrossing case, nothing is known, and it would be interesting to see if the
step from n = 1 to n > 1 is substantial or not.
6.3. Iterating free and tensor complexification. From Theorems 1.4 and 1.5,
we deduce that all free easy quantum groups may be constructed from certain base
quantum groups and the product constructions from Sections 4.2, 4.3 and 4.4. Con-
cerning these base quantum groups, recall that we have the following isomorphisms:
H+n
∼= Z2 ≀∗ S
+
n , B
#+
n
∼= O+n−1 ∗ Ẑ2, B
+
n
∼= O+n−1, C
+
n
∼= U+n−1
The first isomorphism can be found in Section 4.7 while the second and the third are
proven in [Rau12, Thm. 4.1] (note that Raum uses the notation B′+n for the quantum
group B#+n since at the time it was unknown that there are in fact two quantum
versions of the group B′n, see [Web13, Rem. 2.4 and Sect. 5] for a discussion).
The proof of C+n
∼= U+n−1 is verbatim the same as for B
+
n
∼= O+n−1. The latter three
isomorphisms are of the kind as in Definition 3.2(b).
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We infer that all free easy quantum groups may be obtained from S+n , O
+
n , Ẑk ≀∗S
+
n
and the (r-selfadjoint) free and tensor complexifications together with isomorphisms
of the type B+n
∼= O+n−1. What about the converse?
Question 6.1. Iterating these constructions – do we always end up with a (free)
easy quantum group?
Both kind of answers would be very interesting, an affirmative one and a negative
one. In the first case, we would have an alternative description of the class of free easy
quantum groups in an inductive way. In the second case, we would have a machine
to produce non-easy quantum groups which is not yet available for the moment
(recall that by Lemma 4.8, we always have Sn ⊆ G×˜Ẑd ⊆ U
+
n and Sn ⊆ G∗˜Ẑd ⊆ U
+
n
for Sn ⊆ G ⊆ U
+
n ). This question certainly needs further investigation in the future.
However, we can already shed some light on it by giving a partial result on the
iteration process.
Proposition 6.2. Let G be a compact matrix quantum group. Let k, l ∈ N0\{1}
and let m be the least common multiple of k and l (with m = 0 if k = 0 or l = 0).
We then have (as an identification in the sense of Def. 3.2(a)):
(G×˜Ẑk)×˜Ẑl = G×˜Ẑm
Again, we use the convention Z0 = Z.
Proof. Let zk, zl, zm denote the generators of C
∗(Zk), C
∗(Zl) and C
∗(Zm) respec-
tively. Let α be the map:
α : C(G)⊗ C∗(Zm)→ (C(G)⊗ C
∗(Zk))⊗ C
∗(Zl)
uij 7→ uij
zm 7→ zkzl
This homomorphism exists by the universal property. Here, we used that m is a
multiple of k and of l respectively in order to prove (zkzl)
m = 1. Now, the restriction
of α to C∗(uijzm) is surjective onto C
∗(uijzkzl). It remains to prove injectivity of α.
Consider first the homomorphism α1 : C
∗(Zm) → C
∗(Zk) ⊗ C
∗(Zl) given by
α1(zm) := zkzl. We convince ourselves that the elements (zkzl)
t for 0 ≤ t < m are
linearly independent. This can be seen by representing C∗(Zk) onMk(C) by sending
zk to the k-cyclic shift operator sk (i.e. sken = en+1, skek = e1); and likewise mapping
zl to sl in Ml(C). Now, applying (sk ⊗ sl)
t to e1 ⊗ e1 yields m linearly independent
vectors. Therefore, a dimension count proves that α1 is injective. Since also the
restriction α2 of α to C(G) is injective, we obtain that α = α1 ⊗ α2 is injective (see
for instance [BO08, Prop. 3.1.12, Exer. 3.4.1]). 
Using techniques from free probability, we may also prove (see [TW16]):
(G∗˜Ẑk)∗˜Ẑl = (G×˜Ẑk)∗˜Ẑl = G∗˜Ẑ
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It is quite likely, that there is also a direct algebraic proof (similar to the one of the
proposition above), but we do not have one at hand at the moment. In any case,
an iteration of the free and the tensor complexifications should always yield:
G×˜Ẑk, G∗˜Ẑk, or (G∗˜Ẑk)×˜Ẑl
It remains to analyze the behavior with respect to the r-selfadjoint complexifica-
tions and the isomorphisms of the kind B+n
∼= O+n−1 (see Def. 3.2(b)) in order to
tackle Question 6.1. Moreover, it is straightforward to define an r-selfadjoint tensor
complexification, too. Is it reasonable or does it boil down to the ordinary tensor
complexification? We can also ask for a refinement of Proposition 4.20: How does
O+n ∗˜Ẑk look like? Is it isomorphic to O
+
n ∗˜Ẑ? Do we have a general statement of the
form G∗˜Ẑk ∼= G∗˜Ẑ whenever the fundamental representation u of G is irreducible?
How does S+n ∗˜rẐk or O
+
n ∗˜rẐk look like, are they easy? What does (Ẑd ≀∗ S
+
n )∗˜Ẑk
yield? Plenty of questions.
6.4. Use of easy quantum groups for the theory of quantum groups. It is
the basic philosophy of easy quantum groups that they should form an accessible
class of compact matrix quantum groups, simply because of their basic combinatorial
feature. In this sense, general theorems about compact matrix quantum groups
could be found by first investigating the easy quantum groups. An example for
that method can be found in [RW15a], where any quantum group Sn ⊆ G ⊆ O
+
n
with u2ij being central projections can be understood as a semi-direct product. This
fact has first been observed in the case of easy quantum groups, before it has been
extend also to non-easy quantum groups. Another example is the description of
some partial fusion rules for all easy quantum groups in a uniform way [FW14]
(which turn out to be the honest fusion rules in the case of categories of noncrossing
partitions). By that, we obtain insight in some parallelism between S+n and O
+
n , for
instance. The hope is that more theorems of this kind follow, and that it turns out
that easy quantum groups are somehow the combinatorial backbone of all compact
matrix quantum groups (at least for all of the type Sn ⊆ G ⊆ U
+
n ).
6.5. Use of easy quantum groups for free probability. Quantum groups seem
to be the right notion of symmetries for free probability (see [NS06] for an introduc-
tion to the latter subject). The most important applications are de Finetti theorems,
[KS09] and [BCS12b]. For U+n there is a de Finetti theorem by Curran, see [Cur10],
but for other unitary easy quantum groups nothing is known. Furthermore, the
laws of characters appearing with easy quantum groups are well known players in
free probability. In [BCS11], Banica, Curran and Speicher extended the results of
Diaconis and Shahshahani [DS94] on the law of traces of powers of On, Un and Sn
to all orthogonal free easy quantum groups. In a forthcoming paper [TW16], the
authors will extend these results to all free easy quantum groups. See also [BCV14]
for other applications of easy quantum groups to free probability.
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6.6. Links with quantum isometry groups. Quantum isometry groups are a
powerful machinery in order to provide examples of quantum groups. The very nice
feature is, that they immediatly come with a (noncommutative) space on which
they act. Thus, noncommutative geometry and quantum groups come together in
a twinned way. Several examples of easy quantum groups can be seen as quantum
isometry groups, see [Wan98], [BG10], [Ban15]. The question is whether all easy
quantum groups appear to be quantum isometry groups; and whether conversely all
quantum isometry groups Sn ⊆ G ⊆ U
+
n are easy. It would be fruitful for both sides
to have these two kinds of quantum group schools intervowen and maybe to find a
way of describing the natural noncommutative manifolds arising with such “easy”
quantum isometry groups in a purely combinatorial way.
6.7. Links with Woronowicz’s SUq(n). In [Wor88], Woronowicz considers unital
universal C∗-algebras A generated by elements uij, 1 ≤ i, j ≤ n such that u = (uij)
is unitary and ∑
j1,...,jn
E(j1, . . . , jn)ui1j1 . . . uinjn = E(i1, . . . , in)
where E(i1, . . . , in) are complex numbers. For k ∈ {1, . . . , n} he puts:
Ek− := (E(k, i2, . . . , in))1≤i2,...,in≤n , E−k := (E(i1, . . . , in−1, k))1≤i1,...,in−1≤n
He proves that (A, u) is a compact matrix quantum group, if E1−, . . . , En− are linear
independent and E−1, . . . , E−n, too. Putting
E(i1, . . . , in) :=
{
0 if ik = il for some k, l
(−q)I(i1,...,in) otherwise
where I(i1, . . . , in) is the minimal number of transpositions needed to turn the string
(i1, . . . , in) into (1, 2, . . . , n), he defines his quantum group SUq(n) for q ∈ (0, 1] with
q = 1 being the classical case SU(n).
Let n ≥ 3. Our quantum groups Ẑn ≀∗ S
+
n corresponding to
Hloc(n, n) = Hloc(n, 0) = 〈bn, ◦◦•• , ◦•◦•〉 = 〈bn〉
(apply [TW15, Lemma 1.1(b)] to bn⊗ b˜n and use [TW15, Lemma 1.3(c)] in order to
see the last of the above equalities) are somehow complementary to SUq(n). Indeed,
putting
E(i1, . . . , in) := δbn(0, i) =
{
1 if all ik coincide
0 otherwise
we obtain Ẑn ≀∗ S
+
n from Woronowicz’s definition.
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6.8. Links with dual groups. In [Voi87], Voiculescu introduced dual groups as
unital C∗-algebras A together with ∗-homomorphisms ∆ : A → A ∗ A, S : A →
A and ε : A → C such that natural Hopf algebraic like relations between these
maps are fulfilled. These objects also appear under different names (such as co-
groups) in other contexts. The crucial difference to quantum groups is that their
comultiplication ∆ goes into the free product of the C∗-algebras rather than into
their tensor product. In this sense, dual groups are even more “quantum” (in the
sense of noncommutativity) than quantum groups, but the prize is that they do not
generalize the notion of groups. Indeed, the multiplication µ : G × G → G of a
group translates into ∆ : C(G) → C(G × G) on the algebraic level, but we have
C(G×G) ∼= C(G)⊗ C(G) rather than C(G×G) ∼= C(G) ∗ C(G).
However, dual groups have been studied as reasonable noncommutative analogues
of groups in various settings, see for instance [CU15] for an overview on the literature.
The main example of a dual group is Brown’s algebra [Bro81] denoted by U〈n〉 or
Uncn . In the language of C
∗-algebras it is given by the unital universal C∗-algebra
C(U〈n〉) generated by elements uij, 1 ≤ i, j ≤ n such that u = (uij) is unitary,
together with the maps:
∆(uij) =
∑
k
u
(1)
ik u
(2)
kj , S(uij) = u
∗
ji, ε(uij) = δij
Here, u
(1)
ik lies in the first copy of A in A ∗ A while u
(2)
kj is in the second. Note that
we do not require that u¯ = (u∗ij) is unitary and in fact this relation does not pass
the comultiplication ∆. Thus, U〈n〉 is not a compact matrix quantum group, while
U+n , O
+
n and S
+
n are no dual groups.
The pool of examples of quantum subgroups of U+n is huge – amongst others thanks
to the easy quantum group machine. Finding dual subgroups G of U〈n〉 (in the
sense that there is a ∗-homomorphism from C(U〈n〉) to C(G) mapping generators
to generators) in turn is a much more difficult task – there are not so many, and in
particular, we have no “easy” approach, using intertwiners and partitions. However,
from this article we obtain two new examples of dual groups B〈n〉 ⊆ B′〈n〉 ⊆ U〈n〉:
C(B〈n〉) :=C∗(uij, 1 ≤ i, j ≤ n | u is unitary and the relations R( ↑◦) are fulfilled)
C(B′〈n〉) :=C∗(uij, 1 ≤ i, j ≤ n | u is unitary and the relations R(
↑
◦ ⊗
↑
•) are fulfilled)
The maps ∆, S and ε are as in the case of U〈n〉. All other relations R(p) of Section
2 do not pass the comultiplication.
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