A meta-analysis explains the variation in estimated trade effects of technical barriers to trade broadly defined, using available estimates from the empirical international trade literature, and accounting for data sampling and methodology differences. Agriculture and food industries tend to be more impeded by these barriers than other sectors. SPS regulations on agricultural trade flows from developing exporters to high-income importers tend to impede trade. Controlling for "multilateral resistance" lowers the propensity to find that these policies impede trade. Estimations correcting endogeneity by using panel data and time fixed effect yield more negative (or less positive) trade effects of technical measures.
Introduction
Since tariffs have been decreasing, more attention has been paid to non-tariff barriers (NTBs), or as more recently called, non-tariff measures (NTMs). Due to their intrinsic heterogeneity, NTBs/NTMs are categorized into several relatively more homogeneous subgroups (Harrigan (1993) ; Deardorff and Stern (1998) ; Haveman, Nair-Reichert, and Thursby (2003); and Fontagné, Mayer, and Zignago (2005) ). Health and safety measures and technical standards, comprising Sanitary and Phyto-Sanitary Measures (SPS), Technical Barriers to Trade (TBTs), and other standard-like policies are often distinguished from other NTMs and their controversial effects on trade have been extensively analyzed. Ganslandt and Markusen (2001) explain how standards and technical regulations have both the trade-impeding effects by raising the costs of exporters and similar demand-enhancing effects by certifying quality and safety to consumers.
Our paper focuses on these TBTs SPS and standard-like policies, which we label technical measures 1 , and which affect international trade through changing production costs and/or enhancing demand. Empirical knowledge on technical measures has proliferated rapidly since the early 1990s, especially with investigations based on gravity equations. The literature shows a wide range of estimated effects from significantly impeding trade to significantly promoting trade. These results are difficult to rationalize without further formal investigation which we tackle in this paper with a meta-analysis. For example, Otsuki et al. (2001a Otsuki et al. ( , 2001b , Wilson and Otsuki (2001) , and Wilson et al. (2003) found that stricter Maximum Residue Levels (MRLs) on aflatoxin or drug residues impeded trade. Chevassus-Lozza et al. (2008) found positive trade effects of sanitary measures, and negative or insignificant impacts of phytosanitary and quality measures. Disdier et al. (2008b) showed negative or insignificant impacts of TBTs and SPS on agricultural and food aggregate trade. They also investigated 30 disaggregated industries at the HS2 aggregation level, and found that TBTs and SPS had positive effects for 8 industries, insignificant effects for 12 industries, and negative effects for 10 industries.
Disaggregated findings of Nardella and Boccaletti (2004) , Fontagné et al. (2005) , and others also reveal that the direction and the significance of the technical measures trade effects could vary significantly across product groups and trading partners. In sum, this rich evidence of both tradeimpeding and trade-enhancing effects of technical measures muddles their patterns, and creates a need for further rationalization.
The variations in findings are partly due to variations in their data samples, mostly variations in industry, country, and aggregation level, among other things. For example, Disdier et al. (2008b) found different TBTs and SPS trade effects for different exporters, and different industries. Beside the differences in data, variations in the trade effects may be caused by different forms of technical measures proxies, model specifications, and other methodology variations. Otsuki et al. (2001a Otsuki et al. ( , 2001b , Wilson and Otsuki (2001) , and Wilson et al. (2003) , use
MRLs to proxy the strength of technical measures. MRLs enter the regression as numerical values, a straightforward and accurate measure of the technical measures of interest. However, in most cases, technical measures do not have direct numerical measurements, so proxies have to be constructed. Commonly used proxies of technical measures are dummy variables, ad valorem equivalent (ave) of the policies, frequency ratio, and count variables. Choices among these different proxies may lead to different estimates of trade effects of technical measures. Few researchers have tried and compared different proxies within their investigations (see Disdier et al. (2008b) ), and most researchers only chose one.
Since the first foundation for gravity equations by Anderson (1979) , advances in the specification of gravity equations have brought many variations and refinements. Empirical studies follow different theoretical underpinnings to different extents, which could also lead to variations in the estimated impact of technical measures on trade. Deardorff and Stern (1998) , Bureau and Beghin (2001) , Maskus et al. (2001) distill the earlier literature on technical measures and associated methodologies to measure these policies and their effects. The earlier prevailing methods are still dominant today but with substantial advances. The refined theory underlying gravity equations (Feenstra (2004) ) and econometric estimation techniques address new issues, such as the treatment of zero trade flows. In addition, in recent years, researchers tend to analyze technical-measure effects with disaggregated data and wider country and industry coverage.
Our meta-analysis attempts to statistically explain the variations in estimated trade effects of technical measures, taking both data sampling and methodology differences into consideration.
Meta-analysis provides a more objective and systematic assessment of the empirical results than narrative reviews do. It uses statistical methods to investigate underlying patterns, which might otherwise look complex, and help us understand the core determinants to the variations in available estimates of the impact of technical measures.
Specifications of the Gravity Equation
In its simplest and early formulation, the gravity equation says that trade volume between two countries is directly proportional to the product of the countries GDPs and the distance between these two countries. It takes the usual reduced form: 
where ij X is the value of trade from country i to country j. and Product (GDP) of country i and country j . GDP is a proxy for production capacity in the exporting country, which at a sectoral level would be the supply of the exporter for that sector.
GDP in the importing country is motivated by demand considerations of a representative consumer. (Helpman (1987) ; Anderson (1979) ; and Anderson and van Wincoop (2003 and 2004) ). Each country produces its unique variety of goods and exports this unique variety to all other countries. This assumption greatly simplifies the price structure, as shown below (see Evenett and Keller (2002) for an attempt to relax the perfect specialization assumption).
Accounting for trade costs makes derivations and estimations of gravity equation more difficult, because of the different price effects induced by trade costs. To see this, we derive the gravity equation with trade costs, following mostly the notation of Feenstra (2004) . Beside the assumption of perfect specialization across countries, we further assume each country only specializes in one unique good for simplicity. In a free trade world without transaction cost, each good has a unique price, which is the same across countries, so we could normalize all prices to one and greatly simplify the problem. However, in real world applications, we need to consider trade costs and the variation of prices over time; normalization only works for one year. Trade costs generally include transportation costs, tariffs, costs related to NTBs, and other trade costs.
Suppose ij p is the price in country j of the product produced in country i , and i p is the ex-factory price of the product produced in country i before exports take place, that is, net of any trade costs. The aggregate trade cost factor associated with selling the product produced in country i in country j is denoted as ij T . Hence, we have ij
With CES preferences, the representative consumer maximizes Combining the latter with ij X = p ij ij c , we have
We then substitute ij ij i p T p = into the latter to obtain a gravity-like function
Total production (or GDP) of country i does not appear in (2) as in (1). To further link (2) to the gravity equation, we slightly deviate from Feenstra (2004) , which follows the symmetric trade costs assumption ( ij ji T T = ) of Anderson and von Wincoop (2003) . We derive a more general gravity expression, and then compare the implications of different restrictive assumptions or estimation methods such as normalization of prices and symmetric trade costs.
The market-equilibrium condition 
Define the world GDP 
Apply (3') to (2) to get
with /
In equation (4), variables j P and i P are called "multilateral resistance" terms.
More specifically, j P is an importer-specific function of overall distortions of prices on all exporters imposed by importer j through trade costs. i P is an exporter-specific function of overall distortions faced by exporter i in all destination markets.
Taking the log of (4) provides a generalized expression of the traditional gravity equation
(1) under asymmetric cost, which explains the presence of j P and i P . Both indices depend on trade costs and price indexes of all the trading partners. This specification poses a problem for the empirical estimation, since it is hardly possible to take all trading partners into account. Anderson and von Wincoop (2003) assume symmetric trade costs, and get an implicit solution to the "multilateral resistance" term, which is similar to equating j P and i P or to assuming exfactory prices p i normalized to one. The symmetric trade costs assumption is unrealistic in most cases. To overcome this undesirable assumption, Harrigan (1996) , Hummels (1999) 
Meta Analysis
We construct explanatory variables based on theoretical arguments as well as conjectures expressed in the literature regarding important matters explaining these estimated impacts. The objective is to control for the determinants that are most likely to matter. The limitation of the data also restricts the determinants we can investigate as collinearity arises from the multiplicity of categorical variables.
Variations in estimation methods
First, we look at classic errors in gravity estimations. Baldwin and Taglioni (2006) pointed out three mistakes in gravity equations that could lead to biasness in gravity equation estimates: the "gold medal error", "silver medal error," and "bronze medal error." The "gold medal error" refers to the failure to include the relative price terms, which are equivalent to j P and i P in (4), derived above. The omission of j P and i P causes the omitted trade cost variables in the error term to be correlated with the trade cost variables accounted for. As discussed in the gravity equation section, the "multilateral resistance term" or fixed effects approximating the term could correct this mistake.
The "silver medal error" refers to the situation when researchers mistakenly use the logarithm of the average instead of the average of the logarithm of trade flows (average of exports and imports). The "bronze medal error" is caused by inappropriately deflating trade values using the same deflator, say the U.S. consumer price index, and the resulting "spurious" correlation from the common deflator causes biases. This error would be a problem for multiyear data; time-series dummies could correct the biasness. In the meta-analysis, we use dummy variables to control for the presence or not of correction for "gold" and "bronze" errors, or more specifically, the inclusion of country fixed effects and/or time fixed effects used to estimate the technical measure effects. However, as "silver errors" are extremely scarce in our sample of studies, we are not able to consider this category in our analysis.
Second, we consider the treatment of zero-trade flows in the collected investigations. This technique naturally solves the numerical problem of zero trade and is also robust to heteroskedasticity in errors. However, it could also be biased as predicted trade is positive with the exponential functional form.
However, Martin and Pham (2008) show that the PPML method could also be seriously biased if zero trades are frequent. The zero-inflated Poisson (ZIP) model (Lambert, 1992) improves upon the PPML and is able to handle excess zeros. More specifically, the probability of having zero trade is estimated with a logit/probit, and the non-zero trade part is estimated with Third, endogeneity of the barriers to trade is another problem that might cause bias, since it is reasonable to argue that trade expands first and regulations, like TBTs, may come after as protectionism. Trefler (1993) , and Lee and Swagel (1997) showed that the endogeneity problem could lead to the underestimation of NTMs' impact on trade. Unfortunately, few studies in our sample addressed this problem directly. Baier and Bergstrand (2007) pointed out that a panel data approach could handle the endogeneity problem very well with panel data and fixed time effects. So we account when a paper uses panel data with time fixed effects as a way to address endogeneity.
Fourth, the choice of technical measure proxy used in the investigations provides methodology variation which translates into a variation in data characteristics. Technical measure studies may differ in their choices of policy proxy measures: dummy variables for the existence of measures, count variable, frequency index, and ad-valorem equivalent (AVE) are commonly used. The literature has not settled yet on the best way to measure technical measures and which proxy measure is the best if any. For example, the AVE estimated by Kee et al. (2006) had some potential problems in its estimation procedures as it constrains NTMs effects to be trade restrictive and rules out trade expansion effects. Intuitively, the proxy choice could affect the variation in the estimates. Finally, quite of few studies based on panel data with time dimension, ignore the time variation in the TBT proxy. This omission may have some systematic impact on the trade effects, so we use a dummy to control whether the proxy exhibits time variation, provided that panel data was used.
Subpopulation characteristics
Data subpopulations used to estimate the effects of technical measures on trade differ by trading partners, industry coverage, and aggregation level. Trading-partner variations can be controlled by the development status of exporters/importers. Further, trade effects could be significantly different across agricultural (sectors HS01-HS15 in the Harmonized System 2-digit level), processed food and beverage (HS16-HS25), and manufacturing products (HS26-HS99). In addition, in the context of North-South trade, we are interested to test the hypothesis that SPS regulations inhibit trade of agricultural products between developing exporters and developed importers rather than being catalyst of trade. This is an unsettled debate in the literature. Further, the sectoral aggregation level of the trade flow used in the investigations also matters for the size and variation of the trade effects (Hillberry (2002)). We use the digit of the Harmonized System (HS) indicating the aggregation level as the measure of aggregation level of the data. 2-digit HS, 4-digit HS, or 6-digit HS, measure the aggregation level takes values of 2, 4, and 6, respectively. The HS aggregation digit is an ordinal number, but for regression purpose,
we use it as cardinal number to measure the disaggregation level with the usual limitations of doing so. The motivation is to limit the multiplicity of dummy variables compounding singularity issues in our investigation.
Our Dataset of SPS/TBT Studies
Our data set includes 27 papers that use gravity equations to estimate technical-measure effects on trade flows, and totals 618 observations. Table 1 lists the studies and the number of estimates collected from each study and the sector coverage. The selection of our studied sample is based on availability. We have performed extensive searches with Econlit, REPEC, SSRN, IATRC, Agecon Search, and other web-servers and working paper repositories completed by summer
2009.
The first criterion used to select investigations is that the study investigates the trade effects of technical measures. We focus on technical measures, rather than on all NTMs because "all NTMs" include all barriers but tariffs, and lack communality of effects on agents' decisions.
For example, many classifications of NTMs include macro policies, price control measures, quantity control measures, etc. (Deardorff and Stern (1998) ). Too wide of a policy coverage would dilute the validity and precision of the meta-analysis, but too narrow of a coverage could lack generality on how technical measures are believed to affect international trade through changing production costs and/or enhancing demand through quality and information effects. (2003) 2 Ag 8 Disdier, Fekadu, Murillo, and Wong (2008) 84 Ag, Food 9 Otsuki, Wilson, and Sewadeh (2001a) 2 Ag, Food 10 Otsuki, Wilson, and Sewadeh (2001b) 3 Ag 11 Wilson and Otsuki (2001) 3 Ag 12 Disdier and Fontagné (2008) 46 Ag 13 Chen, Yang, and Findlay (2008) 5 Ag 14 Babool and Reed (2007) 1 Ag, Food 15* Gebrehiwet, Naqangweni and Kirsten (2007) 2 Food 16 Anders and Caswell(2006) The second criterion of our selection is that the empirical model used in the study has to be based on the gravity equation. Using the derived gravity equation (4) and including an explicit technical measure trade cost proxy variable, and then taking logarithm of both sides lead to: Swann et al. (1996) ). The latter investigations of technical measures intend to gauge the impact of the harmonized technical measures as opposed to unilateral national measures. Papers in our sample studied the general technical measure impacts abstracting away from this complication of the potential impact of harmonized or reciprocal policies.
Meta-Analysis
Pooling the technical measure trade effects in a meta-analysis, we compare the trade effects of different polices or different proxies. Many policies are categorized as technical measures.
Nardella and Boccaletti (2005), and Anders and Caswell (2006) estimated the impact of hazard analysis and critical control points on trade. Otsuki et al. (2001a Otsuki et al. ( , 2001b investigated the trade effects of aflatoxin residue standards. In addition, researchers could use different technical measure proxy types (count of measures, dummies, AVEs, among others). One cannot represent these effects under a common metric such as elasticity as was done for distance elasticities in Disdier and Head (2005) . This heterogeneity of representations of TBTs creates a conundrum which we resolve as follows.
The estimates of different technical measure proxies have different scales and some are continuous, whereas others are dichotomous. One could think of categorical variables, classifying the available estimates into three sets (negative significant, insignificant, and positive significant, respectively). The latter classification corresponds to the barrier/catalyst view of TBT policies. In addition, one would like to preserve further information, like magnitude of estimates and significance levels which would be lost by just using categorical variables to pigeonhole the estimates. To achieve this, we use the t-values of the available technical measure estimates. The t-value, defined as the point estimate divided its standard error, is unit free, so we make the estimates comparable. By using t-values, we sacrifice the information on the magnitude of the effect but we keep the direction of the effect and the magnitude of the significance of the estimates. A positive coefficient on the right-hand side covariates in the meta-analysis means the explanatory variable has a trade enhancing effect (or less trade-impeding effect), and vice versa.
The basic meta analysis model is:
where es t is the t-value of the e-th estimate of the s-th study, kes Z is the k-th explanatory variable used to capture the variation in characteristics of the studies. Note that we use multiple estimates from one study so as to keep as much variation and information as possible.
Although we control for some important characteristics as stated above, there are more intrinsic differences among studies left in the error terms es μ . Thus, violations of normality, heteroskedasticity, outliers, and influential data points are likely to exist in our sample of studies.
Therefore, we adopt a robust regression technique to deal with the unknown underlying distributions in addition to regular least squares. As we use multiple estimates from one study, the estimates from the same study are likely to be correlated. Robust regression could also downweight clusters, to prevent the study that provides more estimates from having unduly influence.
We detect and down-weight outliers and influential data points by examining residuals and some influence statistics (i.e. Cook's distances, DIFIT, etc). We do not delete them, however, to preserve data. Robust regression mitigates the problem of outliers and influential data points by down-weighting them, and makes the estimates more resistant to their influence (Belsley et al. (1980) ).
In addition to the linear OLS and robust regression models, we employ a multinomial logit (MNL) model to help interpretation of results and we check their consistency with the robust regression results. In the MNL approach we split the data into significantly negative estimates (t value smaller than -1.96), insignificant ones (t value comprised within (-1.96, 1.96)), and positively significant ones (t-value larger than 1.96). The approach is
where D is a categorical variable equal to 1 if the corresponding ij t ≤ -1.96, equal to 2 if -1.96 < ij t < 1.96, and equal to 3 if ij t ≥1.96 . Each paper can be seen as a cluster, and we have multiple observations from each cluster and independent clusters. We use a robust estimator of the clustered error structure, assuming independence among clusters, but dependence among observations that are within the same cluster. The estimates from the MNL regression show the impact of the explanatory variables on log odds, not the impact on the probability of the categorical variable D. We normalize the probabilities ( Pr( 1) Pr ( 2) , and The associated marginal effects are:
Conditional probabilities and marginal effects all depend on all Z's and β 's, so we condition the interpretation on the latter evaluated at the mean of all Z's.
To summarize, the following variables are included in our meta-analysis specification: Dummy variables capture the sample or model specification choices, and they are intrinsically uncorrelated. Unlike experimental data with the number of "controlled" observations and "experimental" observations perfectly balanced, for our observational data, we cannot control the "balance" of the data. In the first two columns of 
Estimation Steps and Results
We check the data for some potential collinearity as we have numerous dichotomous variables.
If collinearity is a problem , it can confound our estimation. We use the conditioning index, variance inflation index (VIF), and variance-decompositions jointly to diagnose the multicollinearity problems in our sample (Belsley et al. (1980) ). Practically, multicollinearity may be a serious problem when the conditioning index is greater than 30, the VIF is greater than 10, and variance-decomposition proportions for two or more estimated regression coefficient variances are higher than 0.5. Table 3 presents the results from the OLS, the robust, and the MNL regressions with clustered error structure. In OLS and robust regressions, the dependent variable is the t-value of the estimated technical-measure trade effects. Although we preserve the most variations possible to make trade effects from different studies comparable, a major limitation of using t-values is the difficulty in interpreting the coefficients. The results tell us which variables have significant impacts on the t-values and the direction of the impacts, but we need to know the current t-value to say more.
For example, given a negative coefficient of some variable, an increase in this variable makes the trade effects more negative significant or less positive significant, but we cannot tell whether it becomes negative significant, insignificant, or positive significant unless we have the current value of the t-value. The marginal effects are conditional on the current t-value. To facilitate the interpretation, we centered the sample size variable and aggregation level variable at the mean of the dataset, 14172.53 and 5.14, respectively. So we can interpret the intercept of the linear regression as conditional mean of the t-value when sample size and aggregation level are at the sample mean, and all categorical variables equal zero. We interpret the coefficients of 
Panel_fix_time
-2.16** -1.79*** n/a n/a n/a n/a n/a (1.04) (0.66) the variables as the impact on the t-values conditional on the t-value being equal to the intercept or the conditional sample mean described above. In addition, the MNL results help to sort out this issue as they provide estimated marginal effects.
We use the MNL regression together with robust regression to obtain a more precise interpretation of the results. For the most part, robust regression results and MNL results agree.
In a few cases, MNL results indicate insignificant marginal effects of some variable(s) whereas robust regression shows significant impact of the same variable(s). This is caused by the limited variation of categorical dependent variables and the limited number of observations from splitting the data set into three zones. We use a specific example (figure 1 and table 4) to illustrate the situation later. MNL results show that the treatment of zero-trade has a marginally small positive impact on the probability of getting positive estimates. However, the robust regression result seems to contradict that of the MNL estimation because it shows the conditional mean of t-values becomes more negative by retaining zero-trade. This is a rare case where robust regression results do not agree with MNL results, and the possible reason could be the limited variation of the categorical dependent variables. We illustrate this issue in figure 1 and table 4 below.
Figure1 shows that t-values are more closely clustered when zero trade is not treated, and t-values are more spread out in the negative range when zero trade is treated. Consequently, we have a negative significant coefficient for variable Zero_treated in the robust regression. show this effect to be significantly present. The result of interaction variable dev_SPS shows that the SPS trade effect from developing exporter to developed importer is more negatively affected and is most likely to be negatively significant, and less likely to be insignificant or positively significant.
The aggregation level of the data (Agg_hs_centered) The robust regression cannot reject the null hypotheses that these three proxies are the same in terms of the positive and significant effect to the significance of trade effects. However, a similar set of tests in the MNL approach strongly rejects the null hypothesis that Proxy_dummy and Proxy_count have a similar impact on the probability of the technical measure estimates to fall in the third zone relative to the second zone (P 3 /P 2 ). The null hypothesis that Proxy-dummy
and Proxy-freq are equal in their effect on (P 3 /P 2 ) cannot be rejected, nevertheless. In conclusion, these results are consistent with ruling out a negative influence of these proxies on estimated trade effects, although the two approaches disagree on their relative impacts. Finally, OLS and robust regression results suggest that SPS other than those proxied by MRLs (SPS_no _mrl) and TBT (TBT) policies lead to more negative trade coefficients. However, MNL results do not suggest any significant patterns.
Robustness Checks
We consider two major robustness checks, one associated with the existence of influential observations, and another one based on the cut-off values used to separate the three MNL regions into which technical measure estimates fall (negative significant, insignificant, positive significant). First, due to the cluster-structure of our sample, we undertake influential data diagnostics based on clusters represented by the papers included in the dataset determinants are essentially similar on signs, significance, and order of magnitude of the estimated coefficients. The only difference is that the intercept for the log of the probability to be negative relative to being insignificant (log(P 1 /P 2 ) is significantly positive, suggesting that estimates of trade effects are more likely to be negative. So we conclude that the choice of cutoff values is not a cause of concern.
Conclusions
We conducted a meta-analysis to explain the systematic variations found in estimated trade effects of technical measures using both data sampling and methodology differences. Although it is impossible to control for all the differences among the studies, we controlled for the determinants that are most likely to matter, based on theoretical findings as well as important conjectures found in the previous empirical literature.
Analyses of agriculture and food industries lead to estimates of trade effects of technical measures, which are less likely to be positive. Trade flows in these sectors tend to be more impeded by technical measures than do trade flows in other sectors. Further, we find systematic impeding effect of SPS regulations on agricultural exports sourced from developing countries and going to high-income countries. Both robust regression and MNL approaches sustain this important finding which suggests that SPS regulations are trade barriers rather than catalysts in the set of studies analyzed here. We find that models that control for the "multilateral resistance"
terms using country-pair dummies are more likely to yield positive and significant estimates of trade effects of technical measures than those that do not control for multilateral resistance.
Similarly, the former studies are less likely to yield negative significant trade effects than are the latter.
The evidence of the three technical measure proxies is mixed. The three proxies tend to have a positive effect on the estimates of trade effects of technical measures. No strong evidence shows that the three different forms of technical measure proxies (count, frequency, dummy) would lead to systematically different trade effects in the robust regression, however, the MNL results strongly suggest that studies based on a count proxy yield estimates that are more likely to be positive and much less likely to be negative. These two effects are the largest in magnitude for the count proxy. The results on proxies, although convoluted, are consistent with ruling out a negative influence of these proxies on the estimated trade effects of technical measures. The aggregation level of the trade data could also affect the estimated trade effects, and the more disaggregated data tend to provide more positive significant estimated trade effects of technical measures relative to the conditional sample mean of t-values. These effects were found in the robust regression results but could not be confirmed with the MNL approach because of lack of statistical significance.
In the future one could pool our dataset with studies analyzing multilateral, harmonized, and reciprocal technical measures and incorporate technical measure estimates associated with these standards. These standards have a different function with much potential to exhibit tradeexpanding ability and with ambiguous effects on cost of production. Collinearity Diagnostics Collinearity Diagnostics Collinearity Diagnostics Pr ( n/a n/a -1.31* (0.72) n/a n/a -1.95*** (0.75) n/a n/a -0.96* (0.58) n/a n/a n/a n/a n/a n/a 
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