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We give a polynomial-time oracle algorithm for Tournament Canonization that accesses
oracles for Tournament Isomorphism and Rigid-Tournament Canonization. Extending the
Babai–Luks Tournament Canonization algorithm (Babai and Luks (1983) [4]), we give an
nO (k
2+logn) algorithm for canonization and isomorphism testing of k-hypertournaments,
where n is the number of vertices and k is the size of hyperedges.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Computing canonical forms for graphs (and other combinatorial and algebraic structures) is a fundamental problem.
Graph canonization, in particular, is very well-studied for its close connection to Graph Isomorphism graph-iso. Let G
denote all simple undirected graphs on n vertices. Two graphs X1 = (V1, E1) and X2 = (V2, E2) in G are isomorphic (denoted
X1 ∼= X2) if there is a bijection φ : V1 → V2 such that {u, v} ∈ E1 if and only if {φ(u), φ(v)} ∈ E2. A mapping f : G → G is a
canonizing function for G if for all X, X ′ ∈ G: f (X) ∼= X and f (X) = f (X ′) if and only if X1 ∼= X2. I.e., f assigns a canonical
form to each isomorphism class of graphs. For instance, we can deﬁne f (X) as the lexicographically least graph isomorphic
to X . This particular canonizing function is computable in FPNP by preﬁx search, but it is known to be NP-hard to compute
[4,10] for certain graph orderings. A speciﬁc ordering of graphs that makes the problem NP-complete is described in [4,
Section 3.1].
It is a long-standing open question, whether there is some canonizing function for graphs that is polynomial-time com-
putable. No better bound than FPNP is known for general graphs (for any canonizing function). It is easy to see that
graph-iso is polynomial-time reducible to graph canonization. It is an intriguing open question if the converse reduction
holds in general. However, for natural subclasses of graphs for which graph isomorphism has an eﬃcient algorithm there is
usually an accompanying eﬃcient canonization algorithm [4]. Speciﬁcally, we do not know of any natural subclass of graphs
for which graph isomorphism is in polynomial time and graph canonization is not known to be solvable in polynomial time.
However, for hypergraphs with n vertices there is a 2O (n) time isomorphism algorithm but no canonization algorithm is
known with the same running time [11]. Very recently, Babai and Codenotti [3] have shown a 2O˜ (k
2√n ) isomorphism testing
algorithm for hypergraphs with hyperedges of size bounded by k. Here too it is open if canonization can be done in 2o(n)
time.
✩ A preliminary version of this paper was presented in the ISAAC 2006 symposium (Arvind et al. (2006) [1]).
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In this paper we study the complexity of canonization and isomorphism of tournaments as well as hypertournaments.
A central motivation for our study is the question whether t-canon is polynomial-time reducible to tour-iso. While we
are not able to settle this question we prove an interesting weaker result: t-canon has a polynomial-time oracle algo-
rithm with oracle access to tour-iso and an oracle for canonizing rigid tournaments. Rigid tournaments have no nontrivial
automorphism. It is open whether a similar result holds for general graphs.
The other result in this paper is an nO (k
2+logn) algorithm for canonization and isomorphism of k-hypertournaments which
builds on [4] and uses quite different properties of the automorphism groups of hypertournaments. A preliminary version
of this paper appears in [1].
Our approach is based on the techniques of the seminal paper of Babai and Luks [4]. In the sequel we explain the
group-theoretic setting in some detail since we will use their approach and methods.
1.2. Group theoretic preliminaries
We ﬁrst recall deﬁnitions and some basic facts about permutation groups [10,13].
A permutation group G is a subgroup of Sym(V ), where Sym(V ) is the group of all permutations on an n-element set V .
We write H  G when H is a subgroup of G . The image of v ∈ V under g ∈ G is denoted vg . We apply permutations from
left to right so that vgh = (vg)h . The set vG = {vg | g ∈ G} is the G-orbit of v . A permutation group G  Sym(V ) is said to
be transitive on V if vG = V for v ∈ V . Let S ⊆ Sym(V ) be a subset of permutations on V . The group 〈S〉 generated by the
subset S is the smallest subgroup of Sym(V ) containing S . Note that every element of the group 〈S〉 is expressible as a
product of elements of S .
Let G  Sym(V ) be a transitive permutation group. A nonempty subset B ⊆ V of points is called a G-block if either
Bg = B or Bg ∩ B = ∅, for each g ∈ G . For any transitive group G , clearly the whole set V and the singleton sets {u}, u ∈ V ,
are blocks; these are known as the trivial blocks of G . A transitive permutation group G  Sym(V ) is said to be primitive if
it does not have any nontrivial blocks. Otherwise G is said to be imprimitive.
Let G  Sym(V ) be transitive. Notice that a subset B ⊆ V is a G-block if and only if Bg is a G-block for every g ∈ G . It
can be easily seen that the collection of blocks {Bg : g ∈ G} forms a partition of V . This collection of blocks is called the
B block system. Notice that the permutation group G acts transitively on the B block system (since every g ∈ G naturally
maps blocks to blocks and the action is obviously transitive). A nontrivial block B ⊂ V is called a maximal block if there is
no nontrivial block B ′ ⊂ V such that B ⊂ B ′ . In this case, we say that the B-block system {Bg : g ∈ G} is a maximal block
system.
For a transitive group G  Sym(V ), let B and B ′ be two G-blocks in V such that B ⊂ B ′ . Then the collection of blocks
{Bg : g ∈ G, Bg ⊆ B ′} is actually a partition of B ′ .
A G-block B ⊂ V is a maximal subblock of a G-block B ′ if B ⊂ B ′ and there is no G-block C such that B ⊂ C ⊂ B ′ . Let
B and B ′ be G-blocks. A chain B = B0 ⊂ · · · ⊂ Bt = B ′ is a maximal chain of G-blocks between B and B ′ if for all i, Bi is a
maximal subblock of Bi+1.
Let B and B ′ be two G-blocks such that B ⊂ B ′ . The B-block system of B ′ is the collection{
Bg: g ∈ G and Bg ⊂ B ′},
which forms a partition of B ′ . Hence |B| divides |B ′|.
A structure tree of G is a rooted tree whose nodes are labeled by G-blocks such that:
1. The root is labeled V .
2. The leaves are labeled with singleton sets {v}, v ∈ V .
3. For each internal node labeled by B ′ , the labels of its children constitute a B block system of B ′ , where B ⊂ B ′ is a
maximal block contained in B ′ .
There is a natural action of G on each level of a structure tree: g ∈ G maps a node r to r′ in a level iff there is a G-block
B such that the labels of r and r′ are B and Bg respectively. Furthermore, the action of G on the children of each node in
the tree is primitive.
If G  Sym(V ) has orbits V1, . . . , Vr , the structure forest is a collection of structure trees T1, . . . , Tr , where Ti is the
structure tree of the transitive action of G on Vi .
For a permutation group G  Sym(V ) and a subset of points  ⊂ V , the set stabilizer subgroup for  is
G =
{
g ∈ G ∣∣g = }.
1.2.1. The Babai–Luks canonization procedure
We are now ready to describe the Babai–Luks machinery from [4] and recall some of their results in a form that is useful
to us.
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where Eg = {(ug, vg) | (u, v) ∈ E}. The graph X g is sometimes denoted as g(X). Let G  Sym(V ). Let G be any class of
graphs (directed or undirected) each of which is deﬁned on vertex set V . We say that the class of graphs G is closed under
G-isomorphisms if for every permutation g ∈ G and graph X ∈ G we have X g ∈ G .
Let G be any class of graphs closed under G-isomorphisms. For X1, X2 ∈ G with vertex set V , we say X1 is G-isomorphic
to X2, denoted by X1 ∼=G X2 if X2 = X g1 for some g ∈ G .
Call cfG : G → G a canonizing function w.r.t. to G , if cfG(X) ∼=G X , for every X ∈ G , and X1 ∼=G X2 if and only if cfG(X1) =
CFG(X2), for X1, X2 ∈ G . When the group G is Sym(V ), we write CF(X) instead of cfG(X).
Given a canonizing function cfG we deﬁne a canonizing function cfGσ with respect to a coset Gσ of G as cfGσ (X) =
cfσ−1Gσ (X
σ ). Notice that if G is closed under G isomorphisms then Gσ is closed under σ−1Gσ isomorphisms. We will
sometimes denote cfGσ (X) as cf(X,Gσ).
Next, we deﬁne the canonical labeling coset CL(X,Gσ) as {τ ∈ Gσ | Xτ = cfGσ (X)}. It is easy to see that CL(X,Gσ) =
(G ∩ Aut(X))π = AutG(X)π for any π ∈ CL(X,Gσ), where AutG(X) = Aut(X) ∩ G , i.e.
AutG(X) =
{
g ∈ G ∣∣ X g = X}.
We also notice that CL(X,Gσ) = σ CL(Xσ ,σ−1Gσ).
Babai and Luks [4] gave a canonizing algorithm that exploits the group structure of G . The algorithm is recursive and
works by a divide-and-conquer strategy on the group G . The divide-and-conquer is based on a structure forest of G . We
now brieﬂy describe the algorithm of Babai–Luks that computes the canonical labeling coset CL(X,Gσ) of a graph X with
respect to a coset Gσ .
The ﬁrst step is to bijectively encode n-vertex graph X as a binary string x. To be speciﬁc, we can choose the length n2
encoding obtained from the adjacency matrix as the concatenation of its rows. Thus, for 1 i, j  n we have x(i, j) = 1 if
and only if (i, j) ∈ E(X). Then permutations σ ∈ Sym(V ) acts on such strings x naturally by sending it to xσ , where for all
1 i, j  n,
xσ
(
iσ , jσ
)= x(i, j).
Let m = n2. We can think of the given permutation group G = 〈g1, . . . , gk〉 as a subgroup of Sm acting on the m-bit binary
strings as described above, where (i, j) indexes into the m-bit binary string x. The natural ordering on {1, . . . ,m} induces
an ordering on the subsets of {1, . . . ,m}. Thus, we can talk about the ﬁrst G-orbit A1 ⊆ [m] according to this ordering.
Let A2 = [m] \ A1. The algorithm computes CL(x,Gσ) recursively as CL(x|A2 ,CL(x|A1 ,Gσ)), where x|Ai is the substring of x
induced by Ai . Thus, in general we need to compute CL(x|A,Gσ), where A ⊆ [m] is a G-stable subset: each element of G
maps A to A. Let CLA(x,Gσ) = CL(x|A,Gσ).
If |A| = 1 we deﬁne CLA(x,Gσ) = Gσ . The nontrivial case is when G acts transitively on A. Then, w.r.t. the natural
ordering on [m] we can compute the ﬁrst maximal G-block system on A in polynomial time. Let H be the set stabilizer
of this block system. Let {τi}ki=1 be a set of coset representatives of H in G . Let Gσ =
⋃k
i=1 Hσi where σi = στi . Recur-
sively compute CLA(x, Hσi) = Hiρi for all i. Then sort the cosets so that xρ1 = xρ2 = · · · = xρs < xρs+1  · · ·  xρk . Output
CLA(x,Gσ) = 〈H1, {ρiρ−11 }si=1〉ρ1.
This, in a nutshell, is the Babai–Luks canonization algorithm (we explain the algorithm with more details in Section 3).
Clearly, we can recover the canonical labeling coset for the given graph X from the corresponding coset CL(x,Gσ) for its
string encoding x. A detailed analysis of the algorithm can be found in [4].
Deﬁnition 1.1. A ﬁnite group G is in the class Γd if every nonabelian composition factor of the group G embeds in the
permutation group Sd .
In other words, all nonabelian composition factors of a group G ∈ Γd can be seen as subgroups of Sd . A crucial result
of [4] is that the above string canonization algorithm for computing CL(x,Gσ) runs in polynomial time if G ∈ Γd for a
constant d. We state this result in the form of a theorem useful to us for graphs.
Theorem 1.2 (Babai–Luks Theorem). If G  Sm is a permutation group in the class Γd (i.e. all nonabelian composition factors of G are
subgroups of Sd), then a canonical labeling coset of a binary string x ∈ {0,1}m w.r.t. a coset Gσ of Sm, can be found in time mc, where
c depends only on d.
Theorem 1.2 crucially uses the fact that primitive subgroups of Sm in Γd are of size bounded by mO (d) [2,9,12,14].
1.3. Iterative canonization
A ﬁnite relational structure X is a tuple (D, R1, . . . , Rl) where D is a ﬁnite set called domain and R1, . . . , Rl are relations
on D with arity a1, . . . ,al respectively. The ﬁnite relational structure X = (D, R1, . . . , Rl) has bounded arity if for all i, ai  c
where c is some constant.
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can deﬁne the relational structure X g = (D, Rg1 , . . . , Rgl ) where Rgi = {(dg1 , . . . ,dgai ) | (d1, . . . ,dai ) ∈ Ri}. A relational structure
Y = (D, S1, . . . , Sl) is said to be isomorphic if to X if there is a permutation g ∈ Sym(D) such that X g = Y . Once we have
the notion of isomorphism and group action on relational structures we can easily deﬁne canonical form and canonical
labeling coset as we did before for graphs.
Let X = (D, R1, R2) be a ﬁnite relational structure with domain D and two relations R1 and R2 with arity a1 and a2
respectively. Let X1 = (D, R1) and X2 = (D, R2) be two relational structures derived from X . Let CL1(X1,Gσ) = H1ρ1 be
the canonical labeling coset of X1 w.r.t. some coset Gσ and some canonical form cf1. Further CL2(X2, H2ρ1) = H2ρ2 be the
canonical labeling coset of X2 w.r.t. H1ρ1 and some canonical form cf2. Then we can deﬁne Xρ2 to be the canonical form
cf(X,Gσ) of X with respect to Gσ . The canonical labeling coset CL(X,Gσ) of X w.r.t. this canonical form will be H2ρ2.
Lemma 1.3. Let X = (D, R1, R2) be a ﬁnite relational structure. Then the above process deﬁnes a correct canonical form.
Proof. Let X = (D, R1, R2) and Y = (D, S1, S2) be two relational structures where R1 and S1 have arity a1 and R2 and S2
have arity a2. Let X and Y be G isomorphic via an isomorphism π ∈ G . We also assume the following:
CL1(X1,Gσ) = H1ρ1, CL1(Y1,Gσ) = L1ξ1,
CL2(X2, H1ρ1) = H2ρ2, CL2(Y2, L1ξ1) = L2ξ2, (1)
where X1 = (D, R1), X2 = (D, R2), Y1 = (D, S1) and Y2 = (D, S2). Notice that π is an isomorphism between X1 and Y1
and between X2 and Y2. We need to prove that Xρ2 = Y ξ2 . The relational structures Xρ12 and Y ξ12 are isomorphic via iso-
morphism ρ−11 πξ1. Observe that ρ
−1
1 H1ρ1 = Aut(Xρ11 ) ∩ σ−1Gσ and ξ−11 L1ξ1 = Aut(Y ξ11 ) ∩ σ−1Gσ . But Xρ11 = Y ξ11 . Hence,
ρ−11 H1ρ1 = ξ−11 L1ξ1. Notice that ρ−11 πξ1 ∈ Aut(Xρ11 )∩σ−1Gσ . This implies cf2(Xρ12 ,ρ−11 H1ρ1) = cf2(Y ξ12 , ξ−11 L1ξ1). Hence,
Rρ22 = Sξ22 . As, CL2(X2, H1ρ1) = ρ1 CL2(Xρ12 ,ρ−11 H1ρ1) and CL2(Y2, L1ξ1) = ξ1 CL2(Y ξ12 , ξ−11 L1ξ1) we have ρ2 = ρ1γ and
ξ2 = ξ1δ where γ ∈ CL2(Xρ12 ,ρ−11 H1ρ1) and δ ∈ CL2(Y ξ12 , ξ−11 L1ξ1). But as Rρ11 = Sξ11 and γ , δ ∈ Aut(Xρ11 ) = Aut(Y ξ11 ) we
will have Rρ21 = Sξ21 . This proves that Xρ2 = Y ξ2 . 
Remark 1.4.
1. Theorem 1.2 yields an nO (logn) algorithm for Tournament Canonization, t-canon, and Tournament Isomorphism
tour-iso [4]. The algorithm exploits the fact that automorphism groups of tournaments are solvable and hence in
Γd for d = 1.
2. We note that Theorem 1.2 is applicable to any ﬁnite relational structure K = ([n], R1, R2, . . . , R) with relations Ri
of bounded arity. Such structures can be easily encoded as binary strings of length nO (1) , as described above for
graphs. Thus, Theorem 1.2 can be applied to canonize such relational structures in polynomial time w.r.t. cosets Gσ
where G ∈ Γd .
2. Gadget construction for tournaments
We ﬁrst recall the deﬁnition of tournaments.
Deﬁnition 2.1 (Tournament). A directed graph T = (V , A) is a tournament if for each pair of distinct vertices u, v ∈ V , exactly
one of (u, v) or (v,u) is in A.
Let T = (V , A) be a tournament. We say the vertex v is an in-neighbor (out-neighbor) of a vertex u if (v,u) ∈ A (resp.
(u, v) ∈ A). The in-degree (out-degree) of a vertex v is the number of in-neighbors (resp. out-neighbors) of v . A tournament
T = (V , A) is called regular if each vertex of T has the same in-degree. If T = (V , A) is a regular tournament with n vertices
then the in-degree and out-degree of a vertex v is (n − 1)/2 and n must be an odd number.
In this section, we explain some polynomial-time reductions concerning tour-iso that are useful for our algorithm
presented in Theorem 3.9. A key technique here is “ﬁxing” nodes in a tournament. A node v in a graph X is a ﬁxpoint if
vπ = v for every π ∈ Aut(X). By the ﬁxing of v in X we mean a construction that modiﬁes X to another graph X ′ using a
gadget so that v is forced to be ﬁxed in X ′ . We will describe a gadget construction for ﬁxing several nodes in a tournament
so that the resulting graph is again a tournament. We use it to show that a colored version of Tournament Isomorphism is
polynomial-time many-one reducible to tour-iso.
Let T1 = (V1, A1) and T1 = (V1, A1) be two tournaments whose vertices are colored. The color-tournament isomorphism
problem is to decide if T1 and T2 are isomorphic via an isomorphism φ that preserves the vertex color. I.e. v and φ(v) have
the same color for each vertex v ∈ V1. As a consequence, we derive some observations related to tournament isomorphism
and automorphism (Theorem 2.3) useful for canonization. Let u1,u2, . . . ,ul be the nodes of a tournament T = (V , A) that
we want to ﬁx. The gadget we use is shown in Fig. 1. Call the resulting tournament T ′ .
V. Arvind et al. / Journal of Computer and System Sciences 76 (2010) 509–523 513Fig. 1.
Here, v1, v2, . . . , vl+3 are l + 3 news vertices used in the gadget. Notice that v1 is the unique vertex that beats all other
vertices of T ′ . For 2 j  l + 1, v j beats vk for k > j, and beats all the vertices of T except u j−1. Vertex vl+2 beats vl+3,
and both vl+2 and vl+3 beat all vertices of T . The thick gray edge between v1 and T indicates that v1 beats all the vertices
of T . All thick gray edges have similar meaning.
More precisely, T ′ = (V ′, A′) where V ′ = V ∪ {v1, . . . , vl+3} and we can write the edge set as
A′ = A ∪ A1 ∪ A2 ∪ A3,
where A1 = {(v j,uk) | 2 j  l, k = j} ∪ {(u j, v j+1) | j = 1, . . . , l}, A2 = {(v1,uk), (vl+2,uk), (vl+3,uk) | 1 k  l}, and A3 =
{(v j, vk) | j < k}.
Lemma 2.2. Any automorphism of T ′ ﬁxes {u1,u2, . . . ,ul}.
Proof. Notice that v1, v2, v3, . . . , vl are the unique vertices of in-degree 0,2,3, . . . , l, respectively. Hence they are ﬁxed by
any automorphism of T ′ . Also, vl+1 and vl+2 are the only vertices of in-degree l + 1. But, the directed edge (vl+1, vl+2)
forces the ﬁxing of these two vertices by all automorphisms. As vi+1 has a unique incoming edge from ui , 1 i  l, each of
u1,u2, . . . ,ul is ﬁxed by all automorphisms of T ′ . 
Search and decision for graph-iso are known to be polynomial-time equivalent to computing a generating set for the
automorphism group Aut(X) of a graph X . We show similar results for tournaments. In fact, we give a general approach to
proving this equivalence for any class of graphs and apply it to tournaments.
For a class of graphs G , let graph-isoG denote the decision problem:
graph-isoG =
{〈X1, X2〉 ∈ G × G ∣∣ X1, X2 are isomorphic}.
Two vertex-colored graphs1 X1, X2 ∈ G are said to be isomorphic if there is a color preserving graph isomorphism
between them. Let c-graph-isoG be the corresponding decision problem. The graph automorphism problem is: GAG =
{X ∈ G | X has a nontrivial automorphism}. For X ∈ G , let autG be the problem of computing a generating set for the
automorphism group of X . The following theorem is easy to prove using standard techniques from [8].
Theorem 2.3. Let G be any class of graphs. If c-graph-isoG is polynomial-time many-one reducible to graph-isoG then:
1. gaG is polynomial-time Turing reducible to graph-isoG .
2. Search version of graph-isoG is polynomial-time Turing reducible to decision version of graph-isoG .
3. autG is polynomial-time Turing reducible to graph-isoG .
Proof. 1. Let X ∈ G be the given graph. In order to check if there is an automorphism of Aut(X) that maps vertex u to
vertex v , we construct two colored graphs Xu and Xv from X as follows: Xu is a copy of X in which u is colored red and
all other vertices are colored blue, and Xv is a copy of X in which v is colored red and all other vertices are colored blue.
Clearly, (Xu, Xv) ∈ c-graph-isoG iff some automorphism of X maps u to v . As c-graph-isoG is reducible to graph-isoG ,
we can test whether some automorphism of X maps u to v via a polynomial-time many-one (or Turing) reduction to
graph-isoG . Note that X has a nontrivial automorphism iff for some pair of distinct vertices u and v , Xu and Xv are
isomorphic. Putting it together gives us a polynomial-time Turing reduction from GAG to graph-isoG .
2. It is easy to see that the reduction of search version to decision version can be done using the same idea as described
in the proof of part 1.
1 In this paper, vertex and edge colorings are simply labels without any constraints like proper vertex/edge colorings, etc.
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3. Let X be an instance of autG . The goal is to compute a generating set for Aut(X) in polynomial time using
c-graph-isoG as oracle. This construction follows the standard way of building a strong generating set for Aut(X) by col-
lecting all coset representatives for a pointwise stabilizer tower (see e.g. [10]). We give a brief outline. Let G0 = Aut(X)
and V (X) = [n]. We will construct a tower of subgroups G0  G1  · · ·  Gn−1 = {1} by their generating sets, where
Gi = {g ∈ G0 | jg = j, 1  j  i}. Suppose S is a generating set for Gi and {g1, g2, . . . , gl} are coset representatives of Gi
in Gi−1. Then S ∪{g1, g2, . . . , g} is a generating set for Gi−1. Furthermore,  n− i+1 as the distinct coset representatives
must map i to different points. Thus, the set of all coset representatives gives a generating set for G0 of size O (n2). Now we
describe how to compute the coset representatives of Gi in Gi−1. Notice that ﬁnding the coset representatives is equivalent
to testing if Gi−1 ∩ Aut(X) has an automorphism that maps i to k for a k  i + 1. We can reduce this to c-graph-isoG
as follows: Take two copies X1 and X2 of X . Pick vertex k  i + 1 in X2. For 1  j  i − 1, in both X1 and X2 color the
vertex j using color j. Next, color both i ∈ V (X1) and k ∈ V (X2) using color i. The remaining vertices of both X1 and X2
are colored 0. Clearly, X1 ∼= X2 iff k is in the orbit of i. We can test this with a query to graph-isoG , and by part 2 we can
ﬁnd the actual isomorphism. This gives us a distinct coset representative corresponding to k. Continuing thus, we can ﬁnd
all coset representatives. Clearly, this is a polynomial-time oracle procedure with queries to graph-isoG . 
We now show c-tour-isoPm tour-iso, implying that tournaments satisfy the conditions of Theorem 2.3.
Theorem 2.4. Color tournament isomorphism problem is polynomial time many-one reducible to tournament isomorphism problem.
Proof. Let T1, T2 be tournaments with vertices colored using l distinct colors {ci}li=1. Let Ci denote the set of vertices
colored with ci . Our reduction transforms T1 and T2 into uncolored tournaments T ′′1 and T ′′2 such that T1 ∼= T2 if and only
if T ′′1 ∼= T ′′2 . The construction for T1 is depicted in Fig. 2 (to avoid clutter, we do not show all the edges).
We ﬁrst construct a tournament T ′1 from T1 by adding l new vertices u1, . . . ,ul and new edges. We describe the new
edges in T ′1. Vertex ui beats the vertices in each color class C j with j = i, and ui is beaten by all vertices in color class Ci .
For 1  i < j  l, vertex ui beats vertex u j in the tournament T ′1. Likewise, the tournament T ′2 is obtained from T2 by
introducing new vertices v1, v2, . . . , vl . The vertex vi beats the vertices in each color class C j with j = i, and ui is beaten
by all vertices in color class Ci . For 1 i < j  l, vertex vi beats vertex v j .
Now, using the gadget of Lemma 2.2, we ﬁx u1,u2, . . . ,ul in T ′1. Call the resulting tournament T ′′1 . Similarly, T ′′2 is
obtained from T ′2 by ﬁxing vertices v1, v2, . . . , vl using the gadget of Lemma 2.2.
By the construction in Lemma 2.2, any isomorphism from T ′′1 to T ′′2 is forced to map ui to vi for each i. Hence, this
isomorphism will induce a color-preserving isomorphism from T1 to T2. Conversely, any color-preserving isomorphism from
T1 to T2 can be extended to an isomorphism from T ′′1 to T ′′2 that maps ui to vi for each i. It follows that the colored
tournaments T1 and T2 are isomorphic if and only if T ′′1 ∼= T ′′2 . 
3. Canonical labeling of tournaments
We ﬁrst recall an important fact about tournaments and the tournament canonization of Babai and Luks. This fact is
stated in [4] for instance, but it seems folklore. We also recall the easy proof.
Lemma 3.1. The automorphism group of a tournament has an odd number of elements.
Proof. Let T = (V , A) be a tournament. If |Aut(T )| is even then by Cauchy’s theorem Aut(T ) has a permutation π of order 2.
Let π = C1 · · ·Cl be the decomposition of π as a product of disjoint 2-cycles. Suppose C1 = (u, v). Then the permutation π
maps (u, v) to (v,u). But either (u, v) ∈ A or (v,u) ∈ A. Hence π cannot be an automorphism and |Aut(T )| must be
odd. 
V. Arvind et al. / Journal of Computer and System Sciences 76 (2010) 509–523 515A celebrated group theory result is the Feit–Thompson odd-order theorem whose statement we recall below.
Theorem 3.2. (See [6].) Every odd order group is solvable.
The following corollary is an easy consequence of Lemma 3.1 and Theorem 3.2.
Corollary 3.3. The automorphism group of a tournament is solvable.
As mentioned in Remark 1.4, an nO (logn) algorithm for tournament canonization is described based on their string can-
onization result stated in Theorem 1.2.
Theorem 3.4. (See [4, Theorem 4.1].) There is an nO (logn) algorithm for t-canon, the Tournament Canonization problem.
We sketch the proof of Theorem 3.4 as we need the main ideas:
Let T = (V , A) be a tournament with |V | = n. The tournament T is regular if every vertex has the same out-degree. It is
easy to observe that T is regular implies n is odd and every vertex has both in-degree and out-degree equal to n−12 .
If the input tournament T is not regular, the algorithm will partition V as V =⋃ki=1 Vi , where Vi ⊂ V is the subset of
vertices with out-degree i, where Vi is empty if there are no vertices of out-degree i and k is the maximum out-degree in T .
Let Ti be the tournament induced by Vi . Using Theorem 1.2 the algorithm recursively computes CL(Ti,Sym(Vi)) = Hiρi , for
all i, where Hi = Aut(Ti). Then, we set
CL
(
T ,Sym(V )
)= CL(T , H1ρ1 × H2ρ2 × · · · × Hkρk) = CL(T , Hρ),
where H  Sym(V ) is the product group H1 × H2 × · · · × Hk and ρ ∈ Sym(V ) is the k-tuple (ρ1,ρ2, . . . , ρk), where ρi ∈
Sym(Vi).
Importantly, as each Hi is solvable, H is also a solvable group. Thus, CL(T , Hρ) can be computed in polynomial time by
Theorem 1.2.
If t(n) is the running time bound, then for this stage of computation it satisﬁes the recurrence relation: t(n) =∑k
i=1 t(ni) + nO (1) , where ni = |Vi |.
The more diﬃcult case is when T is a regular tournament. For each v ∈ V , the algorithm will canonize the tournament
with v as the ﬁrst vertex. Among the canonical forms thus obtained, the algorithm will pick the lexicographically least. The
algorithm proceeds as follows for a v ∈ V : Put V ′ = V \ {v} and let T ′ be the tournament induced by V ′ . We have the
partition V ′ = V ′1 ∪ V ′2, where V ′1 is the set of (n − 1)/2 vertices that beat v and V ′2 is the set of (n − 1)/2 vertices beaten
by v . Let the tournaments induced by V ′1 and V ′2 be T ′1 and T ′2, respectively. Next, the algorithm recursively computes
CL(T ′i ,Sym(V
′
i )) = Hiρi for i = 1,2. Again using Theorem 1.2, the algorithm will compute CL(T ,Sym(V ′)) = CL(T , H1ρ1 ×
H2ρ2) to get the canonical labeling coset with v as the ﬁrst vertex. As mentioned, the algorithm repeats this process for all
the vertices v ∈ V . From among these n cosets, we compute CL(T ,Sym(V )) as the union of those cosets that give rise to
the lex-least canonical labeling. It can be shown that this union must paste into a coset of the form Aut(T )σ [4]. For this
case, the recurrence relation for the time bound t(n) satisﬁes the recurrence relation
t(n) = n
(
2t
(
n − 1
2
)
+ nO (1)
)
.
Solving the two recurrence relations for t(n) yields the running time bound nO (logn) [4].
3.1. Wreath product
Here we recall the notion of wreath product of two groups that will naturally appear in the proof of our result.
Deﬁnition 3.5. Let X  Sym(V ) and Y  Sym([]) be two groups. The wreath product of X and Y , denoted X  Y , is a group
with elements {(x1, . . . , x, y) | x1, . . . , x ∈ X and y ∈ Y } and the binary operation
(x1, . . . , x, y)
(
x′1, . . . , x′, y′
)= (x1x′1y , . . . , xx′y , yy′).
As a set X  Y is same as the direct product X × Y , but it differs in the group operation in the sense that the element
y from Y permutes the indices of X . We have to be careful about the indices. Notice that (x1, . . . , x, y)(x′1σ , . . . , x′σ , y′) =
(x1x′1yσ , . . . , xx′yσ , yy′) and not (x1x′1σ y , . . . , xx′σ y , yy′). The inverse of an element (x1, . . . , x, y) ∈ X  Y is (x−11σ , . . . , x−1σ ,
y−1) where σ = y−1. The wreath product X  Y deﬁnes a natural action on the set V × [] as follows: Let (a, i) ∈ V × []
and (x1, . . . , x, y) ∈ X  Y then
(a, i)(x1,...,x,y) = (axi , i y).
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Thus if G = (V × [], E) is a (di)graph then for all elements π ∈ X  Y we can talk about the graph Gπ in the usual way.
Fact 3.6. Let H be a group and N be a normal subgroup of H. Then H is solvable if and only if both H/N and N are solvable.
Let X  Sym(V ) and Y  Sym([]) be solvable groups. Notice that X 〈〉 := X ×{id} is a normal subgroup of X  Y , where
id is the identity element of Y . Notice also that X  Y /X 〈〉 ∼= H . Thus by Fact 3.6 we get the following lemma.
Lemma 3.7. If X  Sym(V ) and Y  Sym([]) are solvable groups the X  Y is also solvable.
3.2. The result
We are now ready to describe our result in this section. As mentioned in the introduction, we are motivated by the
problem whether Graph Canonization is polynomial-time Turing reducible to Graph Isomorphism.
Since the general problem seems diﬃcult to approach, we raise the question for the more restricted case of tournaments:
can tournament canonization t-canon be polynomial-time Turing reduced to Tournament Isomorphism tour-iso? Even
for this restricted problem we do not know the answer. However, we make some progress on the problem by giving a
polynomial-time oracle algorithm for t-canon that accesses oracle tour-iso with an additional oracle for canonizing rigid
tournaments. Thus, canonizing rigid tournaments seems to be the bottleneck in reducing t-canon to tour-iso. Let rt-canon
denote the functional oracle for computing the canonical form of a rigid tournament. Since rigid tournaments have trivial
automorphism groups, notice that the canonical form trivially gives the canonical labeling coset as well.
We believe this weaker result is interesting and throws some light on the original problem. One interpretation of our
result is that rigid tournaments are the hardest instances of canonization. We do not know if a similar result holds for
general graphs. We make crucial use of Theorem 1.2 and the fact that the automorphism groups of tournaments is solvable.
We start with a deﬁnition.
Deﬁnition 3.8. A tournament is called vertex transitive if for all pair of vertices u, v there is an automorphism π of T such
that uπ = v .
Naturally a vertex transitive tournament is regular.
Theorem 3.9. There is a polynomial-time oracle algorithm for t-canon that accesses oracles for tour-iso and RT-CANON.
Proof. Let T = (V , A) be the input tournament to be canonized. Denote by t-canon(T ) the function computing the canoni-
cal labeling coset CL(T ,Sym(V )) of T , where V is the vertex set of T . It has the following recursive description:
t-canon(T ):
1. Orbit computing: With oracle queries to tour-iso and using the vertex ﬁxing technique of Theorem 2.3 we can compute
a polynomial size generating set for Aut(T ). Then, we can compute in polynomial time the partition of V into Aut(T )-
orbits in polynomial time using standard permutation group techniques [8,10].
2. If orbits are singletons: This happens precisely when T is a rigid tournament. In this case we query the RT-CANON oracle
to obtain a canonical form for T . Notice that in this case the canonical labeling coset CL(T ,Sym(V )) is a singleton since
Aut(T ) has only one element.
3. Single orbit: If V has only one orbit w.r.t. Aut(T ) then the tournament is vertex-transitive. As T is vertex-transitive it
follows that T is regular.
In this case, we can take any one vertex v of T and make it the ﬁrst vertex of the canonical form. Let Tv denote the
tournament induced by V ′ = V \ {v}. We recursively ﬁnd the canonical labeling coset of Tv with respect to Sym(V )′ ,
where V ′ = V \ {v}. A crucial point is that it suﬃces to compute this for any one vertex v . The reason, as we will
prove in Claim 3.10, is that doing this for any other vertex u will give rise to the same canonical form since there is
an automorphism that maps u to v . (We observe that this is not true in the case of regular tournaments that are not
vertex transitive. Indeed, we recall from our proof sketch of Theorem 3.4 that n recursive calls are made in the regular
case. This step makes a crucial difference to the running time we obtain.)
The vertex v deﬁnes the partition V ′ = V1 ∪ V2, where V1 is the set of all vertices that beat v in the tournament T and
V2 is the set of all vertices beaten by v in T . As T is regular, |V1| = |V2| = (n−1)/2. Suppose the tournaments induced
by V1 and V2 are T1 and T2 respectively. Recursively compute H1ρ1 := t-canon(T1) and H2ρ2 := t-canon(T2).
Now, applying Theorem 1.2, we compute t-canon(Tv ) = CL(Tv , H1ρ1 × H2ρ2). The algorithm of Theorem 1.2 runs in
polynomial time as both H1 and H2 are solvable groups, being automorphism groups of tournaments. This gives the
canonical ordering for Tv . Placing v as the overall ﬁrst vertex gives the canonical ordering for T . Let T ′ denote the
resulting tournament (which is the canonical form for T ). Finally, the canonical labeling coset is easy to compute from
T and T ′ with queries to tour-iso by applying Theorem 2.3.
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O 1, O 2, . . . , O  be the orbits of T (computed using queries to tour-iso as explained in the ﬁrst step).
Case (a) Let Ti be the tournament induced by O i , for 1 i  . We ﬁrst consider the case that yields an easy recursive
step. Suppose not all Ti are isomorphic to each other (which we can easily ﬁnd with queries to tour-iso). Then we
partition the set of orbits O j into k collections S1, S2, . . . , Sk , where for each Si
O j, Om ∈ Si iff T j isomorphic to Tm.
We assume that cf(T ′) < cf(T ′′) for all T ′ ∈ Si and T ′′ ∈ S j for all i < j where we compare two graphs lexicographi-
cally. Note that cf(T ′) and cf(T ′′) can be computed recursively.
Now, for 1 i  k, let Tˆ i denote the tournament induced by the union of all the orbits in Si .
The algorithm recursively computes the canonical labeling coset Hiρi := t-canon(Tˆ i) for each i.
Then, by applying Theorem 1.2 the algorithm computes the overall canonical labeling coset as CL(T , Hρ) — where
H = H1 × H2 ×· · ·× Hk and ρ = (ρ1, . . . , ρk). This can be computed in polynomial time by Theorem 1.2 because each
Hi is solvable, being the automorphism group of a tournament.
Case (b) We are now in the case when the tournaments Ti induced by the orbit O i of T are all isomorphic, for 1 i  .
This is the more interesting case:
Since Ti are induced by orbits they are all regular tournaments. Hence |O i | is odd for each i. Furthermore, all O i are
of same size since Ti are all isomorphic. Thus, |O i | = t for each i, where t is an odd positive integer. Rename the
vertices in O i arbitrarily (say in lex order) by {(a, i) | a ∈ [t]} = [t] × {i} so that the tournament T is on vertex set
[t] × [] and Ti is on vertex set [t] × {i}. For 1 i  , let T ′i denote the tournament obtained from Ti by renaming
each vertex (a, i) ∈ [t] × {i} by a so that V (T ′i ) = [t].
From the  orbits of T , we will construct a new tournament T with vertex set []. For 1 i  , the vertex i of T
represent orbit O i . We still have to deﬁne the edges of T . To that end, let Xij denote the directed bipartite graph
between orbits O i and O j (whose edges are the original tournament edges). As O i and O j are orbits of Aut(T ) and
|O i | = |O j|, the directed bipartite graph Xij has the following property: there is a positive integer αi j such that, in
the graph Xij , the in-degree of each vertex in O i is αi j and the out-degree of each vertex in O j is αi j . Since, for
each i, |O i | = t and t is odd, t − αi j = αi j . The edges of T are now deﬁned as follows: for 1 i = j  , (i, j) is an
edge in T if t − αi j > αi j , otherwise ( j, i) is an edge in T . We call T the shrunk tournament.
The idea here is to obtain the canonical form of T by relabeling the orbits and inside each orbit by relabeling the
vertices. In other words we will pick the canonical form from the set {T θ | θ ∈ Sym([t])  Sym([])}. (Notice that since
T is a tournament on [t] × [], the action of Sym([t])  Sym([]) is well deﬁned on T .)
We ﬁrst recursively compute the canonical labeling cosets Hiσi for each tournament T ′i , 1  i  . Note that Hi 
Sym([t]) and σi ∈ Sym([t]). As all the tournaments T ′i are isomorphic they will have the same canonical form Tˆ . We
can easily verify that σ−1i Hiσi = Aut(Tˆ ). Next we recursively compute the canonical labeling coset Hρ := t-canon(T )
of the shrunk tournament. Notice that Hρ is a coset of Sym([]). If Tˆ is the canonical form of T then we have
ρ−1Hρ = Aut(Tˆ ). Finally, we compute the canonical form of T ξ with respect to Aut(Tˆ )  Aut(Tˆ ) using Babai–Luks
algorithm (Theorem 1.2), where ξ = (σ1, . . . , σ,ρ). By Lemma 3.7 Aut(Tˆ )  Aut(Tˆ ) is solvable and hence Babai–Luks
algorithm will run in polynomial time. Let the output of Babai–Luks algorithm be the coset Gπ . Then the recursive
step returns ξ−1Gπ . (More precisely, it returns the canonical labeling coset by returning ξ−1Gξ as the group and
ξ−1π as the coset representative.)
This completes the description of the tournament canonizing algorithm. It is easy to see from the above description that
the running time is polynomially bounded. We prove the correctness of the algorithm through a series of claims about the
different steps of the algorithm.
We establish the correctness of step 3 in the next claim.
Claim 3.10. Let u, v be two vertices in a vertex transitive tournament T = (V , A). Then the canonical form computed in step 3 by
ﬁxing vertex u is same as the canonical form computed by ﬁxing vertex v.
Proof. Let π be an automorphism of the vertex transitive tournament T such that π(u) = v . Let Vu = V \ {u} and V v =
V \ {v}. Let Tu and Tv be the tournaments induced by Vu and V v respectively. Clearly, π is an isomorphism between Tu
and Tv . Let V ′1 be the set of vertices beaten by u and V ′2 be the set of vertices that beat u in the tournament Tu . As deﬁned
in the algorithm, V1 and V2 are the vertex sets that are beaten by v and beat v respectively in Tv .
Let T ′1, and T ′2 be the sub-tournaments of Tu induced by V ′1 and V ′2 respectively. Similarly, T1 and T2 are the sub-
tournaments of Tv induced by V1, and V2 respectively. Notice that π is an isomorphism between T ′1 and T1 and also
between T ′2 and T2.
Suppose we run the algorithm by ﬁxing u instead of v in step 3. It will recursively compute CL(T ′1,Sym(V ′1)) = H ′1ρ ′1
and CL(T ′2,Sym(V ′2)) = H ′2ρ ′2, where H ′1 = Aut(T ′1) and H ′2 = Aut(T ′2). Next it will compute CL(Tu, H ′1ρ ′1 × H ′2ρ ′2). Similarly,
if the algorithm ﬁxes v then it computes CL(Tv , H1ρ1 × H2ρ2) where H1 = Aut(T1) and H2 = Aut(T2).
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canon for them which is ρ1(T1) = ρ ′1(T ′1) = T 1. Furthermore, it is easy to see that the automorphism group of T 1 is
Aut(T 1) = ρ−11 H1ρ1 = ρ ′−11 H ′1ρ ′1.
Similarly, T ′2 and T2 are isomorphic (again via π ). Thus, inductively it follows that the algorithm computes the same
canon for them which is ρ2(T2) = ρ ′2(T ′2) = T 2, and the automorphism group of T 2 is Aut(T 2) = ρ−12 H2ρ2 = ρ ′−12 H ′2ρ ′2.
Let H = H1×H2 and ρ = (ρ1,ρ2). Similarly, let H ′ = H ′1×H ′2 and ρ ′ = (ρ ′1,ρ ′2). It follows from the above that ρ−1Hρ =
ρ ′−1H ′ρ ′ = Aut(T 1) × Aut(T 2).
We need to prove that we obtain the same tournament as canonical form for both Tu and Tv . That is, we need to show
that
cf(Tu, H
′ρ ′) = cf(Tv , Hρ).
By deﬁnition of canonical form with respect to cosets we have
cf(Tu, H
′ρ ′) = cf(T ρ ′u ,ρ ′−1H ′ρ ′) and cf(Tv , Hρ) = cf(T ρv ,ρ−1Hρ).
As explained ρ−1Hρ = ρ ′−1H ′ρ ′ = Aut(T 1) × Aut(T 2). Thus if we show that some permutation τ in Aut(T 1) × Aut(T 2)
maps T ρ
′
u to T
ρ
v then the above equality will follow from Theorem 1.2.
But, T ρ
′
u and T
ρ
v are isomorphic via isomorphism ρ
′−1
1 πρ . Furthermore, it is easy to check that ρ
′−1
1 πρ ∈ Aut(T 1) ×
Aut(T 2). This completes the proof of this claim. 
Claim 3.11. The algorithm correctly computes the canonical form of T in step 4 Case (a).
Proof. Let T ′ be an isomorphic copy of T . Let π be an isomorphism form T to T ′ . Let O 1, . . . , O  and O ′1, . . . , O ′ be the
orbits of T and T ′ respectively. Let Tˆ i be the tournament deﬁned in step 4 Case (a), 1 i  k. Similarly we deﬁne Tˆ ′i for T ′ ,
1 i  k. Clearly, for each i the tournaments Tˆ i and Tˆ ′i are also isomorphic via isomorphism π . Let t-canon(Tˆ i) = Aut(Tˆ i)ρi
and t-canon(Tˆ ′i ) = Aut(Tˆ ′i )ρ ′i . Let cf(Tˆ i) = cf(Tˆ ′i ) = Xi .
Let H denote the group Aut(Tˆ1) × Aut(Tˆ2) × · · · × Aut(Tˆk) and ρ = (ρ1, . . . , ρk). Similarly, let H ′ denote the group
Aut(Tˆ ′1) × Aut(Tˆ ′2) × · · · × Aut(Tˆ ′k) and ρ ′ = (ρ ′1, . . . , ρ ′k).
We need to show that cf(T , Hρ) and cf(T ′, H ′ρ ′) are identical. By deﬁnition of canonical form with respect to a coset
we have
cf(T , Hρ) = cf(T ρ,ρ−1Hρ) and cf(T ′, H ′ρ ′) = cf(T ′ρ ′ ,ρ ′−1H ′ρ ′).
Now, it is easy to see that the groups ρ−1Hρ and ρ ′−1H ′ρ ′ are identical: in fact, it is the product Aut(X1) × · · · × Aut(Xk)
of the automorphism groups of the tournament Xi , 1 i  k.
Thus, it will follow from Theorem 1.2 that cf(T , Hρ) = cf(T ′, H ′ρ ′) if we show that there is a permutation σ ∈ Aut(X1)×
· · · × Aut(Xk) such that σ is an isomorphism from the tournament T ρ to T ′ρ ′ . Indeed, it is easy to see that ρ−1πρ ′ is an
isomorphism from T ρ to T ′ρ ′ , and the permutation ρ−1πρ ′ is in Aut(X1) × · · · × Aut(Xk). 
Claim 3.12. The algorithm correctly computes the canonical form of T in step 4 Case (b).
Proof. Let T1 and T2 be two tournaments isomorphic via isomorphism π such that step 4 Case (b) is applied to both of
them for canonization. Inductively assume that the algorithm correctly works for smaller tournaments. We will show that
the algorithm produces the same canonical form for both T1 and T2.
Suppose T1 has the orbits O 11, . . . , O 1 under the action of Aut(T1). Similarly, suppose T2 has orbits O 21, . . . , O 2 .
Let |O 1i | = |O 2 j | = t for all i and j. We assume that the tournaments T1 and T2 have same vertex set [t] × [] and
for s = 1,2, O si = [t] × {i}. Let T11, . . . , T1 and T21, . . . , T2 be the tournaments induced by the orbits O 11, . . . , O 1 and
O 21, . . . , O 2 respectively. For s = 1,2 and i = 1, . . . ,  let T ′si be the tournament obtained from Tsi by renaming each
vertex (a, i) by a. Since we are in step 4 Case (b), all the tournaments T ′11, . . . , T ′1, T ′21, . . . , T ′2 will be isomorphic to
each other. The isomorphism π will map orbits to orbits. Let πˆ ∈ Sym([]) be such that π(O 1i) = O 2iπˆ . Let π ′i = π |O 1i .
Hence T1i will be isomorphic to T2iπˆ via π
′
i . Let πi : [t] → [t] be the isomorphism from T ′1i to T ′2iπˆ which corresponds to
π ′i (i.e., if π
′
i (a, i) = (b, iπˆ ) then πi(a) = b). Let Hsiσsi be the canonical labeling coset of T ′si for s = 1,2 and i = 1, . . . , .
Since these tournaments are isomorphic they will have same canonical form Tˆ . Let T1 and T2 be the shrunk tournaments
obtained from T1 and T2 respectively. Clearly T1 and T2 are isomorphic via isomorphism πˆ . Let Tˆ be the canonical form
of T1 and T2. Also assume that H1ρ1 and H1ρ1 are the canonical labeling cosets of T1 and T2 returned by the recursive
step of the algorithm. Notice that ρ−11 H1ρ1 = ρ−12 H2ρ2 = Aut(Tˆ ). While canonizing T1 the algorithm canonizes T ξ11 with
respect to Aut(Tˆ )  Aut(Tˆ ) and while canonizing T2 it canonizes T ξ2 with respect to the same group Aut(Tˆ )  Aut(Tˆ ) where2
V. Arvind et al. / Journal of Computer and System Sciences 76 (2010) 509–523 519ξ1 = (σ11, . . . , σ1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,ρ2). Hence it is enough to prove that T ξ11 and T ξ22 are isomorphic via Aut(Tˆ ) 
Aut(Tˆ ) isomorphism. Observe that T ξ11 and T ξ22 are isomorphic via γ := ξ−11 (π1, . . . ,π, πˆ )ξ2. So, it is enough to prove that
γ ∈ Aut(Tˆ )  Aut(Tˆ ). But
γ = (σ−1
11ρ
−1
1
π
1ρ
−1
1
σ
21ρ
−1
1 πˆ
, . . . , σ−1
1ρ
−1
1
π

ρ−11
σ
2ρ
−1
1 πˆ
, ρ−11 πˆρ2
)
.
It is easy to see that ρ−11 πˆρ2 ∈ Aut(Tˆ ). Let iρ
−1
1 = j, then μ := σ−1
1ρ
−1
1
π

ρ−11
σ
2ρ
−1
1 πˆ
= σ−11 j π jσ2 jπˆ . The tournaments T ′1 j
and T ′
2 jπˆ
are isomorphic via isomorphism π j (by deﬁnition of π j ’s and πˆ ). The tournaments T ′1 j and T
′
2 jπˆ
are mapped to
their canonical form Tˆ by the isomorphisms σ1 j and σ2 jπˆ respectively. This gives μ ∈ Aut(Tˆ ). Thus, γ ∈ Aut(Tˆ ) Aut(Tˆ ). 
The overall correctness of the algorithm follows from the proofs of the above claims.
We now analyze the running time. Let T (n) bound the running time. In step 1, we compute the orbits in polynomial
time with queries to the tour-iso oracle. If the tournament is rigid then we canonize it with a single query to rt-canon.
The remaining steps involve recursive calls. The recurrence relation for T (n) in step 3 is T (n) = 2T ((n − 1)/2) + nO (1) , and
in step 4 Case (b) it is given by T (n) = T (n/) + T (n/t) + nO (1) for  > 1 and t > 1 because we need to compute the
canonical labeling coset for  tournaments induced by n/-sized orbits and the shrunk tournament of size  = n/t . For
step 4 Case (a), the recurrence is T (n) = ∑ki=1 T (ni) + nO (1) . It follows by induction that T (n) = nO (1) . In each step the
application of Theorem 1.2 takes polynomial time because the permutation group used is always solvable. 
As mentioned in the introduction, it seems unlikely that Theorem 3.9 can be shown for general graphs using the same
methods. This is because our reduction crucially uses the fact that the automorphism group of tournaments are solvable,
enabling us to repeatedly use the algorithm of Theorem 1.2 with a polynomial time bound. In case of general graphs, it is
unlikely that in the intermediate stages of recursion we will have groups in Γd to effectively apply Theorem 1.2.
4. Hypertournament isomorphism and canonization
In this section we study isomorphism and canonization of hypertournaments using the method of Babai and Luks.
Hypertournaments are a generalization of tournaments and have been studied by graph theorists (see e.g. [7]). We recall
the deﬁnition.
Deﬁnition 4.1 (k-Hypertournament). Given positive integers n and k, a k-hypertournament T on n vertices is a pair (V , A)
where V is a set of n vertices and A is a set of k-tuples of vertices called arcs so that for each subset S ∈ (Vk ), A contains
exactly one of the (k! many) k-tuples whose entries belong to S .
In general, Hypergraph Isomorphism (hgi) is easily seen to be polynomial-time many-one equivalent to Graph Isomor-
phism: given a hypergraph X with n vertices and m hyperedges we can represent it uniquely as a bipartite graph Y with
n vertices on one side and m vertices on the other. Thus, known complexity-theoretic upper bounds for graph-iso like
NP∩ coAM [5] apply to hgi.
However, consider an instance of hgi: (X1, X2), with n vertices and m hyperedges each. The reduction to graph-iso maps
it to a pair of graphs (Y1, Y2) with vertex sets of size m+n. The best known isomorphism testing algorithm due to Luks and
Zemlyachenko (see [4]) which has running time c
√|V | lg |V | (|V | is the size of the vertex set V ) will take time c
√
(m+n) lg(m+n)
when combined with the above reduction and applied to hgi. In [11] a different, dynamic-programming based algorithm
with running time 2O (n) is developed.
We study the analogous question for hypertournaments in this section. The main motivation is to see if k-
hypertournaments have enough structure like tournaments so that the Babai–Luks method and Theorem 1.2 in particular
can be applied to obtain an eﬃcient algorithm. We note here that it is not known if hyper-tour-iso is polynomial-time
reducible to tour-iso. We consider k-Hypertournament Isomorphism (hyper-tour-isok) and give an nO (k
2+logn) algorithm
for the problem for k-hypertournaments, for each k. In fact, we actually give an nO (k
2+logn) algorithm for the corresponding
canonization problem. We ﬁrst establish some observations about automorphisms of k-hypertournaments. The next lemma
generalizes the fact that usual tournaments have automorphism groups of odd order.
Lemma 4.2. For k 2, the automorphism group Aut(T ) of a k-hypertournament T has the following property: for any prime factor p
of k it holds that p does not divide the size of Aut(T ).
Proof. Let T = (V , A). For k = 2, T is a usual tournament and in this case it is a well-known fact that Aut(T ) has odd
cardinality.
Suppose k > 2 and p is any prime factor of k. Suppose p divides Aut(T ). Let π ∈ Aut(T ) be an order p element (which
must exist by Cauchy’s theorem for ﬁnite groups). Since π ∈ Sym(V ), we can write it as a product of disjoint p-cycles,
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Notice that π maps S to S . Now, suppose e ∈ A is the unique hyperedge of the tournament on the k element set S . Then
eπ = e, since π reorders the sequence deﬁning hyperedge e. Thus, eπ is not a hyperedge of T , contradicting π ∈ Aut(T ).
In the other case, if k > p, choose S ′ as any subset of size k − p of the n − p points ﬁxed by π , and let S =
S ′ ∪ C1 ∪ · · · ∪ C . Again, let e ∈ A be the hyperedge deﬁned by this subset S . Again, notice that eπ is not a hyperedge
of T , since π will reorder the sequence deﬁning e. This contradicts the assumption that there is an order p element
π ∈ Aut(T ). 
Recall that a section of a group G is a quotient group of some subgroup of G . A section that is a simple group is a simple
section. Simple sections of G are precisely the composition factors of subgroups of G .
An easy corollary of the above lemma is the following. Recall that the alternating group Ak is the subgroup of Sk
consisting of all even permutations (permutations that can be written as a product of an even number of transpositions).
Corollary 4.3. For k > 2, the automorphism group Aut(T ) of a k-hypertournament T does not have the alternating group Ak as section.
Proof. Suppose H/K is a section of G . I.e. H is some subgroup of G and K is some normal subgroup of H . Since |H|
divides |G|, it follows that |H/K | also divides |G|. Thus, the order of a section of G must divide |G|.
Now, suppose to the contrary that Ak is a section of Aut(T ), where T is a k-hypertournament for some k > 2. Then |Ak|
divides |Aut(T )|. As |Ak| = (k!)/2, it follows that k! divides 2|Aut(T )|. It implies that k must divide |Aut(T )|, as 2 is a factor
of (k − 1)!. Hence, each prime factor of k divides |Aut(T )|, which contradicts Lemma 4.2. 
Deﬁnition 4.4. (See [9].) A ﬁnite group G is said to be a group not involving the alternating group Ak if Ak does not occur
as a section of the group G .
Denote by Ck the class of ﬁnite groups G not involving Ak . The class Ck is known to be closed under taking subgroups,
quotients and extensions [9].
Notice that by Corollary 4.3, the automorphism group Aut(T ) of any k-hypertournament T does not involve Ak and hence
Aut(T ) ∈ Ck . This property is crucial for our canonization algorithm. We recall a celebrated result about primitive permutation
groups not involving Ak . We state the theorem from [9], which is a strengthening of the original result due to Babai et al.
[2].
Theorem 4.5. (See [2,9].) Let k be a positive integer and G  Sn be a primitive group in Ck (i.e., G is a group not involving Ak), then
|G| is bounded by nO (k) .
Let T = (V , A) be a k-hypertournament with n vertices. We deﬁne the i-degree of a vertex v ∈ V as the number di
of hyperedges in which v occurs at the ith position, 1  i  k. Thus, to each v ∈ V we can associate its degree vector
(d1,d1, . . . ,dk), which is a k-tuple of nonnegative integers such that 0 di 
(n−1
k−1
)
.
We say T is a regular k-hypertournament if every vertex v ∈ V has the same degree vector (d1,d2, . . . ,dk).
Proposition 4.6. Let T be an n-vertex regular k-hypertournament where the degree vector of each v ∈ V is (d1,d2, . . . ,dk).
1. n
∑k
i=1 di = k
(n
k
)
.
2. di = 1n
(n
k
)
for each i.
Proof. To see the ﬁrst part, notice that n
∑k
i=1 di adds up the terms of the degree vector (d1,d2, . . . ,dk) for all the n
vertices in V . That amounts to counting k times each of the
(n
k
)
hyperedges of T . To see the second part, notice that in the(n
k
)
hyperedges every vertex v ∈ V occurs as the ith vertex in exactly di hyperedges. Thus, ndi =
(n
k
)
. 
An edge-colored k-hypertournament is a k-hypertournament T = (V , A) such that its edges are colored with r colors for
some positive integer r. More precisely, the edge-coloring is given by a mapping c : A → {1,2, . . . , r} that assigns to each
edge one of r different colors.
Two edge-colored k-hypertournaments T1 and T2 are isomorphic if there is a bijection ψ : V (T1) → V (T2) such that
e ⊂ V (T1) is a hyperedge in T1 if and only if ψ(e) is a hyperedge in T2 and both e and ψ(e) have the same color. Canonical
forms for k-hypertournaments are deﬁned in the usual manner under the action of the permutation group Sym(V ).
We will actually consider the more general problem of isomorphism and canonization of an edge-colored k-
hypertournament T = (V , A). An important step in our algorithm will be the application of the Babai–Luks algorithm
Theorem 1.2 to k-hypertournaments. Let T = (V , A) be an edge-colored k-hypertournament and G  Sym(V ) be any per-
mutation group.
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(n
k
)
. The string bi is indexed
by the k!(nk) different k-sequences S of vertices from V , where bi[S] = 1 if and only if S ∈ Ai . Hence the entire hypergraph
T gets encoded as the binary string b1b2 · · ·br of length r.k!
(n
k
)=m. We consider this string to be indexed by (i, S) where
1 i  r and S is an ordered k-sequence of vertices.
The subgroup G  Sym(V ) has a natural action on the ordered k-sequences S under which S = 〈v1, v2, . . . , vk〉 is mapped
to Sσ = 〈vσ1 , vσ2 , . . . , vσk 〉 by σ ∈ Sym(V ). Under this action, σ maps the index (i, S) to (i, Sσ ) for each color i and k-
sequence S .
Therefore, we can consider G as a subgroup of Sm acting on length-m binary strings. Putting it together, we get an
instance of string canonization to which Theorem 1.2 is applicable. Notice that if G ∈ Ck , then by Theorem 4.5 the string
canonization algorithm of Theorem 1.2 will run in time mO (k) . Hence, we have the following as an immediate corollary of
Theorems 1.2 and 4.5.
Corollary 4.7. Given a k-hypertournament T = (V , A) with edges colored by r colors, a subgroup G  Sym(V ) such that G ∈ Ck,
and a σ ∈ Sym(V ) the edge-colored k-hypertournament T can be canonized under Gσ action in time (r.k!(nk))O (k) . In particular, the
canonical labeling coset CL(T ,Gσ) can be computed in nO (k
2) time.
The main question then is how do we reduce k-hypertournament canonization to a case where we have in place a
permutation group from Ck so we can invoke Theorem 1.2. We are now ready to prove the main result of this section.
Theorem4.8. There is an nO (k
2+logn) time algorithm for canonizing edge-colored k-hypertournaments. As a consequence, isomorphism
testing for k-hypertournaments is in nO (k
2+logn) time.
Proof. We ﬁrst give a description of the canonization algorithm, which is recursive. Let T = (V , A) be the input edge-colored
k-hypertournament.
Algorithm description. Case 0 {k = 2}: If k = 2 then we can invoke the Babai–Luks canonizing algorithm (Theorem 3.4) that
runs in time nO (logn) .
Case 1 {Vertex partitioning by degree vectors}: The algorithm carries out this step for k > 2:
If T is not regular, partition V as, V = V1 ∪ V2 ∪ · · · ∪ Vm , where Vi (1 i m) is the set of all vertices having the same
degree vector, where the degree vectors are sorted in lexicographic order. For 1 i m, let Ti be the k-hypertournament
induced by Vi . We recursively compute CL(Ti,Sym(Vi)) for all i. Let CL(Ti,Sym(Vi)) = Hiρi where Hi = Aut(Ti) and ρi ∈
CL(Ti,Sym(Vi)).
Since Hi are the automorphism groups of edge-colored k-hypertournaments, notice that Hi ∈ Ck by Corollary 4.3. Let
H denote the group product H1 × · · · × Hm and ρ = (ρ1, . . . , ρm). Then we set CL(T ,Sym(V )) = CL(T , Hρ). Notice that by
Corollary 4.7, we can compute CL(T , Hρ) in time nO (k
2) .
Repeated application of this phase eventually reduces the original k-hypertournament into an ordered set of regular k-
hypertournaments, and it suﬃces to canonize each regular k-hypertournament in this list. In the next phase we explain the
canonization of regular k-hypertournaments.
Case 2 {Regular k-hypertournament phase}: Suppose T = (V , A) is a regular k-hypertournament. If k = 2 then we invoke
Case 0.
Suppose k > 2. The algorithm will make n = |V | recursive calls, one for each vertex v ∈ V . In the call corresponding to v ,
the algorithm places v as the ﬁrst vertex in the canonical ordering and recurses on smaller hypertournaments. Finally, the
algorithm picks the ordering that is lexicographically least among these n orderings.
We now describe the recursive call that places v as the ﬁrst vertex of the ordering. Using v , the algorithm will decom-
pose the k-hypertournament T into an edge-colored (k−1)-hypertournament T ′ on n−1 vertices and a k-hypertournament
T ′′ on n − 1 vertices.
The edge-colored (k − 1)-hypertournament T ′ = (V ′, A′) is deﬁned as follows: V ′ = V \ {v}. For 1  i  k, the set of
hyperedges Ai (colored i) consists of all
1
k
(n−1
k−1
)
sequences of length k− 1 obtained by taking each of the 1k
(n−1
k−1
)
hyperedges
of T containing v at the ith place and dropping v from the sequence. The set of all hyperedges is the disjoint union
A′ =⋃ki=1 Ai . Notice that T ′ is a (k − 1)-hypertournament that is edge-colored using k colors.
Next we deﬁne T ′′ = (V ′, A′′) with vertex set V ′ . Let A′′ denote all hyperedges of T not containing v . Then T ′′ = (V ′, A′′)
is a k-hypertournament on n − 1 vertices.
First, the algorithm will recursively canonize the edge-colored (k−1)-hypertournament T ′ . Let CL(T ′,Sym(V ′)) = Gρ . By
Corollary 4.3, G ∈ Ck−1. Now, the algorithm invokes Corollary 4.7 and applies the Babai–Luks algorithm to directly canonize
T ′′ w.r.t. the coset Gρ in time nO (k2) . Suppose that algorithm returns the coset CL(T ′′,Gρ) = Hvτv for vertex v . From the set
of vertices V we can pick the subset S such that for each v ∈ S the canonical labeling coset Hvτv gives the lexicographically
least tournament. Clearly, these cosets Hvτv , v ∈ S must paste together into a single coset Aut(T )τ , which is CL(T ,Sym(V )),
where τ can be chosen as τv for some ﬁxed v ∈ S , and a generating set for Aut(T ) is the union of generating sets for
Hu,u ∈ S and the set {τuτ−1w | u,w ∈ S}.
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that the algorithm correctly works for k = 2 and for all n as that is the edge-colored tournament canonization algorithm [4]
(see Theorem 3.4).
As induction hypothesis, suppose the canonization algorithm works correctly for all edge-colored -hypertournaments for
 < k. Further, suppose the algorithm works correctly for all edge-colored k-hypertournaments with fewer than n vertices.
For the induction step let T = (V , A) be an edge-colored k-hypertournament on n vertices with k > 2. The algorithm will
either apply the steps in Case 1 or in Case 2. We need to argue correctness for both cases.
Case 1. Suppose Case 1 is applied to the k-hypertournament T = (V , A) on n vertices. This is the case when T is not
regular and the vertex set is partitioned as V = ⋃mi=1 Vi , where each Vi is a vertex subset of all vertices with the same
degree vector and the index i is the sorted order of the degree vectors. By induction hypothesis, for the k-hypertournaments
Ti induced by Vi the algorithm correctly computes CL(Ti,Sym(Vi)) = Hiρi , where Hi = Aut(Ti) and ρi ∈ CL(Ti,Sym(Vi)).
Thereafter, the algorithm invokes the Babai–Luks string canonization algorithm on T encoded as a string and the product of
cosets H1ρ1 × · · · × Hmρm . Thus the correctness of the induction step for this Case 1 follows from Theorem 1.2.
Case 2. Next, suppose T is a regular k-hypertournament, which means that Case 2 is applied to it. Let T1 = (V , A1) and
T2 = (V , A2) be two isomorphic k-hypertournaments on n vertices to which Case 2 of the algorithm is applied. We need to
show that the algorithm produces the same canonical form for both T1 and T2. Let ψ : V → V be an isomorphism from T1
to T2.
Recall that the algorithm works as follows in Case 2: Let the input be T1 and v ∈ V be a vertex. The algorithm computes
an edge-colored (k − 1)-hypertournament T ′1 on V \ {v} and the remainder k-hypertournament T ′′1 on V \ {v}. Recursively,
the algorithm canonizes T ′1 and using the resulting canonizing coset G1ρ1 the algorithm canonizes T ′′1 (by applying The-
orem 1.2). Let T (v)1 denote the k-hypertournament obtained by the algorithm by picking v ∈ V as the ﬁrst vertex. The
algorithm carries out these steps for each v ∈ V and picks the lexicographically least among them as the canonical form.
In order to show that T1 and T2 result in the same canonical form, we claim it suﬃces to argue that T
(v)
1 and T
(ψ(v))
2
are the same k-hypertournaments where T (ψ(v))2 is the canonical form obtained by the algorithm by picking ψ(v) as the
ﬁrst vertex while canonizing T2. For, if the multisets {{T (v)1 | v ∈ V }} and {{T (ψ(v))2 | v ∈ V }} are the same, then clearly the
lexicographically least elements in the sets are the same (with multiplicity).
Thus, it suﬃces to show that T (v)1 = T (ψ(v))2 . Since ψ : V → V is an isomorphism from T1 to T2, notice that ψ will
also be an (edge-color preserving) isomorphism between the (k − 1)-hypertournaments T ′1 and T ′2 where T ′2 is the edge-
colored (k− 1)-hypertournament obtained by the algorithm when canonizing T2 by placing ψ(v) as the ﬁrst vertex. Hence,
by induction hypothesis the algorithm will compute the same canonical forms for T ′1 and T ′2. More precisely, σ1(T ′1) =
σ2(T ′2) for any σ1 ∈ G1ρ1 and σ2 ∈ G2ρ2 where G2ρ2 is the canonical labeling coset obtained by the algorithm while
canonizing T ′2. Therefore, canonizing T ′′1 using coset G1ρ1 and canonizing T ′′2 using coset G2ρ2 will also result in the same
k-hypertournaments by Lemma 1.3. Putting it together it follows that T (v)1 = T (ψ(v))2 . This completes the correctness proof.
Running time. To analyze the running time, let t(n,k) denote the running time taken by the algorithm for n-vertex k-
hypertournaments. We claim that the following two recurrences hold for Cases 1 and 2 respectively:
t(n,k) =
{∑m
i=1 t(|Vi|,k) + nO (k2) Case 1 and k > 2,
n(t(n − 1,k − 1) + nO (k2)) Case 2 and k > 2.
First, notice that t(n,2) = nO (logn) using [4] for the base case k = 2. For Cases 1 and 2 the recurrence relation follows directly
from the algorithm description; the additive term of nO (k
2) in the two cases is a consequence of Theorem 4.7.
The claimed time bound t(n,k) = nO (k2+logn) is the solution for this recurrence. 
Remark 4.9. Finally, analogous to Theorem 3.9, we note that it is possible to canonize k-hypertournaments in polynomial
time with queries to k-hypertournament isomorphism and rigid k-hypertournament canonization. The details of this reduc-
tion are quite similar to the proof of Theorem 3.9.
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