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INTRODUÇÃO 
O estudo das equaçOes diferenciais estocá.stlcas ~ bastante 
próximo ao feito para as equações diferenciais deterministicas, n!o só 
pelos resultados obtidos mas também pelos métodos utilizados. Por 
exemplo, o teorema de existência e unicidade de soluções para equações 
estocá.sticas requer condições lipschitzianas sobre os coeficientes da 
equação, o mesmo ocorrendo no caso deterministico. A demonstraç!o desse 
resultado no caso estocá.stico segue passo a passo a demonstraç!o feita 
no caso determinístico. Da mesma forma, o estudo da estabilidade para 
equações diferenciais estocá.sticas segue a mesma linha que o caso 
deterministico. 
Motivados pela ocorrência de tais fatos, surgiram as 
seguintes questões: 
I•) é possivel estender a teoria de controle deterministico 
para o caso estocá.stico?; 
2•) no caso afirmativo, será. que tal extensão é tão próxima 
quanto ao estudo das equações diferenciais? 
Nosso interesse recaiu sobre as questões de controlabilidade 
e estabilização para equações diferenciais lineares estocá.ticas, uma 
conseqUência natural de nosso trabalho desenvolvido no Mestrado. 
No que segue, fazemos no Capitulo I um resumo dos principais 
conceitos e resultados sobre controlabilidade e estabilizaç!o para 
equações diferenciais ordiná.rias lineares deteministicas, equações 
diferenciais estocásticas, estabilidade e expoentes de Lyapunov para 
equações diferenciais lineares estocá.sticas. Esses conceitos e 
resultados serão utilizados frequentemente nos capitulos subsequentes. 
Indicamos também uma maneira de substituir a equação estocá.stica dada 
por uma equação equivalente, este sendo o artif1cio central que nos 
permitiu nos capitulos subsequentes, utilizar técnicas de controle 
determinístico para deduzir resultados no caso estocá.stico. 
O Capitulo 11 é dedicado ao estudo da controlabilidade para 
equações diferenciais lineares estocásticas. Quando nos restringimos à 
i 
condições iniciais constantes, esse estudo ~ multo parecido com o caso 
detenninlstico, n!.o só pelos resultados obtidos mas tamMm pelas 
demonstrações. 
No Capitulo 111 estudamos o problema da establllzaç!.o de uma 
equação diferencial linear estocãstlca através de controles do tipo 
feedback. Inicialmente, fazemos tal estudo para equações com 
coeficientes constantes e obtemos nesse caso particular o seguinte 
resultado: se a equação determin1stica associada à equação estocá.stica 
é controlá.vel, existem controles feedback que estabilizam a equação 
estocá.stica, independente da equação sem controle ser ou não 
assintóticamente está.vel. Observamos que a verificação da 
controlabilidade para equações diferenciais lineares determlnlsticas 
com coeficientes constantes é bastante simples: basta calcular o posto 
de uma certa matriz. 
Também demonstramos que a controlabilidade da equação 
determin1stica associada à equação estocá.stica implica na existência de 
controles feedback que tornam a equação expoencialmente está.vel na 
p-média, para todo p 2: 2. Esse resultado é mais geral que o anterior, 
porém sua demonstração é muito mais trabalhosa. 
Finalmente, estudamos a questão da desestabilização, isto é, 
a existência de controles feedback que tornam a solução da equação não 
assintóticamente está.vel. 
i1 
CAPÍTULO I 
CONTROLE DETERMINÍSTICO, EQUAÇ0ES ESTOCÁSTICAS 
O objetivo deste capitulo é apresentarmos os resultados 
necessários para o desenvolvimento dos capltulos subsequentes, 
resultados que envolvem aspectos da teoria de controle determinlstico, 
expoentes de Lyapunov e estabilidade para equações diferenciais 
estocâsticas. 
1. TEORIA DE CONTROLE DETERMINÍSTICO. 
Consideremos o sistema de equações diferenciais lineares 
determinlsticas no IR0 : 
onde 
x(t) = A(t) x(t) + C (t) v(t) (D), 
1 
A, C : R----+ M são funções mensurâveis local-
1 nxn 
mente 1 imitadas, v :I ----+ IR0 é uma função defi-
(H1) nida, mensurâvel e limitada no intervalo finito 
e fechado I c IR. 
O parâmetro v da equação (D) chama-se controle e quando 
satisfaz as hipóteses (H ) é dito admiss!vel. Indicaremos por U o 
1 
conjunto dos controles admisslveis para a equação (D). 
Seja x(t, t , x , v) a solução de (D) no instante t, com 
o o 
condição inicial x no tempo t e controle v. 
o o 
1 
n Definição 1.1: O estado x
0 
E R é controlável no tempo t
0 
se existe t
1 
> t 0 finito, v : [t0 , \1 ~ Rn, v E U tal que X(\, t 0 , x0 , v) • O. 
O sistema (D) é completamente controlável no tempo t
0 
se 
n todos os estados x E R s~o controlãveis no tempo t . 
o o 
O sistema (D) é completamente controlável se todos os estados 
x e IRn são controlãveis no tempo t , lrJ t
0 
E R. 
o o 
Uma caracterização de controlabilidade é dada pela matrtz de 
Kalman 
t 
t ) = J 1 D(t , 1 o 
t 
s) C (s)[D(t , s) C (s)]'ds, 
1 o 1 
o 
onde D(t) é a matriz fundamental de solução do sistema x(t) = A(t) x(t) 
e [D(t , s) C (s)]' indica a transposta da matriz D(t , s) C (s). 
o 1 o 1 
Teorema 1.1: O sistema (D) é completamente controlãvel no tempo t se 
o 
e somente se existe t > t finito tal que K(t , t ) é positiva 
1 o o 1 
definida ([7)). 
Sejam J = [ t , t ] e U' = { v J ~ Rn v admissivel} 
o 1 
Definição 1.2: Dizemos que o sistema (D) é controlãvel no intervalo J 
se para todo x
0
, y
0 
e Rn, existe v e U' tal que x(t, t , x , v) = y . 
1 o o o 
A demonstração do seguinte resultado pode ser encontrada em 
([2)): 
Teorema 1.2: São equivalentes: 
(1) (D) é controlãvel no intervalo J; 
2 
(2) V x
0 
e Rn, 3 v e U': x(\, t
0
, x
0
, v) = O; 
(3) V y
0 
e Rn, 3 v e U': x(\, t
0
, O, v) = y
0
• 
A relação entre as definições 1 e 2 é dada pelo seguinte 
resulta do ([ 9]): 
Teorema 1.3: São equivalentes: 
(1) (D) é completamente controlável no tempo t ; 
o 
(2) existe \ > t
0 
finito tal que (D) é controlável no intervalo 
[t0 , t/ 
Definição 1.3: Dizemos que (D) é controlável se para todo t existe t 
o 1 
> t finito tal que (D) é controlável no intervalo [t , t ]. 
o o 1 
Temos o seguinte resultado: 
Teorema 1.4: São equivalentes: 
(1) (D) é controlável; 
(2) (D) é completamente controlável. 
Examinemos agora o que ocorre quando trabalhamos com 
• intervalos do tipo [t
0
, Q)] e indiquemos por U o conjunto das funções 
mensuráveis localmente limitadas definidas em intervalos dessa forma. 
Definição 1.4:Dizemos que (D) é h,Q))-controlável (a zero) se para todo 
n n • 
x e IR existe v: [T, Q)) ---7 IR , v e U , tal que lim x(t, T, x, v) = O. 
t -~Q) 
Proposição 1.1: Se (D) é [T, Q))-controlável então também é [T' ,Q)) -
controlável, V T' :S 't'. 
3 
Proposição 1.2: Se tD) é controlável no intervalo [ t , t ] então 6 [ t , 
o 1 o 
co)-controlável. 
Definição 1.5: Dizemos que o sistema (D) 6 asstntóttcamente controlável 
n • 
se para todo 't e R e x e R existe v e U tal que lim x(t, -r, x, v) = 
t -~co 
O, isto é, se (D) é [-r,co]-controlável para todo 't e R 
Notação: Se Q e R são matrizes simétricas, R > O (R i!!: 0) 
significa que R é positiva definida (semi-definida) e R > Q (R i!!: Q) 
significa que R - Q > O (R - Q i!!: 0). 
Sejam: 
K(t, s) = f D(t, -r) C (-r)[D(t, -r) C (-r)]'d-r , t < s 
1 1 
t 
t 
Y(s, t) = J D(t, -r) C (-r)[D(t, -r) C (-r)]'d-r , s < t. 
1 1 
• 
Definição 1.6: Dizemos que (0) é untforme em relação a controlabUtdade 
se existe cr e IR tal que: 
O < ex (cr) Id s K(t, t + cr) s ex (cr) Id, Vt (r
1
) 
o 1 
onde à. (cr), ex (cr) são constantes que dependem de cr e Id é a matriz 
o 1 
identidade nxn. 
Dizemos que (O) é uniforme em relação a acessibilidade se 
existe cr e IR tal que 
O < {3 (cr) Id ::S Y(t-<1', t) ::S {3 (cr) Id, Vt (r ) 
o 1 2 
onde {3 (cr), {3 (CT) são constantes que dependem de cr. 
o 1 
4 
Dizemos que (0) é untformemente controlável se (O) é 
simultâneamente uniforme em relação a acessibilidade e a 
controlabllidade para o mesmo valor de cr. O seguinte resultado é 
provado em ([6]): 
Teorema 1.5: Suponhamos que as funções matriciais A e C sejam 
1 
limitadas. São equivalentes: 
(1) (0) é uniformemente controlável; 
(2) (O) é uniforme em relação a controlabilidade; 
(3) (O) é uniforme em relação a acessibilidade. 
As relações entre as definições 3 e 6 são dadas por ([6)): 
Teorema 1.6: (1) Se (D) é uniforme em relação a controlabilidade 
(acessibilidade) então (O) é controlável; 
(2) Se (D) é uniformemente controlável, então (D) é controlável. 
Consideremos o sistema (O) restrito às hipóteses 
Tal sistema é denominado sistema aberto. 
(H). 
1 
Se v(t) = F(t) x(t) + v (t), onde F: I~ M (R) é uma 
1 nxn 
função mensurável localmente limitada no intervalo I e v : I ~ R0 é um 
1 
controle nas mesmas condições, então o sistema (0) é transformado no 
sistema: 
*(t) = (A(t) + C (t) F(t)) x(t) + C (t) v (t) (0
1
). 
1 1 1 
chamado sistema fechado. 
A matriz F é denominada matriz feedback. ou matriz de 
realimentação. 
Estudaremos propriedades do sistema (D) através do sistema 
(D ), tal fato justificando a denominação feedback para a matriz F. 
1 
5 
Definição 1.7: Dizemos que (D) é untformemente estabtltzável se para 
todo m > O, m e R, existe uma matriz feedback F(definida para todo t), 
existe um número real a >O, tal que: 
ID (t , t )R $ a exp[- m(t- t )], Vt, t 2:: t, 12 1u 2 1 1 2 1 
onde D (t) é a matriz fundamental de solução do sistema ~(t) = (A(t) + 
1 
C (t) F(t)) x(t). 
1 
Dizemos que (D) é estabtHzável se existe uma matriz feedback 
F tal que lim ID
1
(t, t0)~ = O, Vt0 • Equivalentemente, se existe uma 
t -~00 
matriz feedback F tal que o sistema homogêneo 
o 
x(t) = 
é assintóticamente estável. 
(A(t) + C (t) F(t)) x(t) 
1 
Lema 1.1: Se (D) é uniformemente estabilizável, então é estabilizável. 
Examinaremos a seguir a relação entre controlabilidade e 
estabilização. Os resultados podem ser encontrados em ([2]), ((7]) e 
([9]). 
Teorema 1.7: Se (D) é estabilizável então é assintóticamente 
controlável. 
Teorema 1.8: Todo sistema uniforme em relação a controlabilidade é 
uniformemente estabilizável. 
Teorema 1.9: O sistema (D) é estabilizável se e somente se é 
controlável. 
6 
Teorema 1.10: Suponhamos que as funções A e C sAo limitadas. EntAo, o 
1 
sistema (D) é uniformemente estabilizável por meio de uma matriz 
feedback limitada se e somente se é uniforme em relaçAo a 
controlabilldade. 
No caso particular em que o sistema (O) é constante, isto é, 
as matrizes A e C
1 
são constantes, os conceitos e resultados 
apresentados podem ser bastante simplificados. O principal artigo que 
aborda sistemas constantes é o do Hautus ([5]), cujos resultados 
passaremos a apresentar agora. 
Teorema 1.11: O sistema (0) é controlável se e somente se a matriz n x 
2 n-1 
n [C , A C , ... , A C ) tem posto n. 
1 1 1 
Teorema 1.12: Se (D) é controlável e A = { a, ... , a } é um conjunto 
1 n 
de números reais distintos tal que A " cr(A) = ~ (cr(A) denota o espectro 
da matriz A), então existe uma matriz real F n x n tal que A = cr(A + 
C F). 
1 
Teorema 1.13: São equivalentes 
(1) (O) é assintóticamente controlável; 
(2) (0) é estabilizável. 
Além disso, é fácil ver que para sistemas constantes, 
controlabilidade 
equivalentes. 
e controlabilidade 
Teorema 1.14: São equivalentes: 
(1) (0) é estabilizável; 
uniforme são 
(2) existe uma matriz real F nxn tal que Recr(A + C F) < O. 
1 
7 
conceitos 
2. EQUAÇÕES DIFERENCIAIS ESTOCÁSTICAS 
Seja (C, !J, P) um espaço de probabilidade, J = [t ,T], O $ t 
d o o 
< T < co, um intervalo da reta R e w : C x J ----+ R um processo de 
Wiener. 
Seja {:ft}~t uma famllia crescente de sub--cr-á.lgebras de '· 
o 
independente de U(w - w. t $ t < s $ T), a cr-á.lgebra gerada por 
• t o 
w - w t $ t < s $ T. 
• t' o 
Consideremos a diferencial estocá.stica da forma: 
{ 
dX(t} = f(t,X(t)} dt + G(t, X(t)) dw(t) 
X(t
0
) = c 
ou equivalentemente, a equação integral 
t 
X(t) = c + I f(s, 
to 
t 
Xlsll ds + I G(s, Xlsll dw(s), t e J 
to 
(2.1) 
(2.2) 
onde f: J x Rd ~d é uma função mensurá.vel e G: J x Rd ---+M (IR) é 
dxd 
uma função matricial mensurá.vel, c: C ~d é uma variá.vel aleatória. 
Uma equação do tipo (2.1) (ou (2.2)) é chamada equação 
diferencial estocá.stica (do tipo de ltO). 
Um processo estocá.stico X : C x J ~d é dito solução da 
equação (2.1) no intervalo J se satisfaz as seguintes condições: 
1) X(t) é :f - mensurá.vel, Vt e J 
t 
2) as funções f(t,w) = f(t, X(t, w)) e G(t, w) = G(t, X(t, w)) são 
tais que, com probabilidade 1, 
I li'!s, .,) I ds < '"• I I Õ(s, .,) l2ds < ... 
I I 
3) a igualdade (2.2) ocorre para todo t e J, com probabilidade 1. 
8 
TEOREMA DE EXISTtNCIA E UNICIDADE DE SOLUÇÕES PARA A EQUAÇ10 (2.1) 
Sejam f: J x Rd ---+ Rd uma função mensurável, G: J x Rd ---+ 
M (IR) uma função matricial mensurável. 
dxd 
Suponhamos que existe uma constante K > O tal que: 
d (1) V t e J, Vx, y e IR • 
lf(t,x) - f(t,y)l + I G(t,x) - G(t,y>l s Kl x- Yl· 
onde IGI 2 = tr(GG'); 
d (2) V t e J, Vx e IR , 
Se c : C ---+ IRd é uma variável aleatória independente de w -
t 
w , t i!:: t , a equação (2.1) tem uma única solução X(t) definida em J, 
t
0 
o 
continua com probabilidade 1, que satisfaz a condição inicial X( t ) = 
o 
c. ; isto é, se X(t) e Y(t) são soluções continuas da equação (2.1) com 
X( to) = Y(to) = c, então p( sup I X(t) - Y(t) I > o) = o. 
t e J 
A demonstração desse resultado pode ser encontrada em ([1]) e 
([3)), por exemplo. 
Teorema 2.1: Suponhamos que as hipóteses do teorema de existência - e 
-unicidade estão satisfeita. 
Se E I c 12n < co, n e IN, então a solução de equação (2.1) com 
X(t ) = c satisfaz: 
o 
9 
onde C = 2n(n + 1) K2 , D = 4(T - t + 1) K2• 
o 
onde 
Consideremos a seguinte equação diferencial estocástica no 
(2.3) 
A, C , B, C J-----+ M (R) são funções matricial s 
1 2 dxd 
mensuráveis limitadas por K; 
u , u J x R d ------+ IRd são funções mensuráveis que satisfazem 
1 2 
I u J ( t , x) - u J ( t, y ) I :s K I x-y I , Vx, y e R ~ 
Vt e J, j = 1, 2 
I u ( t, x) I 2 :s K2 (1 + I x j 2 ), Vt e J, x e IRd j = 1 , 2. 
J 
Então, pelo teorema de existência e unicidade, dada a 
condição inicial X(t ) = c constante P q.s., a equação (2.3) possui uma 
o 
única solução continua. 
Os parâmetros u, u da equação (2.3) são chamados controles 
1 2 
e quando satisfazem as hipóteses (H
2
) são ditos controles admf.sstvef.s. 
Indicaremos por A. o conjunto dos controles admiss1veis. 
Associada à equação (2.3) está a equação diferencial linear 
determinística: 
o -y(t) = A(t) y(t) + C (t) u(t) 
1 
(2.4), 
onde Ü J-----+ IRd é uma função mensurável integrável. 
10 
No que segue, nos referiremos à (2.4) como sendo a parte 
determinlstica de (2.3). 
Seja D(t) a matriz de transição gerada por A, isto é, Ô(t) = 
A(t) D(t), t e J. 
Dado c e IRd, consideremos a seguinte equação integral: 
t 
Y(t) = D(t,t ) c + I D(t,s) C (s) u (s,X(s)) ds + 
o 1 1 
to 
t 
+ I D(t,s) [B(s) X(s) + Cz(s) u,cs,X(s))] dw(s), t e J 
t 
o 
onde X(t) é solução de (2.3) com X(t ) = c. 
o 
t 
Seja Z(t) = I D(t ,s) C (s) u (s,X(s)) ds + 
o 1 1 
t 
o 
t 
+ I D(t0 ,s) [s(s)X(s) + Cz(s) uz(s,X(s))] dw(s) , t e J. 
to 
Logo, Y(t) = D(t,t
0
) [c + Z(t)]. 
A diferencial estocástica de Z é dada por: 
dZ(t) = D(t ,t) C (t) u (t, X(t)) dt + 
o 1 1 
D(t
0
,t) [a(t) X(t) + C
2
(t) u
2
(t, X(t))] dw(t). 
Logo, 
dY(t) = D(t
0
,t) [c + X(t)] dt + D(t, t
0
) dZ(t) = 
= A(t) D(t, t ) [c + Z(t)] dt + C (t) u (t, X(t)) dt + 
o 1 1 
11 
(2.5) 
(2.6) 
Definindo H(t) = Y(t) - X(t), t e J, de (2.6) e (2.3) segue 
que dH(t) = A(t) H(t) dt. (2.7) 
Fixado w e n, a solução da equação (2.7) com condição inicial 
H(t ) é dada por H(t) = D(t,t ) H(t ) , Vt e J. 
o o o 
Mas, H(t ) = Y(t ) - X(t ) = c - c = O. 
o o o 
Portanto, Y(t) = X(t) P q.s. , Vt e J, isto é, as equações 
(2.3) e (2.5) tem as mesmas soluções. 
Por conveniência (e abuso de notação) indicaremos por X(t,t , 
o 
X ,u ,u ) a solução da equação (2.3) com condição inicial X no tempo 
o 1 2 o 
t e com controles u , u . 
o 1 2 
Em alguns casos é necessário considerarmos controles que 
dependem da variável aleatória w e n, isto é, funções definidas em J x 
d d IR x n.a valores em IR . 
Consideraremos, então, a seguinte equação estocástica: 
dX(t) = [ A(t) X(t) + C
1
(t) u
1
(t, X(t), w)] dt + 
+ [B(t) X(t) + C
2
(t) u
2
(t, X(t), w)] dw(t), (2.8) 
onde 
12 
u J x Rd x O ~ Rd é 23( J x Rd) x !J - mensurá.vel, j = 
J 
1,2; 
d para cada (t,x) e J x R , u (t,x, o) é !J - mensurá.vel, j = 
J t 
1,2; 
existe constante K > O tal que: 
IA(t) I :5 K, IC (t) I :5 K, IB(t) I :5 K, 
J 2 2 2 
luJ(t,x,wll :s K (1 + lxl) 
lu (t,x,w) - u ( t,y,w) I :s K lx - y I 
J J d j = 1, 2, Vt e J, x, y e R , w e O 
Nessas condições, se X(t ) é !J - mensurá.vel, X(t ) e L (0), 
o t o 2 
o 
existe uma única solução da equação (2.8) com condição inicial X(t ). 
o 
Essa solução é um processo continuo, não-antecipativo em 
relação à { !ft } ([3]). 
teJ 
Consideremos a seguinte equação integral 
t 
Y(t) = D(t,t ) X(t ) + I D(t,s) C (s) u (s,X(s), w) ds + 
o o 1 1 
t 
o 
t 
+ I D(t,sl [o(s) X(sl + C
2
(sl u
2
(s, X(s), w)] dw(s) 
t 
o 
t e J, onde X(t) é solução de (2.8) com condição inicial X(t ). 
o 
(2.9) 
Utilizando o teorema de ItO generalizado ([8]) e repetindo o 
argumento feito para a equação (2.3), podemos mostrar que a equação 
integral equivalente à equação (2.8) e a equação (2.9) possuem a mesma 
solução para X(t ) e !f fixado. 
o t 
o 
Por abuso de notação, indicaremos por X( t, t , X , u , u ) a 
o o 1 2 
solução da equação (2.8) com condição inicial X e !f no tempo t e 
o \ o 
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com os controles u e u
2
• 
. 1 
3. ESTABILIDADE ESTOCÁSTICA E EXPOENTE DE LYAPUNOV. 
Consideremos a equação diferencial estocástica no Rd: 
{ 
dX(t) = f(t, X~t)) dt + G(t, X(t)) dw(t) 
X(t ) == c e IR • 
o 
(3.1) 
cujos coeficientes, além de satisfazerem as hipóteses do Teorema de 
Existência e Unicidade de soluções, são continuas em relação à variável 
t, 'r/ t l!:: t . 
o 
Suponhamos também que f(t, O) = G(t, O) = O, 'r/t l!:: t . Logo, a 
o 
posição de equHf.brio X(t) = O é a única solução da equação (3.1) com 
X(t ) = O. 
o 
Definição 3.1: A posição de equilibrio X(t) = O é dita: 
(1) estável se 'r/ E > O, 1 im P ( sup I X(t,c) I l!:: c) = O 
c -~o t :St<oo 
o 
(2} assintóticamente estável se é estável e 
lim P( lim X(t,c) = o) = 1 
c -~ao t -~ao · 
(3) globalmente assintóticamente estável se é assintóticamente 
estável e 
P( lim X(t,c) = o) = 1 • 'r/ c e IRd 
t -~ CIO 
(4) exponencialmente estável na p-média (p > 0) se existem 
constantes positivas c • c tais que E I X(t;c) I P :S c I c I P 
-c (t-t ) 1 2 1 
e 2 o • para todo c suficientemente pequeno, 'r/ t l!:: t . 
o 
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Um resultado que usaremos é dado pelo teorema abaixo, cuja 
demonstraçAo encontra-se em ([4]). 
Teorema 3.1: Se a posiçAo de equlllbrio X(t) • O da equaçAo (3.1) é 
exponencialmente p-estável para algum p > O e as funções f(t,x) e 
G(t,x) tem derivadas continuas e limitadas em relação à x até ordem 2 
(inclusive), então X(t) = O é globalmente assintóticamente estável. 
Consideremos a equação diferencial estocástica linear no IRd: 
{ 
dX(t) = AX(t) =t + BX(t) dw(t) 
X(t ) = c e IR 
o 
onde as matrizes (dxd) A e B são constantes. 
(3.2) 
Pelo Teorema de Existência e Unicidade, tal equação possui 
uma única solução. 
Ao invés de dizermos a "posição de equU!brto é estável", 
diremos que a equação (3.2) é estável, em analogia às equações 
diferenciais lineares com coeficientes constantes determinlsticas. 
Para esse tipo de equação, o estudo da estabilidade 
assintótica feito por Hasminsk.ii ([4]) através do uso do expoente de 
Lyapunov é de aplicação mais simples. Descrevemos a seguir tal estudo. 
X(t) c 
. O processo s(t) = I X(t) I , s(t0 ) = TCf 
d-1 
esfera S é markoviano e homogêneo. 
com valores na 
Pondo p(t) = ln I X(t) I e usando a fórmula de ItO, obtemos: 
dp(t) = [<As(t), s!tl) + i (B'Bs(t), s(tl) - ("s(t), s!tl)2]dt + 
+ (Bs(t), s(t)) dw(t) (3.3) 
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Definimos: 
Teorema 3.2: Suponhamos que o processo s é ergódico e seja v a única 
medida invariante desse processo. Se À = J Q(s)dv(s) < O, então a 
d-1 
s 
equação (3.2) é assintóticamente estável. 
Prova: Reescrevendo a equação (3.3) como 
p(t) - p(O) 
t 
t 
= ~ I Q(s(r)) dr 
o 
t 
+ ~ I <Bs(r), s(r)> dw(r), 
o 
observando que 1 im 
t -~co 
1 
t I <Bs(r), s(r)> dw(r) = O e utilizando a lel 
o 
dos grandes números para o processo s(t), obtemos 
p(t) = À P q.s. 
t 
Segue das equações (3.3) e (3.4) que 
I X(t) I = I c I exp t{ ~ ( Q(s) dv(s) + ! I: <Bs,s> dw(s)} 
e portanto, utilizando (3.5), obtemos que 
lim P( lim X(t,c) = o) = 1 
c -~o t -~co 
(3.5) 
(3.6) 
Queremos mostrar que a equação (3.2) é estável. Para tanto, 
basta mostrarmos que 
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V E: :s - À , lim P( sup IX(t,c)l il!:: ~:) .. O (•) 
c --+ao til!::t 
o 
Com efeito, se (•) ocorre para E: = 
temos a seguinte relação: 
- À, então para - À < f: 
1 
P( sup 
ti!::t 
o 
I X(t,c) I il!:: ~: 1) :s P ( :~~ I X(t,c) I i!: - À) 
o 
e portanto, 
lim P( sup IX(t,c)l i!: ~:1) =O. 
c --+O ti!::t 
o 
Seja E: :s - À. Por (3.5) existe T > O tal que 
isto é, IX(t)l < e(f:+À)\ e como f:+ À <O, IX(t)l < e(f:+À)T, Vt i!: T. 
Podemos escol~er T de modo que P( sup I X(t,c) I i!: ~:} = O 
ti!::T 
Observamos que { sup I X(t,c) I i!: ~:} c 
t :St<oo 
o 
c{ sup I X(t,c) I i!: ~:} U { sup I X(t,c) I i!: ~:} , 
t :St:ST ti!::T 
o 
[ l EI X(T) I Como P sup I X(t,c) I i!: f: :s f: t :St:ST o :s . I c I k(T-t ) e o f: 
para k constante real positiva, segue que 
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lim p[ 
ç --+0 
Portanto, lim 
ç --+0 
sup I X(t;c) I 
t :St:ST 
o 
sup I X(t;c) I 
t :St<OO 
o 
isto é, a equação (3.2) é estâvel. 
A estabilidade de (3.2) junto à (3.6) nos dâ a estabilidade 
assintótica da equação (3.2}. 
Proposição 3.1: Suponhamos que o processo s é ergódico. Se À > O, então 
para c ':f:. O, P ( 1 im I X( t,c} I = oo) = 1. Se À = O, então a solução 
t --+oo 
X(t) = O da equação (3.2} não é assintóticamente estâvel nem instável. 
Proposição 3.2: Suponhamos que o processo s não é ergódico. Então: 
(1} existe no máximo um número finito de valores a = 
J 
I Q(s)dv (s}, onde v1 é a distribuição estacionária para a d-1 l s 
componente ergódica A (podem existir infinitas componentes A para 
J l 
s(t}}; 
(2) Se a1 < a 2 < ... < ad, então ad < O implica que (3.2) é 
assintóticamente estâvel. 
A demonstração do resultado acima encontra-se em ([4]). 
Para equações com coeficientes constantes, obtemos como 
corolário do teorema 3.1 o seguinte resultado: 
Proposição 3.3: Se a equação (3.2) é exponencialmente p-estâvel 
para algum p > O, então também é globalmente assintóticamente estâvel; 
em particular, é assintóticamente estâvel. 
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CAPÍTULO 11 
CONTROLABILIDADE 
4. CONTROLABILIDADE COM CONDIÇÃO INICIAL CONSTANTE. 
Neste capitulo estudaremos vários conceitos de 
controlabilidade para equações diferenciais estocásticas lineares e as 
relações destes com os conceitos correspondentes para equações 
diferenciais lineares controladas deterministicas. 
Consideraremos as seguintes equações no IRd: 
dX(t) = [A(t) X(t) ... C
1
(t) u
1
(t,X(t))]dt + 
+ [a(t) X(t) + C
2
(t) u
2
(t, X(t))] dw(t) (S) 
X( t ) 
o 
d 
= c e IR 
.Y<t> = A<t> y<t> + c <t> ü<t> 1 
d y(t ) = c e IR 
o 
(D) 
cujos coeficientes satisfazem as hipóteses (H ) e (H ) dos parágrafos 2 
2 1 
e 1, respectivamente. 
Utilizaremos a notação do parágrafo 2. 
Seja J = [t , T), com O :s t < T < co. 
o o 
Definição 4.1: Dizemos que X
0 
e Rd é controlável no intervalo J, 
se existem controles u
1
, u e A tais que X(T,t ,X ,u ,u ) = O P q.s .. 
2 o o 1 2 
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Dizemos que (S) é controlável no intervalo J se todo X
0 
e Rd 
é controlável no intervalo J. 
Notação: 
M(t • T) = J D(t .s) C (s) [D(t .s) C (s)]•ds 
o o 1 o 1 
J 
N(t .s) = D(t .s) C (s)[D(t .s) C (s)]•. s e J. 
o o 2 o 2 
onde [D(t .s) C (s)]• denota a transposta da matriz D(t .s) C (s). 
o 1 o 1 
Teorema 4.1: (S) é controlável no intervalo J se e somente se as 
matrizes simétricas M(t
0
• T) e N(t
0
.s) 
definidas. 
Prova: A condição é suficiente: 
Consideremos os controles u • u e A: 
1 2 
Vs e J. são positivas 
u (s,x) = u (s) = - C'(s) o•(t .s) M-1(t ,T) X , s e J 
1 1 1 o o o 
u (s,x) = - C'(s)D'(t ,s)N(t ,sf1D(t ,s)B(s)x, Vs e J, Vx e Rd. 
2 2 o o o 
Então: 
X(T,t , X ,u ,u ) = D(T,t ) [ X + J D(t ,s) C (s) u (s) ds + 
o 012 o o o 1 1 
J 
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+ J D(t ,s) [B(s) X(s) + C (s) u (s,X(s))] dw(s)] = 
o 2 2 
J 
= D(T,t ){ X - [J D(t ,s) C (s) [D(t ,s) C (s)]' ds] M-1(t ,T) X + 
o o o 1 o 1 o o 
J 
+J D(t ,s) [a(s)X(s)-C (s)[D'(t ,s)C (s)]'N(t ,sf1D(t ,s)B(s)X(s)] dw{s)} 
o 2 o 2 o o 
J 
= D(T,t >{ X - X + J [oct ,s)B(s)X(s) - N(t ,s)N(t ,sf1D(t ,s)o 
o o o o o o o 
J 
• B(s)X(s)] dw(s)} = O p q.s. 
A condição é necessâria: 
d Suponhamos que (S) é controlâvel no intervalo J e seja X
0 
e R . 
Logo, existem u , u e A tais que 
1 2 
X = - J D(t ,s)C (s)u (s,X(s))ds - J D(t ,s) [B(s)X(s) + 
o o 1 1 o 
. J J 
+ C (s)u (s,X(s))] dw(s). 
2 2 
Suponhamos que X' M(t ,T) X = O e X' N(t ,s) X = O, Vs e J. 
o o o o o o 
Seja u (s) = - C'(s) D'(t ,s) X , Vs e J. 
3 1 o o 
Então: 
X' M(t ,T)X = x•J D(t ,s)C (s)[D(t ,s)C (s)]'X ds 
o o o o o 1 o 1 o 
J 
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= - x·J D(t ,s) c (s) u (s) ds = I lu (s)l 2 ds o o 1 3 3 
J J 
(1) 
Se u (s) = - C'(s) D'(t ,s) X , Vs e J, segue que 
4 2 o o 
(2) 
Portanto, 
nx ft 2 = X' X = - [J D(t ,s) C (s) u (s,X(s)) ds + U oU o o o 1 1 
J 
Segue da hipótese e de (1) e (2) que 
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Portanto, X = O. 
o 
Mostramos que se X'M(t ,T) X = O e X'N(t ,s) X = O, Vs e J, 
o o o o o o 
então X = O. 
o 
Portanto, as matrizes simétricas M(t , T) e N(t ,s), Vs e J, 
o o 
são positiva - definidas. 
Corolário 4.1: Se (S) é controlãvel no intervalo J, o mesmo ocorre para 
(D). 
Prova: Se (S) é controlãvel no intervalo J, pelo teorema anterior, 
M(t ,T) > O e pelos teoremas 1.4 e 1.1, segue que (D) é controlãvel no 
o 
intervalo J. 
Corolário 4.2: (S) é controlãvel no intervalo J se e somente se: 
Prova: 
C'(s) D'(t s) X = O q.s. em J '* X = O e 
1 o' 
C'(s) D'(t s) X = O 
2 o' 
d Dado X e R , 
q.s. em J '* X = O • 
X' M(t ,T) X = I IC'(s) D'(t ,s) Xl 2 d_ e 
o 1 o 
J 
X' N(t ,s)X = IC'(s)D'(t ,s)X 12 , Vs e J. 
o 2 o 
Logo, 
X'M(t ,T)X = O o IC'(s)D'(t ,slX 12 = O o C'(s)D'(t ,s)X = O q.s. em J 
o 1 o 1 o 
X'N(t ,s)X = O , Vs e J o C'(s) D'(t ,s)X = O q.s. em J. 
o 2 o 
Portanto, (S) é controlãvel em J se e somente se 
C'(s)D'(t ,s)X = O q.s. em J '* X = O 
1 o 
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e 
c;(s)D'(t
0
,s)X = O q.s. em J .. X = O. 
Observação 1: (D) é controlável no intervalo J se e somente se 
[C'(s)D'(t ,s)X = O q.s. em J • X = O] ([2]). Novamente obtemos que se 
1 o 
(S) é controlável no intervalo J, o mesmo ocorre para (D). 
Proposição 4.1: Se (S) é controlável em J, então também o é para 
qualquer intervalo que contém J. 
Prova: 
[t ,T]. 
o 
Sejam [t ,T] c [t ,t ] e suponhamos que (S) é controlável em 
o 1 2 
Seja X e Rd. 
Se C'(s)D'(t ,s)X = O q.s. em (t ,t ]., então 
1 1 1 2 
C'(s)D'(t ,s)X = O q.s. em [t ,T]. 
1 1 o 
Logo, C'(s)D'(t ,s)D'(t ,t )X = O q.s. em [t
0
,T]. 
1 o 1 o 
Se X '* O, D'(t ,t )X = Y '* O. Dal, C'(s)D'(t ,s)Y = O q.s. 
1 o 1 o 
em [t ,T], com Y '* O, o que contradiz a controlabilidade de (S) em 
o 
[t
0
,T]. 
Análogamente, mostra-se que se X '* O, 
C'(s)D'(t ,s) [D'(t ,t )X] = O q.s. em [t
0
,T]. 
2 o 1 o 
Portanto, (S) é controlável em [t ,t ]. 
1 2 
Observação 2: O resultado acima também é válido para a equação (D) 
([2]). 
Observação 3: A controlabilidade de (D) em J não é condição suficiente 
para que o mesmo ocorra para (S). 
Sejam A = C = Id , 
1 c,= { 
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c = 1 
11 
O, caso contrário 
Enta.o, M(t
0
,T) = ~ [1 - ex.p(- 2T + 2t
0
)] ld > O e N(t
0
,s) = 
exp [ 2(t0 -s>] C2, Vs e J. 
Se x = (x , x , ... , x )', então 
1 2 d 
< 2(t -s) C x> 2(t -s) 2 , us e J e o x, = e o x v e 2 1 
portanto, N(t ,s) não é positiva definida. 
o 
Seja C(J) = { X
0 
e Rd : X
0 
é controlâvel no intervalo J} 
Teorema 4.2: (S) é controlâvel no intervalo J se e somente se 
o e C(J) e M(t
0
,T) > O. 
Prova: Se (S} é controlâvel no intervalo J, então, por definição, 
O e C(J). 
Seja O ~ X e C(J). Então, existem u ,u e t4 tais que 
o 1 2 
X = - I D(t ,s)C (s)u (s,X(s))ds - I D(t ,s) [B(s)X(s) + 
o o 1 1 o 
J J 
+ C (s)u (s,X(s))J dw(s). 
2 2 
Definindo u
3
(s) = - [o(t
0
,s)C
1
(s)]' X
0
, 
M(t ,T) X = J lu (s>fds. o . o 3 
J 
Vs e J, obtemos X' 
o 
Suponhamos que X' M(t ,T) X = O; logo, u (s) = O q.s. em J. 
o o o 3 
Temos: 
IX 12 = X' X = - [I D(t ,s)C (s)u (s,X(s))ds + oD o o o 1 1 
J 
+ J, D(t
0
, s) [ B(s) X(s) + C
2 
(s)u2(s,X(s))] dw(s)r X0 = 
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=-
Efetuando a esperança na expressão acima, obtemos IX
0
12 = 
qx0 ~ 2 = O; logo, X0 = O, uma contradição. 
Reciprocamente, suponhamos que O e C(J) e M(t ,T) > O. 
o 
Logo, existem u ,u e A : X(T,t ,u ,u ) = O P q.s .. 
1 2 o 1 2 
Dado O * X e IRd, definimos: 
o 
u (s,x) = u (s,x) - [o(t ,s)C (s)]' M-1(t ,T)X , Vs e J, x e IRd 
1 1 o 1 o o 
Temos: 
X(T,t ,X ,u ,u ) = D(T,t ) [ X + J D(t ,s)C (s)u (s,X(s))ds -
0012 o o o 11 
J 
M-1(t ,T)X + J D(t ,s) [a(s)X(s) + 
o o o 
J 
= D(T,t ) [J D(t ,s)C (s)u (s,X(s))ds + J D(t ,s) [a(s)X(s) + 
o o 1 1 o 
J J 
+ C (s)u (s,X(s))] dw(s)] = X(T,t ,O,u ,u ) = O P q.s .. 
2 2 o 1 2 
d Portanto, V X e IR é controlável no intervalo J, isto é, (S) 
o 
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é controlável no intervalo J. 
Proposição 4.2: Se N(t ,s) > O, Vs e J, então O e C(J). 
o 
Prova: Com efeito, definindo u (s,x) e O e 
1 
u (s,x) = - C"(s)D'(t ,s)N(t .sf~(t ,s)B(s)x, Vs e J, x e Rd, 
2 2 o o o 
obtemos X(T.t ,O,u ,u ) = O P q.s .. Logo, O e C(J). 
o 1 2 
A reciproca do resultado acima não é verdadeira, como mostra 
o exemplo abaixo. 
Consideremos a equação escalar dx(t) = [ax(t) + 
+ c u (t,x(t))] dt, com a "* O e c "* O. 
1 1 1 
Tomando u (s,x) : O, Vs e J, x e IRd, obtemos x(T,t ,O,u) = o 
1 o 1 
P q.s., isto é, O e C(J). Observe que N(t ,s) = O, Vs e J. 
o 
Teorema 4.3: São equivalentes: 
(1) (S) é controlável no intervalo J; 
Prova: 
(2 ~ 3) Basta tomar X = O 
o 
X(T,t ,O,u ,u ) = Y 
o 5 6 o 
P q.s .. 
( ) nh d X IDd • _A 1 ~ 2 Supo amos que para to o e Ir\ , eXIstem u , u e ~~~ 
o 3 4 
X(T,t ,X ,u ,u ) = O P q.s. 
o o 3 4 
Dado Y e IRd, seja Z = X - D(t ,T) Y .Por hipótese, existem 
o o o o o 
u ,u e A tal que X(T,t ,Z ,u ,uJ = O P q.s. 
5 6 o o 5 "' 
Logo, 
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X(T,t ,Z ,u ,u ) = D(T,t )X - Y + 
0066 00 o 
+ J DIT, s) C 1 (s) u• ( s,X( s)) ds + J D(T ,s)B(s )X( s) dw(s) 
J J 
+ J D(T,s) C (s) u (s,X{s)) dw(s) = O P q.s. 
2 6 
J 
Portanto, X(T,t ,X ,u ,u ) = Y P q.s. 
o o 6 6 o 
(3 '* 1) Suponhamos que VY 0 existem e 
X(T,t ,O,u ,u ) = Y P q.s .. 
o 5 6 o 
Dado X e IRd, seja Z = Y - D(T, t ) X . 
o o o o o 
Como existem u ,u e A tais que X(T,t ,O,u ,u ) = Z P q.s., 
5 6 o 5 6 o 
obtemos X(T,t ,X ,u ,u ) = Y P q.s .. 
o o 5 6 o 
Observação 4: A demonstração do teorema acima é idêntica à feita para 
o caso deterministico ([9]). 
Seja I um intervalo compacto de R e A' = { u I x Rd ---7 Rd 
u satisfaz (H
2
)} • 
d Definição 4.2: Dizemos que X e R é controlável no tempo t se existe 
o o 
t 
1 
p 
> t o 
q.s .. 
finito, existem u ,u e A' tais que X(t ,t ,X ,u ,u ) = O 
12 10012 
Dizemos que (S) é controlável no tempo t se X e Rd é 
o o 
d 
controlável no tempo t , para todo X e IR • 
o o 
Dizemos que (S) é controlável se todo X 
o 
no tempo t , para Vt ?; O. 
o o 
d 
e IR é controlável 
Seja C(t ) o conjunto dos X e IRd controláveis no tempo t . 
o o o 
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• • • Se O e C(t ), existem t > t finito, u ,u e A' tais que 
• • • o 1 o 1 2 
X(t ,t ,O,u ,u ) = O P q.s .. Essa notação será usada no que segue. 
1 o 1 2 
Teorema 4.4: • d Se O e C(t ) e M(t , t ) > O, então X e C(t ), VX
0 
e R . 
o o 1 o o 
Prova: Seja O ~ X e IRd e consideremos o controle 
o 
u (s,x) = u·(s,x) - C'(s)D'(t ,s) M-1(t ,t.)X, 'Vs e [t
0
,t.
1
), x e IRd. 
1 1 1 o 010 
Então, 
• • 
I
t1 It1 . 
D(t ,s)C (s)u (s,X(s))ds = D(t ,s)C (s)u (s,X(s))ds 
o 1 1 o 1 1 
t t 
o o 
• 
-[f D( '.,s)C1 (si [ D(t0 ,s)C1 (si]' ds] 
o 
• 
It1 • = D(t ,s)C (s)u (s,X(s))ds - X . o 1 1 o t 
o 
Portanto, 
• 
• • • X(t ,t ,X ,u ,u ) = D(t ,t ) 
10 012 10 
t 
[X + I 1 D(t ,s)C (s)u (s,X(s))ds + o o 1 1 
t 
o 
• 
t 
+ J' O('., si [atsJX(sJ 
t 
+ C (s)u.(s,X(s))]dw(s) = 
2 2 
o • • 
t t 
= D(t.,t >[x +I 1D(t ,s)C (s)u.(s,X(s))ds- X +I 1D(t ,s)[B(s)X(s) + 
10 o o 11 o o 
t t 
o o 
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. ] . . . 
+ C
2
(s)u
2
(s,X(s)) dw(s) = X(t ,t ,O,u ,u ) = 
1 o 1 2 
O P q.s .. 
• d 
Corolário 4.3: Se O e C(t ) e M(t , t ) > O, então C(t
0
) = IR . 
o o 1 
• • Corolário 4.4: Se O e C(t ) e M(t ,t ) > O, então C(t ) = C{[t
0
,t1)). o o 1 o 
Prova: A demonstração desse resultado encontra-se na prova do 
teorema 4.4 .. 
Definição 4.3: Dizemos que (S) é completamente controlável se para todo 
t ~ O, existe t > t finito tal que (S) é controlável no intervalo 
o 1 o 
[t 't }. 
o 1 
Proposição 4.3: 
controlável. 
Se (S) é completamente controlável, então (S) é 
• Se Vt ~ O, O e C(t ) e M(t ,t ) > O, então (S) é 
o o o 1 
completamente controlável. 
Prova: A primeira parte decorre diretamente das definições. 
• Se Vt 2:: O, O e C(t ) e M(t ,t1) > O, pelo corolário 4.4, o o o 
d Vt
0
, C(t
0
) = IR . Logo, (S) é completamente controlável. 
5. CONTROLABILIDADE COM CONDIÇÃO INICIAL NÃO DETERMINÍSTICA 
Consideremos a equação 
dX(t) = [A(t) X(t) + C (t) u (t, X(t), w)) dt + 
1 1 
[B(t) X(t) + C (t) u (t, X(t), w)] dw(t) 
2 2 
(!f) 
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sujeita às hipóteses (H ) do Capitulo I. 
3 
Nosso objetivo é controlar (~) quando partimos de condições 
iniciais não constantes. Indiquemos por A o conjunto dos controles 
(admissiveis) para a equação (~). 
Definição 5.1: Seja g e L (Q}. Dada X e '§ , X e L (0), dizemos que 
2 o t 0 o 2 
X é controlável à g no tntervalo J se existem u , u e A tais que 
o 1 2 
X(T,t , X , u ,u ) = g. P q.s. 
o o 1 2 
Seja C (J) = { X e '!ft, X e L (Q) X
0 
é controlável à g no 
' o o o 2 
intervalo J } , onde g e L
2
(Q). 
Teor~ma 5.1: Seja g e L (Q) e suponhamos que M(t , T) > 
2 o 
X e C (J), X e '§ , X e L (Q), então todo elemento Y 
o , o t
0 
o 2 o 
L (Q) pertence à C (J). 
2 ' 
O. Se existe 
e '\ , Y0 e 
o 
Prova: Suponhamos 1ue X e C (J). Logo, existem u , u e A tais que 
o ' 1 2 
X(T,t
0
,X
0
,u
1
,u
2
) = g P q.s. 
Dado Y e '§ , Y e L (Q), definimos: 
o t o 2 
o 
- ( ) u ( x ) - [D(t ,s) C (s)]' M-1(t ,T) (Y - X ), ul s,x,w = 1 s, ,w o 1 o o o 
d Vs e J, x e IR , w e n. 
É claro que u e A . Além disso temos: 
1 I D(T,s) C 
1 
(s) Ü 
1 
(s,X(s), r.>) ds = I D(T,s) C
1 
(s) u
1 
(s,X(s), r.>) ds -
J J 
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- DeT,t )J Det ,s) C (s) (Det ,s) C es))' ds M-1(t ,T) (Y - X ) = 
o o 1 o 1 o o o 
J 
= J DeT,s) C (s) u (s,X(s), w) ds - D(T,t ) Y + D(T,t ) X . 
1 1 o o o o 
J 
Logo: 
X(T,t ,Y ,Ü ,u ) = D(T,t ) Y + J D(T,s) C (s) Ü (s,X(s), w) ds + 
0012 o o 1 1 
J 
+ I D(T,s) [B(s)X(s) + C (s) u (s,X(s), w)] dw(s) = 
2 2 
J 
= D(T,t ) Y + I D(T,s) C (s) u (s,X(s), w) ds - D(T,t ) y + 
o o 1 1 o o 
J 
+ D(T,t ) X + I D(T,s) [B(s)X(s) + C (s) u (s,X(s), w)] dw(s) = 
o o 2 2 
J 
= X(T,t ,X ,u ,u ) = g P q.s .. 
o o 1 2 
Corolário 5.1: Suponhamos que M(t ,T) > O e seja g e L em. Se C eJ) ~ 
o 2 & 
~ então C eJ) = '§ n L em. T · t 2 & o 
Proposição 5.1: Suponhamos que M(t ,T) > O e N(t ,s) > O, 'tis e J. 
o o 
Se g e '§ , então C (J) ~ ~· 
t & 
o 
Prova: Considerando os controles 
u (s,x,w) = [D(t ,s) C es)J' M-1et ,T) [D(t ,T) g - g] 
1 o 1 o o 
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-1 
u (s,x,w) = - [D(t ,s) C (s))' N (t
0
,s) B(s) x, 
2 o 2 
obtemos X(T,t ,g,u ,u ) = g P q.s.; logo, g e C (J). 
o 1 2 ' 
Definição 5.2: Seja X e Y. , X e L (Q). 
o t o 2 
o 
R(X ,J) = { X(T,t ,X ,u ,u ) : u ,u e A } é chamado de conjunto 
o 0012 12 
dos pontos atingíveis no tempo T a partir de X . 
o 
R(X ,J) é o conjunto de todos os possiveis valores da solução de 
o 
(9') no instante T, com condição inicial 
todos os possiveis controles admiss1veis. 
X no tempo t , utilizando 
o o 
É claro que R(X ,J) c Y. . 
O T 
Lema 5.1: Dados g e L (Q), X e r:f então: 
2 o t 
o 
g e R(X
0
,J) se e somente se X
0 
e C
1 
(J). 
Prova: Se g e R(X ,J), e Jstem u ,u e A tais que X(T,t ,X ,u ,u ) = 
o 12 0012 
g P q.s.; logo, X e C (J). 
o : 
Recíprocamente, se X e C (J) existem u ,u e A tais que 
o : 1 2 
X(T,t :x ,u ,u ) = g P q.s.; portanto, g e R(X
0
,J). 
o o 1 2 
Teorema 5.2: Suponhamos que M(t ,T) > O. Então, 
o 
R(X ,J) = R(Y ,J) , VX , Y e r:f , X , Y e L (Q). 
o o o o t 00 2 
o 
Prova: Seja g e R(X ,J); logo X e C (J) e então C (J) = 
O O : I 
implica que Y
0 
e C
1
(J); dai segue que g e R(Y
0
,J). 
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r:ft , o que 
o 
Portanto, R(X ;J} c R(Y ,J) 
o o 
Análogamente, R(Y 
0
;J} c R(X
0
,J) e portanto,R(X
0
;J) = R(Y 
0
,J), 
VX0 ,Y0 e 't , X0,Y0 e L2Cm. 
o 
Corolário 5.3: Se M(t ,T) > O, então R(O,J) = R(X ;J) , VX e ' . 
o o o t 
o 
Proposição 5.2: Suponhamos que N(t
0
,s) > O, 'Vs e J, e M(t
0
,T) > O. 
Então, lJ c R(O;J). 
t 
o 
Prova: Com efeito, consideremos o controle admissivel: 
u (s x) = - (D(t ,s)C (s))' N-1(t ,s)D(t ,s)B(s) x. 
2 ' o 2 o o 
Então: 
I D(t ,s)C (s)u (s,X(s))dw(s) = - I D(t ,s)B(s)X(s)dw(s) o 2 2 o J J 
e portanto, 
X(T,t ,O,u ,u ) = I D(T,s) C (s) u (s,X(s), w) ds 
o 1 2 1 1 
J 
Tomando u (s,x,w) = (D(t ,s)C (s))' M-1(t ,T) X
0
, onde X e 
1 o 1 o o 
lJ , X e L (0), obtemos: 
t o 2 
o 
X(T,t ,O,u ,u ) = D(T,t ) J D(t ,s)C (s)[D(t ,s)C (s)]' ds o 
o 12 o o 1 o 1 
J 
o M-1(t ,T)X = D(T,t } M(t ,T) M-1(t ,T} X = D(T,t ) X 
o o o o o o o o 
Como D(T, t ) é uma matriz deterministica constante e X e '}t , 
o o 
o 
segue que D(T,t ) X e lJ . 
o o t 
o 
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Portanto, !f c R(O;J). 
t 
o 
Corolário 5.4: Se N(t ,s) > O, Vs e J 
o 
R(O;J) , Vg e L
2
(0). 
e 
Prova: Se C (J) = <J>, então C (J) c R(O;J). 
' ' Se C (J) ~ <J>, pelo corolário 5.1, C (J) = !f n L
2
(0) e pela 
' c t 
proposição anterior, '!f c R(O;J). Portanto, C (J) c R(O;J). 
t ' o 
Lema 5.3: Se N(t ,s) > O , Vs e J, então O e R(O,J). 
o 
Prova: Considerando u (s,x,w) = O e 
1 
o 
u (s,x,w) = - [D(t ,s)C (s)]' N-1(t ,s)D(t ,s)B(s) x, 
2 o 2 o o 
obtemos X(T,t ,O,u ,u ) = O P q.s. ; logo, O e R(O;J). 
o 1 2 
Proposição 5.2: Suponhamos que M(t ,T) > O e N(t ,s) > O, Vs e J. 
o o 
Se g e '!f então C (J) = R(g;J). 
to ' 
Prova: Com efeito, como X e C (J) se e somente se g e R(X ;J), 
o g o 
segue que g e C (J) ~ g e R(g;J). 
' Logo, C (J) = R(g;J) se g e '!f 
' t o 
Observando que a equação (S) é caso particular da equação (9') 
podemos reescrever alguns resultados obtidos neste parâgrafo para a 
equação (S). São eles: 
(1) Se (D) é completamente controlâvel, então se C (J) ~ <J>, C (J) 
' ' = '!f . t • 
o 
(2) Se (D) é completamente controlável, então R(X
0
,J) = R(Y 
0
,J) , 
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(3) Se (S) é controlável no intervalo J, então C (J) c R(O;J) , 
' vg e L em. 
2 
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CAPlTIJLO 111 
ESTABILIZAÇÃO 
6. CONTROLABILIDADE ASSINTÓTICA 
Neste parágrafo vamos estudar a controlabllidade da equação 
(S) num intervalo do tipo [t ,co), t ?:; O. 
o o 
O conjunto dos controles admissíveis é dado por: 
• { d d } A = u : [t
0
,co) x IR ----+ IR : u satisfaz (H
2
) 
Para a equação deterministica (D) associada à (S), os 
controles admissíveis são aqueles pertencentes ao conjunto A: = { Ü 
d -[t ,co) ----+ IR : u é (Lebesgue) integrável em todo intervalo finito 
o 
contido em [t
0
,co) } . 
Definição 6.1: Dizemos que (S) é [t ,co) - controlável (a zero) se 
o 
• existem controles u , u E A tais que 
1 2 
pr lim l t --HIO X(t,t ,X ,u ,u ) o o 1 2 
Sabemos que a contrabilidade de (S) implica a da equação (D). 
Esperávamos que a [t ,co)-contrabilidade de (S) nos desse a 
o 
[t ,co)-controlabilidade para (D); porém, esse fato não é verdade, como 
o 
mostra o exemplo abaixo. 
1 Dado a > 2 , c2 -:~; O, consideremos a equação escalar: 
dx(t) = ax(t) dt + [3ax(t) + c u (t,x(t))] dw(t) 
2 2 
-1 Seja u
2
(s,x) = - c
2 
ax, Vs 2:: O, x E IR. 
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(1) 
Entlio, a solução da equação (1) 
x(t,O,x ,u ) = x exJ a(l-2a)t + 2a w(t)}. 
com controle u é dada por 
2 
o 2 o ~ 
Como a(l-2a) < O, segue que a soluç§.o da equaç§.o (1) com 
controle u é globalmente assint6ticamente estável, 
P( lim x(t,~ x
0
,u
2
) = o) = 1, Vx
0 
e R. 
t -~IX) • 
Portanto, (S) é [O,m)-controlável. 
Porém, o sistema deterministico associado à (1) 
ay(t) e como a > O, tal equação não é [O,co)-controlável. 
isto é, 
o 
é y(t) = 
Proposição 6.1: Se (S) é controlável no intervalo [t ,t ], então (S) é 
o 1 
[t ,co) - controlável. 
o 
Prova: d Dado X e IR , existem u , u e A tais que 
o 1 2 
P(X(t ,t ,X ,u ,u ) = o) = 1. 
1 o o 1 2 
Definimos: 
{ 
u
1
(s,x) 
u (s,x) = 
3 o 
,t :ss::st 
o 1 
• s l!:: t 
1 
{ 
u (s,x) , t :s s ::s t 
u (s,x) = 2 o 1 
4 
- [D(t ,s)C (s)]' N(t ,sf1 D(t ,s)B(s) x, s > t 
1 2 1 1 1 
Logo, 
t 
X(t,t ,X ,u ,u) = D(t,t) X+ I 1D(t,s)C (s)u (s,X(s)) ds 
0034 o o 11 
t 
t 
+ J 1 D(t,s) 
t 
o 
o 
[B(s) X(s) + C (s)u (s,X(s))] dw(s) + 
2 2 
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t 
+ I D(t,sl B(s) X(s) dw(s) -
t 
1 
t 
-I D(t,s)C (s)(D(t ,s)C (s))' N(t ,sf~(t ,s)B(s)X(s) dw(s) 
2 1 2 1 1 
t 
1 
t 
= D(t,t >[oct ,t )X +I 1D(t ,s)C (s)u (s,X(s}) ds + 
1 100 111 
to 
t 
+ I' D(t, ,s) 
t 
o 
(B(s) X(s) + C (s)u (s,X(s))) dw(s) + 
2 2 
t t ] +I D(t ,s)B(s)X(s)dw(s) - I N(t ,s)N(t ,s)- 1D(t ,s)B(s)X(s)dw(s) 
1 1 1 1 
t t 
1 1 
= D(t,t )X(t ,t ,X ,u ,u ) = O. 
1 1 o o 1 2 
Logo, P( lim X(t,t .x ,u ,u ) = o) = 1, 
o o 3 4 
t-~m 
d VX
0 
e R. 
Proposição 6.2: Se (S) é controlável no intervalo (t ,t ), então (S) é 
o 1 
[T,m) - controlável, V O :s T :s t . 
o 
Prova: Se (S) é controlável no intervalo [t ,t ], pela proposição 
o 1 
4.1, (S) é controlável em todo intervalo do tipo [t - E,t + E), com 
o 1 
t - E ~ 0. 
o 
Logo, (S) é [t - E, m) - controlável, isto é, (S) é [T, m) -
o 
controlável, V O :s T :s t . 
o 
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Definição 6.2: Dizemos que (S) é asstntótf.camente controLáveL (a zero) 
se (S) é (0, m) - controlâvel. 
Decorre da proposiçA.o acima que: 
Corolário 6.1: Se (S) é controlável no intervalo ( t • t 1. entA.o (S) é 
o 1 
assintóticamente controlável. 
7. ESTABILIZAÇÃO - PARTE I 
Neste parágrafo consideraremos as equações (S) e (D) com 
coeficientes constantes. 
Nosso objetivo é determinar a existência de controles 
feedback de tal modo que (S) com esses controles seja assintóticamente 
estável. 
Definição 7.1: Seja M uma matriz quadrada. A inversa generalizada de 
Penrose é a matriz M' que satisfaz as seguintes relações: 
MM'M = M ; M' MM' = M'; (M'MY = M'M ; CMM'l' = MM'. 
Consideremos a equação: 
• (S ) 
• Lema 7.1: Suponhamos que existe u controle feedback tal que (S ) com 
1 
esse controle é assintóticamente estável. Então, existe u controle 
2 
feedback tal que (S) com os controles u
1 
e u
2 
é assintóticamente 
estável. 
Prova: Seja u (s,x) = (C'C - ld) X, Vs i:!: t , X E IRd. 
2 2 2 o 
Então, c u (S,X) = c cc'c - ld) X = o. Vs i:!: t • X E Rd. 
2 2 2 2 2 o 
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• 
Logo, a equação (S) com os controles u e u ~ transformada 
1 2 
na equação ( S ) . 
Portanto, se existe u controle feedback que torna 
1 
• (S ) 
assintóticamente estãvel, então u
1 
e u
2 
fazem o mesmo com (S). 
Portanto, pelo lema 7 .1, nosso problema se reduz à procura de 
• um controle feedback que estabilize a equação (S ) . 
• Definição 7.2: Dizemos que a equação (S ) é estabili.zável se existe uma 
• matriz D real dxd tal que a equação 
1 
(S ) com controle u (s,x) = D x é 
1 1 
assintóticamente estãvel. 
No que segue faremos uso constante do fato de que se o maior 
• expoente de Lyapunov À associado à equação (S ) com controle u (s,x) = 
1 
D x é negativo, então tal equação é assintóticamente estãvel. 
1 
Relembramos que 
À = J Q(s) dv(s), 
5d-1 
onde v é uma medida invariante do processo X(t) jX(t) I d-1 em S e 
Q(s) = < As,s > + ~ IBsf - < Bs,s >2 • 'Vs E sd-l. 
Observando que L(z) = ~ 1Bzl 2 - < Bz,z >2 (L : IRd ~ IR) é 
d-1 d 
uma função contínua e S é um subconjunto compacto de IR , sabemos que 
essa função assumirã mãximo M e mlnimo m em Sd-l. Seja ; = max { I m I , 
I M I } . Podemos , então, sempre supor que 
- ; ::s: L(s) ::s: ; us sd-1 v E . 
Além disso, como toda matriz real A pode ser escrita como 
A = ( A;A') + ( A;A'). ( A+A') . segue que < As,s > = ( - 2- s,s), 1sto é, 
podemos sempre supor, sem perda de generalidade, ao utilizarmos a 
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expressão para Q, que a matriz A ~ simétrica. 
Um resultado que usaremos com frequência ~ o: 
Lema 7.2: Seja A uma matriz simétrica real. Então, max < As,s > = d-1 
seS 
maior autovalor de A e min < As,s > = menor autovalor de A. 
d-1 
ses 
Prova: Seja F d d IR ----+ IR dada por F(z) = < Az,z >, Vz e R • 
Pelo teorema de Lagrange, os pontos crlticos de F restrita à 
Sd-1 são dados pela equação Grad F(s) = 2rs, r e R. 
Como Grad F(s) = (A + A')s = 2As, segue que As = rs, isto é, 
os pontos criticas de F I são os autovalores da matriz A. 
sd-1 
Em particular, o máximo e o minimo de < As,s >, s e Sd-1, são 
autovalores de A. 
• Teorem~ 7.1: Se (D) é controlável então (S ) é estabilizável. 
Prova: Se para todo c > O, - (7 + c) é autovalor da matriz A, essa 
matriz· possuiria infinitos autovalores, um absurdo. 
Portanto, existe c > O tal que - ( 1 + c ) não é autovalor da 
o o 
matriz A. 
> - b 2 
Se o-(A) = { a
1
, ••• , 
> .•. > - b d }• onde 
- b 
1 
todos os bJ são distintos, bJ > O e A n 
o-(A) = 121 
Como (D) é controlável, segue do teorema 1.12 que existe uma 
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matriz real dxd constante D tal que v(A + C D ) = A. 
1 1 1 
Consideremos a fun o 
Q(s) = < (A + C D )s, s > + L(s) • 
1 1 
Pelo lema 7.2, 
d-1 
SE S . 
- b s < (A + c D )s, s > s - (r + c
0
), Vs E sd-1 
d 1 1 
d-1 
e como - r :s L(s) :s r. Vs E S • segue que - (bd + r) :s Q(s) :s - c
0
, 
Vs E sd-1 • 
• Logo, o maior expoente de Lyapunov para a equa o (S ) com 
• controle u (x) = D x negativo e portanto, (S ) estabiliz vel. 
1 1 
Corol rio 7.1: Toda equa o (S) control vel estabiliz vel. 
Prova: Se (S) control vel, o mesmo ocorre para (D); logo, o 
resultado segue do teorema anterior. 
Teorema 7.2: Se (D) control ve 1 • ent o existe controle u tal que 
1 
• (S ) com esse controle exponencialmente est vel na m dia quadr tica. 
Prova: 
Se D 
1 
uma matriz constante dxd, a solu o da equa 
controle u (t,x) = 
1 
u (x) = D x e condi 
1 1 
o inicial X(O) = X 
o 
• o (S ) com 
dada por: 
t 
X[t) = X[t,O,X
0
,u
1
) = et[A+C,D,l X
0 
+I e[t-sl[A+C,D,lBX[s) dw[s) 
o 
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Logo, 
EIX!tll• ~ 2l•t!A+cp,llz {lx.l• • 
Portanto, 
Pela desigualdade de Gronwall-Bellman segue que 
Sendo (D) controlável, dado m > I B 12, existe t > O, F matriz real 
constante dxd tal que 
I t(A+C F) I :s t -mt Vt i!: e 1 e • o. 
Portanto, tomando D = F, obtemos: 
1 
Observando que a desigualdade acima é válida para todo T 
real, segue que E I X(t) 12 :s 2t2 l X 12 e - 2(m-l B 1
2
>\ Vt i!: O, e portanto, a 
• o 
solução da equação (S ) com controle u (x) = Fx é exponencialmente 
1 
estável na média quadrática. 
Corolário 7.2: Se (D) é controlável, então existe controle u 
1 
tal que 
• lS ) com esse controle é assintóticamente estável globalmente. 
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Prova: Com efeito, a controlabilidade de (D) garante a existência de 
• • 
um controle que estabiliza (S ), isto ~. a solução de (S ) com esse 
controle é assintóticamente estável; como os coeficientes da equação 
são independentes do tempo, isso acarreta a estabilidade assintótica 
global. 
Na realidade, o teorema anterior é vãlido para p > 2, mas a 
demonstração é muito mais trabalhosa. 
Teorema 7 .2.a: Se (D) é controlãvel, então existe controle u tal que 
• 1 
(S ) com esse controle é exponencialmente estãvel na p-média, V p > 2. 
Prova: Se (D ) é uma matriz real constante dxd, a solução da equação 
• 1 
(S ) com controle u (x) = D x e condição inicial X(O) = X é dada por: 
1 1 o 
t 
t(A+C D ) I (t-s)(A+C D ) X(t,O,X
0
,u
1
) = X(t) = e 1 1 X
0 
+ e 1 1 B X(s) dw(s) = 
o 
= et(A+C,D,J{ Xo +r: e(-s)(A+C,D,JB X(s) dw(s) ~~. 
Dado p > 2, se k = zP, então: 
e portanto, 
. -s(A+C D) SeJa g(s) = e 1 1 B X(s), O :S s :S T. 
Para todo n e H, 
t t 
I ElglsJI"' ds =I l•-s(A+C,D,JI 2 IBI 2 EIX!sll 2ds < m. 
o o 
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t 
Portanto, E I  g(s) dw(s) I"" < ao. 1111. pag. 81). 
o 
t 
Logo, EII g(s) dw(sJIP <ao, Vp > 2, t E [O,Tl. 
o 
Pela desigualdade de Hõlder-Burkhõlder, obtemos: 
Elfg(•) dwl•ll." c.,·;· Eflg!s1 1• ds. 
o o 
onde C é urna constante que depende somente de p. 
p 
Portanto, 
t E [O,T]. 
p-2 
Seja f3 = k C IBIP T 2 • Então, para t E [o,T), 
p 
t 
1-'!A+ep,lj'''EIX!tll•" kiXol• +~~I l•s!A+ep,li-,.EIX!slj' ds. 
o 
Pela desigualdade de Gronwall-Bellman, segue que 
Seja m > {3/p. Sendo (D) controlável, existe t > O, F matriz real 
dxd 1 I et(A+ClF) I <_ t e-mt. u t ... O. constante ta que v "-
Portanto, 
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Observando que a desigualdade acima é válida para todo T real, 
• obtemos que existe u (x) = Fx tal que a soluç~o da equaç~o (S ) com 
1 
esse controle é exponencialmente estável na p-média, Vp > 2. 
A controlabilidade de (D) é uma condição suficiente para a 
• estabilização de (S ), porém não é necessária, como mostra o exemplo 
abaixo. 
Exemplo: Seja 
A= [ 
- 1 o l 
o -1 = - Id, C = 1 [ 
1 1 l = [ o -1 l 1 1 ,B 1 O 
Como posto ( C AC ] = posto 
1 1 [ : : =: =: ] = 1, a equação 
o -y(t) = Ay(t) + C u(t) não é controlável. 
Por o~tro lado, tomando D 
1 
= ( _ ~_ n , segue que C p 
1 
= O e 
para a equação 
dX(t) = (A + C D ) X(t) dt + BX(t) dw(t) 
1 1 
obtemos Q(s) 
Vs E S. 
= AX(t) dt + BX(t) dw(t) , 
= <(A + C1 D1)s,s> + ~ 1Bsl 2- <Bs,s>2 = - 1 + ~ = 
Logo, dX(t) = [ AX(t) + C
1 
u
1
(t,X(t))] dt + BX(t)dw(t) é 
estabilizável. 
Teorema 7.3: Se det C *- O, então existe controle u que estabiliza 
1 1 
• (S ). 
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Prova: Seja D 
1 
Então, 
-1 
= - C
1 
(A + (7 + c)ld}, onde c > O. 
1 I 12 2 Q(s) = <(A + C1 D1)s,s> + y Bs - <Bs,s> 
=- ( d-1 r + c) + L(s) :s - c < O, \Js e S 
• e portanto, a equação (S ) com controle u (x) = D x é estabilizável. 
1 1 
• Denotemos por (S ) a equação (S ) com u (s,x) = O e seja 
o 1 
Q
0
(s} = <As,s> + L(s), \Js e Sd-1• 
Proposição 7.2: Se Q (s) < O, \Js e Sd- 1 , então existe controle u que 
• o 1 
estabiliza (S ). 
Prova: Se D = - C' então 1 1' 
Q(s) = <(A + C D )s,s> + L(s) 
1 1 
• e portanto, u (x) 
1 
= - C'x é um controle que estabiliza a equação (S }. 
1 
Observação: Se A < O e seu maior autovalor é menor que -r, então Q ( s) 
o 
Proposição 7.3: Se (S ) é assintóticamente estável, então existe 
o. 
controle que estabiliza (S ). 
Prova: 
Caso 1: 
Se det C -:~:- O, seja D 
1 1 
1 -1 
= - k C , com k suficientemente 
grande. 
Então, Cu (x} = C D X = 
1 1 1 1 
1 k x e os coeficientes das 
• equações (S } e (S } satisfazem: 
o 
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1 
k lxl • 
numa vizinhança suficientemente pequena de x = O. 
• Portanto, segue do teorema 1.1, pag. 248, em ([4]), que (S ) 
com controle u é estabilizá.vel. 
Caso Il: 
1 
Suponhamos que det C = O. 
1 
Se C = (c ), seja D = (d ) com 
1 lj 1 lj 
d = 
lJ 
1 (= k) • i = j = 1, 
O, outros casos 
onde N é constante suficientemente grande. 
Como 
c k o ... o 
1 
11 
c k o ... o 
CD 21 = 1 1 
c k o ... o 
d1 ) 
segue que 
Logo, IC
1
D
1
xl ~ (tr [cp
1
(C
1
D/])vz lxl = 7 lxl . com 7 
suficientemente pequeno. 
Obtemos, utilizando o mesmo teorema que no caso I, que existe 
• controle u (x) = D x que estabiliza (S ). 
1 1 
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Examinaremos a seguir o caso escalar. 
Consideremos as equações: 
dx(t) = ax( t) dt + bx(t) dw(t) (1) 
dx(t) = [ax(t) + cu (t,x( t ))) dt + bx(t) dw(t) (2) 
1 1 
b2 
Caso 1: a< 2 
Neste caso, (1) é assintóticamente estável. 
b2 
Tomando d
1 
de modo que a + c
1 
d
1 
< 2 , o controle u1(x) = 
d x estabiliza a equação (2). 
1 
Por outro lado, se d = c~ 1 ( ~2 - a + 1). então 
a+cd 
1 1 
b2 b2 
=2+1>2 
logo, o controle u (x) = dx desestabiliza a equação (2), isto é, (2) 
1 
com esse controle não é assintóticamente estável. 
b2 
Caso Il: a i!:: 2 
(2) com 
2 
b / 2 e 
estável. 
Neste caso, a equação (1) não é assintóticamente estável. 
Tomando d = C , 
1 1 
2 b2 
a + C d = a + C > -2 , logo, a equação 1 1 1 
controle u (x) = C x não é assintóticamente estável. 
1 1 
-1 Por outro lado, se d = - (a + 1) C , 
1 1 
portanto, (2) com controle u (x) = 
1 
então a + C d = - 1 < 
1 1 
dx 
1 
é assintóticamente 
Conclusão: Podemos estabilizar ou desestabilizar a equação (2) 
independente do comportamento da equação (1). 
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Em alguns casos, tal f enOmeno se repete para dimensão d > 1, 
como veremos a seguir. 
Teorema 7.4: Se det C ~ O, então existe controle feedback u que 
1 1 
• desestabiliza (S ). 
-1 Prova: Se D = C [('1 + c)ld - A], com c > O, então A + C D = (1' + 
1 1 1 1 
c)ld e portanto, Q(s) = <(A + C D )s, s> + L(s) = '1 + c + L(s); logo, 
1 1 
) d-1 c :s Q(s :s 2'1 + c , Vs e S . 
Dai, o controle u (x) = D x desestabiliza a equação (2). 
1 1 
Proposição 7.4: Se Q0(s~ 
desestabiliza a equação (S ). 
> o, Vs e d-1 s , existe controle 
Prova: Seja D = + C'. Logo, A + C D = A + C C' e então, 
1 1 1 1 1 1 
• e portanto, u (x) = C C' x desestabiliza (S ). 
1 1 1 
Observação: Se A e B são antisimétricas, 
d-1 Vs e S . 
Se A > O e seu menor autovalor é maior que '1, então 
Teorema 7.5: 
• 
Q (s) > O, Vs e Sd-1• 
o 
Se (S ) é assintóticamente estável, existe u tal que 
o 1 
( S ) com controle u não é estabilizável. 
1 
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que 
Prova: Se r!-
1 
é a inversa generalizada de C, então C c!- é uma matriz 
1 1 1 
simétrica; logo, c 
1 
= max <C c's, s> = maior autovalor de C c!- e 
1 1 1 1 
s e S d-1 
c = min <C c!- s, s> = menor autovalor de C c' 
2 1 1 1 1 
s e sd- 1 
Como (S ) é assintóticamente estável, seu maior expoente de 
o 
Lyapunov À é negativo, onde 
Temos dois casos: 
(I) Q (s) < O, Vs e Sd-1 
o 
Seja - l=nún{ 
<CD s> ~c Vs d-1 s, 1 • e S . 1 1 
Q (s): 
o 
Se c < o, tomando k de 2 
d-1 } Se D c', s e S . = 1 1 
modo que kc > t, obtemos 
2 
Q(s) = Q (s) + <C D s, s> > kc - t > o, Vs e sd-1. 
o 1 1 2 
então 
Logo, O controle U (x) = kc' X desestabiliza a equação (S•). 
1 1 
(II) Q muda de sinal. 
o 
c 
d-1 Suponhamos que - m s Q (s) s M, Vs e S , onde m, M > O. 
o 
2 
Como no caso (1), se c < O, tomamos k de modo que kc > m. 2 2 
Dai, 
Q(s) = Q (s) + <kC c' s, s> > kc - m > O, Vs e Sd-1 
o 1 1 2 
e portanto, O controle U (X) = kc' X desestabiliza (S•). 
1 1 
~ 
Observação: Se considerarmos a equação (S), obtemos resultados 
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anãlogos aos teoremas 7.2 e 7.2.a. 
Como, por hipótese, as funções matriciais A e C são 
1 
limitadas, pelo teorema 1.10 o sistema (D) é uniformemente 
estabilizável se e somente se é uniforme em relação à controlabilidade. 
Repetindo as demonstrações passo a passo podemos enunciar: 
Teorema 7.2.b: Se o sistema (D) é uniforme em relação à 
controlabilidade, então existe controle feedback que torna a equação 
(S) exponencialmente estável na p-média, Vp 2:: 2. 
8. ESTABILIZAÇÃO - PARTE li. 
Consideremos a equação diferencial linear estocástica no Rd: 
dX(t) = A( t)X(t~dt + [a(t)X(t) + C
2
(t)u
2
(t,X(t))] dw(t) } 
X(t ) = X E IR 
o o 
cujos coeficientes satisfazem as hipóteses (H ) do parágrafo 2. 
2 
Consideremos também a seguinte equação deterministica: 
Y.<t> = act>y<t> + c ct>u ct> } 
d 2 2 
y(t) = X
0 
E R 
(E) 
com seus coeficientes satisfazendo as hipoteses (H ) do parágrafo 1. 
1 
Nosso objetivo é estudar a estabilização 
(S ) 
1 
(ou 
desestabilização) da equação (S) através das equações (S ) e (E), de 
1 
modo análogo ao feito no parágrafo anterior. 
Suponhamos que os coeficientes das equações (S), (S ) e (E) 
1 
são constantes. 
Se existe um controle feedback u que estabiliza a equação 
2 
(S ), então considerando u (s,x) = (c'C - ld) X, obtemos que a equação 
1 1 1 1 
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(S) 
(S) 
com controles u e u também é estabilizável. De fato, a equação 
1 2 
com os controles u e u é transformada na equação (S ). 
1 2 1 
Logo, podemos estabilizar a equação (S) através da equação 
(S
1
); dai, o interesse em estabilizarmos a equação (S
1
). 
Lema 8.1: Seja B uma matriz real constante dxd e suponhamos que cr(B) = 
{ b 1, . . . . b d} possui d elementos distintos, todos com o mesmo sinal. 
Então, cr(B'B) = { b~ •... , b:} . 
Prova: Se b é autovalor de B associado ao autovalor v, temos: 
B'Bv = B'(Bv) = B'(bv) = bB'v = b(bv) = b2v. 
2 Logo, b é autovalor de B'B, isto é, o quadrado de todo 
autovalor de B é autovalor de B'B e como são todos distintos, segue que 
cr(B'B) = {b~, ... , b:} . 
Se u (s,x) = D x. a expressão que define um expoente de 
2 2 
Lyapunov para ( S ) com controle u é dada por: 
1 2 
Q(s) = <As,s> + 2
1 R(B + C D lsl 2 - <(B + C D )s,s>2 • Vs e Sd-1• u 2 2 2 2 
Observamos que podemos considerar. sem perda de generalidade, 
que a matriz A é simétrica. 
Teorema 8.1: 
estabiliza (S). 
Se (E) é controlável existe controle feedback u que 
2 
Prova: 
Caso I: 
Sejam a o menor e a o maior autovalor de A. 
1 d 
Temos dois casos a considerar: 
a >O 
d 
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Seja c > O tal que se 1\ = { b 1 < b 2 < . . . < b d = ~ } • com 
/ 2a + c < b , então 1\ n o-(B) = "- . d 1 'f 
Observamos que existe c > O nas condições acima pois caso 
contrário, B teria infinitos autovalores. 
Como (E) é controlável, pelo teorema 1.12 existe uma matriz 
D real dxd tal que 1\ = o-(B + C D ). 
2 2 2 
Se B
1 
= B + C
2
D
2
, pelos lema 7.1 e 8.1, segue que 
min {-} <B~B1s,s>; s e Sd-1 } = ~ b~ e máx { ~ <B~B1s,s>; s e Sd-1 } = 
b2 + c 
_!.__ b 2 = _1--:-
2 d 2 
d-1 
'ris e S . 
~ <As,s> + 21 <B'B s,s> 1 1 
Por outro lado, min { - <B
1
s,s>
2 
máx { - < B
1
s,s>
2
: s e Sd-1 } = - b~. 
d-1 
e S . 
Portanto, Q(s) ~ ad + ~ (b~ + c) - b~ = 2a + c - b2 d 1 2 
Mas, por hipótese, / 2a + c < b , isto é, 2a + c - b2 < O. 
d 1 d 1 
'ris 
d-1 Dal, Q(s) < O, 'ris e S . Logo (S ) com controle u (s,x) = 
1 2 
D x é assintóticamente estável e portanto, (S) é estabilizável. 
2 
Caso 11: a < O 
d 
Seja 1\ = { b
1 
< b
2 
< ••• < b d } conjunto de d números reais 
positivos com b2 < - 2a e tal que o-(B) n 1\ = J... d d 'f 
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Como (E) é controlbel, existe uma matriz 0
3 
real dxd tal que 
A = o-(B + C D ). 
2 3 
Seja B = B + C D . 
2 2 3 
Logo, 
máx { <As,s> + ~ <B~B2s,s> : s e Sd-1 } s a d + ~ b! < O. 
Portanto, Q(s) < O, 'rJs e Sd-1• 
Dai, (S ) com controle u (s,x) = D x é assintóticamente 
1 2 3 
estável e portanto, (S) é estabilizável. 
A controlabilidade da equação (E) é uma condição necessária 
para a estabilização de (S
1
), porém não é suficiente, como mostra o 
exemplo abaixo. 
Exemplo: Sejam A = B = - Id (2x2), C2 = ( ~ ~ ) , D2 (-~ -~ ) 
Como posto [ C BC ] = 1, a equação y(t) = By(t) + C u(t) não 
2 2 2 
é controlável. 
Por outro lado, como C D = O obtemos para equação 
2 2 
d.X(t) = AX(t)dt + (B + C D ) X(t) dw(t) 
2 2 
= AX(t)dt + BX(t} dw(t} 
o seguinte resultado: 
Q(s) 1 2 1 = <As,s> + 2 <B'Bs,s> - <Bs,s> = - 1 + 2 - 1 =-
3 
2 <o, 'rJs e S. 
Portanto, a equação é estabilizável. 
Teorema 8.2: 
Prova: Seja 
A equação (S) pode ser estabilizada se det C -:f:. O. 
2 
D = C-1(kld - B), 
2 2 
com k um número real a ser 
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determinado. 
Logo, B + C D = k Id e portanto, 2 2 
1 2 2 _!...._ k2 d-1 Q(s) = <As,s> + 2 k - k = <As,s> - 2 , Vs E S . 
Seja a o maior autovalor de A. 
Se a > O, escolhemos k de modo a termos a < ~ k2; se a < O, 
k pode ser qualquer número real não nulo. 
d-1 Em ambos os casos obtemos Q(s) < O, Vs E S e portanto, (S) 
pode ser estabilizada. 
Examinaremos a seguir o que ocorre em dimensão 1. 
Consideremos as equações na reta: 
b2 
Caso 1: a< 2 
dx(t) = ax(t)dt + bx(t) dw(t) 
dx(t) = ax(t)dt + [bx + c u (x)] dw(t) 
2 2 
Neste caso, a equação (1) é assintóticamente estável. 
(b + c d )2 
(1) 
(2) 
Se d = 
2 
~-b 
c 
2 
, então 2 2 2 = 21 a I > a; logo, o 
controle u (x) = d x estabiliza a equação (2). 
2 2 
Se a < O, não existe d tal que a > 
2 
existe controle que desestabiliza (2). 
Porém, se a> O considerando d 
3 
2 (b + c d ) 
a 2 3 
< portanto, = 2 a e 2 
desestabiliza (2). 
Caso li: a ?; 
(b + c d )2 
2 2 
2 
1 
= -(Va 
c 
2 
o controle 
logo, não 
- b), obtemos 
u (x) dx = 
2 3 
Neste caso, a equação (1) não é assintóticamente estável. 
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2Va- b Seja d = ; logo, 
2 c 
2 
(b + c d )2 
2 2 ----~---- = 2a > a 2 e portanto, 
a equação (2) com controle u (x) = d x é 
2 2 
assintóticamente está.vel. 
- 3b Por outro lado, seja d
3 
= ~ ; logo, 
2 
(b + c d )2 
2 3 
2 
b2 y :s a; portanto, o controle u
3
(x) = d
3
x desestabiliza a equação (2). 
Conclusão: A equação (2) pode ser estabilizada ou desestabilizada 
se a equação (1) não é assintóticamente está.vel. 
Porém, se a equação (1) é assintóticamente está.vel nem sempre 
é possível desestabilizar a equação (2). 
Veremos a seguir o que ocorre em dimensão ~ 2. 
Teorema 8.3: Suponhamos que A > O. Se det C ':1:- O, podemos 
2 
desestabilizar a equação (S). 
Prova: Seja a o menor autovalor da matriz A e definamos D 
2 
2 Id - B], onde k é um número real tal que k < 2a. 
portanto, 
Então, B + C D = k Id e portanto, 2 2 
1 2 2 1 2 d-1 Q(s) = <As,s> + 2 k - k = <As,s> - 2 k , Vs e S . 
Como k2 < 2a, segue que 
a equação (S ) 
1 
com 
O < a - i k2 :s Q(s), Vs e sd-1, e 
controle u (x) = D x não é 
2 2 
assintóticamente está.vel. 
função: 
Se B é uma matriz dxd qualquer, consideremos a seguinte 
L (s) 
B 
1 2 d-1 
= 2 <B'Bs,s> - <Bs.s> , 'Vs e S . 
Temos os seguintes resultados: 
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Lema 8.2: Seja H = (: -:) • com a 2 + b2 = 1 
o. 
2 1 
e a < 2 . Então, LH > 
Prova: Com efeito, como H'H = Id e <Hs,s> = a, segue que L (s) 
H 
2 d-1 
- a > O, 'tis e S . 
Corolário 8.1: Consideremos as seguintes matrizes dxd: 
B = ( ~ ~ ) . se d é 1mpar 1 
H o o o 
B o H o o , se d é par. = 2 o o o 
o o o H 
1 
=z 
Então, L > o e L > o. Portanto, existe sempre uma B B 
1 2 
matriz B tal que L_(s) > o, Vs e d-1 s . 
B 
Teorema 8.4: Suponhamos que det C ~ O. Se A < O é sempre possível 
2 
desestabilizar a equação (S). 
Prova: 
d-1 Vs e S . 
Seja D
2 
= c;1cí3 - B), onde B é uma matriz tal que L_(s) > O, 
B 
Como B + C D = B, obtemos Q(s) = <As,s> + 
2 2 
1 -.-2<B Bs,s> 
- 2 d-1 
<Bs,s> = <As,s> + L_(s), Vs e S . 
B 
Sejam - a o menor autovalor de A e m o mínimo de L 
1 
B 
d-1 Se a < m, segue que Q(s) ~ - a + m > O, Vs e S . 
1 1 
Se a > m, existe k > 1 tal que a < k2m. 
1 1 
Tomando B = kB, obtemos L (s) > O, Vs e Sd-1, e k2m é o 
1 B 
1 
59 
z d-1 
mlnimo de L . Dal segue que Q(s) > k m - a. Vs E S . 
B 1 
1 
Portanto, existe controle feedback u
2
(x) = D
2
x que 
desestabiliza a equação (S ); logo, podemos desestabllizar a equação 
1 
(S). 
Corolário 8.2: Se det C ~ o. então podemos desestabilizar a equação 
z 
(S). 
Prova: Sejam a o menor e a o maior autovalor da matriz A. Temos 
1 d 
três casos a considerar: 
Caso I: a > O 
1 
Nesse caso, A é positiva definida e o resultado é o teorema 
8.3. 
Caso Il: a < O 
d 
Nesse caso, A é negativa definida e o resultado é o teorema 
8.4. 
C~so III: a < O < a 
1 d 
Seja D z = C-
1(8 - B), onde ã é uma matriz tal que L_(s) > O, 
z 
B 
d-1 Vs.e S . 
d-1 s . 
Q(s) 
-Como B + C D = B. segue que Q(s) = <As,s> + L __ (s). Vs E z z -
B 
Sejam m o minimo e M o máximo da função L_ . Então, a + m :s 
1 
d-1 
:s a + M, Vs e S . 
d 
Se a + m > O, Q(s) > O, Vs e sd-1• 
1 
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B 
Se a + m < O, seja k > 1 tal que k2m + a > O. 
1 i 
Tomando B = J.cã, o mlnimo de L .. D é k m. Logo, Q(s) il!:: a + 
1 ~1 1 
k2m > O, Vs e Sd-1• 
Portanto, sempre existe um controle que desestabiliza a 
equação (S ). 
1 
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