Self-assembly by phase separation is emerging as a powerful and ubiquitous mechanism to organize and compartmentalize biomolecules in cells. Most of the proteins involved in phase separation have a fixed number of binding sites, i.e., fixed multivalency. Therefore, extending theories of phase separation to multivalent components with a fixed number of binding sites is an important challenge. In this work, we develop a simple lattice model for a three-component system composed of two multivalent proteins and the solvent. We show that interaction strength as well as valency of the protein components determine the extent of phase separation, whereas valency alone determines the symmetry of the phase diagram. Our theoretical predictions agree with experimental results on a synthetic system of proteins with tunable interaction strength and valency.
Self-assembly by phase separation is emerging as a powerful and ubiquitous mechanism to organize and compartmentalize biomolecules in cells. Most of the proteins involved in phase separation have a fixed number of binding sites, i.e., fixed multivalency. Therefore, extending theories of phase separation to multivalent components with a fixed number of binding sites is an important challenge. In this work, we develop a simple lattice model for a three-component system composed of two multivalent proteins and the solvent. We show that interaction strength as well as valency of the protein components determine the extent of phase separation, whereas valency alone determines the symmetry of the phase diagram. Our theoretical predictions agree with experimental results on a synthetic system of proteins with tunable interaction strength and valency.
Introduction: There has been growing interest in phase separation in biological cells where intra-cellular proteins and RNA (Ribonucleic acid) form membraneless mesoscale compartments [1] [2] [3] [4] . Examples of these biomolecular assemblies include germline-granules [5, 6] , stress (responsive) granules [7] [8] [9] [10] [11] [12] or chromatincondensates [13] and their functions have been implicated in many cellular processes [2, 14] . The conditions under which biomolecules in aqueous solution form condensed domains as opposed to being homogeneously dispersed is an intriguing question of current interest [2, [14] [15] [16] . Recent studies show that membraneless organelles, or biomolecular condensates, form via phase separation [2, 15] . Whether this is a quasi-equilibrium process or is driven by biochemical reactions [17, 18] depends on the system.
A quantitative understanding of even equilibrium phase separation within living organisms is challenging due to our incomplete knowledge of the components and their interactions. In addition, biomolecular condensates often comprise biological molecules with fixed valence, i.e., whose structure allows specific bonding interactions with a fixed number of other molecules. The valency provides an additional control parameter that governs the condensation process as well as its physical properties [2] and biological functions [19, 20] . For example, increasing the multivalence of a FUS protein by attachment to a ferritin triggers its phase separation in cells [21, 22] . Conventional theories of phase separation assume that particles interact equally with all their nearest neighbors. In this case, the free energy is easily computed and predicts the phase diagram [24, 25] . For particles and solvent molecules of approximately the same volume, the critical concentration is at a volume fraction of 1/2. On * Electronic address: saroj@tifrh.res.in † Electronic address: meta.heidenreich@weizmann.ac.il ‡ Electronic address: emmanuel.levy@gmail.com § Electronic address: sam.safran@weizmann.ac.il the other hand, for particles that self-assemble into polymers and then interact, Flory-Huggins theory [26] predicts a critical concentration that scales as N −1/2 , where N is the polymerization index. For large N , the system phase separates at very small volume fractions when the polymers are not compact, but fractal, with many possible interaction sites. In between these two limits of equal interactions with all nearest neighbors and polymers, we have the case of finite multi-valency, larger than two (as for polymers) but smaller than the number of nearest neighbors. If the polymers can also branch, we have the classical theory of gelation by Flory and Stockmayer (FS) [23, 27, 28] where the multivalency accounts for branching. However FS theory is applicable for the percolation threshold for gelation, which is a geometric property whereas, we are interested in the phase separation process which is thermodynamic in nature. A treatment of multivalency (that is not fixed) that gives rise to both phase separation and percolation can be found in Ref. [29] . Progress along this direction, to include fixed multivalency in the phase separation process, comes from molecular-dynamics simulations of patchy particles [30, 31] , from the extension of Wertheim theory [32] [33] [34] [35] , as well as from detailed lattice-based Monte-Carlo simulations of model biological proteins [36] [37] [38] . In this work, we develop a lattice model, where the excluded volume effect is in-built and leads to a much simpler analytical theory. Our approach is complementary to these latter approaches and useful for insights as it reveals the underlying basic physical mechanism.
In this paper, we predict and present measurements of the phase separation process into dense and dilute regions of a three-component system, consisting of the solvent and two proteins, one of which is divalent and another with valence greater than two. In the rest of the paper, the term multimer refers to proteins with fixed valency that is greater than two. The multimers interact among themselves via the second protein, which links two multimers, as schematically shown in Fig. 1 for a tetrameric multimer, a dimer and the solvent molecules. Experimen-
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Dimer Solvent tally, we genetically encode such a pair of proteins and monitor their expression and phase separation in cells, as described in Ref. [39] . Briefly, the interaction geometry, or valency, and interaction strength are fixed by design of the proteins. The dimer and tetramer are coexpressed in the cytoplasm of yeast cells and undergo phase separation at high enough concentrations into coexisting dilute and dense phases. Protein concentration in the dilute phase is quantified by fluorescence microscopy and can be compared with our theory. Theoretically, we predict the phase diagram topology and symmetry for the association of such multimers via dimers. We find that the phase boundaries enclosing the coexisting regions form a closed loop and depend in a crucial manner on the valence and relative interaction strengths between the dimers and multimers (Fig. 2 ). We therefore focus on the phase diagrams as a function of the dimer and multimer concentrations at various interaction strengths ( Fig. 3 ). The multivalency is responsible for the fact that the symmetry of these coexistence curves depends on the multimer-dimer ratio ( Fig. 4 ) which is different from closed-loop phase diagrams in the temperature-solute concentration plane for hydrogen-bonding systems [40, 41] . Our theory predicts that the minima (minimum distance from the origin) of the phase diagrams vary exponentially with interaction strength, which is in good agreement with experimental data ( Fig. 4 ). We also elucidate how multivalency promotes phase separation ( Fig. 5 ).
Theoretical model: We formulate a statistical mechanical description of the system of multimers and dimers, which we solve within a mean-field approximation. Since the focus of the experiments is on the topology and symmetry of the phase diagrams as a function of the two concentrations, the corrections to mean-field theory very close to the critical points are not of interest here and a mean-field description is appropriate. Moreover, the fact that these systems show phase separation in-vivo, where the temperature is fixed, means that one should focus on variations of only the compositions, valence and to some extent, the interaction strengths. We designate the dimers by A and the multimers by B. The proteins in the experiments are designed so that only AB interact to an appreciable extent [1, 39] . Moreover, the dimensions of the proteins are chosen such that two interaction sites of A should not interact with two sites of the same B molecule. Therefore, phase separation proceeds through intermolecular associations between A and B.
For concreteness, we consider the particular example of a dimer and a tetramer being the A and B particles respectively and the rest of the system is denoted as the solvent S. To develop the mean-field theory of the system, we consider a lattice model where the A molecules occupy only the bonds and the B molecules occupy only the sites of the lattice. Solvent molecules, S, can occupy either the bonds or sites as schematically shown in Fig.  1(a) . We denote the total number of sites by N s and the total number of bonds as N b . Since the B molecules have four interaction sites each, we consider a square lattice, where N b = 2N s and the total number of bonds and sites in the lattice is 3N s . The system contains a total of N A 0 A molecules and N 0 B B molecules. Since all the sites and bonds of the lattice are occupied, conservation dictates that there must be 2N s − N 0 A S molecules on the bonds and N s − N 0 B on the sites. Modeling the experimental phase diagrams requires inclusion of manybody interactions to account for the finite valency, even in mean-field theory [43, 44] . To do so, we proceed in two separate stages. First, the A and B molecules associate with each other forming complexes, and second, the complexes interact among themselves as well as with the free B molecules (i.e., those not associated with any A) leading to phase separation. To simplify the problem and obtain physical insights, we make a mean-field approximation where the complexes interact with the average concentration of B molecules that occupy the lattice sites. For the particular case of tetramers and dimers, there can be four different complexes: C i with i = 1, 2, 3, 4, where C i denotes a configuration with i A molecules associated with one B molecule as schematically shown in Fig. 1(b) . To illustrate the basic mechanism of the phase separation, we focus on the two shaded regions R1 and R2 in Fig. 1(a) . They both contain the same number of particles, one A, two B and two S. However, when the attractive interaction between A and B is strong, the configuration in R2 has lower binding-energy compared to that in R1. Thus the A and B particles phase separate from the solvent, though this process is restricted by entropy, which tends to make the system homogeneous and favors R1. The competition between the enthalpy term, which favors R2, and the entropy term, which favors R1, can cause the system to phase separate into dense and dilute phases or remain in a homogeneous, single phase, when the entropy dominates the interactions.
After the complexes have formed, the dimensionless concentration (the fraction of bonds occupied by free A molecules) of free A molecules is ρ A = N A /N b where N A is the number of free A molecules that are not involved in the form of complexes. Similarly, ρ B = N B /N s is the dimensionless concentration (fraction of sites occupied by free B molecules) of free B molecules. Note that we normalize the concentrations such that the maximum concentrations of either the A or B molecules can be unity. The concentrations of total A and B molecules are defined as ρ 0 A and ρ 0 B respectively, and the concentrations of the ith complex as γ i . Then, the total free energy, f , per site is calculated in units of k B T , where k B is the Boltzmann constant and T , the temperature (as shown in detail in the supplementary material (SM)) is
where J i = i × J is the gain in free energy (in units of k B T ) due to formation of the complexes and J BB is a parameter governing the change in interaction when both sides of the dimer are attached to B molecules compared to only one side of it being attached to a B. Note that we have treated the solvent on the sites and on the bonds as two different states, since the volumes occupied by A and B molecules can be different. Results: We consider J BB = 0 and comment on nonzero J BB later. Conservation of the A and B molecules respectively implies that
For a given value of interaction strength J, we first minimize f with respect to γ i 's. This leads to four equations that we solve simultaneously to obtain the γ i 's in terms of ρ 0 A and ρ 0 B and then obtain the phase diagrams (see SM for details). The phase diagrams are functions of the interaction strength J, ρ 0 A and ρ 0 B , and therefore, are threedimensional. We can plot the phase diagrams in 2d as a function of A and B concentrations, at a fixed value of J. For small values of J, there is no phase separation, as J increases and crosses a certain value (depending on valence), phase separation takes place. We find a closed loop phase diagram with two critical points as shown for J = 5.5 in Fig. 2 where the x-axis is the concentration of the interaction sites of A and the y-axis is the concentration of the interaction sites of B. The reason for choosing these as the variables, as opposed to the concentrations of A and B, is that we expect maximum phase separation when the concentrations of the interaction sites (and not the proteins) is stoichiometric. The outer boundary, marked by the circles is the binodal line and the dotted line is the spinodal. Phase separation takes place inside the binodal region where dense (red circles) and dilute (blue circles) regions coexist in the same system, whereas outside this boundary, the system remains homogeneous. The two stars mark the critical points where The circles are the binodal with blue and red circles denoting the dilute and the dense phases respectively. If the system parameters are inside this region, the system phase separates into coexisting dilute and dense phases. The lines are the tielines, whose end points give the coexisting dense and dilute phases. The dotted line is the spinodal that gives the limit of metastability; if the parameters are inside this region, then phase separation is spontaneous. The two green stars denote the two critical points where the tie line length vanishes and the two coexisting phases become identical. concentrations of dense and dilute regions become identical. The lines connecting the dense and dilute regions are the tie-lines, whose end-points give the concentrations of the two coexisting regions. If the interaction strengths and concentrations bring the system inside the spinodal region, the uniform solution is unstable, and phase separation occurs via spinodal decomposition along the tie lines. On the other hand, if the system lies between the spinodal and the binodal regions, phase separation proceeds through nucleation and growth [24, 29, 45] .
In Fig. 3 , we show the experimental data for concentrations of the two proteins inside cells that do not have any condensates; in this case, the data from the many cells with different protein concentrations depicts the part of the binodal that delineates the dilute phase [39] . Although the qualitative experimental phase diagram is a closed-loop, we compare only the dilute part of the phase diagrams with theory since quantitative measurement of the dense phase is challenging due to limited axial resolution of the microscope, fluorescence quenching as well as foster energy transfer effects. In the experimental system, A and B interact with high affinity, on the order of 100 nM or ∼ 15k B T [39] . However, solving the theory numerically at such interaction affinities is infeasible due to numerical instabilities (see SM). Therefore, only a qualitative comparison with the experimental data for the entire phase diagram is possible. Fig. 3 shows that the shapes of the phase diagrams for the dilute regime are similar. As we increase the interaction affinity between A and B, the minimum distance of the binodal to the origin, ∆, decreases. At the same time. the area inside the binodal increases, meaning that phase separation is enhanced.
For a two-component system, the concentration of the dilute phase for large values of J, decreases exponentially (see SM) and we expect a similar behavior for the three component system. We plot ∆ derived from numerical solution of the theory (stars) as well as values of ∆ derived from experiment (circles, see SM for details) in Fig.  4(a) . We fit the theoretical data for larger values of J and find ∆ ∼ exp(−J/2). Due to a difference of concentration units between experiments and theory, we divide the experimental concentrations by a constant factor to plot them on the same axes. We expect maximum phase separation when concentrations of interaction sites for the two species are equal. To test this hypothesis, we plot the phase diagrams for several values of J as functions Fig. 4(b) where [O] is the concentration of interaction sites of species O. As J increases, we expect the line connecting the maximum and the minimum of the phase diagrams to lie on the zero of the abscissa, which we indeed observe ( Fig. 4(b) ).
We next investigate the role of interaction affinity in the phase separation process. When the affinity is high, the system will use more A particles to associate the B particles as schematically shown in Fig. 1(a) . As detailed in the SM, when the affinity of the dimer A to the multimer B is weak, the probability of complex formation is small, whereas for large binding strength, the system tends to use nearly all the A molecules to form bound complexes with B. These complexes then interact with the free B particles, or with other complexes and form the dense region in the system. We now discuss the role of fixed valency. For concreteness, we consider two different systems where the multimer has a valency either equal to 4 (tetramer) or 6 (hexamer), both with dimers and solvent (see SM for details) on a cubic lattice. Each multimer can have six possible neighbor dimers on the bonds and the hexamers can interact with all of them. However, the tetramers can only interact with four of them and this restricts the phase separation in the system. All other parameters being equal, we find that the system with hexameric B molecules enhances phase separation. That is, a larger range of concentrations drives phase separation in the case of the hexamer when compared to the tetramer. For example, for J = 2.85, there is no phase separation in the latter, whereas the former phase separates. We show the spinodal phase diagrams in Fig. 5 for J = 2.85, 2.9 and 3.0 for the two systems. The extent of phase separation for the system with hexamer is larger compared to that with tetramer (i.e., the area of the phase diagrams is larger) for a certain value of J.
We now comment briefly on the role of the additional interaction, J BB in Eq. (1). If associating a B molecule with an A molecule that already has a B attached to it costs more energy compared to associating a B molecule with a free A, then this parameter is non-zero (we assume that this term is equal to zero in the experimental system). For the purpose of this work, we point out that a small value of J BB does not introduce any qualitative difference in the phase separation scenario. However, a large value of J BB hinders phase separation even though complexes form. Conversely, a negative value of J BB would enhance phase separation.
In summary, we have presented a formalism to predict phase separation in a three-component system of multi-valent proteins where one of the components is dimeric and the other has a larger valence. While we have shown results for tetramers and hexamers, the theoretical approach can be extended to other systems. The theory is motivated by and compared with experiments on cytoplasmic phase separation inside yeast cells where the phase separating proteins are synthetic and foreign to those cells [39] . Since these proteins are not expected to interact with the intrinsic proteins of the cells, the experimental system allows more control over interaction strengths and valency of the system. In most cases of intra-cellular phase separation, the details of proteinprotein interactions are not known and our experimental system, along with the analytical theory should be viewed as a step towards a quantitative understanding of the phase separation process in-vivo.
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We are interested in the phase separation process of a three-component system consisting of a linear molecule A with two interaction sites, a multivalent molecule B with valency (i.e., interaction sites) q = 4, 6, 8, 10, . . . and the solvent. The system is designed [1] such that the molecules interact exclusively intermolecularly and the two interaction sites of the same A molecule can not interact with two sites belonging to the same B molecule. To develop the mean-field theory for the system, we consider a lattice model (see Fig. 1 in the paper) where the A molecules can occupy the bonds and B molecules occupy the sites of the lattice. Solvent molecules, S, can occupy either the bonds or the sites as schematically shown in Fig. 1 in the paper. We define the total number of sites as N s and the total number of bonds as N b . For concreteness, we consider a square lattice and q = 4 for the B molecules (that is, a tetramer), however, the formalism is more general. For the square lattice, N b = 2N s and the total number of bonds and sites in the lattice is 3N s . We consider that there are a total of N 0 A A molecules and N 0 B B molecules. Since all the sites and bonds of the lattice are occupied, conservation dictates that there must be N b − N 0 A = 2N s − N 0 A S molecules on the bonds and N s − N 0 B S molecules at the sites. As we discussed in the main text, the phase separation involves two steps: (1) the A and B molecules associate with each other forming complexes, and (2) the complexes interact with the B molecules leading to the phase separation. For tetramers, there can be four different complexes: C i with i = 1, 2, 3, 4 where C i represents a complex with i distinct A molecules being associated with a B molecule as shown in Fig. 1 . The concentration of free A molecules is ρ A = N A /N b where N A is the number of free A molecules that are not associated with any B molecules. Similarly, ρ B = N B /N s is the concentration of free B molecules. Note that we normalize the concentrations such that the maximum concentrations of both A and B can be unity. In other words, we define the concentrations as the ratio of the numbers of interaction sites on all the A and B molecules divided by twice the number of bonds and sites respectively (since each interaction is shared by two molecules), for tetramers, each molecule has four such sites and for dimers, each molecule has two such sites. The total concentrations of A and B molecules are defined as ρ 0 A and ρ 0 B respectively. We define the concentrations of the ith complex as γ i .
The B molecules occupy the N s sites of the lattice and the A molecules the N b bonds and we define M = N a +N b as the total number of locations. Then, we can write down the entropic part of the total free energy per total of sites and bonds as
where we have distinguished among the solvent molecules that are located at the bonds and at the sites, byt the third and fourth terms of Eq. (S1). The numerical factors in the entropic contributions of the complexes come from the simple counting of the number of ways of associating the A molecules with the B molecules. We ignore the rotational contributions to the entropy. The attractive association of a A molecule with a B molecule reduces the free energy and J i is the reduction in free energy per total of sites and bonds associated with the formation of the ith complex. In our mean-field approximation, the complexes interact with the average number of B molecules in the system, which can lead to phase separation. Then, the interaction part of the free energy per total of sites and bonds can be written as
where we have made a mean-field assumption for mathematical simplicity that the complexes interact with the available B molecules on the sites. J BB is non-zero if the energy of associating a B molecule with the interaction site of a A molecule that already has a B molecule associated with the other end of the A dimer, compared with a A molecule attached to a single B is different. It appears that a good, semi-quantitative description of the experiments is obtained even if we set J BB = 0 (see main text and Discussion).
Therefore, the total free energy per total of sites and bonds, f = F/M , where F is the total free energy, can be written as sum of Eqs. (S1) and (S2) as
where ρ A = ρ 0 A − (γ 1 + 2γ 2 + 3γ 3 + 4γ 4 )/2 and ρ B = ρ 0 B − (γ 1 +γ 2 +γ 3 +γ 4 ) are the concentrations of the interaction sites of free A and free B as we explained above. We first must minimize this free energy with respect to all of γ i 's, which predicts the equilibrium concentrations of the complexes in terms of total concentrations of A and B molecules.
A direct minimization to find the different γ i 's is difficult, even numerically, because of the nonlinear equations arising as a result of the minimization. Therefore, we first cast them in an algebraically simpler form before solving them numerically. Minimizing the free energy, Eq. (S3), with respect to γ i , i = 1, 2, 3, 4, after a slight mathematical manipulation,leads to the following four equations 
From these equations, we obtain γ 1 = XY α/4, γ 2 = 2αXγ 1 /3, γ 3 = α 2 X 2 γ 1 and γ 4 = 4α 3 X 3 γ 1 . Replacing these relations back in the definitions of X and Y leads to
We now numerically solve these equations for X and Y for given values of ρ 0 A and ρ 0 B and obtain γ i 's from Eqs. (S5). Since we will have to differentiate the free energy to find the binodal and spinodal, we use interpolation (we use the in-built function ListInterpolation of Interpola-tionOrder (3, 3) of Mathematica [2] ) to obtain analytical forms for the γ i 's and insert those in the expression of the free energy, Eq. (S3). Next we proceed through the usual procedure, as detailed below in Sec. B, to obtain the phase diagrams for the system for a particular value of the interaction strength J .
Appendix B: Calculation of the spinodal, binodal and critical points
For the purpose of this section let us consider J BB = 0 and J is the interaction strength. Let us consider the free energy f (φ A , φ B , J) of a three-component phase separating system where φ A and φ B are the concentrations of the two types of proteins in the single homogeneous phase and the solvent density is (1 − φ A − φ B ). We want to obtain the spinodal line and the critical points at fixed J and write f (φ A , φ B , J) ≡ f (φ A , φ B ). At each point of the phase diagram as a function of φ A and φ B , we examine the changes in the free energy in various directions in the (φ A , φ B ) plane. If the free energy of a point (φ A , φ B ) in the single-phase region is decreased by going in a certain direction that point is unstable to phase separation and represents a point on the spinodal curve. At each point, we define a unit vectorv = (dφ A , dφ B )/ [(dφ A ) 2 + (dφ B ) 2 ], which can be rewritten asv = (1, n)/ (1 + n 2 ), where n = dφ B /dφ A . Along a particular directionv, we can expand the free energy around a reference point
(S1) The first term in right hand side (RHS) is a constant and second term cancels with the chemical potential. The second order derivative, that is the third term in RHS, vanishes at a spinodal and the third order derivative, the fourth term, vanishes at the critical point [3] . The gradient of the free energy in the direction ofv can be written as (1/ √ 1 + n 2 )(∂/∂φ A + n∂/∂φ B ). Then the second order derivative can be obtained as
For stability, the second derivative in Eq. (S2) must be positive definite (for any value of n). Treating Eq. (S2) as a quadratic form in (1, n) , implies that the discriminant must be positive and the limit of stability, the spinodal is given by
Using this condition in Eq. (S2), we obtain n as
The third derivative is obtained as
(S5) Using Eq. (S4) for n, we obtain the desired condition determining the critical point as
Eq. (S3) gives the spinodal and the intersection of Eq. (S3) and (S6) gives the critial point since both these conditions must be satisfied at the critical point.
To obtain the binodal, we must look at the two phases; the dilute phase designated as (φ (1) A , φ (1) B ) and the dense phase, (φ (2) A , φ (2) B ). The chemical potentials of species A and B are given as
and the pressure is given by
In equilibrium, the chemical potentials of the two regions as well as the pressures must be equal. Thus, we have the following three conditions:
For the binodal we have four variables, two densities in each of the dilute and dense phases, and we have three conditions above, therefore, considering one variable as a parameter, we obtain the corresponding values of the other three variables using Eqs. (S9) and thus, obtain a line as shown in Fig. 2 in the paper.
Appendix C: Roles of the complexes
As we discussed in the main text, we need to consider multi-particle interactions to model the experimental system. In order to include such interactions within a mean-field lattice model, we proceed in two separate stages. The A and B particles associate with each other to form the various complexes where different number of A molecules associate with the B molecules. As shown in Fig. 1(b) in the main text, for solutions of tetramers, dimers and solvent, there are four possible complexes, C i with i = 1, 2, 3, 4, where C i is defined as i number of A molecules being associated with a B molecule.
We next examine the scenarios of small and large interaction strengths J (relative to k B T ). In Fig. S1 we show the concentrations of free A and B and those for the four complexes as functions of the concentrations of the A and B interaction sites (see above). Phase separation takes place for this system around J ∼ 3.0; Figs. S1(a)-(f) are for J = 0.3 and (g)-(l) for J = 4.5. When the interaction is very small [ Fig. S1(a) ], there is a substantial amount of free A in the solution even when there are abundant B molecules [ Fig. S1(b) ], as expected. The concentrations of the complexes is also relatively small compared with the situation of very strong interactions as seen in Figs. S1(c-f) and S1(i-l) respectively. Fig. S1(g) and (h) shows that when the interaction is very strong, almost all of A molecules are associated with B molecules in complexes when there are abundant B molecules in the solution. The line showing the efficient use of A molecules gives the symmetry line where phase separation is maximal -i.e., the tie line joining the two coexisting phases is longest. This line shows up in the formation of the complexes [ Fig. S1 ] as well as in the binodal and spinodal phase diagrams. This is the point we have schematically alluded to through the two shaded regions, R1 and R2 in Fig. 1(a) in the paper.
Appendix D: Role of valency: comparison between two mixtures consisting of tetramers and hexamers
To compare the role of valency in the phase separation process, we consider two separate mixtures; one consisting of hexamers, dimers and solvent and the other of tetramers, dimers and solvent. For the mixture of hexamers, there can be six different complexes whose concentrations are denoted as γ i with i = 1, . . . , 6. We consider a cubic lattice, where the free energy f hex per location 
Going through a similar algebra as detailed in Sec. A, we obtain the concentrations for the complexes as γ 1 = XY α/6, γ 2 = 2αXγ 1 /5, γ 3 = 3α 2 X 2 γ 1 /10, γ 4 = 2α 3 X 3 γ 1 /5, γ 5 = α 4 X 4 γ 1 and γ 6 = 6α 5 X 5 γ 1 along with
On the other hand, the free energy, f tet , per location M for the mixture of tetramer on the same lattice is obtained as
After minimizing the free energy with respect to each of the γ i , we obtain the concentrations for the complexes as γ 1 = αXY /4, γ 2 = 2αXγ 1 /3, γ 3 = α 2 X 2 γ 1 and γ 4 = 4α 3 X 3 γ 1 along with the definitions of X and Y as X = ρ 0 A − (γ 1 + 2γ 2 + 3γ 3 + 4γ 4 )/3 Y = ρ 0 B − (γ 1 + γ 2 + γ 3 + γ 4 ).
After a numerical solution of the equations for the concentrations of the complexes, we obtain their analytical forms via interpolation. Substituting these analytical expressions in the free energies, we obtain the phase diagrams through the procedure detailed in Sec. B. We have reported the spinodal phase diagrams in Fig. 5 in the main text of the paper and the binodal phase diagrams simply follow the spinodal phase diagrams.
