ABSTRACT Vision-based myoelectric prosthetic hand uses a camera integrated into its body for object detection and environment understanding, where the results provide necessary information for grasp planning. It is expected that the semi-automatic prosthesis control can be realized with this method. However, such a control method usually suffers from heavy computation due to the requirement of real-time image processing to keep up with the arm movements of the user. This paper presents a distributed control system that assigns heavy processing tasks to one or multiple processing nodes through the network, which greatly reduces the computation burdens of the processor embedded in the prosthetic hand. In this control scheme, the embedded system in the prosthetic hand is only used for gathering necessary data for grasp planning, while the processing nodes in the network are responsible for processing and managing the collected data. A test platform is built to verify the proposed control scheme. The test platform streams user electromyography (EMG) signals and images simultaneously to the GPU server. The GPU sever analyzes the received data and generates the corresponding motor commands in real time. A case study that uses a 3-DoF gripper to continuously grasp several objects is performed using this test platform.
I. INTRODUCTION
The intuitive control of a prosthetic hand can be realized through electromyography (EMG), where the electric signals from the arm muscular are classified into several movement patterns representing the human intentions [1] - [3] . The more the patterns that can be recognized from the EMG signals, the greater the number of motions can be performed by dexterous prosthetic hands. Even though a variety of features and optimized classifiers have been extensively developed, the number of patterns that can be reliably recognized is still limited [4] , [5] . In addition, it is usually hard to find a general pattern recognition model due to the movement patterns differing from person to person [6] . These shortcomings hinder the further development of EMG-based prosthetic hand.
Some external sources are also considered to control a prosthetic hand. For example, inertial sensors (e.g. accelerometers and gyroscopes) have been incorporated in prosthesis control systems to provide motion-related
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information, such as postures and positions of user's limb [7] - [9] . Fukuda et al. presented a method of gathering information not only from the motion of user's arm but also from the target object and its surrounding environment [10] . These studies improve the ability of discriminating movement patterns in terms of number, reliability and robustness, but the fusion of the multimodal input makes the control system far more complex than before.
Besides the motion information from inertial sensors, another alternate input for prosthesis control system is vision. The vision-based control system accepts an image or live video stream from a camera as input and extracts necessary information from which grasp decisions are made. The camera is usually fixed on the prosthetic hand and moves along with the hand. Due to the revolution of deep learning in computer vision field [11] , the study of vision-based prosthetic hands has developed rapidly in recent years. Došen et al. built a control system that uses an ultrasound distance sensor and a web camera to locate the target object and estimate its size, thus determining the grasp type and size [12] . In our previous research, we created a dataset including images of 20 classes of objects and trained a convolutional neural network (CNN) model on the dataset [13] . The grasp posture was selected from a set of predefined posture candidates according to the classified object class. Shima et al. combined a depth sensor with an RGB camera to acquire the spatial information of the object. The spatial information are fed into a CNN for shape classification [14] . This study achieved a higher classification accuracy by feeding depth information as auxiliary input to the CNN network. In the study of DeGol et al. they tested a CNN model on an embedded development kit called Jetson TK1 to perform automatic grasp selections [15] .
A typical control flow of the vision-based control introduced above follows four steps: 1) capture the grasping scene and collect EMG signals from the user, 2) extract necessary information (e.g. category, size, distance) of the target object from the image, 3) select grasp postures from predefined candidates, 4) trigger the grasp motion using the EMG signals [12] - [17] . In this control scheme, the user needs to wait, pending the recognition result of the target object. Since the system accepts the image or the live video feed as input, the processing consumes a large amount of computation resources. Especially most recent studies try to apply the deep CNN model on the input images, which aggravates the computation burden.
To solve this problem, the study presents a distributed control scheme that assigns the tasks to multiple processing nodes over the local network. In this control scheme, the sensor date including EMG signals, images and other modality data are collected, synchronized and streamed to the computation nodes. The computation nodes do all the analysis and feedback the motor commands to control the prosthesis. The system relieves the burden of the embedded controller by distributing the processing tasks to multiple computation nodes. In addition, the computation node also acts as a data server. It manages the deep learning model, the property of target object and even the grasp postures. The proposed method is expected to be a general framework that more advanced and complex vision-based prosthetic control system can be built on.
The remainder of this paper is organized as follows: Section II explains the concept of the proposed distributed control system. Section III introduces a developed test platform based on the proposed method. Experiments conducted on the test platform and the results are presented in section IV. We then draw some conclusions and outline the future work in Section V.
II. CONCEPT OF THE DISTRIBUTED CONTROL SYSTEM
The proposed control scheme is shown in Fig. 1 . Basically, it has two main parts: client and server. The client is installed upon a prosthetic hand and moves as the user moves. The processing unit of the client connects several sensors to help the prosthetic hand sensing the immediate environment. Among these sensors, the imaging sensor plays the most important role in acquiring the external information. EMG electrodes are used to record muscle activities in real-time. Since prosthetic hand is an extension of human body, its control should reflect the user's intention. The EMG signals can help the user to express his intention into the control system. Inertial measurement unit (IMU) sensor is an auxiliary input source. It provides position and orientation of the camera which are further used for image analysis. The data from these sensors are collected, synchronized and then sent to the sever side for processing, then the sever returns motor commands after analyzing the received data.
The server is in the same local network or other networks that can be accessed through the internet. It has multiple GPU computation nodes and a database. Each GPU node performs parallel computing to accelerate data processing. The processing tasks can be assigned to multiple GPU nodes. The server has a set of algorithms used to process the received image and other auxiliary input. The state-of-the-art control systems for vision-based prosthetic hands deploy deep learning algorithms on the received images. In these systems, the images are fed into a CNN network and the output is the necessary information for planning a grasp. The information can be the property (e.g. size, shape, category) of the target object or the relative spatial relationship (e.g. orientation, distance) between the prosthetic hand and the object. Another function of the server is data management. It manages the motor commands, deep learning model and the property of the target objects.
In the proposed control scheme, the client senses the world and drives the motors, while the server processes the data and generates motor commands. The presented control scheme works exactly in accordance with what we human beings do when they grasp an object: see the object, make a plan to grasp the object and then orientate the hand. Server is the head, it stores information and processes the data. Client is the nervous system, it senses the environment, transmits the data and executes the commands.
III. DISTRIBUTED CONTROL SYSTEM
A test platform was built to verify the validity of the proposed control scheme. The test platform is a concrete representation of the abstract concept introduced in Section II. It does not intend to build an embedded control system for real prosthetic VOLUME 7, 2019 FIGURE 2. System structure of the test platform.
hand but focus on achieving basic functions and verifying the ideas.
Fig . 2 depicts the system structure. In the client side, Raspberry Pi is responsible for data exchange with the server: collect the sensor data and receive the motor commands. It receives EMG signals from Myo armband (Thalmic Labs) and image sequence from a web camera. Myo armband is a wearable device featuring eight electrodes for measuring forearm EMG signals [18] . Its communication with Raspberry Pi is achieved through a Bluetooth interface. The collected data are packaged into sockets and sent to the server for further processing. The server is in the same Wi-Fi network with the client. Myoelectric control module processes the EMG signals to estimate the user intention. The estimated intentions will trigger some specific actions. Object detection module recognizes and localizes all the potential grasping objects from the image sequence and then suggests the most possible one to be the target object. A predefined grasping posture will be selected on the basis of the identified object. The trigger signal from myoelectric control module and the selected posture from the object detection module together determine the motor control commands. The motor commands are sent back to the client. Arduino Uno serves as the stepper motor controller. It outputs PWM signals according to the generated motor commands to control a three-DoF gripper. Its three motors correspond to six forearm motions: supination/pronation, wrist flexion/extension, and hand opening/closing. The gripper is a representation of prosthetic hand in the test platform. The environment of the test platform is shown in Fig. 3 . The details of the myoelectric control module and object detection module will be introduced below.
A. MYOELECTRIC CONTROL MODULE
Myoelectric control module is used to generate trigger signals by estimating the user intention. User intention mainly includes the desires to grasp an object, give up grasping halfway and close the hand when the relative orientation of the hand with respect to the object is ready. Users can be trained to control the muscular contraction level and thus the contraction level reflects the intentions. The sum of EMG signals (rectified and filtered) from eight channels, E sum , is defined as the muscular contraction level. At the very beginning, the myoelectric control module needs initialization to find the maximum E sum : the user is asked to contract forearm's muscles as much as possible within ten seconds. The maximum E sum in this period is denoted as E max . E max is a constant and used to normalize E sum into range [0,1] using the equation:
54544 VOLUME 7, 2019 where L is the normalized contraction level, E d denotes the EMG signals sampled at electrode channel d, and t is the sampling time. During the working state, the raw EMG signals measured by Myo armband are first rectified and passed through a moving average filter. The normalized contraction level is then calculated to recognize whether the user intends to trigger a control or not by comparing it with thresholds. Two thresholds, θ a and θ b (θ a < θ b ), are set to trigger two actions. If x exceeds θ a , the control system triggers the object detection module to begin receiving image sequence. If x exceeds θ b , the control system triggers the system to activate the servos performing a grasp. Fig. 4 demonstrates the process from acquiring raw EMG to generating trigger signals.
B. OBJECT DETECTION MODULE
Object detection module accepts the image sequence as input and outputs the suggested grasp posture. In the first step, the module tries to detect and localize all the potential objects in the image. The object detector used in the test platform is a one-stage method: detect bounding boxes and class probabilities directly from full images in a single CNN. Its architecture is depicted in Fig. 5 . It is mainly composed of 3×3 convolutional filters and pooling layers. The network first extracts features from an entire image using the convolutional architecture (backbone), then the features are used for bonding-box recognition including coordinates regression and class classification. Its architecture is modified from YOLO network which is a real-time object detection network [19] . YOLO was designed to detect a large number of classes of objects, so it uses a very deep backbone to extract more complex and abstract features for bounding-box recognition. But in our case, the object detection module in the test platform only needs to detect a few specific objects instead of their classes, which does not need a deeper backbone. Therefore, the backbone of our network has only 13 convolutional layers while the original YOLO network has 53 convolutional layers. Five common objects in daily life are selected as the grasp targets. They are cup, bottle, hole punch, spray bottle and ball. They are selected because they correspond to different grasp postures. A dataset with around 120 images per object was created for training and evaluating the object detection module. The images were taken in different view angles, distances and backgrounds. Each image contains one or multiple objects randomly. Some picture samples are shown in Fig. 6 . The dataset were split into two parts: 80% for training and 20% for validating. Because the network uses a relatively simple backbone, it is easy to converge and no need to pretrain VOLUME 7, 2019 FIGURE 6. Some picture samples selected from the dataset.
the backbone on another image dataset. During the training phase, the input images are randomly scaled and resized to 416 × 416 for the requirement of the network. For augmentation, hue jitter and saturation jitter are randomly added to the training images. Batch normalization is performed to speed up learning and reduce overfitting. The training policy follows the rules in [19] . Two GPU computation nodes (GeForce GTX Titan X and GeForce GTX 970) are installed to accelerate the training process.
The metric of mAP (mean average precision) is used for evaluating the model performance. When the intersection over union (IoU) threshold is set to 0.5, the network achieves 95.76% mAP. The network also achieves 28.6 frames per second (FPS) when it is used to detect the objects in real-time using a webcam on the GTX Titan X GPU. Compared to the original YOLO, the network has higher inference speed but almost the same accuracy performed in our dataset. In addition, the network model is light-weight and only consumes 2.2 [GB] GPU memory when inferencing an image.
The second step is to select a grasp target among many object candidates since there may be more than one object recognized in the first step. A simple rule is made to determine the target. Among all the predicted bounding boxes, the one which is the closest to the geometry center of the image is determined as the grasp target. The Euclidean distance between the center of the bounding box and the centre of the image is calculated for all the detected objects. The undetected objects are considered locating in the infinite place and their euclidean distance is an infinite number. The architecture of the network used for for object detection sorts the detected objects accordingly to their distances. To make this process more general and intuitive, we propose a new concept termed as target object probability to describe how likely it is for an object to become the target. It is defined by
where d i is the distance of the i-th object, p i is the probability of the i-th object becoming the grasp target, n is the number of the objects that can be detected by the model.
Obviously, p i meets following equation:
The detected object with the highest target object probability is the grasp target. The last step is to determine the grasp posture. Grasp postures are predefined and they are designed based on the object shape. When the target object is determined, the corresponding grasp posture is then selected from the posture candidates.
IV. EXPERIMENT
The main work of this study is the proposal of a vision-based prosthesis control model that reduces the computation burden by assigning most of the the computation tasks to the other computation nodes over the network. A great achievement is that the proposed system can deal with continuous image sequence while the past studies were struggling in processing one image with deep neural network. Since object detection module consumes most of the computation resources, the first experiment is to test its performance.
Cup, bottle, spray bottle, ball, hole punch (the objects that in the dataset) are placed on the table in a row, not far from each other. The gripper held by the user is moved from left to right, trying to grasp the last object (hole punch). The orientation and position of the web camera relative to the gripper is adjusted to make the gripper positioned in the middle lower of the image. The camera keeps feeding the live video to the server through the network and the server processes each video frame in real time. Fig. 7 gives an overview of the experiment. The camera view and the environment view are shown in the upper and lower part respectively. It can be FIGURE 7. Experiment of detecting the grasp target.
FIGURE 8.
Object class probability and target object probability in each frame.
seen from the figure that the objects in the camera view are all localized successfully with bounding boxes. The predicted class and the corresponding probability are also labelled on the upper side of the bounding box. In an environment of plain background and sufficient light, the class prediction probability is around 99%. The detected objects are cropped from the original image for further processing. The cropped objects are sorted according to their target probability and listed in the environment view in real time. The object with the highest target probability is sorted in the first place. The control system processes the live video on an average of 28.6 FPS. The continuous automatic adjustment for controlling a prosthetic hand is possible with such a number.
The object class probabilities and target object probabilities of the detected objects for each frame are plotted in Fig. 8 . The X -axis is the frame number. The upper part of the figure plots the object class probabilities. It shows that the objects in a scene can be perfectly detected in a high probability. The lower part of the figure shows the target object probabilities. The plot intuitively visualizes the process of an object becoming a grasp target during approaching phase. The high probability means high chances to be the grasp target. Two video frame samples are selected and shown in the figure. When the gripper moves towards the object from the side, the target probability of this object is becoming higher and higher. If the gripper points directly to the object or approaches towards the object, the target probability is near its maximum value which is the peak in the plot. Five peaks in the plot correspond to five times that the objects appeared in the center of the camera view. It can be inferred from the target probability plot that if the prosthetic hand is approaching or moving away from the object. Benefiting from the distributed control scheme, the processing speed and accuracy have great improvements. VOLUME 7, 2019 Another experiment is conducted to test the overall function of the developed system. A sample session of continuously grasping two objects is performed. Sensor data and intermediate results collected in this session are plotted in Fig. 9 in the time domain. Each sub-figure from top to bottom shows muscular contraction level, object recognition result, system state, and selected grasp posture respectively. As discussed before, the user operates the whole system by controlling his muscular contraction level to generate trigger signals for switching system states. System state includes feeding the image sequences or performing grasp actions.
At the very beginning, the system started from the standby state and detected the ball as the grasp target when the EMG signal potential exceeded the threshold θ a . The grasp posture was then determined as grasping the ball from above.
Stepper motor was then driven to adjust the gripper to the selected grasp posture. The user moved the gripper to keep it in a suitable grasp position and orientation relative to the object. Finally the user triggered another signal by strengthening muscular contraction level until it exceeded another threshold θ b . The system state turned to grasp action and the stepper motor was driven to perform grasp action to grip the ball. The system then returned to the standby state as the EMG potential decreases. The system will then wait pending the user's trigger signal for another grasp. Same control flow was performed for grasping a spray bottle.
Due to the distributed control scheme, the control of grasping an object with vision-based prosthetic hand is much more smooth than before. From the user's experience point of view, the improvements are from the recognition accuracy and processing speed. In fact, the benefit from the distributed control scheme is more than that. The system achieves detecting objects and proposing target object in live video feed instead of an image, where the semiautomatic continuous prosthesis control is expected to be realized.
V. CONCLUSIONS
In this paper, we proposed a distributed control scheme for vision-based myoelectric prosthetic hand. The distributed control scheme assigns most of the heavy computation task to the other computation nodes in the local network, which greatly reduces the computation burden of the prosthesis embedded system. Due to the dramatically increased computation power, deeper neural network and more complex algorithm can be employed in the control system to improve the performance. A test platform was developed to verify the validity of this control scheme. The experiment conducted on the test platform proves the improvement on the object detection accuracy and detection time. To find the grasp target among multiple detected objects, a new concept coined as target object probability is defined. It represents how likely it is for an object to become the grasp target. The calculation and usage of the target object probability are discussed and demonstrated. The control logical of the proposed method is very similar to the mechanism of how brain controls the hand to grasp. It is one of the evidences that we believe the proposed method can be a promising control scheme for vision-based myoelectric prosthetic hand.
In the future, we would like to take advantage of the developed distributed test platform to do more studies on vision-based prosthetic hand control system. The first is the real time orientation adjustment of the prosthetic hand without manual intervention. Since the real time object localization is realized in this study, which enables the prosthetic hand to orientate itself towards the grasp target. The second is to infer the human intention from the sequence of images. The human intention is estimated by EMG signals in this study, but obviously some intentions can be inferred from the sequence of images. For example, the hand is approaching towards the object or moving away from the object can be inferred from the image sequence. The more information extracted from the image sequence, the more automatic control can be achieved by the prosthetic hand. With the help of the distributed control scheme, the computation cost will not prevent us from implementing these ideas.
