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Nicolas Laflorencie
Laboratoire de Physique The´orique, Universite´ de Toulouse, CNRS, UPS, France
This review focuses on the field of quantum entanglement applied to condensed
matter physics systems with strong correlations, a domain which has rapidly grown
over the last decade. By tracing out part of the degrees of freedom of correlated
quantum systems, useful and non-trivial informations can be obtained through the
study of the reduced density matrix, whose eigenvalue spectrum (the entanglement
spectrum) and the associated Re´nyi entropies are now well recognized to contains
key features. In particular, the celebrated area law for the entanglement entropy of
ground-states will be discussed from the perspective of its subleading corrections
which encode universal details of various quantum states of matter, e.g. symme-
try breaking states or topological order. Going beyond entropies, the study of the
low-lying part of the entanglement spectrum also allows to diagnose topological
properties or give a direct access to the excitation spectrum of the edges, and may
also raise significant questions about the underlying entanglement Hamiltonian. All
these powerful tools can be further applied to shed some light on disordered quan-
tum systems where impurity/disorder can conspire with quantum fluctuations to in-
duce non-trivial effects. Disordered quantum spin systems, the Kondo effect, or
the many-body localization problem, which have all been successfully (re)visited
through the prism of quantum entanglement, will be discussed in details. Finally,
the issue of experimental access to entanglement measurement will be addressed,
together with its most recent developments.
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4I. INTRODUCTION
The ”spooky” nature of quantum entanglement has been a subject of several and intense debates since
the early days of quantum mechanics [1, 2]. At first attached to fundamental questions regarding the for-
mulation and the foundations of quantum mechanics, in particular after Bell’s theorem [3, 4], the concept
of entanglement has recently generated an enormous interest in several communities [5–15], e.g. atomic
physics and quantum optics, condensed matter, mathematical physics, high energy physics, quantum infor-
mation and quantum cryptography, cosmology, etc.
Shortly after the seminal works of Bennett and co-workers [5] on quantum teleportation, the study
of entanglement in condensed matter model systems has strongly benefited from the rapid development
of quantum information [16, 17]. Built at the interface of quantum information science, condensed matter
theory, statistical physics, quantum field theory, the study of many-body entangled states rapidly has become
a very active topic, in particular triggered by the discovery that entanglement could serve as a new smoking
gun for quantum critical phenomena [18–21]. In parallel, numerical approaches for quantum many-body
systems have also taken advantage of such progresses, with the impressive development of very efficient
variational techniques such as matrix-product-state and tensor network methods [22–25].
The framework of quantum entanglement for condensed matter physics is nowadays very wide, and this
topic has certainly acquired now a robust and mature status. It is therefore quite ambitious and perhaps
illusory to pretend giving an exhaustive overview. Consequently, some aspects of quantum entanglement
in condensed matter systems will not be discussed here. For instance, we will not address multipartite
entanglement, focusing on the bipartite case, as exemplified in Fig. 1 for a two-dimensional (d = 2) system.
In such a case, assuming |Ψ〉 is a pure state defined over degrees of freedom of A ∪ B, the central object
of interest in this review article will be the reduced density matrix (RDM) associated with such a real space
bipartition1, defined by
ρA = TrB|Ψ〉〈Ψ|. (1.1)
The eigenvalues of ρA (the entanglement spectrum) and the corresponding Re´nyi entanglement entropy
Sq(A) =
1
1− q ln Tr
(
ρqA
)
(1.2)
will be the main targets of this overview.
In a first part (Section II), after recalling important results in one dimension, the celebrated area law for
the ground-state entanglement entropy will be briefly discussed, before focusing on sub-leading correcting
1 Other types of bipartitions (momentum or orbital) will also be discussed, see Section III. Let us also mention the particle-
partitioning [26], and also the notion of ”field space entanglement” between different fields, studied by several authors [27–29].
5terms which carry universality for various quantum states of matter, broken symmetries and topological
properties. In Section III, entanglement spectroscopy results will be presented for a large variety of low-
dimensional correlated ground-states, e.g. gapped and gapless spin chains and ladders, topological ordered
phases such as fractional quantum Hall states or spin liquids, broken continuous symmetry states such as
superfluids. Disorder quantum systems will then be considered in Section IV, focusing on three impor-
tant cases. First we address ground-state entanglement for disordered quantum spin models and Kondo
impurity problems. Then the many-body localization of excited states will be discussed through entangle-
ment features. Finally, Section V will address the crucial issue of experimental detection and measure of
entanglement. Finally, conclusions and some open questions will be listed in Section VI.
II. THE AREA LAW, AND BEYOND
Originally studied by Bombelli et al. [30], Srednicki [31], Callan and Wilczek [32], Holzhey et al. [33]
in the context of black-hole physics [34], the geometric, or entanglement entropy in the ground-state of a
free scalar bosonic field is well-known to obey the so-called area law, i.e. in dimension d it scales with the
surface of the subsystem A:
Sq(A) = aqL
d−1 + . . . (2.1)
In this part, we first focus one dimensional systems, and then discuss higher dimensions, in particular the
corrections (the ellipses in Eq. (2.1) above) beyond the area-law.
Figure 1. Real space bipartition of a physical system (here in dimension d = 2) in two parts.
6A. One dimension
1. Entanglement entropy
For one dimensional quantum systems, one has to make a distinction between critical and non-critical
ground-states. Indeed, strictly speaking the area law Eq. (2.1) for d = 1 yields a constant entropy, indepen-
dent of the subsystem size. As first observed by Calabrese and Cardy [21], and then proved by Hastings [35]
this always occurs for non-critical ground-states having a finite correlation length. This is exemplified in
Fig. 2 (a) where we show exact diagonalization results obtained for the dimerized quantum spin-1/2 chain
model
H1dxy(δ) =
L∑
i=1
[
1 + δ(−1)i] (Sxi Sxi+1 + Syi Syi+1) . (2.2)
This system (studied by several authors, see for instance Ref. [20]), equivalent to a free-fermion problem
after a Jordan-Wigner transformation [36], has a gap above its short-range correlated dimerized ground-state
for any δ 6= 0 [37], and is critical with power-law decaying correlations in the absence of modulation δ = 0.
The uniform part of the von-Neumann (q = 1) entanglement entropy is plotted against the subsystem
length `A for increasing dimerization strengths in Fig. 2 (a) where we clearly see that S1 gets saturated
to a constant ∼ ln ξ (where ξ is the finite correlation length), as expected for d = 1 with short-range
correlations [35, 38]. In such a case, corrections beyond the area law are universal [39, 40], which has been
also checked numerically [41].
Figure 2. Left (a): Uniform part of the entanglement entropy Suniform1 (`A) of a non-critical dimerized spin-
1
2 XY
chain [Eq. (2.2)] plotted against the subsystem length `A for various dimerization strengths δ = i/500, i = 0, · · · , 49.
Exact diagonalization results for periodic chains of L = 500 sites. Right (b): Critical (gapless) spin- 12 XY chain ED
results compared to the log scaling from conformal field theory Eq. (2.3) with the exact additive constant calculated
by Jin and Korepin [42].
7On the other hand, critical chains described by conformal field theory (CFT) [21, 33, 43] display a
logarithmic violation of the strict area law, as Re´nyi entropies grow with the subsystem length `A following
the universal form
Sq(A) =
c
6
(
1 +
1
q
)
ln
(
L
pi
sin
[
pi`A
L
])
+ sq + · · · (2.3)
for periodic chains of length L, where c is the central charge of the CFT. The constant term sq is non-
universal but can be evaluated exactly in some cases [42], see Fig. 2 (b). The ellipses in Eq. (2.3) represent
subleading corrections to scaling, vanishing as power-laws of the subsystem size involving the Luttinger liq-
uid exponent [44–48]. Open boundary conditions, discussed in more details below (see Section IV B 3), also
leads to finite size corrections to the above logarithmic scaling [49, 50]. Interestingly, power-law decaying
corrections can be used to estimate the Luttinger exponent [51, 52]. For exactly solvable one-dimensional
models with multicritical conformal points described by unitary minimal models and Zn para-fermions, see
also [53]. Finally, note that finite temperature corrections can also be computed using CFT [21, 54, 55].
2. Beyond bipartite entropy
Despite the huge interest and the very large amount of works focused on bipartite entanglement entropies
in one dimension, let us also mention a few other many-body measures of entanglement.
a. Entanglement entropy of disjoint intervals— Several authors have considered how to estimate
the amount of entanglement between disjoint intervals using CFT [56–64]. In the case of two intervals
A ∪B = [x1A, x2A] ∪ [x1B, x2B], as depicted in Fig. 3, CFT results lead to
TrρqA∪B ∝
( |xA1 − xB1 ||xA2 − xB2 |
|xA1 − xA2 ||xB1 − xB2 ||xA1 − xB2 ||xB1 − xA2 |
) c
6
(
q− 1
q
)
Fq
( |xA1 − xA2 ||xB1 − xB2 |
|xA1 − xB1 ||xA2 − xB2 |
)
, (2.4)
where Fq is a universal function which depends on the compactification radius (related to the Luttinger
parameter) of the underlying CFT. Some results have also been obtained in higher dimension [65] and for
random spin chains [66]
b. Entanglement negativity— Another interesting quantity is the entanglement negativity [67, 68],
defined for any (possibly mixed) state ρ by N (ρ) = ||ρTA ||1−12 , where ρTA is the partial transpose of ρ with
respect to subsystemA, and || · ||1 is the trace norm. The logarithmic negativity [69]EN (ρ) = log2 ||ρTA ||1,
is used more often as a measure of entanglement for thermal states, as well as for disjoint intervals.
CFT approaches for the negativity have been successfully used for ground-states [70, 71], at finite tem-
perature [72], or out-of-equilibrium [73]. Numerically, Monte Carlo schemes have also been proposed to
estimate EN [74, 75]. Note moreover that the negativity has been proven useful to detect topological order
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Figure 3. Schematic picture of a one-dimensional system with A and B disjoint intervals.
[76, 77] (see also below Sections II E 1 and III B), as well as in the context of the Kondo effect [78, 79] (see
also below Section IV B).
B. The area law in higher dimension
In this section, we simply give a short survey of this topic, which has been recently reviewed in a
thorough way by Eisert, Cramer, and Plenio [13].
1. d > 1 fermions
Conventional metals, described as free fermions or Fermi liquids are known to weakly violate the area
law by a multiplicative logarithmic correction [80–84] if there is a well-defined Fermi surface, while for
non-critical fermions the entropy obeys a strict area law. This logarithmic enhancement can be related to
the topology of the Fermi surface [81, 85–87] through
Sq(A) =
q + 1
24q
∫∫
dAxdAk|nx · nk|
(
`A
2pi
)d−1
× ln `A + o(`d−1A ln `A), (2.5)
where nx and nk are units normal to the real space boundary Ax and the Fermi surface Ak. One can also
understand such a weak violation of the area law using a low-energy description of the Fermi surface like
an ensemble of one dimensional gapless modes, as proposed by Swingle [86, 88]. A multidimensional
bosonization approach gives essentially similar results for Fermi liquids [89].
Another very interesting result for free fermions came with the seminal works by Klich and co-workers
on quantum noise [90, 91]. They found a direct link between entanglement entropies and the fluctuations
of a globally conserved quantity within a subsystem, for instance the particle number for Fermi gases
or the subsystem magnetization for quantum magnets. This has motivated a large number of subsequent
9studies [92–103]. Remarkably, using the full counting statistics [104] there is an exact expression for all
Re´nyi entropies [95]. This is further discussed below in Section V A 1.
Particle number fluctuations and entanglement entropies have also been explored in the context of ul-
tracold Fermi gases [96, 100, 105, 106]. Note also that in a similar context, connections to random matrix
theory have been recently discussed [101, 107–109] to obtain analytic expressions in various regimes of a
one dimensional gas confined by a harmonic trap.
On the numerical side, recent progresses have also been made using quantum Monte Carlo (QMC) tech-
niques for accessing entanglement properties of interacting fermions [110–118]. In particular, emergent
fermions (spinons) with a Fermi surface have been detected through the logarithmic enhancement of the
area law in a critical quantum spin liquid state using variational Monte Carlo [110]. Nevertheless, a rel-
atively unexplored field concerns non-Fermi liquids for which Swingle and Senthil argued for a similar
logarithmically enhanced area law [119]. Using a variational Monte Carlo approach the composite fermion
wave function [120] for half-filled Landau level ν = 1/2, a non-Fermi liquid state, has been shown to
indeed exhibit a logarithmically enhanced area law, but with a prefactor twice larger [121].
Another interesting example is the Bose metal state, the so-called exciton Bose liquid [122] which
displays a ”Bose surface” with gapless excitations, for which a logarithmic enhancement of the area law
was found [123, 124].
Let us finally mention that free fermions in a weak random potential, but still in a metallic (diffusive)
regime, loose logarithmic enhancement and obey a strict area law for the mean entropy [125–127]. This can
be understood from the smearing of the sharp Fermi surface by disorder, despite a finite density of gapless
states [126].
2. Non-interacting bosons
We now turn to the case of non-interacting bosonic models. In contrast with the free fermions case, free
bosons with non-relativistic quadratic dispersion display Bose-Einstein condensation. In this context, the
area law term is suppressed, and the dominant scaling of the Re´nyi entropy is logarithmic with the number
of particles [74, 128]. This situation is somehow unphysical, and can be understood as a mean-field limit
for which we do not expect a well-defined ”area”. Below we will see in Sec. II D that any interaction will
restore the area law term, while additional logarithmic corrections associated to Nambu-Goldstone modes
are expected.
For a relativistic free bosonic field theory, which is equivalent to a system of coupled harmonic oscilla-
tors, Re´nyi entropies scale with the area in dimension d > 1 [30–32, 129–132]. This was clearly confirmed
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numerically for critical and non-critical regimes where, contrary to free fermions, a strict area law is ob-
served in both cases [83, 133]. Numerical evaluation for lattice quadratic Hamiltonians is made possible
using Wick’s theorem, as shown by Chung and Peschel [134, 135].
C. Corrections to the area law for various states of matter
1. State of the art
The area law term discussed above does not a priori carry information regarding a given phase of matter.
Nevertheless, it has been shown to display critical behavior when a quantum phase transition is crossed,
developing a local extremum at a critical point g = gc [136–140], with the area-law prefactor aq(gc) −
aq(g) ∝ |g − gc|ν(d−1), where ν is the correlation length exponent associated to the critical point. Fig. 4
shows such cusp singularities for O(3) [139] and O(2) [140] quantum critical points. This singular behavior
is natural if one interprets the entropy as a surface or boundary free energy [141].
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FIG. 3. (a  a and b coefficients of EE scaling across the 2d
SF-MI transition at n = 1, extracted from a fit on LA × 2LA
half toruses with 10 ≤ LA ≤ 100; (b Area-law coefficient a on
a log-log scale. Shown are the the predictions of Bogoliubov
theory for small U , and the large-U prediction of Ref. [6]
(dash-dotted line ; (c  Singular behavior of the EE around
the transition in d = 2, with LA = 100. Dashed line is the
prediction of field theory (FT  [26] (see SM [19]  ; (d Same as
in (c  but for d = 3 and region A given by half of a 60×30×30
hyper-torus.
number of Goldstone modes NG (=1 in the case at hand .
Traditionally the CI and O(2  transitions are distin-
guished via the different critical exponents manifested
by the order parameter, its susceptibility and the corre-
lation length [10]. As a matter of fact, the entanglement
entropy is also known to be sensitive to the critical behav-
ior of the correlation length: indeed the area-law coeffi-
cient at the O(N  transition is predicted [26] to manifest
the singular behavior
a = a0(g − a1ξ−(d−1  = a0(g − a′1|g − gc|ν(d−1  (3 
where g = Jz/U is the parameter driving the O(2  tran-
sition, a0(g  is a smooth function of g, ν is the criti-
cal exponent of the correlation length ξ, and a1, a′1 > 0.
This behavior is verified by our data with ν = 1/2 –
see Fig. 3(c-d  – as well as by previous studies [27, 28].
For O(N  models with N > 1, Eq. (3  as obtained in
Ref. [26] actually applies only to the side of the transition
on which the correlation length ξ diverges, namely the MI
side in the N = 2 case at hand; and, within the Gaussian
approximation, the field theory predicts quantitatively
the a′1 coefficient of our calculations (see Fig. 3(c , and
SM [19] for a detailed discussion . Yet it does not pre-
dict the entanglement cusp observed in our study for the
O(2  transition. The existence of this cusp is in fact con-
trolled by the behavior on the SF side, dominated by
the presence of the amplitude mode going gapless both
in the PS as well as in the ES. Interestingly, as shown
in Fig. 3(c-d  the cusp singularity obeys Eq. (3  also on
the SF side of the transition (but with a different a′1 am-
plitude . This suggests that the entanglement entropy
reveals the divergence of the elusive correlation length ξ||
of longitudinal fluctuations [29], which is proportional to
the inverse mass of the amplitude mode (see Fig. 2(a  ,
but which is challenging to extract from any microscopic
observable of the original model.
The sensitivity of then EE area-law scaling to the soft-
ening of the amplitude mode at the O(2  transition is
in fact shared with bipartite quantum fluctuations of
the particle number [30], but with an important dif-
ference. Such fluctuations obey the scaling 〈δ2NA〉 =
ALd−1A lnLA + BLd−1A + · · · in the SF phase, namely a
logarithmically violated area law. At the SF-MI transi-
tion (both of O(2  and CI type  A → 0, leaving out a
strict area law in the MI phase: this aspect dominates the
behavior of fluctuations in the phase diagram all along
the critical line (see SM [19] for details . At the O(2 
transition, nonetheless, the B coefficient may exhibit a
cusp singularity, in analogy with what has been observed
numerically at the O(3  transition in Ref. [30], but, un-
like in the case of the EE, such a singularity intervenes
in the subdominant terms of fluctuations and hence it is
not immediately visible.
Implications for the Higgs mode. The nature of the
amplitude mode at the (d + 1 -dimensional O(N  tran-
sition with N > 1 has been the subject of several recent
studies. The mode is expected to be sharp at the tran-
sition for d = 3, and verified to be so experimentally
for N = 3 via neutron scattering on a quantum antifer-
romagnet under pressure [31]; hence the prediction of a
sharp amplitude mode by the SB approach is certainly re-
liable for d = 3, along with the prediction of an entangle-
ment cusp descending from the gapless amplitude mode.
On the other hand, for d = 2 the mode turns rather
into a broad resonance because it decays into Goldstone
modes, as observed both numerically [32–34] as well as
experimentally within a cold-atom setup [35]. Therefore
one may question the reliability of our predictions, also
in sight of the fact that an entanglement cusp is not ob-
served in the numerical calculation of Ref. [6]. One may
however argue that the latter calculation is performed on
relatively small sizes, and the cusp singularity manifests
itself only when the area-law term becomes dominant
for sufficiently large LA. Moreover the quantum Monte
Carlo calculation and scaling analysis of Ref. [28] for the
O(3  transition in d = 2 shows indeed such a singular-
ity, suggesting that the same feature may be observed for
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FIG. 5. (Color online) Area law prefactor a of the second Re´nyi
entropy S2 as a function of the coupling ratio g for strip and square
shaped subregions. The dashed line is a fit to a − a(gc) = r/ξD−1 ∝
|g − gc|ν with the correlation length exponent ν = 0.71.
Performing such fits to S2 = al + c ln(l) + d, we extract
in particular the leading area-law coefficient a, which is
shown in Fig. 5 as a function of g for both subregion shapes
and given in Table I at several values of g. For these fits,
the full range of available system sizes L = 8, . . . ,20 was
employed, and the fits returned values of χ2/DOF = O(1).
In addition, we performed fits excluding the smaller values
of L, i.e., for ranges L = 10, . . . ,20 and L = 12, . . . ,20. The
corresponding values of a were found to agree within error
bars with those given in Fig. 5 and Table I, but they exhibit
larger uncertainties. Our value for a = 0.197(3) at g = 0 is in
accord within statistical uncertainties with twice the value for
the single layer Heisenberg model result rep rted in previous
studi s [14,29]. We furthermore find from Fig. 5 t at within the
statistical uncertainties the extracted values of a agree among
the two different subregion geometries.
Figure 5 shows that a exhibits a nonmonotonous behavior
as a function of g, and develops a local maximum at criticality,
g = gc. The behavior of a in the vicinity of gc is consistent
with an algebraic scaling of a − a(gc) = r/ξD−1 ∝ |g − gc|ν
in this two-dimensional system (D = 2), where ν denotes the
correlation length exponent, which in the present case equals
that of the three-dimensional Heisenberg model universality
class. A fit of our data for g ! gc to the the standard value
of the correlation length exponent ν = 0.710(2) (Ref. [37])
TABLE I. Coefficients of the area law and logarithmic contri-
butions to the second Re´nyi entropy obtained from fitting the QMC
data.
g a cst cc
0 0.197(3) 1.35(4) −0. 43(2)
0.25 0.142(3) 0.78(5) −0.051(5)
1 0.110(3) 0.82(4) −0.051(3)
2 0.980(3) 0.70(2) −0.057(4)
gc 0.117(3) ≈0 −0.062(3)
3 0.073(3) ≈0 ≈0
3.4 0.049(3) ≈0 ≈0
entering the above scaling relation is shown in Fig. 5, while
an unbiased algebraic fit to our data returns a lower value
of ν ≈ 0.55. However, given the statistical uncertainty on a
within the critical region, we do not consider this a reliable
independent estimate of the exponent. Nevertheless, we can
conclude that r < 0 on both sides of gc, in accord with general
expectations [38].
We next consider possible subleading logarithmic contri-
butions to S2. For the strip subregions with smooth boundaries
and no corners, a logarithmic term is expected from the
presence of Goldstone modes in the antiferromagnetically
ordered regime: in accord with the numerical observation
of subleading logarithmic contributions in the square lattice
Heisenberg model [14], the authors of Refs. [15,16] obtain
a universal subleading logarithmic contribution in systems
with spontaneously broken continuous symmetry equal to c =
NG(D − 1)/2, where NG denotes the number of Goldstone
modes. In two dimensions, D = 2, and for the NG = 2 SU(2)
symmetry breaking within the finite-g region, this leads to a
contribution with c = 1, while t g = 0, where the symmetry
is trivially enh nced to a SU(2) × SU(2) symmetry due to the
decoupling of the layers, we obtain NG = 4 and thus twice the
above value, i.e., c = 2.
To assess t e statistical ignature for possible subleading
logarithmic terms with respect to t QMC statistical uncer-
tainties, we show in Fig. 6 the deviation of S2 for the trip
subregion to a linear fit al + d, i.e., without a lo arithmic
term, for several values of th coupling rati g. From this
figure, we find that for those values of g with g < gc, such
a r st cted fit significantly fails to account for overall
l dependence of S2. For g > gc and at criticality, g = gc,
the QMC d ta for the strip subregions is consistent with the
absence of a logarithmic term, as the residuals fluctua e about
zero on a s le f e order of the statistical unc tai ties.
On the other ha d, when fitting the QMC data for the strip
subregion to he scaling formula S2 = al + c ln(l) + d, i.e.,
including a logarithmic term, we btain the values of c given
in Fig. 7. We show in this figure the re ults from fitting the
data for all system size , L = 8, . . . ,20, as well as restricted
fit for L = 10, . . . ,20, thus skipping the lowest, L = 8, data.
We btain for g < gc finite positive value of c for both fitting
15 20 25 30 35 40
l
-0.1
-0.05
0
0.05
S 2
 
-
 
( a
l +
 
d 
)
g=0
g=0.25
g=1
g=g
c
g=3
g=3.4
FIG. 6. (Color onli e) Residuals to a linear fit al + d of the
second Re´nyi entropy S2 of a strip subregion as a function of the
boundary length l at different values of the coupling ratio g.
245120-4
(a 
(b  (c 
(a)
(b) (c)
Figure 4. Cusp singularity for the area law prefactor across a quantum phase transition. (a) QMC results f a s = 1/2
Heisenberg bilayer, from [139]. (b) Schwinger-boson results for the superfluid - insulator tr nsition in d = 2 and (c)
d = 3, from [140].
Going beyond the leading area law term, universal signatures are expected for various quantum phases
of matter. The first discussed and celebrated example is for (1+1) CFT which describes critical interacting
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d = 1 quantum chains [20, 21, 54], with the logarithmic growth Eq. (2.3) involving the central charge c of
the underlying CFT. In higher dimension, several authors have studied the problem which turns out to be
much richer [136, 138, 139, 141–154].
In Table I, we give a simplified overview of different quantum states of matter with their associated en-
tanglement entropy scalings, and physical examples of realizations. Generally speaking, ordered states can
be classified in three main families. For discrete symmetry breaking, a trivial additive constant depending
only on the degeneracy of the ground-state is expected ln(deg) [143]. In the case of continuous symmetry
breaking, e.g. U(1) for superfluids or SU(2) for Heisenberg antiferromagnets, additional logarithmic correc-
tions due to Nambu-Goldstone modes are present [147, 155], as we discuss in detail below in Section II D.
For topological ordered phases, there is a negative constant [156, 157], as will be discussed in Section II E.
At quantum critical points, for instance O(N ), an additive constant appears [136]. Note also the numerical
study on cubic subsystems for the d = 3 quantum Ising model [158].
Physical state Entropy Example
Gapped (brok. disc. sym.) aLd−1 + ln(deg) Gapped XXZ [143]
d = 1 CFT c3 lnL s =
1
2 Heisenberg chain [21]
d ≥ 2 QCP aLd−1 + γQCP Wilson-Fisher O(N ) [136]
Ordered (brok. cont. sym.) aLd−1 + nG2 lnL Superfluid, Ne´el order[147]
Topological order aLd−1 − γtop Z2 spin liquid [159]
Table I. Entanglement entropy scaling for various examples of states of matter, either disordered, ordered, or critical,
with smooth boundaries (no corners).
2. Corner contributions in dimension d = 2
We first focus on the issue of subsystems having non-smooth boundaries with the particular example of
sharp corners in two dimensions which are responsible for additive logarithmic corrections to the area law,
as studied in several works [138, 139, 141, 145, 151, 152, 160–168]. The area law is indeed corrected as
follows
∆Scq =
(∑
c
lcq
)
lnL, (2.6)
where the sum is taken over sharp corner angles. With smooth boundaries, such a logarithmic divergence
occurs only for odd dimensions [10, 169]. For even values of d, sharp angles lead to logarithmic corrections
which are expected to be universal for all systems with the same type of symmetry breaking/phase transition.
In d = 2 it has been studied in several situations, such as CFT, or Lifshitz with z 6= 1, where the prefactor
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Figure 5. Difference of entanglement entropies for d = 2 relativistic spin-waves (free bosons) between square and
strip geometries, yielding the logarithmic corrections Eq. (2.7). Fits (full lines) to the form 8lq(pi/2) ln(L) + bq +
cq/L+ dq/L
2 are shown by full lines. Exact diagonalization results (symbols) are displayed for two different aspect
ratios of the strips and various Re´nyi parameters q = 1, 2, 3, 4. Reprinted from [163].
was shown to be directly proportional to the central charge [141]. For free scalar field theory, Casini and
Huerta have provided an analytical solution [160] for integer q ≥ 2 while it involves a tricky numerical
solution of a set of non-linear differential equations, valid for ϕc ∈ [0, pi] (lq(ϕ) = lq(2pi − ϕ)). Below in
Fig. 5 we show numerical results obtained in Ref. [163] for non-interacting relativistic bosons on a square
lattice, reproducing the free scalar field results of Casini and Huerta.
In order to extract the corner corrections, we study square subsystems (having 4 corners, each with
ϕ = pi/2) of perimeter 2L (embedded in a L × L torus) at which one subtracts the entropies from corner-
free strips ` × L having the same perimeter so that the area law contribution cancels, as well as well as
other potential corrections (e.g. Goldstone modes for continuous symmetry breakings, see also below in
Section II D).
Working with spin-wave (SW) corrections of an SU(2) model [163], there are two Nambu-Goldstone
modes from which we expect the leading term of this difference to be given by
Ssquareq − Sstripq = 8lq(pi/2) lnL+ · · · (2.7)
Numerical diagonalization results of the non-interacting SWs Hamiltonian [163] are plotted in Fig. 5 where
we clearly see that the above difference Eq. (2.7) is clearly dominated by a logarithmic scaling which
allows us to extract lq(pi/2). Small variations of the results for different aspects ratios of the strips (see
left and right panels of Fig. 5) can be used as a measure of the error due to finite size effects and fitting
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Figure 6. Universal ratio l1(ϕ)/CT for various 2 + 1 CFT: holography (gray), free Dirac fermion (red), scalar field
(blue). Numerical results for Wilson-Fisher O(N ) fixed points: Ising [138], XY [152], and Heisenberg [151] are
shown at ϕ = pi/2. The minimal function (orange) computed by Bueno and Witczak-Krempa is a lower bound.
Reprinted from [167].
procedure. Our results, in perfect agreement with those of Casini and Huerta [160], are displayed in Table II
together with other estimates for interacting field theories obtained from numerical simulations using series
expansion [170], numerical linked cluster expansion [138, 151, 152] or QMC [171]. Note that extracting
such small log corrections is very challenging for interacting fixed points and series or numerical linked
cluster expansion turns out to be more controlled than QMC for this task.
The fact that universality emerges in the corner logarithmic terms is remarkable. It was then proposed
that the prefactor of the logarithmic correction is an effective measure of the degrees of freedom of the
underlying CFT [151, 160, 169]. Using CFT and holographic calculations, Bueno and co-workers have
suggested that the ratio l1(ϕ)/CT is universal for a broad range of CFT, meaning almost the same for all
CFTs, including Wilson-Fisher fixed points of the O(N ) model [162, 164, 165] (see Fig. 6), where CT is
the central charge of the stress tensor correlator. In the smooth limit ϕ → pi, it was conjectured [162, 164]
and then proved [168] that for all CFTs l1(ϕ → pi) = (pi − ϕ)2CT (pi2/24). Beyond the smooth limit,
l1(ϕ)/CT slightly deviates for different theories (see Fig. 6). A lower bound for general lq(ϕ) was also
derived recently by Bueno and Witczak-Krempa [167], and is shown in Fig. 6.
Estimates for this ratio are shown in Table II for q = 1 and ϕ = pi/2, using the central charge from
conformal bootstrap [172], which all satisfy the lower bound of 1.14 [167]. Beyond the von Neumann
index at q > 1, CT should be replaced by hq/(q − 1) [165], with hq the scaling dimension of the twist
operator.2
2 This also appears for 1+1 CFT as the prefactor of the logarithmic scaling in Eq. (2.3).
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−l1(pi/2) −l1(pi/2)/CT
O(1) 0.013(1) [138, 152] 1.4(1)
O(2) 0.024(1) [152] 1.34(6)
O(3) 0.036(2) [151] 1.34(8)
Free scalar 0.0118(1) [160, 163] 1.24(1)
Table II. Prefactor l1(pi/2) and ratio ratio l1/CT [162, 164] of the corner logarithmic correction in Eq. (2.6). Numer-
ical results for free scalar and O(N) Wilson-Fisher fixed points.
Finally, we can also investigate the Re´nyi index dependence for non-integer values of q. In Fig. 7 we
report numerical linked expansions results for (a) O(2) [152] and (b) O(3) [151] together with different es-
timates for the Ising fixed point, as well as our estimate for free scalar [163]. The non-trivial q-dependences
are qualitatively similar, and the ratio between O(2) and O(1) is well compatible with 2, as well as for O(3)
with a factor 3.
5
1.0 1.5 2.0 2.5 3.0 3.5
 
0.004
0.006
0.008
0.010
0.012
0.014
0.016
-a
 
1
2 ⇥ Anisotropic S=1
TFIM
1.0 1.5 2.0 2.5 3.0 3.5
 
0.004
0.006
0.008
0.010
0.012
0.014
0.016
-a
 
1
2 ⇥ XY Bilayer
TFIM
(a)
(b)
FIG. 5. Corner coe cients a↵ for (a) the XY bilayer model
H1 and (b) the anisotropic S = 1 model H2. Because the
coe cients are negative, we plot  a↵ and also divide the re-
sults of the O(2) models by two for comparison to the O(1)
transverse-field Ising model (TFIM) results.
performed on the transverse-field Ising model (TFIM) de-
scribed by a scalar (N = 1)  4 theory. As illustrated in
Fig. 5, the coe cients of both O(2) models are in excel-
lent agreement with each other and, within error bars,
twice that of the TFIM. Note that the TFIM results
shown here are computed following the NLCE procedure
discussed in Ref. 20, however new data for larger cluster
sizes (solved using DMRG) is included up to arithmetic
order ` = 6.0. This allows us to apply exactly the same
fitting procedure for the TFIM as for the O(2) models
presently studied, and thus to make a direct comparison.
To account for any uncertainty in fitting procedure used
for the O(2) systems (Fig. 4), the light shaded regions in
each plot of Fig. 5 shows the di↵erence in the corner co-
e cient that would result from fitting the NLCE corner
term data only for orders `   4.0.
Finally, we note that with the adaptation of DMRG as
a cluster solver for the Re´nyi entropy, the quality of the
NLCE extrapolation of the corner term is approaching
an accuracy su cient to distinguish the critical regime
of the model from non-critical regimes. As a demonstra-
tion, we carry out a calculation of the corner coe cient
of the S = 1 system H2 with the anisotropy increased
FIG. 6. Comparison of the corner coe cient of the anisotropic
S = 1 model at the critical point Dc = 5.625 (upper curve)
with the corner coe cient at D = 7 (lower curve). The D = 7
coe cient is consistent with a↵ = 0 as expected for a trivial
gapped disordered phase. The inset shows the linear fits used
to compute a↵ for the lower curve for ↵ = 1.0 and 1.5.
from the critical value of Dc = 5.625 to a much larger
value, D = 7. For D > Dc the system is in a trivial
gapped phase, for which the corner coe cient is expected
to be a↵ = 0 for all ↵. Figure 6 shows that the NLCE re-
sults are consistent with this expectation. For the D = 7
model the largest clusters have linear size ` = 5.5. As
shown in the inset of Fig. 6, the logarithmic scaling ansatz
of Eq. (9) breaks down, so that the data fits very accu-
rately to the form,
V↵ = f↵e `/⇠↵ + b↵, (10)
as might be expected for a system with a finite correlation
length (exponential fits are not shown). Continuing to
use linear fits versus log `, but only for the largest-order
NLCE data `   4.0, the resulting slopes plotted in Fig. 6
show no evidence for any logarithmic scaling.
V. DISCUSSION
In this paper, we have studied the scaling of the Re´nyi
entanglement entropies of two very di↵erent strongly-
interacting lattice models in two spatial dimensions, us-
ing a combination of the density matrix renormalization
group (DMRG) and a numerical linked cluster expansion
(NLCE) procedure. Each model is separately tuned to its
respective quantum critical points, which both lie in the
D = 2 + 1 dimensional O(N) Wilson-Fisher universality
class with N = 2. By isolating the contribution to the
entanglement entropy scaling due to the presence of a 90 
corner in the boundary between entangled subregions, we
show the presence of a clear sub-leading additive logarith-
mic scaling term a↵ The value of the coe cient of this
logarithmic term is identical to within numerical preci-
sion for the two di↵erent lattice models, which provides a
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FIG. 6. The entanglement due to a single corner V↵ in the
Heisenberg bilayer system for ↵ = 1, 1.125, 1.25, 1.5, 2 using
both definitions of order O1 (circles) and O2 (squares) along
with fits to V↵ = a↵ log `+ b↵. The resulting coe cient a↵ is
shown in figure 7 for both definitions of order.
energy per site is plotted as a function of 1/` for both
definitions of the order: O1 = (nx+ ny)/2 = ` and O2 =
nxny = `
2. Each dataset is fit to the function E0(`) =
1/`3+E0(1), where E0(1) is the predicted ground-state
energy per site in the thermodynamic limit. For the two
di↵erent fits we find,
O1 : E0(1) =  1.12665
O2 : E0(1) =  1.12649.
Even though relatively small cluster sizes are included
in this extrapolation, we see that both values of E0(1)
are very close to two independent calculations from com-
plementary, but very di↵erent techniques (see Fig. 5).
First, from series expansions, Pade extrapolations lead
to a value of E0(1) =  1.1262 at (J?/J)c = 2.5220.
Second, from large-scale unbiased quantum Monte Carlo
(QMC) Sen and Sandvik53 reveal a highly accurate value
of E0(1) =  1.1265201(5) at the quantum critical point,
which is again consistent with the NLCE results.
We now turn to o r NLCE calculation for the sub-
leading scaling term   induced by a 90  corner in the
entanglem nt boundary. As discussed in the las sec-
tion, the NLCE can is late the corner contribu ion to
the Renyi entanglement ntropy independently from the
leading “area law” contribution to scaling. Thus for
each value of the Renyi index ↵, we extract the value
of a↵(⇡/2) directly from fits of this corner entropy to
V↵(`) = a↵ log `+ b↵. (21)
The raw NLCE data for this quantity is shown in Fig. 6,
for several values of ↵. Data is plotted separately for
both definitions of order, O1 andO2, and separate fits are
performed for each value of ↵ to Eq. (21), as a function of
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FIG. 7. The co  cient  a↵ of the logarithm due to the res-
ence of a 90  corner. Green circles are the Gaussian free field
cal ulation.25 The red dashed line is for the transverse-field
Ising model.28 The solid lines are results for the Heisenberg
bilayer divided by 3, with the NLCE fit using the two di↵er-
ent definitions of the order O1 and O2. The shaded regions
around each line correspond to an estimate of the error in the
data, discussed in Section IV.
the cluster length scale `, to extract a↵ and b↵. We note
that using O1 results in a systematically higher value of
b↵, though the di↵erence decreases as ↵ increases.
Using this fitting procedure, our results for the log-
coe cient a↵(⇡/2) are plotted in Fig. 7. Here, the coef-
ficient  a↵ is compared between three di↵erent theories:
the single-component  4 theory via the TFIM, the free
field theory calculation of Ref. 25, and the present cal-
culation of the Heisenberg bilayer. In Fig. 7, data for
the Heisenberg bilayer is divided by 3 to emphasize how
remarkably close it is to thrice the Ising data. The im-
plications of this are discussed in detail in section V.
The error bars shown in Fig. 7 are meant to be a
guide to the reader. They are calculated as the stan-
dard deviation of the data from the linear fits to V↵(`) =
a↵ log `+b↵, examples of which are shown in Fig. 6. This
error is then assigned to a↵, although strictly speaking
it also depends on b↵. As with any study of this kind
which incorporates functional extrapolations using rela-
tively small cluster sizes, significant uncertainty related
to the precise data series included in the fit remains, and
is not represented by the error bars in Fig. 7. It is worth
noting that the NLCE results28 for the second Renyi
entropy S2(A) in the TFIM were independently bench-
marked against series-expansion27 and QMC data29,54
obtained through a replica-trick procedure. Both cal-
culations yield a coe cient a(⇡/2) consistent with the
NLCE to within numerical errors. The unbiased QMC
data were obtained from a much di↵erent fitting proce-
dure involving a square subregion A with four corners
embedded in a toroidal lattice; thus the match with the
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Figure 7. Corner coefficient of the logarithmic correction in Eq. (2.6) for a pi/2 angle, plotted as a f nction of the
Re´nyi index q for various critical th ories in 2 + 1 dimensions. (a) Estimates for an O(2) critical point obtained with
numerical linked cluster expansion calculations on an XY bilayer are twice the coefficient of the O(1) Ising fixed point.
Reprinted from [152]. (b) The Heisenberg O(3) case studied with numerical linked cluster expansion with two types
of cluster expansions (O1 and O2), is seemingly thrice the O(1) result, at least for q ≥ 1.3. Reprinted form [151].
For both cases, the fr e scalar result from non-interacting SW [163] is shown (gre n line) for comp rison Note the
differ nce in the estimates for Ising between the two panels, as commented in Ref. [152] where larger clusters were
used (left panel).
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D. Continuous symmetry breaking
For condensed matter systems presenting a spontaneous breaking of continuous symmetry at zero tem-
perature in the thermodynamic limit, such as Bose-condensed superfluids or ordered antiferromagnets, ad-
ditive logarithmic corrections have been originally observed using modified SW theory [155] and numerical
simulations [173] on d = 2 quantum antiferromagnets. Shortly after, Metlitski and Grover [147] proposed
an analytical interpretation based on quantum rotor and non-linear sigma models where both SW excitations
and the ”tower of states” (TOS) due to the symmetry restoration in a finite volume [174, 175] are respon-
sible for a logarithmic correction, proportional to the number of Nambu-Goldstone modes nG associated
with the symmetry breaking, thus yielding
Sq = aqL
d−1 +
nG
2
ln
(ρs
v
Ld−1
)
+ γordq , (2.8)
where ρs is the stiffness, v the SW velocity, and γordq a universal geometric constant (see below).
1. Large s approach for d = 2
a. Logarithmic corrections due to Nambu-Goldstone modes— As developped in Refs. [155, 163,
176] for ordered phases where a continuous symmetry is broken, a SW (SW) treatment allows to capture
subleading corrections in Eq. (2.8). A canonical example is the so-called J1 − J2 spin-s antiferromag-
net [177], governed on the square lattice by the Hamiltonian
H = J1
∑
〈ij〉
~Si · ~Sj + J2
∑
〈〈ij〉〉
~Si · ~Sj + h
∑
i
(−1)iSzi . (2.9)
When the external staggered field h = 0, this model exhibits Ne´el order with a spontaneous breaking of
SU(2) symmetry in the thermodynamic limt at T = 0 if J2 < Jc(s) [177], with Jc → J1/2 for s  1.
Replacing spin-s operators by Holstein-Primakoff bosonic deviations about the classically ordered moment
allows to expand the above J1 − J2 model as H/s2 = Ecl. + H(2)/s + H(4)/s2 + · · · , where Ecl. is the
classical energy of the ordered ground-state,H(2) is a quadratic Hamiltonian in term of Holstein-Primakoff
bosons, and H(4) is quartic. Truncating the above expansion at the quadratic (1/s) level usually captures
most of the low-energy physics of quantum antiferromagnets [178], and we further expect better accuracy
for s 1. Such a treatment leads to the quadratic bosonic model
H(2) =
∑
k
Ak(b
†
kbk + b
†
−kb−k) + Bk(b
†
kb
†
−k + bkb−k), (2.10)
where Ak = 2s (J2 cos kx cos ky + J1 − J2) + h2 and Bk = −sJ1 (cos kx + cos ky) that we solve using a
standard Bogoliubov transformation, yielding a quasi-particle dispersion Ωk = 2
√
A2k − B2k. In the vicinity
16
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Figure 8. (a) SW results for the entanglement Re´nyi entropies (q = 1, 2) of the square lattice Heinseberg model
Eq. (2.9) with s = 100 and J2 = 0 for strip subsystems (panel b) with different aspect ratios `/L, plotted against L.
The insets of (a) show fit results for the prefactor of the log correction as a function of the minimal system size Lmin
included in the fit. The log prefactor unambiguously converges to 1, independently of q and of the aspect ratio of the
subsystem. Data taken from Ref. [163]
of its two minima at k0 = (0, 0) and (pi, pi) the SW dispersion takes the relativistic form
Ωk ≈ v
√
|k− k0|2 +m2, (2.11)
with a velocity v = 2
√
2s
√
J1(J1 − 2J2) and a mass gap m =
√
h
s(J1−2J2) . Such a (small) gap plays a
crucial role for finite lattice calculations. Indeed, in order to correct the fact that spin rotational symmetry
is broken on finite lattices within the SW framework, one can artificially proceed to a fictitious restoration
by adjusting the staggered field h in Eq. (2.9) so that the (SW-corrected) sublattice magnetization vanishes,
following Refs. [179, 180]. As discussed in Refs. [155, 163, 176], such a (size-dependent) artificial stag-
gered field has to scale as h∗ ≈ 2J1
sL4
for L×L lattices in the large s limit. Interestingly, the induced gap has
precisely the Anderson TOS scaling [174, 175]
m∗(L) =
√
2J1
s2(J1 − 2J2)
1
L2
. (2.12)
Such a finite size regularization allows to access Re´nyi entanglement entropies Sq(A) for various
shapes of subsystem A [163, 176] by means of numerical diagonalization using the correlation matrix
technique [181]. In Fig. 8 we show Sq(A) results for L× ` strip subsystemsA (panel b) embedded in L×L
tori, up to 600 × 6003 with a large spin length s = 100. This plot shows that (i) the area law term does
3 Note that in order to access such large systems, translation symmetry of the subsystems was used for the strip geometry, thus
optimizing the diagonalization procedure for large sizes.
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not depend on the aspect ratio of the subsystem, and (ii) the logarithmic correction in Eq. (2.8) is precisely
governed by the prefactor nG/2 = 1, independent of the Re´nyi index. The logarithmic corrections in
Eq. (2.8) have been also captured within a similar SW formalism for d = 3 U(1) and SU(2) cases [182],
and also using a Schwinger boson formalism [140].
b. Universal additive constant γordq — In the case of d = 2 strip subsystems with an aspect ratio `/L,
Metlitski and Grover have also predicted the existence of an additive universal constant γordq (`/L) in the
scaling of the Re´nyi entropies in Eq. (2.8). Using the large-s expression for the stiffness ρs = s2(J1− 2J2)
and the velocity v = 2
√
2s
√
J1(J1 − 2J2), one can extract γordq (`/L) by fitting our numerical data to the
above form Eq. (2.8), as displayed in Fig. 9 against the aspect ratio `/L. Results compare perfectly to thoses
of Ref. [147] for Re´nyi q = 2. Universality is also confirmed by the fact that the results do not depend on
the value of the second neighbor couplings J2.
c. Connection to free scalar field theory— An attempt to directly connect this result to free scalar
field theory has also been made in Refs. [147, 163]. On finite lattices, a diverging contribution from the zero
mode has to be cut off by a small gap in the relativistic spectrum [83]. For a free scalar field, a small mass
leads to a logarithmic correction to the entanglement entropy ∼ ln ( 1mL) [147]. However, an additional
geometric constant γfreeq (`/L), which depends on the Re´nyi coefficient q and the aspect ratio `/L of strip
subsystems, is also expected [147], thus yielding
Sq = aqL− 1
2
ln (mL) + γfreeq (`/L). (2.13)
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Figure 10. Re´nyi entanglement entropies of relativistic free bosons on the square lattice governed by the lattice
Hamiltonian Eq. (2.10) with a small mass gap m = 10−9. Subsystem A is a L × ` strip (grey region in the inset).
Panel (a) shows the area law scaling for S1(A) + 12 ln(mL) for various aspect ratios. Panel (b) shows the geometric
constant γfreeq obtained from fits to the form Eq. (2.13) and plotted against `/L, the aspect ratio of subsystem A, for
q = 1 and q = 2. Lines are guides to the eyes.
This behavior can be checked numerically for relativistic bosons on a square lattice, described by Eq. (2.10)
with Ak = 2t − t (cos kx + cos ky) /2 − Γ/2 and Bk = t (cos kx + cos ky) /2. Using a very small (albeit
size-independent) mass gap m =
√
Γ/t = 10−9, exact diagonalization results for S1 + 12 ln(mL) are
dispalyed in panel (a) of Fig. 10 where, on top of the clear area law scaling, one see the aspect ratio
dependence of the intercept at L→ 0, thus giving γfreeq , displayed in the panel (b) against `/L.
Building on the result Eq. (2.13) for a single mode, the correction part for SU(2) antiferromagnets with
nG = 2 relativistic Glodstone modes and a TOS gap given by the mass term m∗(L) in Eq. (2.12), can be
expressed as ∆Sq = nG2 ln
(ρs
v L
)
+ nG
(
ln
√
2 + γfreeq
)
, where we have used the large s expression for the
stiffness and the SW velocity. A direct comparison with Eq. (2.8) from Metlitski and Grover [147] yields
γord su(2)q = 2γ
free
q + ln 2, (2.14)
which agrees with them [147], but only at q = 2. Using similar arguments for the XY model with a single
Goldstone mode [176], one gets
γord u(1)q = γ
free
q +
5
4
ln 2, (2.15)
which compares well to QMC results of Kulchytskyy et al. [183] (see below).
2. Quantum Monte Carlo simulations
a. Entanglement entropies— One of the most efficient numerical method to diagnose continuous
symmetry breaking in the entanglement scaling for dimension d ≥ 2 is based on QMC sampling, in par-
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ticular after the work of Hastings et al. [184]. Density Matrix Renormalization Group (DMRG) studies of
d = 2 quantum spin or bosonic models where SU(2) [185, 186] or U(1) [74] symmetry may be broken are
also available, but they did not focus on logarithmic corrections. The first QMC attempts [139, 173, 187] to
check the Goldstone modes signature nG2 lnL in the entropy [147] have indeed found a logarithmic term for
Heisenberg models, but estimated the prefactor in the range 0.5 − 0.8, which is smaller that the predicted
value of one (with nG = 2 for SU(2) symmetry).
More recently, Kulchytskyy et al. [183] have performed an improved measurement of the second Re´nyi
entropy S2 for the square lattice s = 1/2 XY model from which they could estimate both the log prefactor
(here nG = 1 for U(1) symmetry), as well as the constant in Eq. (2.8) γord for lattice up to 32× 32. Their
results for both quantities, shown in Fig. 11 as a function of the aspect ratio of the strip subsystem, appear
to be in good agreement the analytical prediction of Metlitski and Grover [147] as well as with the large-s
prediction Eq. (2.15) form Ref. [163].
In order to go beyond q = 2, building on the ratio trick proposed by Humeniuk and Roscilde [187] one
can improve the QMC estimate of Re´nyi (and also thermodynamic) entropies, as done in Ref. [188]. This
method has been applied to the above s = 1/2 J1 − J2 Heisenberg antiferromagnet on the square lattice
Eq. (2.9), for which studying the Re´ny entropies at q = 2, 3, 4 of the simplest corner-free subsystem - a
periodic one-dimensional line (see Fig. 12) - allowed to capture the logarithmic corrections with a prefactor
close to unity, fully consistent with nG = 2 Goldstone bosons. The fact that universality can be captured
for such a simple linear subsystem reinforces the idea that entanglement is dominated by boundary degrees
of freedom.
Figure 11. Subleading terms of the second Re´nyi entropy nG2 lnL and γ
ord
2 from Eq. (2.8) obtained from QMC
simulations of the d = 2 s = 1/2 XY model at T = 0, up to L = 32. The red dashed line is the large-s prediction
Eq. (2.15). Reprinted from Ref. [183].
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Figure 12. Left: QMC results for the entanglement Re´nyi entropies of the spin- 12 J1 − J2 Heisenberg model for
J2/J1 = −1, plotted against the length L of the subsystem line (depicted in the inset). Right: Prefactor of the
logarithmic scaling term obtained by fits to the form Sq = aqL + lq lnL + bq + cq/L over ranges [Lmin, Lmax] as a
function of Lmin, with Lmax = 40 for q = 2 and Lmax = 36 for q = 3, 4. Despite quite large error bars, these results
are consistent with lq = 1 independent of J2 and q. Reprinted from Ref. [188].
b. Shannon-Re´nyi entropies— Spontaneous breaking of a continuous symmetry also appears in the
(basis-dependent) so-called ”Shannon-Re´nyi” (SR) entropy computed in the ground-state of finite size sys-
tems. These wave-function entropies, recently introduced in serie of works by Ste´phan and co-workers [143,
146, 189], and further sudied by other groups [190–198], can efficiently capture universal properties, e.g.
Luttinger liquid physics, quantum criticality, symmetry breaking phases.
Expanding a given (ground-) state in a computational discrete orthonormal basis |Φ〉 = ∑i ai|i〉, the SR
entropy of this wave-function is defined by
SSRq =
1
1− q ln
(∑
i
|ai|2q
)
, (2.16)
where |ai|2 is simply interpreted as the probability of occupying state |i〉, provided
∑
i |ai|2 = 1. Contrary
to single particle problems such as the Anderson localization [199] where the SR entropy (related to the
inverse participation ratio) does not grow with the number of sites, many-body states occupy a finite portion
of the Hilbert space and therefore the leading term grows with the volume. However, as observed numer-
ically using large scale QMC simulations [193], the first corrections to such a volume law are logarithmic
for SU(2) and U(1) broken phases. This is examplified in Fig. 13 where QMC data [193] for q =∞ (corre-
sponding to the coefficient of the most propable state in the basis expansion) are shown for the ground-state
21
0 50 100 150 200
0
0.25
0.5
0 200 400 600 800 1000 12000
4
8
12
16
J2=-5
XY
S
∞
N
lo
g
te
rm
XY
Nmin
Heisenberg J2 = −5
Figure 13. QMC results for the Shannon Re´nyi entropy S∞ of two-dimensional symmetry breaking phases. T = 0
QMC data for SU(2) Heisenberg antiferromagnet with second neighbor ferromagnetic coupling J2/J1 = −5 (red
squares) and U(1) symmetric XY model (blue circles) are shown both for s = 1/2 versus the total number of lat-
tice sites N . Inset: the prefactors of the logarithmic correction in Eq. (2.17), obtained after fitting over windows
[Nmin, Nmax], are plotted for the two models against Nmin. Data from [193].
of two different spin-12 models on a square lattice: the SU(2) Heisenberg antiferromagnet Eq. (2.9) with
J2/J1 = −5 and the U(1) XY model, both computed in the {Sz} basis. One clearly observes a volume law
scaling as well as an additive logarithmic correction with a prefactor whose value depends on the symmetry.
An analytical explanation has been proposed recently by Misguich and co-workers [200], using a mass-
less free-field description of the SW modes supplemented by a phase space argument treating the rotational
symmetry in finite volume. They arrived at the following correction for q > 1
∆SSRq =
nG
4
(
q
q − 1
)
lnN, (2.17)
which appears consistent with the numerics [193].
3. Summary and outlook
Relativistic Nambu-Goldstone modes associated with continuous symmetry breaking show up as loga-
rithmic corrections in the Re´nyi entanglement entropies, as written in Eq. (2.8). This was clearly verified
using large-s calculations, and QMC simulations for strip and line subsystems. Interestingly, the coefficients
of the ground-state wave function expressed in a local computational basis also contain such a correction
Eq. (2.17), as verified with large scale QMC.
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Regarding the additive geometric contant γord in Eq. (2.8), the discrepancy between the prediction of
Metlitski and Grover and the large-s result Eqs. (2.14)(2.15) remains to be understood. A QMC study for
q > 2, while notoriously difficult, could perhaps resolve this issue. Another potentially interesting check
would be to study other continuous symmetry breaking states, such as SU(N) for instance using QMC [201]
or flavor-wave theory [202]. Spin nematic ordered states [203] are also interesting exotic candidates where
similar logarithmic corrections should occur.
E. Long-range entanglement in topologically ordered phases
The current understanding of topological ordered phases has benefited from intensive works during
the past 25 years [204, 205]. While a precise definition of topological order is still an active field of
research [206], one can simply see it as a zero temperature disordered gapped state (i.e. with only short-
range order of any local operators) which does not break any symmetry, and whose degeneracy is robust
against local perturbations and depends on the topology of the space. This dependence implies that infinitely
far boundaries can influence the ground-state properties, which seems to contradict the short-range nature
of the correlations. Such a ”robust hidden long-range structure” [207] has been diagnosed as ”long-range
entanglement” [208] (even though a topological ordered state is not necessarily more entangled than other
states of matter).
1. Topological entanglement entropy
One of the simplest way to characterize topological order relies on the entanglement entropy which
displays a sub-leading constant beyond the conventional area law term, thus yielding
S = aLd−1 − γ, (2.18)
as first identified by Hamma et al. [209], Kitaev and Preskill [156], and Levin and Wen [157]. This topo-
logical entropy γ is a universal number, characteristic of the topological order, which depends non-trivially
on the quantum dimension of emergent quasi-particles above the degenerate ground-state [156, 157]:
γ = lnD, (2.19)
where D is the total quantum dimension.
Let us give a few examples: for Z2 liquids, such as the toric code [210], γ = ln 2, while for the
chiral spin liquid state [211, 212] γ = ln
√
2. For ν = 1/m quantum Hall states, γ = ln
√
m for the
Laughlin fractional wave-function [213], while for the Moore-Read state [214] γ = ln
√
4m. A very useful
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interpretation of this topological constant has been proposed by Ste´phan and co-workers in a series of
works [143, 146, 215] where they showed using CFT a correspondence between entanglement entropies of
d = 2 Rokhsar-Kivelson (RK) states and the (basis-dependent) Shannon-Re´nyi entropies associated to the
coefficient of the wave-function of spin chains models. An interesting example is the d = 2 eight-vertex
RK state [216] which has Z2 topological order, and corresponds to the Ising chain in transverse field in the
ferromagnetic phase where the Shannon-Re´nyi entropies follows aL− ln 2.
2. Numerical results
a. Z2 spin liquids— Considered to be the smoking gun of topological order, non-zero topological
entanglement entropy may be hard to measure in numerical simulations. A construction in real space was
proposed [156, 157] in order to cancel boundary and corner effects and get a better access to γ. This is
illustrated in Fig. 14 for the Z2 spin liquid phase of the quantum dimer model on the triangular lattice [217]
at the RK point [218], computed using exact diagonalization by Furukawa and Misguich [159].
This subtraction trick has been used by several authors to measure the topological entanglement en-
tropy [159, 215, 220–222], but it turns out that it is easier and more accurate to work with a cylinder
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FIG. 5: (color online) Topological entanglement entropy from
the Kitaev-Preskill construction (8) at the RK point. Exam-
ples of areas are shown in Fig. 4. Some explicit values for
large radii are shown in Table I.
TABLE I: Some values of −SKPtopo at the RK point, divided by
the expected value ln 2. The data for large radii are shown,
and excellent agreement with the expectation can be seen.
S00 case
Radius R −SKPtopo/ ln 2
N = 52 N = 64
2.18 0.9143 0.9143
2.29 0.9839 0.9835
2.50 0.9822 0.9822
2.60 0.9765 0.9760
2.78 1.0014 0.9897
3.04 1.3252 0.9967
3.12 0.9967
T30 case
Radius R −SKPtopo/ ln 2
N = 52 N = 64
2.57 0.9291 0.9283
2.75 0.9618 0.9513
2.84 0.9965 0.9518
2.93 1.0910 0.9635
3.01 1.0910 0.9635
3.18 0.9649
3.25 0.9898
as in Fig. 4. These lines are placed at angles θ0 − 0,
θ0+120
◦−0 and θ0+240◦−0 measured from the (refer-
ence) u direction. Here “−0” represents an infinitesimal
shift for avoiding collisions between the points (midpoints
of bonds) and the boundaries. For example, points at
an angle θ0 belong to A, not to C. We take θ0 = 0
◦
or 30◦ for site-centered circles (referred to as “S00” and
“S30”) and θ0 = 30
◦ or 90◦ for triangle-centered circles
(“T30” and “T90”). In these settings, the parts A,B,C
are equivalent under 120◦ rotation, and we thus only need
to calculate SKPtopo = 3SA − 3SAB + SABC .
We first consider the case of the RK wave function
(4). In Fig. 5, the data of SKPtopo are plotted versus the
radii R of the circles. As in the case of circular areas pre-
sented in Fig. 3, finite-size effects are very small – except
for the case where the circle ABC occupies a substantial
part of the system, the data from different N ’s almost
coincide. In the largest system N = 64, we can regard
the data up to R . 3.1 as good approximation to the
values in the infinite system. In all the cases, SKPtopo de-
creases almost monotonically with R and for large radii
(specifically, 2.2 . R . 3.1) shows values which are very
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FIG. 6: (color online) Kitaev-Preskill topological entropy (8)
as a function of v/t for N = 36. In the large-R limit, SKPtopo is
expected jump from ln 2 in Z2 liquid phase 0.82(3) . v/t ≤ 1,
to some positive value in the VBC phase v/t . 0.82(3).
close to − ln 2 (see Table I), the expected value for a Z2
topologically ordered state.
Next we consider the region v/t < 1 of the Hamilto-
nian (3). In Z2 liquid phase 0.82(3) . v/t ≤ 1, SKPtopo
is expected to show − ln 2 in the large-R limit. On the
other hand, in
√
12 × √12 VBC phase v/t . 0.82(3),
where discrete symmetries are spontaneously broken, the
finite-size ground-state can be approximated by a linear
superposition of 12-fold symmetry-broken states. In such
a state, we conjecture that the entanglement entropy on
a disk Ω scales as SΩ ' αL+ ln d in the large-area limit,
where d is the ground-state degeneracy and is equal to 12
in the present case. The constant term ln d is not topo-
logical in the sense that the same value would appear
even if Ω had another geometry, unlike −γ in Eqn. (2).
Note also that this constant is positive, in contrast to the
negative topological term −γ. Assuming this, the combi-
nation (8) should give ln d in a symmetry-broken phase.
Thus, SKPtopo is expected to jump from a negative (topo-
logical) value − ln 2 to a positive (non-topological) value
ln 12 along with the transition from the liquid phase to
4
If Ω is large, the contribution from these angles may be
small (of order O(L0), compared to the boundary length
L), but this contribution will still be of the same order
as the topological term we are looking for.
In the present case (circular areas), this ambiguity in
defining a boundary length on the lattice appears as an
ambiguity in the definition of R. To compute γ in a well-
defined way, we need to turn to the constructions using
plural areas, which we discuss in the next subsection.
!a" !b"
FIG. 2: Circular areas centered at (a) a site or (b) an interior
of a triangle. As examples, areas with R = 2.5 and R = 2.47
are shaded for (a) and (b), respectively.
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FIG. 3: (color online) Entanglement entropy on circular ar-
eas with radii R at the RK point. The ambiguity in R is
indicated by horizontal bars (only for N = 52). The data for
N = 52 are fitted by lines using minimum or maximum radii.
The resultant linear functions shown in the figure contains
some numbers enclosed in parentheses, which indicates the
standard errors in the last displayed digits.
B. Construction of the topological entropy using
plural areas
KP and LW proposed two ways to extract the topo-
logical constant γ independently of the definition of the
boundary length.10,11 The idea is to evaluate γ by form-
ing an appropriate linear combination of the entangle-
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FIG. 4: Divisions of circular areas for the Kitaev-Preskill con-
struction. (a) and (b): site-centered, R = 2.78. (c) and (d):
triangle-centered, R = 2.84.
ment entropies of different areas, so that the boundary
contributions cancel out.
1. Kitaev-Preskill construction
In the KP construction,10 we consider a circle and di-
vide it into three “fans”, A, B, and C. Then we form a
linear combination
SKPtopo = SA+SB+SC −SAB−SBC −SCA+SABC , (8)
where SXY ··· denotes the entanglement entropy on a com-
posite area X ∪ Y ∪ · · · . In this combination, all the
boundary contributions cancel out and a topological term
−γ should remain. For example, let us consider the line
separating A and B. The boundary contributions along
this line appears in SA and SB with a plus sign and
in −SBC and −SCA with a minus sign. Some attention
should be paid to the triple point, in the vicinity of which
the areas have different shapes and thus possibly different
local contributions. Three areas form a 120 degree angle:
A, B and C; three areas form a 240-degrees angle: BC,
AC and AB. However, recalling that the entanglement
entropies of an area and its complement are the same, the
entropy of BC is equal to that of the complement of BC,
which has the same shape with A in the vicinity of the
triple point. Thus the local contributions from A and BC
in the vicinity of the triple point should match. The same
argument applies to every line and every corner, giving
a cancellation of all the boundary contributions in Eqn.
(8). Assuming the scaling (2), we expect SKPtopo = −γ (for
a la g enough radius).
We apply this idea to the present model. We di-
vide a circle by three lines emanating from the center
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ment entropies of different areas, so that the boundary
contributions cancel out.
1. Kitaev-Preskill construction
In the KP construction,10 we consider a circle and di-
vide it into three “fans”, A, B, and C. Then we form a
linear combination
SKPtopo = SA+SB+SC −SAB−SBC −SCA+SABC , (8)
where SXY ··· denotes the entanglement entropy on a com-
posite area X ∪ Y ∪ · · · . In this combination, all the
boundary contributions cancel out and a topological term
−γ should remain. For example, let us consider the line
separating A and B. The boundary contributions along
this line appears in SA and SB with a plus sign and
in −SBC and −SCA with a minus sign. Some attention
should be paid to the triple point, in the vicinity of which
the areas have different shapes and thus possibly different
local contributions. Three areas form a 120 degree angle:
A, B and C; three areas form a 240-degrees angle: BC,
AC and AB. However, recalling that the entanglement
entropies of an area and its complement are the same, the
entropy of BC is equal to that of the complement of BC,
which has the same shape with A in the vicinity of the
triple point. Thus the local contributions from A and BC
in the vicinity of the triple point should match. The same
argument applies to every line and every corner, giving
a cancellation of all the boundary contributions in Eqn.
(8). Assuming the scaling (2), we expect SKPtopo = −γ (for
a large enough radius).
We apply this idea to the present model. We di-
vide a circle by three lines emanating from the center
Figure 14. Topological entanglement entr py for the Z2 sp liquid phase of the quantum di er model on the tri-
angular lattice at the RK point co puted using exact diagonalization by Furukawa and Misguich [159], plotted as a
function of the circle radius R. The 4 insets (top) show the 4 different Levin-Wen constructions used to extract γ
which converges to the expected ln 2. Reprinted from [159].
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FIG. 5. (Color online) The entanglement entropy at J2 = 0.5 and 0.56. (a) The entanglement entropy S(Ly) for Ly = 6–14. By fitting
S(Ly) = aLy − γ , we obtain γ ∼ 0.70± 0.02 for J2 = 0.5 and γ ∼ 0.72± 0.04 for J2 = 0.56. (b) Length dependence of the entanglement
entropy for J2 = 0.50 and several system widths. One observes that the entropy is almost independent of Lx for long systems (a small increase
with Lx can be observed for the smallest Lx at Ly = 8).
that γ = 0.70± 0.02. This value appears constant, within
numerical uncertainty, within the intermediate phase: for J2 =
0.56 (close to the quantum phase transition point J2 = 0.62),
we obtain in the same way γ = 0.72± 0.04. Without even
considering the magnitude of γ , the fact that we see a negative
rather than positive correction to the entanglement entropy is
strong evidence against VBS order.
As mentioned in the Introduction, the topological entangle-
ment entropy γ takes discrete values in topological phases.
The minimum possible value for systems with unbroken
time-reversal symmetry is γ = ln(2) ≈ 0.69, which is within
2% of the numerical results. The constancy of the numerical
topological entanglement entropy and the consistency with the
theoretically allowed value of ln(2) constitute strong evidence
for a topological QSL state. The appearance of the pure number
ln(2) (within happily small numerical uncertainty, of course)
is certainly very striking, coming out entirely unsolicited from
the DMRG calculations.
Notably, γ = ln(2) is the expected value for a Z2 QSL
phase. The Z2 QSL is in many ways the simplest spin liquid
state, and has appeared repeatedly in theories of quantum
magnets. As a rather complete theory of the low-energy
properties of Z2 QSLs is available, we can compare this to
numerics in various ways.
V. ODD-EVEN EFFECT
In this section, we make such a comparison based on
the theory of the Z2 QSL. Specifically, in a Z2 QSL on
the square lattice, it is predicted that cylinders with odd
circumference—and not those with even circumference—
should exhibit nonvanishing bulk staggered dimerization. This
even-odd effect was obtained in Ref. 38, by analysis of
quantum dimer models.39,40 Specifically, for a long cylinder
with (even) Lx →∞ and odd Ly , the Z2 QSL induces a
nonvanishing staggered dimerization,〈
Bxi
〉 = Bx +Dx(−1)xi , (3)
with Dx ∼ e−Ly/ ˜ξ exponentially decreasing with circumfer-
ence. By contrast, no dimerization appears for even Ly . We
obtain this behavior in Appendix 1 directly from the effective
Z2 gauge theory description, which shows that it is a universal
feature of Z2 QSLs on the square lattice, and not particular to
the quantum dimer models studied in Ref. 38.
Precisely this behavior is observed in our numerics. Fig-
ures 6(a) and 6(b) contrast the oscillatory and nonoscillatory
horizontal bond expectation values obtained for odd and even
Ly . For even Ly , some small boundary effects are observed,
decaying over about three lattice spacings. Figure 6(c) shows
the exponential behavior of Dx obtained as the difference of
even and odd bonds at the center of the sample. Interestingly,
theories predict (see Ref. 38) ˜ξ = 2ξ , where ξ is the true
dimer correlation length defined through the dimer correlation
function. This explains the rather slow decay of Dx , which
fits to ξ ≈ 5, reasonably consistent with ξd ≈ 4 found (see
Sec. II) from the examination of VBS correlation functions.
While some even-odd effect might be expected in a columnar
dimer phase for narrow cylinders, the exponentially-decaying
behavior and results of other tests (see Sec. VI A) seem
consistent only with a Z2 QSL.
VI. DISCUSSION
The previous sections have shown that DMRG makes a
compelling case for a nonmagnetic intermediate state in the
J1-J2 model. From direct measurements of the dimer order
parameter and correlations, the intermediate state appears
to have no or very weak VBS order. Most dramatically,
we find a robust constant suppression of the entanglement
entropy relative to the generic area law, known as topological
entanglement entropy, which is a unequivocal signature of
topological order. The value of the topological entanglement
entropy we find is within 2% (and our numerical uncertainty)
of the expected universal value γ = ln(2) for the simplest Z2
QSL state, which suggests comparison of specific theoretical
prediction for this Z2 phase to numerics. We indeed find a
024424-6
of the spectrum of ! properly, but also point to a finite value
of ", and hence a topological ground state. The quantum
dimension is D¼2, excluding chiral spin liquids ("¼1=2
orD ¼ ffiffiffi2p [77]). Rigorously, DMRGonly provides a lower
bound on D [80], but the bound is essentially exact as
DMRG is a method with low entanglement bias [81].
Conclusion.—Through a combination of a large number
of DMRG states, large samples with small finite size effect,
and the use of the SU(2) symmetry of the kagomemodel, we
have been able to corroborate earlier evidence for a QSL as
opposed to a VBC, due to energetic considerations and
complete absence of breaking of space group invariance,
although DMRG should be biased towards VBC due to its
low-entanglement nature and the use of OBC. On the basis
of the numerical evidence (spin gap, structure factor, spin,
dimer and chiral correlations, topological entanglement
entropy) numerous QSL proposals can be ruled out for the
kagome system.On the system sizes reached, the spin gap is
very robust and essentially size independent, ruling out all
proposals for gapless spin liquids, consistent with the ex-
ponential decay of correlators. Individual gapless QSL
proposals make other predictions not supported by numeri-
cal data, e.g., the static spin structure factor [23]. Another
strong observation is the very rapid decay of chiral corre-
lations, ruling out proposals related to chiral QSL. The third
strong observation is finite topological entanglement,which
implies a topologically degenerate ground state for the
kagome system. For quantum dimension 2, as found here,
we have in principle, for a time-reversal invariant ground
state, a choice between a Z2 phase and a double-semion
phase [82,83]. A Z2 QSL emerges straightforwardly in
effective field theories of the kagomemodel as a mean-field
phase stable under quantum fluctuations, breaking a U(1)
gauge symmetry down to Z2 due to a Higgs mechanism
[84], and, microscopically, a resonating valence bond state
formed from nearest-neighbor Rokhsar-Kivelson dimer
coverings of the kagome lattice directly leads to a Z2 QSL
[85,86] albeit for a variational energy far from the ground-
state energy. The concentration of weight of the structure
factor at the hexagonal Brillouin zone edge with shallow
maxima at the corners would also point to the Z2 QSL as
proposed by Sachdev [27], and a Z2 QSL is also consistent
with all other numerical findings. All this provides strong
evidence for the Z2 QSL, whereas to our knowledge, no
plausible scenario for the emergence of a double-semion
phase in the KAFM has been discovered so far, making it
implausible, but of course not impossible. An analysis of the
degenerate ground-state manifold as proposed in Ref. [80],
not possiblewith our data, would settle the issue. Even if the
answer provided final evidence for a Z2 QSL, many ques-
tions regarding the detailed microscopic structure of the
ground-statewave functions and the precise nature of theZ2
QSL would remain for future research.
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Note added.—Recently, we became aware of Ref. [81],
which calculates topological entanglement entropy from
von Neumann entropy for a next-nearest neighbor modifi-
cation of the KAFM, perfectly consistent with our results
of D ¼ 2 for the KAFM itself.
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that γ = 0.70± 0.02. This value appears constant, within
numerical uncertai ty, wit in the intermediate phase: for J2 =
0.56 (close to the quantum phase transition point J2 = 0.62),
we obtain in the same way γ = 0.72± 0.04. Without even
considering the magnitude of γ , the fact that we see a negative
rather than positive correction to the entanglement entropy is
strong evidence against VBS order.
As mentioned in the Introduction, the topological entangle-
ment entropy γ takes discrete values in topological phases.
The minimum possible value for systems with unbroken
time-reversal symmetry is γ = ln(2) ≈ 0.69, which is within
2% of the numerical results. The constancy of the numerical
topological entanglement entropy and the consistency with the
theoretically allowed value of ln(2) constitute strong evidence
for a topological QSL state. The appearance of the pure number
ln(2) (within happily small numerical uncertainty, of course)
is certainly very striking, coming out entirely unsolicited from
th DMRG calculations.
Notably, γ = ln(2) is th expected value or Z2 QSL
phase The Z2 QSL is in many ways the simplest spin liquid
state, and has appeared repeatedly in theories of quantum
agnets. As a rather complete theory of the low-energy
properties of Z2 QSLs is available, we can compare this to
numerics in various ways.
V. ODD-EVEN EFFECT
In this section, we make such a comparison based on
the theory of the Z2 QSL. Specifically, in a Z2 QSL on
the square lattice, it is predicted that cylinders with odd
circumference—and not those with even circumference—
should exhibit nonvanishing bulk staggered dimerization. This
even-odd effect was obtained in Ref. 38, by analysis of
quantum dimer models.39,40 Specifically, for a long cylinder
with (even) Lx →∞ and odd Ly , the Z2 QSL induces a
nonvanishing staggered dimerization,〈
Bxi
〉 = Bx +Dx(−1)xi , (3)
with Dx ∼ e−Ly/ ˜ξ exponentially decreasing with circumfer-
ence. By contrast, no dimerization appears for even Ly . We
obtain this behavior in Appendix 1 directly from the effective
Z2 gauge theory description, which shows that it is a universal
feature of Z2 QSLs on the square lattice, and not particular to
the quantum dimer models studied in Ref. 38.
Precisely this behavior is observed in our numerics. Fig-
ures 6(a) and 6(b) contrast the oscillatory and nonoscillatory
horizontal bond expectation values obtained for odd and even
Ly . For even Ly , some small boundary effects are observed,
decaying over about three lattice spacings. Figure 6(c) shows
the exponential behavior of Dx obtained as the difference of
even and odd bonds at the center of the sample. Interestingly,
theories predict (see Ref. 38) ˜ξ = 2ξ , where ξ is the true
dimer correlation length defined through the dimer correlation
function. This explains the rather slow decay of Dx , which
fits to ξ ≈ 5, reasonably consistent with ξd ≈ 4 found (see
Sec. II) from the examination of VBS correlation functions.
While som even-odd effect might be expected in a columnar
dimer phase for narrow cylinders, the exponentially-decaying
behavior and results of other tests (see Sec. VI A) seem
consistent only with a Z2 QSL.
VI. DISCUSSION
The previous sections have shown that DMRG makes a
compelling case for a nonmagnetic intermediate state in the
J1-J2 model. From direct measurements of the dimer order
parameter and correlations, the intermediate state appears
to have no or very weak VBS order. Most dramatically,
we find a robust constant suppression of the entanglement
entropy relative to the generic area law, known as topological
entanglement entropy, which is a unequivocal signature of
topological order. The value of the topological entanglement
entropy we find is within 2% (and our numerical uncertainty)
of the expected universal value γ = ln(2) for the simplest Z2
QSL state, which suggests comparison of specific theoretical
prediction for this Z2 phase to numerics. We indeed find a
024424-6
Figure 15. Entanglement entropy for Z2 topological spin liquid states computed with DMRG on long cylinders of
finite widths. Panel (a), reprinted from [185], shows he von Neuman entropy of the J1 − J2 antiferromagnet on the
square lattice as function of the perimeter of the cylinder Ly with an intercept γ = − ln 2 for Ly → 0. Panel (b),
reprinted from [219], shows various Re´nyi entropies Sq for the Kagome´ antiferromagnet as function of the perimeter
of the cylinder c with an intercept γ → − log2(2) = −1 for increa ing values of q.
geo etry, as done for instance in Refs. [185, 215, 219, 222–229]. In Fig. 15, we report d = 2 DMRG re-
sults for Z2 spin liquid states on (a) the frustrated J1− J2 spin-12 Heisenberg antiferromagnet on the square
lattice Eq. (2.9) from [185], d (b) the Kagome´ Heise berg antiferromagnet4 from [219]. In both cases
one reads the topological entangl me t entropy as the intercept when the cylinder circumferenc vanishes,
in perfect agreement with the predicted quantum dimension D = 2 from Eq. (2.19). N te the better accord
for the Kagome´ model in Fig. 15 at larger Re´nyi parameters q, a consequence f the less g od accuracy
when computing lower weight entanglement modes. Surprisingly this numerical limitation seems to be at
variance with the results obtained in Ref. [229].
b. Fractional quantum Hall states— The topological entanglement entropy has also been measured
with a great accuracy for Laughlin wave function at ν = 1/m [220, 223, 236, 237] as well as for the non-
abelian Moore-Read state [238, 239]. In Fig. 16 we report numerical results from Refs. [223, 237, 238].
More recently, non-abelian states such as fractional quantum Hall states at ν = 13/5 and ν = 12/5,
apparently captured by the k = 3 parafermi n Read-Rezayi state [240], have been studied in Refs. [241,
242]. The topological entanglement entropy of such a state γ = 12 ln(5 + 5φ
2) ' 1.45 was successfully
captured using large scale DMRG simulations. Note lso the non-abelian phases in the two-component
ν = 2/3 fractional quantum Hall states on a bilayer, with the emergence of Fibonacci anyons [243].
4 Note that there is still some debates regarding the nature of the ground-state due to the existence of various competing low-energy
states. Among the three candidates, the gapped Z2 spin liquid [230], the U(1) Dirac spin liquid [231], and the 36-site unit cell
valence-bond solid [232], the most recent d = 2 DMRG studies concluded for a Z2 spin liquid [219, 233], with Z2 topological
order. For recent discussions, see also Refs. [234, 235].
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dependence) will also appear in the dependence of the
maximum. Figure 1 (inset) plots Sl!A against l!A for m " 3
states. The linear behavior is manifest. We observed the
same feature for m " 5 states. This demonstrates that the
boundary law SlA /
!!!!
lA
p
is reflected in the equal-partition
entanglement entropy Sl!A , although an explicit proof is
lacking.
To explicitly access the thermodynamic limit, we do a
numerical N ! 1 extrapolation for each lA (Fig. 2). We fit
the SlA#N$1% data points (inset to Fig. 2) to functions like
c0 & c1=N!1 & c2=N!2 , noting that SlA"1;2 indeed have
expansions of this form. We use various sets f!ig of small
integers, dropping combinations that give extrapolation
functions with pathological features at small N$1. The
set of values obtained by this procedure yields the esti-
mates and errors of Fig. 2. The linear behavior of the N !
1 data verifies the expected scaling law.
Extracting the topological entropy.—We note that the
$"& c1
!!!!
lA
p
behavior [3,4] is expected only for lA * 3.
For extracting ", we thus drop two or more of the lowest
points from the available SlA values. It is not feasible to use
only the largest values because the extrapolation uncer-
tainty is largest there (Fig. 2). Dropping 2 to 5 of the lowest
points, and giving various relative weights to the higher or
lower values, we extract various estimates for " by fitting
SlA " $"& c1
!!!!
lA
p
. The resulting estimate for the topo-
logical entropy of the m " 3 state is$" " $0:60' 0:13.
This is consistent with the theoretical value of $0:55.
Particle entanglement.—We now turn to partitioning the
Laughlin states into two sets of particles rather than two
blocks of orbitals. Noting that the entanglement entropy SA
is largest and equal to the logarithm of the number of
nonzero eigenvalues when #A has equal nonzero eigenval-
ues, we can set a naı¨ve upper bound for SA. When A
contains nA particles out of a total of N particles in the $ "
1=m Laughlin state, the size of the density matrix is set in
first instance by the number of possible ways in which the
nA particles can be distributed among N% & 1 " m#N $
1% & 1 orbitals; thus
 SA ( ln N% & 1nA
" #
: (2)
This bound becomes an exact result for the integer quan-
tum Hall state m " 1, i.e., the noninteracting case where
the Laughlin wave function reduces to a single Slater
determinant. For the fractional quantum Hall states (m )
3), the bound is sharp for nA " 1 but not for nA > 1
(Fig. 3).
We note that the absence of terms in the Laughlin wave
functions with adjacent orbital occupancies near the poles
implies that, for nA > 1, some of the eigenvalues of the
reduced density matrix are zero, leading to a tighter upper
bound than above. This idea becomes much more effective
with the additional observation that the eigenvalues of #A
are organized in a SU#2% multiplet structure, due to #A
commuting with the total angular momentum magnitude
and z component (L2nA and LznA) of the nA particles in A.
When any eigenvalue of #A vanishes due to the absence of
corresponding states in the Laughlin wave function, the
multiplet structure implies that every eigenvalue in the
same multiplet must also vanish.
For nA " 2, m " 3, one observes that the vanishing
states are part of the L2 " m#N $ 1% $ 1 " N% $ 1 rep-
resentation of the SU#2% symmetry algebra. This reduces
by 2L2 & 1 " 2N% $ 1 the number of 2-particles states
contributing to the entropy. For nA " 2 and general m,
there are #m$ 1%=2 multiplets contributing zero eigenval-
ues, leading to a total of 12 #m$ 1%#2N% $m& 2% zeros.
The number of nonzero eigenvalues is
 
N% & 1
2
" #
$ 1
2
#m$ 1%#2N% $m& 2% " N% & 1$ #m$ 1%2
" #
(3)
and the logarithm gives a much better upper bound to the
nA " 2 entanglement entropies (Fig. 3). This bound is still
not sharp because the eigenvalues are not all equal; how-
ever, the effect of the eigenvalue distribution on SA is
small. In Fig. 3 we show that the exact values for SnA"2
rapidly converge to our improved upper bound.
Generalizing to nA > 2, we have rigorously established
the following upper bound
 SA ( ln N% & 1$ #m$ 1%#nA $ 1%nA
" #
: (4)
Based on our nA " 2 results, we expect for general nA that
the entropy SA will be close to this bound for nA * N. To
derive Eq. (4), we have noted that the subset A itself can be
identified with a Laughlin state with excess flux, i.e., with a
number of quasiholes. Degeneracies for such a state on a
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FIG. 2 (color online). Entanglement entropies in m " 3 states
extrapolated to the thermodynamic limit. Dashed line is a fit to
$"& c1 !!!!lAp giving more weight to the higher points. Inset on
right plots SlA against N, for lA " 1, 3, 6, 10. With wave
functions available up to N " 10, the N ! 1 extrapolation is
reliable for small lA but is already difficult for lA " 10 because
the SlA #N% curve is not nearly flat yet.
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DAS!k,M" =
#k + 3$%#2kM + 3$
16 cos!!/#k + 3$"sin3!!/#k + 3$"
, #19$
giving "&1.62 for the paired spin-singlet state #k=2,M
=1$ at #=4/7.
In general, the M dependence of these expressions for
total quantum dimensions is linked to the ground state de-
generacy in torus geometry. Denoting the latter by #!k ,M"
we have the relation
D!k,M" =D!k,0"%#!k,M"
#!k,0"
. #20$
The conformal field theories underlying the states at M =0
are of Wess-Zumino-Witten #WZW$ type !SU#2$k for the RR
states and SU#3$k for the AS series" and the quantities
D!k ,0" can be expressed in the modular S matrix for these
WZW models.
B. ! from sphere calculations: Extrapolations
First of all, we note that, since our degrees of freedom are
ordered essentially one dimensionally, we cannot use one of
the two-dimensional schemes proposed previously11,12,19 in
which an appropriate addition and/or subtraction of the en-
tanglement entropies of several regions cancels the b undary
parts of the entropy #SA→$L−"$ leaving the subleading
term ". With the orbital degrees of freedom on a sphere, we
can choose only regions corresponding to disks, concentric
rings, and combinations thereof. Any combination of entro-
pies of disk- and ringlike regions that cancels out the bound-
ary terms also unfortu ately cancels out the " term.
We are thus led to using directly the scaling law, SA
→
L→%
$L−". Our choice of block A as the first lA orbitals, ex-
tending spatially from o e pole out to some latitude, corre-
sponds to a disk-shaped block only in the thermodynamic
limit. The block area is proportional to the square of %lA,
while its boundary is proportional to %lA#N&+1− lA$; these
are equivalent only in the same N→% limit. One way to
numerically access the thermodynamic limit is to take the
entan lement entropy of lA orbitals with the rest, for acces-
sible wave functions of various sizes N, and then take the
N→% limit. The SlA#N→%$ versus %lA points thus obtained
should then follow a linear curve at large lA, whose vertical
intercept gives the topological entropy. Results following this
procedure were provided for the #=1/3 Laughlin stat in our
earlier paper;10 here we will focus on the Moore-Read state.
The extrapolation of SlA#N$ values to the thermodynamic
limit is a tricky issue. We therefore discuss the extrapolation
in some detail here, providing some general results.
We are interested i the fu ction SlA#x$, where x=1/N.
We have access to SlA#xi$ at several integer values of N, and
would like to estimate SlA#0$. For each data set that we have
access to #each lA; both Laughlin and Moore-Read$, we note
the following: the SlA#xi$ versus xi values form a monotonic
curve and this curve gets flatter #slope magnitude decreases$
with decreasing x. Two examples can be seen in the inset to
Fig. 6. In other words, the first and second derivatives of the
SlA#x$ func ion have the same sign and neither derivative
changes sign.
Motivated by the above observations, we provide the fol-
lowing result. Assuming only that the signs of the first two
derivatives of the SlA#x$ function are the same and that the
signs remain unchanged until x=0, we have the following:
#1$ The value S0=SlA#x0$ corresponding to the smallest
value x0 of the available xi is a strict lower #upper$ bound for
SlA#0$ if the SlA! #x$ is negative #positive$.
#2$ The intercept found by connecting the SlA#x$ corre-
sponding to the smallest two xi values #x0 ,x1$, namely,
S1 = SlA#x0$'1 − x0x1 − x0( + SlA#x1$' x0x1 − x0( ,
is a strict upper #lower$ bound if SlA! #x$ is negative #positive$
and SlA" #x$ is positive #negative$.
The limits S0 and S1 thus obtained give us conservative
bounds for the required entanglement entropies in the ther-
modynamic limit, SlA#N→%$. To obtain a sharper extrapola-
tion, one can use various polynomial extrapolations and take
the average, as done in our earlier work.10 Here, we improve
the xtrapolation by using the extrapolation algorithm of Bu-
lirsh and Stoer #BST algorithm$, based on rational polyno-
mial fraction approximations.25,26
The BST procedure involves successive transformations
of the original data set, leading to transformed data sets suc-
cessively smaller by one element. If the free parameter #'$
of the algorithm is chosen properly, the successive sets will
be more and more convergent and will eventually converge
to the x=0 value. The parameter ' is chosen to optimize
convergence; how precisely this is done is a nontrivial issue,
especially for large data sets.
In the present case where the initial data set consists of
bipartite entanglement entropies, it is particularly desirable
to be able to use a small number of initial SlA#N$ values,
corresponding to the largest available N. This is because the
symmetry SlA =SN&+1−lA makes the SlA#N$ data meaningless
for N→% extrapolation when lA gets close to N& /2= 12 #mN
−S$. In other words, the SlA#N$ values used should not be too
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FIG. 6. #Color online$ Entanglement entropies in Moore-Read
state wave functions, extrapolated to the thermodynamic limit. The
dashed line is a fit to −"+c1%lA, with some points dropped. The
inset plots SlA against 1 /N for various fixed lA.
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Figure 6. L1-local extraction of  . The intercept of local linear approximations
to the SA(LA) curves, i.e., SA(L1) L1 ⇥ dS/dL1, plotted as a function of L1. In the
scaling regime, this quantity should give  2 . The symbols for ⌫ = 1/3 (⌫ = 1/5)
r the same s in Fig. 4 (Fig. 5). Theoretically expected  2  values are shown as
dashed orizontal lines. In panel (c) the solid line through the largest size data is the
fit obtaine usi g Equation (6).
Laughl n state [leading t a rough estimate of ↵ ⇡ 0.17(2)], the finite size e↵ cts in the
Coulomb ground state are so severe that no meaningful extraction of ↵ is possible with
current system sizes.
Extraction of the topological entanglement entropy   — In Fig. 6 we show calculations
of   for the Laughlin state at ⌫ = 1/3 (a) and ⌫ = 1/5 (c) as well as for the Coulomb
ground state at the same fractions (b) & (d). Evaluating the L1 derivative using a
centered 5-poi t formula, we plot SA(L1) L1⇥dS/dL1 as a function of L1. This quantity
is the intercept of a linear approximation made to the SA(L1) curve locally at each L1. It
should take the value  2  in the scaling region, see Equation (4). Not surprisingly, the
intercept oscillates at intermediate L1, has a plateau in the “scaling window” described
above, and then moves o↵ to a large positive value when L1 is yet larger entering the thick
torus regime. The plateau region value gives us the best estimate for the topological
entanglement entropy. A significant advantage of our analysis is that, by examining
the dSA/dL1 curve (and its Ns dependence), we can identify the correct window of L1
values t use.
In Fig. 6(a) the ⌫ = 1/3 Laughlin sh ws such a clear plateau region. The
plateau region value around L1 ⇠ 18 gives us the best estimate for the topological
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Figure 6. L1-local extraction of  . The intercept of local linear approximations
to the SA(LA) urves, i.e., SA(L1) L1 ⇥ dS/dL1, plotted as a function of L1. In the
scaling regime, this quantity should give  2 . The symbols for ⌫ = 1/3 (⌫ = 1/5)
are the same as in Fig. 4 (Fig. 5). Theoretically expected  2  values are shown as
dashed horizontal lines. In panel (c) the solid line through the largest size data is the
fit obtained using Equation (6).
Laughlin state [leading to a rough estimate of ↵ ⇡ 0.17(2)], the finite size e↵ects in the
Coulomb ground state are so severe that no meaningful extraction of ↵ is possible with
current system sizes.
Extraction of the topological entanglement entropy   — In Fig. 6 we show calculations
of   for the Laughlin stat a ⌫ = 1/3 (a) and ⌫ = 1/5 (c) as well as for the Coulomb
ground state at the same fractions (b) & (d). Evaluating the L1 derivative using a
centered 5-point formula, we plot SA(L1) L1⇥dS/dL1 as a function of L1. This quantity
is the intercept of a linear approximation made to the SA(L1) curve locally at each L1. It
should take the value  2  in the scaling region, see Equation (4). Not surprisingly, the
intercept oscillates at intermediate L1, has a plateau in the “scaling window” described
above, and then moves o↵ to a large positive value when L1 is yet larger entering the thick
torus regime. The plateau region value gives us the best estimate for the topological
entanglement entropy. A significant adva tage of our analysis is tha , by examining
th dSA/ L1 curve (and its Ns dependence), we can identify the correct window of L1
values to use.
In Fig. 6(a) the ⌫ = 1/3 Laughlin shows such a cle r plateau region. The
plateau region value around L1 ⇠ 18 gives us the bes estimate for the topological
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Figure 5. ⌫ = 1/5 Laughlin versus Coulomb. Entanglement entropy (a) and its
derivative (b) for the ⌫ = 1/5 Laughli wavefunctions. Entanglement entropy (c)
and its derivative (d) for the ⌫ = 1/5 Coulomb ground state.
the intercept oscill tes t intermediate L1, has a plateau in t ‘scaling wind w’ described above,
and then moves off to a large positive value when L1 is yet larger entering the thick torus regime.
The plateau region value gives us the best estimate for the topological entanglement entropy.
A significant advantage of our analysis is that, by examining the dSA/dL1 curve (and its Ns
dependence), we can identify the correct window of L1 values to use.
In figure 6(a) the ⌫ = 1/3 Laughlin shows such a clear plateau region. The plateau region
value arou d L1 ⇠ 18 g ves us the best estimate for the topological entanglement entropy   ⇡
0.565(5), to be comp red to the heoretical expect tion   = ln(3)/2⇡ 0.5493. The difference
amounts to only 3% in this ideal case.
For the ⌫ = 1/5 Laughlin (fi ure 6(c)), the finite-size issues are sig ificantly larg r, an
the oscillations have not yet damped out at accessible izes. However, on can ake av rage
of he scillating values to get a r a onable estimate of   . We se a imple damped oscillat on
fitting ansatz of the form
f (L1)= 2  + a⇥ exp[ bL1]⇥ sin(cL1  d), (6)
and fit the Ns = 45 curve for L1 > 9, yielding an estimate of   ⇡ 0.81. Thi value again
compares very favorably to the theoretical expectation   = ln(5)/2⇡ 0.8047.
At each f these frac ions, the finite-size convergence is worse for the Coulomb ground
st te compared t the Laughlin gr und state. While for the ⌫ = 1/3 Coulomb (figure 6(b))
a fitting analysis al ng the lines of the ⌫ = 1/5 Laughlin still provides a reasonable  
estimate:   ⇡ 0.60, the ⌫ = 1/5 Coulomb state (figure 6(d)) clearly does not allow a
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Figure 5. ⌫ = 1/5 Laughlin versus Coulomb. Entanglement entropy (a) and its
derivative (b) for the ⌫ = 1/5 Laughlin wavefunctions. Entanglement entropy (c)
and its derivative (d) for the ⌫ 1/5 Coulomb ground state.
the intercept oscillates at intermediate L1, has a plateau in the ‘scaling window’ described above,
and then moves off to a large positive value when L1 is yet larger entering th thick torus regime.
The plateau region value gives us the best estimate for the topological entanglement entropy.
A sig ificant advantage of our analysis is that, by examining the dSA/dL1 curve (and its Ns
dependence), we can identify the correct window of L1 values to use.
In figure 6(a) the ⌫ = 1/3 Laughlin shows such clear lateau region. The plateau region
value around L1 ⇠ 18 gives us the best stimate for the topological entanglement ntropy   ⇡
0.565(5), to be compared to the t ore ical expectation   = ln(3)/2⇡ 0.5493. The difference
amounts to only 3% in this ideal case.
For the ⌫ = 1/5 Laughlin (figure 6(c)), the finite-size issues are significantly larger, and
the oscillations have not yet damped out at accessible sizes. However, one can take the average
of the oscillating values to get a reasonable estimate of   . We use a simple da ped oscillation
fitting ansatz of the form
f (L1)= 2  + a⇥ exp[ bL1]⇥ sin(cL1  d), (6)
and fit the Ns = 45 curve for L1 > 9, yielding an estimate of   ⇡ 0.81. This value again
compares very f vorably to the theor tical expectation   = ln(5)/2⇡ 0.8047.
At each of these fractions, the finite-size convergence is worse for the Coulomb ground
state c mpared to th Laughlin ground state. While for the ⌫ = 1/3 Coulomb (figure 6(b))
a fitting nalysis along the lines of the ⌫ = 1/5 Laughlin still provides a reasonable  
estimate:   ⇡ 0.60, the ⌫ = 1/5 Coulomb state (figure 6(d)) clearly does not allow a
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Figure 16. Entan lement ntropies for fracti nal quantum Hall states com uted ( ,b) o a sphere with orbital partitions
and (c,d) n a torus with r al spac cut . (a) For the ν = 1/3 Laughlin wave-function the topological term is found
in perfect agreement with γ = − ln√3 ' −0.55, reprinted from [237]. (b) For the ν = 1/2 Moore-Read state
γ = ln
√
8 ' −1.04, reprinted from [238]. For r l sp ce biparti ions on a torus (c,d), reprint d from [223], 2× γ
is plotted against the torus perimeter L1 for various magnetic flux quanta Ns = N/ν with N electrons for ν = 1/3
and 1/5 Laughlin w ve-functions. A good agr ement is found with 2γ = l ν.
c. Other examples— We now give a very short (and clearly non-exhaustive) list of recently discussed
topological ordered phases charac erized by their topological entropy. Using d = 2 DMRG for the s = 1/2
kagome´ antiferromagnet in an external field, a magnetization plateau at filling 1/9 of saturation has been
claimed to be a Z3 spin liquid state [244]. The existence of this exotic plateau state had not been reported
previously [245], but was diagnos d in a m e recent st y [246] o be a valenc bond crystal coexisting
ith spin order, a phase where opological order is abs nt. Still on the kag m´ l ttice, hard-core bosons
at ν = 1/3 filling have reve led a int res i g Z2 topological liquid stat [247]. In Ref. [248] a frustrated
spin-1 model on a square lattic was fou d exh bit the same topological order as the spin chiral state.
Note also the topological color code model [249] which xhibits a Z2 × Z2 spin liquid ground-state with
γ = ln 4, as studied numerica ly in [250].
For extension to d > 2, we refer to the ork of Gr ver et al. [251] (see also [252] for three-dimensional
quantum spin liquids in iridate materials and[253] for U(1) quantum spin liquids). Finally, for topological
order and topological entropy in classical systems, see e.g. Refs. [254–256].
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III. ENTANGLEMENT SPECTROSCOPY
Soon after the discovery of the DMRG algorithm for one dimensional quantum systems [257, 258],
some attempts have been made to extend it to d = 2 [259–261]. However, it was then quickly realized that
such an extension is a quite difficult task, as observed through the study of the spectrum of the RDM, the
entanglement spectrum (ES), for two dimensional non-interacting quantum systems [134]. Although such
studies were first motivated by performance issues regarding the DMRG algorithm, some deeper investiga-
tions have later started to become a topic of increasing interest, in particular for quantum chains [262–266].
A breakthrough came in 2008 with the work of Li and Haldane [267] where they showed for ν = 5/2
fractional quantum Hall states that the low lying part of the RDM spectrum contains universal features
regarding topological properties. This has triggered a huge interest, in particular for topological order that
we discuss below in Section III B. Roughly at the same time, Calabrese and Lefe`vre [268] focused on the
eigenvalues distribution of the RDM for critical spin chains described by a CFT, which also raised a large
inquisitiveness, as we review in Section III A. Among numerous fascinating properties of entanglement
spectroscopy, the notion of entanglement Hamitonian has been also intensively debated, as we discuss in
Section III C.
A. Entanglement spectrum in one dimension and beyond
1. Quantum spin chains and ladders
a. Quantum spin chains The ground-state of the spin s = 1/2 XXZ chain, defined on a chain of L
sites by the following Hamiltonian
Hxxz =
L∑
i=1
(
Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1
)
, (3.1)
displays critical spin-spin correlations for −1 < ∆ ≤ 1 with a continuously varying Luttinger liquid
parameter [269]
K =
1
2 arccos(−∆)/pi . (3.2)
This critical regime is described by a CFT [270] with central charge c = 1, yielding the logarithmic
growth [21] of the Re´ny entanglement entropies Eq. (2.3). Making a real-space bipartition, which de-
fines a subsystem A (depicted in the inset of Fig. 17), its RDM ρA has eigenvalues λi which gives the ES
ξi = − lnλi. The eigenvalues distribution was first studied by Calabrese and Lefe`vre [268] using CFT and
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Figure 17. DMRG results for the entanglement eigenvalue distribution for open spin- 12 XXZ chains with a real-space
bipartition at half-chains L/2 (inset). Top: Numerical results for n(λ) at various anisotropies ∆ for system sizes
L ≥ 1500, compared to the analytical prediction Eq. (3.3) from Calabrese and Lefe`vre (CL) [268]. Bottom: Finite
size convergence of n(λ) towards the CL formula Eq. (3.3). DMRG data for ∆ = 1. Inset: logarithmic convergence
to the thermodynamic limit. Figure reprinted from Ref. [271].
exact diagonalization of Eq. (3.1) at ∆ = 0. Exploiting the fact that Tr ρqA ∼ L
− c
6
(
q− 1
q
)
, they derived an
approximate expression for the mean number of eigenvalues larger than a given λ:
n(λ) = I0
[
b ln
(
λmax
λ
)]
, (3.3)
where I0 is the modified Bessel function of first kind, λmax is the largest eigenvalue, and b = − lnλmax,
nicely confirmed numerically for the XX point [268]. A good agreement was also found later by Pollmann
and Moore using infinite time-evolved block decimation [272] for various XXZ anisotropies, albeit a fitting
prefactor was used in Eq. (3.3). In the critical ferromagnetic regime −1 < ∆ < 0, Alba et al. [273]
also observed a sizeable deviation form prediction Eq. (3.3). Note that the theory of finite-entanglement
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Figure 18. (a) Schematic representation of the CFT energy spectrum of a compactified boson (η = 12K ) with open
boundary conditions, reprinted from [276]. (b) Spin-resolved ES from DMRG calculations: results for open XXZ
chains at ∆ = −0.5 and various lengths L, as indicated on the plot. The lower part of the spectrum is fitted to the
quadratic form Eq. (3.5), reprinted from [271].
scaling [274] precisely builds on such a universal distribution [275].
Using large scale DMRG we have explored [271] the distribution of λi for various anisotropy parameters
∆ along the critical regime of the XXZ model. Numerical results for n(λ) with very large systems, up to
L = 2000 lattice sites and open boundary conditions, are shown in Fig. 17. There, we see that the prediction
Eq. (3.3) works remarkably well at the XX point (free fermions), in agreement with Calabrese-Lefe`vre, but
with significant deviations appear for finite interaction ∆ 6= 0. Interestingly, attractive ∆ < 0 and repulsive
∆ > 0 interactions display opposite deviations, with a sign change at ∆ = 0. A finite size analysis, shown
in Fig. 17 (Bottom) for the isotropic point ∆ = 1, reveals that finite size effects are responsible for the
observed disagreement. Indeed, convergence to the asymptotic form Eq. (3.3) is slowed by logarithmic
corrections ∼ 1/ lnL, with a prefactor which change sign with the anisotropy ∆5. So far there is no
analytical understanding for such finite size effects.
The CFT description is also encoded in the microscopic structure of the entanglement levels, as discussed
in Refs. [271, 276]. Indeed, for critical XXZ [271, 276], as well as for critical Bose-Hubbard chains [276,
277], the low lying part of the ES for subsystems of length `A corresponds to the energy spectrum of open
chains of length `A with the same Luttinger parameter as the full system. This is shown in Fig. 18 (b) for
XXZ chains at ∆ = −0.5 where the low ”energy” entanglement levels are perfectly described by the CFT
prediction [270] for the low-energy spectrum of a critical open chain of `A sites
Em0 − E00 =
piu
2K`A
m2, (3.4)
5 These corrections exist on the entire critical regime and are not restricted to ∆ = 1 [271].
29
where m is the Sz quantum number of the subsystem, Em0 is the ground-state energy in a given magneti-
zation sector m, u the velocity of excitations, and K the Luttinger parameter. The entanglement levels in
Fig. 18 can be identified with Eq. (3.4) using the correct ”entanglement temperature” [271] (see also below
in Section III C), thus yielding
− ln
(
λ
(m)
i /λ
(m)
max
)
=
pi2
K ln(`A/`0)
m2, (3.5)
where `0 is a length scale of order 1. As a consistency check, one can extract the Luttinger parameter K
from the quadratic enveloppe Eq. (3.5), which is shown in Fig. 19 (a) for Bose-Hubbard chains [276], and
(b) for XXZ chains [271].
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Figure 2. (Color online) (a) / (c) Entanglement spectrum ⇠ for a L = 256 Bose-Hubbard chain at U/J = 2with OBC / PBC and a block size of
LA = 128. (b) / (d): Structure of the ES in each  NA sector for OBC / PBC, obtained after subtracting the lowest ⇠ value in each  NA sector,
and setting the difference between the first and second ⇠ value in the  NA = 0 sector to one. The levels with an assigned value are indicated by
the dashed red line, while the relative position of all other levels highlights the emergent CFT structure of the ES. The approximate degeneracy
at energy level l is compatible with p(l), the number of integer partitions of l. (e) Schematic representation of the boundary CFT energy
spectrum of a compactified boson with free boundary conditions [6, 25, 26]. Each orange shaded circle denotes a primary field with scaling
dimension ⌘( NA)2, while the equally spaced white circles on top of each primary field complete the Virasoro towers with a degeneracy count
of p(l). The schematic spectrum has been plotted for ⌘ = 1/2. The energy differences denoted  ⇠(0, 0) and  ⇠(0,±1) in (a) and (c) enter
the formula (3) ⌘ =  ⇠(0,±1)/ ⇠(0, 0).
state Potts model. We then provide a CFT interpration of the
numerical results and conclude.
Setup.— We study one-dimensional quantum many body
systems on chains of length L with open boundary conditions
(OBC) and periodic boundary conditions (PBC) in the follow-
ing. The fixed size and position of the block A in the biparti-
tion is illustrated in Fig. 1. We calculate the finite size ground
state wave functions using the density matrix renormalization
group (DMRG) technique [21] and study the entanglement
spectrum for various system sizes up to about a thousand sites.
The results are converged in the number of states kept, where
this number varies among the models but can be as large as a
few thousand states.
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Figure 3. (Color online) Scaling dimension ⌘ of the Bose-Hubbard
chain at filling n = N/L = 1 as a function of the interaction U/J .
The critical value ⌘c = 1/4 and location of the transition from the
superfluid to the Mott insulator (U/J)c [22, 23] are indicated with
horizontal and vertical lines. The red dashed curve shows ⌘ from
the particle number fluctuations analysis in Ref. [27]. The particle
number cutoff per site is set to Nmax = 4 in all the results.
Bose Hubbard model.— We investigate the entanglement
spectrum of Bose-Hubbard chains of length L described by
the Hamiltonian:
HBH =  J
X
hi,ji
(b†i bj + h.c.) + U/2
X
i
ni(ni   1), (2)
at fixed unit filling hnii = 1. Below a critical value of U/J ⇡
3.38 [22] the system is in a 1D superfluid phase, described
by Luttinger liquid theory - i.e. an instance of a c = 1 CFT
- where some of the scaling dimensions of the theory vary
continuously with the ratio U/J [23].
In Fig. 2(a) we display the ES {⇠} for a symmetric bipar-
tition of an OBC wave function at L = 256 and U/J = 2
using the particle number in the block ( NA := NA LA) as
an additional label of the entanglement levels. A prominent
feature of the ES is that it exhibits a parabolic envelope high-
lighted by the continuous line through the lowest ES level in
each  NA sector. In order to uncover the additional structure
above the parabola we subtract the value of lowest ES in each
sector, and set the overall scale by assigning the second ES
level in the  NA = 0 sector a fixed value of one. The result-
ing spectrum is shown in Fig. 2(b), displaying an intriguing
equally spaced structure, where furthermore the approximate
degeneracy at level l seems to be given by p(l), the number of
integer partitions of l.
Before interpreting these results we show the ES for a chain
of the same size and Hamiltonian parameters, but with peri-
odic boundary conditions in Fig. 2(c) [corresponding to setup
(b) in Fig. 1]. The ES also shows a parabolic envelope, but the
spectrum is about a factor two denser compared to the OBC
case. Still, if one applies the shifting and rescaling procedure
as in the OBC case one finds in Fig. 2(d) the same equally
spaced spectrum with an identical degeneracy count p(l) at
level l. It is quite remarkable that the ES of the PBC setup
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Solid lines are fits to the logarithmic scaling form Eq. (21) from which KLL is extracted
and showed in the inset against   (symbols) and compared to the exact expression
Eq. (9) (black curve).
if q > q0, where Hq = (ln
P
i(xi)
q)/(1   q) are normalized Re´nyi entropies, such thatP
i xi = 1. This yields the following inequality for the spin-resolved entanglement
entropies:
S
(m)
1   pmS(m)1 . (26)
One can use the following ansatz for the SREE
S
(m)
1 (`) =
ce↵(m, `)
3B ln(`/`0), (27)
with X
m
ce↵(m, `) = 1. (28)
While there is no simple argument for the precise form of the ”e↵ective central charge”
ce↵(m, `), the relation between S1 and the single copy entanglement S1 = S1/2 for
critical chains leads us to make a conjecture, following Eq. (26):
S
(m)
1 (`)
?
= 2pmS1.
This would mean that the ”e↵ective central charge” ce↵(m, `) ⇡ pm(`) slowly goes to zero
with the system size. We have checked this conjecture against DMRG results, as shown
in Fig. 11 (a) for the m = 0 sector and   = 1, 0, 0.5, 0.9. The left panel of Fig. 11
K
∆
(b) XXZ
Figure 19. L ttingerK parameter estimated from the curvature of the low-energy art of the ES desc ibed by Eq. (3.5).
(a) Bose-Hubbard chains at integer filling, reprinted from [276]. (b) s = 1/2 XXZ chains compared to exact Bethe
ansatz (full line) Eq. (3.2), reprinted from [271].
One should also mention some earlier results obtained by Peschel [278] on free electronic chains which
suggest that the effective Hamiltonian is an open free fermion chain, but with non-homogeneous hopping
terms vanishing at the boundaries. Such microscopic details should not change the above picture for quan-
tum critical chains. However, in the gapped Ising regime of the XXZ chain (∆  1), the boundary-local
nature of the ES has been clearly identified [279]. Also one could interpret the inhomogeneity in a local
thermodynamic with a spatially varying local temperature [280, 281] decaying away from the boundary.
In Refs. [282–285], the entanglement gap between the first two largest eingenvalues (the Schmidt gap)
has been diagnosed as an order parameter to locate quantum phase transitions for quantum spin chain mod-
els, an idea further applied to quantum impurity problems [286]. One should however note that universal
features captured by entanglement spectroscopy have been recently questioned when looking at momentum-
space entanglement [287, 288] where the closure of the Schmidt gap may not occur at the physical criti-
cal point. These second thoughts regardi g universality are also supported by the recent discussion in
Ref. [289].
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FIG. 3. (Color online) Entanglement excitation spectra {ξi − ξ0} in the ladder model (94) with t = 1, V = −1, U = 2 , and
varying t′ at the 1/3-filling. (a) The spectrum for t′ = 0.5, and L = 15. (b) Squared excitation energies {(ξi − ξ0)2} of the
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with the data points at the smallest |k| 6= 0. The dashed line in (a) is obtained by simply taking the square root of the linear
line in (b).
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FIG. 4. (Color online) The slope 4ve of the linear relation
(ξi − ξ0)2 ∝ |k| found in Fig. 3(b), plotted against the inter-
chain tunneling t′. Logarithmic scales are taken for both axes.
We fix U = 2 and plot the data for the system sizes L = 9
(square), 12 (circle), and 15 (triangle). For each L, we deter-
mine the slope 4ve by using the data at k = 2pi/L as shown by
lines in Fig. 3(b). We extrapolate the data of ve to the limit
L→∞ by fitting with a linear function in 1/L; the obtained
values are indicated by cross symbols. We fit the L =∞ data
by a power function (as shown by a dashed line), obtaining
4ve = 5.48(t
′)−0.544. The exponent 0.544 of this function is
close to the expected value 1/(2− 1/(2K−)) = 0.558.
ters K± obtained numerically in Ref. 65, we evaluate the
expected energy of the flat dispersion, w in Eq. (87d),
and plot it by horizontal lines in Fig. 2 (b). We note
that our theoretical prediction in Sec. III was based on
the TLL theory, which addressed properties for small |k|
(below a certain ultraviolet cutoff). We find that the nu-
merical data agree well with the horizontal lines around
k = 0, and deviate gradually from them as |k| increases.
These deviations are expected to come from certain ef-
fects beyond the TLL theory, such as the presence of
irrelevant operators. Good agreement of the data of Sn
with Eq. (92) found in Ref. 65 indicates that such devi-
ations from the TLL prediction at high energies change
only the boundary-law contribution in Sn and keep the
universal constant γn unaltered.
We next consider the case of t′ 6= 0, for which the re-
sult of Sec. III C 2 predicts an entanglement Hamiltonian
with an anomalous dispersion relation wk proportional
to
√
k as in Eq. (79c). We here fix the interchain interac-
tion U = 2 and vary the interchain tunneling t′ from 0.1
to 1. Figure 3 (a) presents the entanglement excitation
spectra for t′ = 0.5 and L = 15. We find that the en-
tanglement excitation energies are significantly lowered
around k = 0 compared to Fig. 2 (a), indicating a gap-
less ES. Extracting the lowest branch from the spectrum,
we plot squared excitation energies {(ξi − ξ0)2} for sev-
eral values of t′ in Fig. 3 (b). The data roughly show
a linear relation (ξi − ξ0)2 ∝ |k| (particularly for small
|k| and large t′), which is consistent with the expected
square root dispersion relation (79c). Here we attribute
the better agreement with the linear relation for larger
t′ to the increasing mass m− and thus the associated de-
creasing correlation length as a function of t′; in order
to have a consistency with a field theory, it is crucial to
make the system size sufficiently larger than the corre-
lation length. Furthermore, we evaluate the slope 4ve of
the linear relation from the data at k = 2pi/L for each L
and plot it against the tunneling amplitude t′ in Fig. 4.
We also plot together the values of 4ve extrapolated to
9
due to the finite length gap G(L) ' u/L such that the
asymptotic low T behavior Eq. (26) is expected to be
valid for u   T   G(L). Below this gap, Sthq displays
an activated shape, controlled by G(L). We checked
this finite-size e↵ect using ED at the free-fermion point
(XX chain) with open boundary conditions51 where the
asymptotic linear scaling is perfectly well reproduced for
large enough sizes L, as displayed in Fig. 6 (right).
B. Heisenberg ladders
Let us now consider Heisenberg ladders consisting of
two neighboring one dimensional periodic Heisenberg
chains (the “legs”) with an additional “rung” coupling
between the chains:
Hladder = J
X
i,↵
~Si,↵ · ~Si+1,↵ + J?
X
i
~Si,` · ~Si,r. (27)
where ~Si,↵ is the spin operator on site i of chain ↵ = l, r,
corresponding to the left and right leg respectively (see
Fig. 7). We use periodic boundary conditions along the
legs.
` r
J?
J A
Figure 7: (Color online) Schematic picture for the spin ladder
system Eq. (27). Entanglement is studied between subsystem
A (red) and the rest.
For the calculation of entanglement properties, we con-
sider the cut where A is one leg of the ladder and perform
calculations in the strongly gapped rung-singlet regime
J?   J , where entanglement entropies are known to
be quite large from ED studies39,40. The motivation for
this regime is to test our method in a di cult, large-
entanglement, regime. Such a cut has also been used in
several other works on ladder systems39–46.
1. Entanglement entropies
Fig. 8 displays our QMC result for various values of q,
system sizes ranging from L = 10 to L = 32 and J? = 4J .
Figure 8: (Color online) Entanglement Re´nyi entropies SEq for
di↵erent Re´nyi indices q for the ladder with J? = 4. For the
ladder consisting of L = 10 rungs, we also add the numeri-
cally exact DMRG result for comparison. Note that for this
particularly strongly entangled system, DMRG can in fact
access systems up to L ⇡ 16 which corresponds to the limit
of ED39. Our QMC calculation can go further and begins
to show problems because of too large autocorrelation times
around L = 32 for q > 5.
For comparison, we also display the numerically exact
DMRG result for L = 10. We are still able to perform
the calculation for q p to as large as qmax = 10 for
L = 20 and begin to see limitations at q = 7 for L = 28
as the errorbar becomes larger. Clearly, the situation
becomes worse for L = 32, while the result for smaller
values of q remains extremely good. For comparison, ED
(due to the Hilbert space size) or DMRG (due to the
large entanglement in this regime) cannot reach systems
larger than L ⇡ 16.
Interestingly, the finite size e↵ects on SEA,q/L strongly
depend on the Re´nyi index q. For q = 2, no di↵erence
between the result for L = 8 and the one for L = 32
is visible, however, for q   7, SEA,q/L displays a sizeable
finite length L dependence. This can be easily under-
stood if one realizes that the Re´nyi index q plays the role
of an inverse temperature in the entanglement spectrum.
This behavior points to a stronger finite size dependence
of the lowest lying level of the entanglement spectrum
(i.e. the groundstate energy of th entanglement Hamil-
tonian — see discussion later) than for high temperature
quantities, which are averaged over the whole spectrum.
2. Comparison with the mixed ensemble method
In order to get an estimate of the e ci ncy f the
method discussed in this article, we performed calcula-
tions for the L = 20, J? = 4 Heisenberg ladder, where
subsystem A corresponds to one leg of the ladder (Fig. 7),
and compare to results obtained using the method of Hu-
meniuk and Roscilde16 where for every q, we optimized
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FIG. 3: (Color on line) Entanglement excitation spectra versus to-
tal momenta K in the chain direction for four different values of ✓
(shown by arrows in Fig. 2) corresponding to the rung singlet (I)
phase (a,b) and the Haldane phase (c,d). All low-energy excitations
computed on 2⇥ 10, 2⇥ 12 and 2⇥ 14 ladders are shown by open
(black) triangles, (red) squares and (blue) circles respectively. The
lowest triplet eigenstates (for all L) are marked by (black) ‘+’ sym-
bols and are fitted as  ⇠ = v| sin (K)| by dashed lines. The lowest
singlet eigenstates for L = 14 are also marked by (red) ‘⇥’ symbols.
particular, the GS energy ⇠0 to scale as,
⇠0/L = e0 + d1/L
2 +O(1/L3) . (1)
Such a behavior is indeed found for strong AFM rung cou-
plings where L  lmag. Furthermore, the fit provides a num-
ber in good agreement with the CFT prediction d1 = ⇡cv/6,
where v is the velocity of the triplet mode and the central
charge is set to 1, e.g. d1 ' 1.31 compared to ⇡cv/6 ' 1.24
for ✓ = ⇡/3. However, for smaller rung couplings at which
L ⇠ lmag this scaling law is not satisfied (as expected) [23].
I finish the investigation of the entanglement spectra by
considering the last case of the rung singlet (II) phase realized
for a ferromagnetic leg coupling (Jleg < 0) and an AFM rung
coupling Jrung > 0 (upper left quadrant of the phase diagram
-pi/2 0 pi/2 pi
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0.5
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FIG. 4: (Colo on line) ( ,f) Sa e as Fig. 3 for the rung singlet (II)
phase (only L = 10 and L = 14 are shown). Here the GS is the
saturat ferromagnet. T total spin S of the lowest eigenstates are
indicated by different symbols (and colors) and can be assigned to
m-mag on bound stat s, = Smax   S = L/2   S. The lowest
energy excitations for L = 14 are fitted according to the formula
for Emin(K) (see t xt). In (e), t e fi for L = 14 rescaled by a
factor 14/10 (upper dotte line) gives also good agreement with the
L = 10 data.
of Fig. 1(b)) a d smoothly connected to the limit of decoupled
rung singlets (✓ = ⇡/2, Jleg = 0). The results of the ES of
2⇥10 and 2⇥14 ladders are sho n in Fig. 4(e,f) for strong and
weak ru g couplings. At low energies, the ES are shown to
coincide (up to an overall rescaling factor) with the spectrum
of the ferromagnetic quantum Heisenberg chain, consisting of
m-magnon bound states (or solitons) [22] given byEm(K) =
2Je↵ sin
2 (K/2)/m, where Je↵ is n effective chain coupling.
On a finite cluster, such multi-magnon excitations are subject
to the kinematic constraint K   2⇡m/L, where L is the lad-
der length. Therefore, the lower-bound energy ‘envelope’ be-
haves as, Emin(K) ⇠ 4⇡L Je↵ sin2 (K/2)/K up to small finite
size corrections, as shown in Fig. 4 (note that Emin(K) ! 0
for allK in the thermodynamic limit).
All these results on quantum ladders support the conjecture
of a deep correspondence between the ES and the true spec-
trum of the (virtual) edges.
Effective temperature – Finally, I suggest that the reduced
density matrix ⇢A (in the GS) can be re-written as a thermo-
dynamic density matrix by simply introducing an effective,
model-parameter dependent, temperature scale T✓ (focussing
on the Jleg > 0 case). Indeed, comparison of Fig. 3(a) and
Fig. 3(b) on one hand, and of Fig. 3(c) and Fig. 3(d) on the
other hand, reveals almost identical spectra up to an overall
multiplicative scale. This implies that ⇢A can be written as,
⇢A =
1
z✓
exp (  ✓hˆ) , (2)
where hˆ is a parameter-free (extensive) Hamiltonian, z✓ =
(a) (b)
(c)
Figure 20. Exact diagonalization results for the momentum-resolved ES of 2-leg ladders, obtained after real-space
bipartition with one leg as susbsystem A (c). (a) s = 1/2 Heisenberg model which has a gapped ground-state, the
dashed line being the de Cloiseaux - Pearson gapless dispersion (reprinted from [290]). (b) Interacting hard-core
boson model with a single gapless mode, the dashed line being a
√
k dispersion (reprinted from [291]).
b. Ladders— Ladder materials, originally introduced to study two-dimensional systems from a quasi-
d = 1 perspective [292] are now well recognized to harbour many fascinating phenomena, and numerous
experimental achievements [293–295]. A paradigmatic example is the two-leg ladder geometry (depicted in
panel (c) of Fig. 20) for which the antiferromagnetic Heisenberg m del presents a singlet round-state sepa-
rated from the first excited triplet state by a finite energy gap. Neverthless, as first shown by Poilblanc [290]
by tracing out a single leg (subsystemA in panel (c) of Fig. 20), the ES reveals an unexpected gapless feature
when studied against the m me tum qua tum nu ber k of the chain. Visibl in Fig. 20 (a), the eigenvalues
λ of the RDM, plotted as ξ = − lnλ against the momentum k show a ”low- n rgy” structure similar to th
gapless des Cloiz aux - Pearson spectrum of a single Heisenberg chain [296]. It is quite remarkable that the
ES appears to reflect the low-energy spectrum of each individual edge. This observation has then triggered
further extensions and studies of quantum ladder syst s [188, 291, 297–302]. In particular, the authors of
Ref. [291] analyzed in details, both analytically and numerically, the case of an interacting two-leg ladder
of hard-core bosons with one gapless mode. The resulting momentum-resolved ES, displayed in Fig. 20
(b), features a
√
k low-energy dispersion, in contrast with the gapped ladder case [290, 297, 300, 301], thus
reflecting the long-range nature of the boundary Hamiltonian (see also below Section III C).
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FIG. 2. (Color online) Lower part of the particle number resolved
entanglement spectrum of a block of length LA = 24 in a periodic
chain withL = 48 of an extended Bose-Hubbard model at unit filling
with V/t = 3.3 and U/t = 5 (HI, left panel) and U/t = 6 (MI, right
panel) obtained usingnmax = 4. An (artificial) degeneracy is indicated
by numbers below the data points. Only the lowest four DMRG levels
per sector are shown.
sectors. We combine the data for symmetric blocks with δNA
and −δNA to improve the accuracy of our data [51].
The power of our approach is illustrated in Fig. 2, where we
show entanglement spectra for two different parameter sets in
a one-dimensional extended Bose-Hubbard model. The model
as well as the physics of the spectra will be discussed in Sec. III
below. Here we just want to highlight the good agreement
between the QMC reconstruction of the lowest entanglement
spectrum level in each sector (corresponding to the largest
eigenvalues λ) and the reference DMRG results. Furthermore,
also the second entanglement spectrum level in each sector is
rather accurate, provided the ξ values are not separated by a
large gap from the first level in the same sector.
III. NUMERICAL RESULTS
For a more thorough application we now turn to the
extended Bose-Hubbard model given here in terms of standard
bosonic operators as
H = −t
∑
i
(b†i bi+1 + H.c.)+
U
2
∑
i
ni(ni − 1)
+V
∑
i
nini+1. (5)
Recent analytical [52,53] and numerical [34,54–56] studies re-
vealed that its phase diagram features a topologically nontrivial
Haldane insulating (HI) phase besides more conventional
phases such as a Mott insulator (MI) and a charge density
wave phase (CDW). The HI is closely linked to the Haldane
phase in spin S = 1 chains that does not break a local
symmetry but has nonlocal string order and a characteristic
degeneracy of the entanglement spectrum protected by a set of
symmetries [16,57].
We restrict ourselves to the case of unit filling and periodic
boundary conditions (PBC) and sketch the phase diagram,
obtained from Ref. [55], in the inset of Fig. 3(a). The
simulations are performed along the line V/t = 3.3 where
the system can be tuned from the CDW at lower U to the HI at
U/t ≈ 4.15. Upon further increasing the on-site interaction,
one eventually enters the MI at U/t ≈ 5.55.
A. Locating the phase transitions
As a preparatory step we investigate the behavior of the
second Renyi entropy of a half system blockLA = L/2 across
the two phase transitions. In a gapped phase the entropy of a
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FIG. 3. (Color online) (a) Renyi entropies S(2)L/2 (open symbols) and the central charge estimator C(2)L1,L2 for (L1,L2) = (24,48) (filled black
dots) and (48,96) (filled blue square) as a function of U/t for V/t = 3.3. The continuous lines denote reference DMRG results. The inset
shows part of phase diagram from Ref. [34], where the dotted line indicates the parameter region we focus on. (b) and (c) The lower part of
ES on δNA = 0 and ±1 as a function of U , gotten by nmax = 3 and nmax = 4. The open symbols indicate the artificial twofold degenerate
points. The gray shaded area is the regime ξ > −1/4 log δR(4)A , where the ES cannot be resolved accurately. (d) The panel displays lowest two
entanglement levels for δNA = 0 (blue dots) and δNA = ±1 (red dots) in the HI for L = 48 [from (b) and (c)] and L = 96 showing the closing
of the gap in the entanglement spectrum with increasing system size. The dashed lines in (b) to (d) denote the reference DMRG data.
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Figure 21. Reconstructed ES from QMC data. (a) Results for the 2×10 s = 1/2 Heisenberg ladder with Jleg = Jrung
plotted against qmax, and separated in spin sectors Sz . Exact and reconstructed DMRG data are also shown for
comparison. Reprinted from [188]. (b) Results for a L = 48 extented Bose - Hubbard chain at unit filling in the Mott
insulating phase. Reprinted from [75].
c. Quantum Monte Carlo approaches for entanglement spectroscopy— While exact diagonalization,
DMRG, and tensor network approaches have been the most useful numerical techniques able to access
ES of strongly correlated quantum systems, very recent developments hav been made using QMC meth-
ods [75, 113, 116, 188]. For fermionic systems, Assaad and co-workers proposed a method based n the
computation of spectral functions along the imaginary time [113, 116]. Another route was suggested for
bosonic and quantum spin models [75, 188], using the fact that one can reconstruct the ES from higher-
order Re´nyi entropies. This method, introduced in Ref. [95], and implemented in a QMC framework for
Bose-Hubbard chains [75] and quantum spin ladders [188], relies on the Newton-Girard identities, which
links the coefficients of a polynomial to the power sums of its roots.
However, in any practical QMC simulation, the knowledge of Re´nyi entanglement entropies is limited
to some finite precison, and to not too large value of the Re´nyi parameter q ≤ qmax. For the extended Bose-
Hubbard chain at unit filling, Chung et al. [75] have been able reconstruct the low lying levels of the ES
using qmax = 4, as plotted in Fig. 21 (b). In Ref. [188] we have studied the isotropic s = 1/2 Heisenberg
ladder with Jleg = Jrung up to qmax = 9. QMC results are shown in Fig. 21 (a) for a 2×10 system (with the
same bipartition as discussed previously in Fig. 20), and compared to exact DMRG results, as well as to the
same reconstruction trick using DMRG data for Sq≤10. The convergence of the lowest entanglement level
(in the Sz = 0 sector) is very good, thus providing an efficient estimate of the single copy entanglement
S∞ = − lnλmax [303, 304] for which no direct QMC estimate is available, as it would rely on a Monte
Carlo sampling of an infinite number of replicas. Nevertheless, despite the numerical gain using the spin-
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resolved structure of the RDM, we clearly see the limitations of this technique to access higher entanglement
levels, even for exact DMRG data, while the reconstructed QMC spectrum carries additional errors due to
the statistical uncertainty of the Re´nyi entanglement entropies.
Before switching to d = 2, one should mention an alternative spectroscopic tool relying on the partic-
ipation spectrum [194, 195], which can be computed very efficiently within a QMC framework. This will
be discussed below, when addressing the issue of entanglement Hamiltonian in Section III C.
2. Conventional ordered and gapped states in d > 1
a. Gapped phases— Accessing the ES of quantum interacting systems beyond d = 1 is a challenging
task. While entanglement spectroscopy was popularised after the work of Li and Haldane [267] as a smoking
gun of topological order for d = 2 non-abelian fractional quantum Hall states (see below in Section III B),
somehow surprisingly, less is known regarding traditional d = 2 phases of matter, e.g. symmetry breaking
states or conventional quantum critical points. Indeed, only a few analytical works are available, exploring
for example ES for broken continuous symmetry states [147], complex paired superfluids [305], valence-
bond solid states [306], or the quantum Ising model [289]. On the numerical side, most of the simulation
results have been obtained using diagonalization techniques [307], tensor network approaches [297, 308],
or d = 2 DMRG [74, 186, 309].
Figure 22. ES ξα = − lnλα of Heisenebrg and AKLT ladders (a,b) and d = 2 AKLT cylinder (c) shown against
the total momentum K along the direction of the cut. Eigenvalues are labelled according to their total spin quantum
number using different symbols displayed on the plots. Figure reprinted from Ref. [297].
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FIG. 2: (a) ES in the superfluid phase (DMRG data at U = 2
for size L/4 = W ). (b) The same ES as in (a) but after subtract-
ing the contribution of the envelope. (c) Spacing   (defined in text
and Fig. 3) plotted versus 1/W ; various U . Dotted lines are fits to
A/W + B/W 2. (d)   as function of U . Dotted lines are fits to
  ⇠ pU (expected for U!0).
tight-binding form, with hopping amplitudes Ar decaying ex-
ponentially with distance r [8, 9]. This can be generalized to
each group of states on the ES envelope: the envelope states in
sector  NA are described by a boundary entanglement Hamil-
tonian HE for  NA particles. Expressions for HE can be ob-
tained perturbatively [9]. Up to lowest subleading order, HE
is of nearest neighbor tight-binding form (on a chain). As the
Mott-superfluid transition is approached, HE becomes more
and more long range [8, 9], similar to the correlation length
which diverges upon approaching the phase transition.
The ES in the superfluid phase — In the superfluid phase
(U . 16.739 [10]) the ES looks dramatically different
(Fig. 2). There is a clearer separation between a low-lying
“envelope” and the rest of the ES, but the envelope now has
quadratic dependence on  NA, and there is only a single enve-
lope level at each  NA. These features are due to the fact that
the underlying superfluid state has spontaneous breaking of
U(1) symmetry in the thermodynamic limit. We can explain
some of these features through a correspondence with the
tower of states spectrum [7], which is the physical low-energy
spectrum obtained when a system with spontaneously broken
continuous symmetry is placed in a finite volume. Since the
finite-size ES is plotted against quantum numbers whose con-
servation is spontaneously broken only in the thermodynamic
limit, it is naturally related to the TOS spectrum. For the lower
part of the ES,HE ⇠ HT /TE , whereHT is the TOSHamilto-
nian, TE is an effective temperature given by TE = vs/Lwith
vs the velocity of the gapless excitations (for the Bose Hub-
bard this is the sound velocity), and L ⇡ W is the linear size
of the system [6]. The form of TE reflects the finite size be-
havior of the sound-wave gap. For the Bose-Hubbard the TOS
Hamiltonian is HT ⇠ ( Nˆ)2/( V ) where Nˆ is the total par-
ticle number operator and   ⌘ dn/dµ is the compressibility.
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FIG. 3: (top) Restructuring of ES across the Mott-superfluid tran-
sition (DMRG data for W = 8 = L/4, equal bipartitions). The
arrows explain the definitions of the quantities  and  . (bottom) 
and   plotted versus U for several values of the boundary lengthW .
The vertical line denotes the critical value Uc.
This suggests thatHE ⇠ Wvs VA ( NA)2 ⇠ ( NA)2/(vs W ).
We characterize this scenario through the quantities  
(“TOS gap”) and   (“envelope curvature”), defined pictorially
in Fig. 3. Formally,   ⌘ ⇠k=0 ⇠0 and  ⌘ ⇠k=2⇡/W  ⇠k=0,
with ⇠k=0, ⇠k=2⇡/W in the lowest ES multiplet at  NA = 1,
while ⇠0 is the lowest ES level. In the thermodynamic limit
HE ⇠ O(1/W ), then   ⇠ O(1/W ). Furthermore, in the
limit U ! 0 at fixed W , using   1 ⇠ U and vs ⇠
p
U
one obtains   ⇠ pU . Finally, assuming that the lowest ex-
citations above the ES envelope are sound-wave like one can
writeHE ⇠ [HT +Hsw]/TE whereHsw describes the sound
wave excitations. Since TE ⇠ 1/W this suggests that the gap
  remains finite in the thermodynamic limit, although loga-
rithmic decay cannot be ruled out [11].
Numerical data in Figs. 2 and 3 show a finite gap   for all
W and a quadratic behavior of the ES envelope, supporting
the tower of states picture. Figs. 2 (c) and 2 (d) show good
agreement with the predictions   ⇠ 1/W and   ⇠ pU .
In Fig. 2 (b) and 3 we notice also that the gap   hardly
changes with W (although a ⇠ 1/ logW type of decay can-
not be ruled out.) Surprisingly,  is also constant as a function
of  NA. We also note that, above the gap, the ES levels pos-
sess further band-like structures with a band of W levels of
width comparable to  , slightly but distinctly separated from
higher levels. Field theory arguments involving the dynamics
of sound waves indicate similar structures [11].
At the U = 0 point, the ES can be calculated exactly [9,
12]. There is a single ES level for each  NA, i.e., only the
envelope survives and the rest of the ES is pushed to infinity.
The wavefunction for U = 0 is an exact Bose condensate;
the highly symmetric situation is similar to the ferromagnetic
case [13].
The Mott-superfluid transition — Across the phase tran-
sition (Uc ⇡ 16.739 [10]),   and   show “dual” behaviors
(Fig. 3 bottom). In the Mott insulating phase,   ⇠ 1/W 2
(from (2) one has W 2  ⇠ ⇡2/6), while in the superfluid  
converges to a possibly nonzero value or vanishes only loga-
Figure 23. DMRG results f r the d = 2 Bose-Hubbard model from Alba et al. [74]. Top: ES across the superfluid -
Mott insulator transition. Bottom: ∆ and δ (defined in top panels) plotted against the on-site repulsion U for several
values of the boundary lengthW . The vertical line d notes the critical repulsionUc ' 16.74. Reprinted from Ref. [74]
For gapped phases, the structure of the ES reflects the physics at the boundary, similarly to the Heisen-
berg ladder case [290] discussed above, with a short-range entanglem nt Hamiltonian following a corre-
pondence between the ES and the edge physics [297, 306]. This is illustrated in Fig. 22 from Ref. [297]
where one sees that the AKLT state [310] features th same ES in d = 2 and on a 2-leg ladder.
For the d = 2 Bose-Hubbard model studied by Alba et al. [74], in the gapped Mott insulating phase
at large on-site repulsion, the ES acquires the boundary structure of a simple tight-biding chain with short-
range hopping of the excess particles on top of the insulating state, (see Fig. 23).
b. Long-range order— The case of long-range ordered states where a continuous symmetry is bro-
ken, such as the U(1) for a superfluid [74] or SU(2) for Ne´el ordered antiferromagnets [186] is more subtle.
Indeed, the ES has to reflect the broken symmetry and therefore cannot be a simple edge spectrum of an
effective model with short-range interactions like in the gapped case discussed previously. As suggested by
the field theory approach of Metlitski and Grover [147], and observed numerically using DMRG for the su-
perfluid regime of the Bose-Hubbard on the square lattice [74] and the Ne´el phase of the Heisenberg model
on various lattices [186], the ES has to contain both Anderson TOS [174] and oscillators (SW) structures.
This is indeed what we can see for the U(1) broken superfluid in Fig. 23 where the TOS yields a quadratic
env l pe in term of the partic number ∼ δ × (δNA)2, with a ”TOS gap” δ v nishing with the linear size
W of the subsystem as 1/W (with possible logarithmic corrections [147]). The SW part has a finite gap ∆
(or possibl slowly vanishing ∼ 1/ lnW [147]) in the ordered regime. As we discuss more below in Sec-
tion III C, when comparing ES to the physical spectrum of a given ”entanglement Hamiltonian”, one should
be careful about the entanglement temp rature which renorm lizes the ES, here with a factor Teff ∼ 1/W .
34
B. Entanglement spectroscopy of topological order
Quantum states of matter which exhibit topological properties, e.g. fractional quantum Hall effect
(FQHE) [311], toplogical insulators [312], chiral or Z2 spin liquids [313], AKLT states [310]. . . have been
conjectured by Li and Haldane [267] to display egde excitations in their ground-state ES. This idea has then
been extensively pursued for FQHE [241, 314–331], topological insulators [332–340], quantum spin liq-
uids [228, 341–344], valence bond spin states [306, 307, 345–349], or the toric code [297, 350]. While this
field is still relatively young, there has been an impressive number of works since Li and Haldane proposal.
Therefore, providing an exhaustive review of such recent developments is clearly out of the scope of the
present paper. Below we try to give a short overview, focusing on a few aspects such as the identification
of topological order through the ES, the edge-ES correspondence, and the recent advances in topological
properties of quantum spin liquids.
1. Identify topological order with entanglement spectra
Before discussing FQHE, one can first illustrate the power of entanglement spectroscopy for character-
izing non-trivial states, such as the Haldane phase of open spin s = 1 Heisenberg chains, governed by
H = J
L−1∑
i=1
~Si · ~Si+1 + Uzz
L∑
i=1
(Szi )
2 + · · · (3.6)
For Uzz/J ∈ [−0.4, 1] the ground-state is connected to its parent VBS phase of the AKLT model [310],
and is a ”symmetry protected topological phase”, as also found in Bose-Hubbard [351] or multicomponent
we arrive at Uz
2
=1. The combined operation RxRz, however,
may give rise to a nontrivial phase factor. By repeating this
symmetry twice, the associated unitary matrix UxUz can be
shown !in the same way as above" to satisfy UxUz
=ei!xzUzUx. Since the phases of Ux and Uz have been de-
fined, the phase factor ei!xz is not arbitrary, and can have a
physical meaning. Clearly ei!xz ="1. If ei!xz =−1, then the
spectrum of # is doubly degenerate, since # commutes with
the two unitary matrices Ux and Uz which anticommute
among themselves. For the AKLT state, Ux=$x and Uz=$z,
therefore UxUz=−UzUx, and the Haldane phase is protected
if the system remains symmetric under both Rx and Rz.
V. EXAMPLES
We now demonstrate how the symmetries discussed
above stabilize the Haldane phase. We use the iTEBD
method to numerically calculate the ground state of the
model given by Eq. !3", augmented by various symmetry-
breaking perturbations. We used MPS’s with a dimension of
%=80 for the simulations. The double degeneracy of the en-
tanglement spectrum is used to identify the Haldane phase.
Example 1. We begin with the original Hamiltonian H0 in
Eq. !3". This model is translation invariant, invariant under
spatial inversion, under e−i&Sx and under e−i&Sy'TR. Using
the above argument, we know that inversion symmetry alone
is sufficient to protect a Haldane phase. The phase diagram is
shown in Fig. 1!a" and agrees with the results of Ref. 3. A
diverging entanglement entropy indicates a phase transition
!see, for example, Ref. 34" and we use observables such as
Sy and Sz to reveal the nature of the phases. In our approach,
the Haldane phase can be easily identified by looking at the
degeneracy of the entanglement spectrum as shown in Fig. 2:
the even degeneracy of the entanglement spectrum occurs in
the entire phase.
In the entanglement spectrum of the trivial insulating
!TRI" phase, there are both singly and multiply degenerate
levels. We have checked that the multiple degeneracies in the
TRI spectrum can be lifted by adding symmetry-breaking
perturbations to the Hamiltonian !while preserving inversion
symmetry". In the Haldane phase, on the other hand, the
double degeneracy of the entire spectrum is robust to adding
such perturbations.
The colormap in Fig. 3!a" shows the difference of the two
largest Schmidt values for the whole Bx-Uzz phase diagram.
In the Haldane phase, the whole spectrum is at least twofold
degenerate and thus the difference is zero.
Example 2. The Hamiltonian H0 has, in fact, more sym-
metries than are needed to stabilize the Haldane phase. To
demonstrate this, we add a perturbation H1 of the form
H1 = Bz#
j
Sj
z + Uxy#
j
!Sj
xSj
y + Sj
ySj
x" . !17"
H1 is translation invariant and symmetric under spatial inver-
sion, but breaks the e−i&Sx and the ei&Sy'TR symmetry. The
phase diagram for fixed Bz=0.1J and Uxy =0.1J as a function
of Bx and Uzz is shown in Fig. 1!b". As predicted by the
symmetry arguments above, we find a finite region of stabil-
ity for the Haldane phase. This region is characterized, as
before, by a twofold degeneracy in the entanglement spec-
trum, as shown in Fig. 3!b".
FIG. 1. !Color online" The colormaps show the entanglement
entropy S for different spin-1 models: Panel !a" shows the data for
Hamiltonian H0 in Eq. !3", panel !b" for H0 plus a term which
breaks the e−i&Sy'TR symmetry $Eq. !17"%, and panel !c" for H0
plus a term which breaks inversion symmetry $Eq. !18"%. The blue
lines indicate a diverging entanglement entropy as a signature of a
continuous phase transition. The phase diagrams contain four dif-
ferent phases: a TRI phase for large Uzz, two symmetry breaking
antiferromagnetic phases Z2
z and Z2
y
, and a Haldane phase !which is
absent in the last panel".
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FIG. 2. !Color online" Entanglement spectrum of Hamiltonian
H0 in Eq. !3" for Bx=0 !only the lower part of the spectrum is
shown". The dots show the multiplicity of the Schmidt values,
which is even in the entire Haldane phase.
ENTANGLEMENT SPECTRUM OF A TOPOLOGICAL PHASE… PHYSICAL REVIEW B 81, 064439 !2010"
064439-5
Figure 24. Lower part of the entanglement spectrum of the spin s = 1 chain model Eq. (3.6). The multiple dots show
the degeneracy of the eigenvalues, ven in the Haldane regime, and odd ot rwise. Reprinted from Ref. [345].
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fermionic chains [352]. Note that such VBS phase was previously addressed from an entanglement point of
view using the concept of localizable entanglement [353–355].
Despite the lack of local order parameter, and the fragility regarding small perturbations of the string
(non-local) order and of the edge states, Pollmann and co-workers have shown [345] that provided an appro-
priate set of symmetries remains preserved, the Haldane phase is stable. The signature of this topological
state has to be read in the lower part of the ES, as visible in Fig. 24 where one sees 2 degenerate non-zero
eigenvalues, mimicking the edge spectrum of a system with a true physical boundary. Such a stability can
be used as an operational definition of the topologically protected Haldane phase [356]. Note this was
previously discussed by Ryu and Hatsugai [332] for a Chern insulator.
3.3 OES beyond model wave functions
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Figure 11: OES for the ground state of the Coulomb interaction
with N = 12 fermions and NΦ = 33 on the sphere geometry, keeping
lA = 17 orbitals and looking at the fixed number of particles sector
NA = 6. We use the same system size and parameters than the
OES of the ν = 1/3 Laughlin in Fig. 7. The levels in blue are those
that are related to the edge mode of the Laughlin state. ∆ξ denotes
the entanglement gap between the edge mode counting and the non-
universal part of the spectrum. The inset provides a zoom on the
entanglement spectrum related to the U(1) edge mode counting of
the Laughlin state.
full spectrum could appear as a failure of the OES to find the univer-
sality class. First we should focus on the part of the spectrum that has
reached the thermodynamical limit, i.e. in the Li and Haldane picture
the region that should match the edge physics. From that perspective,
what should be relevant is the presence of the entanglement gap in
this region that grows when we increase the system size. In the arti-
cle that has introduced the ES [9], convincing numerical results were
provided that ∆ξ does not collapse when the system size is increased.
Moreover, the extension of region where there is an entanglement gap
tightly depends on the geometry in finite size calculations. For exam-
ple, performing the OES of the same state but on a thin annulus (also
called the conformal limit [13]) leads to a modified picture as shown
in Fig. 12. In some cases, one clearly separates the full universal part
(the one of some model state) from the non-universal of the ES. As
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3 FRACTIONAL QUANTUM HALL EFFECT AND
ENTANGLEMENT SPECTRA
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Figure 7: OES for the ν = 1/3 Laughlin with N = 12 fermions
on the sphere geometry, keeping lA = 17 orbitals and looking at
the fixed number of particles sector NA = 6. The inset provides
a zoom on the entanglement spectrum related to the U(1) edge
mode counting of the Laughin state. As expected this counting is
1, 1, 2, 3, 5, 7, 11. For this cut, the deviation of the OES counting to
the edge mode counting (due to finite size effects) starts at Lz,A = 7:
The OES gives 13 levels while the U(1) counting is 15.
d shows the OES of the ν = 1/3 Laughlin state for the disk, the cylinder
and the thin annulus (or conformal limit [13]). While the shape of the
OES depends on the geometry, the counting remains identical as long
as one considers genus zero surfaces. The OES on the two different
cylinder in Figs 8c and 8d are a clear consequence of the area law. While
the OES is an approximation of a real space cut, its shape depends on
the length of the cut. On the cylinder, this length is controlled by the
circumference (or perimeter), and does not vary with the number of
flux quanta NΦ (the usual hemisphere cut for the sphere would give a
length proportional to
√
NΦ). A smaller perimeter and thus a smaller
entanglement entropy, results in an OES with a steeper slope.
Moving to a higher genus surface like the torus leads to a slightly
different picture [12]. The usual orbital basis on the torus is transla-
tional invariant along one direction of this geometry. Performing the
bipartite partition gives rise to two artificial and spatially separated
edges. The OES mimics the physics of two counter-propagating edge
20
(a) (b)
Figure 25. Orbital ES for (a) the Laughlin wave-function at ν = 1/3 and (b) the Coulomb interaction, both on a
sphere geometry. Results from Regnault [357] obtained with 12 fermions (in the sector with 6 particles), keeping 17
orbitals. The inset (a) demonstrates the direct correspondence between the lowest part of the spectrum and the chiral
U(1) bosonic edge mode, with the correct counting 1, 1, 2, 3, 5, 7, 11. In (b) the blue levels are the edge modes
similar to (a). The entanglement gap ∆ξ separates the universal edge part from the non-universal high eenergy part.
Reprinted from [357].
For the FQHE Li and Haldane, building on Ref. [237], suggested [267] an orbital biparti ion which,
while not equivalent, may imitate a real space cut. They conjectured that such an orbital ES should reflect
the edge mode. This has effectively been observed in several cases, either for Laughlin wave-functions
describing ν = 1/m states, the Moore-Read state at ν = 5/2, and also beyond model wave-functions
through more realistic Hamiltonians including Coulomb interaction. In Fig. 25 we illustrate this with the
result obtained by Regnault [357] for the Laughlin model wave-function and the Coulomb case for ν = 1/3
which both display the correct U(1) edge mode counting. For the more realistic spectrum obtained with
Coulomb interactions (panel (b) of Fig. 25), the universal structure, similar to the Laughling model state,
is protected from the non-universal high-energy part by a finite entanglement gap ∆ξ. The universal part
is described by CFT [267]. When approaching quantum Hall phase transitions, this entanglement gap has
been found to vanish [315, 317, 358].
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2. Correspondence between edge and entanglement spectra
A natural question which immediately arises concerns the universal character of the correspondence
between the low lying part of the ES and the edge states, as posed by Chandran and co-workers [320]
for several FQH states. They found a direct correspondence between mode countings of particle ES, the
orbital ES studied by Li and Haldane [267], and bulk quasi-holes using CFT. The latter being equal to
the counting of edge modes at physical hard-cut on the sample, they interpret their results as a bulk-edge
correspondence [359] for the ES.
Using CFT, a general proof for this correspondence has been proposed by Qi, Katsura and Ludwig [321]
for d = 2 + 1 topological states with d = 1 + 1 chiral edges using the cut and glue approach, as illustrated
in Fig. 26. Starting by cutting a cylinder in two subsystems A and B which both support gapless chiral edge
states, they are then glued together along the edges by switching an interaction between A and B. The cut
being considered as a sudden quantum quench, it was proved using boundary CFT that both chiral edge and
entanglement Hamiltonians are equivalent. Let us also mention other proofs that have been proposed, also
based on CFT [326, 360].
From a numerical point of view, the tensor networks PEPS formalism [361] gives new insights on this
question by directly constructing an ”holographic” [362] correspondence between the ES and a boundary
Hamiltonian, as initiated by Cirac and co-workers [297, 363] where it was found that for a gapped bulk
the ES corresponds to a short-range gapless Hamiltonian [306, 307]. In the case of non-chiral topological
phases where there are no protected gapless edge modes, such as the Kitaev toric code model which has Z2
topological order, it has been shown [364] that there is no such a correspondence between the ES and edge
physics.
A
B
A
B
Hl
Hr
λHlr
Figure 26. Cut and glue approach [321] applied to a quantum Hall state on a cylinder. The system is cut into A and B,
obtaining gapless modes described by chiral Luttinger liquids,Hr andHl living on the new edges. We then glue them
along the edges by switching on an interaction λHlr that couples A and B. The entanglement problem of the quantum
Hall state can then be reduced to the problem of entanglement between the two coupled chiral Luttinger liquids [291].
Inspired from Ref. [321].
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3. Chiral spin liquid state
Spin liquids [313] are very good candidates for testing the correspondence between edge modes appear-
ing along a physical cut and the entanglement modes along the virtual edge after bipartition. Quantum spin
liquid states have been intensively studied using entanglement spectroscopy [226, 228, 341–344].
Quite recently, the kagome´ lattice has again revealed a very rich physics exhibiting chiral phases [341–
344, 365–370]. Indeed, two types of Heisenberg models have been found to realize the so-called chiral spin
liquid state [211, 212], expected to have time-reversal and parity symmetries (spontaneously or explicitly)
broken, with a non-zero chiral order. The J1 − J2 − J3 model
H = J1
∑
〈i,j〉
~Si · ~Sj + J2
∑
〈〈i,j〉〉
~Si · ~Sj + J3
∑
〈〈〈i,j〉〉〉
~Si · ~Sj , (3.7)
which preserves both symmetries, studied in Refs. [341, 343, 370], and the J − χ model [342, 370], which
explicitly break them
H = J
∑
〈i,j〉
~Si · ~Sj + χ
∑
i,j,k∈4,5
~Si · (~Sj × ~Sk). (3.8)
ES, plotted in Fig. 27 for both models, unambiguously show the chiral nature of the edge excitations in
momentum space.
4
FIG. 4. Entanglement spectrum of the reduced density matrix ⇢a for
one half of an infinite cylinder obtained for both ground states | 1i
(left) and | si (right panel). The entanglement energies shown on
the vertical axis, up to the global shift and rescaling, are given by
Ea,  =   log(pa, ), where pa,  are the eigenvalues of ⇢a. The
horizontal axis shows the momentum in the transverse direction of
the corresponding eigenvectors of ⇢a. Each tower is identified by its
Sz quantum number as indicated by the blue label; we have offset the
momentum of different towers by 2⇡ to improve clarity. The cylinder
used here is XC12-6.
scendants (also 1-1-2-3-5-...). We note that in the identity sec-
tor, all towers carry integer representations of the spin quan-
tum number, whereas in the semion sector they carry half-
integer representations. In both ground states, the levels can
be grouped into SU(2) multipletts.
Emergent anyons
The bulk of the chiral spin liquid phase has anyonic excita-
tions, referred to as semions. The topological properties of
these quasiparticles can be characterized through their modu-
lar T and S matrices [12]. The T matrix contains the central
charge c and the self-statistics of the anyonic particles, i.e. the
phase that is obtained when two particles of the same kind are
exchanged. The S matrix contains the mutual statistics of the
anyonic quasiparticles, their quantum dimensions (counting
the internal degrees of freedom of each particle), and the total
quantum dimension of the phase. More detailed definitions of
these quantities are given in the Methods summary.
For a fixed number of quasiparticles, only a finite number
of possible S and T matrices exist [44, 45]. For two types of
quasiparticles (as in the case of the ⌫ = 1/2 bosonic Laugh-
lin state) only two choices are possible [44]. Therefore, by
numerically calculating the S and T matrices and comparing
them against the two possibilities, we have fully identified the
universal properties of the topological phase. For the ⌫ = 1/2
Laughlin state, the modular matrices are
T = e i
2⇡
24
"
1 0
0 i
#
S =
1p
2
"
1 1
1  1
#
. (4)
For an XT8-4 torus of 48 sites at ✓ = 0.05⇡, where the
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FIG. 5. Singlet and triplet gaps as a function of ✓ for an infinite XC8-
4 cylinder. The triplet gap is a lower bound on the critical magnetic
field hc; hence, the shaded region in the middle panel indicates the
minimal stability of the phase in the ✓-hz phase diagram.
finite-size corrections to this quantity are minimal, we obtain
T = e i
2⇡
24 0.988
"
1 0
0 i · e i0.0021⇡
#
, (5)
S =
1p
2
"
0.996 0.995
0.996  0.994e i0.0019⇡
#
.
This is in very good agreement with the T and S matrices for
the ⌫ = 1/2 Laughlin state given in Eqn. (4) and provides the
strongest confirmation of the nature of the bulk topological
phase. The correct normalization of the first row or column of
the S matrix indicates that we have indeed obtained a full set
of ground states. We can also read off the total quantum di-
mension D = 1/S11 =
p
2/0.996 of the phase, which deter-
mines the topological entanglement entropy [46, 47] that has
been widely used to identify topological phases. Furthermore,
the central charge c = 0.988 is in excellent agreement with the
prediction and the value extracted from the edge above.
Stability of the chiral spin liquid
To establish the region in which the phase persists as ✓ is tuned
in the range ✓ 2 [0,⇡/2], we first consider the fidelity [48]
F (✓) = h a(✓   ✏)| a(✓ + ✏)i shown in the bottom panel
of Fig. 5 (for the precise definition of this quantity for infinite
systems, see the appendix). The fidelity remains near unity
as ✓ is tuned away from the chiral point ✓ = ⇡/2, until it
suddenly drops for ✓ < 0.05⇡, indicating a transition. Fur-
ther support for the extended stability of the CSL is found in
various other characteristics, including the spectral gap, the
modular matrices and the entanglement spectrum. This is re-
markable as it indicates that tuning away from the Heisen-
berg model (✓ = 0) with a small critical chiral coupling of
(J /JHB)crit  tan(0.05⇡) ⇡ 0.16 is sufficient to drive the
system into the chiral phase.
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Fig. 2(a) which clearly exhibits an exponentially decay-
ing behavior. The nearest bond spin correlation is very
homogeneous with a difference of around 1% (Fig. 1(a)),
so we can exclude the translational symmetry breaking
phase, such as a valence bond crystal. All these proper-
ties suggest a CSL phase.
As a self-consistency check, we also calculate properties
of the system using a real-variable code. For a time-
reversal symmetry breaking phase, a real-variable code
will yield a maximal entangled state ψ˜ ∼ (ψ±ψ∗)/√2. ψ˜
has a doubly degenerate entanglement spectrum, and its
entropy is ln 2 larger than that of ψ. For the time-reversal
symmetric state, ψ˜, the scalar chirality order in Eq. 2
is 0, but we can extract it from the chiral correlation
function 〈χiχi+r〉 = 〈[Si1 · (Si2×Si3)][S(i+r)1 · (S(i+r)2×
S(i+r)3)]〉. Clearly observed in Fig. 2(b) is a long-range
chiral correlation,
√
limr→∞〈χiχi+r〉 ≈ 0.09 (YC8) and
0.1 (YC12).
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FIG. 2: (Color online) (a) Spin correlation 〈Si · Si+r〉 versus
distance r. The chiral correlation 〈χiχi+r〉 versus the distance
r: (b) Results from the iDMRG. (c) Results from the finite
DMRG. The system sizes we calculated are 3 × 4 × 24 and
3× 6× 16 YC cylinders. Here J ′ = 1.
Entanglement spectrum.—The entanglement spectrum
can serve as a fingerprint for a topological chiral phase
[40]. In the DMRG simulation, one can naturally ob-
tain the entanglement spectrum along a vertical cut. To
see whether the entanglement spectr fits the confor-
mal field theory, one needs to calculate the momentum
(along the y direction) of each entanglement spectrum
[36]. Since the system has a U(1) symmetry, each spec-
trum has an Sz quantum number. From Fig. 3, one
can see the pattern of ψ1 is symmetric about the positive
and negative Sz, whereas that of ψs is symmetric about
Sz = 0 and Sz = 1. This distinct symmetry pattern is
the consequence of the absence or presence of the spinon
line as shown in Fig. 1(b). Moreover, one can clearly ob-
serve an entanglement spectrum gap, and the degeneracy
pattern ({1, 1, 2, 3, 5, · · · }) of the low-lying spectra. This
is in agreement with the edge conformal field theory of
the KL state [36].
Braiding statistics from modular matrix.—Next, we
use ψ1 and ψs to calculate the modular matrix [1], S,U ,
which contains full information of a topological ordered
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FIG. 3: (Color online) Entanglement spectrum of YC12 cylin-
der (Ly = 6) (a) ψ1 and (b) ψs. The horizontal axis is the
momentum along the y direction, py = 0, 2pi/6, · · · , 5× 2pi/6
(up to a global shift). The leading spectra are marked in red,
above which ere is a spectrum gap marked with a dashed
line. Other geometry and size samples have similar results.
phase. For a topological chiral state, the modular matrix
is
S =
(
S11 S1s
Ss1 Sss
)
, U = e−i(2pi/24)c
(
h1 0
0 hs
)
. (3)
S1i = Si1 = di/D, where di is the quantum dimension
of quasiparticle (type i), and D =
√∑
i d
2
i is the to-
tal quantum dimension. The topological entanglement
entr py [41, 42] can also give the quantum dimension
[43]. The entry Sij will give the braiding statistics of
the anyon model. Furthermore, c is the central charge of
the system, hi is called the topological spin which deter-
mines the self-statistics of the type-i anyon. For Abelian
anyons, one has di = 1 and Sij = exp(iθij)/
√
D where
θij is the phase coming from a type-i anyon encircling a
type-j anyon.
Following the procedure outlined in Ref. [36, 37], we
get the modular matrix of YC8 cylinder using Monte
Figure 27. ES of s = 1/2 models on the kagome´ lattice Eq. (3.8) from Ref. [342] (Left) and Eq. (3.7) from Refs. [341,
343] (Right). Reprinted from Refs. [341, 342].
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C. Entanglement Hamiltonian
The notion of entanglement HamiltonianHE , simply defined by
ρA = exp(−HE), (3.9)
has been first discussed in the context of non-interacting systems [181], for which Peschel and Chung [134,
263, 371] have shown that HE has the same free-particle form as the original Hamiltonian. After Li and
Haldane work [267] for fractional quantum Hall states, the idea that HE contains some universal prop-
erties of the virtual edge induced by the bipartition was vastly popularized for various condensed matter
systems [74, 186, 195, 290, 291, 297, 298, 300–302, 307, 340, 372–374]. Below we discuss a few represen-
tative examples of gapped states, such as spin ladders or d = 2 coupled dimers for which the entanglement
Hamiltonian has a short-range nature. We also investigate gapless states where the situation is more involved
when correlations get long ranged.
1. Boundary theories for gapped phases
a. Perturbative approach for spin ladders— After the observation [290, 297] of the correspondence
for (gapped) 2-leg spin ladders between the ES and the energy spectrum of a single (gapless) Heisenberg
chain (see also Fig. 20), an analytical perturbative approach was proposed [298, 300, 302] for a real space
cut along the rungs (as depicted in the panel (c) of Fig. 20). For a s = 1/2 Heinsenberg ladder, governed
by the Hamiltonian
H =
∑
i
(
J2~Si,1 · ~Si,2 +
∑
`=1,2
J1~Si,` · ~Si+1,`
)
, (3.10)
in the strong rung coupling limit J2  J1, the entanglement Hamiltonian derived using 2nd order perturba-
tion is a s = 1/2 unfrustrated short-range Heisenberg model6
HE = 2J1
J2
∑
i
~Si · ~Si+1 + 1
2
(
J1
J2
)2∑
i
(
~Si · ~Si+1 − ~Si · ~Si+2
)
+O
(
J1
J2
)3
. (3.11)
One can infer the following generic unfrustrated form for the entanglement Hamiltonian, with exponentially
decaying exchanges
ρA =
1
Z
exp
(
−βeff
∑
i
∑
r
(−1)r−1J1e−
r−1
ξE ~Si · ~Si+r
)
(3.12)
6 Only pair-wise interactions are considered here, while small multiple 2p-spin interactions are generated at pth-order pertur-
bation [297, 300]. For larger spins s ≥ 1, the entanglement Hamiltonian is still well described by a spin-s chain with a
nearest-neighbor coupling independent of s, whereas longer range couplings do depend on s [301]. For XXZ chains, the HE
has a renormalized Ising anisotropy [300, 301], for instance for s = 1/2 ∆eff = ∆2 (1 + ∆), which keeps the same value only
for free-fermions ∆ = 0 and Heisenberg ∆ = 1 points.
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The effective inverse temperature
βeff =
2
J2
(
1 +
J1
4J2
)
, (3.13)
and ξE is the length scale governing the coupling range. Based on 2nd order perturbation [300, 301] we get
ξE =
1
ln(J2/J1) + ln(4 + J1/J2)
∝ 1
ln(J2/J1)
, J2  J1, (3.14)
in good agreement with the fact that pair-wise effective interactions at distance r are generated at rth-order
perturbation with amplitude ∼ (J1/J2)r [300]. Interestingly this entanglement length ξE is qualitatively
different from the true correlation length of the spin ladder ξcorr ∼ J1/J2 [375]. While multi-spin (beyond
pair-wise) interactions may also play a role [297], the above bilinear Heisenberg chain model Eq. (3.12)
is already a very good approximation for the entanglement Hamiltonian in the rung singlet phase of the
Heisenberg ladder, as we demonstrate below using QMC.
b. Quantum-thermal mapping— T = 0 Re´nyi entanglement entropies can be exactly identified with
thermal entropies (see for instance Ref. [376] for an holographic approach) at temperature β = 1 for the
effective model HE defined by Eq. (3.9). One can also interpret the RDM as a thermal density matrix
at inverse temperature βeff of an effective model whose energy scale is set to J1 (the energy scale of the
underlying Hamiltonian), as in Eq. (3.12). For a short-range interacting s = 1/2 Heisenberg chain of `
sites, CFT predicts [377] for the low temperature regime 1  T/J1  1/` a thermal entropy Sthq (T ) =
c
3(1+
1
q )`T/J1. Critical Luttinger liquids (Section III A) display an effective temperature which is vanishing
with the subsystem size∼ (ln `)/` [54, 271]. For Heisenberg chains T/J1 = 12 ln(`/a)/`, thus yielding the
Calabrese-Cardy scaling Eq. (2.3).
For gapped spin ladders the effective temperature is of O(1), a regime where there is no analytical
expression for Sthq . We have therefore performed numerical simulations [188] to compute S
th
q (T ) of a
s = 1/2 Heisenberg chain (with nearest-neighbor only) at high temperature using exact diagonalization for
` = 20 sites, which was then compared to the Re´nyi-entanglement entropy for 2 × 20 Heisenberg ladders
at various Re´nyi indices and rung couplings J2, computed using the improved QMC estimate developed
in Ref. [188]. These results are displayed in Fig. 28 for varying rung couplings J2/J1 = 2, 4, 6, 8, 10,
where comparing with the simplest nearest-neighbor entanglement Hamiltonian HE (ξE = 0), we extract
the effective inverse temperature for which the two quantities match. If the entanglement Hamiltonian is
correct, the effective inverse temperature has to be independent of q. This is clearly the case if J2/J1
becomes large, as visible in the main panel and inset of Fig. 28, where the deviation from Eq. (3.13) is
getting smaller and flatter (as a function of q) when J2/J1 increases.
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FIG. 11. (Color online) Comparison of the thermodynamic
Re´nyi entropy of the XXX chain for q = 2 (top curve) to q = 10
(bottom curve) and the entanglement Re´nyi entropy of the Heisenberg
ladder using several values of J⊥/J (colored symbols). For every
value of q, we calculate the inverse temperature β at which the
EE matches the thermodynamic entropy of the XXX chain. The
inset displays the deviation of the corresponding effective inverse
temperatures βeff from the second-order result β (2)eff = 2J⊥ + 12J 2⊥ (cf.
Ref. [46]) as a function of q (see main text).
VI. CONCLUSION
We have shown that the calculation of entanglement
Re´nyi entropies may be split into two independent Monte
Carlo simulations, one of which boils down to a standard
calculation of the PR entropy SPRq obtained from a simulation
of q independent replicas, while the other part is a “replica
correlation” entropy CRq obtained in a simulation of q replicas
glued together on subsystem A. As the PR entropy is a
basis-dependent quantity, CRq has to be basis dependent, too.
Both quantities have to be calculated in the same basis to obtain
the correct EE.
In a second step, we have developed an improved estimator
for the PR entropy, exploiting the fact that the independent
replicas can be transformed independently under imaginary
time and space symmetry transformations leaving the weight
of the Monte Carlo configuration invariant. The number of
configurations that are averaged over is therefore multiplied
by a number growing exponentially with the number of replicas
q and counteracts the exponential decay of the probability of
finding identical states in all replicas with q. This improved
estimator allows us to measure extremely low probabilities,
crucial for the calculations of SEq for large values of the Re´nyi
index q.
Given that the two terms SPRq and CRq exhibit a volume
law, the realm of applicability of the method is limited to
cases where CRq is not too large. This is precisely the case in
situations where the circumference of subsystemA is identical
to its volume such as for the example of the ladders studied
in this article. Here the largest contribution to the EE stems
from the PR entropy, which can be calculated with very good
precision due to the improved estimator.
For situations where the volume of the subsystem becomes
large, such as the half system of a two-dimensional lattice,
it is possible to combine the two methods to calculate the
EE. This would result for example in performing the first
increment (i.e., a line-shaped subsystem) with the method
presented here with very good precision and starting from there
exploiting the ratio trick [14,30] of the method introduced in
Ref. [16]. This way, the largest growth of EE is dealt with
by the improved estimator and the addition of further lattice
sites to the subsystem does not increase the entanglement
dramatically; therefore, the ratio trick method is supposed to
work very well without accumulating larger errors.
We would like to mention that the comparison of our method
to the general mixed ensemble method from Ref. [16] has
been chosen because of the direct relation of the methods and
because both methods are rather general. In the case of model-
specific optimizations that have been presented for methods
based on the SWAP operator [8,14,22], a detailed performance
comparison would be necessary and of interest.
Let us finally note that the lessons from the improved esti-
mator can certainly be implemented in the method introduced
by Humeniuk and Roscilde [16]. If the QMC configuration
is in the independent ensemble, one can check if any of the
symmetry-transformed replica configurations introduced here
matches the gluing condition. If so, one has to actually perform
the transformation of the whole operator string: in practice, this
may turn out to be computationally expensive and one would
need to check in which situations the improvement in statistics
will be worth the additional computational extra cost.
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APPENDIX A: IMPROVED ESTIMATOR OF
THERMAL R ´ENYI ENTROPIES
In order to be explicit, let us start from Eq. (19) and
concentrate on the ratio of partition functions that have to
be calculated. Here, we use Eq. (263) from Ref. [23] for
the stochastic series expansion of the partition function in
terms of an operator string S" composed of bond Hamiltonians
Ha(p),b(p) linking the lattice sites a(p) and b(p).
Z(qβ)
Z(β)q =
∑
α
∑
S"
(−1)n2 (qβ)n("−n)!
"! ⟨α |
∏"−1
p=0 Ha(p),b(p)|α ⟩∑
α1,...,αq
∑
S1",...,S
q
"
(−1)n2 βn
∏q
i=1("i−ni )!∏q
i=1 "i !
∏q
i=1⟨αi |
∏"i−1
p=0 Hai (p),bi (p)|αi ⟩
. (A1)
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Figure 28. Comparison of the thermal entropies Sthq of a ` = 20 Heisenberg chain with entanglement entropies Sq
of Heisenberg ladders with various ru coup ings J2/ 1 and q = 2, . . . , 10. Inverse temperatures βeff at which Sq
matches Sthq of the Heisenberg chain is compared to the 2
nd order result Eq. (3.13) against q (inset). From [188].
2. Participation spectroscopy
A very powerful tool to further investigate this quantum - thermal mapping is the pa tic pation spec-
troscopy, introduced in [195]. The participation spectrum is defined in a given computational basis {|i〉} by
the diagonal of the RDM
ζAi = − ln
(
〈i|ρA|i〉
)
, (3.15)
with i = 1, . . . , 2N for a subsystem A of N spin 1/2 for example. Using the entanglement Hamiltonian in
Eq. (3.12), the effective participation spectrum
ζEi = lnZ − ln
(
〈i| exp(−βeffHE)|i〉
)
, (3.16)
must fulfil, for all levels i, ζEi = ζ
A
i , provided HE is the correct entanglement Hamiltonian and βeff the
effective inverse temperature7. Interestingly, participation levels {ζi} are easily measurable with Q C,
contrary to the ES, except for the very low lying part which might be accessible8 in some cases [75, 113,
188].
A quantitative way to compare two spectra relies on t e so-called Kullback-Leibler divergence KL [378]
which measures the difference between the two probability distributions e−ζA and e−ζE . Whe normalized
by the Shannon entropy Eq. (2.16) at q = 1, it reads9:
7 This condition is necessary but not sufficient.
8 Note however that the low ”energy” part of the ES may not capture universal properties since we are not interested in ground-state
but finite temperature properties of the entanglement Hamiltonian.
9 The KL divergence and its Re´nyified version [379] Iq = 11−q ln
[∑
i e
−ζAi e−(q−1)(ζ
A
i −ζEi )
]
compare two spectra state by state,
including possible degeneracies. Below we display results for q = 1 (KL) which allow to compare the spectra across their entire
range, contrary to Iq1 which increases the weight in the low ”energy” part. However, it is important to emphasize that we have
always checked the stability under variations of q.
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Figure 29. Relative KL divergence KL/S1 Eq. (3.17) of subsystem A (see schematic picture) and the effective short-
range Hamiltonian Eq. (3.12) for different inverse temperatures βeff and entanglement lengths ξE . QMC results for
2× 16 ladders. The black stars show the location of the second-order perturbative result Eqs. (3.13)(3.14).
KL/S1 =
∑
i
(ζAi − ζEi )e−ζ
A
i /
∑
i
ζAi e
−ζAi . (3.17)
In Fig. 29 we show a color map of such a KL divergence Eq. (3.17) comparing the participation spectra
of half ladders for various rung couplings J2/J1 against the effective short-range Heisenberg chain model
Eq. (3.12) in the parameter space spanned by the effective inverse temperature βeff and the entanglement
length ξE . We clearly see a minimum of the KL divergence with a very small magnitude < 10−4, in
good agreement with the perturbative result Eqs. (3.13)(3.14). The KL divergence provides a very precise
qualitative tool to test the validity of a given entanglement Hamiltonian.
This approach has also been used for a d = 2 quantum spin model [195], defined by coupled s = 1/2
dimers (Fig. 30)
Hdim = J1
∑
dimers
~Si · ~Sj + J2
∑
links
~Si · ~Sj , (3.18)
with J1, J2 ≥ 0. Considering only g = J2/J1 ≤ 1 (g = 1 being the square lattice Heisenberg antiferro-
magnet), this model, intensively studied at zero temperature [380–385], exhibits at gc = 0.52370(1) [385] a
2 + 1 O(3) quantum critical point separating a disordered gapped regime for g < gc from an antiferromag-
netic Ne´el ordered phase at g > gc, with a spontaneous breaking of the SU(2) symmetry. The participation
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Figure 30. Schematic picture for the square lattice s = 12 dimerized Heisenberg model Eq. (3.18). The one-
dimensional substystem A is also schematized.
spectrum of a one-dimensional subsystem (see Fig. 30) in the gapped regime is plotted in Fig. 31 and com-
pared with the one-dimensional effective Hamiltonian Eq. (3.12). Deep in the gapped regime, the results
are very similar to the 2-leg ladder case, with a well-defined minimum in the KL divergences.
3. Gapless states
a. Quantum critical point— When the O(3) quantum critical point is approached, the entanglement
length increases, while the effective temperature slightly decreases but remains of order one. As discussed
by Cirac et al. [297], the short-range nature of the entanglement Hamiltonian qualitatively changes when ap-
proaching criticality. Based on the participation spectroscopy analysis [195], the best effective model which
captures criticality for the line subsystem is no longer the short-range Hamiltonian Eq. (3.12) (which can-
not display algebraic correlations at finite temperature), but the following unfrustrated power-law decaying
model [386–388]
HE(α) = J1
∑
i,j
(−1)rij
rαij
~Si · ~Sj . (3.19)
In Fig. 32 we provide a direct comparison between the short-range model Eq. (3.12) and the one with
power-law interactions Eq. (3.19) for g = 0.5, i.e. very close to the quantum critical coupling of the
d = 2 dimerized Hamiltonian Eq. (3.18). The latter model clearly displas a much better agreement, with an
effective inverse temperature βeffJ1 ' 1, and a power α ' 2.
b. Ne´el ordered regime— Keeping the same one-dimensional setup for subsystem A, one can cross
the critical point and explore the Ne´el ordered side for g > gc, as done in Refs. [194, 195]. In this regime,
while the power-law model Eq. (3.19) gives reasonable KL (Fig. 33 top) for parameters (α − βeff ) where
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Figure 31. QMC results for the 16 × 16 coupled dimer Hamiltonian Eq. (3.18). Top: Comparison of participation
spectra of the line subsystem for J2/J1 = 0.3 with the effective model (3.12). For each spin |Sz| sector, two spectra
are displayed (left: line subsystem, right: effective model). Panel (a) shows the effective model is the Heisenberg chain
with nearest-neighbor only (ξE = 0) at βeff = 0.6. Panel (b) shows the improved effective model with ξE = 0.4 and
βeff = 0.65. Bottom: Color map of the relative KL divergence KL/S1 of the 1d subsystem spectrum and the effective
short-range Hamiltonian Eq. (3.12) for different inverse temperatures βeff and entanglement lengths ξE . From [195].
finite temperature order is expected, a better agreement between participation spectra is found for the model
HE(Λ) = J1
∑
i,j
(−1)rij
(
Λ
L
+
1
r3ij
)
~Si · ~Sj , (3.20)
as shown in Fig. 33 for three values of J2 in the Ne´el regime.
Following Refs. [74, 147, 186, 389], we expect the entanglement Hamiltonian to have both TOS and
SW structures, as already discussed above for the superfluid regime of the d = 2 Bose-Hubbard model, see
Section III A 2 b. In Eq. (3.20), the Λ term (constant at all distances, with a 1/L normalisation to ensure
extensivity) has the Lieb-Mattis [390] form which has TOS but does not sustain relativistic SW excitations,
whereas the power-law component ∼ 1/r3 is expected to bring Ωsw ∼ k excitations and 1/r decaying spin
correlation functions [387].
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Figure 32. QMC results for the participation spectra of a one-dimensional subsystem in the 16 × 16 coupled dimer
Hamiltonian Eq. (3.18) at g = J2/J1 = 0.5, with the same color code as in Fig. 31. Relative KL divergences KL/S1
Eq. (3.17) with the short-range interacting Heisenberg chain model Eq. (3.12) (left) and the power-law interacting
Hamiltonian Eq. (3.19) (right) for which the minimum is clearly smaller. Reprinted from [195].
Figure 33. QMC results for the participation spectra of a one-dimensional subsystem in the 16 × 16 Hamiltonian
Eq. (3.18) at J2/J1 = 0.8, 0.9, 1 (Ne´el phase), with the same color code as in Fig. 31. Relative KL divergences
KL/S1 Eq. (3.17) with the power-law effective Hamiltonian Eq. (3.19) (top) and the Lieb-Matis + power-law inter-
acting Hamiltonian Eq. (3.20) (bottom) for which the minimum is smaller. Reprinted from [195].
Entanglement spectroscopy for the Ne´el state has also been studied using PEPS calculations [373] where
it was interpreted using a mapping onto a bosonic t− J chain with long distance hopping terms.
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IV. IMPURITY AND DISORDER EFFECTS
Disorder and quantum fluctuations have the common tendency to destabilize classical order. Whether
intrinsically present in materials, chemically controlled via doping, or explicitly introduced via a random
potential (as in ultra-cold atomic systems) or by varying the thickness in superconducting films, randomness
can lead to dramatic changes in physical properties of condensed matter systems, as experienced for instance
with the Anderson localization [199, 391], the Kondo effect [392, 393], glassy physics [394], etc.
In such a context, entanglement witnesses have provided new tools to investigate various disordered
systems as we review below, focusing on three representative examples. In section IV A, we discuss dis-
ordered quantum spin systems which despite some similarities with their clean counterparts, display major
differences. Another paradigmatic example of impurity physics is the Kondo effect for which the putative
”Kondo screening cloud” can be probed using the concept of impurity entanglement entropy, as we present
in Section IV B. Finally, in Section IV C we discuss recent advances in the context on Anderson localiza-
tion in the presence of interactions, the so-called ”many-body localization” from entanglement perspectives,
either at and out of equilibrium.
A. Disordered quantum spin systems
Impurity and disorder in quantum spin systems have been intensively investigated for several decades, in
particular in the context of spin-glass physics [394–396]. For random field and random exchange quantum
magnets, the strong disorder decimation method in real space [397–399] have been used quite intensively,
with the celebrated example of the infinite randomness fixed point (IRFP) analytically described by Fisher
in a serie of seminal papers for random spin chains [398, 400]. Later these idea have been extended to d > 1
where a numerical approach is inevitable [401–403].
1. Entanglement in random spin chains
a. Random singlet state for random bonds spin s = 1/2 chains— Building on the decimation solu-
tion of the s = 1/2 random exchange XXZ chain [400] and of the random transverse field Ising chain [398],
Refael and Moore [404] have shown that at such an IRFP, the disorder-average von-Neumann entropy fol-
lows a similar logarithmic growth with sub-system size x as in the clean case Eq. (2.3), but with a smaller
prefactor c ln 2, where c is the central charge of the critical clean system (c = 1/2 for Ising and c = 1
for XXZ). This result can be simply understood as a direct consequence of the perturbative structure of
the ground-state of the XXZ chain in the limit of strong disorder, the so-called random-singlet state [400]
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(depicted in Fig. 34) where the probability of finding a singlet of length x is' 1/(3x2) [405]. The quantum
Ising case follows immediately using a direct relationship with the XX chain [406] which can be seen as
two decoupled quantum Ising chains [407].
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Exact computation of the entanglement entropy — In
order to compute the entanglement entropy of a subsys-
tem, one needs to calculate the corresponding reduced
density matrix. For general XXZ spin chains governed
by
HXXZ = J
∑
j
[
1
2
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
+∆Szj S
z
j+1
]
,
(5)
the non-critical regime (achieved if |∆| > 1) can be in-
vestigated using the corner transfer matrices of the cor-
responding two-dimensional (2D) classical problem11,12.
On the other hand, along the critical line (−1 ≤ ∆ ≤ 1),
an analytical computation of S(x) is more difficult and
conformal field theory (CFT) tools are then required6.
Another alternative consists in performing numerical ex-
act diagonalizations (ED) of finite lengths spin chains,
but it is limited to Lmax ≃ 40 spins 12 when ∆ ̸= 013.
Nevertheless, the XX point ∆ = 0 is special because
the spin Hamiltonian can be rewritten using the Jordan-
Wigner transformation as a free-fermions model
HXX = J
2
∑
j
[
c†jcj+1 + c
†
j+1cj
]
(6)
for which the density matrix can be expressed as the
exponential of a free-fermion operator14. It turns out
that the reduced density matrix is completely determined
by the x× x correlation matrix C(x), defined by
C(x) =
⎛⎜⎜⎜⎜⎝
⟨c†1c1⟩ ⟨c†1c2⟩ · · · ⟨c†1cx⟩
⟨c†2c1⟩ ⟨c†2c2⟩
. . .
...
...
. . .
⟨c†xcx⟩
⎞⎟⎟⎟⎟⎠ . (7)
The matrix elements Cij = ⟨c†i cj⟩ can be calculated either
numerically by diagonalizing the free-fermion Hamilto-
nian in momentum space or analytically in some special
cases15. The entanglement entropy of a subsystem of size
x embedded in a larger system is then given by
S(x) = −
∑
k
[λk lnλk + (1 − λk) ln(1 − λk)] , (8)
where the λk are the eigenvalues of C(x).
Let us now concentrate on the disordered XX spin- 12
chain, governed by the random hopping Hamiltonian on
a periodic ring of length L
HXX =
L−1∑
j=1
Jj
[
c†jcj+1 + c
†
j+1cj
]
+JL exp(iπN )(c†Lc1 + c†1cL) (9)
where Jj are positive random numbers chosen in a flat
uniform distribution within the interval [0, 1]16, and the
second term in the right hand side ensures that peri-
odic boundary conditions are imposed in the spin prob-
lem. The total number of fermions is N = L/2 in
the ground-state (GS). The way to diagonalize HXX is
straightforward and has already been explained by sev-
eral authors18,19. As a check, we have first computed the
entanglement entropy (8) for clean systems (i.e. Ji is a
constant) f t tal sizes L = 500 and L = 2000. Tech-
nically, this only involves computing the elements ⟨c†i cj⟩
by diagonalizing the free-fermions Hamiltonian (6), and
then one needs to diagonalize C [Eq. (7)] using standard
linear algebra routines20. The results are shown in Fig. 2
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FIG. 2: (color online) Entanglement entropy of a subsystem
of size x embedded in a closed ring of size L, shown vs x in a
log-linear plot. Numerical results obtained by exact diagonal-
izations performed at the XX point. For clean non random
systems with L = 500 and L = 2000 (open circles), S(x) is
perfectly described by Eq. (3) (red and blue curves). The data
for random systems have been averaged over 104 samples for
L = 500, 1000, 2000 and 2× 104 samples for 100 ≤ L ≤ 400.
The expression 0.8595+ ln 2
3
lnx (dashed line) fits the data in
the regime where finite size effects are absent.
where we can see that S(L, x) is perfectly described by
the CFT prediction Eq. (3). Note also that the constant
term is found to be s1 ≃ 0.726, in excellent agreement
with the recent analytical prediction of Jin and Kore-
pin21.
For the random case, the same technique has been used
but a bigger computational effort was necessary to aver-
age over a large number of independent random samples.
Practically the number of samples used was 2 × 104 for
L = 100, 200, 300, 400 and 104 for L = 500, 1000, 2000
which required 2000 hours of CPU computational time.
The results for the disorder averaged entanglement en-
tropy are shown in Fig. 2 When the subsystem size x
is large enough (typically x > 20), the expression (4)
derived by Refael and Moore describes perfectly the be-
havior of the disorder average entanglement entropy, i.e.
a logarithmic scaling with an effective central charge
c˜ = ln 2. One can notice that when the subsystem size
approaches L/2 some finite size effects are visible, as it
is the case in clean systems.
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Scaling of Entanglement Entropy in the Random Singlet Phase
Nicolas Laflorencie
Department of Physics & Astronomy, University of British Columbia, Vancouver, B.C., Canada, V6T 1Z1
(Dated: February 2, 2008)
We present numerical evidences for the logarithmic scaling of the entanglement entropy in critical
random spin chains. Very large scale exact diagonalizations performed at the critical XX point
up to L = 2000 spins 1
2
lead to a perfect agreement with recent real-space renormalization-group
predictions of Refael and Moore [Phys. Rev. Lett. 93, 260602 (2004)] for the logarithmic scaling of
the entanglement entropy in the Random Singlet Phase with an effective central charge c˜ = c× ln 2.
Moreover we provide the first visual proof of the existence the Random Singlet Phase with the help
of quantum entanglement concept.
PACS numbers: 75.10.Pq, 03.67.Mn, 75.10.Nr
The study of quantum phase transitions through quan-
tum entanglement concepts provides a new way to un-
derstand strongly correlated systems near criticality. In
one dimensional systems, such as quantum spin chains,
entanglement estimators exhibit universal features close
to a critical point1,2. One of this estimator is the en-
tanglement entropy of a subsystem A with respect to a
subsystem B. Defi ed as the Von Neumann entropy of
the reduced density matrix for either subsystem
S = −TrρˆA ln ρˆA = −TrρˆB ln ρˆB, (1)
this quantity displays very interesting scaling behavior
for conformally invariant critical theories in one dimen-
sion (1D). Indeed, as shown first by Holzey, Larsen and
Wilczek3 in the context of geometric entropy related to
black hole physics, the entanglement entropy of a sub-
system of length x embedded in an infinite system is ex-
pected to scale like
S(x) ∼ c
3
lnx. (2)
The number c is the so-called central charge which is,
for instance, for the critical XXZ spin- 12 chain cXXZ = 1
or for the spin- 12 Ising chain in transverse field at criti-
cality cIsing = 1/2. This result [Eq. (2)] has been veri-
fied numerically2,4 as well as analytically in Ref.5 where
some simple conn ctions have been established between
thermodynamic entropy and entanglement entropy. An
important extension to critical and non-critical systems
with finite size, finite temperature and different boundary
conditions has been achieved by Calabrese and Cardy6.
They showed for instance that for critical systems of fi-
nite size L with periodic boundary conditions, Eq. (2)
should be replaced by
S(L, x) = c
3
ln
(
L
π
sin(
πx
L
)
)
+ s1, (3)
where s1 is a constant related to the UV cut-off.
Although such a logarithmic scaling of the entangle-
ment entropy seems closely related to the conformal in-
variance of the critical system, it has been shown recently
by Refael and Moore7 that such a critical scaling is also
expected for some random critical points. Indeed, using
an analytic real-space renormalization-group (RSRG) ap-
proach, they have shown that random critical spin chains
display similar features that clean ones with an effective
central charge c˜ = c× ln 2 so that
S(x) = c˜
3
lnx+ constant. (4)
This surprising results can be derived using the RSRG
method introduced by Ma, Dasgupta and Hu8 several
years ago to study random spin chains. As a result,
any amount of randomness introduced as a perturba-
tion in a clean XXZ critical spin- 12 chain is relevant
10
and drives the system to the so-called Random Singlet
Phase (RSP)9, associated with an infinite randomness
fixed point (IRFP) for the RSRG transformation9. The
RSP can be depicted as a collection of singlet bonds of
arbitrary length (see Fig. 1). Then, utilizing the very
x
FIG. 1: Schematic picture for the entanglement entropy of a
subsystem of length x in the random singlet phase. The entan-
glement is just due to the singlets connecting the subsystem
with the rest of the chain. In this picture, S(x) = 5× ln 2.
simple result that the entanglement entropy of a spin 12
involved in a singlet with its partner is ln 2, in the RSP
the entanglement of a segment with the rest of the system
is just given by ln 2 times the number of singlets which
cross the boundary of the segment, as depicted in Fig. 1.
Using this fact as well as an accurate RSRG calculation,
Refael and Moor have hen been able to determine pre-
cisely that the number of singlets connecting a segment
of size x with the rest of the system is (1/3) lnx, leading
to the formula (4). The purpose of this communication is
to investigate numerically the entanglement of the RSP
and compare he RSRG prediction [Eq. (4)] with exact
computations.
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Figure 34. Exact diagonalizati results for s = 1/2 XX chains with random bonds. Left (reprinted from [408]):
Entanglement entropy of a subsystem of size x embedded in a closed ring of size L, shown against x in a log-linear
plot. For clean systems with L = 500, 2000 (open circles), SvN is perfectly described by Eq. (2.3) (red and blue
curves). Data for the random case (with a uniform box distribution of couplings J ∈ [0, 1]) have been averaged over
104 samples for L = 500, 1000, 2000 and 2× 104 samples for 100 ≤ L ≤ 400. The form 0.8595 + ln 23 lnx (dashed
line) fits th data in the regime wh e finite ize ffects are absent. Right: Histograms of Re´nyi entropies q = 1, 2
collected at half-chain over∼ 106 independent samples, with L = 128, 256 sites at strong disorder P (J) ∝ J−1+1/D
with D = 5. The peaks, independent on the Re´nyi parameter, clearly show the random singlet structure.
This surprising analytical prediction was rapidly confirmed numerically [408] using exact diagonaliza-
tion at the XX po t where free-f rmion techniques [278] allow to reach quite large chains. These results
are shown in Fig. 34 (left panel) wh r the disorder average von-Neuman entropy displays the expected
ln 2
3 lnx growth. This as later verified by other groups [405, 409–411]. The random singlet structure also
led to the notion of valence bond entanglement entropy [412–416] which is asymptotically equivalent to the
usual entanglement entropy at the IRFP [412, 416].
For higher order Re´nyi indices, Fagotti and co-workers [410] have shown that the situation is more
subtle. Indeed, depending how the disorder averaging 〈. . .〉 is performed, they found a different prefactor
for the logarithmic scaling:
〈Sq〉 = 1
1− q 〈ln Trρ
q
A〉 =
ln 2
3
lnL+ const(q), (4.1)
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Figure 35. Histogram of Tr
(
ρ2A
)
in the random singlet regime. Exact diagonalization results obtained for random XX
chains with∼ 105 independent samples, withL = 16, . . . , 512 lattice sites at moderate disorder (full box distribution).
Inset: Best fits are 〈S1〉 = 0.236(4) lnx + 0.60(3) − 1.4(4)/x, 〈S2〉 = 0.229(2) lnx + 0.37(1) − 0.15(10)/x and
〈˜S2〉 = 0.180(5) lnx+ 0.47(3)− 1.6(5)/x, which compare very well to ln 23 ' 0.231 and f2 ln 23 ' 0.177.
while
〈˜Sq〉 = 1
1− q ln〈Trρ
q
A〉 = fq
ln 2
3
lnL+ const′(q), (4.2)
with a non-trivial prefactor fq =
3(
√
5+23−q−3)
2 ln 2(1−q) ≤ 1, vanishing at large q and recovering fq → 1 when q →
1. This ensemble averaging dependence is the hallmark of infinite randomness physics, as first identified
by Fisher for correlations functions in Ref. [398] where typical and average have qualitatively different
scalings.
The distribution of Tr
(
ρ2A
)
, shown in the main panel of Fig. 35 for the random singlet state of random
XX chains (exact diagonalization results) for increasing system lengths L = 16, . . . , 512, displays broad-
ening at small values with increasing size, suggesting non-self-averaging entanglement10. In the inset of
Fig. 35, the log scalings are plotted for q = 1, 2, showing a very good agreement with the analytical pre-
diction Eq (4.1) and (4.2).
10 One may also try to interpret Tr
(
ρ2A
)
as the inverse participation ratio in the Schmidt basis. Using this analogy, 〈˜Sq〉 would
correspond to the average while 〈Sq〉 would be the typical value.
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b. Random spin chains with higher spin— Infinite randomness fixed points also occur for s > 1/2
chains [417–420], where Refael and Moore have shown [421] that
〈SvN〉 = ln(2s+ 1)
3
lnL+ constant. (4.3)
Non-abelian random-singlet states are also expected for disordered chains of Majorana or Fibonacci
anyons [422–424], with a logarithmic von-Neumann entropy whose ”effective central charge” pre-factor is
given by ln d, where d is the quantum dimension, e.g. d =
√
2 for a Majorana chain, and d = (1 +
√
5)/2
for Fibonacci.
2. Entanglement, disorder, and RG flows
a. Absence of c-theorem— Following Zomolodchikov c-theorem [425] which yields for clean
(disorder-free) fixed points a decreasing of entanglement entropy along RG flows, the question whether
this also holds in the presence of disorder was addressed after the discovery of decreasing entropies along
infinite randomness flows [404, 408, 421]. Two counter examples have shown that this cannot be true for
disordered fixed points, as first discussed by Santachiara [426] for generalized quantum Ising chains includ-
ing the N -states random Potts chain, and later by Fidkowski and co-workers [423] for disordered chains of
Fibonacci anyons. The phase diagram of this disordered golden chain model is sketched in Fig. 36, as also
discussed by Refael and Moore in Ref. [427].
J. Phys. A: Math. Theor. 42 (2009) 504010 G Refael and J E Moore
FM/AFM0 1/2 1
c=0.8c=0.7
c    =0.702c    =0.481eff eff
Disorder
(pure)
Figure 8. Flow diagram of the pure and disordered golden chain. In the pure chain, assuming
no intervening fixed points exist, the FM fixed point is unstable to flow to the AFM fixed point,
as inferred from the Zamolodchikov c-theorem. In the disordered chain, however, the flow is in
the opposite direction, with the mixed FM/AFM phase, which is most likely the terminus of the
flow from the pure FM phase, being stable relative to the random singlet phase, which is the result
of disordering the pure AFM phase. The fixed point (effective) central charges are also quoted.
Reprinted with permission from Fidkowski L, Refael G, Bonesteel N E and Moore J E 2008 Phys.
Rev. B 79 155120. Copyright (2008) by the American Physical Society.
More recently, the connection of bipartite entanglement and measurement noise was
explored as a way of quantifying entanglement entropy [9, 68, 69]. We define ‘measurement
entropy’ of an observable ˆO, as the Shannon entropy S[ ˆO] = −∑x P (x) logP(x) associated
with the probability distribution P(x) of the outcomes x of ˆO [70]. In classical systems this
quantity, measurable by definition, is always lower than the overall entropy. However, in
quantum systems it can in general be either larger or smaller than the entanglement entropy5.
If we consider measurements of local operators as described below, we can prove that their
measurement entropy provides a lower bound on entanglement.
Given a state ψ of interest, we denote by L the set of observables ˆO = ˆOA⊗ I + I ⊗ ˆOB ,
acting locally onA and B, for whichψ is an eigenstate. Let us write the Schmidt decomposition
of ψ as ψ = ∑ cαi |α, i > ⊗|s − α, i >, where s is the eigenvalue of ˆO acting on ψ , and
such that ˆOA|α, i >= α|α, i > and ˆOB |s − α, i >= (s − α)|s − α, i > (here i ranges over
the degeneracy of eigenstates of ˆOA with value α). The reduced density matrix can now be
written as ρA = trBρ =∑Pαρα , where we have defined ρα = 1Pα ∑ |cαi |2|α, i >< α, i| and
Pα = ∑i |cαi |2 is the measurement outcome distribution. For the entanglement entropy we
have in this case:
SE = S[ ˆOA]−
∑
Pαtrρα log ρα > S[ ˆOA]. (99)
where S[ ˆOA] is the measurement entropy associated with the probability distribution Pα . This
inequality in equation (99) is completely general. Interestingly, the equality SE = S[ ˆOA] is
realized either if all α outcomes are non-degenerate, or when ραs describe pure states. The
bound (99) becomes better and better by choosing a set of commuting operators ˆO such that
all the degeneracy in the measurement result α is removed.
‘Conserved’ operators are natural candidates for the local operators we denote byL above,
i.e. sums of local operators which commute with the Hamiltonian of the system. For instance,
consider the total spin operator for spin chains with rotational symmetry. Generally, the best
choice of ˆO requires a more elaborate analysis.
5 Nevertheless, even for observables for which the measurement entropy is larger than the von Neuman entropy,
information can still be gained in the measurement [70].
24
Figure 36. RG flow diagram of the pure and random golden chain with ferromagnetic and antiferromagnetic couplings.
Reprinted from [423].
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b. Engineered disorder— Interestingly, a volume-law scaling of the entanglement entropy can be
achieved for the ground-state of a class of random spin chains where disorder is not random, but engineered,
building on the decimation rules such that the probability of finding a singlet at any distance x is uniform.
Designed with very fast decaying couplings, the so-called concentric singlet phase can be constructed [428–
430], with a very strong entanglement entropy proportional to the number of sites inside the subsystem.11
Another model where disorder is partly controlled was proposed by Binosi and co-workers [433],
through the following disordered quantum Ising chain model
H = −
∑
i
Ji
(
Szi S
z
i+1 + S
x
i
)
, (4.4)
where one sees that the independent random couplings Ji act on both a site and its adjacent link, such that
a perfect (but purely local) correlation is achieved. Using field theory, strong disorder RG, and large scale
numerical diagonalization techniques, we have investigated this interesting model in Ref. [434]. For perfect
correlation weak disorder is irrelevant, whereas any small breaking of the perfect correlation between field
and coupling in Eq. (4.4) brings the system back to infinite-randomness physics. For larger disorder (and
perfect local correlation), there is a line of critical points with unusual properties such as an increase of the
entanglement entropy with the disorder strength, as shown in Fig. 37.
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Figure 37. Disorder averaged entanglement (von-Neumann) entropy plotted against subsystem size x for the criti-
cal ground-state of Eq. (4.4) with correlated disorder for various disorder strengths D (P (J) = J−1+1/D/D with
chains of 1024 sites averaged over 5 000 disorder realizations). Inset: coefficient of the logarithmic increase of the
entanglement entropy plotted against the disorder strength D. Reprinted from Ref. [434].
11 See also Refs. [431, 432] for power-law violation of the area-law in translationally invariant models.
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This model brings an interesting example where by construction the disordered system is always strictly
critical at the local level. This apparent suppression of local randomness protects the clean physics against
small disorder, but at strong enough disorder a new physics appears where entanglement increases with the
strength of disorder. The XXZ extension of this model was recently studied in Ref. [435], reaching similar
conclusions as compared to free fermions.
Finally, let us note the interesting case of aperiodic quantum spin chains [436–438] where the entangle-
ment entropy was studied using strong disorder RG [439, 440]. A logarithmic growth with subsystem size
was found, with a non-universal prefactor depending on the aperiodic sequence, and possibly larger than
the corresponding clean case.
3. d > 1 Infinite randomness
Infinite randomness physics is not specific to one dimension, as shown for the d ≥ 2 disordered quantum
Ising model [401, 403, 441, 442], disordered contact process [443], or dissipative systems [444]. However,
note that random singlet physics does not describe d > 1 random exchange antiferromagnets [402, 445],
where long-range order is surprisingly robust to disorder [445].
Entanglement entropy at the IRFP of the d = 2 random transverse field Ising model on the square lattice
has been first studied numerically in [447] where a surprising double logarithmic enhancement of the area
law was found S ∼ L ln(lnL), based on strong disorder RG arguments12. Later, using larger systems, Yu
and co-workers [449] concluded for a pure area law with additive (negative) logarithmic corrections.
8.2 Entanglement entropy in higher dimensions 69
10-5
10-3
10-1
101
103
 1  10  100  1000
δS
(d) sla
b
l
2D
3D
4D
 0.06
 0.07
 0.08
 0.09
-0.5  0  0.5  1  1.5  2  2.5
S(
2) sq
ua
re
(l)/
l
ln(ln(l))
L=16
24
32
48
64
96
128
192
256
384
512
768
1024
1536
2048
Figure 8.4: Left figure: finite difference of the entropy in the slab geometry, δS(d)slab(L, ℓ), as
a function of the width ℓ for d = 2, 3 and 4 for the largest sizes, L, for box-h disorder. (The
error is smaller than the size of the symbols.) The asymptotic forms, ∼ ℓ−d, are indicated by
straight lines. Right figure: S(2)square(ℓ)/ℓ as the function of ln ln ℓ in 2D for box-h disorder shows
a clear deviation from the log-log form in [24].
which result has been checked numerically. Thus we can conclude that the contributions to the
entropy due to edges are also non-singular and singular contributions can only be obtained at
corners.
8.2.3 Cubic geometry
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Figure 8.5: S(2)square(ℓ)/ℓ as the function of ℓ in 2D for box-h disorder shows has a very well linear
behavior as a clear indication of the area law (left figure). There are however weak additive
corrections as seen in the right figure for fixed-h (+, L = 1024) and box-h (!, L = 2048)
disorders as the function of ln ℓ. The asymptotic behaviors for large ℓ are indicated by straight
lines having the same slopes: b(2) = −0.029. Inset: effective, ℓ-dependent −b(2) parameters
obtained from two-point fits.
In order to check the corner contributions to the entropy, S(d)cr (ℓ), we study here cube sub-
systems, as shown in the right panels of Fig. 8.1. In this case we write S(d)cube(ℓ) in the general
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Figure 38. Area law scaling of the von-Neumann entropy of the disordered transverse field Ising model on the square
lattice, computed at criticality (infinite disorder fixed point) using strong disorder RG. Reprinted from Ref. [446].
12 Nevertheless, another type of IRFP in higher dimensions occurs in the bond-diluted quantum Ising ferromagnet [448] for which
the same authors [447] found (using much larger system sizes) a pure area law contribution at the percolation threshold.
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Using a greatly improved strong disorder RG algorithm where the O(N3) running time of the naı¨ve
algorithm was brought down to O(N lnN) for arbitrary dimension, Kova´cs and Iglo´i [403, 441] have
studied entanglement of d = 2, 3, 4 disordered quantum Ising models up to N ∼ 106 spins [450]. This
allowed to get a very good control of finite size scaling, as shown in Fig. 38 where the square lattice entropy,
plotted as a function of the subsystem size, clearly displays a pure area law as a leading term. Interestingly,
corrections to this area law scaling can be precisely computed: in two dimensions, for square (or slab in
higher dimension) subsystems, additive logarithmic corrections are found [450], coming from the 4 corners
of a square subsystem, such that
SvN = aL+ 4l1(pi/2) lnL+ constant (4.5)
with l1(pi/2) = −0.029(1) obtained for very large clusters, up to 2048 × 2048 (to be compared with
−0.019(5) obtained for smaller systems 160 × 160 by Yu et al. [449]). This log correction, arising from
pi/2 corners at a strong disorder fixed point, can be compared to clean critical points contributions studied
in Section II C 2, and reported in Table II. More generally, Kova´cs and Iglo´i found that additive logarith-
mic contributions induced by the sharp subsystems boundaries only occur at criticality, as shown in the
bottom part of Fig. 39 where the corner part appears to be a universal singular function, describing the
log divergence at the critical point with a prefactor whose magnitude and sign depend on the dimension:
l1(3d) = 0.012(2), and l1(4d) = −0.006(2).
Such universal features of the additive logarithmic corrections to the area law appear to be a promising
way to further characterize quantum criticality [162, 164, 165].
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Figure 8.9: Upper panels: entropy contribution of the corners S(d)cr (L, δ) in d = 2, 3 and 4 for
different system sizes as the function of the control parameter for box-h disorder. In the lower
panels scaling collapse of the central part of S(d)cr (L, δ) is shown, see text.
We measure the entanglement entropy in this system, S(d)D , for all different D, averaged over
the Ld−D possible positions and over the
(
d
D
)
orientations of the subsystem. The entanglement
entropy is written as the sum of the contributions of the different dimensional hyperfaces:
S(d)D =
d−1∑
∆=D
S(d)D (∆) , (8.8)
which is to be compared with S(d)0 ≡ S(d)cube in Eq. (8.5). First we note that
S(d)D (∆)
S(d)0 (∆)
=
ϱD(∆)n
(d)
D (∆)
ϱ0(∆)n
(d)
0 (∆)
= 2D
(
d−D
∆−D
)(
d
∆
) , (8.9)
where ϱD(∆)n
(d)
D (∆) and ϱ0(∆)n
(d)
0 (∆) are the total areas of the given hyperface measured in
the two shapes. In this way we obtain:
S(d)D =
d−1∑
∆=D
2D
(
d−D
∆−D
)(
d
∆
) S(d)0 (∆) . (8.10)
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Figure 39. Upper panels: entropy contribution of the corners |S(d)cr | in dimension d = 2, 3 and 4 for different system
sizes as a function of distance to criticality δ. Bottom panels: Universal scaling function using b(2) = −0.029,
b(3) = 0.012, and b(4) = −0.006(2). Reprinted from Ref. [450].
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B. Entanglement and Kondo physics
1. Generalities
The resistivity minimum observed in dilute magnetic alloys received a beautiful theoretical explanation
by Jun Kondo [392] based on a perturbative calculation which breaks down at low-energy. This is a re-
markable condensed matter example of asymptotic freedom [451], with the effective interaction between
magnetic impurities and conduction electrons growing when the temperature decreases. Non-perturbative
calculations, based on a scaling approach [452], the renormalization group (RG) [453], Fermi liquid the-
ory [454], Bethe Ansatz [455, 456] provide a very powerful framework to study this non-trivial many-body
problem (for a thorough review, see [393]). In particular, the anomalous scattering from magnetic impu-
rities leads to an enhancement of both specific heat and magnetic susceptibility at low temperature, below
the Kondo temperature TK . The thermal entropy STh(T ) is a non-trivial function of T , reflecting the RG
fixed points of the Kondo problem. In the limit of a weak bare Kondo coupling, the impurity contribution
SThimp(T ) ≈ ln 2 at T  TK and SThimp(T ) → 0 at T  TK . This reflects the fact that the bare coupling of
the magnetic impurity to the conduction electrons is very weak so that we obtain essentially the full entropy
of a free spin-1/2, ln 2 at T  TK . However, as the temperature is lowered the spin becomes ”screened” i.e.
it goes into a singlet state and the impurity entropy is accordingly lost. The asymptotic values of SThimp(T )
at high and low temperatures are characteristic of the RG fixed points of the Kondo Hamiltonian.
However much less is known about real space spatial properties of the Kondo effect, in particular the so-
called Kondo screening length ξK ∼ vF /TK (where vF is the Fermi velocity) which is expected to govern
spatial correlations at T  TK [457]. Such a Kondo screening cloud13, which can be seen as the region
over which a magnetic impurity form a singlet with a conduction electron, is very hard to experimentally
observe in realistic systems because it occurs over quite large distances ∼ µm, and decays as 1/rd [457],
thus making reduced dimensionality better candidates to observe it [459–461].
2. Impurity entanglement in the one-channel Kondo problem
Recently, several developments have been made to study how the Kondo length ξK emerges in the
entanglement properties of quantum impurity problems [462–473]. Assuming a direct analogy with the
thermal impurity entropy which is a scaling function f(T/TK), one migh expect the zero temperature
impurity entanglement entropy to be also a scaling function g(r/ξK), where r is the spatial extension of the
subsystem over which entanglement is computed.
13 Probably better described as a ”faint fog” [458]
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The usual Kondo Hamiltonian [474] contains a Heisenberg interaction between a simp = 1/2 impurity
spin and otherwise non-interacting electrons:
H =
∫
d3r
[
ψ†(−∇2/2m)ψ + JKδ3(~r)ψ†(~σ/2)ψ · ~simp
]
. (4.6)
At zero temperature, the impurity spin is screened by the conduction electrons through the formation of a
Kondo singlet, expected to take place over a length scale:
ξK = vF /TK ∝ e1/(νJK), (4.7)
where ν is the density of states per spin band, TK is the Kondo temperature and vF the velocity of the
fermions. Due to the δ−function form of the interaction Eq. (4.6) can be reduced to a one-dimensional
model on a semi-infinite line with the impurity spin at the origin [463]. A further simplification is possible
using the spin chain Kondo model [475, 476], depicted in Fig. 40 (a), and governed by the following spin-12
Heisenberg chain Hamiltonian
H = J1
L−1∑
i=1
~S1 · ~Si+1 + Jc2
L−2∑
i=2
~Si · ~Si+2 + J ′K~simp ·
(
J1~S1 + J2~S2
)
, (4.8)
where the frustrated second neighbor antiferromagnetic coupling is tuned at the critical point Jc2 '
0.2412 [97, 477] where logarithmic corrections vanish14.
J1J
′
KJ1
J ′KJ2
J2
IVB
IVB
(a)
(b)
(c)
r
R
Figure 40. (a) Schematic picture for the open frustrated Heisenberg chain model Eq. (4.8) coupled to a spin impurity
(arrow). (b) and (c) Example of valence bond configurations with the Kondo singlet materialized by the impurity
valence bond (IVB) shown (blue dashed bond) for weak (b) and strong (c) coupling regimes. The total chain length is
R and the subsystem has r sites, including the impurity spin.
14 For J2 = 0 Eq. (4.8) was shown to be integrable with Bethe Ansatz by Frahm and Zvyagin [478], with also a strong analogy
with the Kondo problem but with a modified Kondo temperature TK ∼ exp(−b/
√
J ′K). For J2 > J
c
2 , the spin chain enters a
dimerized phase [479] with a gap and the relation between Eq. (4.8) and Kondo physics no longer holds.
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Numerical simulations on this simplified Kondo model Eq. (4.8) have been carried out [49, 462, 463,
465], showing that (i) open boundary conditions lead to oscillations of the entanglement entropy, slowly
decaying away from the boundaries with an exponent governed by the Luttinger parameter [49]; and
(ii) the impurity contribution to the entanglement entropy appears to be a universal scaling function
SEimp(R, r, J
′
K) = g(r/ξK , R/ξK), where r (R) is the subsystem (full system) size, see Fig. 40, and
ξK(J
′
K) is the Kondo length.
The simplest quantity to study is the single site impurity entanglement entropy (defined for r = 1)
which is directly proportional to the impurity magnetization 〈szimp〉. This local observable, studied for the
spin-boson model [480–482] and for the usual Kondo problem [483, 484] was shown to violate scaling in
Ref. [463]. Indeed, the Kondo screening mechanism being a non-local many-body quantum effect, scaling
properties are expected to occur for many-body correlators, as for instance in the entanglement of a finite
size r > 1 region. The impurity contribution to the entanglement entropy was therefore studied [462, 463]
in the limit 1 r  R, defined by
Simp(R, r, J
′
K) = Su(R, r, J
′
K)− Su(R− 1, r − 1, 1), (4.9)
where Su(R, r, J ′K) is the uniform part of the entropy for a total system of length R, a subsystem of
length r and a boundary coupling J ′K . DMRG simulation results are displayed in Fig. 41 for R even
and odd. In the strong coupling regime r/ξK  1, the local Fermi liquid theory of Nozie`res [454] pre-
dicts Simp = piξK/(12r), perfectly captured by the numerical results in Fig. 41. In the opposite limit,
when the Kondo cloud is much larger than the subsystem r/ξK  1, DMRG data from Fig. 41 suggest
limr/ξK→0 limr/R→0 Simp(r/ξK , r/R) = ln 2, for either parity of R.
A heuristic picture giving the general features of Simp(r/ξK , r/R), for both even and odd R, sketched
in Ref. [462, 463], can be derived from a resonating valence bond view of the ground state, as depicted if
Fig. 40 (b,c). We loosely identify Simp with ln 2 × the probability of an “impurity valence bond” (IVB)
stretching from the impurity site into the region > r (Fig. 40). The typical length of the IVB is expected to
be ∼ ξK (for ξK < R), leading to the monotonic decrease of Simp with increasing r/ξK , for R even, and
its vanishing as r/ξK → ∞. For R odd, the ground state contains one unpaired spin. When ξK → ∞ this
unpaired spin is the impurity itself, implying no IVB and hence Simp = 0. As ξK decreases the probability
of having an IVB increases, since the unpaired spin becomes more likely to be at another site, due to Kondo
screening, but the average length of the IVB, when it is present, decreases. These two effects trade off
to give Simp a maximum when ξK ∝ R, in good agreement with the inset of Fig. 41, at which point the
probability of having an IVB becomesO(1) but the decreasing average size of the IVB starts to significantly
reduce the probability of it stretching into the region > r.
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We extracted an impurity part from SU by:
Simp(J
′
K , r, R) ≡ SU(J ′K , r, R)− SU(1, r − 1, R− 1), r > 1. (3.34)
Note that we are subtracting the entanglement entropy of a chain where all couplings
have unit strength and 1 site is removed. This corresponds to subtracting the
entanglement entropy of the system without the impurity. It is important here that
we do not subtract the entropy for the same values of r and R but with J ′K = 0 since,
as we discuss below, entanglement with the impurity can survive, even in this limit,
when R is even, in the spin-singlet ground state. (See Fig. 5). This is related to the
second subtlety that we encountered: a very strong dependence of Simp, as defined by
Eq. (3.34), on the parity of R, even after subtracting off the part alternating in r. This
is illustrated by some of our DMRG data shown in Fig. 6.
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Figure 6. Universal scaling plot of Simp for fixed r/R, (a) for R ≤ 102 even, (b) for
R ≤ 101 odd. DMRG results with m = 256 for the J1 − J2 chain at Jc2 for various
couplings J ′K . The lines marked piξK/(12r) are the FLT prediction: Eq. (3.39). (c): the
location of the maximum, (r/ξK)max, of Simp for odd R, plotted versus r/R. Reprinted
from [7].
This figure tests the conjecture that the impurity entanglement entropy shows
universal RG scaling behavior. We find that the data for the impurity entanglement
entropy for various Kondo couplings can be collapsed onto scaling curves which depend
only on the dimensionless ratios r/ξK, where ξK is the Kondo length scale, and r/R.
However, there are two different sets of curves depending on the parity of R. Note that
the curves differ markedly for r $ ξK but elsewhere look similar. Indeed it looks likely,
and presumably must be the case, that as r/R → 0, the curves become identical for
even and odd R. Focusing on the even R curves, which seem close to the r/R→ 0 limit,
the scaling curves seem to be approach a monotone decreasing function with the value
ln 2 at r $ ξK and zero for r & ξK . This is exactly what we would expect from the
RG theory of the Kondo model and mirrors the T -dependence of the thermodynamic
impurity entropy, reviewed in subsection (3.1). In particular, ln g = ln 2 at the short
Figure 41. Universal scaling plot of Simp at fixed r/R, (a) for R even, (b) R odd. DM G results for the J1 − J2 spin
chain Kondo model Eq. (4.8) for various Kondo couplings J ′K . Dashed line piξK/(12r) is the Fermi liquid theory
prediction. Inset (c): location of the maximum, (r/ξK)max, of Simp for odd R, plotted versus r/R. From Ref. [462].
3. Boundary effects
Conformally invariant boundary fixed points are expected to present a term in the entanglement entropy
which corresponds to the zero temperature Affleck-Ludwig impurity entropy ln g [485], as pointed out in
Ref. [21]. Therefore, in a semi-infinite chain with the subsystem staring at the boundary, Eq. (2.3) becomes
SOBCq (r) =
c
12
(
1 +
1
q
)
ln r + sq/2 + ln g + . . . (4.10)
For the single channel Kondo model ln g = ln 2 at the weak coupling fixed point where the impurity is
unscreened, and ln g = 0 at the strong coupling fixed point where it is screened. The thermodynamic
impurity entropy decreases monotonically from ln 2 to 0 with decreasing T/TK , in the same way as the
impurity entanglement entropy with increasing r/ξK .
The validity of Eq. (4.10) has been checked numerically for various examples of conformally invariant
boundary conditions, for quantum Ising chains [463, 486–488], a case where there is no boundary induced
oscillations, as well as for the two-channel Kondo problem [79]. Conversely, for critical open chain models
having a continuous symmetry, slowly decaying oscillations have been reported [49, 489–492] and inter-
preted as 2kF -Friedel oscillations [493], whose decay is governed by the Luttinger parameter [49, 50]. An
exact computation for the XX (free-fermions) case was done by Fagotti and Calabrese [50] who derive
rigorously the asymptotic behavior for large block sizes on the basis of a recent mathematical theorem for
the determinant of Toeplitz plus Hankel matrices. Interestingly, unusual oscillating corrections have been
reported for higher Re´nyi indices q > 1 for open systems, and also for periodic chains, i.e. in the absence
of boundary [44–46].
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appears more difficult. Nevertheless, it seems plausible
that the enhanced tendency towards valence bonds on
odd links induced by a boundary will translate into an
alternating term in the EE.
Numerical results for the entropy.—It is well known that
when the Ising exchange term ! ! 0, using a Jordan-
Wigner mapping, the XXZ Hamiltonian (2) is equivalent
to a free-fermion Hamiltonian
H XX ! J2
XL"1
x!1
!
"yx"x#1 #"yx#1"x
"
; (9)
which can be solved in momentum space. The computation
of the EE in this noninteracting case can be easily achieved
numerically for very large systems since it only requires
diagonalization of an L$ L matrix (see Ref. [19] for some
details). We first report results from exact diagonalizations
of the free-fermion Hamiltonian (9) with L ! 2000 sites.
In Fig. 3 we superimpose both PBC and OBC cases. In the
PBC situation, as predicted in Ref. [2], the entropy is very
well described by the following expression
S PBC%x; L& ! c
3
ln
!
L
!
sin
#
!x
L
$"
# s1; (10)
with c ! 1 and s1 ’ 0:726 [9]. On the other hand, the open
chain does not obey the expression (1), but as expected
from the RVB picture presented above, an alternating term
is found, as is visible in the lower inset of Fig. 3. Indeed,
the strong odd bond—weak even bond picture agrees
qualitatively with an enhanced (reduced) entropy for sub-
systems cutting an odd (even) bond. We thus define the
uniform and alternating parts of the EE for large x:
S %x; L& ! SU%x; L& # %"1&xSA%x; L&; (11)
where both SU%x; L& and SA%x; L& are expected to be
slowly varying functions for x' 1. Interestingly, for the
XX case, SA%x; L& is found to decay slowly like a power
law,
S XXA %x; L& (
1
L
! sin%!xL &
; (12)
which has the same exponent as the alternating part of the
energy density EA, as follows from Eq. (4) using the correct
value K ! 1, for the XX model. It turns out that both the
alternating part of the EE SA and EA, defined by Eq. (3),
are nearly proportional at large x with a proportionality
constant of !=2: SA%x; L& ! %"!=2&EA%x; L& #O%1=x2&.
SU%x; L& has also a boundary-induced correction to the
result in Eq. (1), which is also / 1=)L sin%!x=L&*. This is
included in the fit in Fig. 3.
Based on DMRG data obtained on critical open chains
of size 200 + L + 1000, we find this proportionality is
still true even when ! ! 0 where the decaying behavior of
EA is controlled by K. More precisely, plotting SA as a
function of "EA for various values of the anisotropy ! in
Fig. 4, we find a linear relation SA ! ""EA with a pre-
factor perfectly described by" ! #= sin#, as shown in the
inset of Fig. 4, with # ! cos"1!. We note that the spin-
wave velocity for the XXZ model is given by v !
!%sin#&=%2#& so that we may write this relation as
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XX chains with L ! 2000 spins 1=2. EE S%x; 2000&, plotted vs
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Figure 15. von Neuman entropy of XXZ chains of lengths R = 100 with OBC computed with
DMRG for various anisotropies !.
5.3. Entropy oscillation and dimerization for critical XXZ chains
The alternating part SA(r, R) has been studied in [23] all along the critical regime of the XXZ
chain |!| 6 1. DMRG results for S(r, R) = SU(r, R) + (−1)rSA(r, R) are shown in figure 15
for R = 100 and various !. One sees immediately that the oscillating part varies with !
and decays faster in the ferromagnetic regime. More quantitatively, it was shown [23] that the
alternating part SA(r, R) is directly proportional to the alternating term in the energy density.
The energy density for XXZ spin chains
⟨hr⟩ =
〈
Sxr S
x
r+1 + S
y
r S
y
r+1 +!S
z
r S
z
r+1
〉 (5.6)
is uniform in periodic chains. On the other hand, an open end breaks translational invariance
and there will be a slowly decaying alternating term or ‘dimerization’ in the energy density
⟨hr⟩ = EU(r) + (−1)rEA(r), (5.7)
where EA(r) becomes nonzero near the boundary and decays slowly away from it. EA(r) is
obtained by Abelian bosonization modified by OBC [87]. In the critical region |!| 6 1, one
gets [8, 23]
EA(r, R) ∝ 1[ 2R
π
sin
(
πr
R
)]K , (5.8)
where K is the Luttinger liquid parameter defined as K = π/(2(π − cos−1 !)) so that
K = 1 for an XX spin chain, K = 1/2 for the AF Heisenberg model and K → ∞ for the
ferromagnetic Heisenberg case. Based on DMRG data obtained [23] on critical open chains
of sizes 200 6 R 6 1000, we find a proportionality between SA and EA. More precisely,
plotting SA as a function of −EA for various values of the anisotropy ! in figure 16, we find
a linear relation SA = −αEA with a prefactor perfectly described by α = µ/ sinµ, as shown
in the inset of figure 16, with µ = cos−1 !. We note that the velocity of excitations for the
XXZ model is given by v = π(sinµ)/(2µ) so that we may write this relation as
SA = −(πa2/2v)EA, (5.9)
where we have introduced the lattice spacing, a, to make the entanglement entropy a
dimensionless quantity (EA has dimensions of energy per unit length). We emphasize that
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Figure 42. (a) and (b) Von Neuman entropy of XXZ chains of lengths R = 100 with OBC computed with DMRG
for various anisotropies ∆. One sees the oscillating feature, whose amplitude is reduced when ∆ decreases. Linear
behavior of the s aggered part of he entangl ment entropy, Sstag as a function of the staggered energy density,−Estag,
both computed using DMRG on critical open XXZ chains of size 200 ≤ R ≤ 1000 for various anisotropies ∆. Data
from free-fermions diagonalization at ∆ = 0 are also shown for R = 2000. Dashed lines are linear fits of the form
Eq. (4.11). Inset (i) is a zoom clos to 0, showing data for ∆ = −3/4 and −1/2. Inset (ii) shows the proportionality
factor against ∆ extracted from the numerical data (circles), for larger set of values of ∆, which is compared with
pi/2v.Reprinted from [464] (a,b) and from [49] (c).
Despite the good analytical descriptio for free fer ions [50], boundary induced oscillations in the
von-Neumann entropy still lack a complete analytical understanding for interacting critical systems. A phe-
nomenological grasp was conjectured, based on DMRG data analysis and a valence bond picture in Ref. [49]
where the alternating part in the entropy for critical XXZ chains was found to be directly proportional to
the alternating term in the energy density. Indeed, open end breaks translational invariance and a slowly
decaying alternating term (at 2kF = pi in the absence of external magnetic field) or ”dimerization” in the
energy density Eu(r,R) + (−1)rEstag(r,R) appears at distance r for chains of length R, where for critical
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chains Estag(r,R) ∝ [2Rpi sin(pirR )]−K , K being the Luttinger liquid parameter. The oscillating term in the
entropy was then found to be intimately related to such energy density oscillations, such that
Sstag = −(pia2/2v)Estag, (4.11)
where v is the velocity of excitations, and a the lattice spacing, introduced to respect the dimensionless
character of the entanglement entropy. Fig. 42 summarizes these results, obtained in Refs. [49, 464].
It is important to note that boundary induced oscillations are relevant for the DMRG technique which
better perform with OBC, and also in the experimental context of cold atoms where such oscillations have
been predicted for trapped bosons [494]. Likewise, open ends lead to oscillations in gapped models, such
as the s = 1 Heisenberg chain [495], but with an alternating part which decays exponentially fast with
the distance from the boundary, confirming the fact that this alternating component is controlled by the
spin-spin correlations. Let us finally notice that boundary critical phenomena have also been studied using
entanglement renormalization schemes [496, 497].
4. Other examples of quantum impurity problems probed by entanglement
The two-impurity Kondo problem was investigated using two-site entanglement witnesses in Ref. [498],
or the more complex many-body Schmidt gap, expected to play the role of an order parameter close to
quantum criticality [286], likewise observed for the two-channel Kondo problem [79]. Another example
of quantum criticality was studied for the spin-boson model [480] where quantum entanglement of the
impurity was studied in great detail [481, 482, 499, 500]. Entanglement entropy was also studied near
Kondo-destruction quantum critical points [472].
Local defects in quantum wires, reminiscent of the so-called Kane-Fisher problem [475, 501], have been
studied quite intensively using entanglement estimates [103, 470, 502–507]. Dynamical properties have
also been investigated for quantum impurity problems. For instance in quantum Ising chains with local or
extended defects, the time evolution of the entanglement entropy, studied by Iglo´i and co-workers [508],
displays a logarithmic growth with a non-universal prefactor which depends on the details of the defects.
The Kondo cloud dynamics has been probed after a quantum quench in the resonant level model. At long
enough time inside the light cone, the Kondo screening cloud relaxes exponentially to the final equilibrium
structure, with a relaxation rate given by the emergent energy scale of impurity screening [509]. Finally,
universal oscillations in the entanglement levels have also been reported by Bayat and co-workers [510] for
the two-impurity Kondo spin chain model after a local quench of the RKKY interaction from RKKY to
Kondo regime.
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C. Many-body localization
1. General properties
The so-called many-body localization phenomenon has attracted a huge interest in recent years, fol-
lowing precursor works [511–516] which discussed whether Anderson localization [391] can survive inter-
actions. A new paradigm has then emerged for many-body eigenstates of strongly disordered interacting
systems which may not obey the ”eigenstate thermalization hypothesis” (ETH) [517–519] and would fail to
thermalize [520]. Such a many-body localization (MBL) clearly challenges the very foundations of quan-
tum statistical physics [520, 521] as thermalization in such closed systems cannot occur without external
bath (for a recent discussion, see also Ref. [522]). Another interesting property is that MBL may lead to
long-range (possibly topological) order, otherwise absent for equilibrated systems [523–527]. Furthermore,
the MBL shows some similarities with integrable systems, with an extensive number of quasi-local integrals
of motion [528–531].
Several numerical studies have recently focused on the MBL phase, and associated phase transitions.
Most of the studied models are one-dimensional, mostly for practical reasons: e.g. the random field Heisen-
berg or XXZ chain [532–536], d = 1 interacting fermions [526, 537, 538] (relevant to the recent experi-
ments [539] on quasi-periodic chains [540]), quantum Ising chains [523, 527, 541], spin-glasses [542], and
also translationally-invariant models [543–546], or driven systems [547]. While exact diagonalization are
typically limited to ∼ 20 sites [536], larger systems can also be studied using approximate methods such
as strong disorder RG techniques, the so-called RSRG-X method [527, 548–550], or Matrix Product States
approaches exploiting the low entanglement property of the MBL regime [551–555]. However, these tech-
niques are practically limited to strong disorder on the MBL side of the phase diagram where they are well
controlled. At weaker disorder, in the ergodic regime, only exact numerical approaches are expected to give
quantitatively reliable results.
A canonical example of interacting model which exhibits a MBL transition is the random field Heisen-
berg s = 1/2 chain15, governed by the Hamiltonian
H =
L∑
i=1
(
J ~Si · ~Si+1 − hiSzi
)
, (4.12)
where the random field is drawn from a uniform distribution in [−h, h]. Using a spectral transformation,
this model has been studied by exact diagonalization at varying energy densities across the entire spectrum
up to L = 22 spins [536] in order to extract the many-body mobility edge shown in Fig. 43.
15 Equivalent via a Jordan-Wigner (Matsubara-Matsuda) transformation to interaction spinless fermions (hard-core bosons) in a
random potential.
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Figure 43. Phase diagram Disorder (h) vs. Energy density () of the random-field Heisenberg chain Eq. (4.12).
The ergodic phase (dark region with a participation entropy coefficient a1 ' 1) is separated from the MBL regime
(bright region with a1  1). Various symbols show the energy-resolved MBL transition points extracted from finite
size scaling performed over system sizes L ∈ {14, 15, 16, 17, 18, 19, 20, 22} for different quantities. Reprinted from
[536].
Because the MBL phenomenon leads to the absence of thermalization, we do not expect any sort
of thermodynamic signatures of a localization/delocalization transition in finite temperature observables.
Instead, the transition has to be studied either at infinite temperature, i.e. with all eigenstates equally
weighted [533, 537], or by targeting eigenstates at finite energy density above the ground-state [536, 541],
which is better justified for systems having a many-body mobility edge at finite energy density  (Fig. 43).
Another possibility to study such a dynamical transition is to make a global quench from a high-energy
unentangled product state [528, 534].
Numerical studies of the many-body eigenstates provide a very precise and quantitive way to charac-
terize the localized/delocalized nature of the system. For example, a popular way to differentiate extended
and localized phases relies on the spectral statistics from random matrix theory [556]. As exploited in sev-
eral works [513, 514, 533, 536, 537, 542, 557], the ergodic regime harbors a statistical distribution of level
spacings which follows Wigner’s surmise of the Gaussian orthogonal ensemble (GOE), while a Poisson
distribution is expected for localized states. At the transition, it is not clear whether there is a continuous
family of critical theories [542] or semi-Poisson statistics [558–560].
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The level statistics properties are summarized in Table III, together with entanglement features across
the different regimes. Below we discuss in detail how entangled are the eigenstates in both delocalized and
MBL regimes, as well as at the transition between the two regimes. We first focus on physics at equilibrium,
looking at eigenstates for which a clear transition from a volume to an area law scaling of the entropy is
observed. Then, the non-equilibrium situation is examined through quantum quenches, starting from high-
energy untangled states.
2. Area vs. volume law for highly excited states
Thermalization in isolated quantum systems implies that the system itself acts as its own heat bath [563].
This is the case for the so-called ergodic regime (adjacent of the MBL phase, see Fig. 43) where ETH [517,
518] is expected to hold. In this delocalized phase, the RDM of a high energy eigenstate can be viewed
as a thermal density matrix at high temperature. Therefore, the entanglement entropy of such a highly
excited eigenstate is very close to the thermodynamic entropy of the subsystem at high temperature, thus
exhibiting a volume-law scaling. Such delocalized eigenstates can therefore be described as pure random
states [564]. Volume-law entanglement at high temperature has been verified for disorder-free quantum spin
chains [463, 565–568], as well as for the ergodic regime of weakly disordered chains [526, 536, 541].
a. Many-body localization— On the other hand, contrary to the thermal phase, the MBL regime
does not obey ETH [533] and the eigenstates sustain a much smaller (area law) entanglement, qualitatively
closer to the entanglement entropy of a ground-state [13]. Such qualitatively distinct properties have been
clearly shown numerically in various exact diagonalization studies [526, 536, 541]. In Fig. 44 (a-b) exact
diagonalization results of model Eq. (4.12) are shown for the disorder-average von-Neumann entropy of
half-chains for eigenstates lying in the middle of the many-body spectrum ( = 0.5 in Fig. 43) as a function
of size L and disorder strength h. The transition from volume to sub-volume scaling is clearly visible, as
provided by the scaling plot in panel (b). Numerical data are compatible with a volume-law entanglement
Delocalized Transition MBL
Spectral statistics GOE ? Poisson
Entanglement entropy SE(L) volume-law volume-lawa area law
Entanglement variance σ2E(L) vanishes diverges finite
Entanglement dynamics SE(t) t1/z ln t ln t
a See discussions in Refs. [559, 561, 562].
Table III. Various properties of ergodic and MBL phases, as well as at the transition.
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entropy at criticality [561], and with a strict area law scaling for the MBL regime (dashed line in panel (b) of
Fig. 44)16. Breakdown of the area law at the delocalization transition was recently exploited in a numerical
linked cluster expansion study [570] to locate the MBL transition17.
Another very interesting point concerns the entropy histograms, as discussed in Refs. [526, 536, 541,
571, 572], for which a qualitative change is observed across the different regimes. The evolution of the
standard deviation σE with increasing system length L provides a quantitative tool, plotted in Fig. 44 (c-d).
While in the delocalized regime σE(L)→ 0 (in agreement with Ref. [573]), it remains constant in the local-
ized phase, and diverges with L at the transition. This is likely a signature of an absence of self-averaging
for the entropy, and a possible signature of infinite randomness physics at criticality [574].
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
vergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength hc and exponent ⌫. The
h axis is transformed by (h  hc)L1/⌫ , (bottom) distribution
of KLd in both phases.
scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [51] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
check the consistency of our analysis and conclusions.
Results and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h   hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).
The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di cult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at
h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance and mean both increase with L.
We now turn to the entanglement entropy for a real
space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law SE/L !
constant for h < hc to area-law with S
E/L ! 0 for
h > hc. Assuming a volume law scaling at the criti-
cal point [58], we perform a collapse of SE/L to the form
g[L1/⌫(h hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [32], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form  E = (L  c)g[L1/⌫(h  hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of S
E/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartite fluc-
tuations F of subsystem magnetization (taken here to be
0
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h
Figure 3. Entanglement entropy per site SE/L and its vari-
ance  E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [57]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [51] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating nume ous quantities allows to
check the consistency of our analysis and onclusions.
Results and finite size scaling analysis— W discuss the
transition between GOE d Poisson statistics, first us-
ing the consecutive gap ra io r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossi c n be analyzed using
scaling form g[L1/⌫(h   hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).
The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di cult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at
h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides st ng evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its appli bility to pure level statistic .
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance a d mean both increase with L.
We now turn to the entanglement entropy for a real
space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law SE/L !
constant for h < hc to area-law with S
E/L ! 0 for
h > hc. Assuming a volume law scaling at the criti-
cal point [58], we perform a collapse of SE/L to the form
g[L1/⌫(h hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [32], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form  E = (L  c)g[L1/⌫(h  hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of S
E/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartite fluc-
tuations F of subsystem m gnetiz tion (taken here to be
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Figur 3. E tanglement entropy per site SE/L and its vari-
ance  E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [57]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
vergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength hc and exponent ⌫. The
h axis is transformed by (h  hc)L1/⌫ , (bottom) distribution
of KLd in both phases.
scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulat d be-
tween 50 and 250 samples). For ach ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [51] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. I vestigating numerous quantities allows to
check the co sistency of our analysis and conclusions.
Results and fi ite size scal ng analysis— We discuss the
transition betw en GOE and Poisson s atistics, first us-
g the con ecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the diso der strength h, we
cl arly se a crossi g round hc ⇠ 3.7 between the two
limiting values. This cross ng can be analyzed using a
scaling f rm g[L1/⌫(h   hc)] which allow collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).
The above d fined KLd, computed for two eigensta es
randomly chosen t the sam e ergy target ✏ and av-
eraged over disorder d s mples, also displays a cross-
ing betwee the two limit scalings KLGOE = 2 and
KLPoisso ⇠ ln(dimH) (Fi . 2 bottom). A data collapse
is very di cult to achieve for KL due to a large drift
of the cros ing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent featur s.
The pe fect gaussian distribution in th ergodic phase ( t
h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance and mean both increase with L.
We now turn to the entanglement entropy for a real
space bipartition at L/ (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a chang in the EE calings from volume law SE/L !
constan for h < hc to area-law w th S
E/L ! 0 for
h > hc. Assuming v lume law scaling at the cri -
cal poi t [58], we perform a collapse of SE/L to the form
g[L1/⌫(h hc)] (Fig. 3 bott m panel) giving estimates for
the critical disorder hc and xponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [32], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling c llapse of the form  E = (L  c)g[L1/⌫(h  hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of S
E/L) works particu-
larly well (top a l of Fig. 3).
Perhaps more accessible to exp riments, bipartite fluc-
tu tions F of subsystem magnetization (taken here to be
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Figure 3. Entanglement entropy per site SE/L and its vari-
ance  E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [57]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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Figure 2. Adjace gap ratio ( op) an Kul back Leibler di-
vergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength hc and exponent ⌫. The
h axis is transformed by (h  hc)L1/⌫ , (bottom) distribution
of KLd in both phases.
scales with L. We use at l ast 1000 isorder realizations
for each L (except for L = 22 where we accumulated b -
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eig nvectors and av-
eraged er target packets and dis rder realizations for
each value of the diso der strength h. As ig nvectors of
the same disorder realization are correlated, we found it
crucial [51] bin quantiti s over all eigenstates of the
same realization, and the compute the sta d rd error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
check th consiste c of our analysis and conclusi .
Results and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutiv gap rati r, s own in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This cro sing can be an lyzed using a
scaling form g[L1/⌫(h   hc)] which allows collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see det ils of fitting
proce ure and error bars estimates in Sup. M t.).
The above defined KLd, computed for two eigens ates
randomly chosen at the same energy target ✏ and av-
e aged ver disord red samples, al displays a c oss-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di cult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at
h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), th behavior is completely
di↵erent as variance and mean both increase with L.
We now turn to the entanglement entropy for a real
space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transi ion is signaled (Fig. 3) by
a change in the EE scalings from volume law SE/L !
constant for h < hc to area-law with S
E/L ! 0 for
h > c. A s ing a vol m aw caling at the criti-
cal point [58], we perform a collapse of SE/L to the form
g[L1/⌫(h hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder c and exponent ⌫ consistent with
othe resu ts (see up. Mat.). Furthermore, as recently
argued [32], the standard deviation of the entanglement
entropy displays a aximum at t MBL transition. A
sc ling collapse of th f rm  E = (L  c)g[L1/⌫(h  hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of S
E/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartite fluc-
uations F of subsys em magnetization (taken here to be
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Figure 3. Entangleme t ntropy per site SE/L and its vari-
ance  E , as a function of system size L for di↵erent disorder
st engths in the iddle of th spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [57]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
L
(b)(a)
3
Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
ergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical dis rder strength hc and expo ent ⌫. The
axis is tra sformed by (h  hc)L1/⌫ , (bott m) distribution
of KLd in both phases.
scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the correspo ding eigenvectors and av-
eraged over target packe s and dis rder realizations or
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [51] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
ch ck the consistency of our analysis and conclusi ns.
R sults and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing aroun hc ⇠ 3.7 between the two
limiting values. is crossing can be analyzed usi g a
scaling form g[L1/⌫ h   hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).
The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di cult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at
h = 1) around the GOE ean v lue of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance and mean bo h increase with L.
We now turn to the entanglement ntropy for a real
space bipartition at L/2 (L even). Shown for two tar ets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in he EE s alings from volume law SE/L !
constant for h < hc to area-law with S
E/L ! 0 for
h > hc. As uming a volume law scaling at the criti-
cal point [58], we perform a collapse of SE/L to the form
g[L1/⌫(h hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Su . Mat.). Furthermor , s recently
argued [32], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form  E = (L  c)g[L1/⌫(h  hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of S
E/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartite fluc-
tuations F of subsystem magnetization (taken here to be
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Figure 3. Entanglement entropy per site SE/L and its vari-
ance  E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [57]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
verg nce (bott m) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical dis rd r strength hc and exp nent ⌫. The
h axis is transfor ed by (h  hc)L1/⌫ , (bottom) distribution
of KLd in both phases.
scales with L. We use at least 1000 disorder realizations
for each (except for L = 22 here we accumulated be-
tween 50 a d 250 samples). For each ✏, observables are
alc lated from the corresponding eigenvectors and av-
e aged over target packets and disorder realizati ns for
each value of the disorder stre gth h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [51] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
rro bars. Investigating numerous quantities allows to
check the co siste cy of our analysis and conclusions.
Results and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly se a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h   hc)] which llows a collapse of
the data onto a si gle universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimate in Sup. Mat.).
The above defined KLd, computed for two eigenstates
randomly chosen at the s me energy target ✏ and av-
eraged over isordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di cult to chieve for KL due to a large drift
of t e crossing points. Nevertheless, the distributio s f
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at
h = 1) around the GOE mea value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵ ren as v riance and mean both increase with L.
We now turn to the entanglement entropy for a real
space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, transit is signaled (Fig. 3) by
a change in the EE scalings from volume law SE/L !
constant for h < hc to area-law with S
E/L ! 0 for
h > hc. Assuming a volume law scaling at the criti-
cal point [58], we perform a collapse of SE/L to the form
g[L1/⌫(h hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and xponent ⌫ consiste t wi h
other results (see Sup. Mat.). Furthermore, as recently
argued [32], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form  E = (L  c)g[L1/⌫(h  hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of S
E/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartite fluc-
tuations F of subsystem magnetization (taken here to be
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Figure 3. Entanglement entropy per site SE/L and its vari-
ance  E , as a functio of system size L for di↵erent disorder
strengths in the mid le of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder co trasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [57]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
the mean (left inset) and standard deviation of this
distribution, at an energy in the middle of the spectrum,
as a function of disorder strength. In the thermal phase at
weak disorder, the mean follows a volume law approaching
the value S ¼ ðL ln 2 − 1Þ=2 of a random state [32] indi-
cated by the dashed lines. With increasing disorder, the
average entanglement entropy decreases and eventually
saturates at S ¼ ln 2 deep in the localized phase. The reason
for this is that eigenstates become Schrödinger cat states
with definite parity that are a linear combination of the two
product states obtained from each other by the action of P,
with each domain wall pinned by the disorder at a single
bond. The standard deviation of the entanglement entropy
goes to zero in the thermodynamic limit both deep in the
thermal and localized phase, but diverges at the transition.
In the thermal phase, this is consistent with the eigenstate
thermalization hypothesis that requires the entropy to
depend on energy only, while in the localized phase, all
states have the same ln 2 entanglement entropy. The
diverging peak could be understood as follows. For a
given system size, disorder amplitude δJ and energy, near
the transition δJc, the exact value of the entanglement Sn
depends on the specific disorder realization. At a fixed
value of δJ close to the transition, therefore, the set of states
obtained from an ensemble of disorder realizations consists
of both extended and localized states giving rise to a large
standard deviation in the entanglement. Naturally, with
increasing system size, the range of values of δJ that have
states of mixed character narrows. By the same token, we
could observe the transition by measuring the standard
deviation over small energy windows.
Next, we probe the MBL transition by studying the
evolution of the entanglement entropy after a local quench
at the edge of an eigenstate. Before discussing the details of
the physics, we explain the procedure we used. After
quenching an eigenstate jni with a spin flip on the first
site, we calculate the time dependent entanglement entropy
SnðtÞ obtained from the von Neumann entropy of the state
jψnðtÞi ¼ expð−iHtÞσx1jni. In a finite system, SnðtÞ satu-
rates at long times allowing us to define the difference of
entanglement entropies
ΔSn ¼ limt→∞SnðtÞ − Snð0Þ: ð2Þ
In Fig. 2(b), we plot the disorder averaged entanglement
difference hΔSi as a function of disorder strength, at an
energy in the middle of the spectrum. The entanglement
difference goes to zero both in the thermal and localized
phases. In the thermal phase, the entanglement difference
goes to zero because of the eigenstate thermalization
hypothesis since the local perturbation only introduces a
small uncertainty in the energy of the state. In the localized
phase, the perturbation cannot propagate to the middle
of the sample in order to generate any entanglement. Note
that the perturbation of the exact eigenstate is local and,
therefore, no entanglement is generated from the dephasing
mechanism observed in a global quench [24,26].
Around the transition, hΔSi peaks with a diverging
amplitude. This diverging peak might be understood as a
consequence of the many-body mobility edge. Namely,
after the quench, we have a state that is no longer an
eigenstate, but, rather, a linear combination of a number of
states with energies around En. Close to the transition, this
linear combination contains both extended and localized
states, and generates extensive entanglement under time
evolution. In the case when the initial state is a localized
state, this results in an entanglement difference that scales
with system size. Unlike σS, the quench mixes eigenstates
(a)
(b)
FIG. 2 (color online). (a) Standard deviation of entanglement
over the disorder ensemble as a function of disorder strength δJ
for different system sizes L and D independent disorder real-
izations, at a fixed energy density in the middle of the spectrum
(ϵ ¼ 59=60). The left inset shows the mean entanglement entropy
with dashed lines giving the values S ¼ ðL ln 2 − 1Þ=2 and
S ¼ ln 2. The right inset gives the scaling collapse of the data
in the main panel. (b) Entanglement difference as a function of
disorder strength for a local quench from an eigenstate in the
middle of the spectrum. The inset gives the scaling collapse
of the data.
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
verge ce (bottom) as a functio of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength hc and exponent ⌫. The
h axis is transformed by (h  hc)L1/⌫ , (bottom) distribution
of KLd in both phases.
least 50 eigenpairs with energy densities closest to the
targets ✏ = {0.05, 0.1, . . . 0.95}. Note that this is a much
more demanding computational task than for the Ander-
son pro l m, as th number of o↵- iagonal elements of H
scales with L. W use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 sam les). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
erag d er target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disord r realization ar correlated, we found it
crucial [51] to bin quantities over al ei enstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
check the consist ncy of our analysis and conclusion .
Results and finite size scaling analysis— We disc s the
transition between GOE and Poisson statistics, first us-
ing the consecutiv gap ratio r, sho n i Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h   hc)] which allows a collapse of
the dat onto a singl universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).
The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged ov r disordered samples, also displays a cross-
ing between th two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di cult to achieve for KL due to a large drift
of the crossing p ints. Neverthele s, the dis ributions of
KL plot ed in insets, display markedly di↵eren features.
The perfect gaussian distribution in the ergodic phase
(at h = 1) around the GOE mean value of 2 with a vari-
ance decreasing with L provides strong evidence that the
statistical behavior of the eigenstates is well described
by GOE, extending its applicability beyond simple level
statistics. In the MBL regime (h = 4.8), the behavior is
completely di↵erent as variance and mean both increase
with L.
We now turn to t e entanglement entropy for a real
space bipartition L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law SE/L !
constant for h < hc to area-law with S
E/L ! 0 for
h > hc. Assuming a volume law scaling at the criti-
cal point [58], we perform a collapse of SE/L to th form
g[L1/⌫(h hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [32], the standard deviation of the entanglement
entropy displays a maximum at the MBL transi i n. A
scaling collapse of the form  E = (L  c)g[L1/⌫(h  hc)]
L =14
L =16
L =18
L =20
L =22
Figure 3. Entanglement ntropy per s t SE/L d it vari-
ance  E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume l w scaling lea ing to a nstan
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [57]. Close to the transition,
the pr factor of the volum law is xpected to converge only
for larger system sizes.
Figur 44. Exact diagonalization results for the disorder-a erage entanglement (von-Neumann) entropy at half-
chain for (a-c) the random field Heisenberg chain model Eq. (4.12) at a fixed energy density  = 0.8 with
L = 12, . . . , 22 [536], and (d) on a disordered quantum Ising chain computed at a fixed energy density in the middle
of the many-body spectrum,with L = 8, . . . , 14 [541]. (a) There is a clear transition from a volume-law at small
disorder h to a sub-volume law at h > hc ∼ 2.3, compatible from the scaling plot (b) with a strict area aw (dased
line). (c-d) Singular behavior of the standard deviation σE of the entropy at the transition. Reprinted from [536] (a-c)
and from [541] (d).
16 In the MBL regime, Bauer and Nayak [526] reported a weak logar thmic viol tion of th are law f r the maximum en-
tropy, obtained from the (sample-dependent) optimal bipartition. A logarithmic violation was also found using matrix product
states [569].
17 This study concluded for a critical boundary hc() larger than the one of Fig. 43 from [536].
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A quite surprising feature concerns the structure of the ES, as explored by Yang and co-workers [575] for
high-energy levels in both ETH and MBL regimes. In the delocalized phase, they found a ”two-component”
structure of the entanglement levels, with a universal part corresponding to genuine random states [564],
and a non-universal (model-dependent) part. Interestingly, the universal part lies in the ”high-energy” sector
of the ES, in contrast with usual expectations (see Section III). The universal fraction decreases when the
MBL transitions is approached and vanishes in the MBL regime. This observed effect for high-energy
eigenstates clearly contrasts with ground-states of either pure [267, 268] or disordered systems [576] for
which the universal part (if it exists [289]) is rather expected in the ”low-energy” part. However, it is not
excluded that such a two-component structure will vanish in the thermodynamic limit. Spectral statistics
of the entanglement levels, studied in Ref. [577], shows GOE statistics in the delocalized regime while an
intriguing semi-Poisson behavior was found in the MBL regime. Interestingly, Serbyn and co-workers have
found a power-law decay of the ES in the MBL phase, with a decay exponent related to the localization
length [578].
b. Random bonds— SU(2)k anyonic chains [579] with random bonds [422–424] have also been stud-
ied in their high-energy regime [550], using RSRG-X techniques [548]. The well-known Ising (k = 2),
Potts (k = 4) , and Heisenberg (k =∞) cases are included in this family of models. In contrast with the ran-
dom field case Eq. (4.12), Vasseur and co-workers [550] have found for random SU(2)k chains a set of infi-
nite randomness fixed points that are the infinite-temperature analogs of Damle-Huse fixed points [420]. The
entanglement entropy of high-energy eigenstates, sketched in Fig. 45, displays a crossover from a volume-
law scaling ∼ L at small lengths L  k to the asymptotic regime ∼ lnL for L  ξ(2)k ∼ exp(k3/4pi2).
This logarithmic asymptotic behavior is also confirmed for the quantum Ising case k = 2 by Huang and
Moore in Ref. [549]. Consequences for the Heisenberg case are interesting since we expect volume-law
entropy and self-thermalization only in this k → ∞ limit. Note also that for random-bonds XXZ chains,
the strong disorder MBL regime is of spin-glass type with a strict area law entropy, as found in [580].
If on the other hand L is much less than ξð1Þk , defined as
the scale at which the system starts noticing the finite k
truncations (ξð1Þk ≳ k), the maximum superspin size grows
with L, so that one recovers the Heisenberg model in this
limit, which we argue below is thermal. In other words, the
system looks thermal for L ≪ ξð1Þk , but for large intervals
L ≫ ξð2Þk (universal regime), the excited-state entanglement
entropy scales logarithmically (see Fig. 2), characteristic of
random-singlet like “critical points” at zero [37] or finite
[38] energy density [39].
We observe that in the k → ∞ Heisenberg limit, the
crossover scales ξð1Þk and ξ
ð2Þ
k diverge, and the RG procedure
breaks down due to the growth of large spins [35].
Intuitively, we can imagine performing the RSRG until
it is on the verge of breaking down. This results in a
renormalized chain of large, weakly coupled spins, which
behave effectively classically and hence can be expected to
thermalize [35,40]. This is in accord with other suggestive
arguments [10,17] that point to ergodicity, but now we have
recovered this from an RG approach that remains con-
trolled at any finite k as the Heisenberg limit is approached,
and breaks down precisely at k ¼ ∞ when the spins are
allowed to grow without bound.
Critical scaling.—In order to extract the dynamical
scaling at the fixed point, we must understand the
RSRG flow of the distribution of coupling strengths.
This requires going beyond the simplified RG equations
for the spin distributions discussed so far. It is convenient to
define an energy scale Ω for the RG, set by the strength of
the strongest remaining bond. In units where Ω ¼ 1 at the
start of the RG, the fixed-point probability distribution of
bond strength βi ¼ logðΩ=jJijÞ at scale Γ≡ logð1=ΩÞ is
ρðβ;ΓÞ≡ ð1=Π⋆0ΓÞe−β=Π⋆0Γ, using standard RSRG tech-
niques [35]. Intuitively, the scaling is controlled by singlet
decimations (and hence Π⋆0 ) as these are the only ones that
renormalize the ρðβ;ΓÞ towards strong disorder. At scale Γ,
the change in the density of remaining spins nðΓÞ ¼ e−l
depends on the number of spins removed while decimating
the strongest bonds (with J ¼ Ω), so that
dl
dΓ
¼ ρð0;ΓÞð1þ Π⋆0Þ: ð5Þ
Solving this at the fixed point, we find that the typical
distance between surviving spins increases as ∼ðΓ=Γ0Þ1=ψ
with ψ ¼ Π⋆0=ð1þ Π⋆0Þ, implying glassy scaling between
time (t ∼Ω−1) and distance: Lψ ∼ log t.
The tunneling exponent ψ is in general distinct from the
T ¼ 0 value obtained from the ground state RSRG. For the
SUð2Þk models, ψGS ¼ 1=k [26], which clearly differs from
the results computed from the fixed points in Fig. 1. This
may be traced to the difference in fixed-point singlet
formation probabilities between T ¼ 0 and T ¼ ∞. The
sole exception to this is the k ¼ 2 (Ising) case, where, since
all possible decimations lead to singlets by our definition,
Π%0 ¼ 1 and hence ψ ¼ 12 independent of the temperature.
Though we defer a detailed analysis to future work [36], we
note that in many cases these fixed points apparently have
no relevant perturbations and thus represent stable critical
phases, rather than fine-tuned critical points.
Discussion.—We have constructed a set of infinite-
randomness fixed points and corresponding scaling limits
that control the dynamics of highly excited states of SUð2Þk
spin chains at any k. These include the fixed points that
control the dynamics of disordered Ising and three-state
Potts models that can be mapped to the k ¼ 2 and k ¼ 4
chains, respectively [36]. We thus uncover an infinite
sequence of infinite-randomness critical points or phases
that are T ¼ ∞ analogs of the Damle-Huse fixed points
[31]. In all cases except the Ising model, nonzero energy
density is a relevant perturbation that takes the system to a
new fixed point with different critical exponents. While
analytic results were obtained for states in the center of the
many-body spectrum, corresponding to infinite effective
temperature, we expect the universal scaling properties to
hold for all eigenstates with arbitrary nonzero energy
density, ε, due to the following reasoning.
To target states with energy density ε, the RSRG-X can
be approximately split into two stages. First, for RG energy
scale Ω ≫ ε, essentially all decimations yield singlets as in
the ground state RSRG, resulting in a renormalized chain of
predominantly S ¼ 1=2 spins at scaleΩ ≈ ε. The remaining
flow for Ω≪ ε has all couplings much weaker than
temperature and should essentially follow the T → ∞
behavior described above. This intuitive argument estab-
lishes that the excited state QCG phases persist through
almost all states in the many-body spectrum, excepting the
ground state and a set of measure zero low lying excited
states. We leave a more detailed study of universal aspects
of the crossover for Ω ∼ ε, as well as the possibility of
energy density tuned delocalization transitions between
FIG. 2 (color online). Excited state entanglement. We calculate
the entanglement entropy SA by counting singlets (top). SA exhibits
a crossover from volume-law (∼L) scaling for L ≪ ξð1Þk with ξ
ð1Þ
k ≳
k to logarithmic scaling for L ≫ ξð2Þk ∼ eαk
3
with α ¼ 1=4π2.
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Figure 45. Entanglement entropy at high energy for random bo ds SU(2)k chains. R printed from [550].
63
3. Entanglement growth after global quantum quenches
The spreading in time of entanglement after a quantum quench is a topic which has attracted a huge
amount of work, in the wake of nonequilibrium dynamics in isolated interacting quantum systems [581].
For integrable systems, it was originally shown [582, 583] that the block entropy grows linearly with time
S(t) ∼ t after a sudden global quench18, using both analytical (CFT) and numerical (exact diagonalization
and time-dependent DMRG). This was also confirmed for non-integrable systems [586] where the ballistic
growth of S(t) contrasts with energy transport which is diffusive.
Intuitively, due to the finite velocity of excitations we expect a finite velocity of propagation of infor-
mation in quantum systems with local interactions, resulting in a Lieb-Robinson bound for entanglement
spreading [587, 588]: S(t) ≤ vLRt. Quite remarkably, Burrell and Osborne have shown that for disor-
dered XY spin chains [589], the effective light cone grows much slower ∼ ln t, thus yielding an entangle-
ment spreading at most growing logarithmically with time, at least for non-interacting disordered fermionic
chains.
We now discuss in details these properties of entanglement spreading in disordered interacting quantum
systems after a global quench, starting at t = 0 from a high-energy untangled product state |Ψ(0)〉, and
letting the system evolve under the unitary evolution exp(−iHt)|Ψ(0)〉.
a. Logarithmic scaling in quantum glass phases and in the MBL regime— One of the first numeri-
cal observation of a slow logarithmic growth of entanglement entropy after a global quench in disordered
systems was achieved by De Chiara and co-workers [583] for XX spin chains with random bonds,19 fol-
lowing a quench from the simple (high-energy) Ne´el state | ↑↓↑↓ . . .〉. A very slow spreading of entan-
glement S(t) ∼ ln(ln t) was also observed for the disordered transverse field Ising chain [590], with a
saturation value at long time ∼ lnL. However, when interactions are turned on, Vosk and Altman have
shown using a dynamical RG approach [528] for random bonds XXZ (in the easy-plane regime) that start-
ing from the Ne´el state, the entanglement entropy would increase much faster with time: S(t) ∼ (ln t)2/φ
where φ = (1 +
√
5)/2 is the golden mean. Moreover, Vasseur and co-workers [550] have also shown
that for a large class of random bonds systems, a modified logarithmic growth S(t) ∼ (ln t)1/ψk is ex-
pected [527, 550], with an exponent ψk < 1 which depends on the nature of the quantum critical glass
phase. For the general class of SU(2)k quantum critical anyonic glasses [422–424, 550], the non-trivial
tunnelling exponent for excited states ψk has also been computed by Vasseur and co-workers [550]. For the
Heisenberg SU(2) point, ψk→∞ → 0, yielding a faster growth for S(t).
18 There is a qualitative difference between global and local quenches [584]. While the former displays ballistic spreading of
entanglement, the later exhibits a much slower logarithmic growth [585].
19 And no random field, thus preserving the particle-hole symmetry of the Hamiltonian for which we do not expect Anderson
localization.
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It is interesting to remark that interactions lead to an entanglement growth which exceeds the upper
bound ∝ ln t proved for disordered free-fermions [589]. Moreover, the large time asymptotic value is a
volume-law St→∞ ∼ L, albeit with a small (non-thermal) prefactor, and which may also depend on the
initial state [591], as well as on disorder strength. Nevertheless, the SU(2) Heisenberg case is special since
RG breaks down [528, 550, 592] and ETH may still hold.
subregions A and B. But the total amount of entanglement
entropy generated remains finite as t! 1 (Fig. 1), and the
fluctuations of particle number eventually saturate as well
(see below). The entanglement entropy for the pure state
of the whole system is defined as the von Neumann entropy
S ¼ "tr!A log!A ¼ "tr!B log!B of the reduced density
matrix of either subsystem. We always form the two biparti-
tions by dividing the system at the center bond.
The type of evolution considered here can be viewed as a
‘‘global quench’’ in the language of Calabrese and Cardy
[14] as the initial state is the ground state of an artificial
Hamiltonian with local fields. Evolution from an initial
product state with zero entanglement can be studied effi-
ciently via time-dependent matrix product state methods
until a time where the entanglement becomes too large for
a fixed matrix dimension. Since entanglement cannot
increase purely by local operations within each subsystem,
its growth results only from propagation across the
subsystem boundary, even though there is no conserved
current of entanglement.
The first question we seek to answer is whether there is
any qualitatively different behavior of physical quantities
when a small interaction
Hint ¼ Jz
X
i
Szi S
z
iþ1 (2)
is added. With Heisenberg couplings between the spins
(Jz ¼ J?), the model is believed to have a dynamical tran-
sition as a function of the dimensionless disorder strength
"=Jz [4,5,7]. This transition is present in generic eigenstates
of the system and hence exists at infinite temperature at
some nonzero ". The spin conductivity, or equivalently
particle conductivity after the Jordan-Wigner transforma-
tion, is zero in the many-body localized phase and nonzero
for small enough"=Jz. However, with exact diagonalization
the system size is so limited that it has not been possible to
estimate the location in the thermodynamic limit of the
transition of eigenstates or conductivities.
We find that entanglement growth shows a qualitative
change inbehavior at infinitesimalJz. Instead of the expected
behavior that a small interaction strength leads to a small
delay in saturation and a small increase infinal entanglement,
we find that the increase of entanglement continues to times
orders of magnitude larger than the initial localization time
in the Jz ¼ 0 case (Fig. 1). This slowgrowth of entanglement
is consistent with prior observations for shorter times and
larger interactions Jz ¼ 0:5J? and Jz ¼ J? [12,13],
although the saturation behavior was unclear. Note that ob-
serving a sudden effect of turning on interactions requires
large systems, as a small change in the Hamiltonian applied
to the same initial state will take a long time to affect the
behavior significantly. We next explain briefly the methods
enabling large systems to be studied.
Numerical methodology.—To simulate the quench, we
use the time evolving block decimation (TEBD) [15,16]
method which provides an efficient method to perform a
time evolution of quantum states, jc ðtÞi ¼ UðtÞjc ð0Þi, in
one-dimensional systems. The TEBD algorithm can be seen
as a descendant of the density matrix renormalization group
[17] method and is based on a matrix product state (MPS)
representation [18,19] of the wave functions. We use a
second-order Trotter decomposition of the short time propa-
gator Uð!tÞ ¼ expð"i!tHÞ into a product of term which
acts only on two nearest-neighbor sites (two-site gates).After
each application, the dimension of the MPS increases. To
avoid an uncontrolled growth of the matrix dimensions,
the MPS is truncated by keeping only the states which have
the largest weight in a Schmidt decomposition.
In order to control the error, we check that the neglected
weight after each step is small (< 10"6). Algorithms of
this type are efficient because they exploit the fact that the
ground-state wave functions are only slightly entangled
which allows for an efficient truncation. Generally the
entanglement grows linearly as a function of time which
FIG. 1 (color online). (a) Entanglement growth after a quench
starting from a site factorized Sz eigenstate for different inter-
action strengths Jz (we consider a bipartition into two half chains
of equal size). All data are for " ¼ 5 and L ¼ 10, except for
Jz ¼ 0:1 where L ¼ 20 is shown for comparison. The inset
shows the same data but with a rescaled time axis and subtracted
Jz ¼ 0 values. (b) Saturation values of the entanglement entropy
as a function of L for different interaction strengths Jz. The inset
shows the approach to saturation.
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A local measurement at time t is affected only by the
degrees of freedom within its light cone. The opening angle
of the light cone, or spreading velocity, is determined by
model parameters. For lattice models with short-range
interactions, the time evolution operator U ¼ expð−iHtÞ
has a Trotter-Suzuki decomposition with a checkerboard
structure: Within the LCRG, a light cone out of the infinite
checkerboard is sufficient to compute the time evolution of
local observables in an infinite system [28,34].
To treat disorder, one straightforward possibility for a
finite system is to compute the time evolution for one
particular disorder configuration, and then repeat the
calculation for many different configurations to obtain
the disorder average. Here, we instead use purification
for an infinite system in order to perform the full disorder
average in a single run [25], at the expense of enlarging the
Hilbert space. Specifically, for the XXZ chain, an ancilla
spin-1=2, ~si;anc, is added to each lattice site with an Ising
coupling,Dis
z
i↦2Ds
z
i s
z
i;anc. The state of s
z
i;anc ¼ $1=2 now
determines the local Zeeman field Di ¼ $D. There is no
coupling between different ancilla spins; hence, they
have no dynamics and represent static disorder. The
time evolution of the disorder average is given by the
evolution from a prepared product state jψ0i ⊗ jdisi in
the enlarged Hilbert space of spins and ancillas, where
jdisi ¼ ⊗
j
ðj↑ij þ j↓ijÞ=
ffiffiffi
2
p
is the fully mixed state for the
ancillas. The disorder-averaged expectation value of an
operator O is then obtained by measuring the expectation
value of the operator O ⊗ 1anc in the enlarged Hilbert
space. Although the local Hilbert-space dimension is
doubled, the LCRG algorithm works even more efficiently
for strongly disordered systems than for clean systems, and
real times up to Jt ∼ 100 are reached in our simulations,
where we keep the truncation error in each renormalization
group step smaller than 10−8 by dynamically increasing the
number of kept states up to 20 000. Responsible for these
long simulation times is the slow logarithmic growth of the
entanglement entropy, Sent, for Δ ≠ 0, see Fig. 2. Here,
Sent ¼ −TrρB ln ρB, where ρB is the reduced density matrix
obtained by cutting the infinite chain, A ⊗ B, of spins and
ancillas in half. Since entanglement in the static ancillas
is mediated by the spins, Sent has the same functional
dependence on time as the disorder-averaged entanglement
entropy of a spin-only system [26]. The logarithmic
increase for Δ ≠ 0 is the same behavior as seen for the
XXZ model with the magnetic fields Di drawn from a box
distribution [20], and is a hallmark of a MBL phase. On the
other hand, Sent saturates for Δ ¼ 0 and infinite binary
disorder, see the inset of Fig. 2. The latter behavior can be
easily understood by noting that Sent for a block of size
n ≤ l of a finite chain segment of spins and ancillas with
length l is bounded, Sent ≤ n ln 4. Since pl decreases
exponentially, a strict bound for Sent at all times exists
[26]. This is different from the case of strong bond disorder,
where Sent ∼ ln ln t [22].
In Figs. 3(a) and 3(b) we show ΔnðtÞ f r strong and
intermediate disorder. In all cases shown, ΔnðtÞ does not
decay to zero, indicating that the system does not thermal-
ize. The strong reduction of the variance of ΔnðtÞ with
increasing Δ [see Fig. 3(c)] is a clear experimental
indication that localization in an interacting system is
observed.
To further support our findings of a MBL phase for the
XXZ model with binary disorder, we have also calculated
the level statistics for finite chains of up to N ¼ 14 sites in
the Sz ¼ 0 sector by exact diagonalization of all 2N possible
disorder realizations. In the integrable XXZ chain without
disorder, a full set of local integrals of motion exists, which
allows us to completely classify the eigenvalues by the
corresponding qua tum numbers. The spectrum is there-
fore uncorrelated and the co responding level statistics
Poissonia , PðsÞ ¼ expð−sÞ, in terms f the level spacing
s. Disorder breaks integrability, so th t the level-spacing
distribution, if the many-body states are extended, will
follow a Wigner distribution, PðsÞ¼ðπs=2Þexpð−πs2=4Þ.
This can also be understood as a crossover from integrability
to quantum chaos [35]. However, once localization sets in,
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FIG. 2 (color online). Sent for the XXZ chain (2) in the strongly
disordered case D ¼ 4000. For small Δ we find asymptotically
SentðtÞ ∼ ln t (dashed lines are fits for t > 20). Inset: SentðtÞ
saturates for Δ ¼ 0 and infinite disorder.
FIG. 3 (color online). XXZ chain: (a) ΔnðtÞ for D ¼ 4000 with
averages (dashed lines).D ¼ 1.5: (b)ΔnðtÞ, (c) variance ofΔnðtÞ
for t > 5, and (d) PðrÞ for chains of lengthN ¼ 14 (symbols) and
PðrÞ ¼ 2=ð1þ rÞ2 (solid lines).
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Figure 46. En anglement e tropy growth from an unentangled product state for different interaction strengths Jz or
∆ of the XXZ s = 1/2 chain for very strongly disordered random fields, in the MBL regime. Reprinted from [534]
(Top) and from [593] (Bottom).
The situation also changes drastically (as compared to non-interacting) for rando fields or ran om
potentials [528, 532, 534, 593–595]. This is illustrated in Fig. 46 where we see tha only infinitesimal
interactions yield an unbounded growth of entanglement entropy [534] in the random field XXZ chain,
in great contrast with free fermions for which the entropy quickly saturate to a strict area law. Interactions
induce dephasing [529, 594] and give rise to a classical picture based on the so-called ”l-bits” representation
for the MBL regime [520]. Distant spins are weakly coupled V (`) ∼ exp(−`/ξ) and therefore get slowly
ntangled, after a long time ln t ∼ `, leading to a very slow entanglement growth
SMBL(t) ∝ ln t, (4.13)
up to saturat on to a volume-law20. The above scaling has a prefactor which is controlled by both the
20 This do s not m an an equilibrated thermal state though.
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initial state before the quench and the localization length in the MBL phase [591]. This dephasing is
triggered by the interactions, as confirmed for long-range interacting models [596] where the entanglement
growth is faster, algebraic in time with an exponent controlled by the power-law interaction21. Below, we
summarize in Table IV the different behaviors of entanglement entropy growth after a global quench from
a non-entangled initial product state in the strongly disordered regime of various models. At the MBL-ETH
transition, while the l-bits picture breaks down, logarithmic spreading is still expected as a consequence of
the infinite randomness nature of this critical point with a tunneling exponent ψ = 1 [574].
Interaction Model EE growth t =∞
Random field/potential (AL) bounded area law
No Transverse field Ising
or ln(ln t) ∝ lnL
Random bonds/hopping
Random field/potential (MBL) ln t ∝ L
Yes Random bonds XXZ ln2/φ t ∝ L
Random bond SU(2)k ln1/ψk t ∝ L
Table IV. Entanglement entropy growth after a quench from a high-energy unentangled state for different one-
dimensional quantum spin/particles models, either interacting or not, in their strong disorder regime. The size L
scaling of the infinite time saturation limit is also given.
b. Sub-ballistic entanglement growth in the delocalized regime— Upon decreasing the disorder
strength, the (dynamical) transition from the MBL phase to the ETH regime displays sharp signatures in the
entanglement growth properties, changing from a slow logarithmic spreading to a ballistic growth expected
in the absence of disorder [582, 583, 586]. Asking whether ballistic spreading holds in the entire delocalized
ETH regime, numerical [600–605] and analytical [574, 606, 607] works have revealed the existence of an
intermediate delocalized regime where the dynamical response is anomalously slow. Sometimes dubbed
”sub-diffusive”, this regime is expected close to criticality in one dimension where the entanglement spread-
ing may be blocked by bottlenecks made of rare critical segments of length λ. In such ”Griffiths” [608]
regions, the entanglement spreading is drastically slowed, and occurs on time scales ln t ∼ λ. For a system
of length L, the longest of such rare regions typically scales λ∗ ∼ ξ ln(L/ξ) [574, 606], ξ being a character-
istic length diverging at the transition. Therefore the waiting time for entanglement spreading is dominated
by τ∗ ∼ Lξ/a, yielding
S(t) ∼ t1/z, (4.14)
21 This is relevant for dipolar cold gases, good candidates for observing MBL [597–599].
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with a dynamical exponent z ∼ ξ diverging when the ETH-MBL transition is approached, in agreement
with infinite randomness (z =∞) and a logarithmic growth at the transition.
This sub-ballistic entanglement spreading was verified numerically [603] using a Krylov space method
allowing to preform exact diagonalization calculations for random-field Heisenberg chains Eq. (4.12) up to
L = 28 sites. Results [603] are displayed in Fig. 47 where the slow algebraic growth of the von-Neuman
entropy after a sudden quench from an initial non-entangled basis state is clearly visible22. The dynamical
exponent z is extracted as a function of the disorder strength h of the random longitudinal field, and plotted
in Fig. 47 (e).
The anomalous sub-ballistic regime for the entanglement entropy inside the ETH phase is found to per-
sist in an extended parameter region, seemingly down to very small h. At first sight, this seems hard to
reconcile with the fact that a sub-diffusive regime is attached to rare Griffiths regions [574, 600, 606], thus
only expected close to the MBL transition. One should remember however that in the quench protocol,
inhomogeneity is also present in the initial product state where energy density fluctuate locally leading to
anomalously ”hot” and ”cold” regions. The presence of a mobility edge [536] in the random-field Heisen-
berg model Eq. (4.12) may be responsible for such a large extension for the anomalous dynamical regime
observed in Ref. [603] using such a global quench protocol.
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Figure 47. (a) and (c): Disorder averaged time evolution of the entanglement entropy 〈SvN(t)〉 in open random-field
Heisenberg chains for different system sizes and two values of disorder. (b) and (d): Logarithmic derivative of the
disorder averaged time evolution of 〈SvN(t)〉, obtained by power-law fits over 8 points in time, starting from tmin. The
formation of plateaus corresponds to the power-law regime, with growing extent with L. The plateaus determine the
range of the power-law regime, over which the exponent 1/z is extracted, displayed as a function of disorder in panel
(e). Reprinted from [603]).
22 In order to respect the energy-resolved character of this ETH-MBL transition discussed above (see Fig. 43 for the mobility edge
extracted in [536]), the quenched states are chosen to be in the middle of the spectrum.
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4. Open questions
An important open issue concerns experimentally relevant realizations of MBL. While very new, it
appears to become a flourishing field with a growing number of striking proposals, coming either from
traditional condensed matter systems [609] or from quantum gas labs [539, 610–612]. The measurement of
entanglement growth in cold atom setups is in principle possible (see next section) using newly developed
techniques [613]. For systems of trapped ionic chains with controlled disorder, the growth of quantum
Fisher information [614] (giving a lower bound on the entanglement) has been measured [610].
Logarithmic entanglement spreading is expected to be the smoking gun of MBL, but one should ask
whether the sub-ballistic growth found in most of the delocalized regime [603] is a generic feature in the
presence of disorder, or is it model-dependent? A natural question follows regarding a possible transition
between a ballistic and a sub-ballistic regime for entanglement spreading inside the delocalized regime.
Another important open issue touches the question of the nature of the localized - delocalized transition
and the possible ergodicity breaking at the transition, as well as in its vicinity [559, 561, 615].
Finally, let us also mention the interesting and strongly debated question of MBL in disorder-free sys-
tems [543–546, 616–620].
V. TOWARDS ENTANGLEMENT MEASUREMENT
Experimental detection of entanglement is a vast topic [621] for which many different setups have been
explored [622–634]. Among them, bulk solid-state systems, where correlations and quantum entanglement
usually go hand in hand [353], are potentially interesting systems to measure and exploit entanglement.
Strongly correlated phases and quantum dynamics can be interpreted as a signature of quantum entangle-
ment, as for instance discussed for the dipolar spin glass LiHoxY1−xF4 [624], spin-1/2 antiferromagnets
CN[Cu(NO3)2 ·2.5D2O] [635–637] or [Cu(DCOO)2 ·4D2O] [638], supramolecular antiferromagnetic rings
(Purple-Cr7Ni) [639], Kondo screening in atomic chains [640], and more generally in neutron scattering
experiments [641, 642]. Similar signatures are also expected for optical lattice experiments [643].
Long-distance entanglement between solid-state qubits is also a major issue for quantum communication
schemes [5, 644]. In this context, spin networks have been proposed to be promising setups to realize a
quantum data bus [645–649]. Interestingly, the spin-ladder compound Sr14Cu24O41 (see Fig. 48) [650]
appears to be a good candidate for long-range entanglement between unpaired spins which gets entangled
at low temperature, coupled by an effective coupling Jeff across ` = 220 − 250 A˚ [651], as sketched in
Fig. 48.
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interaction (J2 = –13 K), with negligible 
interchain effects. The third is a 
ferromagnetic interaction between dimers 
coupled with an inter-modulation potential 
between the two sublattices. This interaction 
is what gives rise to two free spins separated 
by about 200–250 Å. This can be thought 
of as an effective exchange interaction 
(Jeff ~ 2.7 K), which is mediated by the 
spin chain (Fig. 1b). This causes these free 
spins to become entangled below 2.1 K, 
forming dimers.
It has been theoretically shown that the 
quantum state of a spin at the end of a spin 
chain can propagate to the other end of 
the chain after a specific amount of time2,3. 
This occurs through the natural evolution 
of the system, without the need for external 
control. This type of quantum state transfer 
should be achievable in the compound 
studied here — an important step for 
short-time quantum communication. This 
spin chain also provides the rudimentary 
constituent of a quantum computer. One 
can initialize the system by going to a very 
low temperature and applying a magnetic 
field pulse that is high enough to ensure 
the system is in a triplet state (5 T, in this 
case). Once the pulsed field is withdrawn, 
the system can relax to an entangled 
singlet state. In this way, one should be able 
to build a quantum gate capable of carrying 
out a quantum computational protocol by 
undergoing time evolution8. ❐
Chiranjib Mitra is in the Indian Institute of 
Science Education and Research, Kolkata, 
Mohanpur 741 246, West Bengal, India. 
e-mail: chiranjib@iiserkol.ac.in
References
1. Sahling, S. et al. Nature Phys. 11, 255–260 (2015).
2. Bose, S. Phys. Rev. Lett. 91, 207901 (2003).
3. Bose, S. Contemp. Phys. 48, 13–30 (2007).
4. Wieśniak, M., Vedral, V. & Brukner, Č. New J. Phys.  
7, 258 (2005).
5. Das, D., Singh, H., Chakraborty, T., Gopal, R. K. & Mitra, C.  
New J. Phys. 15, 013047 (2013).
6. Wieśniak, M., Vedral, V. & Brukner, Č. Phys. Rev. B  
78, 064108 (2008).
7. Singh, H. et al. New J. Phys. 15, 113001 (2013).
8. DiVincenzo, D. P., Bacon, D., Kempe, J., Burkard, G. & 
Whaley, K. B. Nature 408, 339–342 (2000).
Published online: 2 February 2015
En
er
gy
 
Magnetic field 
Jp Jp
Jeff
SA SB
a
b
|SA↑SB↑〉
1/√2  |SA↑SB↓〉 + |SA↓SB↑〉
1/√2  |SA↑SB↓〉 − |SA↓SB↑〉
...
)
)
)
)
|SA↓SB↓〉
Figure 1 | Spin entanglement. a, Energy Level diagram of the four states in a two-spin interaction as a 
function of the applied magnetic field. For a large enough magnetic field, the excited triplet state, |SA↑SB↑³, 
crosses the singlet state, 1/√2(|SA↑SB↓³ – |SA↓SB↑³), becoming a new ground state. b, Long-distance 
entanglement between two spins, SA and SB, coupled by an effective spin exchange, Jeff. Jp is the spin 
exchange between SA and SB and spins within the chain.
Some fundamental physical processes go largely unnoticed in our macroscopic world. A good example is 
diffraction — the spreading of light beams 
as they propagate. Macroscopic objects 
and light sources are much larger than 
the wavelength of light, which means the 
distances needed to observe diffraction 
effects are vastly larger than the length 
scales present in our daily life. At small 
scales however, diffraction effects can 
dominate, and are critical hurdles for 
controlling the flow of light at distances 
smaller than the wavelength. As they 
report in Nature Physics, Pin-Chun Hsieh 
and colleagues1 demonstrate how disorder 
can enhance the collimation of light 
through Anderson localization — a 
wave phenomenon that only emerges in 
disordered systems2.
When low-loss dielectric materials are 
periodically patterned at subwavelength 
scales, the flow of light mimics electron 
propagation in crystalline potentials, 
with analogues to solid-state concepts 
such as energy bandgaps or wavefunction 
localization near defects. The highly 
controllable environment of photonic 
crystals3 has also produced completely new 
routes for the control of light propagation 
that do not have a direct analogue in 
conventional electronic systems. One 
such example is the apparent propagation 
of light without diffraction, known 
as supercollimation4. The remarkable 
dispersion-engineering versatility of 
PHOTONIC CRYSTALS
Disorder sets light straight
Photonic crystals can control the flow of light but they are extremely sensitive to structural disorder. Although this 
often degrades performance, disorder can actually be used to enhance light collimation.
Jorge Bravo-Abad
© 2015 Macmillan Publishers Limited. All rights reserved
Figure 48. Left: three-dimensional representation of the spin-ladder material Sr14Cu24O41. Right: one-dimesnioanl
structure made of spin-dimer chains with isolated spins (red) coupled over long distance ` ' 220 − 250 A˚ through
the effective coupling Jeff . Reprinted from [651]
Nevertheless, in most of these works the low-temperature entanglement is seen through few-body cor-
relations that are measur d using standard solid-state physics pr be, such as heat capacity, susceptibility,
neutron scattering. It is however much more difficult to access many-body entanglement estimates, like the
entanglement entropy for instance. In the rest of this section we discuss the few proposals that have been
recently discussed, either using noise and fluctuations in solid-state and mesoscopic systems, or in cold
atom experiments.
A. Quantum noise and bipartite fluctuations
Fluctuations of globally conserved quantities, such as the number of particles for U(1) symmetic itinerant
systems, or the total magnetization for O(2) magnets, are key mesurable quantities which can reflect the
amount of entanglement present in a subsystem. First discussed in the context of mesoscopic systems [652–
657], the link between entanglement entropy and bipartite fluctuations has been explored later by several
authors [90–98, 100, 101, 103, 155, 658, 659].
Below we first describe free fermions where there is an exact correspondence between cumulants and
entanglement entropies [91, 94, 95]. Then we discuss interacting systems in one dimension, and beyond.
While there is a quantitative link for Luttinger liquids between bipartite fluctuations and entanglement
entropy [93, 95, 271], this is no longer true for interacting two-dimensonal systems [155], although quantum
critical points can be detected using fluctuations [97]. We finally address the key issue of experimental
detection for nano- or meso-electronic devices such as quantum point contacts and also for more traditional
solid-state bulk systems such as quantum magnets.
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1. Bipartite fluctuation as an entanglement meter
a. Free fermions— For systems that can be mapped to non-interacting fermions, the entanglement
entropy can be accessed experimentally through the full counting statistics of a conserved U(1) charge,
such as the particle number N for instance when studying the charge transfer across mesoscopic conduc-
tors [104, 660–662]. The idea of using quantum noise as an entanglement meter, first proposed by Klich
and Levitov [91] following a local quench, was further explored by Song and co-workers for both out-of-
equilibrium and at equilibrium [94, 95] who derived exact expressions Eq. (5.3) for the von-Neuman and the
Re´nyi entropies in terms of cumulants Cn. The second cumulant C2, also called the fluctuations is defined
by
F = 〈(NA − 〈NA〉)2〉 (5.1)
where 〈NA〉 is the ground-state expectation value of the particle number in a subsystem A. Higher order
cumulants, defined by
Cn = (−i∂λ)n lnχ(λ)|λ=0, (5.2)
where the generating function χ(λ) = 〈exp(iλNA)〉, enter in the following expansions [94, 95], only
involving even cumulant C2p:
SvN = lim
R→∞
R/2∑
p=1
α2p(R)C2p, (5.3)
and
Sq>1 = lim
R→∞
qR/2∑
p=1
β2p(q,R)C2p, (5.4)
with β2p(q,R) = 11−q
∑R
r=1
∑r
m=0
∑qr
s=2p(−1)r+s+qr+qm × 1r
(
R
r
)(
r
m
)(
qm
qr−s
)S1(s,2p)
(s−1)! , and α2p(R) =
2
∑R
k=2p−1
S1(k,2p−1)
k!k , and where S1(s, 2p) are the unsigned Stirling numbers of the first kind. In the case
of gaussian fluctuations, only the variance C2 is non-zero, which considerably simplifies the expressions,
yielding
Sq =
pi2
6
(
1 +
1
q
)
C2. (5.5)
b. Interacting systems: Luttinger liquids— For one-dimensional critical (zero-temperature) Luttinger
liquids, taking a subsystem of length `, its RDM can be described as the thermal density matrix of an
open Luttinger liquid with the same velocity u and Luttinger parameter K [271, 276] at an effective low
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temperature Tent = u ln(`/`0)/(pi`), where `0 is an order one length scale. Ignoring irrelevant corrections,
a Luttinger liquid is equivalent to a free boson model whose partition function at inverse temperature β is
exactly known [475]:
Z(`, β) = ζ(`, β)
`/2∑
m=−`/2
exp
(
−β piu
2K`
m2
)
, (5.6)
where ζ(`, β) =
∏∞
n=1
[
2 sinh
(
upi
4`T n
)]−1, and m = −`/2, . . . , `/2 are the conserved charges (here the
magnetization of a spin-1/2 chain, see [475]). From this expression, we immediately see that the normalized
weights pm of the Sz = ±m sectors have a Gaussian distribution with a variance C2(`, T ) = (K`T )/(upi).
Therefore using the quantum/thermal correspondence [271], the leading scaling of zero-temperature bipar-
tite fluctuations in a subsystem of length ` is given by
C2(`) =
K
pi2
ln(`/`0), (5.7)
while the Re´nyi entropy Sthq (β) =
qβ
1−q [F (β)− F (qβ)] = pi6u
(
1 + 1q
)
`/β gives for the general relation
between entanglement entropies and bipartite fluctuations:
Sq(`) =
pi2
6K
(
1 +
1
q
)
C2(`) +O(1), (5.8)
in agreement with previous works [93].
The logarithmic scaling Eq. (5.7) of the bipartite fluctuations C2(`) can be checked for using DMRG
or QMC simulations [93, 95]. Here we show QMC results in the ground-state of spin-1/2 XXZ chains in
the antiferromagnetic critical regime for C2 of half-chains ` = L/2 in Fig. 49 for various anisotropies ∆
and sizes L = 16, 32, 64, 128, 256. In the entire antiferromagnetic critical regime ∆ ∈ [0, 1] the scaling
of C2 is logarithmic, while it tends to saturate once ∆ > 1, as clearly visible in the left panel of Fig. 49.
A logarithmic fit of the QMC data to the form C2 = Keff/pi2 lnL + constant yields estimates for the
Luttinger parameters plotted in the right part of Fig. 49, in very good agreement with the exact expression
known from Bethe ansatz Eq. (3.2).
It is fair to say that the second cumulant is a quite simple observable to measure within QMC or DMRG
simulations. It therefore provides a very interesting quantity to access the Luttinger liquid parameter K
when it is unknown. Conversely, if the value of K at a quantum critical point gc is known but the precise
value of gc is not, we will see below that measuring the second cumulant C2 provides a very efficient way
to estimate the critical coupling.
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Figure 49. Left: QMC results for the fluctuations C2(` = L/2) plotted against the total system size L for periodic
chains of lengths L = 16, 32, 64, 128, 256. Different symbols are for different values of the XXZ anisotropy For
the XX point ∆ = 0, QMC data (black circles) are also compared to exact diagonalization (free-fermions) results (red
crosses). Logarithmic scaling is observed in the critical regime ∆ ≤ 1 whereas for ∆ > 1 C2 tends to saturate at large
L. Inset: schematic picture for the periodic ring where subsystem A is taken with x = L/2 sites. Right: Prefactor
Keff of the logarithmic scaling Eq. (5.7) extracted by fitting QMC data for L ∈ [2p−1, 2p] with L = 128 (p = 7) and
L = 256 (p = 8). The blue line shows the exact Bethe Ansatz result for K(∆) Eq. (3.2).
2. Bipartite fluctuations to detect quantum criticality
a. One dimension: Luttinger liquids— Following the previous discussion, we show how efficient the
use of Eq. (5.7) is to locate 1D quantum critical points with a high accuracy.
(i) Frustrated spin chain: The first model we study is the frustrated spin-1/2 J1 − J2 chain, governed
by the Hamiltonian
HJ1−J2 =
∑
i
( J1Si · Si+1 + J2 Si · Si+2 ) , (5.9)
where we define λ = J2/J1 ≥ 0. For λ ≤ λc, this model has power-law critical correlations and a loga-
rithmic scaling of entanglement entropy Eq. (2.3), while at λc ' 0.2412 a Berezinsky-Kosterlitz-Thouless
(BKT) transition into a dimerized phase occurs [477, 479, 663] where the entropy obeys a strict area law
(see Fig. 2). A precise estimate of λc using entanglement entropy turns out to be very difficult, as explored
by Alet and co-workers in [664]. This is illustrated in Fig. 50 where the effective (size-dependent) central
charge, estimated from DMRG data for various system sizes, is plotted against the frustrated coupling λ.
The crossing of the data to the value ceff = 1, expected to occur at λc where irrelevant logarithmic correc-
tions vanish [475] is very difficult to detect, and in practice less precise as compared to spin-spin correlation
function [477].
The effect of marginal corrections is much more pronounced in the bipartite fluctuations of the magne-
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Figure 50. Coefficient of a logarithmic fit for the von Neumann entanglement entropy as a function of the second
neighbor coupling J2. DMRG results for L = 64, 128, 192 sites. Reprinted from [664].
tization which involve the uniform part of the spin correlations inside subsystem A
C2 =
∑
i,j∈A
[〈Szi Szj 〉 − 〈Szi 〉〈Szj 〉]. (5.10)
where additive logarithmic corrections are well-known [665]. Fitting DMRG data to the form Eq. (5.7), one
can extract an effective (size-dependent) Luttinger parameter as a function of λ. This is plotted in the left
panel of Fig. 51 where one clearly sees the vanishing of the marginal corrections leading to Kc = 0.5 at
λc = 0.2412(3), in perfect agreement with the best estimate λc = 0.241167(5) [477].
(ii) Bose-Hubbard chain at unit filling: Another very interesting example is provided by the one-
dimensional Bose-Hubbard model (for reviews, see [666, 667]) with one particle per site, governed by
the following Hamiltonian
H = −t
∑
〈ij〉
b†ibj +
U
2
∑
i
ni
(
ni − 1
)−∑
i
µni , (5.11)
where t is the hopping amplitude, U the on-site repulsion, and µ the chemical potential chosen such that
〈ni〉 = 1 in the ground-state. For unit filling, the quantum phase transition from a superfluid to a Mott
insulator is of BKT type [668]. The exponent governing the algebraic decay of the Green’s function
〈b†rb0〉 ∝ r−1/2K in the superfluid phaseK ≥ 2 jumps at the transition fromKc = 2 to 0 in the Mott insula-
tor [269]. The precise determination of the critical ratio (t/U)c turns out to be very difficult using finite size
numerics, as sumarized in Table V and Fig. 52. As discussed in details in [97], bipartite fluctuations of the
particle number provide a very simple and efficient tool to detect the transition with a very high accuracy,
as shown in panel right of Fig. 51. The Luttinger parameter K is extracted from fitting C2 to Eq. (5.7) for
various sizes L = 64, 128, and 256 (the latter is shown in Fig. 51). By performing finite size scaling we
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FIG. 2: (color online). Left: Luttinger parameter K extracted from the fluctuations versus   for PBC. We show DMRG data for L = 100
(blue circles) and for L = 200 (black dots), see main text. Right: Luttinger parameter K extracted from the fluctuations versus   ⌘ t/U for
OBC and L = 256 (unit filling). We restricted the local boson occupation number to four [13, 14]. The inset shows a zoom close to the region
where the transition occurs, see main text. All the lines are just a guide to the eye.
ing behavior of EE and fluctuations. It turns out, however, that
in case of the considered 1D models the estimated value for
the QCP is acceptable but not very precise (see supplementary
material). Instead, we consider the prefactor of the dominant
term of the fluctuations (i.e., the compressibility, spin suscep-
tibility or Luttinger parameter) which changes under variation
of a given parameter. In contrast, the prefactor of the lead-
ing term in the EE (i.e., the central charge) is insensitive to
a change of this parameter. The first model, for which we
demonstrate this efficient way of detecting the QCP, is the spin
1/2 Heisenberg chain with nearest and next–nearest neighbor
interactions (“J1–J2–chain”),
H( ) =
X
i
(SiSi+1 +   SiSi+2 ) , (2)
where   ⌘ J2/J1. For   = 0, the system is in a critical phase
with power–law correlations. At  c = 0.2411, a Kosterlitz–
Thouless transition into a dimerized phase occurs [15–17].
In Ref. 12 the fluctuations of the XXZ spin chain HXXZ =P
i(S
x
i S
x
i+1 + S
y
i S
y
i+1 +  S
z
i S
z
i+1) were discussed and
the Luttinger parameter K extracted in perfect agreement
with the exact result from Bethe ansatz,   = [1  
(cos 1 )/⇡] 1/2. At the SU(2) invariant point   = 1
(corresponding to H(0)), the otherwise irrelevant umklapp
term becomes marginal and K (i.e., the spin susceptibility) is
renormalized. Here we essentially adopt Haldane’s idea [15]
to rewrite the Hamiltonian H( ) in terms of fermion vari-
ables and to linearize around the Fermi level in order to
obtain a continuum theory. The effective Hamiltonian[15]
readsHe↵ = R dx⇣iPp p †pr p⌘+  1⇣Ppp0 ⇢p ⇢p0⌘ +
 2
⇣P
p e
i4pkF x
 
 †pr †p
  
  pr  p
 ⌘
with  1 = 2(1+  )
and  2 = (1  / c) and  ,  c are numbers;  †p(x) (p = ±1)
are independent Fermi fields, and ⇢p(x) is the corresponding
density operator. The term in the second line is the spinless–
fermion umklapp term which plays the important role. Since
the umklapp term is responsible for the renormalization ofK,
we just observe K under variation of  . From Bethe-ansatz
we know that K ! 1/2 in the absence of the umklapp term.
Hence, whenK reaches 1/2 the  2 term vanishes and   =  c.
Thus we have a systematic method at hand to detect the phase
transition. In Fig. 2 (left) we have plotted the Luttinger pa-
rameterK versus ↵. For PBC and L = 100 (blue circles), we
find  c = 0.2401 and for L = 200 (black dots)  c = 0.2408
which is extremely close to the “correct” value  c = 0.2411.
While there are a few other techniques available to find the
QCP of the J1–J2–chain [17–19], our approach stands out
through efficiency, accuracy, and simplicity.
Bose-Hubbard model— The second model we consider is
the 1D Bose–Hubbard model [21] with Hamiltonian
H =  t
X
hiji
b†i bj +
U
2
X
i
ni
 
ni + 1
  X
i
µni , (3)
where t is the hopping amplitude, U the on-site repulsion, and
µ the chemical potential. Away from half filling, we expect
a superfluid–Mott transition triggered by   ⌘ t/U . The su-
perfluid phase is a Luttinger liquid [22] with Luttinger param-
eter K   1. For unit filling, the QPT from a superfluid to a
Mott insulator is of Kosterlitz–Thouless type (like in the J1–
J2 chain discussed above). The complete (µ, t/U) phase dia-
gram was carefully investigated within DMRG in Refs. 13, 14.
Here we revisit the problem (restricted to unit filling) and
show that we find the transition equally well by virtue of the
fluctuations. In the superfluid phase, the hopping correlation
function  (r) = hb†rb0i / r 2K decays as a power–law.
From Luttinger liquid theory we know that the transition oc-
curs for Kc = 2, see Ref. 23. In Refs. 13, 14 the Luttinger
parameterK was extracted directly from the hopping correla-
tion function (or Green’s function). The major advantage of
our approach is that we have a finite size formula for the fluc-
Figure 51. Left: Effective Luttinger parameter K of the J1 − J2 chain extracted via (5.7) and pl tted against the
frustration parameter λ. DMRG data for L = 100 (open circles) and L = 200 (black dots) for periodic chains. Right:
Same for the Bose-Hubbard h in at filling unity plo ted against t/U for L = 256 nd open boundary conditions.
Inset: zoom close to the transition. Reprinted from [97].
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Figure 52. Various critical point estimates of the Superfluid - Mott Insulator transition in the one-dimensional Bose-
Hubbard model at unit filling. The plotted values in function of time refers to those of Table V.
obtain a very precise estimate λc = 0.2989(2), in good agreement with the most reliable estimates (see
Table V and Fig. 52). Note that the bipartite fluctuations allow to estimate the critical point with a very high
accuracy, the numerical cost being quite low.
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Year Reference Technique Observable Estimate
1991 Krauth [669] Bethe Ansatz 0.2887
1992 Batrouni et al. [670] QMC Stiffness 0.21(1)
1994 Elesin et al. [671] ED Gap 0.275(5)
1996 Kashurnikov et al. [672] QMC Gap 0.300(5)
1999 Elstner et al. [673] Strong coupling Gap 0.26(1)
2000 Ku¨hner et al. [674] DMRG Correlations 0.297(10)
2008 Zakrzewski et al. [675] TEBD Correlations 0.2975(5)
2008 Lau¨chli et al. [491] DMRG Entanglement 0.298(5)
2008 Roux et al. [676] DMRG Gap 0.303(9)
2011 Ejima et al. [677] DMRG Correlations 0.305(1)
2011 Danshita et al. [678] TEBD Excitations 0.319(1)
2012 Rachel et al. [97] DMRG Fluctuations 0.2989(2)
2016 Gerster et al. [679] Tensor network Stiffness 0.299(2)
Table V. Various estimates for the critical coupling of the one-dimensional Bose-Hubbard model Eq. (5.11) at unit
filling. These estimates are also plotted vs. year in Fig. 52. One should emphasize on the most accurate result (second
last line) obtained using bipartite fluctuations [97]. See also [667] for an exhaustive list of estimates.
b. Beyond one dimension— One can also study quantum critical points in higher dimension, as done
in [97] for two-dimensional coupled s = 1/2 Heisenberg ladders (see Fig. 53), described by the following
Hamiltonian
H =
∑
ladd.
Si · Sj +
∑
inter−ladd.
λSi · Sj . (5.12)
This model displays two gapped rung-singlet phases if the inter-ladder coupling λ1c > λ > λ
2
c with λ
1
c =
0.31407(5) [381] and λ2c = 1.9096(2) [384], and a gapless Ne´el ordered phase in between, as shown in
Fig. 53 (a). T = 0 fluctuations of the total magnetization in a sub-system A of size L/2× L, embedded in
a periodic square lattice L× L are shown in Fig. 53 (b-c), with square lattices size up to L× L = 104, for
the isotropic square lattice λ = 1 (Ne´el) and for weakly coupled ladders with λ = 0.1 (gapped rung singlet
I). In contrast with the entanglement (or Re´nyi) entropy which displays a strict area law both phases, the
second cumulant follows different scalings [94]:
F(`) ∼
 α` ln `+ β`+ γ (Gapless Ne´el)β′`+ γ′ (Gapped Rung Singlet). (5.13)
Therefore, F/` plotted for different sizes displays a crossing point at λc, as observed in panel (c) of Fig. 53.
The spin stiffness ρs, also known to be a useful quantity to locate quantum criticality, is shown in the right
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inset (ii) of Fig. 53 (c) where a similar crossing is observed for ρs × Ld+z−2, with z = 1 and d = 2. As
usual for such a technique, a drift of the crossing point is observed with L, as visible in the left inset (i)
of Fig. 53 (b). Already known for a few other models [382, 384], the crossing points obtained from the
stiffness converge very rapidly with 1/L to the bulk value λc, whereas we found a slower convergence for
the estimates obtained from F/L. Despite such effect (which may not be generic but model dependent),
this simple example clearly shows thatF is a very useful quantity to locate a quantum critical point between
ordered and disordered phases for d > 1.
10 100
L
0.12
0.14
0.16
0.18
F(
L/2
)
QMC
fit: 0.0243 ln(L)+0.0614+0.0125/L
F(L/2)
L
L
L
L
FIG. 4:
     x  !
  
x
 !
y
 
FIG. 5: Black bonds have J = 1 and red bonds J =  .
The last expression
 
0.3104 1.9096
VBS 1 AF Ne´el VBS 2
FIG. 6:
5
3
L
 
L
L/2
10 1000.06
0.08
0.1
0.12
0.14
0.16
0.18 !!"
0.0243 ln(L) + 0.0614 + 0.0125/L
!!#$"
0.0718 + 0.0189/L
  = 1
0. + + 0.0125/
0. 2 + 0. 9/L
  = 0.1
F/L
0.29 0.3 0.31 0.32 0.33 0.340.075
0.08
0.085
0.09
22 x 22
30 x 30
42 x 42
54 x 54
70 x 70
F/L
 
0.29 0.3 0.31 0.32 0.33 0.340
0.5
1
1.5
⇢
s
⇥
L
(a) (b)
L
 
L
L/2
10 1000.06
0.08
0.1
0.12
0.14
0.16
0.18 !!"
0.0243 ln(L) + 0.0614 + 0.0125/L
!!#$"
0.0718 + 0.0189/L
  = 1
0. + + 0.0125/
0. 2 + 0. 9/L
  = 0.1
F/L
0.29 0.3 0.3 . 2 0.33 0.340.075
0.08
0.085
0.09
22 x 22
30 x 30
42 x 42
54 x 54
70 x 70
F/L
 
0.29 0.3 0.31 0.32 0.33 0.340
0.5
1
1.5
⇢
s
⇥
L
(a) (b)
(i)A
1/L
F
⇢s
(ii)
0 0.01 0.02 0.03 0.040.3
0.305
0.31
0.315
Ne´el
VBS
Ne´e
l
VBS
FIG. 4: (color online). Quantum Monte Carlo results for T = 0 fluctuations F of the total magnetization in a region A for 2D
coupled spin- 1
2
ladders [Eq. (5)], depicted in the inset of (a). Left (a): F/L increases logarithmically with L in the Ne´el regime
(black squares   = 1) whereas it saturates to a constant in the valence bond state (green circles   = 0.1). Right (b): F/L,
plotted vs.   for various system sizes, displays a crossing point at  c. Insets: (i) crossing of the sti↵ness ⇢s ⇥ L at  c for the
same sizes; (ii) 1/L convergence of the crossing point for F (red squares) and ⇢s (black circles) to the critical value (horizontal
black line)  c = 0.31407 [25].
embedded in a periodic square lattice L⇥ L. We choose
a sub-system A with x = L/2 and y = L which contains
an even number of sites. QMC results for the T = 0 [27]
expectation of F(L/2) are shown in Fig. 4, with square
lattices size up to L ⇥ L = 104, for the isotropic square
lattice   = 1 (Ne´el) and for weakly coupled ladders with
  = 0.1 (VBS). In contrast with the entanglement (or
Re´nyi) entropy which displays a strict area law in the
Ne´el phase [7, 8] (and presumably also in the VBS phase),
the fluctuations follow a rather di↵erent scaling [8]:
F(`) ⇠
⇢
↵` ln `+  `+   (Gapless NEEL)
 0`+  0 (Gapped VBS). (6)
Therefore, F/` plotted for di↵erent sizes will display a
crossing point at  c, as we indeed observe in the panel
(b) of Fig. 4 where the curves F(L/2)/L are plotted for
various system sizes. The spin sti↵ness ⇢s, also known to
be a useful quantity to locate a QCP, is shown in the right
inset (ii) of Fig. 4 (b) where one sees a similar crossing for
⇢s ⇥ Ld+z 2, with z = 1 and d = 2. As usual for such a
technique, a drift of the crossing point is observed with L,
as visible in the left inset (i) of Fig. 4 (b). Already known
for a few other models [26, 28], the crossing points ob-
tained from the sti↵ness converge very rapidly with 1/L
to the bulk value  c, whereas we found a slower conver-
gence for the estimates obtained from F/L. Despite such
e↵ect (which may not be generic but model dependent),
we demonstrate here with this simple example that F is
a very useful quantity to locate a QCP between ordered
and disordered phases for d > 1.
One can get even more insight from the behavior of
the coe cients ↵ and   in Eq. (6) as a function of the
inter-ladder coupling   (see Fig. 5). The prefactor ↵
of the leading term ⇠ L lnL in the Ne´el phase van-
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FIG. 5: Prefactors ↵ and   from Eq. (6) for coupled Heisen-
berg ladders, extracted from QMC data of Fig. 4, and plotted
against  . (a) The critical point is shown by a red circle, and
the green curve is the power-law fit indicated on the plot. (b)
The vertical dashed line signals the critical coupling  c and
the crossing point (red circle) is at  c ' 0.0835.
ishes at the critical point ↵ ⇠ (     c)x, with x ' 0.7
and  c = 0.315(1), in good agreement with the value
0.31407(5) [25]. The area law term  L, displayed in
Fig. 5 (b), although certainly non-universal, exhibits a
very interesting  -shape and passes through a maximum
 c ' 0.0835 at the critical coupling  c.
It is important to emphasize that, contrary to the sti↵-
ness, a prior knowledge of any critical exponent, such as
the dynamical exponent z, is not necessary to precisely
locate the QCP. Note also that we expect the valence
bond entropy [9] to display similar crossing properties for
such a SU(2) symmetric Hamiltonian Eq. (5). In order
to illustrate further the general character of this method,
we focus now on a non-SU(2) model: hard-core bosons
on the square lattice. Governed by the Hamiltonian
H =  t
X
hiji
⇣
b†i bj + h.c.
⌘
  µ
X
i
b†i bi , (7)
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Figure 53. QMC results for T = 0 fluctuations F of the total magnetization in a region A for 2D coupled spin- 12
ladders [Eq. (5.12)], depicted in the inset of (a). Panel (b): F/L increases logarithmically with L in the Ne´el regime
(black squares λ = 1) whereas it saturates to a constant in the gapped state (green circles λ = 0.1). Panel (c): F/L,
plotted vs. λ for various system sizes, displays a crossing point at λc. Insets: (i) crossing of the stiffness ρs ×L at λc
for the same sizes; (ii) 1/L convergence of the crossing point for F (red squares) and ρs (black circles) to the critical
value (horizontal black line) λc = 0.31407 [381]. Reprinted from [97].
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3. Experimental proposal
a. Quantum point contact— A quantum point contact is a beam splitter with tunable transmission
and reflection that serves as a ”door” between electron reservoirs [91, 155], as depicted in Fig. 54. Time
fluctuations of the current measured at this quantum point contact are exactly the bipartite fluctuations when
replacing the temporal window t by the spatial extent x. Due to space-time duality, such a replacment is
always allowed for conformally invariant sytems [94], even when they are interacting. Quantum point
contacts with free-electron reservoirs offer the opportunity to directly measure entanglement entropy. The
first few cumulants, in particular C2, have already been successfully measured [680–682].
L
R
D⇄
Figure 54. Quantum point contact with chiral edge states (yellow lines) along the edges of a two-dimensional electron
gas in a perpendicular magnetic field. The sample is divided into a left (L) and a right (R) region by a split gate acting
as a quantum point contact. Electrons in the two in-coming edge states are transmitted with probability D or reflected
with probability 1−D. Reprinted from [95].
b. Quantum antiferromagnets— Bipartite fluctuations can also be measured in O(2) symmetric quan-
tum magnets, where the z-component of spin Sz being the conserved charge, playing the role of particle
number in mesoscopic and cold atom systems. The second cumulant of a subsystem A
FA =
∑
i,j∈A
[〈Szi Szj 〉 − 〈Szi 〉〈Szj 〉]. (5.14)
can be understood as the Curie constant of the partial susceptibility, defined by FA = T ×
(
d〈SzA〉
dhA
)
hA→0
where hA is a small uniform external magnetic field applied to region A only. As proposed in [94, 95],
such a setup can be realized by applying the magnetic field over the entire sample while region B (the rest
of the system) is protected by superconducting Meissner screens. Sketched in Fig. 55, such screens would
eliminate the external field as well as the magnetic response outside region A. By varying the size of A and
extrapolating to very low temperature, the scaling of FA could be measured.
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Figure 55. Experimental setup proposed to extract the second cumulant (bipartite fluctuation)FA of the magnetization
within a subsystem A. The superconducting device (black disk) is placed on top of the quantum antiferromagnet
(on region B) so that the Meissner effect will cancel the external field hB = 0 in the antiferromagnet whereas
hA = H . This Meissner screen is also placed on the other side such that only the A contribution of the field-induced
magnetization is measured. Reprinted from [95]
B. Entanglement detection and measure in cold atom experiments
Quantum information processing using cold atoms trapped in optical lattices has been intensively dis-
cussed by many authors [683–688]. Recently, theoretical proposals to directly extract entanglement wit-
nesses, such as the Re´nyi entropies, have been debated in the context of artificial matter loaded in optical
lattices. Below, we discuss the few theoretical proposal that have been suggested in the context of ultra-cold
atoms, and present the very first experimental achievements.
1. Theoretical proposals using SWAP-based protocols
Using previous ideas based on copying a quantum system q times [689], and applying a SWAP opera-
tion [184, 690, 691], Abanin and Demler [692] proposed a general method to measure q-Re´nyi entropies
for integer q ≥ 2. The idea is based on the SWAP protocol, illustrated in Fig. 56 for q = 2 copies of a one-
dimensional system partitioned in two parts A1,2 and B1,2, controlled by a two-level system which plays the
role of a quantum switch. Writing the ground-states |GS〉 =
(∑
i λi|φA1i 〉⊗|φB1i 〉
)
⊗
(∑
j λj |φA2j 〉⊗|φB2j 〉
)
and |GS′〉 =
(∑
i λi|φA1i 〉⊗|φB2i 〉
)
⊗
(∑
j λj |φA2j 〉⊗|φB1j 〉
)
of the two configurations (a) and (b) in Fig. 56,
the second Re´nyi entropy is given by the overlap
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Figure 56. Proposal for measuring the q = 2 Re´nyi entropy, inspired from Abanin and Demler [692]. Two identical
copies are split in pairs of half-chains arranged in a cross geometry. A quantum switch (two-level system ↑ or ↓ at
the center) controls the way in which the half-chains are connected by selectively allowing tunneling to one of the
neighbors. The ground-states overlap Eq. (5.15) of the two configurations is directly proportional to the q = 2 Re´nyi
entropy, and can be measured by studying Rabi oscillations of the quantum switch.
〈GS|GS′〉 =
∑
i
λ4i = exp(−S2). (5.15)
In order to evaluate this overlap, a weak tunneling is introduced between the two states of the quantum
switch, leading to an hybridization of the two ground-states: |GS〉 ⊗ |↑〉 and |GS′〉 ⊗ |↓〉. Studying Rabi
oscillations of the quantum switch between the two ground-states gives a direct access to the above overlap
Eq. (5.15) which is directly proportional to the Rabi frequency.
In the same time, Daley and co-workers [693] proposed a slightly different but related theoretical setup
where entanglement growth is tracked during a quench dynamics of two identical copies of a boson chain
whose mutual coupling is reduced. After tunneling has occurred, a measurement of the SWAP operator is
achieved by measuring the parity number,
2. First measurements
Based on some earlier theoretical proposals [694, 695], Islam et al. [613] realized the first measurement
of the second Re´nyi entropy by making interference between two copies of a 4-site Bose-Hubbard chain
in an optical lattice. Building on the quantum gas microscope technique [696, 697], the second moment
of the RDM (the purity) is accessed without resorting to quantum tomography [698]. Using a 50% - 50%
beam splitter the purity is directly estimated by measuring the average particle number parity. The measured
second Re´nyi entropy is shown across the superfluid - insulator transition in Fig. 57.
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Figure 4. Entanglement in the ground state of the Bose-Hubbard model. We study the Mott insulator to superfluid transition with four
atoms on four lattice sites in the ground state of the Bose-Hubbard model, Eq. (4). a. As the interaction strength U/Jx is adiabatically reduced
the purity of the subsystemA (green and blue, inset),Tr(⇢2A), become less than that of the full system (red). This demonstrates entanglement in
the superfluid phase, generated by coherent tunneling of bosons across lattice sites. In terms of the second-order Re´nyi entanglement entropy,
S2(A) =   log Tr(⇢2A), the full system has less entropy than its subsystems in this state. In the Mott insulator phase (U/Jx   1) the full
system has more Re´nyi entropy (and less purity) than the subsystems, due to the lack of sufficient entanglement and a contribution of classical
entropy. The circles are data and the solid lines are theory calculated from exact diagonalization. The only free parameter is an added offset,
assumed extensive in system size and consistent with the average measured entropy in the full system. b. Second-order Re´nyi entropy of all
possible bi-partitioning of the system. For small U/Jx, all subsystems (data points connected by green and blue lines) have more entropy
than the full system (red circles), indicating full multipartite entanglement [45] between the four lattice sites. The residual entropy in the Mott
insulating regime is from classical entropy in the experiment, and extensive in the subsystem size. Right: The values of all Renyi entropies of
the particular case of U/Jx ⇡ 1 are plotted, to demonstrate spatial multipartite entanglement in this superfluid.
beam splitter operation alone, suggesting significantly higher
purity for the many-body state. The measured entropy is thus
a sum of an extensive classical entropy due to the imperfec-
tions of the beam splitter and any entanglement entropy.
Our site resolved measurement simultaneously provides in-
formation about all possible spatial partitionings of the sys-
tem. Comparing the purity of all subsystems with that of the
full system enables us to determine whether a quantum state
has genuine spatial multipartite entanglement where every site
is entangled with each other. Experimentally we find that this
is indeed the case for small U/Jx (Fig. 4b). In the super-
fluid phase, all possible subsystems have more entropy than
the full system, demonstrating full spatial multipartite entan-
glement between all four sites [33, 45]. In the Mott phase
(U/Jx   1), the measured entropy is dominated by extensive
classical entropy, showing a lack of entanglement.
By measuring the second-order Re´nyi entropy we can cal-
culate other useful quantities, such as the associated mutual
information IAB = S2(A) + S2(B)   S2(AB). Mutual in-
formation exhibits interesting scaling properties with respect
to the subsystem size, which can be key to studying area laws
in interacting quantum systems [51]. In some cases, such as
in the ‘data hiding states’ [52], mutual information is more
appropriate than the more conventional two point correlators
which might take arbitrarily small values in presence of strong
correlations. Mutual information is also immune to present
extensive classical entropy in the experiments, and hence is
practically useful to experimentally study larger systems. In
our experiments (Fig. 5a), we find that for the Mott insula-
tor state (U/Jx   1), the entropy of the full system is the
sum of the entropies for the subsystems. The mutual informa-
tion IAB ⇡ 0 for this state, consistent with a product state in
the presence of extensive classical entropy. At U/Jx ⇡ 10,
correlations between the subsystems begin to grow as the sys-
tem adiabatically melts into a superfluid, resulting in non-zero
mutual information, IAB > 0.
It is instructive to investigate the scaling of Re´nyi entropy
and mutual information with subsystem size [13, 51] since
in larger systems they can characterize quantum phases, for
example by measuring the central charge of the underlying
quantum field theory [11]. Figure 5b shows these quantities
versus the subsystem size for various partitioning schemes
with a single boundary. For the atomic Mott insulator the
Re´nyi entropy increases linearly with the subsystem size and
the mutual information is zero, consistent with both a product
state and classical entropy being uncorrelated between vari-
ous sites. In the superfluid state the measured Re´nyi entropy
curves are asymmetric and first increase with the system size,
then fall again as the subsystem size approaches that of the full
system. This represents the combination of entanglement en-
tropy and the linear classical entropy. This non-monotonicity
is a signature of the entanglement entropy, as the entropy for a
pure state must vanish when the subsystem size is zero or the
full system. The asymmetry due to classical entropy is absent
in the mutual information.
The mutual information between two subsystems comes
from the correlations across their separating boundary. For
a four site system, the boundary area ranges from one to three
Figure 57. Ground-state entanglement entropy and purity measured on a 4-site Bose-Hubbard chain across the Mott
insulator to superfluid tr nsition for diffe ent sub-sy tem (differ nt c lors). Circl s are data and solid lines e exact
diagonalization results. Reprinted from [613].
Using a different protocol, essentially based on particle number fluct ations [699], Fukuhara and co-
workers [700] have measured two-site entanglement between the spins of ultra-cold atoms loaded in an
optical lattice. Starting with a localized spin-flip excitation, the time evolution of the concurrence between
distant spins has been recorded through th easure of tran verse spin correlations.
Note also that the quantum Fisher information [614], already addressed in the context of many-body
localization of trapped ions [610], has been recently discussed by Hauke and co-workers [701]. There, they
made a stricking theoretical proposal for accessing quantum Fisher information via a direct measurement
of dynamical suscepti ilities.
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VI. CONCLUSION
A. Summary
In this review we have tried to give a general, while non-exhaustive, survey of the flourishing recent ac-
tivity in the field of quantum entanglement in condensed matter physics, focusing on bipartite entanglement
for clean and disordered systems.
Let us briefly summarize the main results we have reviewed. The ground-state of most correlated quan-
tum systems exhibits an area law entanglement entropy, at most logarithmically enhanced for Luttinger,
Fermi or Bose liquids. While the area law prefactor is expected to display a cusp singularity at quantum
critical points, universality is encoded in sub-dominant terms, such as additive constants or corner con-
tributions. Symmetry breakings or topological order can be clearly identified through such sub-leading
corrections beyond area law in generalized Re´nyi entanglement entropies. Regarding entanglement spec-
troscopy, we have seen that entanglement levels can contain more information than the entropies, and the
”low-energy” part carries some universality for 1+1 conformal field theory, gapped states, broken symmetry
phases, topological order. Quantum disordered systems such as random spin models, quantum (Kondo) im-
purity problems, or many-body localized systems all display fascinating entanglement properties. The most
recent example being the many-body localization problem where highly excited states exhibit a dynamical
transition between ergodic and non-ergodic regimes with qualitatively different entanglement properties,
as well as anomalous entanglement spreading following a global quantum quench. On the experimental
side, bipartite fluctuations in mesoscopic and solid state systems represent a promising tool to measure
entanglement, as well as recent realizations in ultra-cold atom experiments.
B. Open questions
Let us give some directions towards a few open questions. The recently debated universality of en-
tanglement spectra remains a largely open issue, leading to the question of the conditions under which an
entanglement spectrum is universal. A particularly interesting aspect is the spatial variation of the entangle-
ment temperature, decaying away from the (real-space) cut for area law ground states.
Another key point concerns the computational aspects of entanglement in strongly correlated systems,
in particular for highly entangled states for which going beyond brute force exact diagonalization (restricted
to small systems) is a central issue, in particular to understand ergodicity breaking in interacting disordered
systems at high energy. Systems with long-range couplings, relevant to cold atom experiments, are also
very challenging for numerics since ground-state entanglement is no longer bounded to an area law.
81
Several aspects remain to be understood for d ≥ 2 systems, in particular for non-Fermi liquid states
where the logarithmic enhancement of the area law appears to be related but distinct from the free-fermion
result. Shape dependence is also a very interesting topic where for instance in d = 2 corner contributions
carry a universal additive logarithmic correction in the entropy for conformal field theories. However, is
universality in such corner terms also present at disordered quantum critical points?
Finally, the idea of a quantum revolution promoted by X.-G. Wen [702] where there is unification be-
tween matter and quantum information is a very attractive one, but whether or not the standard model does
emerge from long-ranged entangled qubits remains certainly an open issue.
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