We use molecular dynamics simulations to investigate the linear and nonlinear density response functions for simple fluids under the influence of spatially periodic external fields. Using a direct Fourier space decomposition of the instantaneous microscopic density for the perturbed fluid we can clearly identify the distinct order of response. Using a single component sinusoidal longitudinal force for a set of wavelengths and amplitudes we show that in the linear response regime the proportionality between the external field amplitude and the density perturbation can be used to determine the linear density response function, and hence the pair correlation function, static liquid structure factor, and lowest order direct correlation function. We show also that for large external field amplitudes a single component external field can be used to determine the form for lowest order and second lowest order nonlinear response functions for restricted regions of the total response function spaces. © 2013 AIP Publishing LLC. [http://dx
I. INTRODUCTION
In this paper we provide an empirical method for determining the inhomogeneous density profile of a fluid in the presence of an external field. We use this method to investigate the linear and nonlinear response relationships between the external field and the inhomogeneous density profile. We use a sinusoidal longitudinal force (SLF) to produce static fluid density inhomogeneities. This external field has been used recently by Hoang and Galliero 1 to investigate the effects of systematic density inhomogeneities on the viscosity of shearing fluids in planar Couette flow. It has also been used by Denniston and Robbins 2 to investigate the density and concentration response functions for the squared gradient model of a binary fluid. The general response relationship between the external field and the resulting inhomogeneous density profile for a single component fluid using this method has not yet been considered and is the subject of this paper.
In the presence of an external field, the density of a fluid will be perturbed to an inhomogeneous state that is in equilibrium with the external field. The statistical mechanical theory of a fluid in an external field is well established. [3] [4] [5] [6] [7] [8] For a fluid in an external field the general problem is to determine the density profile that forms in response to the presence of an external field. The most common methods exploit the fact that the actual density profile of the perturbed fluid is the one that minimizes a suitably chosen free energy functional. This is the basis of a group of variational procedures generally referred to as density function theory (DFT). 3, 4, 7 DFT has proven to be very successful not just in the field of nonunia) Electronic mail: benjamin.dalton@rmit.edu.au b) Author to whom correspondence should be addressed. Electronic mail:
peter.daivis@rmit.edu.au c) Deceased. form fluids but in many other areas of physics and chemical modeling.
DFT is widely used to model the solid-fluid interfacial region. 9 Here the density of the fluid exhibits large spatial oscillations over distances of the order of a few atomic diameters due to the packing effect near the solid wall. 10 Typically one introduces the Helmholtz free energy functional of the density. 3, 6, 11, 12 The contribution due to intermolecular interaction is usually accounted for either by the direct correlation functions 3 or by a model functional of a coarsegrained density. 13 This approach has become traditional 14 but is complicated to use in practice. A coarse-grained functional requires a pre-constructed density model, which does not follow a priori from the molecular interactions. Also, it is not easy to access higher order direct correlation functions using molecular simulations and the use of direct correlation functions requires a closure relation, 15 which is also an approximation.
An alternative approach is to build a free energy functional not of the density but of the external field using the grand potential. 5 In this formulation the density becomes a response to the external field. Using the external field and the measured density from the molecular simulations we can determine a set of linear and nonlinear density response functions which are characteristic of a given fluid. With suitably chosen external fields we can directly separate the contributions to the total density into the linear response and distinct orders of nonlinear response and show the dependence of these distinct orders of response on the magnitude of the external field strength. This formulation has several advantages. First, we can use the external field strength as an independent parameter and so express the density as an expansion with each term explicitly corresponding to a different order of perturbation. Using molecular dynamics (MD) simulations we can directly calculate the density profiles using the time average of the instantaneous microscopic configurations and so observe each order of perturbation in isolation. Furthermore, the response functions are related to the density-density correlation functions. By measuring the response to an external perturbation we can easily compute the density-density correlation functions, 15 which can in turn be verified using the static structure factor and direct correlation functions. Therefore, by inducing perturbations in the fluid density using controlled external fields we are able to extract information about the short range and periodic structure of the fluid. Finally, using this information one should be able to build a Helmholtz free energy functional and independently test the models used in the coarse-grained density formulations.
In the description of a confined fluid or a fluid near a wall the interaction between the fluid and the wall may be represented by an external potential, 16, 17 which leads to an oscillatory density profile in the fluid. For a given wall the potential is determined and therefore there is a unique fluid density. But it is inconvenient to study the general density response using an explicit wall or a corresponding wall potential. It is far more convenient to study the density response function by using an external field with an explicitly controllable wavelength and amplitude because a wall potential allows for little control over the perturbation of the fluid. In this paper we investigate the density response of a fluid to a set of single Fourier component cosinusoidally varying external potentials for a range of wavelengths and amplitudes.
The perturbation is implemented in the equations of motion of the MD system as an external body force term which is a spatially varying, time independent, SLF. The SLF is similar in nature to, but should not be confused with, the sinusoidal transverse force (STF), which provides a well known method for studying inhomogeneous shear flow. 18, 19 The difference between the STF and SLF is the direction of the force relative to the dimension used as the independent variable for the force function. The direction of the SLF is parallel to the dimension used as the independent variable for the SLF function and can therefore be used to produce equilibrium, static density profiles with no streaming flow.
In this paper we establish a framework to calculate the density response using the sinusoidal longitudinal force method. This will be done for a simple atomic fluid but once established this method can be extended to treat more complex fluids such as multi-component or molecular fluids. Here, we address only an introduction to the method and provide a theoretical framework for its future development and application. We discuss results relating to only single Fourier component, single dimension external fields, but we provide the tools for determining density response functions for multiple Fourier component external fields as well as for external fields which vary in more than one spatial dimension.
II. THEORY

A. Density response functions for a fluid in an external field
We here provide a theoretical framework for the linear and nonlinear density response and establish the system of notation that will be used in Secs. III-V of this paper. For a detailed discussion of the statistical mechanics of nonuniform fluids and fluids in external fields see Refs. 3-7.
The Hamiltonian for a simple atomic fluid under the influence of an external potential is given by
where N is the number of atoms, K N (p N ) is the total kinetic energy, N (r N ) is the total potential energy due to interatomic interactions, and N (r N ) is the total potential energy due to the external field.
The microscopic expression for the potential energy due to the external field is given by the sum of contributions from each individual atom due to its position in the macroscopic external field ψ(r)
where r i is the position vector of the ith atom. We define the grand partition function for the system described by the Hamiltonian in Eq. (1) as
where μ is the chemical potential and h is Planck's constant. dr N = dr 1 dr 2 . . . dr N and dp N = dp 1 dp 2 . . . dp N represent the position and momentum contributions to a differential phase space volume.
The single particle density at arbitrary position r is given by the ensemble average of the microscopic density ρ (1) (r) = N i=1 δ(r − r i ) . Since we do not consider any higher order densities in this paper we will omit the index denoting the single particle density and hence simply let ρ (1) (r) = ρ(r). We can define the single particle density as the ensemble average of the microscopic density in the grand-canonical ensemble
where z = exp(βμ)(2π mk B T) 3/2 /h 3 is the activity obtained by integrating the kinetic contributions to the ensemble average.
Using the grand partition function we can introduce the grand potential = −β −1 ln . Using the grand potential we can define a set of functions H (q) generated by orders of functional derivatives of the grand potential with respect to the external field δ q δψ(r )...δψ(r q )
where r q labels the qth arbitrary position vector. For example, if q = 3 then r 3 = r and hence r , . . . , r 3 implies r , r , r . This notation is employed to ensure a distinction from the notation used for atomic position vectors r i , which are in no way dependent on the arbitrary positions vectors r q or vice versa. H (q) represents a hierarchy of density-density correlation functions. As we will see later H (2) , for an isotropic fluid, is related to the radial distribution function and static structure factor, and is therefore used to describe structure in a fluid. In general the hierarchy of H (q) functions provide a description of the q particle structure of a fluid. Equation (5) provides the explicit method for determining the density-density correlation functions directly from the statistical mechanical grand partition function for a fluid in an external field via functional derivatives of the grand potential. An alternative method for determining H (q) employs the ensemble average of fluctuations in the single particle density at q independent positions
If we express the external field contribution to the N-particle probability density as a Taylor expansion about zero field such
N (r N ) + · · · then we can use Eqs. (2) and (4) to write the single particle density as
where the r q vectors are dummy variables for the integration in Eq. (2).
If we expand the grand partition function in Eq. (7) using the same expansion for exp[−β N (r N )] then collect terms of different order in the external field we can express the density as a series
which for simplicity we can express as a sum of terms of increasing order of perturbation in the density about the homogeneous density ρ 0
The χ (q) functions are the density response functions. The density response functions are a property of the fluid and they provide the functional link between an external field and the density of a fluid under its influence. From Eq. (8) we can see that χ (1) is the first order density response function, which defines the linear density response of a fluid to an external field. χ (1) is referred to as the linear response function. χ (2) is the lowest order nonlinear response function relating the fluid density to the second order functional of the external field. χ (3) represents the next lowest order of nonlinear density response, and so on for higher values of q.
One definition of the density response functions is in terms of the functional derivatives of the density with respect to variations in the external field
where ρ[ψ(r)] implies that the density is a functional of the external field. The density functional can be taken from Eq. (4), which clearly includes an explicit dependence on the external field introduced through the Hamiltonian. More important, however, is the definition of the density response functions using the density-density correlation functions:
The significance of Eq. (11) is that it provides a link between the fluid density due to an external field and the internal structure of the fluid. For a known external field and a measurable density we can determine the density response functions, but in doing so Eq. (11) tells us that we have formulated a distribution that describes the most probable q particle atomic configurations due to microscopic interactions. The linear response relationship χ (1) (r, r ) = −βH (2) (r, r ) has been described a number of times. 3, 4 For the higher order relationships one can use the expansion in Eq. (7) and so match terms with those produced using Eq. (6). This is, undoubtedly, a highly cumbersome task. Regardless, Eq. (11) assures us that by perturbing a fluid with an external field and measuring the responding density profile, we are able to probe the internal structure of a fluid.
Another frequently used hierarchy of functions in the description of atomic fluids are the direct correlation functions C (q) . Generalized relationships between the C (q) functions and χ (q) and H (q) have not yet been suggested, but we will show later that specific relationships can be made between corresponding orders. These relationships however become very unwieldy as low as q = 2. The direct correlation functions are given by
which can be used to represent the effect of interactions between atoms. F ex = F − F id is the excess free energy due to interactions and F = −β −1 ln Z is the Helmholtz free energy for a canonical ensemble with partition function Z. F id is the Helmholtz free energy for an ideal gas. The direct correlation functions provide the contribution to the chemical potential μ due to interactions between particles. It follows from Eq. (12) that for a given external field 
We shall investigate the relationships between the χ (q) , H (q) , and C (q) functions in Sec. V of this paper.
B. Fourier transform representation of density response
The method for investigating density response functions presented in this paper is treated most naturally in a Fourier space representation. Therefore, we need to define the wave vector dependence of the density response. To do this we take the Fourier transform of Eq. (8) . Since the response functions are a property of the unperturbed system we can simplify the transformation by exploiting the translational invariance of the unperturbed fluid and hence rewrite Eq. (8) 
Equation (14) has the form of a Volterra series. Volterra series representations of nonlinear response in electrical signals are commonly used to describe distortion effects in communications systems theory. For a detailed discussion of the Volterra series treatment of nonlinear response output properties for harmonic and Gaussian inputs in the time-domain, see Bedrosian and Rice. 20 We wish to determine the Fourier space representation of Eq. (14) for the general case of a harmonic external field that has continuous Fourier transforms such that
where the qth order response functions have continuous Fourier transforms and can be written as
and hence where the single particle density profiles will also have continuous Fourier transforms
In order to determine the Fourier space representation of Eq. (14) we need to use Eqs. (15) and (16) and perform the following Fourier transform:
This will require us to transform a number of convolution products (again, for details of the procedure, see Ref. 20) . The result is
C. Fourier series representation of density response for periodic external fields
For the case that the external field is composed of periodic functions then we can write Eq. (15) as a Fourier series
Although the external fields will only have real components we will maintain the imaginary components so that we can fully employ the exponential representation. The Fourier transform ψ(k) of the general periodic external field is given by the Dirac comb identity
Likewise we can rewrite Eq. (17) for periodic density profiles as a Fourier series
and so define the Fourier transform of the Fourier series representation of the density as
By using the explicit expressions for the Fourier transforms of the periodic potential functions given by Eq. (21) for ψ(k ) and ψ(k − k ) in the χ (2) integral of Eq. (19), and for ψ(k ), ψ(k ), and ψ(k − k − k ) in the χ (3) term, we can determine a Fourier space representation of the density suitable for periodic potentials. The explicit substitution of the periodic potentials of the form Eq. (21) into ρ(k) will introduce delta functions into the integrals. After integration we obtain
The arguments of the remaining delta functions and the labels of the non-zero components of the external field series Eq. (20) can be used to determine which components are present in the density series Eq. (22).
III. THE SINUSOIDAL LONGITUDINAL FORCE METHODS
In Sec. II we described the density response functions that can be used to determine the inhomogeneous density profile that will form in equilibrium due to an external field. We now describe the molecular dynamics computer simulation method that we use to produce and directly calculate the inhomogeneous density profiles. Although the investigation could be carried out more efficiently using Monte Carlo simulations, we intend to use the method for the study of dynamics in future work, therefore the MD approach is preferred.
We use a sinusoidally varying external body force, which we shall refer to as the SLF. This is a spatially varying force that does not vary in time. In its most general form it is given by
where α = (α x , α y , α z ) represents a vector of summation indices used for simplicity and f α x , f α y , f α z are the set of Fourier coefficients used as input parameters to define the magnitude of each component of the force. Corresponding to each force component are the wave numbers k α x = 2πα x /l x , k α y = 2πα y /l y , and k α z = 2πα z /l z , for integer values α, and simulation cell dimensions l x , l y , and l z for the lengths in the x, y, and z directions, respectively. We label the force using ψ in order to explicitly relate it to the external potential energy field given in Eq. (2), which is included into the Hamiltonian for a fluid in an external field Eq. (1). The force is included in the equations of motion for the system. For a single component, simple atomic fluid under the general SLF the equations of motion arė
where i = 1, 2, 3, . . . , N is an atomic label for a system of N atoms, r i is the instantaneous position of the ith atom, p i is the momentum of the ith atom, F φ i is the force on the ith atom due to the inter-atomic potential φ(r ij ) acting between the ith and j th atom, and ξ is the thermostat feedback multiplier. The method for determining ξ depends on the choice of thermostating mechanism.
The SLF can be shown to be a conservative force. Therefore, using F ψ (r) = −∇ψ(r) we can write the position dependent potential energy corresponding to the general
which is a periodic external potential energy corresponding to the real part of Eq. (20) . We determine the single particle density of the MD system under SLF by calculating the instantaneous Fourier components of the microscopic density. From Eq. (22) we can see that the instantaneous single particle density can be expressed as a Fourier series
where ν = (ν x , ν y , ν z ) for integer of values ν and
At each instant in the MD simulation we calculate the instantaneous value of the Fourier coefficients of the density series ρ ν (t) using
where V = l x × l y × l x is the volume of the simulation space, m i is the mass of the ith atom, which will be equal to 1 when expressed in reduced units and r i (t) is the instantaneous position of an atom. 21 The macroscopic form of the single particle density ρ(r) is a Fourier cosine series with coefficients given by ρ ν = 2 ρ ν (t) , which are the time averages of the instantaneous values given by Eq. (29). The factor of 2 allows us to simplify the series in Eq. (28) and use only positive integers for ν. For a system under SLF the imaginary contributions to the density Fourier series will have a time average of zero. The general expression for the macroscopic density of a fluid under general SLF is then 
where r ij is the separation between the ith and j th atom and and σ are the usual Lennard-Jones parameters. All quantities are expressed in reduced units. The zero wave-vector density is chosen as ρ 0 = 0.84, where the reduced density is defined as ρ * = ρσ 3 . The simulation cell is cubic so that the reduced lengths of the cell in each dimension are l x = l y = l z = 16.824. Periodic boundary conditions are used throughout. The cell volume has been chosen such that the radial distribution function has decayed to have negligible oscillation at half of the box length.
The homogeneous average temperature is set to T 0 = 1.0 in reduced units given by T* = k B T/ . The zero wave-vector temperature is maintained at a constant value using a Nosé-Hoover integral feedback, where the thermostat multiplier ξ is evaluated by solving an addition degree of freedom in the equations of motionξ = (T inst − T 0 )/Q, where T inst is the instantaneous measured temperature and Q is the feedbackstrength coefficient. 23, 24 The initial state is a FCC crystal which is allowed to melt until a homogeneous equilibrium fluid state is reached. To ensure a homogeneous fluid state we allow 5 × 10 4 steps of 0.001 reduced time units. Next we turn on the external field. The fluid properties change through a transient period and then settle into an equilibrium state with the external field. For this we allow 1 × 10 5 time steps. Once the system is in equilibrium with the external field we begin production runs to accumulate data. For all production runs we allow 2 × 10 6 time steps.
V. RESULTS AND DISCUSSION
A. Linear density response
Using Eq. (9), we can say that a system is fully described by its linear response when ρ 1 (r) = ρ(r) − ρ 0 . This will be the case for small values of f α . From Eq. (14) we can see that the linear density response is given by a non-local relationship with the response kernel χ (1) providing a measure of the nonlocal influence that the external field has on the density of the fluid at a point. If we let ρ 1ν be the set of Fourier coefficients corresponding to the linear perturbations in the density about the homogeneous value ρ 0 then from Eq. (24) the general kspace form of the linear perturbation is
By inspection we can see that for any non-zero potential energy coefficient ψ α m = 0, where α m just implies any arbitrary choice of either α x , α y , or α z , the k-space linear perturbation will reduce to ρ 1α m = ψ α m χ (1) (k α ). The correlation functions described in Sec. II are evaluated for an unperturbed system. Since the unperturbed fluid is uniform we can determine the form of χ (1) (k α ) using a one dimensional SLF. Choosing for the SLF
then we only need to consider density response in k α y and assume that the response function will be symmetric in k α x and k α z . The periodic potential energy from Eq. (27) corresponding to the SLF in Eq. (33) will be ψ(r) = −f α y /k α y cos(k α y y) and the density cosine series from Eq. (30) will reduce to ρ(r) = ρ 0 + ρ α y cos(k α y y). In k y the linear response function will be Fig. 1(a) shows the form of the SLF given in Eq. (33) for α = 1. The force is varying as a function of y and is applied in the y direction. The arrows along the y direction help to illustrate the nature of the force by showing the direction of application and magnitude due to the sine function. The SLF here is composed of a single sine component with one full cycle over the simulation box length. Fig. 1(b) shows the form of the potential energy field corresponding to the force in (a). It is composed of a single cosine component with one full cycle over the box length. For a simulation box length of l y = 16.824 then k 1 y = 0.373, therefore the potential energy amplitude is greater then the force amplitude. For shorter wavelengths such that k α > 1 the potential energy field will have an amplitude less than the force amplitude. Fig. 1(c) shows the density profile that forms in response to the potential energy field in (b). By the definition of linear response the density has a single cosine component with a wavelength equal to the wavelength of the external field. We can interpret the response function χ (1) in Eq. (34) for α = 1 as the ratio of the amplitudes of the potential energy field in (b) and the density in (c). By changing the wavelength of the SLF we can investigate the wave J. Chem. Phys. 139, 044510 (2013) vector dependence of the linear density response function Eq. (34). We will only consider density response in a single dimension for the remainder of this paper. Since the single dimension is assumed to be y, as determined by the external field given in Eq. (33), we shall omit the subscript y from now on and assume that any α implies α y and, in reference to density components, any ν value implies ν y .
An alternative method for determining the k-space linear response function is to use Eq. (11) for q = 1 and so relate the linear density response function to the pair correlation function for a uniform fluid h(|r − r |) such that χ 
For an isotropic system the pair correlation function is related to the spherically symmetric radial distribution function by h(r) = g(r) − 1, which is a quantity that can be calculated using homogeneous, equilibrium MD. Since this is a function of radial scalar variable r we must convert to polar coordinates in order to obtain h(k). Thus if we know g(r) we can determine the linear response function using the homogeneous, unper- turbed fluid by Fig. 2 shows χ (1) (k) obtained using the two different methods just described. The discrete points are the results for the SLF method, determined using Eq. (34), calculated for a set of k α for α = 1, 2, 3, . . . , 50 with SLF force amplitude f α = 0.8. We choose this force amplitude since it can be considered a large force amplitude with relatively negligible nonlinear effects. As we will see this choice is arbitrary since the nonlinear response in the density is only truly zero for the zero force amplitude limit, but the rate of increase of the nonlinear contributions to the density for increasing force amplitudes at this value can be considered negligible when compared to the linear response. The continuous line is produced using Eq. (36) for a pair correlation function h(r), which is shown in Fig. 3 . The pair correlation function is determined using equilibrium, homogeneous MD with all system parameters the same as those defined in Sec. IV. Since the radial distribution function used to determine h(r) is calculated using MD simulations with periodic boundary conditions, there is a necessary finite truncation in the decay of h(r) imposed by the simulation box length. For this paper the truncation is made at cutoff length r c = 8.0, which is approximately half of the length of the simulation box. This finite cutoff influences the low wave number values of the Fourier transform of h(r), which can be seen in the inset of Fig. 2 where the linear response is clearly oscillating. Thus overall we have a clear agreement between the two methods, except for low wave numbers where the SLF method overcomes the aberration introduced due to finite truncation of the pair correlation function. We can relate the linear density response function to the static liquid structure static factor using S(k) = −(βρ 0 )
is a very useful quantity since it is a quantity often measured in neutron scattering experiments.
Furthermore, we can use the linear density response function shown in Fig. 2 to determine the second order direct correlation function
where from Eq. (12) C (2) (r 1 , r 2 ) = c(|r 1 − r 2 |) for a uniform fluid.
3 Fig. 4 shows c(k) for the two sets of linear response data presented in Fig. 2 . β is equal to 1 in reduced units. We again see clear agreement between the two methods except at low wave numbers. Due to the reciprocal relationship between χ (1) and c, the oscillations in the response function at low wave number introduced due to the truncation of h(r) are magnified and dominate the low wave number values of c. Fig. 5(a) shows the first three Fourier coefficients ρ 1 , ρ 2 , and ρ 3 in the density cosine series produced by the single dimension SLF given in Eq. (33) for a set of increasing force amplitudes and lowest possible wave number corresponding to α = 1. The coefficients are calculated using the time averaged instantaneous Fourier expansion of the microscopic density described by Eqs. (28) ρ 1 represents the Fourier coefficient for the linear response density component which is defined as having a wavelength equal to the wavelength of the external field. ρ 1 clearly increases linearly with increasing force amplitude. For smaller values of f 1 the relative increase of ρ 2 compared to ρ 1 is much less than it is for large f 1 . The difference in the relative increase is even more pronounced when we consider ρ 3 as compared to ρ 1 . The onset of the ρ 2 and ρ 3 coefficients with increasing external field strength, which can be interpreted as higher order cosine harmonics in the real space density profiles, represents the physical manifestation of the lowest order and second lowest order nonlinear density response to a single cosine component external field, respectively. The excited harmonics occur with wave numbers given by qk α , where k α is the wave number of the external field and q is an integer value representing the order of response. We will show later that the second order density coefficient ρ 2 increases quadratically with field strength and that the third order density coefficient ρ 3 increases cubically with field strength. Fig. 6 shows how the cosine series for the density given by Eq. (30) converges to give the actual density as we include increasing orders of perturbation. The field used to perturb the fluid has α = 1 with f 1 = 3.0, so the coefficients of the series are those given for the greatest f 1 values in Fig. 5(a) . The actual density is determined using a histogram method where we have time averaged the density in 100 equal-volume planar bins that divide the simulation cell volume into volume-slices perpendicular to the y dimension. We found that histograms of 100 bins had sufficient resolution to give accurate density profiles for the density wavelengths investigated and the results remained the same when the number of bins was increased. The first order series includes the zero wave-vector and linear term only so that ρ(y) = ρ 0 + ρ 1 cos (k 1 y). The second order term continues the series to include ρ 2 cos (k 2 y), which is the first nonlinear contribution, and then the third order term adds ρ 3 cos (k 3 y). The third order series is equivalent to Eq. (38). We can see that the nonlinear series converges to the actual density series if we expand the series to third order. The inset of Fig. 6 is a magnification of the data at the right hand end of the full plot. Here we can see the subtle effects of the third order contribution. For even larger fields it is conceivable that a fourth order perturbation may need to be considered.
B. Nonlinear density response
Using Eq. (9) we say that for single dimension density perturbations a system is fully described by lowest order nonlinear response when ρ 2 (y) = ρ(y) − ρ 0 − ρ 1 (y). From Fig. 5 we can see that the onset of ρ 2 (y) is field strength dependent. From Eq. (24) the k-space form of the lowest order nonlinear perturbation about the homogeneous density will be
By inspection we can see that for the single component, single dimension SLF given in Eq. (33) the k-space representation of the lowest order nonlinear response function will be
where k α = k β is the wave number of the external field. Equation (40) shows that the appropriate relation is satisfied such that the lowest order nonlinear Fourier component occurs with wave number k 2α . Thus we can see how Eq. (39) and, more generally, Eq. (24), can be used to determine which Fourier component will appear in a density profile for a given external field. Equation (40) represents the simplest possible example, but the full general formalism is presented in Eq. (24) . Equation (40) also shows that for a single component external field the relationship between the coefficient of the second order perturbation in the density and the increasing field strength is a quadratic relationship, with the response function at the (k α , k α ) point in the χ (2) response function providing the coefficient to the quadratic term.
By using a single component external field we are restricted to investigate the second order response function, which is a function of two variables k α , k β , along a line in the plane such that k α = k β . Fig. 7 shows the results for the second order response function in this restricted single dimension. The same set of k α values are used for the SLF as in 2 but we here use a larger external field f α = 2.0. This makes the response at this order more prominent. The inset to Fig. 7 shows the behavior of the response for low k α , which is negative until between k y = 3.5 and 4. Thus as we decrease the wavelength of the external field we reach some critical wavelength at which the first nonlinear density harmonic in the cosine series reverses sign. Clearly there is a peak in the response at a wave number approximately corresponding to k 18 = 6.71. This implies a density Fourier cosine series component ρ 36 , which has a wavelength of half the external field wavelength. Fig. 5(b) shows the linear, lowest order nonlinear, and second lowest order nonlinear density response components for an external field with α = 18, i.e., ρ 18 , ρ 36 , and ρ 54 , respectively. Compared with Fig. 5(a) we can see that the fluid density is far more susceptible to perturbations by an external field at this wavelength. Figs. 2 and 7 both show peaks in response to an external field with α = 18 and we shall see that the same peak response appears for the second lowest order nonlinear response also. This implies information about periodic structure of the fluid which cannot be fully described using only single component, single dimension external fields.
In Fig. 5(b) we use an external field with the same set of f α 's as we did for Fig. 5(a) , but a shorter wavelength. We use α = 18, which corresponds to the peak linear response value in Fig. 2 . It is interesting to note that the linear response density component actually deviates from the linear relationship for large field strengths. The far greater sensitivity of the density response at the α = 18 wavelength, suggested by the peak in the linear response for this wavelength, produces density components with very large amplitudes. For large field strengths at this wavelength we are no longer just simply perturbing the average density but rather forcing the periodic configurations into planar packing. Thus we are beginning to approach the upper limit on the possible variation between the maxima and minima of the density profile, where eventually an increase in field strength would have less and less influence on the first density coefficient.
For very large fields we employ the second lowest order of nonlinear response. From Eq. (9) this will be required when ρ 3 (y) = 0. The k-space representation of the second lowest order of nonlinear perturbation about the homogeneous density is given by
For large amplitude, single component, single dimension external fields we can again write a reduced dimensionality response function where k α = k β = k γ is the wave number of the external field. The relationship will be such that this second lowest order nonlinear harmonic will have wave number k 3α . Fig. 8 shows the single dimension plot of the third order response function. This response function is only investigated on the one dimen- (42) shows the cubic relation between the external field strength and the third order density perturbation for a single component external field.
C. Remarks on density response to multiple component external fields
Equations (39) and (41) allow for the inclusion of external fields which can be composed of any number of periodic components. For example, a two component external field of the form ψ(y) = ψ α cos (k α ) + ψ β cos (k β y) would have two linear response components ψ α χ (1) (k α ) and ψ β χ (1) (k β ), two first order nonlinear terms ψ α ψ α χ (2) (k α , k α )/2 and ψ β ψ β χ (2) (k β , k β )/2, with a mixed term ψ α ψ β χ (2) (k α , k β ), and two second order nonlinear terms ψ α ψ α ψ α χ (3) (k α , k α , k α )/6 and ψ β ψ β ψ β χ (3) (k β , k β , k β )/6, with two mixed terms ψ α ψ α ψ β χ (3) 
The density profile in the y dimension would then be
The same pattern could be followed for any number of external field components.
We can see that for any external field expressible as a sum of periodic cosine components we could use the density response functions described here to construct the inhomogeneous density profile. One would, of course, first have to account for the mixed terms in the nonlinear response, such as the ρ (α+β) term from the lowest order nonlinear response.
In the case of the lowest order nonlinear response we only need two component external fields to probe the full response space of that order and so obtain χ (2) (k α , k β ), which is provided by the mixed term. For an isotropic system this function could be inverse Fourier transformed to produce the real space lowest order nonlinear function χ (2) (r, r , r ). From Eq. (11) we know that χ (2) is related to the density-density correlation function by χ (2) (r, r , r ) = β 2 H (3) (r, r , r ), and so by expanding Eq. (6) for q = 2 we can define the triplet correlation function h (3) (r, r , r ) by
Having obtained C (2) (r, r ) from the inverse Fourier transform of Eq. (37) using the linear response kernel χ (1) (k) for the isotropic fluid presented in Fig. 2 , the definition of the triplet correlation function in Eq. (44) can be used to determine the third order direct correlation function as discussed recently by Lee 25 C (3) (r, r , r ) such that
The determination of C (3) using density response in multiple component cosine potential energy fields for an isotropic fluid is beyond the scope of this work.
VI. CONCLUSIONS
We have used molecular dynamics computer simulations of fluids under the influence of external potential fields to determine information about the density response function for a single component simple atomic fluid. Using the SLF method we have investigated the first, second, and third order nonlinear density response functions. Using a direct Fourier decomposition method for the instantaneous, microscopic fluid density we have shown that the linear density response to a single cosine component external potential is a single component cosine density profile with a wavelength equal to the external field wavelength but opposite in sign amplitudes. Furthermore, we have shown that the linear density response function obtained using the SLF is in excellent agreement with an alternative method that uses a Fourier transform of the pair correlation function for an isotropic system. Thus the SLF method shows that by using single cosine component external fields to perturb an atomic fluid system away from its homogeneous state we can calculate the corresponding macroscopic density profile directly in k-space over a range of k values and so obtain information about the internal 2-particle structure of the fluid. Therefore, in the linear regime the SLF provides a molecular dynamics computer simulation method for calculating the radial distribution function, the static liquid structure factor, and the second order direct correlation function for an isotropic fluid, as well as providing a description of the propensity of an atomic fluid to exhibit long range, periodic structure at a given wavelength.
We have also been able to show that increasing orders of nonlinearity manifest as higher order harmonics in the Fourier series density profile for a fluid under an external field. Using a direct Fourier decomposition of instantaneous densities we have been able to show that the lowest order nonlinear response appears as a density component with a wavelength that is half as long as the wavelength of the external field component that produced it. Much the same the second lowest order nonlinear density response appears with a wavelength that is one third of the wavelength of the external field component that produced it. The k-space nonlinear density response functions provide the proportionality relationship between the amplitudes of each periodic component of the external field and the amplitude of the corresponding harmonic in the density Fourier series profile.
Unfortunately the single component external field approach here described is not sufficient to produce the form of full nonlinear density response functions. Using single cosine component external fields we are only able to determine the explicit form of restricted regions of the full k-space nonlinear response functions. In order to produce the full response function we would need to use multiple component, as well as multi-dimensional SLFs.
Finally, we would like to mention a novel application of the methods described in this paper. Rather than treating the SLF field strength as an independent variable we can use the coefficients of individual Fourier components in the density profiles as independent variables. We can then construct a feedback mechanism that constrains the Fourier coefficients of the density to specified values. Thus specific perturbations could be produced and unwanted perturbations could be suppressed, depending on the application of the feedback mechanism. This mechanism can then be used to provide an additional level of control over the formation of density perturbations using external fields. We are currently using this method to control the Fourier components of the density of a sinusoidally sheared fluid with some success. Another possible application of such a feedback mechanism is the stabilization of the homogeneous state of a metastable fluid that is placed in the liquid-vapour coexistence region of the phase diagram. 
