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ABSTR ACT
N e w M e t h o d s fo r M o d e lin g A c c e le r a te d L ife T e s t D a ta

byMichelle Hopkins Capozzoli
University of New Hampshire, September, 1999
An accelerated life test (ALT) is often used to obtain timely information for highly
reliable items. The increased use of ALTs has resulted in nontraditional reliability data
which can not be analyzed with standard statistical methodologies. I propose new methods
for analyzing ALT data for studies with
1.

two independent populations,

2.

paired samples and

3. limited failure populations (LFP).
Here, the Weibull distribution, which can accommodate a variety of failure rates, is assumed
for the models I develop. For case (1), a parametric hypothesis test, a Bayesian analysis and
a test using partial likelihood axe proposed and discussed. For paired samples, I show that
there is no exact test for the equality of the survival distributions. Thus, several tests are
investigated using a simulation study of their Type I errors. A Bayesian approach that allows
for the comparison and estimation of the failure rates is also considered. For computation,
Markov Chain Monte Carlo (MCMC) methods are implemented using BUGS.
Certain types of devices (such as integrated circuits) that are operated at normal use
conditions are at risk of failure because of inherent manufacturing faults (latent risk factors).

x
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A small proportion of defective units, p, may fail over time under normal operating condi
tions. For the non-defective units, the probability of failing under normal conditions during
their “technological lifetime” is zero. Meeker ([29], [31]) called a population of such units
a limited failure population (LFP). I propose a new model for LFP in which the number
of latent risk factors and the times at which they become fatal depend on the stress level.
This model allows for a fraction of the population to be latent risk free. For analyzing this
model, I propose a classical as well as a Bayesian approach, which can be very useful when
an engineer has expert knowledge of the manufacturing process. In all cases, a real data set
is analyzed to demonstrate my procedures.

xi
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C h ap ter 1
In tro d u ctio n

Many products and materials are designed to be highly reliable under “normal use” con
ditions. Failures may not occur for many years. This makes it difficult to conduct an
experiment under natural operating conditions that would assess a product’s long term per
formance. In these cases, an accelerated life testing procedure can be useful in obtaining
information about the time to failure distribution. W ith this type of testing, a product is
subjected to a higher than usual stress level to obtain failure modes more quickly. Typi
cally, the lifetime of a product can be shortened by applying a higher level of stress such as
temperature, relative humidity, pressure, voltage, or vibration than what is usually observed
at the normal operating level [37].
E xam p le: Insulatin g F lu id

For example, Nelson

[36]

describes an accelerated life test (ALT) which was conducted

to investigate the effect of voltage on the distribution of the time to breakdown for an
insulating fluid. Under normal operating conditions, it may take thousands of years for the
insulating fluid to breakdown. By applying a high level of voltage, the breakdown time can
be substantially decreased. Here, the ALT consisted of exposing insulating fluid to one of
seven high levels of voltage,

26

kV,

28

kV,

30

kV,

32

kV,

34

kV,

36

kV and

38

kV, and

recording the time to breakdown in minutes (see Appendix A). Using the data, engineers
wanted to predict the probability of the fluid breaking down at

20

kV, the

condition.

1
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n o rm al

operating

C en so red D ata:

The Insulating fluid data is an example of a data set where the exact failure times of
the units are known. As with most lifetime data, ALT data can also experience censoring.
Censored data can result from several different situations. Interval censoring occurs when
units under test are monitored periodically for failures. For each unit, only the interval
between inspections containing the failure time is known instead of the exact time to failure.
Meeker and LuValle [33] give an example of interval censored data set that resulted from
an ALT on printed circuit boards (see Appendix B). There are also situations when some
units axe removed from the test due to circumstances beyond the experimenter’s control or
the test may have been terminated before all units fail. In this case, the failure time is only
known to be beyond a certain point. Such data axe said to be right censored. The censoring
time for an experiment can also be fixed. Data resulting from such an experiment axe said
to be time censored or Type I censored. There axe also situations when an experiment is
terminated after a certain number of failures have occurred. This results in what is called
failure censored or Type II censored data. Nelson [36] provides a comprehensive description
of the types of data that can occur from ALTs as well as many examples. It should be
noted that the presence of censoring in a data set can complicate the data analysis. While
much research has been conducted in this area, methods equipped to handle different kinds
of censoring axe needed.
The objective of ALTs is to use the data observed at accelerated conditions to draw
inferences about the lifetime distribution under normal operating conditions. Inferential
methods for these tests may demand specialized models and computational tools depending
upon the complexity of the stress-lifetime relation and the presence of censoring in the data.

2
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This chapter will give a general overview of some of the techniques that have been used to
model ALT data.

1 .1

1 .1 .1

T r a d itio n a l M e th o d s fo r M o d e lin g A L T D a t a

C la s s ic a l M e th o d s

Suppose that 2* is a random variable representing the time to failure of a unit operating
under the ith stress level with probability density function (pdf) /(£; 0 Z), where 0 Zis a vector
of the parameters at the ith stress level, i = 1 , . . . , k. Also, T q represents the time to failure
of a unit operating under usual stress conditions with pdf /(£ : 0 o), where 6 q is a vector of
the parameters at the normal operating conditions. In practice, the distribution is typically
assumed to be exponential, Weibull or lognormal. Let Vi denote the magnitude of the ith
stress level for i = 1, . . . . A: and Vo represent the magnitude of the normal operating stress.
The common, classical, parametric approach is to make the following assumptions about the
ALT model [24]:
1. The functional form of lifetime distribution, /(£; 0Z), is the same for all stress levels.
Only the values of the parameters of the distribution will differ.
2. The relationship between the stress levels and the parameters of the distribution, Oi =
g(V{; 7 1 , 7 2 , . . . , 7 m) is known except for one or more of the acceleration parameters,
7 i, 7 2 , - • •, 7 m-

Typically, 0* will be a mean or scale type parameter.

3. The relationship, 0Z = g(Vi; 7 1 , 7 2 , . . . , 7 m), is valid for a certain range of stress levels,
and that range contains Vq.

3
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4. For every i, the stress level applied to a unit,

remains constant during the testing

period.
Once an acceleration model is determined, the unknown parameters of the relationship,
7 i j 7 2 : - • -: 7 m 5 are

estimated based on the accelerated test data. Inferences about 0 q for the

normal use stress, Vo, can then be obtained through the assumed acceleration model [37].
The specification of an acceleration model is equivalent to specifying the distribution’s
parameters as a function of the stress level. However, the determination as to what form
this function takes is not simple. Padgett [37] notes that model selection should be based
on the physical properties of a unit on test and the type of stresses being applied to cause
failures. W ith this in mind, there have been many models derived using such considerations
as kinetic theory and/or quantum mechanics.
The exponential failure distribution with parameter A, denoted by Exp (A), will be used
for the discussion of several of these models. So, for the ith stress level, the p d f of T* is

/(f; At) = Aj exp(—A,-t) for t > 0,

( 1)

where A* > 0 and the mean time to failure is m = 1/At. For this specific case, the specification
of an acceleration model is equivalent to expressing m as a function of the stress level V*.
The most commonly found acceleration model in the literature is the (inverse) power
law model, which is derived by considerations of kinetic theory and activation energy ([24],
[37]). The model is
(2)

4
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where

71

> 0 and

72

> 0 are unknown parameters. Intrinsic to this model is the implication

that the mean life of a product decreases with the increase of stress. It has been applied
to accelerated life testing of electrical insulations, simple metal fatigue due to mechanical
loading and incandescent lamps

[36].

In fact, Nelson

[36]

argues in favor of using this model

for the insulating fluid data discussed previously.
The Arrhenius model, based on the Arrhenius Law for simple chemical-reaction rates,
is used to express the degradation rate of a parameter of the device as a function of its
operating temperature

[37].

It is has been used for such products as electrical insulation,

semiconductors, battery cells, greases and lubricants
71

> 0 and

72

[36].

Here, At- = exp( 7 i —7 2 / 1^): where

> 0 are unknown parameters.

An alternative to the Arrhenius model is the Eyring Model for a single stress. This model
can be obtained from principles of quantum mechanics and is given by A,- ~ V* exp
7 2 /Vi),

where

71

> 0 and

72

71

> 0 and

72

—

> 0 are unknown parameters [24]. Chemoff developed an

acceleration model for exponential models with mean failure time fii = (7 \Vi +
where

(7 1

> 0 are the unknown parameters

[37].

7 2 V]2 )-1 ,

The importance of this model is

that Ai is considered to be a quadratic function of the stress level.
Lastly, the Generalized Eyring Model is used when the device under consideration
is subjected to two accelerated stresses, specifically a thermal stress and a
stress.

n o n -th e rm a.1

Here, Vi is a two dimensional vector, Vi = (Vlt-, V2J , where Vu is the ther

mal stress level and V2 { is the non-thermal stress level.
7i Vu exp (—7 2 / {KVu)) exp(-rV2i + 5 V2 i/{KVu)), where

The model is given by At- =

7 1 , 7 2 , 7-,

and A are unknown pa

rameters to be estimated and K denotes Boltzmann’s constant [24].

5
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As noted earlier, choosing an acceleration model is a complicated task and shonld be
based on the physical properties of the test device and the type of stresses being applied to
accelerate failure [37]. Meeker [28] points out that the appropriateness of a model should
always be determined through empirical verification. This may typically require standard
regression plots, transformation plots, total-time-on-test plots or some other more

fo r m a l

goodness-of-fit test procedure ([28], [36]). In some cases, the relationship is unknown or
difficult to verify. There are also models which are only valid for a certain range of stress
levels. Beyond these ranges, a new model may have to be assumed, posing a problem with
estimation and prediction [24]. In recent years, there have been some developments for
modeling and analyzing ALT data where an acceleration model is not explicitly specified.
For example, Kvam and Samaniego [23] proposed an exponential model where the levels
of stress vary by a scale change. Durham and Padgett [1 1 ] developed models for systems
under tensile loading that were derived from cumulative damage arguments and incorporate
a “system size” or length variable.
Most of the analysis performed on ALT data includes a combination of graphical tech
niques {e.g. scatter plots) and analytical methods such as regression analysis

arid m a x im u m

likelihood methods [30]. Inference can become quite difficult depending upon the accel
eration model, the number of parameters in the lifetime distribution

an d

the presence of

censoring in the data. Also, the design of an ALT experiment can affect the precision of the
analysis from ALT data. Designing an ALT experiment involves d eterm in in g the number of
stress levels, the selection of the stress levels, and the number of units tested at each stress
level [37]. The aspects of designing an ALT axe beyond the scope of th is thesis

and

be discussed further. The reader is referred to [36], [24], [32] for more

Here, a test

dp.ta ils

6
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will not

procedure discussed by Padgett [37] and Mann, Schafer and Singpurwalla [24] will be used
to highlight the diffic u ltie s in analyzing ALT data. The simplest parametric cases, involving
the exponential distribution (Equation (1)) and the (inverse) power law model (Equation
(2 )) are demonstrated below.
Suppose that life tests axe to be conducted at k accelerated stress levels, Vf for i =
1,...,

k, and that the distribution of a unit on test at level V{ is Exp (A*) with mean m = 1/ At-.

The accelerated stress levels and the number of units tested at the z'th stress level (n,). axe
determined by some procedure. Usually, the accelerated stresses axe chosen so that:
1. They fail within the specified range where the acceleration model is known to be valid.
2. They axe sufficiently high to induce failures within a reasonable time interval.
All the test units are then randomly allocated to stress levels. In this type of experiment,
ail the units

w ith in

a stress level axe tested at the same time. The k life tests should be

performed simultaneously. However, cost and/or apparatus constraints may require that the
life test be sequentially performed. To ensure exchangeability of the k life tests in this case,
the sequence in which the k life tests axe performed is randomly selected. Let Uj represent the
jth failure time under acceleration level Vi, for i =
data set is then represented by {Vi, th,fii}, for i =

1

. . . , k and j = 1 , . . . , n t-. The resulting
1, . . . , £

and where fii =

1 /n ,

Ylj Uj is

the sample mean for the ith stress level.
The extrapolation between the accelerated stress levels and the normal operating stress
level requires an acceleration model. Here, the (inverse) power law model, as seen in Equa
tion (2), is chosen only for illustrative purposes. The goal is to estimate

71

and

72

from the

data set, {Vi, rii, /i,} for i = 1 , . . . , k, obtained using the procedure described above, so that

7
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inferences can be drawn for (j.q. Singpurwaila [43] showed that, in order to obtain estimators
of 71 and

72

that axe asymptotically independent, the power rule must be modified slightly

to
7i

(3)

for all values of Vi within the specified range. V is defined to be the weighted geometric
mean of the V]:s, V =

whh Ri = nij

TH-

Maximum likelihood methods or least squares methods are commonly used to obtain
estimates for

71

and

72.

Nelson [36] describes least squares methods for fitting a model

with a Weibull or exponential distribution to uncensored ALT data. He notes that this
method yields estimates that are not as accurate as those from maximum likelihood fitting.
However, they axe easier to implement since software packages with least squares regression
capabilities axe readily available. Both Nelson [36] and
discuss

m a x im u m

M ann,

Schafer and

likelihood methods. For illustrative purposes, the

S in g p u r w a ila

m a x im u m

[24]

likelihood

method will be demonstrated.
Since fii can be thought of as the weighted sum of n* exponential random variables,
fli ~ Gamma (n,-, Tii/pi) with mean Pi and variance pj/rii. The randomization of the order
in which the tests axe performed ensures independence of fZi, /f 2 ••••, Afc- Therefore, the
likelihood function of 71 and

72

can be written as

k
£(71,721 a ) = n
1=1

r ~ i (n i )

(Y i )
.71 \ v )

(

exp

8
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(4)

where p. = (fix, p i , . . . , pk )■ The maximum likelihood estimators (mles) of 7 1 and
and

72

72,

ji

respectively, are given, by solving:

(5)
and
( 6)

The equations are nonlinear, resulting in the need for numerical methods (such as the
Newton-Raphson method) to find estimates of 71 and

72.

Inferences about no can then be

made by using the acceleration model to extrapolate between the accelerated stress levels
and the normal stress level.
The data resulting from many lifetime experiments axe subject to censoring. Type I
censoring is seen most often in practice, but theoretical models (such as the one demonstrated
above) can be quite complicated. In certain cases, Type II censoring can be theoretically
more tractable. The methods described above can be used with one slight modification to
accommodate Type II censoring for the exponential-power law model (Equation ( 1 ) and
Equation (3)). For each of the i stress levels, the life test is terminated after r, failures
and the respective times to failure, U1 , . . . , t p • axe recorded. The resulting data set is thpn
{Vi,rii,ri,[2i}, for i =

1, . . . , k

where pi is an estimator for ni, the mean time to failure

for the ith stress level. Epstein [13] showed that the unique

m in im u m

variance unbiased

9
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efficient estimator for m is

y-i = Ti 1 Y

i

+

(n * ~ r i)

*

^ ii

(7)

Lj = 1

which has a Gamma {ri.ri/m). Now, the analysis directly follows the uncensored data case.
For further examples of the traditional methods of analysis, Mann, Schafer and Singpurwalla [24] give a detailed derivation of the methods of analysis when the lifetime distribution
is exponential (Equation (1)) and the acceleration model is assumed to be the Arrhenius or
the Erying model. They also consider non-parametric techniques which will not be discussed
here. Nelson [36] extensively covers the standard methods of analysis for ALTs, as well as
gives practical examples. Viertl [46] also provides an overview of a larger class of statistical
methods that do not seem to be widely used because of practical reasons. He also includes
a discussion on Bayesian methods, which will be discussed in the next section.

1 .1 .2

B a y e s ia n M e th o d s

The goals of the analysis of ALT data involve prediction at the normal operating stress level.
This prediction depends on the prior understanding of the stress-failure relationship. Also,
frequentist methods rely heavily on asymptotics. Large sample sizes can be prohibitively
expensive and/or time consuming. Efficient use of available prior information ran be cost
effective and may reduce the number of units needed for testing. Therefore, Bayesian meth
ods have the potential to be useful and effective in making good decisions in ALTs. In fact,
Bayes rule offers a natural and logical blending of prior or expert knowledge and information
from the data obtained through accelerated testing. Suppose that the lifetime distribution

10
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of a unit is S(t | 0(V)), where d(V) = g(V;/y) represents the acceleration model, and that
Y is the accelerated life test data. Using the Bayesian paradigm, inferences can be drawn
from the posterior distribution,

Ph I Y) oc L h I Y)ph),

(8)

where L{'y | Y ) is the likelihood which is representing the information from the accelerated
test and p(y) represents prior knowledge about the parameters of the lifetime model.
There has not been enough research done in the way of developing Bayesian models
for ALT data. The analysis of ALT data within a Bayesian framework is usually limited
to placing priors on the parameters of the same models used in frequentist methods. The
problem with this type of modeling is that the acceleration model’s parameters may not
have meaningful physical interpretations for the units on test. This makes it difficult to
state what a “prior belief” may be.
In order to obtain an estimate for S(t | V) , Viertl [46] points out that there are several
methods that are available. The first method uses the posterior Bayes estimator of 7 given
by
7 = S y[T in

(9)

where £ 7 ]- | Y] means the expectation is taken with respect to the posterior density
P(7 | Y")-

I V") can then be estimated by S(t \ V) = S(t \ g{V; 7 )) for t > 0. Another

approach is to use
f f ( ^ ) = S y[ f f ( V ; 7 ) i n

11
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(1 0 )

S ( t | V) can then be estimated by S ( t \ V) = S(t \ g(V)) for t > 0. Lastly, the most accurate
method is when the survival function is estimated via S(t; V) = E~y[S(t | g(V ;^)) | Y] for
t >

0.

A non-parametric Bayesian approach proposed by Proschan and Singpurwalla [38] does
not require a distributional assumption or the specification of an acceleration model. There is
a loss of statistical precision because of the non-parametric nature of their model. However,
their methodology diminishes the chance of selecting an incorrect acceleration model.

Let the k stress levels be such that Vi is less severe than K'+i for i = 0 , . . . , k —1 and Vo
is the normal use stress level. Because the severity of the stresses increases, they point out
that it is reasonable to assume that the hazard rates (i.e. X(t)dt = P(t < T < t+ d t | T > t))
also increase, so that for any t > 0 ,

A0 (t) < A 1 ( t ) < . . . < A fc(t).

(1 1 )

Using the accelerated life test data, the goal is to find a Bayes estimate for At-, say A f o r
i=

1, . . . ,

k such that for some 0 < L < oo and all t €. [0, L],

Ai(£) < A2 ( £ ) < . . . < Afc(t).

(1 2 )

St

The notation X < Y denotes the fact that X is stochastically smaller that Y . Proschan and
Singpurwalla [38] use a discretized model for the Af(£)’s to obtain these Bayes estimators.
As an alternative approach to analyzing ALT data, several authors have used Kalman
filter models ([34], [3], [25]) . In particular, Meinhold and Singpurwalla [34] discuss the case
when the lifetime distribution for the ith stress level is Exp ( 1 /A*-) with mean fii = At-, for

12
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i = 1,__ ,k, and the acceleration model is the power law, as seen in Equation (2). They
assume that the stress levels axe Vfc_i < Vk < . . . < V2 < Vi, where Vk+\ is the normal
operating stress level.
Suppose that T n , . - -, Tjni axe the failure times for the z'th stress level, i =

1,...,

k. The

mean time to failure for the ith stress level is given by

(13)

Meinhold and Singpurwalla show that Y* = ln(Tt) has an extreme-value distribution with
variance

tp'(rii)

and mean ln(rii) —ln(A{) + i p ( n i ) , where

ift(-)

and

ift'(-)

axe the

d i ga.m m a.

and

the trigaxnma functions, respectively. They also note that the extreme-value distribution
closely approximates the normal distribution for reasonably large n*. Thus, the observation
equation can be specified in terms of Y{ = Ln(ni) + tpi(rii) —Y* as

Yi = ln(Aj) + Vi,

where

V{

(14)

~ Normal (0, i p' ( ri i) ). The system equations axe motivated by the acceleration

model which they assume is the power law (Equation (2)). By indexing

72

by i, Meinhold

and Singpurwalla propose that the equations axe as follows

ln(Ai) = lntAi-i) -1- 72,1 l n t ^ i )
X

+114

(15)

and
72,1 = 72,Z—1 + Vi,

13
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(16)

where (Ui, Vi)' ~ Normal (0, E) and Ui = Vi ln(l/Vi). The Kalman filter procedure is started
after the initial values of Ao and

72,0

are specified. Meinhold and Singpurwalla [34] provide

a comprehensive discussion of this model.
Mazzuchi and Singpurwalla [25] apply Kalman filter models to several other test sce
narios. In particular, they develop the model for the case when the accelerated life test is
conducted for a finite period and the proportion of survivals is used to obtain the observation
equation. They also discuss the situation of running the accelerated life test at each stress
level for a fixed time period. Here, the observation equation is obtained using order statis
tics. Blackwell and Singpurwalla [3] propose using these models with correlated observation
errors. They develop their ideas for the exponential-power law model (Equation ( 1 ) and
Equation(2)).
Lastly, Mazzuchi and Soyer [26] propose a Bayesian procedure that is based on dynamic
general linear models. Their procedure does not require large numbers of items to be
tested at each accelerated stress level and does accommodate censoring. To illustrate their
approach, they assume that the lifetime distribution is exponential (Equation ( 1 )) and that
the power law (Equation (2)) is the acceleration model. However, the procedure can easily be
extended to other acceleration models such as the Arrhenius model. Moreover, they extend
their approach to the Weibull distribution [27].

1 .1 .3

M a r k o v C h a in M o n te C a r lo M e th o d s

Bayesian analysis often entails integrating over the posterior distribution, as seen in Equation
(8 ), in order to draw inferences about model parameters. This integration may turn out to
be analytically intractable. One of the tools used to perform such integration is the Markov

14
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Chain Monte Carlo method (MCMC) which is essentially Monte Carlo integration using
Markov Chains (see Chapters 3 and 5 in [45] for a review). Algorithms such as MetropolisHastings ([35], [2 1 ]) and the Gibbs sampler ([15], [45]) are popular MCMC methods. Here,
the implementation of the Gibbs algorithm is briefly described. Other related MCMC tools
are very similar to the Gibbs sampler.
Suppose p(0 | Y ) is a joint posterior where 0 = (0 i,. .. ,9d) is a vector of parameters.
The Gibbs sampling algorithm enables us to sample from p(0 | Y ) . Given an initial starting
point of 9 ^ = (#(°\ 0 o ° \. . . , 0 ^ ) , this algorithm iteratively samples from the conditional
posteriors as follows:
from p{ 6 \ | 9^K ■- -, 9d \ Y )

1.

Sample

2.

Sample 9^ ’rl^from p[9 2 |

d.

Sample 0j'+I)from p(9d | ^ i+1), . . . , 0%+V, Y ) .

The vectors 0 ^ ,

9 ^ , . . . . 6 ^ , V)

.., 0 ^ , . . . are a realization of a Markov Chain and are used in the

Monte Carlo integration. It can be shown that the joint distribution of 0 ^ = ( 0 ^ , 0^ , • • •, O4 *)
converges to p{9\,. . . , 6

4

\ Y ) as t -*

00

[45]. Convergence of the distribution can be moni

tored using methods described by Cowles and Carlin [7].
Any integrable function, say g(9), can then be estimated using Monte Carlo integration
as follows
I VI * i £ > ( t f 0 )),
j- 1

15
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(17)

where 0 (i): ■- - ,&(N) are independent samples from p(0 | Y ) . It can be shown that [45]

Nr
X > ( % ) ) ^ / 9(O)p(0 | Y )d0
j=i
In practice, the strong assumption of strict independence of 6 ^ . . . . , 0 ^ may not be needed
(see [45]). The Gibbs sampler is easily implemented using a software package called Bayesian
Inference Using Gibbs Sampling (BUGS), produced by MRC Biostatistics Unit, Institute
of Public Health, Cambridge, UK [44]. BUGS implements the Gibbs sampling algorithm
and allows sampling from the posterior distribution using different priors for the models
parameters. Convergence analysis is performed using CODA, Convergence Diagnosis and
Output Analysis [2], which is a menu-driven set of S-Plus functions.

1 .2

N o n -T r a d itio n a l A c c e le r a t e d L ife T e s t s

The data resulting from ALTs can usually be analyzed using the standard methods dis
cussed in Chapter 1 . However, there are situations where these methods are not applicable.
Examples of such circumstances are discussed below.
T w o S a m p le P roblem :

In a reliability engineering application that was studied by Zimmer and Deely [47], the
comparison of two potential suppliers of a specific unit is required so that the unit with the
smaller failure rate is purchased. Because of the unit’s high reliability, an experiment under
normal operating conditions is not feasible. The comparison of the quality of this unit from
two different suppliers can be ascertained by placing units from both suppliers on test at a
specified accelerated stress level. The failure data from each supplier can then be used to

16
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select the supplier with the smaller failure rate. The analysis entails comparing failure rates
(or the mean times to failure) from two independent ALTs with equal accelerated stress
levels.
P a ire d Sam ples:

Another problem where standard ALT methods are not applicable occurs when the ALT
data is paired. W ith repairable systems, a pair could represent the time to the first failure
of a particular unit and the time to the second failure of the same unit after repair. Here,
an engineer would like to know if the unit is “as good as new”. This requires comparing the
mean time to failure of paired samples. For units which are highly reliable, an accelerating
stress could be applied to ensure failure times

w ith in

a reasonable time interval. Again, the

techniques discussed in the previous section no longer apply here.
L im ited F ailure P op ulation:

As a final example, Meeker and LuValle [33] present a data set on lifetimes of printed
circuit boards tested using relative humidity (RH) as the accelerating stress (see Appendix
B). 72 circuit boards were tested at each of four stress levels, 49.5% RH, 62.8% RH, 75.4%
RH and 82.4% RH. The goal of the study was to investigate the effect of relative humidity
on the time to failure distribution and to predict the reliability of the circuit boards under
the humidity level present in usual operating conditions. On the surface, this appears to be
a standard data set from an ALT. However, a plot of the empirical cumulative distribution
function (ECDF) reveals that certain assumptions may be violated (Figure 1 - 1 ). A standard
life test model assumes that at some point all units will fail (i.e. P( T < +oo) = 1). At
the 49.5% RH, 62.8% RH, the plot plateaus which implies that a fraction of the population
will never fail during their “technological life” or the duration of a unit’s usefulness in the

17
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Figure 1-1 Plot of the ECDF for the Circuit Board Data

field (i.e. P ( T = oo) > 0). Meeker([29], [31]) called such a population a limited failure
population (LFP). Another important aspect of the plot of the ECDF is that at the higher
stress levels, all of the circuit boards fail. This indicates that beyond a certain stress level,
a different acceleration model may need to be assumed. This can make prediction at the
normal operating stress level difficult.
With today’s rapidly advancing technology, manufacturers are being faced with devel
oping new, highly reliable products in short periods of time. Thus, ALTs are being used
more often and for a broad spectrum of products and materials. The standard models are
often not applicable as seen in the above examples. In addition, certain assumptions can
be limiting. The simplified assumption of the lifetime distribution following an exponen
tial distribution is most often not true. Nelson [36] points out that in his experience, the
exponential assumption is only valid 15% of the time. Flexible alternatives, such as the
Weibull distribution, are more useful. Verifying an acceleration model can be difficult if not

18
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impossible. For example, products used in the military and space travel axe subjected to
environments that axe difficult to simulate or may not be known. To handle these situations,
new techniques need to be developed.
Chapters

2

and 3 of this thesis focus on developing models for independent and paired

samples from ALTs. Previous models proposed for bivaxiate accelerated life tests have
assumed a bivaxiate exponential distribution. Here, these ideas axe expanded to a bivaxiate
Weibull distribution. Furthermore, the models can accommodated the situation when the
exact nature of the acceleration model is not known to statisticians. Chapter 4 proposes a
model for accelerated life tests when the data is from a limited failure population. In all
cases, both classical and Bayesian techniques will be considered. Chapter 5 will present
some conclusions and note areas of future research.

19
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C h ap ter 2
C om p arin g T w o In d ep en d en t D a ta S e ts

2 .1

I n tr o d u c tio n

For data obtained from two independent ALTs, a goal of the analysis can be the comparison
of the failure rates (or the mean times to failure). For example, a reliability engineer may
be interested in comparing two potential suppliers of a device so that the device with the
smaller failure rate is purchased. The high reliability of this device may make it impossible
to conduct an experiment under normal use conditions. An ALT performed by both suppliers
at a specified accelerated stress level, V, may produce failure times within a reasonable time
period. The ALT data from each supplier can. then be used to select the supplier with the
smaller failure rate.
Zimmer and Deely [47] discuss such a data set, reproduced in Table 2.1. Each column
represents the failure times from an ALT performed by a supplier. Unlike the traditional
experiments discussed in Chapter 1 , each supplier is only testing devices at one fixed acceler
ated stress level, V. This makes it impossible to estimate the parameters of an acceleration
model and to extrapolate between the accelerated stresses and the usual operating stress.
Instead, the results from the accelerated condition are assumed to be indicative of what
occurs during usual operating conditions. Also, the focus here is on the com parison of two
suppliers rather than the prediction of the lifetime at the normal operating condition.
One approach for analyzing this data is to perform a two sample t-test. However, this

20

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Table 2.1 Failure Times
Supplier

Supplier 2
1.4
5.0

1

1 0 .0
8 .0

5.2
6.3
7.7
5.3
9.6
4.0
9.0
7.0

0 .6

0.5
2.3
6 .0

3.6
1 0 .0

3.0
6.5

method should not be used for data that do not come from n orm a lly distributed populations
unless sample sizes are large. Non-parametric methods, such as the Wilcoxon Rank Sum
test, fail to use ail the information present in the data. They are also not as powerful as a
parametric test. Nelson [36] proposes that the same class of models be fitted independently
to each sample. The pairs of estimates can then be compared by one of three methods:
1.

normal approximate confidence intervals,

2.

likelihood ratio confidence intervals or

3. the likelihood ratio test.
However, all of these methods rely on asymptotic approximations requiring large sample
sizes and ensuring large sample sizes for the ALT experiments can be costly in practice.
Zimmer and Deely [47] approach this problem from a Bayesian perspective. The method
that they propose allows researchers to not only compare the suppliers failure rates but also
to estimate them. Their ALT model, which shall be referred to as the exponential model, is
as follows:
21
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Modeling Assumptions of Zimmer and Deely:

1. The failure time, T, under non-accelerated conditions follows an exponential distribu
tion, which has the pdf:

f ( t | A) = Aexp(—At), A > 0, t > 0.

(1 )

Sv(t) = Su(0 t),

(2 )

2.

where Sv(t) and Su(t) are the survival functions under accelerated testing conditions
and under normal use conditions, respectively. The acceleration parameter, 9, is con
stant over time and is the same for both suppliers.
The parameter 9 represents the effect of the accelerated stress on the unit. Equation
(2 ) indicates that the effect of the accelerated stress is a decreased failure timpvia a scale
change of the lifetime variable. Also, assumptions 1 and

2

imply that Sv(t) = exp[—(A0f)].

Hence, the lifetime distribution under the accelerated condition is Exp (A9). The goal is to
compare and estimate the failure rates, Ai and A2 for suppliers

1

and

2

from the data under

accelerated conditions.
The only data available is from the ALT where units were tested at one fixed stress
level, V. This causes A and 9 to become confounded. They are not identifiable with the
data from a single supplier. To overcome this obstacle, Zimmer and Deely [47] note that
T{ ~ Gamma (nI; 9Xi) for i = 1,2, where T, = Y^jLi Tij is the sum of the failure times
and n,' is the number of items tested for supplier i. They show that the distribution of

22
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

the ratio, T9 /T 1 , is free of the nuisance parameter 6 . Inference is based on the likelihood
for T 2 / T 1 . The comparison of the failure rates is achieved by computing the posterior
probability. P(X\ < c * X2 | data), where 0 < c < 1. This posterior probability can
measure the magnitude of the difference in performances between the selected supplier anH
the competitor. The Bayes estimates of the failure rates axe obtained through the posterior
means, E[X± | data\ and E[Xo | data).
The above procedure assumes that the failure time distribution is exponential, which
has limited use because of its constant failure rate.

A more flexible survival model is

the Weibull distribution which can accommodate increasing, decreasing or constant failure
rates. In this chapter, an extension of Zimmer and Deely’s [47] methods will be explored
using both classical and Bayesian methodology. It will be assumed that the failure time
follows a Weibull distribution. The exponential model of Zimmer and Deely [47] is a special
case of the Weibull model proposed here. This assumption of a Weibull distribution can be
relaxed further by considering a proportional hazards model [8 ]. Inference for this model
will be based on the partial likelihood [8 ]. To demonstrate the proposed methods, the data
set of Zimmer and Deely [47] will be reanalyzed.

2 .2

M o d e l a n d A s s u m p t io n s

The proposed modeling assumptions are as follows:

Weibull Model Assumptions
1.

The failure time, T, under non-accelerated conditions follows a Weibull distribution,

23
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which has the pdf:

f ( t | /3, a) = 0ofit^

1 exp[—(otf)^],

t > 0.

(3)

2.
Sv (t) = Su(&t),

(4)

where Sy(t) and S u(t) are the survival functions under accelerated testing conditions
and under normal use conditions, respectively. The acceleration parameter Q is as
sumed to be constant over time and the same for both suppliers.
3. The shape parameter, 0, is assumed to be the same for both suppliers.
4. The scale parameter, a, may be different for the suppliers.
The interpretation of the acceleration parameter d and Equation (4) are the same as they
are in the exponential model of Zimmer and Deely [47]. The parameter d still represents
the effect of the stress on the device, while Equation (4) indicates that the effect of the
accelerated stress is a decreased failure time via a scale change of the lifetime variable. The
added assumption that the shape parameter,

0

is the same for each supplier is analogous

to the assumption in a two-sample t-test that the underlying scale parameter is the same
for both samples. Lastly, assumptions

1

and 2 now imply that Sv(t) = exp[—{adt)^\. This

is equivalent to saying that the lifetime distribution in the accelerated condition is Weibull
with shape parameter 0 and scale parameter ad, denoted by Weibull (0, ad). The goal is
to compare the survival distributions for supplier

1

and

2

under the accelerated conditions.

The results of the analysis are then assumed to be indicative of the comparative behavior at
24
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the non-accelerated conditions.
The observed data axe from only one accelerated stress. Therefore, the parameters, a
and 6 , axe not identifiable by looking at the data from one supplier. The following notation
is needed to farther this discussion.
Notation

i

index for supplier; i =

ni

number of items tested by supplier i

j

index for items; j =

Tij

failure time of item j for supplier i

1 ,2

1, 2,...,

n* for i =

1 ,2

Ti{\) miny{ty } for i — 1 , 2
ai

scale parameter for supplier i

To overcome the confounding of the parameters, the
for i =

1 ,2,

m in im u m

of the failure times, T^i)

was considered. This statistic was selected since the distribution of the m i n i m u m

of Weibull random variables is again Weibull. Hence, T^i) ~ Weibull (/?, otinf 0 ) for i = 1,2.
In addition, the distribution of the ratio of the failure times, R = T2 (i)/T1(1) is free of 0.
For this model, a closed form for distribution of R can be obtained using a transformation
of variables.
Let (17, V) = /i(T2 (x),Tx(i)) = (T2 (

i

)

. The two-dimensional function h is

invertible, so (T2 (1),T 1(L)) = g{U,V) = (9 l (U, V),g 2 (U, V)) = (UV, V). The joint pdf of
(U, V) is then obtained from the following formula [1]:

f u v { u , v ) = fT ^ lhTHl){gi{u,v),g2 (u,v)) | Jg{u,v) |,
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(5)

where | Jg{u, v) [ is the absolute value of the Jacobian of g given by

Jg(u,v) = det

f adZ9 i{u,v)

a
\
jfcgi{u,v)

K aZ92(u.v)

^ g 2( u , v ) j

For this situation, the joint distribution of (U, V) is as follows

fu ,v {u ,v ) = 0 2 {a\n{9)^{a 2 n^d)l3 up~ lv2^~l exp[—(aq n f 9v)& — (a 2 n^Ouv)^].

(6 )

By integrating out V in Equation (6 ) using the substitution x = V 0 , the pdf of U =
T2 {\)/T1 {i) is given by
M u ) = [l + g t t f f

for “ > ° ’

(7 >

where £ = {a2 T $ ® ) / { a i n \ ^ ) > 0 and 0 > 0. This distribution is free of 9. It is also
a log-logistic distribution which, is a special case of the Burr Type XII distributions. By
performing another transformation of variables, D = —In 17, the logistic distribution with,
location parameter, ln(£), and scale parameter, 1//3, denoted by D ~ logistic (ln(f), 1/0), is
obtained which has the pdf:

r /ji _
m

where

0

/3exp{—/3[d —ln(£)]}

~ p~+ e x p { - A [ d - ln ( f ) ) } p

„
for

_

7

,

oo < d < oo,

(8)

> 0 , and —oo < ln(£) < oo.

The logistic distribution obtained above can also be derived by using moment generating
functions. Instead of using the ratio, T2(1)/T 1(1), the statistic, D = In i? = lnT2(X) - l n T 1(1),
is considered. For i — 1,2, Yi = lnTj(X) follows an extreme value distribution with location
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parameter, ln(fj) = ln(ar£nf 6 ) and scale parameter 5 =

denoted by EV (ln(£i),<5) [36].

The pdf for Y{ is:

f(y) - ( ^ ) e x p ^ — ^ • ) ) e x p [ - e x p ( i' -~ ^ , ) ) ] ,

where —oo < y < oo, <5 > 0 and —oo < In(£t) < oo. By Theorem
D =

¥2

1

and Theorem 2,

—Yi ~ logistic (ln(|^-), j}) with pdf as seen in Equation (8 ) where £ = £2 / 6 .-

Theorem

1

: If E \ ~ EV (£1 , 6) and Eo ~ EV (£2 , 6) , then the difference between the two

independent extreme value random variables, D = E\ — £ 2 , has the moment generating
function:
M d (s ) = exp[s ( £ 2 - Ci)] r ( l - s6) T(1 + sS).

Proof:

M d (s ) = E[exp(s.D)] = E{exp[s(E 2 —Ei)]} = E[exp(sE 2 ) exp(—sEi)]

Since E\ and E 2 are independent,

M d (s ) = E[exp(sE 2 )]E[exp(—sE i)].

E i and E 2 are extreme value random variables. Therefore, the moment generating function
for Ei, i = l , 2 is:
M e ^ s) = E[exp(sEi)] = exp(s& )r(l - 6s).
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Hence,

M d { s ) = M £ 2( s ) M - e 1(s) = exp(sf2) T (1 —Ss) exp(—s£i) T (1 + 6s).

The above equation simplifies to:

M d (s) = exp[s(f 2 - £ 1 )] r(l - s6) T (1 + s6).

T h e o r e m 2: If jE7x —- EV

5) and E 2 ~ EV (£2; <5) , then the difference between the two

extreme value random variables, D — E\ — Eo, follows a logistic distribution with location
parameter

£2

~

£1

and scale parameter 6 .

Proof:

Suppose X ~ logistic (0, 1 ) with probability distribution

fx { x ) = exp(—x)[l + e x p (-x )] - 2

and moment generating function:

M x (t) = T ( l - t ) T ( l + t ) .

So, Z = X 5 4- (£2 —fi) ~ logistic ( (£ 2 —^ 1 ), S) has moment generating function:

M z {s) = E[exp{s [X5 + ( 6 - £1 )]}] = exp[s(f2 - fi)] S[exp(sX<5)]

=

exp[s(f 2 - & )] r ( l - sS) T(1 + sS)
28
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Since D has the same moment generating function, D ~ logistic ((£> —£1 ), 5).

2 .3

A P a r a m e tr ic T e s t fo r E q u a lity o f D is t r ib u t io n s

The equality of the distributions for Ti(i) and l 2 (i) at stress level V can be tested by
considering the hypotheses. H q : ay = ao versus H a : a \
ln(!Z\(i)) where

is the minimum of the failure times for i =

a^. Since D = ln(T 2 (i)) —
1, 2,

the data collapses to

a single value. The only way to test for equality is to compare the observed value of D
calculated from the data to the mean of D under the null hypothesis, which in this case is
zero. This suggests that the test statistic should be

(9)

which simplifies to D * = (3D if n i = n^- Under the null hypothesis, D* ~ logistic (0,1). The
p-value can then be found by calculating,

( 10)

Critical values can also be calculated by

( 11)

where p = P{D* < dp). Hence, the null hypothesis is rejected when |D*| > di_s., where
a is the significance level. It should be noted that the behavior of this test can also be
investigated since the distribution under the alternative hypothesis is known.
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Most often, 13 is unknown and a pooled estimate of /3 will need to be obtained in order
to perform the hypothesis test. The mles for each supplier can be easily calculated using
the Weibull plot option in Minitab. A estimate for /3 could then be the weighted average

B = nift + nzfe.

(12)

nl +

where /% for i =

1 ,2

is the mle for the zth supplier. This estimate, /3, can be used to replace

/? in the test statistic for an approximate test.

2 .4

B a y e s ia n In fe r e n c e

If p = ln(a!2 /a!i), the likelihood for Weibull model can be expressed as

(1

( 3 e x p { - / 3 [ d - p - ^ ln (^ )]}
+ exp{—/3[d - p - % In(^-)]}) 2 '

Inference using the Bayesian paradigm is then based on the posterior distribution

p(p,0 | d) oc L {p ,p | d)*ir{p.!3),

(14)

where 7r(p, /?) is the joint prior for the parameters p and /5. It will be assumed that 7r(p, /3) =
TC\{p) * 7t2(/3). The selection of 7ri(p) and 7r2(/3) will be discussed in the next section.
Comparison of the distributions of 2\(i) and

l) at the stress level V is ascertained by

obtaining the posterior distribution of p, p(p | d), and calculating a

95%

credible region for

p. If this region contains the value zero, then there is no difference in the distributions of
2 \(i)

and To(\) ■
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2 .4 .1

S e le c t in g P r io r s

Several priors for p =

and 0 were considered. The first choice was to put a flat prior

on both parameters. Unfortunately, the resulting posterior distribution was not proper. The
next prior that was considered was Jeffrey’s prior.
R e sult

1

: If D ~ logistic ^p + ^ ln^^z^,

then the information matrix for p + ^ ln ^ ^ -^

and ^ is

/(',+;HsrM)=/32

0
0

(3 +

7T2 )

/9

Proof
Suppose X ~ logistic (p., cr). The information matrix for p. and o [10] is

0
=

(15)

-i
0

(3 + tt2)/9

Hence, the information m atrix for p + ^ ln ^ ^ i^ and ^ is

(16)
0
R e s u lt 2: If I? ~ logistic ^p + ^

^

(3 +

tt2)/9

then Jeffrey’s prior is

3 + 7T2
27 '

7T
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Proof:

The determinant of the information matrix is:

'1 3 + 7T2
det(J) = 0 1 —* -------- - o ] = g ( 3 + **).

Hence, JefErey:s prior is:

(17)

7T

It can be shown that the resulting posterior is again not proper if the prior for /3 is
improper. It appeared that in order to obtain a proper posterior a proper prior for /3 needed
to be selected. To avoid the high influence of a subjective prior on the data analysis, one
would like to choose a prior so that the overall shape of the prior is flat with decreasing tails.
Therefore, the flexible gamma prior for /3, /3 ~ Gamma (77, ip) was considered. For p, any
noninformative prior is appropriate. This led to the selection of p ~ Normal (p, a2) where
p is the mean, cr2 is the variance and is chosen to be very large (i-e. o2 >

2 .4 .2

1 0 0 0 0 ).

M a r k o v C h a in M o n te C a r lo M e th o d s

The joint posterior for this model is very complicated. Therefore, sampling based techniques,
such as the Gibbs Sampler ([15], [45]), were employed to sample from this distribution. Using
the priors /3 ~ Gamma (77, ip) and p ~ Normal (p, o2), the conditional posteriors required to
implement Gibbs sampling axe

L(p,(3 | d) *ivi{p) * 7t2(/3)
fL(p,(3 | d) * TTi(p) * ir2 (/3)dp
32
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0

exp -

0

(d - p) - \ ( V £)

K (1 + exp{—/?[d - p - % ln(^f)]})2

(18)

and
P(fi,0 1d)
p { 0 [ d)

L { p , P \ d ) * * x (p) * tt2 (/3)
f L ( p , 0 \ d ) * 7Ti(p) * ir2 (0 )d0

001 exp[—/3(t? -h d - p - ^ ln( gj-))]
X {1 + exp[-/3 (d - p - % ln (^ ))]} 2 '

(19)

To illustrate how the model can easily be adapted by practitioners, a small p r o g r a m (see
Appendix C) was developed using BUGS. BUGS implements the Gibbs sampling algorithm
and allows sampling from the posterior distribution using different priors for p and 0. To
demonstrate these procedures, the Zimmer and Deely data was analyzed. The output can
be seen in the Examples section.

2 .5

C o x m o d e l a n d th e P a r tia l L ik e lih o o d

The hazard function for the ith supplier for the Weibull model under accelerated conditions
is
hi{t) — (3{ai9)0t& 1 for i = 1,2.

(20)

Therefore, the ratio of the two hazard functions is given by

(21 )

which is free of t {i.e. the ratio of the two hazard functions is constant over time). The
Weibull model, as seen in Equation (20), is actually a special case of a more general class of
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models called the proportioned hazards model or Cox model [8 ]. The Cox model in this two
sample situation does not assume a distributional form for the lifetime distribution, only
that the distribution has a proportional hazards structure (i.e.

is free of t). The basic

model is as follows:
h(t | Z) = ho(t) exp(7 'Z ),

(22)

where ho (t) is an arbitrary baseline hazard rate, 7 is a regression parameter vector

and

Z

is a vector of covaxiates. In order to compare the suppliers, a binary covariate Z can be
defined such that
0

for supplier

1

z =

(23)
1

This implies that h(t

|

for supplier

Z = 0) = ho(t) and h(t j Z =

2

1)

= ho(t) exp( 7 ). Thus, the ratio of

the hazards is

h B . = h(t \ Z = l)
fn(t)

h ( t \ Z = 0)

{ }

which is free of t. Comparing the suppliers can then be accomplished by testing the hypoth
esis Hq :

7

= 0 versus H a :

7

^

0.

Inference is based on the partial likelihood (PL) [9] rather than the full likelihood. The
advantage to this method can be seen by realizing that the PL depends only on
previously proposed hypothesis test and the Bayesian inference are based on

7

. The

for i = 1,2

which is the minimum of the failure times for each supplier. This results in a loss of
information and a loss of power. Therefore, a test based on the partial likelihood statistic
may have more power since it is using more of the information that is present in the data.
The PL is also free of 6 , since the acceleration parameter represents a rescaling of the time

34
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line and the rank statistic is invariant to the time-scale parameter 6 . The partial likelihood
is given as follows:

PL{y) _ n
-» < ■ * )
ito Ejeax) exP(l'z S>

,25)

where D is the set of failures, R(y) is the risk set at time y. yi is the ith failure time. Testing
the hypothesis Hq :

7

=

0

using the PL of Equation (25) can be easily implemented using

the PHREG procedure in SAS or using the coxph command in Splus.

2 .6

E x a m p le s

The data set presented by Zimmer and Deely [47] will be reanalyzed to demonstrate the three
procedures discussed above. For the parametric hypothesis test, D = ln(T2(1)) —ln(Tx(i)) =
—2 .0 7 9 .

Minitab found the mles for /3i and

Equation

(1 2 ) ,

is then D* —

@2

to be 0i — 4 .3 7 1 6 2 and

the values give a pooled estimate for (3 to be 0 =

—5 .9 1 8 7 .

02

2 .8 4 6 9 2 .

The approximate p-value was found to be p =

=

1 -3 2 2 2 2 .

From

The test statistic

.0054.

According to

this procedure, there does appear to be a significant difference in the failure rates for the two
suppliers at a significance level of
and Deely

.0 5 .

This is consistent with the results found by

Zim m e r

[47].

For the Bayesian approach, the Unix version of BUGS was implemented since the Win
dows version does not support the logistic distribution. Table 2.2 contains the posterior
mean, standard deviation, 2.5% percentile and the 97.5% percentile for /3 and p. These esti
mates were obtained by assuming the locally noninformative priors: tti(p) ~
and 7T2 (/3 ) ~ Gamma ( .0 3 ,

.0 3 ).

N o r m a l ( 0 ,1 0 0 )

The interval between the 2.5% percentile and 97.5% per-

35
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Table 2.2 Summary Statistics for /3 and p

0

P

mean
6.622
-1.920

standard deviation
13.75
4.038

2.5% percentile
0.0239
-10.82

97.5% percentile
47.75
8.214

Table 2.3 Results for Cox Model and PL Analysis
Test Statistic Degrees of Freedom p-value
Test
2.745
1
Likelihood Ratio
.0975
2.801
1
.0942
Wald
2.920
1
.0875
Score

centile for p includes zero. This indicates that there is no difference in the failure rates at a
95% posterior probability.
To test the hypothesis Hq :

7

=

0

using the PL, as seen in Equation (25), the PHREG

procedure in SAS was used. This procedure conducts three tests, a likelihood ratio test, the
Wald test and the Efficient score test. The results are in Table 2.3. At a .05 significance level,
there does not appear to be a significant difference in the failure rates. This is consistent
with the results of the Bayesian inference. However, these results differ from the parametric
hypothesis test and

Zim m er

and Deely:s

[47]

results. The inconsistency in the results for the

Bayesian case could be contributed to the fact that this method takes in to consideration the
lack of prior knowledge about the parameters. For the PL method, the proportional hazards
assumption model may not be appropriate. A plot of the Schoenfeld residuals, see Figure
2-1,

was constructed using S-plus. If the proportional hazards assumption is valid the plot

should be a random walk. This is clearly not the case, which indicates that the proportioned
hazards assumption is not valid.
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Beta(t) for supplier
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6.7

7.9

9.5

Time

Figure 2-1 Plot of the Residuals to Check Proportional Hazards Assumption
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C h ap ter 3
P a ired O b servation s from a C o n d itio n a lly
In d ep en d en t W eib u ll D istrib u tio n

3 .1

I n tr o d u c tio n

Experiments resulting in paired data are frequently conducted in medical and engineering
research. For example, Gross and Lam [19] present a data set on the length of timp until
patients achieve relief from headaches (Table 3.1). Each patient receives a standard treat
ment and a new treatment on separate occasions. The time to relief for each treatment is
the recorded response. The goal of this study was to compare the treatments and determine
if there is a difference in the lengths of the relief times. Paired experiments also occur in re
liability studies. With repairable systems, a pair could represent the time to the first failure
of a particular unit and the time to the second failure of the same unit after repair. Here,
an engineer would like to compare the paired failure times and determine if the system is
“as good as new.”
The idea of pairing is also applicable to ALTs. Expanding on the reliability example,
it may be that the test units axe also being exposed to an accelerating stress, say V. The
effect of the accelerating stress on the failure mode may not be of prim ary interest, unlike the
printed circuit board ALT discussed in Chapter 1 [33]. The accelerating stress is only being
applied to induce failures within a reasonable time interval. The focus of the experiment still
hinges on determining if the failure distributions for before and after repair are equivalent
38
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Table 3.1 Times Until Headache Relief (mins)
Patient
1
2
3
4
5
6
7
8
9
10

Treatment
Standard New
8.4
6.9
7.7
6.8
10.3
10.1
9.6
9.4
9.3
8.0
9.1
8.8
9.0
6.1
7.7
7.4
8.1
8.0
5.3
5.1

under nor mal operating conditions. Methods developed to analyze the resulting data would
assume that the comparative behavior of the units under accelerated stress is indicative of
what will occur during normal operating conditions.
Traditionally, data from paired experiments are analyzed by performing a paired t-test.
However, this method should not be used for data that is not normally distributed unless
sample sizes are large. Non-parametric approaches, such as the signed rank test, could be
applied. However, these types of methods do not fully use the information present in the
data and axe less powerful than parametric methods. The inadequacy of these methods to
effectively analyze paired data presents the need for the development of new parametric
methodology.
A popular parametric model for survival data is the exponential distribution. Since this
data is paired, a bivariate exponential distribution needs to used for model development.
This poses a problem since there is no obvious bivariate extension of the exponential distri
bution for correlated data. The univariate exponential distribution is characterized by the
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memoryless property or P ( T > t + s \ T > s ) — P ( T > t) where £, s > 0 . The extension
of this property to the bivariate case is P{T\ > ti + s i, T 2 > t 2 + so | T\ > s \ , T i > s2) =
P(Ti > £i,To > to) for t i , t 2 , s i , S 2 > 0. Block and Basu [4] point out that in order to have
an absolutely continuous bivariate exponential distribution with the memoryless property,
the marginals cannot be assumed to be exponentially distributed. They instead propose an
absolutely continuous bivariate exponential model (ACBVE) where the marginals axe mix
tures or weighted averages of exponential distributions. For the paired variables (Tx,!-?),
their proposed joint density is as follows:

exp(—Ax£x —(A2 + Ax2 )*2 ) if £1 <

£2
,

e x P ( — (^ 1 + ^ 12 )£i ~ ^

2)

( 1)

if £1 > £2

where A = Ax+A2 +Ax2 , and Ax, A2 , Ax2 > 0. Block and Basu [4] demonstrate two derivations
for their bivariate model as well as discuss its properties and inference procedures under their
model.
Gross and Lam [19] extend Block and Basu’s research [4] by proposing a test for the
equality of correlated survival distributions when the joint pdf is the ACBVE. This likelihood
ratio test is based on the distribution of the ratio T2 jT\ and requires that the mles of the
parameters be determined numerically. Gross and Lam [19] also point out that when Ax2 = 0,
the ACBVE corresponds to independent survival distributions with the joint pdf

f ( t i , t 2) = AxA2 exp{—(Ax£x + A 2 £2 )} for £x > 0, £2 > 0,

(2)

where Ax > 0 and A2 > 0. The equality of the independent survival distributions is tested
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using likelihood ratio testing procedures.
The tests proposed by Gross and Lam [19] depend on asymptotic theory. As an alter
native, Cantor and Knapp

[5]

developed an exact parametric test for the equality of m ea n

survival times based on data from a bivariate exponential distribution where a random
pairing parameter is associated with each pair. Their conditional joint pdf for (7\, T2 ), is
expressed as:

f ( t i , t 2 | 9) = AiA2 0 ~2 exp[—0-1 (Axti -F A2 *2 )] fort], > 0, £2 > 0 ,

(3)

where Ai, A2 and 9 > 0. Here, 9 is a value of a random variable © that represents the
susceptibility or the resistability of a unit to failure. The parameter 9 is assumed to be the
same for a given pair but can differ from pair to pair.
In order to test the equality of the two survival distributions, Cantor and Knapp [5]
consider the ratio, R = T2 / T 1 . The random variable R, which no longer depends on the
pairing parameter 9, has the following pdf:

fR(r) = ( 1-J - rj-2 for r > 0 ,

where

77

(4)

= A2 /A 1 > 0. This is the same distribution obtained by Gross and Lam [19] for

the ratio of the survival distributions in the independent case, see Equation (2). However,
Cantor and Knapp [5] develop an exact parametric test for the hypotheses H 0:
Ha:

77

7^ 1

instead of using likelihood ratio testing procedures.
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77

=

1

versus

Cantor and Knapp [5] perform the transformation U = 1 + R to obtain their test statistic

2 n ln [IJ (l + r i)]1/« = 2 1 n [I]> t-)],
z
i

(5)

where Ty = t 2 i / t u is the ratio of the two component survival times. This test statistic has a
chi-squared distribution with 2n degrees of freedom under the null hypothesis. The rejection
region can be obtained by calculating the conventional chi-square critical values.
While Cantor and Knapp’s test is an exact parametric test, it is not label invari
ant because there is no one to one correspondence between 2 n ln [ n z(l + t 2 i/tu)]1^n and
2 n ln [fli(l + t u / t 2 i)]1^n- The test may give different results with the same data set depend
ing upon how the component survival times are labeled. This can be seen by comparing
the results obtained by Cantor and Knapp [5] and those obtained when the test statistic
is instead calculated using the ratio T 1 /T 2 . The authors perform their test on a data set
representing the duration of relief from itching of a skin disease. For each patient, a different
medication is applied to each arm. They calculate their test statistic to be 8 .6 6 . The lower
X2o25,20

9-59 while the upper x?975,2o is 34.17. Thus, they conclude that there is a difference

in mean duration of relief. However if the test is instead performed using the ratio T 1 /T 2 ,
the test statistic is calculated to be 27.57. This value clearly does not fall in the rejection
region indicating that the null hypothesis is not rejected.
Furthermore, Salvia and Bollinger [39] propose three other tests for comparing survival
distributions when Cantor and Knapp’s bivariate exponential model, see Equation (3), is
assumed. The tests axe an F-test, the Neyman-Pearson one tail test and a likelihood ratio
test. The F-test assumes that 9 is fixed and the same for all pairs. This test is not suitable
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Table 3.2 Results Of the Hypothesis Tests)
Procedure
Cantor and Knapp
F-test
Neyman Pearson
Likelihood Ratio Test
Sign Test
Signed Rank Test

Type
Exact
Exact
Asymptotic
Asymptotic
Non-parametric
Non-parametric

Results
Reject H q
Do not reject H q
Reject H q
Do not reject H q
Do not reject H q
Do not reject H q

for this model since Cantor and Knapp:s model (Equation (3)) assumes that 6 can differ
from pair to pair. Both the Neyman-Peaxson test and the likelihood ratio test are based on
asymptotic results which require large sample sizes. Salvia and Bollinger [39] analyze the
same data reported in Cantor and Knapp [5]. They also point out that Cantor an d Knapp [5]
performed a sign test and a signed rank test both of which do not reject the null hypothesis.
The results (Table 3.2) emphasize the difficulty in selecting a test procedure for Cantor and
Knapp’s bivariate exponential distribution, Equation (3). Unfortunately, the authors do not
calculate and compare the powers of these tests.
As an alternative to the classical techniques, Zimmer and Deely propose using Bayesian
methods for the comparison of survival data from the bivariate exponential distribution
as seen in Equation (3). Inference is based on the likelihood for T 2 / T 1 so that there is no
confounding of the parameters. The comparison of the failure rates is achieved by computing
the posterior probability, P ( \ i < c * X2 | data), where 0 < c <

1,

while estim ates of the

failure rates are obtained through the posterior means, E[Ai | data] and E[X2 | data]. The
main advantage of the Bayesian approach is the ability to estimate the failure rate of each
unit. This can not be obtained using classical methods.
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The methodologies proposed above are all based on a bivariate extension of the exponen
tial distribution which can be a restrictive assumption in practice. Here, the more flexible
Weibull distribution (which can accommodate a variety of failure rates) is used for model
development. It will be shown that there is no exact test for the equality of the survival dis
tributions in this situation. Thus, several testing methods will be compared by investigating
the Type I error using a simulation study for various sample sizes and model parameter
values. A Bayesian approach will also be considered, which will allow for the comparison
and estimation of the failure rates of two units. Markov Chain Monte Carlo methods will
be implemented using BUGS for the Bayesian computation. To demonstrate these proce
dures, the data set on the relief times for headaches discussed by Gross

a n d Lam [19]

will

be analyzed using both the classical and the Bayesian procedures.

3 .2

A B iv a r ia te W e ib u ll D is t r ib u t io n

Suppose (Tij.Toj) are the survival times for the jth pair, for j =

1 ,2 ,...

,n and that

an

unobservable random variable ©, with pdf h(9), is associated with each pair. The random
variable © can be interpreted as representing the resistability of an object to failure which
will be the same for each pair but can differ from pair to pair. The pdf, h(9). is unknown but
is assumed to be continuous and positive only for non-negative values of 9. If an accelerating
stress, say V , is also being applied to the units on test, the parameter representing the effect
of the stress will be confounded with the pairing parameter. The effect of the accelerating
stress in this situation is not of interest. It is only being applied to ensure reasonable
failure times. Therefore, the assumption will be made that the conclusions drawn from the
accelerated conditions are indicative of the behavior of the units under
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n o rm a l

operating

conditions. In addition the following assumptions will be made.
Modeling Assumptions:

1. The component survival times, T \ j and

are independent given the random effect

of pairing and accelerated condition Qj.
2.

The distributions of Tfy and T o j given Qj axe

| Qj

~ Weibull (/?, a t-%) ; for i = 1 ,2.

(6)

The dependence of Tfy and Toj is attributed to the random effect Qj. Therefore, the above
assumptions axe equivalent to saying that knowing the unobservable Qj makes the conditional
distributions of T i j and To3 independent.

3 .3

J o in t D is t r ib u t io n

To simplify the notation, the subject index, j . will be suppressed. Assumption 1 and 2
imply that the joint p d f of Ti, T<i, and © can be expressed as the product of the conditional
distributions of T \ , T i and h(Q),

f ( t 2 ,ti,Q | /?,a 1 , 0 :2 ) = 9 w ( h | aiQ,/3)gw(t2 I a2Q,0)h(Q)

(7)

where gw{t j a, 6 ) is the Weibull density as seen in Chapter 2, Equation (3). The joint pdf
of T\ and Ti is then obtained by integrating over Q:

I 0 , a i , a 2) = J g w ( t i | aiQ,P)gw(t2 I a 2Q,(3)h(Q)dQ
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(8)

Through farther integration, the marginal pdf’s of T\ and T2 can be expressed as:

f ( h I 0 , a x) =

J

ex p [-(a i 0 ti)^]/i{9)d9,

(9 )

f ( t 2 I £ , a 2) =

J /3(a29 f 4 - 1e M - ( a 2 0 t 2f]h(e)de

(1 0 )

Aslong as the first two inverse moments of © exist, it is possible to obtain expressions
for the

expected value, the variance and the covariance of T\ and T2 using the pdf’s in

Equation 10 and Equation

11.

They are as follows

£[Tx] = i - r ( i + i )

E[T2\

f±h(d)de

= ± -n i + l ) j l- K o)de

Var[Tx] = ~ 5 ’T (1 + | )

J ±h(9)d9 - [ i - T ( l + ±) f \h{6)d£}2

Var[T2] = -Lr(l +|) J ±h(9)d9 - [ir(l +i) J \h{9)d9)2

Cov[Tl ,T2] = - ^ - ( T ( l

3 .4

+ l))2( J l h ( 0 ) d ^ 2( | L h { 9 ) d 6 - l ) 2

D is tr ib u t io n o f T 2/ T \

In order to develop a test for the hypothesis of equality of the two survival distributions,
the ratio of the failure times, R = T2/T\, will be considered to avoid confounding of the
parameters. It will be shown that the distribution of R is free of 9. For this model, a closed
form for the distribution of R can be obtained using a transformation of variables.
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Let (17, V) = h(T 2 ,Ti) = (T2 / T i, 7 \).

The two-dimensional function h is invertible,

so (Ti.Ti) = g(U,V) = {gi(U,V),g 2 {U.V)) = (17V, V). The joint pdf of (17, V) is then
obtained from the following formula [1 ]:

fu y{u ,v ) = fT 2 ,Ti{gi(u,v),g 2 (u,v)) | Jg(u,v) |,

( 11 )

where | Jg{u. v) | is the absolute value of the Jacobian of g given by
/

a
dZ9\{u,v)

a
\
-^gi(u,v)

\

& $a(“ ,« )

£ g 2( u, v)

Jg{u,v) = det

For this situation, the joint distribution of (17, V ) is as follows

fu ,v(u ,v)

= /32(ai9)J3(a20)0u0

1v 20

xexp[-(ai0v)0 - f a d u v ) 0].

(1 2 )

By integrating out V in Equation (12) using the substitution x = V&, the pdf of U = T2 / T 1
is given by

B(£)0u0~ l

(1 3 )
f o r “

> 0 ’

where £ = 0 .2 / ct\ > 0 and /3 > 0. This is a log-logistic distribution which is a special case of
the Burr Type XII distributions. Furthermore, the logistic distribution is obtained by using
the transformation, D = —In 17 where D has pdf

/3 exp{-/?[d-ln(f)]}
r
r—
a
n
—
I
/■
gM
1 1 2 ' f°r —o o < d <
/ ( “) — [1
rTT-----+ e x p { - 8 [ d - ln (£ )]} ]2

0 0

,
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(14)

(3 > 0 and —oo < ln(£) < oo.
The logistic distribution obtained above can also be derived using the methodology of
Chapter 2. Instead of using the ratio T ijT \. the statistic, D = In I? = lnT 2 — InTi, is
considered. For i = 1 ,2, Yi = lnT* ~ EV (ln(£i), 6) where & = a t-0 and 6 = ^ [36]. The p d f
for Yi is as follows:

^ exp[—exp

f{Vi) = ( J ) exp(

yi - In(fr)
5

(15)

where —oo < yi < oo, 5 > 0 and —oo < ln(£i) < oo. Since D is the difference between
two extreme value random variables, Theorem

1

and Theorem 2 in Chapter 2 imply that

D ~ logistic ( ln(£), ^ J where the density of D is (14) and £ = £2 / 6 .- Next, a parametric
method for testing the equality of distributions will be developed for cases when /? is known
or

u n k n ow n.

3 .5

A T e s t fo r E q u a lit y o f D is tr ib u t io n s

3 .5 .1

C a s e 1: /? I s K n o w n

Testing the equality of the distributions of T\ and T2 is equivalent to testing if the mean
for the distribution of D = ln(T 2 /T i) is equal to zero.
Hq

:

ax —

Therefore, the null hypothesis

a 2 implies that D ~ logistic (0, ^). The similarity between the logistic and

normal distributions suggests the test statistic,

( 16 )
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where a o is the population standard deviation of D \ , . . . , Dn and cr£j = ir/(y/3/3). Thus, M
follows the distribution of the standardized mean of a sample of size n from logistic (0 , j}).
Goel [18] derived the cumulative distribution function of the standardized mean of samples
from a logistic population by applying the Laplace transformation inversion method for
convolutions of Polya type functions. In addition, he calculated tables for the cdf for various
values of n. George and Mudholkar [16] obtained an expression for the distribution of a
convolution of independent and identically distributed logistic random variables by directly
inverting the characteristic function. Both formulas contain a term (1 —exp(x))_fc for k =
1

W hen n is large, there is a precision problem for the computation at the values of

x near zero.
The distribution can also be approximated using a normal distribution, the student
t distribution, the Edgeworth series expansion or Comish-Fisher series expansion ([16],
[20]). In particular, Gupta and Han [20] discussed approximating the distribution by the
Edgeworth series expansion correct to order n ~u/2, v = 4,6,8. The critical values for the
rejection region using the Edgeworth series expansion to order n~z can be approximated
with the following expansion of Fn (z):

F „ ( z , * = 6) = 4>(z) - i ( z ) { [ ( l ) ( g ) ^ 3 ( z ) ] n - >

, r, 1 ,,432. „ . ,
2 1 0 ,,4 8 ,,6 ,
8 l ~5—) 7(Z) + ^ToT T
5

^

+(l ? )(l )3jffu(z)]n_3}+0(n_i)’
49

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

(17)

where <f>{z) and $(z) axe the standard normal pdf and cdf respectively and Hj{z):s are
the Herxnite polynomials of degree j, which are orthogonal and can be obtained using the
following recursion formula:

Hj{z) = x H j- i(z ) - (j -

1 ) H j - 2( z ) J

=

1, 2 ,3,...

(18)

The first thirty Hermite polynomials are given in Table H I in Draper and Tierney [12].
Gupta and Han [20] compared this approximation as well as approximations by the
standard normal and the standardized Student’s t to the exact distribution given in Goel [18].
This was accomplished by calculating the approximations of the cdf for different values and
subtracting the results from the exact values obtained by Goel [18]. They showed that the
approximation using the Edgeworth series expansion correct to order n - 3 is superior to the
other two with a maximum error of about 0.0001. Thus, the distribution seen in Equation
(16) can be well approximated and critical values for a hypothesis test can be found.

3 .5 .2

C a se 2: /3 Is N o t K n o w n

When /3 is unknown, one might consider the test statistic for the null hypothesis Hq : a\ = Q-2

K =

where

sq

(19)

is the estimated standard deviation of D \ , . . . , Dn . The null distribution of this

test statistic is very complicated, making it necessary to approximate it. If the data were
normal, the test statistic’s null distribution would be the t-distribution. The test would then
be the t-test. Arnold [1] points out that the t-test is asymptotically insensitive to the normal
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assumption. The logistic distribution is well behaved in the sense that it is sim ilar to the
normal distribution except that it has heavier tails. For these well behaved distributions,
the central limit theorem usually becomes valid for relatively small sample sizes, so using a
t distribution to approximate the null distribution of K should be adequate.
The parametric bootstrap method is an alternative method for testing

H q : 0 :1 = 0 2

when (3 is unknown. Implementation of this algorithm requires the estimation of (3. A
simple estimate of (3, P, can be obtained by calculating

where sp is the sample standard deviation of the D \ , . . . , Dn. Theparam etric bootstrap
method is then implemented by

p erfo r m in g

1.

Initialize m (i.e. let m =

2.

Draw D {, . . . , Z)’ from logistic (0, i ) .

the following steps:

0 ).

3. Calculate the mean of D {,. . . , D* , denoted by D*.
4. Compare D* to p, the sample mean of Z>i,. . . ,Z)n (i.e. | D *|> | p [) .
5. If the step 3 is true, then m = m + l.
6.

Repeat steps

1

through 4 B times.

Once this has been repeated B times, a p-value can be found by calculating p = m / B where
m is the number of times a more severe value than the p is observed.
The alternative estimate for /? is the mle for P, (3. This requires implementing a n iterative
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method such as Newton-Raphson. For this estimate of /?, the parametric bootstrap method
is implemented by performing the following steps:
1. Initialize m (i.e. let m — 0).
2.

Drawing £>*,..., D* from logistic (0 , A).

3. Calculate the mle for the mean, denoted by p*.
4. Compare p* to p (i.e. | A* [>| p |), where p is the mle for the mean using the observed
data .
5. If step 3 is true, then m = m + l.
6.

Repeat steps

1

through 4 B times

Once this has been repeated B times, a p-value can be found by calculating p = m / B where
m is the number of times a more severe value than p is observed.
To develop a final method for comparing the survival distributions, the large sample dis
tribution of the maximum likelihood estimates of the parameters for the logistic distribution
was considered. Let D l~ logistic (p, a) where p = ln(a 2 /a:i) and a = 1//3. The large
sample distribution for the mles of p and a is

(

A

\

\
-i

apZ 0X Normal

(21 )

n
\ a i

/

where I(p, a) is the Fisher’s Information matrix as seen in Chapter 2, Equation (12). The
testing of the equality of the distributions of T\ and T2 can then be conducted by testing
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Hq:

h

where

= 0 versus Ha : p # 0. The test statistic is given by

is the asymptotic standard deviation of p. The null distribution of H is approx

imately standard normal so p-values and critical values can easily be obtained. Next, the
behavior of these tests will be compared to other parametric tests by investigating Type I
error rates in a simulation study.

3 .6

S im u lation . S t u d y

A simulation study of the Type I error was performed comparing the t-test, the

p a r a m e tr ic

bootstrap with (3 (Bootstrap 1), the parametric bootstrap with (3 (Bootstrap 2) and the
test based on the asymptotic distribution of the mle. In all cases, the significance level a
was fixed at .05000 while the number of samples, n, and the scale parameter were varied.
Here, n = 10,20, and 30 and (3 = .01, .1, .5 , 1 ,2,10, and 100. For the parametric bootstrap
methods, B = 2000 iterations were performed. The results of the 10,000 simulations can be
found in Table 3.3, 3.4 and 3.5. All of the tests were rejecting more than they should except
for several of the t-tests when n = 30. The Type I error also appears to be invariant over /3
since there does not seem to be any apparent trends across values of (3. Overall, the t-test’s
observed Type I error was consistently lower than the other tests and was approximately .05
for all cases. Thus, this simulation study indicates that the t-test is superior to the other
tests I considered here for the case when (3 is

unknow n.
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Table 3.3 Observed Type I E rror Rates For Sample Size 10
Method
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic

0
.0 1 0 0
.0 1 0 0
.0 1 0 0
.0 1 0 0
.1 0 0 0
.1 0 0 0
.1 0 0 0
.1 0 0 0

.5000
.5000
.5000
.5000
1 .0 0 0
1 .0 0 0
1 .0 0 0
1 .0 0 0
2 .0 0 0
2 .0 0 0
2 .0 0 0
2 .0 0 0
1 0 .0 0
1 0 .0 0
1 0 .0 0
1 0 .0 0
1 0 0 .0
1 0 0 .0
1 0 0 .0
1 0 0 .0

Observed Type-1 Error
.0579
.0897
.0867
.0951
.0562
.0922
.0848
.0939
.0620
.0977
.0932
.0882
.0587
.0913
.0851
.0934
.0577
.0924
.0883
.0897
.0551
.0917
.0845
.0898
.0599
.0946
.0900
.0891
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Table 3.4 Observed Type I Error Rates For Sample Size 20
Method
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic

(3
.0 1 0 0
.0 1 0 0
.0 1 0 0
-0 1 0 0
.1 0 0 0
.1 0 0 0
.1 0 0 0
.1 0 0 0

.5000
.5000
.5000
.5000
1 .0 0 0
1 .0 0 0
1 .0 0 0
1 .0 0 0
2 .0 0 0
2 .0 0 0
2 .0 0 0
2 .0 0 0
1 0 .0 0
1 0 .0 0
1 0 .0 0
1 0 .0 0
1 0 0 .0
1 0 0 .0
1 0 0 .0
1 0 0 .0

Observed Type- 1 Error
.0505
.0653
.0610
.0710
.0534
.0695
.0671
.0694
.0525
.0663
.0665
.0704
.0533
.0687
.0677
.0669
.0539
.0700
.0657
.0662
.0527
.0678
.0663
.0699
.0511
.0664
.0622
.0711
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Table 3.5 Observed Type I Error Rates For Sample Size 30
Method
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic
t-test
Bootstrap 1
Bootstrap 2
Asymptotic

0
.0 1 0 0
.0 1 0 0
.0 1 0 0
.0 1 0 0
.1 0 0 0
.1 0 0 0
.1 0 0 0
.1 0 0 0

.5000
.5000
.5000
.5000
1 .0 0 0
1 .0 0 0
1 .0 0 0
1 .0 0 0
2 .0 0 0
2 .0 0 0
2 .0 0 0
2 .0 0 0
1 0 .0 0
1 0 .0 0
1 0 .0 0
1 0 .0 0
1 0 0 .0
1 0 0 .0
1 0 0 .0
1 0 0 .0

Observed Type-1 Error
.0572
.0667
.0650
.0640
.0501
.0593
.0598
.0606
.0516
.0605
.0609
.0645
.0472
.0557
.0532
.0622
.0508
.0596
.0600
.0586
.0554
.0658
.0643
.0649
.0470
.0566
.0573
.0634
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3 .7

B a y e s ia n In fe r en ce

As with the methods developed above, comparison of the survival distributions of T\ and
T2 at the accelerated condition is accomplished through determining if au = ao. This is
ascertained by calculating the posterior probability, P{oc\ < c* a 2 I data) where 0 < c < 1.
However, the real incentive for using Bayesian methods is the capability cf
and a 2 - Estimates for on and

0£2

e s tim a tin g

a\

can not be obtained using classical methods because of the

confounding of the parameters. These estimates are obtained by computing the posterior
means, E[a\ \ data) and E[a 2 \ data).
Let ln(Q2 /o:i) = ln(a 2 ) —ln(o:i) = a 2 —ax- Then, D j ~ logistic (0 2 — a 1 ,
1 , . . . , 72.

for j =

Therefore, the likelihood for this model is

Lia2 -

|

4

, . . . « .) = g [ h
% ~ (,° 2 ~ ai)|, \ 12'
/ =i [1 + exp{-0[dj - (o2 - a i )]} ]2

(23)

Following the Bayesian paradigm, inference is based on the posterior distribution,

P(o-ua2, 0 \ d u . . . d n)cc L{a2 - a u (3 | di,...dn) * ■nr(a1,a2,/3),

(24)

where 7r(ai, a2, (3) is the joint prior for the parameters ax, a2 and 0. It will be assumed that
7r(ai,

a2, 0) = 7Tx(ax) *7r2(a2) *^z{0)- Since a published data set is being used for illustrative

purposes, prior information is not available. Therefore, locally noninformative priors are
being used. Here, the gamma density for

tt3(0)

and the normal densities for 7rx(ax) and

^ 2 (0 2 ) are chosen due to their flexibility in representing a wide variety of prior beliefs.
The joint posterior distribution for this model is very complicated. In order to sample
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from this distribution, sampling based techniques, such as the Gibbs sampler ([15], [45]) were
employed. Using priors ^ ( a i ) ~ Normal (pi,crf), 7r2 (a2) ~ Normal(1*2 , 0 %) and 7t 3 (/5 ) ~
Gamma {ip, r), the conditional posteriors required to implement the Gibbs sampler are

/

I

a 1

1\

P(a i I 0 2 , Pidu . . . d n) =

_

Pip'll ^ 2, 0 [ dj, - • • dn)
— 7---- -jt-j

t t p{a2, 0 \ d i 1. . . d n)

-Q i,/3 I di , . . . dn) * ^ ( 0 1 ) * 7T2 (a2) *tt 3 (/3)
/ I - ( o 2 - a i , ( 3 [ d i , . . . d n ) * tti (oj) * 7r2 (a2) * 7r3 (/3)dai
£ > (0 2

tx

(25)

j
\
®2 ,——-----0 | d \ . . . .—
dn)—
p{a 2 |1 a„ i , pa, dj i i , . . .dn)
= Piah
— ---p{au 0 I d iT -.dn)

_

k

Ir(Q 2 —ai,f3 | d i , . . . d n) * 7 T x (a i) * 7 r2 ( a 2 ) * 7t3 (/3)
f L(a2 - a i , j 3 | di,...dn) * 7Ti(ai) * ir2{a2) *7rz{0)da2

_ (a2 ~ 01)1 ~ K

^

)

2>-

(26)

and
p(/3 | a i , a 2, d i , . .. dn) ~ Gamma f n + ip — 1 , ^ [ d y —(a 2 —ai)] —r J .
V
i=i
'

(27)

To illustrate how the model can be easily adapted by practitioners, a small program was
developed using BUGS, see Appendix D. With this software, it is possible to sample from the
posterior distributions using a normal prior for ai and a 2 and a gamma prior for 0. BUGS
also allows for the computation of the posterior densities of the functions of the parameters.
This enables the user to estimate the posterior means of au = exp(ai) and q 2 = exp(a2).
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In addition, the posterior probability. P ( a i >

0:2

| data), is calculated using a step function

which takes on the value 1 if a\ —a.i > 0 and zero otherwise. The posterior mean of the step
function is simply the proportion of iterations for which ax —0:2 > 0 (i. e.P(a 1 > a.<i | data)).
This program will be used to analyze a data set in the next section.

3 .8

E x a m p le o f th e P r o c e d u r e

To demonstrate the procedures proposed above, the data set that appeared in Gross and
Lam [19], see Table 3.1, will be analyzed. The data describes the length of time required
for patients with headaches to achieve relief. Each patient receives a standard treatment
and a new treatment on separate occasions. Here, the data has not been subjected to an
accelerated stress level. The goal of the study is to determine if there is a difference in the
mean relief times of the two treatments.
Since (3 is unknown, a t-test was performed. This results in an approximate p-value of
0-0319, which implies that for a = .05, the null hypothesis is rejected. There does appear
to be a difference in the mean relief times of the treatments.
For the Bayesian analysis, the Unix version of BUGS was used since the Windows
version does not support the Logistic distribution. Table 3.6 contains the posterior mean,
standard deviation, 2.5% percentile and the 97.5% percentile for the posteriors of ax, 0 :2 ,
/? and p. These estimates were obtained by assuming the locally noninformative priors:
7ri(ax)

~ N orm al(0,100), ^ 2 (0 2 ) ~ N orm al(0,100) and irz(fi) ~ Gamma (.03, .03).
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Table 3.6 Summary Statistics for au, <2 2 , /? and p

<*1

p
p

mean
317.2
292.2
14.71
-.08263

standard deviation
618.2
569.7
4.157
.04126

2.5% percentile
.3623
.3322
7.548
-.1686

97.5% percentile
2116.0
1945.0
23.77
-.005675

The interval between the 2.5% percentile and 97.5% percentile for the posterior of p = ao —a\
does not include zero. This indicates that there is a difference in the mean relief time for the
headache data at a 95% posterior probability. In addition, P ( a 1 >

0:2

| data) was estimated

to be .9815.
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C hapter 4
M od elin g D ata from a L im ited Failure P op u la tio n

4 .1

I n tr o d u c tio n

Many types of devices (such as integrated circuits) that are operated at normal use conditions
can be at risk of failure because of inherent manufacturing faults (called latent risk factors).
After production, units that axe obviously defective axe removed from the production lot via
inspection or burn in, but a small proportion of undetected defective units, p, may remain.
Under normal operating conditions, these units fail over time according to a time to failure
distribution F(t). For the non-defective units, the probability that they fail under normal
conditions during their “technological lifetime” is essentially zero. Meeker ([29], [31]) called
this type of population a limited, failure population (LFP). To model this behavior, Meeker
([29], [31]) suggests using a mixture distribution, where a random unit from an LFP has
the cumulative distribution function (cdf), P ( T < t) = G(t | p) = pF(t). Notice that as
t —> oo, the cdf Git | p) approaches p. For a reliability engineer whose product follows such
a model, knowledge of the parameter p and the time-to-failure distribution is im portant for
evaluating the manufacturing process (quality control) and the design of the product [29].
Meeker [29] points out that inference from a life test on a LFP is difficult. Some defective
units may not fail by the end of the test. These defective units can not be physically
distinguished from non-defective units (which will never fail), making it difficult to estimate
p. In addition, life tests also need to be run long enough so that at least a certain proportion
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of the defective units fail. Otherwise, p may become confounded with the parameters of the
distribution F(t). In this situation, ALTs can be very useful in order to draw inferences
on the proportion of defective parts and the lifetime distribution under

n o rm al

operating

conditions. The accelerated conditions can ensure that most of the defective units will fail
without having to conduct lengthy life tests. In the literature, much has been done in the
way of developing methodology for life tests but there has been little research in applying
ALTs to the LFP.
Meeker and LuValle [33] applied their LFP model to an ALT data set. This data set
is the result of a humidity-accelerated life test on printed circuit boards (see Appendix B).
They noted that traditional approaches of analysis such as fitting Weibull distribution and
other lifetime models do not accurately predict the time-to-failure distribution of circuit
boards operating at normal conditions. Lifetime models, such as the Weibull, assume that
P (T < + 0 0 ) = 1 . However, a significant fraction of circuit boards under a normal humidity
(stress) level remain virtually failure free during their technological life (i.e. P ( T =
It was shown in Chapter

1

00)

> 0).

that a plot of the observations versus the ECDF (Figurel-1)

supports the assumption that P ( T =

00)

> 0. Meeker and LuValle [33] fit the following

LFP regression model to the first three relative humidity levels of the printed circuit board
data
FT {t\f 3Z ,ff,f3Z,0 p1, a ) = p ( x ) $

'log ( t ) - f i ( x ) '

( 1)

where x denotes the relative humidity level,

p(x) =

+

£1

logit(s/ 1 0 0 ),
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(2 )

logit (p(x)) =

4 - /3flogit(:r/100),

(3)

and $ is the cdf for the standard smallest extreme distribution. Since Meeker and LuValle [33] felt that there was no physical basis for this model, they also proposed an ALT
model based on the chemical kinetic models of the failure process. This model is very spe
cific to their example and can not be generalized to any other limited failure population.
Their statistical kinetic regression model is as follows

■-

~ e x p t-C * ! + fc2)t]}_1 — 1] + 6-

where $ is the standard smallest extreme value (or

n o r m a l)

(4)

cdf,

fci = exp[/3ol + /3* 1 logit {x /100)]

(5)

k2 = exp[/?Q2 4- /3f2 logit(rr/100)].

(6 )

and

The model does capture the leveling off of the EC D F’s at the lower relative humidity levels
and does provide a slightly better fit than the LFP regression model (see Equation (1)).
However, the model does not fit the early failures at all. At the 75.4% relative humidity
level, they point out that the results are essentially the same as one would obtain fitting a
Weibull distribution to the data.
In this chapter, a new model is presented for a LFP which investigates how the number
of latent risk factors and the times at which they become fatal are dependent on the stress
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level. Both Bayesian and classical methods of analysis are developed for this model. It is
shown that the Bayesian approach can be very useful since an engineer will have expert
knowledge of the manufacturing process. Therefore, it is possible to find a useful prior for
the relationship between the expected number of latent risk factors under the

n o rm a l

stress

level and also under accelerated stress levels. Proper use of such prior information can reduce
the cost of ALT without sacrificing the level of accuracy in prediction by avoiding testing
too many units. For illustrative purposes, the data set given in Meeker and LuValle [33]
(see Appendix B) is analyzed and will be described in the next section.

4 .2

A L T o n P r in te d -C ir c u it-B o a r d s

For this experiment, there were 72 circuit boards tested at each of four stress levels, 49.5%
RH, 62.8% RH, 75.4% RH and 82.4% RH. Meeker and LuValle [33] noted that due to
problems with the test equipment, there were several circuit boards that did not yield useful
information. Therefore, the resulting data set consisted of 70 boards at the stress levels of
49.5% RH, 75.4% RH and 82.4% RH and

68

boards at the 62.8% RH level. The boards were

monitored periodically for failures, so the data is interval censored. Meeker and LuValle [33]
used the midpoint of the interval to represent the time to failure for a unit that failed in that
interval, as suggested by Nelson [36]. This representation will also be used in this thesis.
There were also several circuit boards that did not fail, resulting in right-censored data. In
particular, there were 48 censored observations at 4,078 hours in the 49.5% RH and

11

at

3,067 hours at the 62.8% RH. All of the circuit boards failed at 75.4% RH and 82.4% RH.
Furthermore, the original data set was rescaled for the analysis so that the failure time of a
printed circuit board is reported in weeks.
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The experiment was designed to study a specific failure mode, the formation of conductive
anodic filaments (salt bridges) between the copper plated-through holes (CPTH) in the
printed circuit boards. Due to deficiencies during the manufacturing process, chlorine salts
remain in the circuit boaxds. With the presence of moisture, heat, electrical charge and
salt, anions axe created which react with copper ions to produce copper compounds. These
copper compounds precipitate from solution and form conductive filaments that grow from
the positively charged CPTH towaxds the negatively charged CPTH. These failure causing
conductive filaments (salt bridges) can be thought of as the latent risk factors. The number
of potentially fatal conductive filaments depends upon (among other factors) the relative
humidity level (or stress level).
A proper ALT model should be able to identify the effects of the different stress levels
on the latent risks and the times at which they become fatal. The circuit board data is an
adequate example of an ALT data set that involves failures caused by latent risk factors
(often manufacturing faults). The model proposed here can be useful when dealing with an
ALT involving products with an

u n k n ow n

number of potentially fatal manufacturing faults.

In practice, a statistician involved in the manufacturing process would expect to have useful
prior information on the nature and extent of these two types of effects of accelerated stress
level on the failure process.

4 .3

M odel

Let rih denote the number of circuit boaxds tested at the hth relative humidity level,
h = 1,2,3,4, and Mih. be the number of potentially fatal unobservable salt bridges (latent
risk factors) on the ith circuit board at the h th relative humidity level, where i =

65

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

1, ...,

n^.

In addition, let Xijh represent the time when the /th salt bridge (latent risk factor) on the
2th
2

circuit board at the h th relative humidity level becomes fatal, where j = 1 , . . . ,

and

= 1 . . . . .n/t . It is assumed that P ( X ijh < +oo) = 1. Thus, Tift = min{Xjift,. . . , X{Mihh}

is the observable time to failure of the 2th circuit board at the hth relative humidity level.
It should be noted that when JVft-ft = 0, Tift = oo. This indicates that it is possible that some
of the circuit boards may never fail. In addition, the following assumptions will be made
about the distributions for Xijh and Mi*.

A s su mptions
1.

X ^ h are independent and identically distributed with continuous cdf
1,.. ., Mih,

2

for j =

= 1 , . . . , rift and h = 1,2,3,4.

2. Fj* is a proper cdf (i.e. As t —J- oo, T£(f) = 1).
3.

are iid Poisson with parameter 0/, for i = 1 , . . . , nh and h =

1 ,2,3,4.

As noted above, one of the properties of this model is that a proportion of the circuit
boards will not fail. This is reflected in the survival function of Tift.

Model

For h = 1,2,3,4,
S(t) = P(Tik > t ) = exp(—0 ftFft*(t)).

(7)

It is easily seen that limi_>.oo S(t) = exp(—0ft). The quantity exp(—0ft) represents the
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proportion of circuit boards that will not fail (risk free proportion) at the hth relative
humidity level. The hazard function for this model is

A(t | h) = ehrh{t)

(8)

which has the proportional hazards structure. In order to accommodate right censoring,
it is necessary to present the following notation. For each relative humidity level h, let
Vh

= (2
/ 1/1, - - • , 2
/nfc/i)

and 5h =

(^1A,

. . . , 8nhfl) where

2i/i

if Tih < C/i

Ch

if Ti h > c h

Vih =

Ch is the censoring time for the

hth. relative humidity level, and
1 if Tih = Yih
8ih —
0

otherwise

Hence for h = 1 ,2,3,4, the likelihood for Qh and FT is

"ft
L{9h,Fh I 2/&A)

(y^)]}1_<J,7L{Qhfh(Vih) exp[-8hFh {Vih)]}5ih -

(9)

i= l

4 .3 .1

M odel 1

Assuming that

follows am exponential distribution with parameter A*, for h = 1,2,3,4,

the likelihood for this model is given by
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nh
L { 9 h , Xh

I yh, Sh) oc 0*hX*k e x p { - X h

Tt-h.

Vi^ih ~

~ exP(~Ahyih)]},

9h

i=l

(10)

i=l

where dh = 52"=< Syt. Under the Bayesian paradigm, inferences should be based on the
posterior
p { 9 h,

Ah

| yh,

Sh) oc L ( 0 h , Xh

| y h , Sh ) * A dh, Xh )

where 7r(0h, Xh) is the joint prior for the parameters
for

7r(9h, Xh)

and it is further assumed that

9h

(11)

and Ah- Here, proper priors axe used

ir(9h, Xh) = TTi(Oh) * ^ ( A / i )

The joint posterior distribution for this model is very complicated. Hence, sampling
based methods, such as the Gibbs sampler ([15], [45]), to sample from the joint distribution
are employed. Using priors Tri(Oh) ~ Gamma (ah, bh) and 7r2 (Ah) ~ Gamma (uh,Vh), the
conditional posteriors required for implementing the Gibbs algorithm axe as follows.

nh

p(9h I Ah, yh, Sh) ~ Gamma (dh + ah, bh + ^ [ 1 - exp(-Ahyih)])
i=l

(12)

and

p(Ah I 9h, yh, Sh) oc A ^+U,l_1 exp[-Ah(uh + '50,yihSih) +
i=i

9 h X ! exP(-A/iyt/i)j

-

(13)

i=i

Sampling Oh from p(0h | Ah,yh,Sh) is straight forward. It is obviously more difficult to
sample from p{Xh | 0h,yh,Sh)- Alternative algorithms can be implemented such as impor
tance sampling [45] or the adaptive rejection algorithm of [17] provided the density and
vri (Oh) is log-concave.
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Since a published data set is being used for illustrative purposes, it is not possible to
obtain information on the manufacturing process. Hence, priors that are locally noninformative have to be used. More specifically, gamma densities for ni(dh) and

h) are used

because they are flexible enough to represent a wide variety of prior beliefs.
The analysis of this data set can be viewed only as a demonstration of the proposed
methodology. In practical applications, a statistician with access to the manufacturing site
can develop a realistic informative prior for dh using his/her prior

in fo r m a tio n

on the ex

pected number of manufacturing faults in any unit. One method for obtaining an informative
prior is by using failure mode analyses such as optical and scanning electron microscopy and
x-ray-dispersive spectroscopy on a failed unit. If a circuit board is partitioned into sections
of equal width, the number of conductive filaments present in a single section of a failed
unit can be counted using failure mode analyses. By multiplying the number of conductive
filaments in a partition by the number of partitions, an estimate for the expected number of
latent risk factors is obtained. Similarly, any prior knowledge on the incubation distribu
tion of each of these faults can be used to model a prior for Xh- Moreover, the parameters
Ah and dh have useful physical interpretations for manufacturers and reliability engineers
which enable them to develop priors on them. Another alternative is to use automatic prior
elicitation using stage-o data [6 ].
A small program was developed using BUGS. The main reason for using a BUGS pro
gram is to demonstrate how easily these methods can be adapted by practitioners in industry
for similar problems using existing software packages. With this software package, it is pos
sible to sample from the posterior distributions using the gamma priors for Ah and dh,
h

= 1 ,2 ,3 ,4 .
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The BUGS program that was implemented is a simple variation of an example found in
the examples manual of BUGS [44]. The example is concerned with the Bayesian inference
of the Cox’s model with the intensity function

Ii(t) = Yi{t)X 0 {t) exp(/3'zi),

where Yi is the observed process talcing the value of

1

or

(14)

0

according to whether or not

object i is observed at time t and Ao(t) exp(0'zi) is the familiar Cox regression model. Here,
the baseline hazard function is

Ao(*) = flfcAfcexpt-Afci).

Each relative

hu m id it y

(15)

level was fit separately, since they were assumed to be independent

(see Appendix E for the program at the 49.4%RH).
Table 4.1 and Table 4.2 contain the results of the implementation of the BUGS program
for the printed circuit board data. The posterior means, standard deviations, 2.5% percentile
and the 97.5% percentile for Ah and Oh are reported for each relative humidity level. The
values for Oh. increase as the relative humidity level increases implying that on average there
are more active salt bridges at the higher relative humidity levels. The values of Ah are also
decreasing implying that on average the time until one of the salt bridges becomes fatal is
increasing. This was not an expected result. Upon further discussion, it was realized that
the parameter space isrestricted so that
A3 <

A4 <

0 0 . A modelwith

0

< Oi < 0 %<

0

$ <

< oo and 0 < A], < A2 <

a restricted parameter space can be analyzed
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using Bayesian

RH
49.5%
62.8%
75.4%
82.4%

RH
49.5%
62.8%
75.4%
82.4%

Table 4.1 Summary Statistics for
7T 2 (A fc)
eh SD(0ft)
G(2,27) 0.623
0.199
G(4,8)
0.476
G(25,10) G(2,27) 2.441
G(2,27) 40.18
G(10,2)
14.10
G(2,27)
75.87
17.14
G(21,.25)

6
2.5%
0.316
1.605
18.94
45.18

Table 4.2 Summary Statistics for
SD ( Xh)
A/,
^(Afc)
0.017
G(2,27) 0.041
G(4,8)
0.003
G(25,10) G(2,27) 0.013
G(10,2)
G(2,27) 0.002 5.8E-4
G(21,.25) G(2,27) 0.001 3.4E-4

A
2.5%
0.017
0.008
7.0E-4
7.5E-4

97.5%
1.092
3.47
73.74
112.9

97.5%
0.08
0.02
0.003
0.002

methods. However, the implementation of a program that will handle this situation is quite
complicated. The general idea behind the implementation of such a program would be to
run BUGS in conjunction with a Rejection/Acceptance algorithm.

4 .3 .2

M odel 2

Model 2 is a simplification of Model 1, where it is assumed that Aft. = A for h = 1,2,3,4 and
Qh is allowed to vary with humidity. This implies that the humidity level does not affect the
distribution of the time to which the conductive filaments become fatal. For this model, the
likelihood function is
4

L 2 (X ,0 \y ,5 )< x

(16)
h=1

where L (0 h ,\ | yh,Sh) is the likelihood in Section 3.1 with Xh = X for k = 1,2,3,4, y =
(yi, - - •, y<i),

6

= ( S i,..., 6 4 ) and 0= (Ox,. .. , 6 4 ). Again, proper priors are used so that
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Table 4.3 S u m m a r y Statistics for Model 2
Parameter
Mean
SD
2.5% Cl 97.5% Cl
A
0.001372 7.263E-4 5.178E-4
.00326
1.012
2.224
0.7103
4.735
0i
3.484
2.376
7.528
15.71
02
11.02
7.684
23.58
50.63
03
18.21
39.56
13.01
82.33
04

tt(0, A) oc 7T0(A) * n £ = i *h(9h)Using the priors 7ro(A) ~ Gamma (a, b) and ich{dh) ~ G a m m a ^ , ^ ) for h = 1,2,3,4,
the conditional posterior distributions needed for the implementation of the Gibbs algorithm
are as follows. For h = 1,2, 3,4,

p (A | 0 ,y ,S ) oc Ad+a_1exp[-A(6 + ^ ^ 7 / tTl(Ji/l) ]e x p [^ 0 /l 53exp(-AyiAl)]
h i= l

h

(17)

i= l

and
p(0fc 1A, 0 (-/i), yh, h ) oc Gamma (<4 4- uh, Vh +

“ exP(-Al/z7i)])

(18)

i= i

where d, = Ylh 12?= i Sih. and @{-h) is the vector of the 0 parameters excluding Oh- It is
important to note that in practice, the statistician, needs to elicit the prior for A using the
prior knowledge on the incubation time of a manufacturing fault at any stress level. Using
a slightly modified version of the previous BUGS program (see Appendix F), the posterior
mean, standard deviation, the 2.5% percentile and the 97.5% percentile were obtained for
A, 0i, 02 ,

03

and

64

(see Table 4.3). For this model, 7r(A) ~ Gamma (.377,1) and ^ (0 !) ~

Gamma (2, .8).
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Figure 4-1 CPO Plot for Model 1

4 .4

M o d e l A s s e s s m e n t a n d S e le c tio n

In order to assess model adequacy, a graphical approach based on the conditional predictive
ordinate (CPO) [14] was employed. Formally, the CPO for the uncensored zth observation
at the hth. relative humidity level ( )
fhiUih I Y(_j\) = ElfhiyihlXh.,

is defined as the cross validated predictive density
where Y (_£) stands for the rest of the data after

deleting the z'th observation. Due to a simplification by Gelfand, Dey and Chang [14], the
CPOs from MCMC samples from the posterior given Y can be easily computed , using

CPO{yih) = |^ [{ A /l0/l exp(-A /lyt7l)}_1exp((9/l[l - e x p t - A ,^ ) ] ) | Y j

The CPO plot for all i = 1 ,.. -,

.

(19)

and h = 1,2,3,4 represents the influence of the zth

observation. A large CPO indicates agreement between the observation and the model. The
plot for Model 1 can be found in Figure 4-1.
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Figure 4-2 CPO Plot for Model 2

For the higher relative humidity levels, the CPO values are only slightly decreasing over
time whereas the decrease for 49.5% RH is more pronounced. Overall, it appears that Model
1 fits the data better at the beginning of a board’s lifetime. Also, there does not appear
to be any highly influential observations. Similar behavior is also found in the plot of the
CPO’s for Model 2 (see Figure 4-2).
In order to compare the two models, a cross validation approach based on the CPO is
used. Large values of the ratio

R’h,1-2)

cpoim

cP 0 2(ih)

( '

indicate that the ith observation supports Model 1 over Model 2. Figure 4-3 is the plot of
the ratios versus the observation number. From the plot, it appears that the observations
support Model 1.
Sensitivity analysis should always be performed to see how the choice of priors is affecting
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Figure 4-3 Ratios of the CPO’s for Model 1 and Model 2

the analysis. Because the above assessment appears to support Model 1 as a viable model,
it was decided to perform a sensitivity analysis on this model. The results in Table 4.4 and
Table 4.5 show that the analysis is sensitive to the choice of priors especially at the higher
levels. This is not surprising since a plot of the likelihood at 75.4% RH showed that it was
multimodal. In practice, a statistician could use an engineers knowledge to choose priors so
that reasonable estimates of the parameters were attained.

4 .5

M a x im u m L ik e lih o o d E stim a tio n

If it is assumed that X ^ h follows an exponential distribution with parameter Xh for h =
1 , . . . , 4, the likelihood for this model is given by (10). The maximum likelihood estimators
of Oh and Ah, Oh. and Ah, axe given by the solution of the following equations.

q

________ <h._________
z?=i[l - exp(-A'fc yih)]
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RH
49.5%

62.8%

75.4%

82.4%

RH
49.5%

62.8%

75.4%

82.4%

Table 4.4
Prior for 9
G(.377.1)
G(l,.8)
G(.04,l)
G(2.5,.7)
G(5,.8)
G(2..8)
G(2.5,.7)
G(5,.8)
G(10,.5)
G(2,.2)
G(10,.5)
G(10,.5)
G(10,.5)
G(40,.5)

Sensitivity Analysis for Model
Prior for A e
SD(9)
1.103 .6901
G(.377,l)
G(.377,l)
1.027
1.49
1.535 2.802
G (l-l,l)
3.17
1.973
G(.377.1)
5.541 2.432
G (l-l,l)
2.373 1.321
G (l-l,.l)
3.286 1.745
G (l.l,.l)
6.366 2.841
G(.377,l)
G(.377,l)
19.41 6.585
5.433 4.353
G(1.5,.5)
14.96 5.12
G(2.5,.5)
15.0
5.565
G(2.5,.5)
G(.377,l)
19.16 5.86
G(.377,l)
79-53 12.35

Table 4.5 Sensitivity
Prior for 9 Prior for A
G(.377.1)
G(.377,l)
G(l,.8)
G(.377,l)
G(.04,l)
G (l.l,l)
G(2.5,.7)
G(.377,l)
G(5,.8)
G (l.l,l)
G(2,.8)
G (l.l..l)
G(2.5,.7)
0(1.1,.!)
G(5.8)
G(.377,l)
G(10,.5)
G(.377,l)
G(2,.2)
G(1.5,.5)
G(10,.5)
G(2.5,.5)
G(10,.5)
G(2.5,.5)
G(10,.5)
G(.377,l)
G(40,.5)
G(.377,l)

Analysis
A
.02739
.02235
.03228
.009513
.006423
.01689
.0115
.00549
.003076
.02412
.00412
.006889
.005041
.0011

for Model
SD{ A)
.01791
.01739
.02392
.007634
.00316
.01052
.006144
.002547
.001209
.03202
.001591
.003915
.001935
.00022

1: 9
2.5%
.3581
.3917
.3031
.7169
2.099
.6978
1.128
2.509
8.583
.4511
6.93
6.25
8.963
58.04

97.5%
3.008
4.039
7.652
8.099
11.49
5.823
8.296
13.18
35.15
17.02
26.82
27.98
31.8
105.00

1: A
2.5%
.005959
.00449
.3031
.00203
.002395
.004758
.003354
.002065
.001389
.003117
.001926
.003072
.002621
.00075
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97.5%
.07422
.06828
7.652
.003189
.01428
.04447
.02623
.01225
.006308
.1256
.008105
.01472
.009952
.00159

and
IT

Aft

+ 51 Pft yih ex P i-X h V ih )
i=i

~ Vih tfifc] =

0.

The second equation is nonlinear, so numerical techniques, such as the Newton-Rapshon
method, need to be employed in order to obtain the maximum likelihood estimators of dh
and Aft. To implement the Newton-Raphson method, initial values need to be obtained. For
the first two relative humidity levels of 49.5% RH and 62.8% RH, the initial values for 6
and A can be computed from the data. An initial value for 6 is obtained by calculating the
negative of the logarithm of the proportion of circuit boaxds that do not fail, while A can be
estimated using quantiles. Initial values can not be obtained for the higher relative humidity
levels since all of the circuit boards fail. Upon further investigation, the likelihoods at the
higher relative

hu m id i t y

levels were found to be multimodal implying that the estimates of 6

and A are not unique and highly dependent on the initial values. The problems highlighted
here indicate that classical methods of analysis axe not appropriate for this model.
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C hapter 5
C on clu sion s and Future R esea rch

In this thesis, I have developed methods for analyzing some of the non-traditional data sets
obtained from accelerated life tests. It has been shown that these methods can be imple
mented by reliability engineers and biostatisticians in the field using existing software pack
ages. Here, conclusions and future research directions are given for each of these different
types of data.

5.1

T w o I n d e p e n d e n t S a m p le s

A Weibull model for two sample ALT data, as seen in Chapter 2, Equation (3) and Equation
(4), is proposed, which the exponential model of Zimmer and Deely [47] is a special case.
Three methods for comparing the failure distributions at normal operating conditions have
been developed. Each of the methods have been demonstrated by reanalyzing data from
Zimmer and Deely [47].
Future research would include comparing the power of the parametric test to the test
based on the PL statistic for different sample sizes. The focus here is in

d e te r m in in g

how

much power is lost when the PL method is used. The PL statistic is based on the ranks
of the failure times and is less powerful than parametric tests especially when sample sizes
are small. However, the parametric test that was developed in Chapter 2 is based on the
minimum of the failure times which results in a loss of information and power. Comparison
of these methods by performing a simulation study on the power of these tests will be
78
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conducted in future research.. Other areas of interest include the development of models and
methodologies incorporating other acceleration models as well as developing methods which
can accommodate multicomparisons (i.e. more than 2 suppliers).

5 .2

P a ir e d S a m p le s

A bivariate Weibull model is proposed that is applicable to ALTs when it is assumed that the
behavior of the units on test at the accelerated level is indicative of what will occur during
normal operating conditions. Testing the equality of the two component failure (survival)
distributions was shown to be adequately approximated by the t-test. I have shown that the
Bayesian analysis can be easily implemented using MCMC simulations via existing software
such as BUGS.
This model should also be extended to accommodate multivariate data. The specific
details of this extension are currently being researched. In addition, the following questions
are open for further investigation:
• How can the testing procedures in Chapter 3.5 and 3.7 be modified to accommodate
censoring?
• Can the assumption that the shape parameter j3 is the same for the conditional Weibull
distributions of T\ and T2 , as seen in Chapter 3, Equation (6), be relaxed?
• Can these methods be extended to accommodate data from more than one stress level?
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5 .3

L im ite d F a ilu r e P o p u la t io n

A new model was presented that investigates the effect of the accelerated stress on the
number of latent risk factors and on the times at which these risk factors become fatal to
the unit. It has been shown that Bayesian analysis using MCMC techniques axe feasible
and associated model assessment methods are demonstrated.
Further research includes the consideration of more flexible models than the model in
Chapter 4, Equation(7) and the comparison of these models. In particular, other distribu
tions, such as the Weibull or lognormal distribution, for modeling the time at which a latent
risk factor becomes fatal will be considered. Other extensions of this model are presently
being explored. The plot of the observations versus the ECDF (Figure 1-1) suggested that
the time at which a latent risk becomes fatal may be different for the lower relative

hu m id it y

levels and higher relative humidity levels. To further explore this issue, Weibull and expo
nential Kaplan-Meier estimates of the cdf were plotted for all relative humidity levels. This
plot indicated that the assumption of the exponential distribution for the time at which a
latent risk became fatal is appropriate for the lower relative humidity levels. But, a Weibull
distribution seems more appropriate for the 75.4% RH and 82.4% RH. Another possibility
is that there are two types of latent risks. For the lower relative humidity levels, the printed
circuit boards follow the proposed model in Chapter 4, Equation (7). At higher

hu m id it y

levels, there is a second type of latent risk which also cause failures. This model can be
written as an additive hazard form

^h(t) =

+ A2/l(£)
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(1)

where X\h(t) can be modeled as in Chapter 4 Equation (8) and Xoh can be modeled separately.
A useful choice for Xoh(t) is A2 h(t) = Ao * 1{£>T7/i> where % > 0 is a threshold parameter
which depends on the relative humidity level.
Also, suitable regression models where the 0’s and the A’s are functions of the stress level
h and 6(h) and X(h) are known except for the regression parameters are presently being
explored . Certain model selection procedures such as the Bayes factor and the L-criterion
(see Sinha and Dey 1997. for a review of model selection methods in reliability) can be
used. Lastly, the data from Meeker and LuValle (1995) was interval censored. Neither I
nor they address this issue. Sinha, Chen and Ghosh (1997) showed it is possible to handle
interval censoring very effectively from survival/reliability data in a Bayesian framework. A
long term research goal is to incorporate modeling procedures for LFP data under interval
censoring.
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A p p en d ix A
T im es to B reakdow n o f an Insulating fluid
M in u tes
26 kV
5.79
1579.52
2323.7 0

28kV
68.85
108.29
110.29
426.07
1067.6

30 kV
7.74
17.05
20.46
21.02
22.66
43.40
47.30
139.07
144.12
175.88
194.90

32 kV
0.27
0.40
0.69
0.79
2.75
3.91
9.88
13.95
15.93
27.80
53.24
82.85
89.29
100.58
215.10

34 kV
0.19
0.78
0.96
1.31
2.78
3.16
4.15
4.67
4.85
6.5
7.35
8.01
8.27
12.06
31.75
32.52
33.91
36.71
72.89

36 kV
0.35
0.59
0.96
0.99
1.69
1.97
2.07
2.58
2.71
2.90
3.67
3.99
5.35
13.77
25.50

38 kV
0.09
0.39
0.47
0.73
0.74
1.13
1.40
2.38

87
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

A ppendix B
M eeker and L u V alle’s P rin ted C ircu it B oard D a ta
49.5%RH
Lower/Upper
Count
166
170
1
429
433
1
457
461
1
545
549
1
561
565
1
573
577
1
601
605
1
704
708
1
812
816
1
872
876
1
920
924
1
1034
1046
1
1058
1070
3
1154
1166
1
1586
1598
1
2353
2365
1
2450
2462
1
2498
2510
1
3170
3182
1
3914
3926
1

62.8% RH
L ow er/U pper
Count
116
1
112
132
1
128
140
1
136
152
1
148
177
1
173
189
1
185
193
1
189
205
1
201
241
1
237
265
1
261
273
1
269
285
1
281
289
2
285
293
2
289
297
301
1
305
1
301
317
321
1
325
1
321
341
3
337
345
1
341
357
1
353
365
1
361
365
369
1
389
1
385
397
401
1
405
1
401
465
1
461
485
1
481
537
1
533
537
541
2
565
1
561
569
1
565
573
1
569
637
641
1
692
2
688
764
2
760
800
1
796
920
1
916
944
1
940
968
1
964
1026
1
1014
1098
1
1086
1134
1
1122
1218
1
1206
1458
1
1446
1662
1
1650
1986
1
1974
2058
1
2046
2154
1
2142
3066
1
3054

75.4%RH
Count
Lower/Upper
15
19
1
19
23
1
23
27
6
27
31
1
31
2
35
35
39
5
39
43
1
43
47
1
47
51
3
51
55
1
59
63
2
63
67
1
95
99
2
107
111
1
111
115
2
115
119
2
119
123
2
123
127
1
127
131
4
131
135
1
135
139
1
139
143
1
147
151
1
151
155
2
155
159
1
159
163
1
171
175
3
175
179
4
179
2
183
183
187
1
187
191
1
191
195
1
195
199
1
215
219
1
239
243
1
243
247
1
247
251
1
255
259
1
259
263
1
263
267
1
295
299
1
319
323
1
363
367
1

82.4%RH
Count
Lower/Upper
1
14
18
22
18
1
30
34
8
42
3
46
46
3
50
50
54
3
4
58
62
62
1
66
66
70
5
74
2
70
74
78
2
82
78
1
82
4
86
86
90
8
4
90
94
5
94
98
98
102
5
106
110
1
110
114
2
114
118
1
112
126
1
134
1
130
134
138
1
138
142
1
142
146
2
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A p p en d ix C
B U G S P rogram for Z im m er and D eely D a ta S et
# Zimmer and Deely BUGS Program for Unix
model itch
const
N = l; # number of observations
var
d[N]. #observed data
rho, # location parameter
beta; #scale parameter
data d in “Bugs/voll/itch/itch.bug”;
inits in “Bugs/voll / itch/itch.in’’;
{
#model
for(i in 1:N)
{
d[i] dlogis(rho,beta);

}
#priors
beta~dgamma(.03,.03);
rho~dnonn(0,.01);

}
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A p p en d ix D
B U G S Program for G ross and L am D a ta Set
#G ross and Lam BUGS Program for Unix
model relief
const
N=10; #num ber of observations
var
d[N], #observed data
alphal, ^estim ate for alphal
alpha2, ^estim ate for alphal
a l, #ln(alphal)
a2, #ln(alpha2)
rho, #location parameter
beta, #scale parameter
prob; #posterior probability
data d in “B ugs/ voll / relief/relief.bug";
inits in “Bugs/voll/relief/relief.in”;
{
#m odel
for(i in 1:10)
{
d[i]~ dlogis(rho,beta);

}
al~dnorm(0,.01);
al~dnorm(0,.01):
rho<—a2-al;
#priors
beta~dgamm a( .03, .03);
alphal-*—exp(al);
alpha2<—exp(a2);
prob *—step (alphal-alpha2);

}
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A p p en d ix E
B U G S program for M o d e l 1 at 49.5% R H
#WINBUGS Program, for Model 1 49.5% RH level
#InitiaI value file circuit.in theta=.3773 and Lambda=.0006
#D ata file is circuitl.dat on Valencia disk
#D ata file in hours is circuitlh.dat on Valencia disk
{
#S et up data
for(i in 1:N) {
for(j in 1:T) {
# risk set =1 if obs.t > = t
Y[i.j] <— step(obs.t[i]-t[j] + eps);
# counting process jump = 1 if obs.t in [ t[j], t[j+ l] )
# i.e. if t[j] < = obs.t < t[j+l]
dN[i, j]
Y[i, j] * step(t[j + 1] - obs.t[i] - eps) * fail[i];

}
}
# Model
for(j in 1:T) {
for(i in 1:N)
dN[i, j] ~ dpois(Idt[i. j]): # Likelihood
Idt[i, j] <— Y[i, j] *theta*lambda*exp(-lambda*t[j]); # Intensity

}
#Priors
theta~dgamma(4,8);
lambda~dgamma(2,27):
#M odel Checking
for(i in 1:N){
like[i]<—pow(theta:,:lambda*exp(-lambda*obs.t[i]),fail[i]):1cexp(-theta*(l-exp(-lainbda*obs.t[i])));
p.inv[i]-«— l/like[i];

}
}
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A p p en d ix F
B U G S program for M od el 2 for P r in te d C ircuit
B oards
# U n ix BUGS Program for Model 2
model circuit:
const
N =278, # number of circuit board
T = 137,
eps = 0.000001; # used to guard against numerical imprecision in step function
var
obs.t[N], # observed failure or censoring time for each patient
t[T + l], # unique failure times + maximum censoring time
dN[N,T], # counting process increment
Y[N,T], # l=subject observed; 0=not observed
Idt[N,T], # intensity process
fail[N], # failure = 1; censored = 0
Z1[N], # covariate
Z2[N], # covariate
Z3[N], # covariate
b etal, # regression coefficient
beta2, # regression coefficient
beta3, # regression coefficient
thetal, # Poison parameter for level 1
theta2, # Poison parameter for level 2
theta3, # Poison parameter for level 3
theta4, # Poison parameter for level 4
lambda, # parameter of exponential distribution
like[N-59],
p.inv[N-59];
data obs.t, fail, Z l, Z2, Z3 in ” circuitM2.dat”, t in ” cfailtimeM2.dat” ;
inits in ’’circuit.in” ;
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{
# Set up data
for(i in 1:N) {
for(j in 1:T) {
# risk set = 1 if obs.t
t
Y[i.j] j- step(obs.t[i] - t[j] -t- eps);
# counting process jum p = 1 if obs.t in [ t[j], t[j+l] )
# i.e. if t[j] i= obs.t \ t[j'+l]
dN[ij] Y[ij]*step(t[j+1] - obs.t[i] - eps)*fail[i];

}
}
# Model
for(j in 1:T) {
for(i in 1:N) {
dN[i.j] ~ dpois(Idt[ij]): # Likelihood
Idtfi.j] <— Y[ij]*exp(betal*Zl[i]-fbeta2*Z2[i]+beta3*Z3[i])*thetal*lambda*
exp(-lambda*t[j]): # Intensity

}
}
#P riors
lambda dgamma(1.5,.l);
thetal dgamma(2,.2);
betal dunif(.9,l.l);
beta2 dnorm(0,.l):
beta3 dnorm(0,.l);
^Estim ating theta2, theta3 and theta4
theta2<—exp (betal)*thetal;
theta3<-exp(beta2) *thetal;
theta4«—exp(beta3) *thetal;

93
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

#M odel Checking
for(i in 1:22) {
Iike[i] -f- pow(thetal*lambda*exp(-lambda*obs.t[i]).fail[i])*
exp (-thetal* (l-exp(-lambda*obs.t[i])));
p.inv[i]<— l/like[i]:

}

for(i in 71:127) {
Iike[i-48] <— pow(theta2*lambda*exp (-lambda*obs.t [i]) ,fail[i]) *
exp(-theta2*( l-exp(-lambda*obs.t[i])));
p.inv[i-48]-e— l/like[i-48];

}

for(i in 139:208) {
like[i-59]<— pow(theta3*lajmbda*exp(-larnbda*obs.t[i]).fail[i])*
exp (-theta3*( 1-exp (-lambda*obs. t [i])));
p.inv[i-59]<— l/like[i-59];

}

for(i in 209:278){
like[i-59] <— pow(theta4*lambda*exp (-lambda*obs.t [i]) ,fail[i]) *
exp (-theta4* (1-exp (-lambda*obs.t[i])));
p.inv[i-59]<— l/like[i-59];
}
}
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