Abstract -In our latest approach to datapath synthesis from RTL, datapaths are extracted into largest possible sum-of-product (SOP) blocks, thus making extensive use of carry-save intermediate results and reducing the number of expensive carrypropagations to a minimum. The sum-of-product blocks are then implemented by constraint-and technoiogydriven generation of partial products, carry-save adder tree and carry-propagate adder. A smart generation feature selects the best among alternative implementation variants. Special datapath library cells are used where available and beneficial. All these measures translate into better performing circuits for simple and complex datapaths in cell-based design.
INTRODUCTION
While current datapath synthesis tools for cell-based design (Le., automated netlist synthesis for standard-cell or gate-array technologies) deliver satisfying performance for simple arithmetic operations -like adders and multipliers -there is still potential for improvement in the synthesis of more complex datapaths. In order to achieve that goal, tWo levels have to he addressed. First, more sophisticated partitioning of complex datapaths and more arithmetic optimizations have to be applied. Second, datapath generators have to become more advanced and flexible in order to efficiently implement the more complex datapath partitionings in a context-driven way.
Context-driven means that on one hand the timing-contextLe., input arrival and output required times -of a datapath block as part of a bigger design is taken into account, and that on the other hand the characteristics of the technology libraryLe., the performance of individual library cells and the availability of special cells -is considered. This paper describes our latest approach on tackling the second level, the optimized synthesis of complex datapaths, in particular of sum-of-products.
Section II introduces and justifies the approach of addressing datapath synthesis at the sum-of-products level. Section 111 describes the possibilities and limitations for the implementation of product-of-sums. Sections IV-VI describe in detail the algorithms and techniques that are used for context-driven synthesis of the sum-of-product building blocks: partial-product generation, carry-save addition, and carry-propagate addition. Quantitative measures for the observed performance gains are given based on experiments with a large number of modem cell libraries for standard-cell (down to 0.13 m feature sizes) and gate-array technologies. Section VI1 finally gives a quick overview of the smart generation feature that is used to explore different implementation alternatives and to choose the best one.
SUM-OF-PRODUCT SYNTHESIS
The elementary and most important arithmetic operations in datapaths are multioperand addition and multiplication, while other operations like two-operand addition, subtraction, increment, comparison or squaring are just special cases thereof [I]-[3] . Hardware implementations of multiplication -the most complex of above operations -include three parts: partialproduct generation (PPG), carry-save addition (CSA), and cany-prvpagate addition (CPA). All other operations can he implemented by the same, possibly simplified, hardware. While the output of the carry-propagate adder (also referred to asfinal adder in multipliers) is in irredundant binary representation, the outputs of the partial-product generation and carrysave adder can be regarded as intermediate results in redundant partial-product (= arbitrary number of hits per hit position) or cang-save representation (=two bits per hit position).
It is a common technique to speed up datapaths by keeping intermediate results in a redundant representation and by performing a time-consuming carry-propagation only at the end and where necessary. This is possible because the addition operation is associative and can accept operands in redundant representation, which allows to implement a sum of multiple products and addends -or a sum-ojprvducts (SOP) -by one big carry-save adder followed by one single final carry-propagate adder. Therefore, largest possible sum-of-products -and simple arithmetic operations are just special cases thereof-are extracted from RTL and implemented as one single datapath block containing multiple parallel partial-product generators, one carry-save adder and one carry-propagate adder. The same can he done for magnitude and equality comparison of sum-ofproducts with the only difference that the final adder provides the comparison flags instead ofthe sum.
For datapaths that allow sharing of resources and common subexpressions, hardware can be shared among multiple SOPS through flexible datapath partitioning (it., the appropriate choice of representations for shared results and the use and arrangement of CSA and CPA blocks) in order to trade hardware sharing versus duplication, or 'circuit area versus speed. As an example, consider the following datapath It can he easily seen that the different partitionings result in different circuit performance: (a) implements the slowest datapath with two carry-propagations in series and low area requirements, (c) and (d) implement the fastest datapaths with big area requirements due to the duplicated carry-save adder, while (b) represents a good trade-off between area and speed.
PRODUCT-OF-SUM SYNTHESIS
As opposed to addition, multiplication has more restrictions on the representation of its input operands. While it is theoretically possible to allow redundant representations with arbitrary 
IV. PARTIAL-PRODUCT GENERATION
l i t h e first step of sum-of-product synthesis, all partial-products are generated in parallel. While the partial-product generation for addends is trivial (i.e.. simply add the addend to the set of partial-products), this section elaborates on alternatives of partial-product generation for multiplication.
Note that since all partial-product bits are generated independently in parallel and in constant time, there are no optimizations necessary or possible for nonuniform input arrival times. Therefore, the partial-product generators do not work in a constraint-driven way (Le., input arrival and output required times do not influence the circuit structure).
A. Consrant Multiplication
In constant multiplication, a common technique to reduce the number of partial-products -and thus to reduce circuit area and delay for adding them up -is to reduce the number of nonzero digits in the constant operand representation by using a redundant signed-digit (SD) representation that is bared on the digit set { 7, 0, 1 },where irepresents the value 1 and results in a negative partial-product. The widely used canonic signeddigit (CSD) representation is a minimal SD representation (i.e., minimal number of nonzero digits) with no consecutive nonzero digits [2]. It is obtainedby applying the following replacement pattern repeatedly from right to left to the binary representation of the constant operand Because negative digits require the multiplicand to be complemented (Le,, invert all bits and add a 'I'), some hardware can be saved by minimizing the number of negative digits as well. This is achieved in the modified canonic signed-digit OI{I)I IO{O} i. The benefits of a CSD over a binary representation heavily depend on the value of the constant and can range from 0% to 75% delay reduction and 0% to 90% area reduction for a constant multiplier. Area reduction of MCSD compared to CSD is only small on average but can go up to 20% for certain constants, while delays do not change significantly.
B. Binary Non-Booth Multiplicarion
For unsigned multiplication of two binary operands (no Booth recoding), the partial-products are generated in a straightforward way using AND gates. For 2's complement multiplication, the modified Baugh-Woolq scheme [2] is used, which reduces the extra correction bits to constants in noncritical columns in a very effective way.
C. C a y -S a v e Non-Boorh Mulriplicarion
For multiplication of one carry-save with one binary operand (no Booth recoding), the carry-save operand (SC, ASJ is first converted to delayed-cam representation (C, S) by feeding it to a row of half-adders:
Due to the property of the delayed-carry representation that not both carry and sum outputs from a half-adder can be I at the same time (Le., C ; +~S ; = 0), the two partial-product bits ci+,bl;l and sibp cannot be 1 at the same time either and therefore can be added together by a simple OR gate and thus he reduced to a single partial-product bit:
PPi,k=ci+lbk-l +sibP. The number of partial-product bits for a m n carry-save multiply is thereby reduced from 2n1n to (m+l)n at the expense of more complex generation logic. An equivalent scheme u a s presented in [5] together .with a scheme for both operands in carry-save representation, which however seems not to translate into any significant benefits.
Compared to the alternative implementation of a carry-propagate adder (to reduce the carry-save operand to binary) followed by a binary multiplier, the described carry-save multiplier trades the slow but rather small carry-propagate adder (with width-dependent delay and area-per-hit) for a faster but larger partial-product generation (with constant delay and area-per-bit), resulting in an overall delay improvement (bigger with increasing width) but a considerable area penalty (smaller with increasing width). For the simple product-of-sum (A+B) C and operand widths between 8 and 64 bits, a delay reduction of about 5% to 15% at area increases of +40% down to +20% are observed.
D. Binary Booth Mulriplication
Booth recoding is widely used to reduce the number of partial products in multipliers [I]. The benefit is mainly an area reduction in multipliers \\iith medium to large operand widths (8 or 16 hits and higher) due to the massively smaller adder tree, while delays remain roughly in the same range. Different . . recodings exist resulting in different gate-level implementations and performance. In this work, two alternatives are implemented the XOR-based implementation (Fig. 2a) gives lowest area and delay numbers in most technologies due to the small selector size and the well-balanced signal paths, while the mux-based implementation (Fig. 2b) can give best results in some multiplexer-based technologies (e& gate-arrays). Compared to nonrecoded multipliers, a Booth-recoded multiplier saves between 7% and 30% area for operand widths of 8 through 64 bits while delays remain in the range of 3% .
E. Carry-Save Booth Multiplication
Booth recoding can be extended for a redundant multiplier operand [4]. While [4] starts with a signed-bit Booth recoder and adds a special preprocessing step in order to deal with a carry-save operand, the redundant Booth recoder in this work bas been optimized for the carry-save representation and reduces the critical path by one XOR gate. As depicted in Fig.  3 , the right pan of the carry-save Booth recoder as well as the selector are equivalent to the recoder and selector of the XORbased binary Booth implementation (Fig. 2a) . The left pan of the recoder passes a carry to the next higher recoder slice.
Compared to the alternative implementation of a carry-propagate adder followed by a binary Booth multiplier, the described carry-save Booth multiplier trades the slow carrypropagate adder (wzith width-dependent delay and area-per-bit) for a faster, more complex Booth recoding logic (with constant delay and area-per-bit), resulting in an overall delay improvement (bigger with increasing width) but a potential area penalty (smaller with increasing width). For the simple product-ofsum (A+@ C and operand widths between 8 and 64 bits, a delay reduction of up to 16% at area increases of +40% down to +5% are observed.
As in binary multiplication, Booth recoding proves beneficial over nonrecoding in carry-save multiplication as well, reducing circuit area for medium to large operand widths by up to 30% at comparable delays.
V. CARRY-SAVE ADDITION
Carry-save addition reduces all partial-products down to a carry-save number by summing them up in an adder tree [3] . The adder tree is constructed column-based by compressing all bits in one column (=bit position) down to two bits at a time in a constraint-and technology-driven way that minimizes delay:
I ) Column clean-up: Columns are cleaned up by performing some optimizations and simplifications, eg., replacing duplicate bits in one column by a single bit in the next higher column (a + a = 2a) and by replacing complementing bits by a constant 1 (a + = 1).
2) Cohiniil conipression: All columns are compressed from the LSB (least-significant bit) column to the MSB (most-significant bit) column. Intermediate carries are forwarded to the next higher column.
A column is compressed by arranging compressor cellshalf-adders (2:2 compressor), full-adders (3:2 compressor), and 4:2 compressors, if available -in a tree structure. A delayoptimized tree structure, which takes into account input arrival times (constraint-driven) and individual cell pin-to-pin delays (technology-driven), is constructed by arranging all bits of a column (inputs as well as intermediate sum and carry bits) in a set of bits sorted by their arrival time, from which bits are consumed by compressor inputs and to which new bits are added by compressor outputs, as previously described in [6]: I ) Add all input bits of a column to its set of bits.
2) Son the set of bits according to their arrival times.
3) Instantiate a compressor cell and connect the earliest bit from the set to the slowest cell input pin. For the remaining input pins, connect the latest bits from the set that add no or only minimal extra delay to the cell outputs. Remove the connected bits from the set. Calculate the arrival times of the bits connected to the cell's output pins and add the sum bit to the set of the current column and the carry bit(s) to the set of the next higher column. 4) Repeat steps 2) and 3) until there are only two bits leR in the set of the current column. These two bits form the carrysave output of the carry-save adder for this column.
In addition, the type of compressor cell to be used is determined by the following rules:
I ) If the number of bits in the set is odd and 3 , instantiate one single 2:2 compressor (half-adder). This reduces the number of bits in the set to an even number (multiple of 2).
2) If the number of bits in the set is a multiple of 4 and 4 , instantiate one single 3:2 compressor (full-adder). This reduces the number of bits in the set to a multiple of 4 plus 2.
3) If 4:2 compressors are availableidesired, instantiate 4:2 compressors until only 2 bits are left in the set. Each 4:2 compressor reduces the number of bits in the current column by 4 (Le., 5 inputs to I output). 4) If no 4 2 compressors are availableidesired, instantiate 3:2 compressors (full-adder) until only 2 bits are left in the set.
Each 3:2 compressor reduces the number of bits in the current column by 2.
As elaborated in [6], the resulting reduction tree has minimal delay and a minimal number of compressor cells (Le., minimal area). Since the minimal number of compressor cells is only determined by the number of bits in a column [3], no area can be saved by other, possibly slower tree arrangements. For that reason always the fastest reduction tree is constructed and therefore output required times are not considered.
The usage of 4:2 compressor cells does not inherently result in faster or smaller adder trees. The reason is that the number of XOR levels, which dominates the overall delay, in a delayoptimized full-adder tree can be as low as in a tree of 4:2 compressors [6]. 4:2 compressors can give somewhat better performance if implemented efficiently. However, experimental results have not shown any significant benefits in cell-based design. The decision whether to use 4:2 compressor cells is made as part of the smart generation feature (see Section VII).
Compared to a Dadda adder tree [2], which simply minimizes the number of full-adders on the critical path without taking actual pin-to-pin delays in to account, adder trees generated by the described timing-driven algorithm reduce overall delay in a multiplier by 3% to 8% for operand widths between 8 and 64 bits.
VI. CARRY-PROPAGATE ADDITION
Carry-propagate addition finally converts the redundant carry-save output from the carry-save adder into irredundant binary representation by performing a cany-propagation [I] . A variety of different schemes exist to speed up cany-propagation that trade off area versus speed. The relevant adder architectures and their characteristics are summarized in Table l. Tu0 principles have to be distinguished here: theprefw stiwcture employed to propagate carries from lower to upper bits and the sum bit generation that determines how the sum bits are calculated from the carries.
A. Prefir Strircture
As widely known, carry-propagation in binary addition is a pr&prob/em [PI, which can be calculated using prefw structures. Besides the straightforward serial-prefw structure (implemented by the ripplecarry adder) many different pardIel-prefir structures exist, which speed up carry-propagation at the cost of increased area requirements [7]. They basically differ in terms of depth (= circuit speed), size (= circuit area) and maximum fanout, which can be bounded (constant) or unbounded (dependent on the operand width) and influences circuit speed and area in a more subtle way. The internal signals of a prefix implementation can be coded in different ways, Table I shows that all adder architectures except the carry-skip adder use some kind of serial-or parallel-prefix structure for propagating the carries.
B. Sum bit generation
There are two different schemes to calculate the sum bits from the carries:
I ) Carry-lookahead scheme: The prefix structure is used to calculate (look-ahead) the final carry for each bit position, which then computes the sum bit through an additional XOR gate. All parallel-prefix adders from Table I and the carryincrement adder use this scheme.
2) Carry-selecr scheme: For each bit position the two possible sum bits for a carry-in of 0 and I are calculated in advance and then selected through a series of multiplexers controlled by all levels of carries from the prefix structure. Compared to the cany-lookahead scheme, this scheme usually results in bigger circuit size (multiple levels of multiplexers versus one level of XOR gates) but potentially shorter delay (no final XOR gate necessary). The caw-select and conditional-sum adders from Table I use this scheme.
C. Architectur,e Performance Comparison
The relative performance of all these adder architectures varies greatly among different technology libraries, so that only qualitative characteristics regarding area and speed are summarized in Table I instead of quantitative comparison results. In addition, the following observations can be made:
The ripple-carry adder implemented using full-adder cells is always the smallest and slowest adder.
* The car+kip adder [ I ] massively speeds up the ripplecarry adder at a very moderate area penalty but is still slower than any other architecture. However, due to its false paths it cannot readily be used in synthesis-based design.
* The cany-select [ I ] adder is very area efficient for medium speeds if special carry-select adder cells are available in the library. Its prefix structure has the special property of allowing maximally 2 prefix nodes per bit position [7] .
* The cany-increment adder [7] , [9] is an optimization of the carry-select adder that uses the carry-lookahead scheme instead of the carry-select scheme for the same prefix structure. It has the same delay but a 30% smaller gate count.
* The Brent-Kung parallel-prefu adder [IO] gives a good trade-offhetween area and speed, lying in the range of 15% to 30% area reduction at +15% to +30% delay increase as compared to the faster Sklansky parallel-prefix adder.
* The Sklansky parallel-prefur adder (uses the prefix shucture first proposed by Sklansky for conditional-sum adders [I I]) has a prefix structure of minimal depth and therefore is among the fastest adder architectures. Its unbounded-fanout property helps reduce circuit area (fewer prefix nodes) but adds some extra delay for driving the high-fanout nodes.
* The Kogge-Stoneparallel-prefu adder [I21 also has a minimal depth prefix structure. Its hounded-fanout property eliminates the need for driving high-fanout nodes, making it the fastest adder in most technologies, but comes at the cost of much bigger area (more prefix nodes) and more wiring. Compared to the Sklansky prefix adder, it shows an area increase between +23% (8 bit) and +75% (128 bit) at a fairly constant delay reduction of around 4% (all widths).
* The conditional-sum [I I] adder has one less logic level on the critical path but higher fanouts and more cells compared to parallel-prefix adders with the same prefix structure, and its implementation bases mainly on multiplexers instead of AND-OR gates. This results in generally bigger area and longer delays for most cell libraries, but can also result in up to 20% delay reduction for multiplexer-based gate-array technologies as compared to the Kogge-Stone parallel-prefix adder. The traditional conditional-sum adder [I I] uses the Sklansky prefix structure, but other prefix structures can he employed equally.
It is important to note that the high-fanout nodes in unbounded-fanout architectures do not deteriorate circuit speed as much as is often reported, if handled properly. With appropriate fanout-decoupling along the critical paths (Le., shielding the high fanout from a critical node by an additional buffer/ inverter), only one single high-fanout node is left on each signal path, which can be buffered accordingly. Furthermore, unbounded-fanout architectures have many signal paths that are noncritical, which allows to size down many noncritical gates and thus decrease loads and delays on critical paths. On the other hand, most signal paths in bounded-fanout architectures are critical and need bigger sized gates. The resulting larger input loads together with the tendentially longer wires increase average node capacitances and add some extra delay. This is why bounded-fanout architectures (e.g., Kogge-Stone) show only slightly shorter delays hut excessively larger area as compared to unbounded-fanout architectures (e.&, Sklansky).
D. Parallel-Prefur Adder Synrhesis
From the previous paragraphs it becomes obvious that all relevant adder architectures for the whole range of area-delay trade-offs are based on a variety of prefix structures. But instead of generating and choosing among different static prefix structures, an algorithm has been implemented that generates flexible prefix graphs' that are optimized for a given context [7], [13] . The algorithm repeatedly applies depth-and ' Prefix s1NcNres can be visualized and manipulated using prefix graphs, which use an array arrangement of black nodes (prefix operation, prefix losic) and white nodes (no operatiodfeed-through, buffeniinveners) where columns denote bits and rows denote prefix levels. size-decreasing prefix transforms [I41 (Fig. 4) in order to minimize overall prefix graph size for a given maximum depth I ) Prefu graph compression (depth minimization): Depthdecreasing transforms are applied in right-to-left bottom-up graph traversal order.
2) De~rli-cont~olledp~efu graph expansion (size minimization): Size-decreasing transforms are applied in left-to-right top-down graph traversal order, ifmaximum depth constraint is not violated. An additional shift-down step is introduced to decouple high-fanout nodes from the critical path.
With this prefix graph optimization algorithm, prefix adders that are area-optimized under given timing constraints can be synthesized as follows:
I ) Translate timing constraints into prefix graph constraints.
2) Generate a serial-prefix graph. 3) Perform prefix graph compression. 4) Perform depth-controlled prefix graph expansion. 5) Map the prefix graph to prefix adder logic, using either the carry-lookahead or the carry-select scheme.
The algorithm can process input amval times and output required times at the hit level and therefore can optimize adders for arbitrary nonuniform signal amval and required pmfiles. In particular, it can generate * ripple-carry adders,under very loose timing constraints, -Brent-Kung parallel-prefix adders under medium timing constraints,
-Sklansky parallel-prefix adders under tight timing constraints (see Fig. 5 with fanout-decoupling), * carry-select and carry-increment adders by limiting the number of prefix nodes per column to 2, * mixed ripple-carrylparallel-prefix adders under loose wnstraints by generating mixed serialiparallel-prefix structures (Fig. 7 , full-adder cells can be used in serial-prefix part), and optimized multiplier final adders that take into account the typical signal amval profiles of adder tree outputs in multipliers ( Fig. 6 4 , similar but more flexible than the adders in [6].
Because the prefix optimization algorithm does not take fanouts into account, no bounded-fanout parallel-prefix structures (Le., Kogge-Stone) can be generated at this time. For these prefix stmctures, a simple static algorithm is used.
The presented constraint-and technology-driven adder synthesis generates area-optimized adders for arbitrary timing constraints and provides a flexible one-fits-all adder architecture. Compared to static adder architectures, it results in better circuit performance for nonuniform and relaxed timing contexts and helps to reduce synthesis runtime by eliminating the need for generating and evaluating different adder architectures in order to find the best one. Delay of multipliers can be reduced by up to 4% using such an optimized final adder, and Full-adder cells can be used for grey nodes. much higher delay reductions can be obtained in complex datapaths that involve late amving signals (e.g., from truncation).
VII. SMART GENERATION
Despite the flexibility of the presented datapath synthesis algorithms, there still exist several implementation alternatives that need to be evaluate and selected. These include * the usage of special library cells (such as 4:2 compressor, carry-select adder, and Booth encoder cells), * bounded or unbounded fanout in parallel-prefix adders, * carry-lookahead or carry-select scheme in adders, and -Booth recoding or no recoding in multipliers.
A smart generation feature has been implemented that evaluates and selects these alternatives ad hoc during the synthesis process. This also extends to some degree into higher levels where different datapath partitionings are evaluated and the best one is chosen for implementation.
VIII. CONCLUSIONS
Algorithms for the constraint-and technology-driven synthesis of sum-of-products and product-of-sums as well as the techniques that are employed to improve circuit area and speed for cell-based design have been described. While the potential for performance gains in simple arithmetic operations, like adders and multipliers, is moderate, circuit area and delay of complex datapaths -which, e.&, include common subexpressions, product-of-sums, truncations, and comparisons -can be significantly reduced through optimized partitioning and implementation. The universality of the presented datapath generators allows for more elaborate datapath partitioning and arithmetic optimizations, and their flexibility and ability to account for arbitrary delay profiles and library characteristics enables the efficient implementation of the resulting datapaths.
The real performance gains heavily depend on the actual datapath, but in many cases they are well beyond the gains reported for individual operations throughout this paper. Furthermore, smart generation allows in a runtime-efficient way to explore various implementation alternatives at different levels and to select the optimal ones based on the current design context.
