Laminar-turbulent transition of an experimental configuration representative of the flow in Solid Rocket Motors is investigated using Large Eddy Simulation. The specific instability of this flow is reproduced and a turbulent region is recovered, using a spatial perturbation model built upon an analysis of the noise related to injection. The results show the axial natural growth of instabilities until the laminar-turbulent transition occurs near the end of the channel. Comparisons to measurements are made to validate the numerical procedure.
Introduction
The flow induced by wall injection in a cylindrical channel is a widely spread model for Solid Rocket Motors (SRM) inner flow. This flow exhibits an intrinsic instability, named Parietal Vortex Shedding (PVS), which was identified as a source for thrust oscillations occurring in SRM 1 . The PVS modes characteristics are known for laminar flows 2, 3 . However, such a flow is not expected to stay laminar everywhere during a firing, rising thus the question of the laminar-turbulent transition 4 . The laminar-turbulent transition has been simulated in a planar configuration with a fair agreement with experiments 5 . However, such a work has not yet been done for the cylindrical configuration, more representative of a SRM inner geometry, although recent progress exist 6 . The work presented here consists in a Large Eddy Simulation of the laminar-turbulent transition for the flow induced by wall injection in a cylinder. The main orginality of this work is the consideration of PVS vortices in the transition process, in order to simulate a relevant transition applicable to the pressureoscillations study. As a consequence the simulation domain is the entire channel of an ONERA cold-gas experiment (VALDO) in which both PVS modes and transition have been measured 7 . The simulation parameters, and especially the injected perturbation, are chosen to be consistent with the experiment.
Methodology

Reference experiment
The reference configuration is that of the cylindrical cold-gas experiment VALDO of ONERA ( fig. 1 ). It is formed of four identical blocs, each one being made of a porous cylinder inserted in a pressurized chamber to produce the wall injection. The experiment duct has a length L=672 mm and a radius R=30 mm. One end is closed and taken as origin for the axial coordinate z. Measurements are composed of the instantaneous velocity U = ||(V r , 0, V z )|| at several positions. Their analysis was conducted by Gazanion et al. 7 to characterize the laminar-turbulent transition.
Simulation
LES, using a MILES approach, is performed with an ONERA in-house compressible Navier-Stokes equations solver named CEDRE. The solver uses a second-order finite-volumes formulation and an explicit second-order Runge-Kutta scheme for temporal discretisation. No gradient limiter or artificial dissipation are used. This code has been successfully used to capture the PVS modes in a laminar context 2, 3 . The computational domain reproduces the channel geometry of the experiment. The head-end is treated as a hermetic adiabatic wall with a slip condition. A no-slip condition would have created a small recirculation area near the centerline with negligible influence on the PVS 4 modes but hardly captured by a LES. The injection wall is modelled as a stationary velocity-inlet condition at 300 K. Finally, on exit a pressure outlet condition is imposed.
The mesh is formed by extrusion of a 2D pattern along the axis. This pattern, represented in figure 2, is made of (1) a structured part on the exterior circular layer, (3) a square structured core and (2) an unstructured layer joining those two parts. The 2D cells are quadrangles for structured parts, with a radial distribution in (1) , and triangles for the unstructured part. The numbers of cells in each direction for the structured parts are given in figure 2. This pattern is extruded along the axis with a 700 points grid, forming a 20 million cells mesh.
Perturbation
For this configuration, it is believed that laminar-turbulent transition is caused by the spatial amplification of PVS modes. It is therefore important, in order to simulate this transition, to capture the modes amplification. Since PVS modes are temporally damped 1 , it is necessary to feed the flow with perturbations to trigger and maintain the PVS emergence. An analysis of the experimental cold-gas setup shows that nonnegligible perturbations are created at the injection wall surface. The main reason for those perturbations is that the injecting wall is made of a porous material composed of bronze spheres. It was shown 8 that the small heterogeneities of the material induced spatial fluctuations of the injection velocity amplitude, creating the observed perturbations. As a consequence, a steady spatially distributed noise is added to the injection condition in order to trigger the instabilities and mimic the experimental conditions. The injection velocity condition in the wall normal direction is therefore :
where V inj = 1 m.s −1 is the mean injection velocity, and G is a gaussian uncorrelated noise with zero mean and a 0-peak amplitude of 0.9 V inj .
Results
Foreword
There are two sources of fluctuations in the flow, the acoustics which is carried by the axial velocity component and the pressure, and the hydrodynamic instability which is carried by the axial and the radial velocity components. Consequently, the pressure can be used to study only the acoustic modes and the radial velocity can be used to identify the hydrodynamic instability.
The acoustic impedance of the exit section of the experiment is unknown and could not be reproduced in the simulation. A reflective outlet condition was chosen, rather than a non-reflective condition, since acoustic modes are supposed to play a role in the emergence of PVS modes. Because of the reflective outlet condition, acoustic levels are much higher in the simulation than in the experiment.
In the experiment, the single-wire hot-wire anemometer measures
e. the combination of the axial and radial components. This velocity can be calculated from the simulation results and compared to the experimantal one. Because of the contribution of the axial velocity, U includes acoustic fluctuations.
Overview of the flow evolution
First of all, a global study of the flow evolution is led with spectral analyses at several axial locations. The radial location, r/R = 0.8, is theoretically that of maximal fluctuations development for V r . The spectra of radial velocity are presented in figure 3 . The lower axial positions exhibit a significant level of fluctuations above 3 kHz. This is the signature of the spatial noise injected in the simulation at the injection wall. Farther, groups of discrete frequencies emerge in the spectrum, each group forming a large peak around a leading frequency of maximum level.
The theoretical PVS modes are discrete and regularly spaced with a gap of about 25 Hz. Even if on the first group of amplified frequencies around 380 Hz some discrete frequencies seem to appear, see figures 3g to 3i, the present simulation does not exhibit a discrete spectrum despite a suitable frequency resolution (5.2 Hz). It is believed to be an effect of the strong injection noise.
There is a strong growth near the leading frequencies in the axial direction from z/R = 9.56 to z/R = 15.2. For the last positions, i.e. z/R ≥ 18.4, the growth stops for the discrete frequencies and a general increase on the whole spectrum is observed.
The first three leading frequencies are f 1 = 384.2 Hz, f 2 = 768.4 Hz and f 3 = 1147 Hz, regardless of the axial and the radial position. They are different from the amplified frequencies of the experiment, in which for instance the first leading frequency is 343 Hz 7 , and this can be attributed to the acoustic environment. Their axial amplification for radial velocity is drawn on figure 4a. This figure highlights three regions : for z/R < 10 the amplitudes are low and the amplification is moderate ; for 10 < z/R < 18 the amplification is strong, and above z/R = 18 the amplitudes are high and decrease slightly. The strong amplification for 10 < z/R < 18 is likely to be related to the modal growth of the hydrodynamic instability of the flow, i.e. the PVS modes. In the downstream part of the channel for z/R ≥ 18, the amplitudes of the leading frequencies stop increasing while the overall level of the spectrum is still increasing. This suggests that turbulence is developing. The axial evolution for azimuthal velocity fluctuations is represented on figure 4b. It exhibits an axial amplification quite similar to that of radial velocity component. Furthermore it starts around the same axial position and the levels reached are comparable. The amplifications for the leading frequencies f 2 and f 3 are delayed, compared to the amplification for f 1 . They are therefore most probably related to non-linearities. The axial evolution of the radial and azimuthal fluctuations for the leading frequencies f 1 , f 2 and f 3 indicates a kind of modal behavior following and exponential amplification, probably due to a combination of modes. The expression of modal amplification is used to refer to the increase observed in figures 4a and 4b for 10 < z/R < 18. This amplification may be related to the hydrodynamic instability of this flow, the PVS modes predicted by biglobal analysis 2, 3 . However, biglobal analysis only focused on axisymmetric modes so far and thus the amplification on the azimuthal velocity was unexpected. The comparison of the axial fluctuation profiles shows that the modal amplification in the simulation is different from that of axisymmetric PVS modes. However some similarities, especially for the radial profile of the radial velocity fluctuations, suggest that the modal amplification observed results from the growth of non-axisymmetric modes. This is corroborated by the profiles of azimuthal fluctuations of figure 7. The modal amplification can be highlighted by the development of large scale coherent vortical structures. The visualisation is performed with a field of Q-criterion, a scalar sensitive to vortical structures. Practically, its higher absolute values are related to the smaller vortices scales. An instantaneous field of Q is represented in figure 8 in a axial cut plane with levels adapted to the larger structures of the flow. It exhibits three different kinds of structures. The small vertical structures along the injection wall are local effects of the spatial noise injected at the wall. Larger structures emerge in the domain around z/R = 9, near the wall. Unlike the noise-related structures, they are spatially amplified and follow a well-ordered pattern. This pattern highlights the coherent vortical structures associated to a modal amplification. The large scale coherent vortical structures are very similar to those of axisymmetric PVS modes. Then, the horizontal parallel strips, visible near the injection wall (r/R ≈ ±1), are due to the acoustic boundary layer that develops in such wall-injection induced flows 9 . 
Investigation of the modal amplification
Evidence of turbulence development
To highlight the turbulent behaviour of the flow in the last region of the domain starting at z/R = 18.4, specific properties are sought. The presence of small scales three-dimensional fluctuations as well as depar-tures of the mean flow from its laminar form are good candidates for this purpose.
The Taylor-Culick solution 10 is characteristic of the laminar mean flow and is recovered by the simulation at low z/R despite the noise injected, e.g. figure 10 for z/R = 4. The departures of the mean flow to the Taylor-Culick solution are investigated for the axial velocity. The axial evolution of mean velocities is represented on figure 9 , and the shape of the profiles are compared for several positions on figure 10 .
In figure 9 , the Taylor-Culick axial velocity is given by a dashed line for each radial position. This figure shows that once the departure is significant, the velocity follows a completely different trend compared to the linear laminar evolution. Departures start near the wall, e.g. r/R = 0.9, and then gradually move toward the axis. For r/R = 0.8 one can observe that the departure becomes significant around z/R = 18.4, the position where the turbulence growth starts. At the end of the channel the departure from the laminar mean flow is important near the wall, e.g 75% at r/R = 0.9, but very low near the axis with only 2.6% at r/R = 0.05. Figure 10 shows that the profile in the simulation at z/R = 22 departs severely from the laminar profile given by the Taylor-Culick solution. The significant difference of the profiles of the simulation at z/R = 19 and z/R = 22 suggests a strong development of turbulence between those positions. The vortical structures are represented in figure 12 in an axial cut plane with the instantaneous field of azimuthal vorticity. It highlights the acoustic boundary layer with horizontal strips essentially visible below z/R = 12, the coherents vortices of the PVS modes starting around z/R ≈ 12, and their breakup into smaller vortical structures above z/R ≈ 18. These small structures have high vorticity levels and no apparent organisation. They are turbulent structures. The departures from the laminar mean flow, the three-dimensional fluctuations and the small scale vortical structures observed above z/R = 18.4 are elements that prove that the flow becomes turbulent in this region. As shown by the figure 12 the turbulence is located near the injecting wall, between r/R = 0.5 and r/R = 1.
Comparison with the experiment on the laminar-turbulent transition
The study of the simulated flow has shown that a modal amplification occurs leading to the development of a turbulent flow in the downstream part of the domain. The scenario of a laminar-turbulent transition following a modal amplification is therefore reproduced in the simulation. The remaining question is the relevance of the laminar-turbulent transition simulated. The laminar-turbulent transition of the simulation is investigated and compared to that of the reference experiment. A methodology for highlighting the laminar-turbulent region in the experiment has been proposed in a previous work 7 . The same analysis is conducted for the simulation.
First of all the method is summarized. For this injection-driven flow, and unlike boundary-layer flows, the velocity signals do not exhibit intermittency features during the laminar-turbulent transition, as shown in figure 13 . Thus other local indicators of the transition are required. A strong modal amplification drives the fluctuations in the laminar region. Those fluctuations are linear combinations of modes and therefore have particular properties. For instance the spectrum is composed of a small number of discrete modes, and their evolutions are well correlated. On the opposite a turbulent flow has no leading frequencies or scales. The development of turbulence is therefore highlighted by the loss of the properties of the laminar flow related to the instability modes.
The development of turbulence has an impact on two properties of the unsteady velocity signals, namely the ratio of energy carried by the instability modes and the energy of the rest of the spectrum, and the autocorrelation time scale. In this paper, only the ratio of energy approach is used knowing the time autocorrelation based approach gives close results. The principle of the analysis is to estimate the local contribution of the instability modes to the spectrum energy. This contribution is computed with the spectral decomposition of each signal, expressed in power spectral density (PSD), following equation (2) . In this expression [f inst. ] is the range of frequencies associated to the first group of emerged instability modes. As for the experiment analysis 7 , it is taken as a 140 Hz bandwidth centered on the first leading frequency, here f 1 = 384.2 Hz. [f total ] is the range of the spectrum used to compute its energy ; it is taken equal as [0:2000] Hz for consistency with regard to the experiment. C is the ratio of the spectrum energy in the instability frequency range [f inst. ].
A careful procedure was applied to ensure that the analysis is the same for the experiment and the simulation. The comparison should be based on U = V 2 r + V 2 z . However, as stated earlier, this velocity is affected by the strong acoustics of the simulation, and the transition analysis is severely biased. It was therefore decided to lead the transition analysis on the radial velocity for the simulation, and on the measured velocity for the experiment, i.e. U . It is expected that the difference of velocity enables a qualitative comparison, but prevents deeper comparisons.
Contours of C are displayed in figures 14a and 14b for the second half of the domain. The ratio of energy ranges from more than 90% in the laminar region to less than 20% in the turbulent region, and no normalization is used. The transition location is assimilated to the contour of medium level, C = 0.5. It is indicated with a black line. Figure 14a shows that, in the experiment, the flow has a laminar regime in the core region and a turbulent regime near the injecting wall. The transition starts around r/R = 0.8 at an approximate axial position of 13.7. 
Conclusion
The Large Eddy Simulation of an injection-driven flow has been realized in order to simulate the laminarturbulent transition of the flow. A strong spatially distributed white noise has been added in the simulation in order to trigger the hydrodynamic instability of the flow, the Parietal Vortex Shedding modes. The simulation shows the emergence of instability modes, their spatial amplification and finally the development of a turbulent flow. A comparison with a reference experiment has proved the relevance of the simulated transition. However the transition starts later in the domain and some efforts remain to be made to improve the prediction. The influence of the injected noise on the simulation acoustics also requires further investigations.
