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Abstrat
How an we relate the onstraint struture and onstraint dynamis of the general gauge theory in
the Hamiltonian formulation with spei features of the theory in the Lagrangian formulation, espeially
relate the onstraint struture with the gauge transformation struture of the Lagrangian ation? How
an we onstrut the general expression for the gauge harge if the onstraint struture in the Hamiltonian
formulation is known? Whether an we identify the physial funtions dened as ommuting with rst-lass
onstraints in the Hamiltonian formulation and the physial funtions dened as gauge invariant funtions
in the Lagrangian formulation? The aim of the present artile is to onsider the general quadrati gauge
theory and to answer the above questions for suh a theory in terms of strit assertions. To fulll suh a
program, we demonstrate the existene of the so-alled superspeial phase-spae variables in terms of whih
the quadrati Hamiltonian ation takes a simple anonial form. On the basis of suh a representation, we
analyze a funtional arbitrariness in the solutions of the equations of motion of the quadrati gauge theory
and derive the general struture of symmetries by analyzing a symmetry equation. We then use these results
to identify the two denitions of physial funtions and thus prove the Dira onjeture.
1 Introdution
The most of ontemporary partile-physis theories are formulated as gauge theories. It is well known that
within the Hamiltonian formulation, gauge theories are theories with onstraints (in partiular, with rst-lass
onstraints (FCC)). This is the main reason for a long intensive study formal theory of onstrained systems. The
theory of onstrained systems has began with pioneer works by Bergman and Dira [1, 2℄ and was then developed
and presented in some review books [3, 4, 5, 6, 7℄ still attrats big attention of researhers. Were relatively
simple were the rst steps of the theory in formulating dynamis of onstrained systems in the phase spae,
elaborating the proedure of nding all the onstraints (the Dira proedure), and reorganizing the onstraints
to the FCC and seond-lass onstraints (SCC). From the very beginning, it beame lear that the presene
of FCC among the omplete set of onstraints in the Hamiltonian formulation is a diret indiation that the
theory is a gauge one, i.e., its Lagrangian ation is invariant under gauge transformations that in general ase,
are ontinuos transformations parametrized by arbitrary funtions of time (of spae-time oordinates in the ase
of eld theory). It was demonstrated that the number of independent gauge parameters is equal to the number
µ1 of primary FCC and the total number of unphysial variables is equal to the number µ of all FCC, in spite
of the fat that the equations of motion ontain only µ1 arbitrary funtions of time (undetermined Lagrange
multipliers to the primary FCC), see [6℄ and referenes therein. At the same time, we proved that for a lass
of theories for whih the onstraint struture of the whole theory and its quadrati approximation is the same
and for whih the onstraint struture does not hange from point to point in the phase-spae (we all suh
theories perturbative ones), physial funtions in the Hamiltonian formulation have to ommute with FCC. In
a sense, this statement an be identied with the so-alled Dira onjeture. All known until now models where
the Dira onjeture does not hold are nonperturbative in the above sense. After this preliminary progress
in the theory of onstrained systems, it beame lear that a natural and very important ontinuation of the
study is to try to relate the onstraint struture and onstraint dynamis of a gauge theory in the Hamiltonian
formulation with spei features of the theory in the Lagrangian formulation, espeially to relate the onstraint
struture with the gauge transformation struture of the Lagrangian ation. One of the key problem here is
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the following: how to onstrut a general expression for the gauge harge if the onstraint struture in the
Hamiltonian formulation is known? Another priniple question, losely related to the latter one, is: whether
an we identify the physial funtions dened as ommuting with FCC in the Hamiltonian formulation and
the physial funtions dened as gauge invariant funtions in the Lagrangian formulation? Many eorts were
made in attempting to answer these questions, see for example, [8℄. All previous onsiderations ontain some
restritive assumptions about the theory struture (in partiular, about the onstraint struture), suh that
stritly proved answers to all the above questions are still unknown for a general gauge theory (even belonging
to the above-mentioned perturbative lass).
The aim of the present work is to onsider a general quadrati gauge theory and to answer the above questions
for suh a theory in terms of strit assertions. The motivation is that for the majority of the perturbative gauge
theories, their behavior is in essene determined by the quadrati part of the ation, and the nonquadrati part is
small, in a sense. The onstraint and gauge struture of the omplete theory and its quadrati approximation
is the same. Constraints of the omplete theory dier from linear onstraints of the quadrati theory by small
nonlinear terms, suh that the number of rst-lass and seond-lass onstraints remains unhanged. The gauge
transformations of the omplete theory and of its quadrati approximation have the same number of gauge
parameters. The majority of the properties of the omplete gauge theory and of its quadrati approximation are
the same. However, as was already mentioned above, the onsideration of a general gauge theory is sometimes
a formidable task. At the same time, the simpliations due to the quadrati approximation allow present
the strit derivations and illustrations of relations between the Hamiltonian and Lagrangian strutures of gauge
theories. In partiular, we establish the relation between the onstraint struture of the theory and the struture
of its gauge transformations, we represent the gauge harge as a deomposition in onstraints, we prove the
Dira onjeture and identify the physial funtions in Hamiltonian and Lagrangian formulations. To fulll suh
a program, we demonstrate the existene of the so-alled superspeial phase-spae variables (se. 2), in terms of
whih the quadrati Hamiltonian ation takes a simple anonial form. On the basis of suh a representation,
we analyze a funtional arbitrariness in the solutions of the equations of motion of the quadrati gauge theory
(se. 3), and derive a general struture of symmetries by analyzing a symmetry equation (se. 4). In se. 5, we
use these results to identify the two denitions of physial funtions and thus prove the Dira onjeture.
2 Superspeial phase-spae variables
In this Setion, we demonstrate the existene of the so-alled superspeial phase-spae variables for whih the
total Hamiltonian of a general quadrati gauge theory takes a simple anonial form.
First, we reall [6℄ that there exists a anonial transformation from the initial phase-spae variables η = (q, p)
to the speial phase-spae variables ϑ = (ω,Q,Ω) with the following properties. The onstraint surfae is
desribed by the equations Ω = 0. The variables Ω are divided into two groups: Ω = (P , U), where U are
all the SCC and P are all the FCC. At the same time, P are the momenta onjugate to the oordinates Q.
Moreover, the speial variables an be hosen suh that Ω =
(
Ω(1),Ω(2...)
)
, where Ω(1) are primary and Ω(2...)
are seondary onstraints. Respetively, Ω(1) = (P(1), U (1)), Ω(2...) = (P(2...), U (2...)); P =(P(1),P(2...)), U =
(U (1), U (2...)); P(1) are primary FCC, P(2...) are seondary FCC, U (1) are primary SCC, U (2) are seondary
SCC. The Hamiltonian ation SH of a general quadrati gauge theory has the struture
SH [ϑ] = Sph [ω] + Snon−ph [ϑ] , ϑ = (ϑ, λ) ,
Sph [ω] =
∫
[ωpω˙q −Hph (ω)] dt ,
Snon−ph [ϑ] =
∫ [
PQ˙+ UpU˙q −H
(1)
non−ph (ϑ)
]
dt , (1)
where
H
(1)
non−ph = (Q
(1)A+Q(2...)B + ωC)P(2...) + P(2...)DP(2...)
+ P(2...)EU (2...) + U (2...)GU (2...) + λPP
(1) + λUU
(1) , (2)
and A, B, C,E and G are some matries (in general ase depending on time). We note that the speial variables
(ω,Q,Ω) may be hosen in more than one way. The equations of motion are
I ⊜
δSH
δϑ
= 0 =⇒
{
ϑ˙ = {ϑ,H(1)}
Ω = 0
,
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where
H(1) = Hph +Hnon−ph
is the total Hamiltonian. In what follows, we all I and O (I) the extremals.
We are going to show that the speial phase-spae variables an be hosen suh that the non-physial part
of the total Hamiltonian (2) takes a simple (anonial) form:
H
(1)
non−ph = H
(1)
FCC +H
(1)
SCC , (3)
where
H
(1)
FCC =
ℵχ∑
a=1
(
a−1∑
i=1
Q(i|a)P(i+1|a) + λaPP
(1|a)
)
,
H
(1)
SCC = U
(2...)FU (2...) + λUU
(1) .
Here (Q,P) =
(
Q(i|a),P(i|a)
)
, λP = (λ
a
P) , a = 1, ...,ℵχ , i = 1, ..., a , F is a matrix, and ℵχ is the number
of the stages of the Dira proedure that is neessary to determine all the independent FCC. In what follows,
we all suh speial phase-spae variables the superspeial phase-spae variables. In terms of the superspeial
phase-spae variables, the onsisteny onditions for the primary FCC P(1|a), a > 1, determine the seondary
FCC P(2|ℵχ), and so on, reating the following a-hain of FCC, P(1|a) → P(2|a) → P(3|a) · · · P(a|a), see the
sheme below,
P(1|ℵχ) → P(2|ℵχ) → · · · → P(ℵχ−1|ℵχ) → P(ℵχ|ℵχ)
P(1|ℵχ−1) → P(2|ℵχ−1) → · · · → P(ℵχ−1|ℵχ−1)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
P(1|2) → P(2|2)
P(1|1)
The onsisteny onditions for the onstraints P(a|a), a = 1, ...,ℵχ do not yield any new onstraints. We note
that in the anonial form the non-physial part of the total Hamiltonian is independent of the oordinates
Q(a|a).
We now prove the above assertion.
First we onsider the term Q(1)AP(2...) in the Hamiltonian (2). Let the momenta P(1) and the orresponding
oordinates Q(1) be labeled by Greek subsripts, while the momenta P(2...) and the orresponding oordinates
Q(2...) be labeled by Latin subsripts,
Q =
(
Q(1)ν , Q
(2...)
b
)
, P =
(
P(1)ν ,P
(2...)
b
)
.
We assume that the defet of the retangular matrix Aνb is equal to a (it is evident that
[
Q(1)
]
−a ≤
[
Q(2...)
]
).
Then, there are a nontrivial null vetors z(α˜), α˜ = 1, ...a, of the matrix A suh that z
ν
(α˜)A
νb = 0. We onstrut
a quadrati matrix
Zνα = ||z
ν
(α˜)z
ν
(α¯)|| , α = (α˜, α¯) , [α¯] ≤ [b] ,
where the vetors z(α¯) guarantee the nonsingularity of the omplete matrix Z. Suh vetors always exist. We
then perform the anonial transformation
(
Q(1),P(1)
)
→
(
Q′(1),P ′(1)
)
, whereQ
′(1)
ν Zνα = Q
(1)
α . Suh a anonial
transformation an be performed with a generating funtion of the form
W = Q′(1)ν Z
ν
αP
(1)
α . (4)
We denote the notation
Q′(1)α =
(
Q
′(1)
α˜ = Q
(1|1)
α˜ , Q
′(1)
α¯ = Q¯
(1)
α¯
)
, P ′(1)α =
(
P
(1|1)
α˜ , P¯
(1)
α¯
)
.
Therefore, the primary FCC now are P(1|1), P¯(1) and the orresponding onjugate oordinates are Q(1|1), Q¯(1).
After the anonial transformation the total Hamiltonian H(1) = Hph +Hnon−ph beomes
H(1) = Hph + Q¯
(1)A′P(2...) + (Q(2...)B + ωC)P(2...) + P(2...)DP(2...)
+ P(2...)EU (2...) + U (2...)FU (2...) + λ1P
(1|1) + λ¯P¯(1) + λUU
(1) , (5)
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where
A′ = (A′)
ν¯b
= Z ν¯αA
αb , rankA′ = max = [Q¯(1)]; b =
(
µ¯, b¯
)
, det (A′)
ν¯µ¯
6= 0 ,
and λ1P
(1|1) + λ¯P¯(1) denotes the terms proportional to the primary FCC. At the same, time the funtions λ1
and λ¯ absorb the time derivative of the generating funtion (4). We note that the oordinates Q(1|1) do not enter
the Hamiltonian H(1) (in fat, that was one of the aims of the above anonial transformation) and therefore,
the onsisteny onditions for the onstraints P(1|1) do not yield any new onstraints,{
P(1|1), H(1)
}
≡ 0 .
We onsider the onsisteny onditions for the primary FCC P¯(1) ,{
P¯(1), H(1)
}
= −A′P(2...) = 0 .
Beause the rank of the matrix A′ is maximal, the ombinations A′P(2...) of the seondary FCC are independent.
We an hoose them as new momenta P ′(2) whih are now seond-stage FCC. For this, we perform a anonial
transformation (Q(2...),P(2...))→ (Q′(2...), P ′(2...)) with the generating funtion
W = Q′(2)A′P(2...) +Q′(3...)A′′P(2...) . (6)
Here, the retangular matrix A′′ is hosen suh that the quadrati matrix Λ = ||A′A′′|| is invertible, detΛ 6= 0.
Therefore, the new variables are
P ′(2...) =
(
P ′(2),P ′(3...)
)
, Q′(2...) =
(
Q′(2), Q′(3...)
)
,
P ′(2) = A′P(2...) , P ′(3...) =
(
A′′P(2...)
)
, Q′(2...) = Q(2...)Λ−1 .
In terms of the new variables the Hamiltonian (5) is
H(1) = Hph + Q¯
(1)P ′(2) + (Q′(2...)B′ + ωC′)P ′(2...) + P ′(2...)D′P ′(2...)
+ P ′(2...)E′U (2...) + U (2...)FU (2...) + λ1P
(1|1) + λ¯P¯(1) + λUU
(1) . (7)
The matries B′, C′, D′, and E′ dier from B,C,D, and E beause of the hange of the variables and absorb
the time derivative of the generating funtion (4). We note that the latter derivative does not modify the term
Q′(1)P ′(2).
Expliitly separating the terms proportional to P ′(2) in Eqs. (7) and omitting all the primes, we obtain
H(1) = Hph +
(
Q¯(1) +ΣqSq +ΣpSp
)
P(2) + (Q(2...)B + ωC)P(3...)
+ P(3...)DP(3...) + P(3...)EU (2...) + U (2...)FU (2...) + λ1P
(1|1) + λ¯P¯(1) + λUU
(1) , (8)
where Σ = (Σq,Σp) is the set of all the phase-spae variables exept Q
(1|1)
, Q¯(1) and P(1|1), P¯(1), while
Sq,Sp,B,C,D,E, and F are some matries.
We now perform a anonial transformation (we do not transform the variables Q(1|1),P(1|1)) with the
generating funtion W ,
W = P¯ ′(1)
(
Q¯(1) +ΣqSq +Σ
′
pSp
)
+Σ′pΣq ,
whih yields
P¯ ′(1) = P¯(1) , Q¯′(1) = Q¯(1) +ΣqSq +ΣpSp +O(P¯
(1)), Σ′ = Σ+O(P¯(1)) .
In terms of the new variables, the Hamiltonian (8) takes the form
H(1) = Hph + Q¯
(1)P(2) + (Q(2...)B + ωC)P(3...) + P(3...)DP(3...)
+ P(3...)EU (2...) + U (2...)FU (2...) + λ1P
(1|1) + λ¯P¯(1) + λUU
(1), (9)
where B,C,D,E, and F are some matries, the primes are omitted and redened funtions λP absorb time
derivative of the generating funtion.
At this stage of the proedure, we onsider the term Q(2)BP(3...) in the Hamiltonian (9). Let the variables
Q¯(1), P¯(1); Q(2),P(2) be numbered by Greek subsripts, and the variables Q(3...),P(3...) be labeled by Latin
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subsripts (in the general ase the number of indies diers from those from the rst stage of the proedure).
We assume that the defet of the retangular matrix Bνk is equal b (obviously
[
Q(2)
]
− b ≤
[
Q(3...)
]
). Then,
there are b nontrivial null vetors υ(α˜), α˜ = 1, ..., b of the matrix B suh that υ
ν
(α˜)B
νk = 0. We onstrut a
quadrati matrix
V να = ||υν(α˜)υ
ν
(α¯)|| , α = (α˜, α¯) , [α¯] ≤ [k] ,
where the vetors υ(α¯) provide the nonsingularity of the omplete matrix V. Suh vetors always exist. Then
we perform a anonial transformation
Q¯(1), P¯(1); Q(2),P(2) → Q¯′(1), P¯ ′(1); Q′(2),P ′(2) ,
Q′(2) =
(
Q
′(2)
α˜ = Q
(2|2)
α˜ , Q
′(2)
α¯ = Q˜
(2)
α¯
)
with the generating funtion
W = Q¯′(1)V P¯(1) +Q′(2)V P(2) .
In terms of the new variables, the Hamiltonian (9) has the form
H(1) = Hph + (Q¯
(1) +Q(2)∆)P(2) + Q˜(2)BP(3...) + (Q(3...)K + ωC)P(3...)
+ P(3...)DP(3...) + P(3...)EU (2...) + U (2...)FU (2...) + λ1P
(1|1) + λ¯P¯(1) + λUU
(1) , (10)
where ∆ = ∂V
∂t
V −1, B, K, C, D, E, and F are some matries (we omit all the primes and redene λ). In
partiular,
rankB = max =
[
Q˜(2)
]
≤
[
P(3...)
]
.
We now perform a anonial transformation Q¯(1), P¯(1), Q(2),P(2) → Q¯′(1), P¯ ′(1), Q′(2),P ′(2) with the gener-
ating funtion
W =
(
Q¯(1) +Q(2)∆
)
P¯ ′(1) +Q(2)P ′(2) .
Whih yield:
P¯ ′(1) = P˜(1), Q¯′(1) = Q¯(1) +Q(2)∆ , P ′(2) = P(2) −∆P¯(1) , Q′(2) = Q(2) .
In terms of the new variables, the Hamiltonian (10) takes the form
H(1) = Hph +Q
(1|2)P(2|2) + Q˜(1)P˜(2) + Q˜(2)BP(3...)
+ (Q(3...)K + ωC)P(3...) + P(3...)DP(3...) + P(3...)EU (2...)
+ U (2...)FU (2...) + λ1P
(1|1) + λ2P
(1|2) + λ˜P˜(1) + λUU
(1) .
The primes are omitted and λP are redened. The time derivative of the generating funtion is absorbed by
the term λ˜P˜(1).
We note that the variables Q(2|2) do not enter the Hamiltonian and therefore, the onsisteny onditions
for the onstraints P(2|2) do not yield any new onstraints. In addition, we remark that at this stage of the
proedure, the primary FCC are P(1|1),P(1|2) and P˜(1).
We onsider the onsisteny onditions for the seond-stage FCC P(2) ,{
P˜(2), H(1)
}
= −BP(3...) = 0 .
Beause the rank of the matrix B is maximum, the ombinations BP(3...) are independent. We an hoose
them as new momenta P ′(3) whih are now third-stage FCC. For this, we perform a anonial transformation
(Q(3...),P(3...))→ (Q′(3...), P ′(3...)) with the generating funtion
W = Q′(3)BP(3...) +Q′(4...)B′P(3...) , Q
(3...)
k =
(
Q
(3)
α′ , Q
(4...)
k′
)
.
The retangular matrix B′ is here hosen suh that the quadrati matrix Λ = ||BB′|| is invertible, detΛ 6= 0.
We thus, obtain
P ′(3...) = ΛP =
(
P
′(3)
α′ ,P
′(4...)
k′
)
, P
′(3)
α′ = B
α′kP
(3...)
k ,
Q′(3...) = Q(3...)Λ−1 =
(
Q
′(3)
α′ , Q
′(4...)
k′
)
.
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In terms of the new variables, the Hamiltonian (10) has the form
H(1) = Hph +Q
(1|2)P(2|2) + Q˜(1)P˜(2) + Q˜(2)P(3) + (Q(3...)K + ωC)P(3...) + P(3...)DP(3...)
+ P(3...)EU (2...) + U (2...)FU (2...) + λ1P
(1|1) + λ2P
(1|2) + λ˜P˜(1) + λUU
(1) ,
where K,C,D,E, and F are some matries and primes are omitted.
We separate terms proportional to P(3) in this expression and obtain
H(1) = Hph +Q
(1|2)P(2|2) + Q˜(1)P˜(2) + P(3)
(
Q˜(2) + SqΞq + SpΞp
)
+ (Q(3...)K + ωC)P(4...) + P(4...)DP(4...) + P(4...)EU (2...)
+ U (2...)FU (2...) + λ1P
(1|1) + λ2P
(1|2) + λ˜P˜(1) + λUU
(1) , (11)
where Sq, Sp,K,C,D,E,and F are some matries and Ξ = (Ξq,Ξp) is the set of all the phase-spae variables,
exept for Q(1|1), P(1|1), Q(1|2), P(1|2), Q˜(1), P˜(1), Q(2|2), P(2|2), Q˜(2), and P˜(2) .
We now perform a anonial transformation (we do not transform the variables Q(1|1), P(1|1); Q(1|2), P(1|2);
Q˜(1), P˜(1), Q(2|2), P(2|2)) with the generating funtion
W = P˜ ′(2)
(
Q˜(2) + SqΞq + SpΞ
′
p
)
+ Ξ′pΞq .
Whih yield
P˜ ′(2) = P˜(2) , Q˜′(2) = Q˜(2) + SqΞq + SpΞp +O(P˜
(2)) , Ξ′ = Ξ +O(P˜(2)) .
In terms of the new variables, the Hamiltonian (11) takes the form
H(1) = Hph +Q
(1|2)P(2|2) + P˜(2)
(
Q˜(1) +RqΣq +RpΣp
)
+ Q˜(2)P(3)
+ (Q(3...)K + ωC)P(4...) + P(4...)DP(4...) + P(4...)EU (2...)
+ U (2...)FU (2...) + λ1P
(1|1) + λ2P
(1|2) + λ˜P˜(1) + λUU
(1) , (12)
where Σ = (Q˜(2), P˜(2),Ξ) = (Σq,Σp) and R,K,C,D,E, and F are some matries, all the primes are omitted.
We perform a anonial transformation with the generating funtion
W = P˜ ′(1)
(
Q˜(1) +RqΣq +RpΣ
′
p
)
+Σ′pΣq ,
and obtain
P˜ ′(1) = P˜(1) , Q˜′(1) = Q˜(1) +RqΣq +RpΣp +O(P˜
(1)) , Σ′ = Σ+O(P˜(1)) .
In terms of the new variables, the Hamiltonian (12) takes the form
H(1) = Hph +Q
(1|2)P(2|2) + Q˜(1)P˜(2) + Q˜(2)P(3)
+ (Q(3...)K + ωC)P(4...) + P(4...)DP(4...) + P(4...)EU (2...)
+ U (2...)FU (2...) + λ1P
(1|1) + λ2P
(1|2) + λ˜P˜(1) + λUU
(1) , (13)
where K,C,D,E,and F are some matries, all the primes are omitted and λP are redened.
Further transformations of the Hamiltonian (13) an be done using the same kind of anonial transforma-
tions as the ones used before. In the end of the proedure, we obtain at the form (3) for the non-physial part
of the total Hamiltonian.
We emphasize some important fats related to the anonial transformation that was performed to redue
the total Hamiltonian to the form (3).
First, we note that the nal variables ω, Q, Ω, where Ω = (P , U) (superspeial phase-spae variables) still
remain speial phase-spae anonial variables ϑ and possess all the orresponding properties of suh variables.
Let the nal superspeial phase-spae anonial variables are labeled by primes while the initial speial phase-
spae variables are without primes. We an see that
P ′ = TP , P(1)′ = T (1)P(1) ,
U ′ = U +O(P) , U (1)′ = U (1) ,
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suh that P ′ are FCC, P(1)′ are primary FCC, U ′ are SCC, and U (1)′ are primary SCC. The physial variables do
not hange on the onstraint surfae, ω → ω′ = ω +O(P). We emphasize that the superspeial variables P(i|a)
oinide with the FCC χ(i|a) in the orthogonal onstraint basis introdued in [10℄. In the general nonquadrati
theory, the relation is
χ(i|a) = P(i|a) +O (ϑΩ) . (14)
We an also see that in the superspeial phase-spae variables, the non-physial part of the Hamiltonian
ation an be written as:
Snon−ph =
∫ PΛˆQ+ ℵχ∑
i=1
P(i|i)Q˙(i|i) + UBˆU

 dt , (15)
where Λˆ and Bˆ are rst-order dierential matrix operators and
Q = (λaP , Q
(i|a) , i = 1, ..., a− 1 , a = 1, ...,ℵχ) , U = (λU , U) .
It is important that [Q] = [P ] beause [λP ] =
[
P(1)
]
.
We an see that there are loal operators Λˆ−1 and Bˆ−1 suh that ΛˆΛˆ−1 = Λˆ−1Λˆ = 1, BˆBˆ−1 = Bˆ−1Bˆ = 1.
This assertion an be derived from the fat that by the onstrution of the speial phase-spae variables, the
Hamiltonian equations of motion have the unique solution P = 0 and U = 0. Therefore, the equations
δSH
δQ
= 0 =⇒ ΛˆTP = 0 ,
δSH
δU
= 0 =⇒ BˆU = 0 (16)
must have only the solution P = 0 and U = 0. We represent Λˆ as
Λˆ = Λ
(
d
dt
)
= a
d
dt
+ b ,
where a and b are some onstant matries, and onsider the solutions of the form P(t) = e−Et P(0) , where E
is a omplex number. We obtain that ΛT (E)P(0) = 0. The existene of the unique solution P(0) = 0 implies
∀E : det Λ(E) 6= 0 . (17)
On the other hand, detΛ(E) is a polynomial of E. Beause of (17), suh a polynomial has no roots. That
means that detΛ(E) = const = c. In turn, this implies that
Λ−1(E) =
1
c
∆(E) ,
where ∆(E) are the orresponding minors of the matrix Λ(E). The latter minors are nite order polynomials
in E. Therefore, the operator
Λˆ−1 =
1
c
∆
(
d
dt
)
is a loal operator. We an similarly prove the existene of the loal operator Bˆ−1 (to this, it is onvenient to
redue the Hamiltonian H
(1)
SCC to a anonial form, see below).
3 Funtional arbitrariness in solutions of equations of motion
In theories with FCC, the equations of motion do not determine a unique trajetory for given initial data.
In what follows, we study this problem for the quadrati gauge theories using the superspeial phase-spae
variables. The equations of motion that follow from the ation (1) and (2), with taking (3) into aount, are
ω˙ = {ω,Hph} , Ω = 0 , (18)
and
Q˙(i|a) = {Q(i|a), Hnon−ph} =⇒


Q˙(1|a) = λaP ,
Q˙(2|a) = Q(1|a) ,
....
Q˙(a|a) = Q(a−1|a) .
(19)
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We see that the equations (18) for the physial variables ω and for Ω have a unique solution whenever
initial data for these variables are given. There exists a funtional arbitrariness in solutions of the equations
of motion (19) for the variables Q, beause these equations ontain arbitrary funtions of time λP (t) . We
note that the number of variables Q is equal to the number of all FCC and, in general, this number is larger
than the number of the arbitrary funtions λP (t). However, as it will be seen below, beause of the spei
struture of the equations, the inuene of these arbitrary funtions on solutions for Q is very strong. This
fat is extremely important for the physial interpretation of the variables Q and for the general physial
interpretation of theories with FCC. The following proposition desribes to what extent the variables Q are
aeted by the arbitrary funtions λP (t).
The equations of motion (19) for the variables Q are ompletely ontrollable1 by the funtions λP (t) . In
the ase under onsideration, this means that under a proper hoie of the funtions λaP (t) , the equations (19)
have a solution with the properties
Q(i|a)
∣∣∣
t=0
= 0 , Q(i|a)
∣∣∣
t=τ
= ∆(i|a), i = 1, ..., a ,
dsλaP
dst
∣∣∣∣
t=0
= 0 ,
dsλaP
dst
∣∣∣∣
t=δ
= δa(s) , s = 0, 1, ...,K , (20)
where τ, ∆(i|a), ∆(i|a), δa(s), and the integer K are arbitrary.
Beause of a simple struture of the equations of motion in superspeial phase-spae variables, the proof of
the above assertion an be done in a onstrutive manner. Namely, we expliitly present suh a solution. It has
the form
Q(i|a) =
da−iXa
dta−i
, i = 1, ...a ,
if we hoose
λaP =
daXa
dta
,
where Xa (t) are arbitrary smooth funtions obeying the following boundary onditions
dsXa
dts
∣∣∣∣
t=0
= 0 , s = 0, ...,K + a ,
dsXa
dts
∣∣∣∣
t=τ
=
{
Q(a−s|a)
∣∣
t=τ
= ∆(a−s|a) , s = 0, ..., a− 1 ,
ds−aλaP
dts−a
∣∣∣
t=τ
= δa(s−a) , s = a, ...,K + a .
For example, the funtions Xa (t) an be hosen as:
Xa (t) = f(t)
[
a−1∑
s=0
1
s!
∆(a−s|a)(t− δ)s +
K+a∑
s=a
1
s!
δa(s−a+1)(t− δ)
s
]
where f(t) is an arbitrary smooth funtion that is respetively equal to zero and to one in the neighborhoods
of the points t = 0 and t = τ . An example of suh a funtion is 2
f(t) =


0 , t ≤ ε ,
1
1+eu , u =
1
t−ε +
1
t−(τ−ε) , ε ≤ t ≤ τ − ε ,
1 , t ≥ τ − ε ,
lim
t→ε+0
f [s](t) = 0 , lim
t→τ−ε−0
f [s](t) = δ0,s , s ≥ 0 . (21)
The proved proposition is ruial for the understanding of the struture of theories with FCC (gauge theories)
and for their physial interpretation. The most remarkable fat is the following: The funtional arbitrariness in
equations of motion of theories with FCC (gauge theories) is due to the undetermined Lagrange multipliers to
the primary FCC. However, this arbitrariness aets essentially more variables. In the speial variables, all the
variables Q are ontrollable by the undetermined Lagrange multipliers. The number of Q-variables is equal to
the number of all the FCC and is greater than the number of the Lagrange multipliers.
1
For exat denition of the ontrollability see e.g. the book [9℄.
2
Here and in what follows, we use the notation
f [s] =
dsf
dts
.
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4 Symmetries
We reall that a transformation q (t)→ q′ (t) is alled a symmetry of an ation S if
L (q, q˙)→ L′ (q, q˙) = L (q, q˙) +
dF
dt
, (22)
where F is a loal funtion. In what follows, only innitesimal symmetry transformations q → q+ δq with loal
ntions δq are onsidered. These symmetry transformations an be global, gauge, and trivial ones. Gauge
transformations are parametrized by some arbitrary funtions of time, gauge parameters (in the ase of a eld
theory the gauge parameters depend on all spae-time variables). Any innitesimal symmetry transformation
implies a onservation low (Nöether theorem):
dG
dt
= −δqa
δS
δqa
=⇒ G = const. on extremals, (23)
G = P − F , P =
∂L
∂q˙a
δqa, δL =
dF
dt
.
The loal funtion G is referred to as the onserved harge related to the symmetry δq of the ation S. The
quantities δq, S, and G are related by the equation (23). In what follows, we all this equation the symmetry
equation. The symmetry equation for the Hamiltonian ation SH [ϑ] has the form
δϑ
δSH
δϑ
+
dG
dt
= 0 . (24)
4.1 Trivial symmetries
For any ation, there are trivial symmetry transformations,
δtrq
a = Uˆab
δS
δqb
, (25)
where Uˆ is an antisymmetri loal operator, that is
(
UˆT
)ab
= −Uˆab . The trivial symmetry transformations
do not aet genuine trajetories.
Using the simple ation struture in superspeial phase-spae variables, we an prove the following assertion:
for theories with FCC, symmetries of the Hamiltonian ation that vanish on the extremals are trivial symmetries.
To prove this assertion we onsider the Hamiltonian ation SH [ϑ] , ϑ = (ϑ, λ) of a theory with FCC in the
superspeial phase-spae variables ϑ. We an see that the equations of motion
δSH
δU
= 0 ,
δSH
δQ
= 0 ,
δSH
δP
= 0
have solution of the form U = P = 0, Q = ψ
(
Q(i|i)
)
, where ψ are loal funtions of the indiated arguments.
Therefore, the variables U ,P , and Q are auxiliary ones3. Exluding these variables from the ation SH, we
obtain a dynamially equivalent ation S¯H
[
ω,Q(i|i)
]
. Taking into aount that U = P = 0 =⇒ Ω = 0, and the
relation SH|Ω=0 = Sph [ω], we nd
S¯H
[
ω,Q(i|i)
]
= SH|U=P=0,Q=ψ = Sph [ω] .
Let a transformation δϑ whih vanishes on the extremals be a symmetry of the ation SH . Consider the
redued transformation δ¯ω, δ¯Q(i|i),
(δ¯ω, δ¯Q(i|i)) = δϑ|U=P=0,Q=ψ .
3
Suppose an ation S[q, y] ontains two groups of oordinates q and y suh that the oordinates y an be expressed as loal
funtions y = y¯
(
q[l], l <∞
)
of q and their time derivatives by the help of the equations δS/δy = 0. We all y the auxiliary
oordinates. The ation S[q, y] and the redued ation S [q] = S[q, y¯] lead to the same equations for the oordinates q, see
[11, 12℄. The ations S[q, y] and S [q] are alled dynamially equivalent ations. One an prove that there exists a one-to-one
orrespondene (isomorphism) between the symmetry lasses of the extended ation. Symmetries are equivalent if they dier by a
trivial transformation.
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It is evident that the redued transformation vanishes on the extremals of the redued ation S¯H and is a
symmetry transformation of the ation S¯H. This implies that
δ¯ω = mˆ
δSph
δω
, δ¯Q(i|i) =
(
nˆ
δSph
δω
)(i|i)
,
where mˆ and nˆ are some loal operators. The transformation δ¯ω is obviously the symmetry transformation of
the nonsingular ation Sph, and in addition, this symmetry transformation vanishes on the extremals. We an
prove that suh a symmetry is always a trivial one and, therefore, mˆ is antisymmetri. Therefore, the omplete
transformation δ¯ω, δ¯Q(i|i) an be represented as(
δ¯ω
δ¯Q(|)
)
= Mˆ
(
δS¯H
δω
δS¯H
δQ(|)
)
, Mˆ =
(
mˆ −nˆT
nˆ 0
)
.
The matrix Mˆ is evidently antisymmetri.
Finally, the transformation δ¯ω, δ¯Q(i|i) is a trivial symmetry of the ation S¯H. This implies that the extended
transformation δϑ is a trivial symmetry of the ation SH.
4.2 Gauge symmetries
We are now going to prove the following assertion:
In theories with FCC, there exist nontrivial symmetries δϑ of the Hamiltonian ation SH that are gauge
transformations. These symmetries are parametrized by the gauge parameters ν. These parameters are arbitrary
funtions of time t. Moreover, they an be arbitrary loal funtions of ϑ = (ϑ, λ).
The orresponding onserved harge (the gauge harge) is a loal funtion
4 G = G
(
P , ν[]
)
, whih vanishes
on the extremals. The gauge harge has the following deomposition with respet to the FCC:
G =
ℵχ∑
i=1
ν(a)P
(a|a) +
ℵχ−1∑
i=1
ℵχ∑
a=i+1
Ci|aP
(i|a) . (26)
Here Ci|a
(
ν[]
)
are some loal funtions, whih an be determined from the symmetry equation in an algebrai
way, and ν =
(
ν(a)
)
, ν(a) =
(
νµa(a)
)
, a = 1, ...,ℵχ. Here ν(a) are gauge parameters related to the FCC in a hain
whose number is a. The number of the gauge parameters ν(a) is equal to the number of the primary FCC in the
hain a. The index µa labels onstraints (and gauge parameters) inside the hain.
The total number of the gauge parameters is equal to the number of the primary FCC. The total number
of the independent gauge parameters together with their time derivatives that enter essentially in the gauge
harge is equal to the number of all the FCC.
The gauge harge is the generating funtion for the variations δϑ of the phase-spae variables,
δϑ = {ϑ,G} . (27)
The variations δλU are vanishing, and δλ
a
P = ν
[a]
(a).
To prove the above assertion, we onsider the symmetry equation (23) for the ase under onsideration.
Taking the ation struture (1,3), the antiipated form of the gauge harge (26), and of the variations δϑ, into
aount, we an rewrite this equation as follows:
HˆG−
ℵχ∑
a=1
λaP
{
P(1|a|), G
}
= U (1)δλU +
ℵχ∑
a=1
δλaPP
(1|a) , (28)
where
HˆG = {G,H}+
(
∂
∂t
+ ν[m+1]
∂
∂ν[m]
)
G ,
H = Hph(ω) +
ℵχ∑
a=1
a−1∑
i=1
Q(i|a)P(i+1|a) + U (2...)FU (2...) . (29)
4
A loal funtion depends on some variables xa[l], a = 1, ..., n, l = 0, 1, ...,N up to some nite order N . We use the following
notation for the loal funtions:
F
(
xa, xa[1], xa[2], ...
)
= F
(
x[]
)
.
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The following ommutation relations{
P(i|a), H
}
= −P(i+1|a) , i = 1, ...,ℵχ − 1 , a = i+ 1, ...,ℵχ ,{
P(i|i), H
}
= 0 , i = 1, ...,ℵχ ; {P ,Ω} = 0
hold. The equation (28) implies the following equations for the funtions Ci|a and for the variations δλ
ℵχ−1∑
i=1
ℵχ∑
a=i+1
[
−P(i+1|a) + P(i|a)
(
∂
∂t
+ ν[m+1]
∂
∂ν[m]
)]
Ci|a
+
ℵχ∑
a=1
P(a|a)ν˙(a) = U
(1)δλU +
ℵχ∑
a=1
P(1|a)δλaP . (30)
Considering Eq. (30) on the onstraint surfae P(i|a) = 0, i = 1, ...,ℵχ − 1, a = i, ...,ℵχ , U
(1) = 0, we an
hoose Cℵχ−1|ℵχ = ν˙(ℵχ) . Substituting this Cℵχ−1|ℵχ into Eq. (30), we obtain that
ℵχ−2∑
i=1
ℵχ∑
a=i+1
[
−P(i+1|a) + P(i|a)
(
∂
∂t
+ ν[m+1]
∂
∂ν[m]
)]
Ci|a
+ P(ℵχ−1|ℵχ)ν
[2]
ℵχ
+
ℵχ−1∑
a=1
P(a|a)ν˙(a) = U
(1)δλU +
ℵχ∑
a=1
P(1|a)δλaP . (31)
Considering the equation (31) on the onstraint surfae P(i|a) = 0, i = 1, ...,ℵχ − 2, a = i, ...,ℵχ , U
(1) = 0, we
hoose Cℵχ−2|ℵχ−1 = ν˙(ℵχ−1) , Cℵχ−2|ℵχ = ν¨(ℵχ) . We see that we an similarly determine all the Ci|a suh that
Ci|a = ν
[a−i]
(a) , i = 1, ...,ℵχ − 1, a = i+ 1, ...,ℵχ . (32)
Therefore, in the ase under onsideration, the gauge harge has the following form
G =
ℵχ∑
i=1
ℵχ∑
a=i
ν
[a−i]
(a) P
(i|a) . (33)
The form of the variations δϑ follows from (27),
δQ(i|a) = ν
[a−i]
(a) , δω = δΩ = 0 . (34)
After all the Ci|a are known, the variations δλ an be determined from Eq. (30),
δλU = 0 , δλ
a
P = ν
[a]
(a) , (35)
whih proves the assertion.
5 Struture of arbitrary symmetry
Analyzing the symmetry equation, we are going to prove that:
Any symmetry δϑ and G of the ation SH an be presented as the sum of three type of symmetries(
δϑ
G
)
=
(
δcϑ
Gc
)
+
(
δgϑ
Gg
)
+
(
δtrϑ
Gtr
)
, (36)
suh that:
The set δcϑ and Gc is a global symmetry, anonial for the phase-spae variables ϑ. All the variations δcϑ
and the orresponding onserved harge Gc are either identially zero or do not vanish on the extremals.
The set δgϑ and Gg is a partiular gauge transformation given by Eqs. (33), (34), and (35) with spei
xed gauge parameters (i.e., spei xed forms of the funtions ν = ν¯
(
t, η[], λ[]
)
) that are either identially
zero or do not vanish on the extremals. In the latter ase, the orresponding onserved harge Gg vanishes on
the extremals, whereas the variations δgϑ do not.
The set δtrϑ and Gtr is a trivial symmetry. All the variations δtrϑ and the orresponding onserved harge
Gtr vanish on the extremals. The harge Gtr depends on the extremals as Gtr = O
(
I2
)
.
In what follows, we present a onstrutive way for nding the omponents of the deomposition (36).
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5.0.1 Construting the global anonial part of a symmetry
Assuming that δϑ and G is a symmetry, and taking the struture of the total Hamiltonian in the ase under
onsideration into aount, we an write the symmetry equation (24) as
δϑE−1I − U (1)δλU − λUδU
(1) − P(1)δλP +
dG
dt
= 0, (37)
I = (Ω, J) = O
(
δSH
δϑ
)
, J = (I, λU ), I =
·
ϑ− {ϑ,H} −
{
ϑ,P(1)
}
λP ,
We let denote via δJϑ, G
′
J the orresponding zero-order terms in the deomposition of the quantities δϑ, G
with respet to the extremals J. We have(
δϑ
G
)
=
(
δJϑ(η, λ
[]
P ) +O(J)
G′J (η, λ
[]
P ) +Bm(ω, λ
[]
P)J
[m] + O(J2)
)
. (38)
We then rewrite the equation (37) retaining only the terms of the zero and rst order with respet to the
extremals J . We obtain
δJϑE
−1I − P(1)δλP = −HˆG
′
J +
{
P(1), G′J
}
λP + λU{U
(1), G′J}
+ {ϑ,G′J}E
−1I − J [m]HˆBm + λP
{
P(1), Bm
}
J [m] −BmJ
[m+1] +O(ΩI) . (39)
Here, the ontributions from the terms U (1)δλU and δλUU
(1)
are aumulated in the term O(ΩI), and the
operator Hˆ is dened by
HˆF = {F,H} +
(
∂
∂t
+ λ[m+1]
∂
∂λ[m]
)
F . (40)
Analyzing terms with the extremals J [m] (beginning with the highest derivative) in Eq. (39), we an see
that all Bm = 0. Considering then terms proportional to I in Eq. (39), we obtain the expression
δJϑ = {ϑ,G
′
J}+O(Ω)
for the variation δJϑ. Then, taking the relations
δΩ = O(I) =⇒ δJΩ = O(Ω) = {Ω, G
′
J}+O(Ω)
into aount, we an see that
{Ω, G′J} = O(Ω) . (41)
We an verify that {P , G′J} is a rst-lass funtion, whih means that
{P , G′J} = O(P) +O(Ω
2) . (42)
Considering the remaining terms in Eq. (39), we obtain the equation
P(1)δJλP = HˆG
′
J + λP
{
P(1), G′J
}
+O(Ω2) , (43)
whih relates δJλP and G
′
J .
This equation (43) allows studying the funtion G′J in more detail. For this, we rewrite this equation (taking
(40) and (42) into aount) as
{G′J , H}+
(
∂
∂t
+ λ
[m+1]
P
∂
∂λ
[m]
P
)
G′J = O(P) +O(Ω
2) .
Analyzing the terms whih ontain Lagrange multipliers λ
[m]
χ (beginning with the highest derivative) in this
equation, we an see that these multipliers an enter only the terms that vanish on the onstraint surfae. For
example, onsidering terms with the highest derivative λ
[M+1]
P in the latter equation, we get
∂G′J
∂λ
[M ]
P
= O(P) +O(Ω2) =⇒ G′J = G
′
J (λP , · · · , λ
[M−1]
P ) +O(P) +O(Ω
2).
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In the same manner we nally obtain: G′J = GJ(ϑ) + O(P) + O(Ω
2). With Eqs. (41) and (42) taken into
aount, this implies:
{U,GJ} = O(Ω) , {P , GJ} = O(P) +O(Ω
2) .
Therefore, the above onsideration allows representing a rened version of the representation (38)

δϑ
δλU
δλP
G

 =


{ϑ,GJ +BPP}+O(I)
O(I)
δJλP (ϑ, λ
[]
P ) +O(J)
GJ +BPP +O(I
2)

 . (44)
where BP = BP(ϑ, λ
[]
P ), and the funtion GJ (ϑ) obey the relations
{GJ , U} = O(Ω) , {GJ ,P} = O(P) +O(Ω
2) , {GJ , H} = O(P) +O(Ω
2) . (45)
We selet from the funtion GJ a part GI that does not vanish on the onstraint surfae,
GJ (ϑ) = g (ω) + g1 (ω,Q)Q+O (Ω) . (46)
Beause of the relation (45), the funtion g1 (ω,Q) in (46) is zero, and, moreover, O (Ω) = O (P) +O
(
Ω2
)
. We
dene GI (ϑ) as
GI (ϑ) = g (ω) . (47)
We then have
GJ (ϑ) = GI(ϑ) +G1(ϑ), G1(ϑ) = O(P) +O(Ω
2) .
Therefore, in virtue of (45),
G = GI(ϑ) +O(P) +O(I
2) ,
HˆGI = 0, {U,GI} = {P , GI} = 0 . (48)
We now dene the variations δIϑ as
δIϑ = {ϑ,GI} =⇒ δIω = {ω,GI} , δIQ = δIP = δIU = 0 ,
δIλU = δIλP = 0 . (49)
The set δIϑ, GI is an exat symmetry of the ation SH. In what follows, this symmetry is denoted by
δIϑ = δcϑ = {ϑ,Gc}, δIλ = δcλ = 0 , GI = Gc = g(ω) .
5.0.2 Construting the gauge and the trivial parts of a symmetry
At this step we represent a symmetry δϑ, G as
δϑ = δcϑ+ δrϑ, G = Gc +Gr . (50)
Beause δcϑ, Gc is a symmetry, it is obvious that δrϑ, Gr is also a symmetry. Using Eqs. (45), we an verify
that the following relations
Gr =
ℵP∑
i=1
ℵP∑
a=i
Ki|a
(
ω,Q, λ
[]
P
)
P(i|a) +O
(
I2
)
,
δrη =
ℵP∑
i=1
ℵP∑
a=i
{
η,P(i|a)
}
Ki|a
(
ω,Q, λ
[]
P
)
+O (I) , (51)
where K are some loal funtions, hold.
In turn, we represent the symmetry δrϑ, Gr in the following form
δrϑ = δν¯ϑ+ δtrϑ , Gr = Gν¯ +Gtr , (52)
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where the set δν¯ϑ, Gν¯ is the gauge transformation given by Eqs. (26), and (27) with spei xed values of the
gauge parameters,
νi = ν¯i
(
t, η, λ[]
)
= Ki|i
(
ω,Q, λ
[]
P
)
, (53)
that are either identially zero or do not vanish on the onstraint surfae. This implies that
Gν¯ = O (P) +O
(
I2
)
, δν¯ϑ = {ϑ,Gν¯} . (54)
We must emphasize that by onstrution, the funtions Ki|i (and therefore the gauge transformations) are
identially zero whenever they vanish on the onstraint surfae.
It follows from Eqs. (51) that δtrϑ, Gtr is a symmetry whose harge is of the form
Gtr = G
′
tr + O(I
2) , G′tr =
ℵP−1∑
i=1
ℵP∑
a=i+1
Ki|a
(
ω,Q, λ
[]
P
)
P(i|a) .
In what follows, we will see that δtrϑ, Gtr is a trivial symmetry. For the symmetry δtrϑ, Gtr we write a
deomposition of the form (38),
(
δϑtr
Gtr
)
=
(
δtrJϑ(ω,Q, λ
[]
P) +O(J)
G′trJ(ϑ, λ
[]
P ) +O(J
2), G′trJ = G
′
tr +O(Ω
2)
)
(55)
taking into aount that Bm = O(Ω). All the relations that hold for the quantities δJϑ, GJ also hold for the
quantities δtrJϑ, G
′
trJ . In partiular, the harge G
′
tr obeys the equation
P(1)δ′trλχ = HˆG
′
tr + λP
{
P(1), G′tr
}
+O(Ω2), δ′trλP = δtrλP |I=0 = δtrJλP +O(Ω), (56)
whih is similar to Eq. (43). The equation (56) implies the following equation for the loal funtions Ki|a , a =
i+ 1, ...,ℵP :
ℵP−1∑
i=1
ℵP∑
a=i+1
(
P(i|a)HˆKi|a +Ki|aP
(i+1|a)
)
= P(1)δ′trλP +O(Ω
2) .
Considering this equation on the onstraint surfae Ω(...ℵP−1) = 0, we obtain that
KℵP−1|ℵPP
(ℵP |ℵP) = O(Ω2) =⇒ KℵP−1|ℵP = 0 .
Substituting the expression forKℵP−1|ℵP into Eq. (56), and onsidering the resulting equation on the onstraint
surfae Ω(...ℵP−2) = 0, we obtain KℵP−2|ℵP = 0, and so on. We thus, see that all Ki|a = 0, a = i + 1, ...,ℵP ,
and therefore
Gtr = O(I
2) . (57)
It then follows from Eq. (56)
P(1)δ′trλP = O(Ω
2) =⇒ δ′trλP = O(Ω) =⇒ δtrλP = O(I) .
By onstrution, the transformation δtrJ is similar to δJ . Therefore, the relation (45) holds true for this
transformation and implies that
δtrJϑ = {ϑ,G
′
tr}+O (Ω) = O(Ω) , δtrJλU = O(Ω) .
Therefore,
δtrϑ = O(I) . (58)
The relations (57) and (58) prove that the symmetry δtrϑ, Gtr is trivial.
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6 Physial funtions
First of all, we reall the general understanding that physis an be desribed in terms of gauge theories [6℄.
Let the time evolution of a lassial system be given by genuine trajetories κ (t) in the onguration spae.
The latter are solutions of the equations of motion of the theory. On the other hand, the state of the lassial
system at any given time instant t is haraterized by the set κ[] (t) =
(
κ[l] (t) , l ≥ 0
)
, at this time instant,
i.e., by a point in the jet spae. The trajetory in the onguration spae reates a trajetory in the jet spae.
The latter trajetory an be alled the trajetory of system states. We all two trajetories in the onguration
spae interseting if the orresponding trajetories in the jet spae interset at a given time instant. Using suh
a terminology and the results of the Set. III, we an say that interseting trajetories do exist in gauge theories
. On the other hand, we believe that for lassial systems, we an introdue the notion of the system physial
state at eah time instant, suh that there exists a ausal evolution of the physial states in time. Namely, one
a physial state is given at a ertain time, at all other times the physial states are determined in a unique
way. All the physial quantities are single-valued funtions of the physial state at a given time instant. The
physial state is ompletely determined as soon as all possible physial quantities are given in a ertain time
instant. Therefore, at a rst glane, there is a disagreement between the ausal evolution of the physial states
and the absene of the ausal evolution of trajetories in the jet spae for gauge theories. To eliminate this
disrepany and to be able desribe lassial systems onsistently with the use of gauge theories, we an resort
to the following natural interpretation:
a) Physial states of a lassial system and, therefore, all loal physial quantities are uniquely determined
by points of genuine trajetories in the jet spae.
b) All the funtions that are used to desribe physial quantities must oinide at equal-time points of
interseting genuine trajetories in the jet spae.
Item (b) ensures independene of the physial quantities from the arbitrariness inherent to solutions of a
gauge theory and reoniles item (a) with the ausal development of the physial states in time. Item (b)
imposes limitations on the possible form of these funtions. The loal funtions that obey item (b) are alled
physial funtions. Suppose the loal funtions A
ph
(
κ[]
)
are physial. This implies that for two arbitrary
genuine interseting trajetories κ and κ′ the equality
A
ph
(
κ[]
)
= A
ph
(
κ′[]
)
(59)
holds at any time instant.
We onsider loal physial funtions in the Hamiltonian formulation and in the speial phase-spae variables
ϑ. Taking the equations of motion (18), (19), and Ω = 0 into aount, we an onlude that any physial loal
funtions of the form A
ph
(
ϑ
[]
)
an be represented as
A
ph
(
ϑ[]
)
= aph
(
ω,Q, λ
[]
P
)
+O
(
δS
δϑ
)
. (60)
It is now easy to establish restritions on the funtions aph that follow from the ondition (59) of physiality.
For this, we reall that there exist two interseting at t = 0 genuine trajetories ϑ and ϑ′ suh that at the time
instant t they, having the same ω, and dier only by the values of the variables Q and λ
[l]
P . Namely,
ϑ (t) =⇒
(
Q, λ
[]
P
)
,
ϑ′ (t) =⇒
(
Q+ δQ, λ
[]
P + δλ
[]
P
)
, (61)
where all the quantities Q, λ
[]
P , δQ, and δλ
[]
P are arbitrary. The existene of suh interseting trajetories follows
from the above onsideration. The relation (59) for suh two interseting trajetories implies the relation
aph
(
ω (t) , Q, λ
[]
P
)
= aph
(
ω (t) , Q+ δQ, λ
[]
P + δλ
[]
P
)
. (62)
for the funtion aph. Beause of the arbitrariness of the quantities Q, λ
[]
P , δQ, and δλ
[]
P , we obtain from the
equation (62) that
∂aph
∂Q
=
∂aph
∂λ[]
= 0 =⇒ aph = aph (ω) . (63)
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Therefore, physial loal funtions of the form A
ph
(
ϑ[]
)
an be represented as
A
ph
(
ϑ[]
)
= aph (ω) +O
(
δSH
δϑ
)
. (64)
In terms of the initial phase-spae variables η = (η, λ) , η = (q, p), any physial loal funtions of the form
A
ph
(
η[]
)
has the struture
A
ph
(
η[]
)
= aph (η) + O
(
δSH
δη
)
. (65)
It follows from (64) that bearing in mind that the set of onstraints P is equivalent to all FCC χ (η) in the
initial phase-spae variables, and that the set of onstraints Ω is equivalent to all the initial onstraints Φ (η) ,
one an write the physiality onditions for the funtions a
ph
(η):
∂aph
∂Q
= O (Ω)⇐⇒ {aph, χ} = O (Φ) . (66)
We are going to all onditions (65) and (66) the physiality ondition in the Hamiltonian sense. It is preisely
in this sense one has to understand the usual assertion that physial funtions must ommute with rst-lass
onstraints on extremals. In fat, these onditions of physiality are those whih are usually alled the Dira
onjeture.
On the other hand, in the Lagrangian formulation it is known that physial funtions must be gauge invariant
on the extremals, see e.g. [6℄. Suh a ondition is alled the physiality ondition in the Lagrangian sense. Below,
we are going to demonstrate the equivalene of these two onditions.
Let loal funtions A = A
(
η[]
)
be physial in the Hamiltonian sense. Consider their gauge variation δA.
Suh a variation has the following form, having (65) in mind,
δA = δa (η) +O
(
δSH
δη
)
. (67)
Here we have used the fat that gauge variations of extremals are proportional to extremals. Let us onsider
δa taking into aount (27) and (26). Then one easily sees that
δa = {a,G} = O ({a, χ}) +O
(
δSH
δη
)
.
Taking into aount (66), we obtain that gauge variations of physial funtions are proportional to extremals,
δA = O
(
δSH
δη
)
. (68)
Let now the loal funtions A = A
(
η[]
)
be physial in the Lagrangian sense, i.e. they obey Eq. (68). One
an always represent them in the form
A = f(η, λ
[]
P) +O
(
δSH
δη
)
.
The ondition (68) implies:
{f,G}+
mmax∑
m=0
∂f
∂λ
[m]
P
δλ
[m]
P = O
(
δSH
δη
)
. (69)
Let us onsider those terms ontaining the highest time-derivatives of the gauge parameters in the left-hand side
of (69). Taking into aount that δλaP = ν
[a]
a , see (35), and the fat that G ontains only the time derivatives
ν
[l]
a , l < a), suh terms have the form:
ℵχ∑
a
∂f
∂λ
a[mmax]
P
ν[a+mmax]a .
These terms have to be proportional to the extremals, whih implies
∂f
∂λ
a[mmax]
P
= O
(
δSH
δη
)
.
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Similarly, we an verify that the funtion f does not ontain any λ on the extremals, i.e.,
f(η, λ[]χ) = a (η) +O
(
δSH
δη
)
.
Therefore,
A = a(η) +O
(
δSH
δη
)
. (70)
Considering the equation (68) for the funtion (70), we obtain that
{a,G} =
ℵχ∑
i=1
ℵχ∑
b=i
{
a,P(i|b)
}
ν
[b−i]
b = O
(
δSH
δη
)
,
whih implies {
a,P(i|b)
}
= O
(
δSH
δη
)
= O(Φ) .
beause of the independene between ν
[b−i]
b . This ompletes the proof of the equivalene of the two denitions
of physial funtions.
7 Conlusion
We summarize the main onlusions.
Any ontinuous symmetry transformation an be represented as a sum of three kind of symmetries, a global
symmetry, a gauge symmetry, and a trivial symmetry. If the global part of a symmetry and the orresponding
anonial harge are not identially zero, they do not vanish on the extremals. The determination of the
anonial harge from the orresponding equation, and therefore the determination of the anonial part of a
symmetry transformation is ambiguous. However, we must understand that the ambiguity in the anonial part
of a symmetry transformation is always a sum of a gauge transformation and a trivial transformation. The
gauge part of a symmetry does not vanish on the extremals, but the gauge harge vanishes on the extremals. We
emphasize that the gauge harge neessarily ontains a part that is linear in the FCC, and the remaining part
of the gauge harge is quadrati in the extremals. The trivial part of any symmetry vanishes on the extremals
and the orresponding harge is quadrati in the extremals.
The redution of global symmetry transformations to the extremals are global anonial symmetries of the
physial ation whose onserved harge is the redution of the omplete onserved harge to the extremals.
Any global symmetry of the physial ation is a global symmetry of the omplete Hamiltonian ation.
The gauge transformations, taken on the extremals, only transform the nonphysial variables Q and λP .
We an see that there are no gauge transformations whih annot be represented in the form (26). This follows
from the struture of arbitrary symmetry transformation presented above. Namely, as was demonstrated, any
symmetry transformation whose harge vanishes on the extremals is a sum of a partiular gauge transformation
and of a trivial transformation.
The gauge harge ontains time derivatives of the gauge parameters whenever there exist seondary FCC.
Another assertion holds. We an see that the numbers of nonphysial variables both in Lagrangian and
Hamiltonian formulations are respetively equal to the omplete numbers of gauge parameters and their time
derivatives that enter in the gauge transformations in these formulations. Indeed, in the Lagrangian formulation,
the number of the nonphysial oordinates oinide with the number of the FCC in Hamiltonian formulation
(with the number of the variablesQ), and, therefore, oinide with the omplete number of gauge parameters and
their time derivatives that enter the gauge transformations of the oordinates in the Lagrangian formulation. In
the Hamiltonian formulation, the nonphysial variables are both Q and λχ. At the same time, in this formulation,
the gauge transformations of the Lagrange multipliers λχ ontain an additional time derivative in omparison
with the gauge transformations of the oordinates in the Lagrangian formulation. The number of λχ is equal to
the number of primary FCC and, therefore, is equal to the number of the gauge parameters. A simple estimation
onrms the above assertion.
In the same manner as in Set. II, we an demonstrate that there is a hoie of superspeial phase-spae
variables that already inludes the variables U and whih signiantly simplies the Hamiltonian H
(1)
SCC. Namely,
for suh a hoie the variables U have the struture U = (V ; u), where both V andu are sets of pairs of onjugate
oordinates and momenta. The variables from these sets are divided into groups aording to the stages of the
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Dira proedure and organized in hains (labeled by the index a). The variables V onsist of oordinates Θ and
onjugate momenta Π, namely,
V = (Θ(i|2a)µa , Θ
(i|2a+1)
νa,s
; Π(i|2a)µa , Π
(i|2a+1)
νa,s
) , 1 ≤ a ≤ ℵϕ/2 , i = 1, ..., a , s = 1, 2,
u =
(
u
(1)
ζ,s , u
(2a+1)
νa,s
)
.
The variables u(1) are primary onstraints (rst-stage onstraints); the variables u(2a+1) are 2a + 1−stage
onstraints; the variables Π(i|2a) and Π(i|2a+1) are i-stage onstraints; the variables Θ(i|2a) are 2a− (i− 1)-stage
onstraints; the variables Θ(i|2a+1) are 2a+ 1− (i − 1)-stage onstraints.
The variables are divided in even and odd hains. Variables in even hains (labeled by 2a) are labeled by
the index µa , variables in odd hains (labeled by 1, 2a+ 1) are labeled by the index ζ, νa and by the index s.
The number of the indies µa and ζ, νa an be equal to zero.
In terms of the variables V, u the Hamiltonian H
(1)
SCC beomes:
H(1)scc = hodd + heven + λ
(1)u(1) ,
heven =
∑
a=1
(
a−1∑
i=1
Θ(i|2a)Π(i+1|2a) + σ2a(Θ
(i|2a))2 + λ(2a)Π(1|2a)
)
,
hodd =
∑
a=1
(
a−1∑
i=1
Θ(i|2a+1)Π(i+1|2a+1) + σ2a+1Θ
(a|2a+1)u(2a+1) + λ(2a+1)Π(1|2a+1)
)
,
where σ 6= 0 are some numbers. There is a summation over the indies µ, ν, and ζ, in partiular σ2a(Θ
(i|2a))2 =∑
µa
σ2a,µa(Θ
(i|2a)
µa )
2.
In the rened superspeial phase-spae variables, the onsisteny onditions that start with the primary
SCC require that all the orresponding Lagrange multipliers λ(1), λ(2a), and λ(2a+1) be zero. See the sheme of
onstraint hains below
u
(1)
s → λ
(1)
s
Π(1|2) → Θ(1|2) → λ(2)
Π
(1|3)
s → Π
(2|3)
s → u
(3)
s → Θ
(2|3)
s → Θ
(1|3)
s → λ
(3)
s
Π(1|4) → Π(2|4) → Θ(2|4) → Θ(1|4) → λ(4)
.
.
.
Π(1|2a) → ... → Π(a|2a) → Θ(a|2a) → ... → Θ(1|2a) → λ(2a)
Π
(1|2a+1)
s → ... → Π
(a|2a+1)
s → u
(2a+1)
s → Θ
(a|2a+1)
s → ... → Θ
(1|2a+1)
s → λ
(2a+1)
s
.
.
.
Finally, we must mention that we have demonstrated (using some natural assumptions) the equivalene
of two denitions of physiality. One of them pertaining to the Lagrangian formulation, whih states that
physial funtions are gauge invariant on the extremals, and the other denition pertaining to the Hamiltonian
formulation, whih requires that physial funtions ommute with FCC (Dira onjeture).
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