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SQUARE FUNCTION INEQUALITY FOR A CLASS OF FOURIER
INTEGRAL OPERATORS SATISFYING CINEMATIC CURVATURE
CONDITIONS
CHUANWEI GAO, CHANGXING MIAO, AND JIANWEI-URBAIN YANG
Abstract. In this paper, we establish an improved variable coefficient version of square
function inequality, by which the local smoothing estimate Lpα → L
p for the Fourier inte-
gral operators satisfying cinematic curvature condition is further improved. In particular,
we establish almost sharp results for 2 < p ≤ 3 and push forward the estimate for the crit-
ical point p = 4. As a consequence, the local smoothing estimate for the wave equation
on the manifold is refined. We generalize the results in [14, 12] to its variable coeffi-
cient counterpart. The main ingredients in the argument includes multilinear oscillatory
integral estimate [3] and decoupling inequality [2].
1. Introduction
In this paper, we are concerned with a class of Fourier integral operator F ∈ Iσ−
1
4 (Z, Y ;C )
of which the canonical relation C satisfies a certain curvature condition which is usually
referred to as cinematic condition. The typical example, among other things, is the half-
wave operator eit
√−∆. This class of operators are naturally related to the solution of wave
equation on general Riemannian manifolds. Local smoothing conjecture due to Sogge [17]
is about the sharp regularity Lpα → Lp estimate for the half-wave operator eit
√−∆ and
was found many applications in harmonic analysis. It roughly says that one may gain
additional regularity by averaging time variable over the fixed time case. It is natural to
consider this phenomenon at the general level of Fourier integral operator. We refer to
[2, 1, 8] for more information about the motivation and backgrounds.
Let Z and Y be paracompact manifolds with dim Z = 3 and dim Y = 2. We consider
Fourier integral operators F ∈ Iσ−
1
4 (Z, Y ;C ), where the canonical relation C , from T ∗Y \
0 to T ∗Z \ 0, which is a homogeneous, conic Lagrangian submanifold of T ∗Z \ 0×T ∗Y \ 0
with dim C = 5.
As in [15], we impose the cone conditions on C . Given z0 ∈ Z, let ΠT ∗Y , ΠT ∗z0Z
and
ΠZ be projections from C to T
∗Y \ 0, T ∗z0Z \ 0 and Z respectively,
C
ΠZ

ΠT∗Y
{{✇✇
✇✇
✇✇
✇✇
✇ ΠT∗z0Z
##
●●
●●
●●
●●
●
T ∗Y \ 0 Z T ∗z0Z \ 0
(1.1)
2010 Mathematics Subject Classification. Primary:35S30; Secondary: 35L05.
Key words and phrases. Fourier integral operator; cinematic curvature condition; Local smoothing;
Decoupling.
1
2 GAO, MIAO, AND YANG
and assume
rank dΠT ∗Y ≡ 4, (1.2)
rank dΠZ ≡ 3. (1.3)
Let Γz0 = ΠT ∗z0Z(C ). As a consequence of (1.2)(1.3) and the homogeneity, Γz0 is a conic
subset of T ∗z0Z \ 0. The cone condition imposed on C is that for every ζ ∈ Γz0 , there is
one principal curvature nonvanishing. We say a Fourier integral operator F satisfies the
cinematic curvature condition, if its canonical relation C satisfies (1.2)(1.3) and the cone
condition.
This paper is a continuation of our previous work [8]. By adapting the strategy in
[14, 12], we give further improvement upon our previous result in dimension two.
Theorem 1. Suppose F ∈ Iσ−
1
4 (Z, Y ;C ) with Z, Y as above, where the canonical relation
C satisfies the cinematic curvature condition. Then, the following estimate holds∥∥Ff∥∥
Lploc(Z)
6 C‖f‖Lpcomp(Y ), for all σ < −σ(p), (1.4)
where σ(p) is defined by
σ(p) =

0 , 2 < p 6 3,
1
4
−
3
4p
, 3 < p 6 4,
3
8
−
5
4p
, 4 < p < 6.
(1.5)
Remark 1.1. The results obtained above generalize its constant coefficient counterpart in
[14, 12]. It is worth noting that the results in the case 2 < p ≤ 3 are sharp, except for
possibly arbitrarily small regularity loss.
As byproducts of Theorem 1, we have a few consequences.
If we write z = (x, t) and let Ftf(x) = Ff(x, t), then we have the following maximal
theorem under the above assumptions in Theorem 1.
Corollary 1.2. Let I ⊂ R be a compact interval and Z = X × I such that X and Y are
assumed to be compact. Assume that F ∈ Iσ−1/4(Z, Y ;C ) is a Fourier integral operator
satisfying all the same conditions in Theorem 1. Then we have
‖ sup
t∈I
|Ftf(x)|‖Lp(X) 6 C‖f‖Lp(Y ), (1.6)
whenever σ < −σ(p)− 1p for all 2 6 p 6 6.
LetM be a smooth compact manifold without boundary of dimension n, equipped with
a Riemmanian metric g and consider the Cauchy problem{
(∂/∂t)2 −∆g)u(t, x) = 0, (t, x) ∈ R×M,
u(0, x) = f(x), ∂tu(0, x) = h(x),
(1.7)
where ∆g is the Beltrami-Laplacian associated to a metric g. It is a well-known fact that
the solution u to this Cauchy problem can be written as
u(x, t) = F0f(x, t) +F1h(x, t), (1.8)
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where Fj ∈ I
j−1/4(M × R,M ;C ) with
C =
{
(x, t, ξ, τ, y, η) : (x, ξ) = χt(y, η), τ = ±
√∑
gjkξjξk
}
,
where χt : T
∗M \ 0 × T ∗M \ 0 is the flowing for time t along the Hamilton vector field
H associated to
√∑
gjkξjξk. As a consequence, the convexity condition is automatically
verified by C .
Corollary 1.3. Let u be the solution to the Cauchy problem (1.7). If I ⊂ R is a compact
interval and σ < −σ(p) with σ(p) is given by (1.5), then we have
‖u‖Lpα+σ(M×I) 6 C
(
‖f‖Lpα(M) + ‖h‖Lpα−1(M)
)
, 2 6 p 6 6. (1.9)
Let Σx,t ⊂ R
2 be a smooth curve depending smoothly on the parameters (x, t) ∈
R
2 × [1, 2] and dσx,t denotes the normalized Lebesgue measure on Σx,t. Following the
notations in [17, 16], we may assume Σx,t = {y : Φ(x, y) = t} where Φ(x, y) ∈ C
∞(R2×R2)
such that its Monge-Ampere determinant is non-singular
det
(
0 ∂Φ/∂x
∂Φ/∂y ∂2Φ/∂x∂y
)
6= 0, when Φ(x, y) = t. (1.10)
This is referred to as Stein-Phong’s rotational curvature condition.
Define the averaging operator by
Af(x, t) =
∫
Σx,t
f(y)a(x, y)dσx,t(y), (1.11)
where a(x, y) is a smooth function with compact support in R2 × R2.
If we let F : f(x) 7→ Af(x, t), then F is a Fourier integral operator of order −1/2 with
canonical relation given by
C =
{
(x, t, ξ, τ, y, η) : (x, ξ) = χt(y, η), τ = q(x, t, ξ)
}
, (1.12)
where χt is a local symplectomorphism, and the function q is homogeneous of degree one
in ξ and smooth away from ξ = 0. Moreover, the rotational curvature condition holds if
and only if {
q(x,Φ(x, y),Φ′x(x, y)) ≡ 1
corank q′′ξξ ≡ 1.
(1.13)
In particular, the cinematic curvature condition is fulfilled and one has the following result
by Theorem 1.
Corollary 1.4. Let At be an averaging operator defined in (1.11) with Σx,t satisfying the
geometric conditions described as above. Then there exists a constant C depending on p
such that if f ∈ Lp(R2), we have
‖Af‖Lpγ (R2+1) 6 C‖f‖Lp(R2), 2 6 p 6 6, (1.14)
for all γ < −σ(p) + 12 .
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The paper is organized as follows. In Section 2, we introduce the implements that will
be used in the subsequent context. This section is similar to that in [8]. The differences
focus on the quantitative hypothesis on the phase function which is introduced in [2] and
will play a crucial role in the induction argument via multilinear oscillatory estimates of
Bennett, Carbery and Tao [3]. In particular, we emphasize the role played among other
things by the parabolic rescaling. In Section 3, we show how to deduce the square function
estimate from the corresponding multilinear version. This observation on the relationship
between linear and multilinear estimates is originated back to Bourgain and Guth [7], and
then applied to many important breakthroughs such as Bourgain and Demeter’s proof
of ℓ2−decoupling theorem [5], Bourgain-Demeter-Guth’s proof of the main conjecture of
Vinogradov’s mean value theorem [6], as well as the cone multiplier problem by Lee and
Vargas [14]. In Section 4, we prove the tri-linear square function estimate by using the
multilinear oscillatory integral estimates of [3]. In the last section, we use decoupling
inequality to bring in further improvement upon the L4 estimate.
Notations. If a and b are two positive quantities, we write a . b when there exists a
constant C > 0 such that a ≤ Cb where the constant will be clear from the context. When
the constant depends on some other quantity M , we emphasize the dependence by writing
a .M b. We will write a ≈ b when we have both a . b and b . a. We will write a ≪ b
(resp. a ≫ b) if there exists a sufficiently large constant C > 0 such that Ca ≤ b (resp.
a ≥ Cb). We adopt the notion of nature numbers N = Z ∩ [0,+∞). For λ ≫ 1, we use
RapDec(λ) to mean a quantity rapidly decreasing in λ. We use a / b to mean a .ε Rεb
for arbitrary ε.
Throughout this paper, wB is a weight which is essentially concentrated on a ball B ⊂ R
3
centered at c(B) with radius r(B) and rapidly decaying away from the ball.
wB(z) .
(
1 +
|z − c(B)|
r(B)
)−N
, N ≫ 1.
With the weight, we define the weighted Lebesgue norm ‖.‖Lp(wB) as follows
‖f‖Lp(wB) :=
(∫
R3
|f(z)|pwB(z)dz
) 1
p
1 ≤ p <∞. (1.15)
2. Preliminaries and Reductions
Given a point (z0, ζ0, y0, η0) ∈ T
∗Z \ 0 × T ∗Y \ 0, there exists a sufficiently small local
conic coordinate patch around it, along with a smooth function φ(z, η) such that C is
given by
{(z, φ′z(z, η), φ
′
η(z, η), η) : η ∈ (R
2 \ 0) ∩ Γη0} (2.1)
where Γη0 denotes a conic neighborhood of η0.
By splitting z = (x, t) ∈ R2 × R into space-time variables, where we put z0 = 0
without loss of generality, any operator F in the class Iσ−1/4(Z, Y ;C ) with C satisfying
the cinematic curvature condition can be written in an appropriate local coordinates as a
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finite sum of oscillatory integrals
Ff(x, t) =
∫
Rn
eiφ(x,t,η)b(x, t, η)f̂ (η) dη,
where b is a smooth symbol of order σ. We may assume that the support of the map
z → b(z, η) is contained in a ball B(0, ε0), with ε0 > 0 being sufficiently small and
η → b(z, η) is supported in a conic region Vε0 , i.e.
b(x, t, η) = 0 if η /∈ Vε0 := {ξ = (ξ1, ξ2) ∈ R
2\0 : |ξ1| 6 ε0 ξ2}.
Let us turn to the strategy of the proof. By interpolation with the trivial L2 → L2
estimate and the sharp L6 → L6 local smoothing estimate of [2],∥∥Ff∥∥
L6loc(Z)
6 C‖f‖L6comp(Y ), for all σ < −
1
6
, (2.2)
one may reduce (1.4) to∥∥Ff∥∥
Lploc(Z)
6 C‖f‖Lpcomp(Y ), for all σ < −σ(p), (2.3)
with p = 3, 4 respectively.
Fix λ ≫ 1 and β ∈ C∞c (R) which vanishes outside the interval (1/4, 2) and equals one
in (1/2, 1). By standard Littlewood-Paley decomposition, one may reduce (2.3) to
‖Fλf‖Lp(R3) / λ
σ‖f‖Lp(R2), σ > σ(p) (2.4)
where Fλ is an operator
Fλf(x, t) =
∫
eiφ(x,t,η)bλ(x, t, η)f̂ (η) dη (2.5)
and
bλ(z, η) = b(z, η)
1
(1 + |η|2)σ/2
β(
η
λ
). (2.6)
Assume 1 ≤ R ≤ λ, C(e2, ε0) := B(e2, ε0) ∩ S
1 and make angular decomposition with
respect to the η-variable by cutting C(e2, ε0) into NR ≈ R
1
2 many sectors {θν : 1 6 ν 6
NR}, each θν spreading an angle ≈ε0 R
−1/2.
Let {χν(η)} be a family of smooth cutoff functions associated with the decomposition
in the angular direction, each of which is homogeneous of degree 0, such that {χν}ν forms
a partition of unity on the unit circle and then extended homogeneously to R2 \ 0 such
that 
∑
06ν6NR
χν(η) ≡ 1, ∀η ∈ R
2 \ 0,
|∂αχν(η)| 6 CαR
|α|
2 , ∀ α if |η| = 1.
Define
F
ν
λ f(x, t) =
∫
eiφ
λ(x,t,η)bνλ(x, t, η)f(η) dη, (2.7)
where the rescaled phase function and amplitude read
φλ(x, t, η) := λφ(x/λ, t/λ, η), bνλ(x, t, η) = χν(η)b
λ(x/λ, t/λ, η). (2.8)
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Following the approach in [15], (2.4) is in turn reduced to the following kind of square
function estimate
‖Fλf‖Lp(R3) .ε,φ,Lλ
σ(p)+ε
∥∥∥(∑
ν
|F νλ f |
2
) 1
2
∥∥∥
Lp(R3)
+ λ−L‖f‖L2(R2) (2.9)
where L is a number which can be taken sufficiently large and p = 3, 4, R = λ.
Let a(z, η) ∈ C∞c (R3 × R2) with compact support contained in B(0, ε0) × B(e2, ε0).
Define
Tλf =
∑
ν
T
ν
λ f, T
ν
λ f(x, t) =
∫
eiφ
λ(x,t,η)aνλ(x, t, η)f(η) dη, (2.10)
where the rescaled amplitude reads
aνλ(x, t, η) = χν(η)a(x/λ, t/λ, η). (2.11)
By scaling argument, (2.9) is in turn reduced to the following square function estimate
Theorem 2. Let the operator Tλ be as in (2.10) and take R = λ. Then we have
‖Tλf‖L3(R3) .ε,φ,Lλ
ε
∥∥∥(∑
ν
|T νλ f |
2
) 1
2
∥∥∥
L3(R3)
+ λ−L‖f‖L2(R2), (2.12)
‖Tλf‖L4(R3) .ε,φ,Lλ
1
16
+ε
∥∥∥(∑
ν
|T νλ f |
2
) 1
2
∥∥∥
L4(R3)
+ λ−L‖f‖L2(R2), (2.13)
where L is a number which can be taken sufficiently large.
Remark 2.1. • It is worth noting that the spacial support of the amplitude appear-
ing in the right-hand side of (2.12) and (2.13) is slightly larger than that appearing
in the left-hand side.
• Very recently, Guth-Wang-Zhang [10] established the sharp square function esti-
mate in the Euclidean case in 2+1 dimensions. As a result, the corresponding local
smoothing conjecture is resolved. For the variable coefficient setting, the Kakeya
compression phenomena will happen which leads to the difference in the numerology
of local smoothing conjecture between the variable and constant coefficient settings
in n ≥ 3, see [1, 2, 9] for more details. This work provides additional methods and
techniques toward handling the variable coefficient case which may help advance
the research in this direction.
2.1. Normalization of the phase function. For technical reasons, we assume a is of
the form a(z, η) = a1(z)a2(η), where
a1 ∈ C
∞
c (B(0, ε0)), a2 ∈ C
∞
c (B(e2, ε0)).
The general cases may be reduced to this special one via the following observation∫
R3
eiφ(z,η)a(z, η)f(η)dη =
∫
R3
ei(z,ξ)
(∫
R2
eiφ(z,η)ψ(z)â(ξ, η)f(η)dη
)
dξ,
and that ξ 7→ â(ξ, η) is a Schwartz function, where ψ(z) is a compactly supported smooth
function and equals 1 on suppz a.
Moreover, we may reformulate (1.2) (1.3) and the curvature condition as
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H1 rank ∂
2
zηφ(z, η) = 2 for all (z, η) ∈ supp a.
H2 Define the Gauss map G : supp a→ S
2 by G(z, η) := G0(z,η)|G0(z,η)| where
G0(x, η) := ∂η1∂zφ(z, η) ∧ ∂η2∂zφ(z, η). (2.14)
The curvature condition
rank ∂2ηη〈∂zφ(z, η), G(z, η0)〉|η=η0 = 1 (2.15)
holds for all (z, η0) ∈ supp a.
Let Υx,t : η → ∂xφ(x, t, η). If ε0 is taken sufficiently small, Υx,t is a local diffeomorphism
on B(e2, ε0). If we denote by Ψx,t(ξ) = Υ
−1
x,t(ξ) the inverse map of Υx,t, then clearly
∂xφ(x, t,Ψx,t(ξ)) = ξ. (2.16)
Differentiating (2.16) with respect to ξ on both sides yields
[∂2x,ηφ](x, t,Ψx,t(ξ)) ∂ξΨx,t(ξ) = Id. (2.17)
This manifests that
det ∂ξΨx,t(ξ) 6= 0, ∀(x, t) ∈ B(0, ε0), ∀ξ ∈ Υx,t(B(e2, ε0)). (2.18)
In order to facilitate certain kind of induction argument, it is also useful to assume the
quantitative conditions on the phase function. Assume supp a ⊂ Z × Ξ, where Z ⊂ R3
is a small neighborhood of B(0, ε0), Ξ ⊂ R
2 is a small open sector around e2. Let
A = (A1, A2, A3) ∈ [1,∞).
We adopt the notation from [2] with slight modifications. Datum (φ, a) is said to be of
type A if the following quantitative properties are satisfied
(HA)
φ(x, t, η) = 〈x, η〉+
t
2
η21/η2 + η2 E(x, t, η1/η2) (2.19)
where E(x, t, s) obeys
E(x, t, s) 6 cparA1
(
(|x|+ |t|)2|s|2 + (|x|+ |t|)|s|3
)
. (2.20)
(DA) For some large integer N ∈ N, depending only on the fixed choice of ε, L and p,
one has
‖∂βη ∂
α
z φ‖L∞(Z×Ξ) ≤ cparA2 (2.21)
for all (α, β) ∈ N3 × N2 with |α| = 2 and 1 ≤ |β| ≤ N .
(MA) dist(supp a1,R
3\Z × Ξ) ≥ A3/4.
Remark 2.2. The condition (HA) demonstrates that the phase function can be viewed
as a minor perturbation of the translation-invariant case 〈x, η〉 + t2 η
2
1/η2. This fact will
be useful in the course of verifying the transversality condition. The reason we impose
the hypothesis (DA) is to bound the higher order derivatives of the phase function in the
approximation argument. As above mentioned, the support of amplitude function may
be slightly enlarged in the induction. We may partition the support of the amplitude to
maintain the margin hypothesis (MA).
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2.2. Parabolic rescaling. Let 1 ≤ R ≤ λ and BR denote a ball of radius R. For
convenience, we introduce the l2 decoupling norm and square function norm respectively
as
‖Tλf‖Lp,RDec(Q)
: =
(∑
ν
‖T νλ f‖
2
Lp(wQ)
) 1
2
, (2.22)
‖Tλf‖Lp,RSq (Q)
: =
∥∥∥(∑
ν
|T νλ f |
2
) 1
2
∥∥∥
Lp(wQ)
. (2.23)
Let Sσ,εA (λ,R) be the infimum over all C such that
‖Tλf‖Lp(BR) 6 CR
σ+ε‖Tλf‖Lp,RSq (BR)
+R4
( λ
R
)−2M
‖f‖L2(R2), ∀R 6 λ
1− ε
2 (2.24)
holds for all type A data (φ, a).
It is easy to see that Sσ,εA (λ,R) is always finite. Indeed, by Ho¨lder’s inequality.
‖Tλf‖Lp(BR) =
∥∥∥∑
ν
T
ν
λ f
∥∥∥
Lp(wBR )
. R
1
4 ‖Tλf‖Lp,RSq (BR)
(2.25)
where we have used the fact #{ν} ≈ R1/2. Therefore we have
S
σ,ε
A (λ,R) . R
1
4
−σ, (2.26)
which will also serve as a starting point of our induction.
The proof of (2.12) and (2.13) is reduced to
S
σ(p),ε
A (λ, λ
1−ε/2) .ε,M,p 1, p = 3, 4. (2.27)
Actually, since the support of suppz aλ(·, η) is contained in the ball B(0, λ), we may tile
B(0, λ) by a collection of balls of radius λ1−ε/2 and use Sσ(p),εA (λ, λ
1−ε/2) .ε,M,p 1 in each
of the balls. By choosing appropriate M depending ε, L and summing over all generated
balls, we will obtain the desired result.
One key ingredient in the proof will be parabolic rescaling argument. Let α ∈ R, we
define the notion of r− plate as follows
Γrα :=
{
(η1, η2) ∈ suppη a :
∣∣η1
η2
− α
∣∣ 6 r}.
Proposition 2.3. Let phase φ satisfy the condition H1,H2, amplitude a satisfy MA. Let
1 ≤ ρ ≤ R ≤ λ and Tλ be defined associated with φ and a. If f is supported on a ρ
−1−plate
with ρ is sufficiently large depending on φ, then we have
‖Tλf‖Lp(BR) .φ,a S
σ,ε
1
( λ
ρ2
,
R
ρ2
)(R
ρ2
)σ+ε
‖Tλf‖Lp,RSq (BR)
+ ρ−2R4
( λ
R
)−2M
‖f‖L2(R2).
(2.28)
Proof. The conditions H1,H2 imply that there exists a special coordinate system, so that
the phase function φ(z, η) can be written in a normalized form. More precisely, according
to Lemma 3.4 in [13], by appropriate affine transformation we may assume G(0, e2) = e2
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and ∂t∂
2
η1φ(0, e2) = 1, then up to multiplying harmless factors to Tλf and f , we can write
φ in this coordinate as
φ(x, t, η) = 〈x, η〉+
t
2
η21/η2 + η2 E(x, t, η1/η2) (2.29)
where η = (η1, η2) and E(x, t, s) obeys
E(x, t, s) ≤ Cφ
(
(|x|+ |t|)2|s|2 + (|x|+ |t|)|s|3
)
. (2.30)
provided supp a is sufficiently small, otherwise, we may decompose the supp a into several
small pieces such that (2.29),(2.30) hold. For further details in this direction, one may
refer to [4, 11, 9]. We perform to a(z, η) the same transforms which convert φ into its
normalized form in (2.29), and we denote it still by a(z, η). Let the operator Tλ be defined
as follows
Tλf(z, t) :=
∫
eiλφ(z,η)a(z, η)f(η)dη. (2.31)
As a result, by changing of variable: z → λz, we have
‖Tλf‖Lp(BR) .φ λ
3
p ‖Tλf‖Lp(BR/λ). (2.32)
Assume f is supported in a plate Γρ
−1
γ . By changing of variable: η1 → η1+γη2, we may
rotate the central axis of Γρ
−1
γ to the e2 axis. We make the associated change of variable
in the physical space 
x1 + γt = x
(1)
1 ;
γx1 + x2 +
1
2
γ2t = x
(1)
2 ;
t = t(1).
(2.33)
For convenience, we will use x(1) to denote x(1) := (x
(1)
1 , x
(1)
2 ). Since the transformation
above is a diffeomorphism, we may use Φ(1)(x(1), t(1)) to denote the inverse map of (2.33).
In the new variable system, the phase φ is transformed to
φ(1)(x(1), t(1), η) = 〈x(1), η〉+
1
2
t(1)η21/η2 + η2E1(x
(1), t(1), η1/η2 + γ), (2.34)
where we denote E1(x
(1), t(1), η1/η2 + γ) = E(Φ
(1)(x(1), t(1)), η1/η2 + γ) the error term.
Next make Taylor’s expansion of E1(x
(1), t(1), η1/η2 + γ) as follows
E1(x
(1), t(1), η1/η2 + γ) = E1(x
(1), t(1), γ) + ∂sE1(x
(1), t(1), γ)
η1
η2
+
1
2
∂2sE1(x
(1), t(1), γ)
(η1
η2
)2
+
1
2
∫ 1
0
∂3sE1(x
(1), t(1), s
η1
η2
+ γ)
(η1
η2
)3
(1− s)2ds.
Making change of variables
x
(1)
1 + ∂sE1(x
(1), t(1), γ) = x
(2)
1
E1(x
(1), t(1), γ) + x
(1)
2 = x
(2)
2
1
2
t(1) +
1
2
∂2sE1(x
(1), t(1), γ) =
1
2
t(2).
(2.35)
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As above, we use x(2) to denote x2 := (x
(2)
1 , x
(2)
2 ) and Φ
(2)(x(2), t(2)) to denote the inverse
map of (2.35).
Accordingly, the phase function in (2.34) is changed to
φ(2)(x(2), t(2), η) = 〈x(2), η〉+
1
2
t(2)η21/η2 + η2E2(x
(2), t(2), η1/η2). (2.36)
where
E2(x
(2), t(2),
η1
η2
) =
1
2
∫ 1
0
∂3sE
(
Φ(1) ◦ Φ(2)(x(2), t(2)), s
η1
η2
+ γ
)(η1
η2
)3
(1− s)2ds. (2.37)
Define Φ = Φ(1) ◦ Φ(2), the amplitude a is changed to
a2(x
(2), t(2), η) = a(Φ(x(2), t(2)), η1 + γη2, η2). (2.38)
Let T˜λ be defined as follows
T˜λf =
∫
eiλφ
(2)(z,η)a2(z, η)f(η)dη.
Therefore,
‖Tλf‖Lp(BR/λ) . ‖T˜λf‖Lp(Φ−1(BR/λ)). (2.39)
Let {RΛ}Λ ⊂ R
3 be a collection of pairwise disjoint rectangles of sidelength ρ−1Rλ ×
ρ−2Rλ ×
R
λ satisfying
Φ−1(BR/λ) ⊂
⋃
Λ
RΛ. (2.40)
By orthogonality of RΛ, we have
‖T˜λf‖
p
Lp(Φ−1(BR/λ))
.
∑
Λ
‖T˜λf‖
p
Lp(RΛ)
. (2.41)
Finally, by scaling η1 → ρ
−1η1, the corresponding map for the amplitude
η → a2(z, ρ
−1η1, η2)
which is contained in
D =
{
(η1, η2) ∈ R
2 : |η1/η2| 6 1/10, |η2 − 1| 6 ε0
}
.
For each RΛ, by changing variables
(x, t)→
(
zΛ + (λ
−1ρx1, λ−1x2, λ−1ρ2t)
)
,
with zΛ being the center of RΛ. we have
‖T˜λf‖Lp(RΛ) . λ
− 3
pρ
3
p ‖T˜λρ−2f‖Lp(Bρ−2R), (2.42)
where
T˜λf(z) =
∑
ν
T˜
ν
λ f(z), T˜
ν
λ f(z) =
∫
eiλφ˜(
z
λ
,η)a˜ν(z, η)f(η)dη,
φ˜(z, η) = x1η1 + x2η2 +
1
2
tη21/η2 + ρ
2η2E2(Φ
(
zΛ + (ρ
−1x1, ρ−2x2, t), ρ−1η1/η2
)
,
a˜ν(z, η) = a˜(z, η)χν(ρ
−1η1 + γη2, η2), a˜(z, η) = a2
(
zΛ + (ρ
−1x1, ρ−2x2, t), ρ−1η1, η2
)
.
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If the datum (φ˜, a˜) is of type 1, we may apply (2.24) directly to obtain
‖T˜λρ−2f‖Lp(Bρ−2R) .S
σ,ε
1
( λ
ρ2
,
R
ρ2
)(R
ρ2
)σ+ε∥∥∥(∑
ν
|T˜ νλρ−2f |
2
) 1
2
∥∥∥
Lp(wB
Rρ−2 )
+ ρ−8−4MR4
( λ
R
)−2M
‖f‖L2(R2). (2.43)
Reversing the above transforms and summing over Λ’s , we obtain (2.28).
Now it remains to show the datum (φ˜, a˜) is of type 1, note that (2.36) and (2.37), by
replacing the φ˜ with φ˜ − ρ2η2E2(Φ
(
zΛ, ρ
−1η1/η2
)
, H1), D1) can be readily verified by
choosing ρ sufficiently large depending on φ. It is an issue that the hypothesis M1 may
break down, however, this can be resolved by decomposing suppza into finitely many small
balls and translating to the origin, as a results, one may obtain a number of operators
each defined associated with type 1 datum. It follows by using (2.24) on each of ball, then
summing over all the generated balls. 
Remark 2.4. Throughout the proof of Proposition 2.3, one may reduce type A datum to
type 1 datum. Hence from now on, we shall always assume (φ, a) is of type 1 without
specified clarification.
3. Linear v.s. Multilinear square function estimates
In this section, by modification of the argument in [14], we establish the relation between
linear and multilinear square function estimates. In order to describe the setup, it requires
the notion of transversality.
Definition 3.1. Let Tλ = (T
1
λ ,T
2
λ ,T
3
λ ) be 3−tuple of oscillatory integral operators sat-
isfying the homogeneous type of Carleson-Sjo¨lin condition, where T
j
λ has associated phase
φλj , amplitude a
j
λ and generalised Gauss map Gj for 1 6 j 6 3. Then Tλ is said to be △
transverse for some 0 <△6 1 if∣∣∣ 3∧
j=1
Gj(z, ηj)
∣∣∣ >△ for all (z, ηj) ∈ supp aj , 1 6 j 6 3. (3.1)
Let 2 ≤ p < ∞, 1 ≤ R ≤ λ1−ε/2, Tλ = (T 1λ ,T
2
λ ,T
3
λ ) are △ transverse, we use
MS
σ,ε
1 (λ,R) to denote the sharp constant such that the following trilinear square function
estimate∥∥∥ 3∏
j=1
|T jλ f |
1
3
∥∥∥
Lp(BR)
6MSσ,ε1 (λ,R)R
σ+ε
3∏
j=1
‖T jλ f‖
1
3
Lp,RSq (BR)
+R2
( λ
R
)−3M
‖f‖L2 , (3.2)
holds for all type 1 data (φj , aj), j = 1, 2, 3.
In the seminal paper [7], Bourgain and Guth initiated the multilinear approach towards
Fourier restriction conjectures and oscillatory integral estimates based on a fundamental
result of [3]. This strategy was later adapted to the cone multiplier problem by Lee and
Vargas in [14]. Motivated by these previous works, we adopt the similar idea to deduce
linear square function estimates from the multilinear one. The following lemma can be
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established by using Bourgain-Guth’s method and we omit the details (see also [14] for
details).
Lemma 3.2. Let 1 ≪ K1 ≪ K2 ≪ R and {θµ}µ, {θτ}τ be a family of plates of aperture
K−11 and K
−1
2 , respectively. We make decomposition of Tλf as follows
Tλf =
∑
µ:θµ∈{θµ}
T
µ
λ f =
∑
τ :θτ∈{θτ }
T
τ
λ f, (3.3)
where
T
µ
λ f(z) :=
∫
eiφ
λ(x,t,η)aµλ(x, t, η)f(η)dη, a
µ
λ(z, η) =
∑
ν: θν⊂θµ
aνλ(z, η), (3.4)
T
τ
λ f(z) :=
∫
eiφ
λ(x,t,η)aτλ(x, t, η)f(η)dη, a
τ
λ(z, η) =
∑
ν: θν⊂θτ
aνλ(z, η). (3.5)
Then for any z ∈ supp aλ, we have
|Tλf(z)| 6 Cmax
µ
|T µλ f(z)|+ CK1maxτ
|T τλ f(z)|
+K502 max
(τ1,τ2,τ3)∈Tr(τ)
3∏
j=1
|T
τj
λ f(z)|
1/3,
(3.6)
where Tr(τ) := {(τ1, τ2, τ3) : θτj ∈ {θτ}, j = 1, 2, 3, and Ang(θτj , θτj′ ) ≥ K
−1
2 , j 6= j
′}.
Based on the Lemma 3.2, we relate the trilinear estimate (3.2) to (2.24).
Proposition 3.3. Suppose MS
σ,ε
1 (λ,R) .ε 1 for all (λ,R) satisfying 1 ≤ R ≤ λ
1−ε/2.
Then
S
σ,2ε
1 (λ,R) .ε 1,
whenever (λ,R) fulfills the condition 1 6 R 6 λ1−
ε
2 .
Proof. If 1 ≤ R ≤ 100, then by (2.26), we have Sσ,2ε1 (λ,R) ≤ C. We proceed by induction
argument. Suppose
S
σ,2ε
1 (λ
′, R′) .ε 1 for all R′ ≤ R/2, R′ ≤ (λ′)1−ε/2, (3.7)
it suffices to show
S
σ,2ε
1 (λ,R) .ε 1 for all R ≤ λ
1−ε/2. (3.8)
To this end, using Lemma 3.2, we have
‖Tλf‖
p
Lp(BR)
≤C
∑
µ:θµ∈{θµ}
‖T µλ f‖
p
Lp(BR)
+CKp1
∑
τ :θτ∈{θτ}
‖T τλ f‖
p
Lp(BR)
(3.9)
+K50p2
∑
(τ1,τ2,τ3)∈Tr(τ)
‖
3∏
j=1
|T
τj
λ f |
1/3‖pLp(BR). (3.10)
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By Proposition 2.3, we have
‖T µλ f‖Lp(BR) ≤C S
σ,2ε
1
( λ
K21
,
R
K21
)( R
K21
)σ+2ε∥∥∥( ∑
ν:θν⊂θµ
|T νλ f |
2
) 1
2
∥∥∥
Lp(wBR)
+K−21 R
4(
λ
R
)−2M‖f‖L2 . (3.11)
Raising to the pth power and summing over all µ’s, we get( ∑
µ:θµ∈{θµ}
∥∥∥T µλ f∥∥∥p
Lp(BR)
) 1
p
≤CSσ,2ε1
( λ
K21
,
R
K21
)( R
K21
)σ+2ε∥∥∥(∑
ν
|T νλ f |
2
) 1
2
∥∥∥
Lp(wBR)
+K−11 R
4
( λ
R
)−2M
‖f‖L2 . (3.12)
Similarly, we obtain the corresponding estimate for the second term in (3.9).( ∑
τ :θτ∈{θτ}
∥∥∥T τλ f∥∥∥p
Lp(BR)
) 1
p
≤CK1S
σ,2ε
1
( λ
K22
,
R
K22
)( R
K22
)σ+2ε∥∥∥(∑
ν
|T νλ f |
2
) 1
2
∥∥∥
Lp(wBλ )
+K1K
−1
2 R
4
( λ
R
)−2M
‖f‖L2 . (3.13)
It remains to estimate (3.10). In order to use the trilinear square function estimate
(3.2) with MSσ,ε1 (λ,R) . 1, it requires the verification of the transversality condition.
Let (τ01 , τ
0
2 , τ
0
3 ) ∈ Tr(τ) be such that∥∥∥ 3∏
j=1
|T
τ0j
λ f |
1
3
∥∥∥p
Lp(BR)
= max
(τ1,τ2,τ3)∈Tr(τ)
∥∥∥ 3∏
j=1
|T
τj
λ f |
1
3
∥∥∥p
Lp(BR)
,
Then (3.10) is bounded by
K
O(1)
2
∥∥∥ 3∏
j=1
|T
τ0j
λ f |
1
3
∥∥∥p
Lp(BR)
. (3.14)
since the cardinality of the set Tr(τ) is at most K32 . By change of variable z → λz, (3.14)
becomes
λ3K
O(1)
2
∥∥ 3∏
j=1
|T
τ0j
λ f |
1/3
∥∥p
Lp(BR/λ)
(3.15)
where for j = 1, 2, 3,
T
τ0j
λ f(x, t) =
∫
eiλφ(x,t,η)aτ
0
j (x, t, η)f(η)dη, aτ
0
j (x, t, η) = a
τ0j
λ (λ(x, t), η).
Let ηj = (ηj1, η
j
2) be the center of θτ0j
with j = 1, 2, 3 and set αj = η
j
1/η
j
2. Then, for
every η ∈ θτ0j
, we have ∣∣∣∣η1η2 − αj
∣∣∣∣ ≤ K−12 , j = 1, 2, 3.
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Due to the angular separation condition involved in Tr(τ), we may assume α1 > α2 > α3
after a rearrangement if necessary. Denote
α := min{α1 − α2, α2 − α3}. (3.16)
Then we have α ≥ K−12 .
In order to verify the transversality condition, we need to make another transform with
respect to η1 to ensure the angular separation ≈ 1 independent of ε0. To this end, one
may modify the argument in the proof of Proposition 2.3.
We make a change of variable η1 → η1 + α2η2 in each oscillatory integral T
τ0j
λ f with
respect to the frequency space for all j = 1, 2, 3. In the mean time, we make an affine
transform in (3.15) with respect to the (x, t)−variables
x1 + α2t = x
(1)
1
α2x1 + x2 +
1
2
α22t = x
(1)
2
t = t(1)
(3.17)
We denote x(1) := (x
(1)
1 , x
(1)
2 ) and use Φ
(1)(x(1), t(1)) to denote the inverse map of (3.17).
In the new variable system, the phase function φ is transformed to
φ(1)(x(1), t(1), η) = 〈x(1), η〉+
1
2
t(1)η21/η2 + η2E1(x
(1), t(1), η1/η2 + α2), (3.18)
where
E1(x
(1), t(1), η1/η2 + α2) = E(Φ
(1)(x(1), t(1)), η1/η2 + α2).
Taylor expanding E1(x
(1), t(1), η1/η2 + α2) as follows
E1(x
(1), t(1), η1/η2 + α2) =E1(x
(1), t(1), α2) + ∂sE1(x
(1), t(1), α2)
η1
η2
+
1
2
∂2sE1
(
x(1), t(1), α2
)(η1
η2
)2
+
1
2
∫ 1
0
∂3sE1
(
x(1), t(1), s
η1
η2
+ α2
)(η1
η2
)3
(1− s)2ds.
Making an additional change of variables
x
(1)
1 + ∂sE1(x
(1), t(1), α2) = x
(2)
1 ,
E1(x
(1), t(1), α2) + x
(1)
2 = x
(2)
2 ,
1
2
t(1) +
1
2
∂2sE1(x
(1), t(1), α2) =
1
2
t(2),
(3.19)
the phase function in (3.18) is changed to
φ(2)(x(2), t(2), η) = 〈x(2), η〉+
1
2
t(2)η21/η2 + η2E2(x
(2), t(2), η1/η2), (3.20)
where
E2
(
x(2), t(2),
η1
η2
)
=
1
2
∫ 1
0
∂3sE
(
Φ(1) ◦Φ(2)(x(2), t(2)), s
η1
η2
+ α2
)(η1
η2
)3
(1− s)2ds, (3.21)
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with x(2) := (x
(2)
1 , x
(2)
2 ) and Φ
(2)(x(2), t(2)) denoting the inverse map of (3.19).
Setting Φ = Φ(1) ◦Φ(2), the amplitude aτ
0
j is changed by the above affine transforms to
aτ
0
j (Φ(x(2), t(2)), η1 + α2η2, η2) := a
τ0j
2 (x
(2), t(2), η). (3.22)
We introduce an operator T˜
τ0j
λ
T˜
τ0j
λ f(x
(2), t(2)) =
∫
eiλφ
(2)(x(2),t(2),η)a
τ0j
2 (x
(2), t(2), η)f(η)dη.
Therefore, ∥∥∥ 3∏
j=1
|T
τ0j
λ f |
1
3
∥∥∥p
Lp(BR/λ)
.
∥∥∥ 3∏
j=1
|T˜
τ0j
λ f |
1
3
∥∥∥
Lp(Φ−1(BR/λ))
. (3.23)
Let {RΛ}Λ ⊂ R
3 be a pairwise disjoint collection of rectangles of sidelength αRλ ×α
2R
λ ×
R
λ , where the first two components correspond to the x-direction, such that
Φ−1(BR/λ) ⊂
⋃
Λ
RΛ, (3.24)
By almost orthogonality, we have∥∥∥ 3∏
j=1
|T˜
τ0j
λ f |
1
3
∥∥∥p
Lp(Φ−1(BR/λ))
≤
∑
Λ
∥∥∥ 3∏
j=1
|T˜
τ0j
λ f |
1
3
∥∥∥p
Lp(RΛ)
. (3.25)
Finally, under scaling η1 → αη1, the corresponding amplitude function becomes
(η1, η2)→ a
τ0j
2
(
x(2), t(2), (αη1, η2)
)
which is supported respectively in Dj with
D1 = {(η1, η2) ∈ R
2 : |η1/η2 − β1| 6 1/10, |η2 − 1| 6 ε0},
D2 = {(η1, η2) ∈ R
2 : |η1/η2| 6 1/10, |η2 − 1| 6 ε0},
D3 = {(η1, η2) ∈ R
2 : |η1/η2 − β3| 6 1/10, |η2 − 1| 6 ε0},
where βk = (αk−α2)α
−1 for k = 1, 3. From (3.16), it is easy to see |βk| ≥ 1/2 for k = 1, 3.
By changing variables (x(2), t(2))→ zΛ+
(
λ−1α−1x1, λ−1x2, λ−1α−2t
)
with zΛ being the
center of RΛ, we have∥∥∥ 3∏
j=1
|T˜
τ0j
λ f |
1
3
∥∥∥
Lp(RΛ)
6 Cλ−
3
pα
− 3
p
∥∥∥ 3∏
j=1
|T˜
τ0j
λα2
f |
1
3
∥∥∥
Lp(Bα2R)
, (3.26)
where Bα2R is a ball of radius α
2R centered at the origin and
T˜
τ0j
λ f(z) =
∑
νj
T˜
νj
λ f(z), T˜
νj
λ f(z) =
∫
eiλφ˜(
z
λ
,η)a˜νj(z, η)f(η)dη,
φ˜(x, t, η) = x1η1 + x2η2 +
1
2
tη21/η2 + α
−2η2E2(Φ(zΛ + (αx1, α2x2, t), αη1/η2),
a˜τ
0
j (x, t, η) = a
τ0j
2
(
zΛ + (αx1, α
2x2, t), (αη1, η2)
)
.
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We have by direct calculation for ε0 small enough
∂xφ˜(x, t, η) = η +O(ε0|η|
2) +O(ε0|η|
3),
∂tφ˜(x, t, η) =
1
2
η21/η2 +O(ε0|η|
2) +O(ε0|η|
3).
Therefore, it is easy to obtain the formula for Gj0, j = 1, 2, 3
Gj0(x, t, η) =
(
−
η1
η2
,
1
2
η21
η22
, 1
)
+O(ε0), η ∈ Dj . (3.27)
From this, we obtain
|G10 ∧G
2
0 ∧G
3
0| >
1
8
|β1||β3||β1 − β3|+O(ε0) ≥
1
32
|β1 − β3|
2 +O(ε0), (3.28)
for all (x, t, η) ∈ B(0, ε0)×Dj j = 1, 2, 3. Since G
j :=
Gj0(z,η)
|Gj0(z,η)|
, we have
|G1 ∧G2 ∧G3| ≈ |β1 − β3|
−2|G10 ∧G
2
0 ∧G
3
0| ≥ c > 0. (3.29)
then the transversality condition is guaranteed. Following the approach in the proof of
Proposition 2.3, one may verify that the corresponding phase and amplitude (φ˜, a˜) is of
type 1 datum.
By our assumption, we have MSσ,ε1 (λα
2, Rα2) .ε 1. This yields∥∥∥ 3∏
j=1
|T˜
τ0j
λα2
f |
1
3
∥∥∥
Lp(Bα2R)
≤CεK
O(1)
2 R
σ+ε
3∏
j=1
∥∥∥(∑
νj
|T˜
νj
λα2
f |2
) 1
2
∥∥∥ 13
Lp(wB
α2R
)
+K
O(1)
2 R
2
( λ
R
)−3M
‖f‖L2(R2).
Undoing the transform and summing over Λ, we arrive at
∥∥∥ 3∏
j=1
|T
τ0j
λ f |
1
3
∥∥∥p
Lp(BR)
≤CεK
O(1)
2 R
(σ+ε)p
∥∥∥(∑
ν
|T νλ f |
2
) 1
2
∥∥∥p
Lp(wBR )
+K
O(1)
2 R
2p
( λ
R
)−3Mp
‖f‖p
L2(R2)
. (3.30)
Collecting (3.9)(3.10)(3.12) (3.13) (3.30), we obtain
‖Tλf‖Lp(BR) ≤
(
C(Sσ,2ε1 (λ/K
2
1 , R/K
2
1 )(1/K
2
1 )
σ+2ε + CεK
O(1)
2 R
−ε
+ CK
O(1)
1 S
σ,2ε
1 (λ/K
2
2 , R/K
2
2 )(1/K
2
2 )
σ+2ε
)
Rσ+2ε
∥∥∥(∑
ν
|T νλ f |
2
) 1
2
∥∥∥
Lp(wBR )
+ (K−11 +K1K
−1
2 +K
O(1)
2 R
−MR−2)R4
( λ
R
)−2M
‖f‖L2 .
Choose 1≪ K1 such that R/K
2
1 ≤ R/2. Under the assumption R ≤ λ
1−ε/2, we have
R/K21 ≤ (λ/K
2
1 )
1−ε/2.
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By assumption (3.7), Sσ,2ε1 (λ/K
2
1 , R/K
2
1 ) ≤ Cε. In view of 1≪ K1 ≪ K2 ≪ R, we have
CSσ,2ε1
( λ
K21
,
R
K21
)( 1
K21
)σ+2ε
+ CK
O(1)
1 S
σ,2ε
1
( λ
K22
,
R
K22
)( 1
K22
)σ+2ε
+ CεK
O(1)
2 R
−ε ≤ Cε,
K−11 +K1K
−1
2 +K
O(1)
2 R
−MR−2 ≤ 1.
Finally, we obtain
‖Tλf‖Lp(BR) 6Cε
∥∥∥(∑
ν
|T νλ f |
2
) 1
2
∥∥∥
Lp(wBR)
+R4
( λ
R
)−2M
‖f‖L2 ,
which completes the proof. 
4. L3−variable coefficient square function estimate via multilinear
approach
In this section, we prove for 1 6 R 6 λ1−ε/2∥∥∥ 3∏
j=1
|T jλ f |
1
3
∥∥∥
L3(BR)
6 CεR
ε
3∏
j=1
∥∥∥(∑
νj
|T
νj
λ f |
2
)1/2∥∥∥
L3(wBR )
+ λ−4M‖f‖L2(R2), (4.1)
which implies MS0,ε1 (λ,R) .ε 1.
The main ingredient of the proof is the Bennett-Carbery-Tao’s multilinear oscillatory
integral estimates below.
Theorem 4.1 ([3]). Under the transversality condition described as above, then for each
ε > 0 the datum (φ, a) is of type A, then there is a constant C > 0, depending only on
ε,△, A2, for which ∥∥∥ 3∏
j=1
|T jλ fj|
1
3
∥∥∥
L3(BR)
.ε,△,A2 R
ε
3∏
j=1
‖fj‖
1
3
L2(R2)
. (4.2)
Before the proof of the main theorem, we take the constant case eit
√−∆ to give an
intuition behind the proof. Actually (4.2) can be upgraded to the following the refined
version ∥∥∥ 3∏
j=1
|eit
√−∆fj|
1
3
∥∥∥
L3(BR)
.ε R
−1/2+ε
3∏
j=1
‖eit
√−∆fj‖
1
3
L2(wBR )
, (4.3)
where Ωj := suppfˆj are separated in the angular direction. Then we have by orthogonality
‖eit
√−∆fj‖L2(wBR) ≤ C
( ∑
νj∩Ωj 6=∅
‖eit
√−∆fνj‖
2
L2(wBR )
)1/2
, (4.4)
where fˆνj = fˆχνj . By Ho¨lder’s inequality, we obtain∥∥∥ 3∏
j=1
|eit
√−∆fj|
1
3
∥∥∥
L3(BR)
.ε R
ε
3∏
j=1
∥∥∥( ∑
νj∩Ωj 6=∅
|eit
√−∆fνj |
2)
1
2
∥∥∥ 13
L3(wBR )
.
For the variable coefficient setting, we can’t carry out the above procedure verbatim
since there are some obstacles appearing. The orthogonality property, among other things,
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will be obscure. Actually, in the constant case, for different j, the orthogonality shared
among νj is obvious in the frequency space. Things are different for our setting since we
can’t identify the precise location in the frequency space for different νj .
To overcome this obstacle, we will further decompose the plate in the radial direction
to obtain equally-spaced box so that the locally constant property can be exploited.
Definition 4.2 (locally constant property). Assume d > 1, given a function F : Rd →
[0,∞), we say F satisfies the locally constant property at scale of ρ if F (x) ≈ F (y)
whenever |x− y| 6 C0ρ. Here the implicit constant in “≈” could depend on the structure
constant C0.
Let us define the extension operator E to be
Ef(x, t) :=
∫
R2
ei(xη+th(η))a2(η)f(η)dη, (4.5)
where h(η) is a smooth away from origin and homogeneous of degree 1 with
rank ∂2ηηh = 1, for all η ∈ supp a2. (4.6)
Assume r > 1 and f is supported in a r−1 neighborhood of η0 ∈ supp a2, then supp Êf
is contained in a ball of radius r−1, by uncertainty principle, one may roughly view |Ef |
essentially as a constant at a scale of r. However, that is not the case for the oscillatory
operator Tλ, since T̂λf is not necessarily compactly supported. One may nevertheless, up
to phase rotation and a negligible term, recover the locally constant property.
Lemma 4.3 ([9]). Let Tλ be given by (2.10). There exists a smooth, rapidly decreasing
function ̺ : R3 → [0,∞) with the following property: suppˆ̺ ⊂ B(0, 1) such that if ε > 0
and f is supported in a r−1-cube centered at η¯ with 1 6 r 6 λ1−ε, then
e−iφ
λ(·,η¯)
Tλf =
[
e−iφ
λ(·,η¯)
Tλf
]
∗ ̺r +RapDec(λ)‖f‖L2(R2) (4.7)
holds, where ̺r(z) = r
−3̺(z/r).
One may further choose ̺ to satisfy the locally constant property at the scale of 1.
Correspondingly, one may view ̺r as a constant at scale of r.
Let ρ ∈ C∞c (R2) and satisfy ∑
l∈Z2
ρ(η − l) ≡ 1,∀ η ∈ R2. (4.8)
Let ε > 0 be small and Q = {Qk}k be a mesh of cubes of sidelength R
1/2−ε, which are
centered at lattices belong to R1/2−εZ2+1 with sides parallel to the axis and form a tiling
of suppzaλ(·, η). For each Qk ∈ Q, let zk be the center of Qk and set
T
νj ,lj
λ,k f(z) =
∫
eiφ
λ(z,η)a
νj ,lj
λ,k (z, η)f(η)dη,
a
νj ,lj
λ,k (z, η) = a
νj
λ (z, η)ρ(R
1/2∂xφ
λ(zk, η)− lj).
Obviously ∑
l∈Z2
ρ(R1/2∂xφ
λ(zk, η) − l) ≡ 1, ∀ η ∈ R
2. (4.9)
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The support of η → a
νj ,lj
λ,k (z, η) is essentially contained in the cube of sidelength compar-
ative to R−1/2 centered at ηνj ,ljk , which is denoted as D
νj ,lj
k . Ultimately we have
T
j
λ f(z)
∣∣∣
z∈Qk
=
∑
νj
T
νj
λ,kf(z), T
νj
λ,kf(z)
∣∣∣
z∈Qk
=
∑
lj
T
νj ,lj
λ,k f(z). (4.10)
We may reduce (4.1) to a discretized version by exploiting a standard transference
argument based on locally constant property.
Proposition 4.4. Let Qk ∈ Q be as above defined and each triplet (ν1, ν2, ν3) satisfies
angular separation condition in the sense that
Ang(θνi , θνj ) ≥ ε0, for 1 ≤ i < j ≤ 3. (4.11)
Then ∥∥∥ 3∏
j=1
∣∣∣∑
νj ,lj
eiφ
λ(·,ηνj ,ljk )cνj ,lj
∣∣∣1/3∥∥∥
L3(Qk)
/ R1/2
3∏
j=1
(∑
νj ,lj
|cνj ,lj |
2
) 1
6
. (4.12)
Proof. Without loss of generality, we may assume the center of B is 0 and normalise the
phase function by setting ψλ(z, η) = φλ(z, η) − φλ(0, η). Let
b
νj ,lj
k (z, ηj) =
(∫
Dνj,ljk
ei[ψ
λ(z,η)−ψλ(z,ηνj ,ljk )] dηj
)−1
× χDνj,ljk
(ηj). (4.13)
It is easy to see
|b
νj ,lj
k (z, ηj)| 6 R, |∂
α
z b
νj ,lj
k (z, ηj)| 6 CαR
1− |α|
2 , ∀z ∈ Qk. (4.14)
After multiplying cνj ,lj with a harmless factor e
iφλ(0,η
νj ,lj
k ), we may evaluate the L3 norm
of the quantity in (2.34) by∥∥∥ 3∏
j=1
∣∣∣ ∫ eiψλ(z,ηj)∑
νj ,lj
b
νj ,lj
k (z, ηj) cνj ,lj dηj
∣∣∣ 13∥∥∥
L3(Qk)
. (4.15)
Let
Bk(z, η1, η2, η3) =
3∏
j=1
∑
νj ,lj
b
νj ,lj
k (z, ηj) cνj ,lj . (4.16)
By the fundamental theorem of calculus,
Bk(z, η1, η2, η3) = Bk(0, η1, η2, η3) +
∫ x1
0
∂u1Bk(u1, 0, 0, η1, η2, η3) du1
+ · · · +
∫ x1
0
∫ x2
0
∫ t
0
∂3Bk
∂u1∂u2∂u3
(u, η1, η2, η3) du. (4.17)
We only handle Bk(0, η1, η2, η3) for the others terms can be handled in the same way.
The explicit formula of Bk(0, η, η
′) reads
Bk(0, η1, η2, η3) =
3∏
j=1
∑
νj ,lj
b
νj ,lj
k (0, ηj)cνj ,lj . (4.18)
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The contribution of (4.18) to (4.15) is bounded by∥∥∥ 3∏
j=1
∣∣∣∫ eiψλ(z,ηj)∑
νj ,lj
cνj ,lj b
νj ,lj
k (0, ηj) dηj
∣∣∣ 13∥∥∥
L3
. (4.19)
Following the same approach in the proof of the Proposition 3.3, one may verify the
transversality condition (3.1) for the triple product in (4.19). Thus, by Theorem 4.1, we
have
(4.19) /
3∏
j=1
∥∥∥∑
νj ,lj
cνj ,ljb
νj ,lj
k (0, ηj)
∥∥∥ 13
L2(dηj )
/ R1/2
3∏
j=1
(∑
νj ,lj
|cνj ,lj |
2
)1/6
.
The proof is complete. 
Now, we may complete the proof of (4.1). We start with proving the following estimate
Lemma 4.5. For z ∈ Qk, if we denote by
H
νj ,lj
λ,k f(z) =
(
e−iφ
λ(·,ηνj ,ljk )T νj ,ljλ,k f
)
(z),
then we have ∑
Qk∈Q
∥∥∥ 3∏
j=1
∣∣∣∑
νj ,lj
eiφ
λ(·,ηνj ,ljk )(H νj ,ljλ,k f) ∗ ̺R
∣∣∣ 13∥∥∥3
L3(Qk)
/
3∏
j=1
( ∑
Qk∈Q
∥∥∥(∑
νj ,lj
|T
νj ,lj
λ,k f |
2
) 1
2
∥∥∥3
L3(wQk )
) 1
3
. (4.20)
By combining (4.20) with the following lemma which glues the equally-spaced box to
recover the desered plate, then we complete the proof of (4.1).
Lemma 4.6 ([8]).∥∥∥(∑
νj ,lj
|T
νj ,lj
λ,k f |
2
) 1
2
∥∥∥
L3(wQk )
/
∥∥∥(∑
νj
|T
νj
λ f |
2
) 1
2
∥∥∥
L3(wQk )
+ λ−N‖f‖L2 . (4.21)
Indeed, applying (4.21) to the right hand side of (4.20), summing over Qk ∈ Q and
applying Cauchy-Schwarz’s inequality, we obtain (4.1) and hence (2.12) by Proposition
3.3. Thus, it remains to prove Lemma 4.5.
Proof of Lemma 4.5. By Minkowski’s inequality and the locally constant property at scale
R enjoyed by ̺R, we have∥∥∥ 3∏
j=1
∣∣∣∑
νj ,lj
eiφ
λ(·,ηνj ,ljk )(H νj ,ljλ,k f) ∗ ̺R
∣∣∣ 13∥∥∥
L3(Qk)
(4.22)
is bounded by∫∫∫ ∥∥∥ 3∏
j=1
∣∣∣∑
νj ,lj
eiφ
λ(z,η
νj ,lj
k )H
νj ,lj
λ,k f(yj)
∣∣∣ 13∥∥∥
L3(Qk)
3∏
j=1
̺R(z¯ − yj)dyj, (4.23)
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whenever z¯ ∈ Qk. If we use Proposition 4.4, we obtain the following bound
(4.23) / R1/2
3∏
j=1
∫ (∑
νj ,lj
|T
νj ,lj
λ,k f(z¯ − yj)|
2
) 1
6
̺R(yj) dyj (4.24)
which is bounded by, after averaging over Qk in z¯−variable, and neglecting RapDec(λ)
terms
3∏
j=1
∫ ∥∥∥(∑
νj ,lj
|T
νj ,lj
λ,k f(z¯ − yj)|
2
) 1
2
∥∥∥ 13
L3z¯(Qk)
̺R(yj)dyj (4.25)
By Ho¨lder’s inequality, we have∫ ∥∥∥(∑
νj ,lj
|T
νj ,lj
λ,k f(z¯ − y)|
2
) 1
2
∥∥∥ 13
L3z¯(Qk)
̺R(y) dy /
∥∥∥(∑
νj ,lj
|T
νj ,lj
λ,k f |
2
) 1
2
∥∥∥ 13
L3(wQk )
,
where we have used the following fact,∫
R3
wQk(z + y)̺R(y) dy / wQk(z).
Summing over Qk ∈ Q and using Ho¨lder’s inequality, we conclude the proof of (4.20). 
5. L4−variable coefficient square function estimate via decoupling
In this section, by adapting the argument in [12], we will use decoupling theorem and
the induction on scale argument to establish (2.13).
Let us start with a few notations. Let {θκ} to be a family of sectors each stretching an
angle ≈ R−1/4 and define
T
κ
λ f :=
∑
ν:θν⊂θκ
T
ν
λ f. (5.1)
Assume δ > 0 and 1 ≤ K ≤ λ1/2−δ . For a given point z¯ ∈ suppz aλ, we take Taylor
expansion of φλ around z¯ and make a change of variable: η → Ψλ(z¯, η) := Ψ(z¯/λ, η) to
write
Tλf(z) =
∫
R2
ei(〈z−z¯,∂zφ
λ(z¯,Ψλ(z¯,η))〉+εz¯λ(z−z¯,η))aλ,z¯(z, η)fz¯(η)dη, for |z − z¯| ≤ K, (5.2)
where fz¯ := e
iφλ(z¯,Ψλ(z¯,·))f ◦Ψλ(z¯, ·) and
aλ,z¯(z, η) = aλ(z,Ψ
λ(z¯, η))|det∂ηΨ
λ(z¯, η)|,
εz¯λ(v, η) =
1
λ
∫ 1
0
(1− s)〈(∂2zzφ)((z¯ + sv)/λ,Ψ
λ(z¯, η))v, v〉ds, for |v| ≤ K.
For λ≫ 1 and thanks to the assumption (DA), we have
sup
(v,η)∈B(0,K)×suppηaλ,z¯
|∂βη ε
z¯
λ(v, η)| ≤ 1, for |v| ≤ K, (5.3)
where β ∈ N2 and |β| ≤ N . By using (2.16), we obtain
〈z, ∂zφ
λ(z¯,Ψλ(z¯, η))〉 = xη + thz¯(η), (5.4)
with hz¯(η) := (∂tφ
λ)(z¯,Ψλ(z¯, η)).
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Since we assume a(z, η) = a1(z)a2(η), by neglecting the influence of spatial variables,
we may approximate Tλ in a suitable manner by extension operators Ez¯ at a sufficiently
small neighborhood of z¯, where
Ez¯g(z) :=
∫
R2
ei(xη+thz¯(η))a2,z¯(η)g(η)dη, (5.5)
with a2,z¯(η) = a2(Ψ
λ(z¯, η))|det∂ηΨ
λ(z¯, η)|. It is clear that hz¯(η) is homogeneous of degree
1 and satisfying
rank ∂2ηηhz¯ = 1, for all η ∈ supp a2,z¯.
Due to the compactness of the support of a, we may assume the nonvanishing eigenvalue
of ∂2ηηhz¯(η) is comparable to 1 and is independent of z¯.
One may carry over mutis mutandis the approach in [2] to prove the following variable
variant of l2 decoupling theorem.
Theorem 5.1. Let 1 ≤ R ≤ λ and Tλ be defined as above, for 2 ≤ p ≤ ∞, for all ε > 0
we have
‖Tλf‖Lp(BR) .ε,φ,N,a R
α(p)+ε‖Tλf‖Lp,RDec(wBR )
+ λ−N‖f‖L2 , (5.6)
where
α(p) =
{
0 , 2 6 p 6 6,
1
4 −
3
2p , 6 6 p 6∞.
(5.7)
Remark 5.2. The specific form of Theorem 5.1 did not appear in [2], however [2] genuinely
provided a mechanism for transferring Bourgain-Demeter’s ℓ2−decoupling theorem to the
variable coefficient setting with an additional convexity assumption on the phase function.
The key point is that one may approximate the oscillatory integrals of Ho¨rmander’s type at
sufficiently small spatial scale by Ez¯. The convexity condition is superfluous in this paper
since we only consider the two dimensional case.
The following stability lemma makes the variable coefficient case and its constant coun-
terpart comparable at sufficiently small scales.
Lemma 5.3 ([2]). Let 0 < δ < 1/2, if 1 ≤ R ≤ λ
1
2
−δ, provided N is sufficiently large
depending on δ, p, then∥∥T νλ f∥∥Lp(wB¯R) .N ∥∥Eνz¯ f∥∥Lp(wBR ) + λ−δN/2‖f‖L2 , (5.8)∥∥Eνz¯ f∥∥Lp(wBR) .N ∥∥T νλ f∥∥Lp(wB¯R ) + λ−δN/2‖f‖L2 . (5.9)
where z¯ is the center of B¯R and the operator E
ν
z¯ is defined by
Eνz¯ f(x, t) :=
∫
R2
ei(〈x,η〉+thz¯ (η))aν2,z¯(η)f(η)dη,
aν2,z¯(η) = a
ν
2(Ψ
λ(z¯, η))|det∂ηΨ
λ(z¯, η)|.
The following lemma is concerned with orthogonality property which enables us to
convert the scale of the plate in the L2-setting. For self-contained reason, we will give the
proof in the appendix.
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Lemma 5.4. Let the operator Ez¯ be defined as above, then(∑
ν
∥∥Eνz¯ f∥∥2L2(wB√
R
)
) 1
2
≤
∥∥Ez¯f∥∥L2(wB√
R
)
+R−εN‖f‖L2 . (5.10)
where Ez¯f :=
∑
ν
Eνz¯ f .
The proof of (2.13) amounts to showing
S
1
16
,ε
1 (λ,R) .ε 1, (5.11)
which is deduced from the following bootstrapping lemma.
Lemma 5.5. If there exists an α ≥ 0 such that Sα,ε1 (λ,R) . 1 holds for all 1 6 R 6 λ
1−ε/2,
then S
β,ε
1 (λ,R) . 1, with β = 1/24 + α/3 + 3ε.
Proof. By Proposition 3.3, it suffices to show MS
1/24+α/3,3ε
1 (λ,R) .ε 1 for all 1 ≤ R ≤
λ1−ε/2.
Modifying the approach in the proof of (4.1), one may obtain∥∥∥ 3∏
j=1
|T jλ f |
1
3
∥∥∥
L3(B√R)
≤ CεR
− 1
4
+ε
3∏
j=1
∥∥T jλ f∥∥ 13L2,RDec(B√R) + λ−N‖f‖L2 , (5.12)
Indeed, it just needs to replace L3 norm with L2 norm in (4.25).
By choosing N sufficiently large to compensate for the error terms appearing in (3.2)
so that we may neglect the influence of the error terms.
Let {Qk} be a class of finitely-overlapping cubes of sidelength comparative to R
1/2 that
together form a cover of B(0, R).
Using the Theorem 5.1, we have∥∥∥ 3∏
j=1
|T jλ f |
1
3
∥∥∥
L6(Qk)
.ε R
1
2
ε
3∏
j=1
∥∥T jλ f∥∥13
L6,R
1
2
Dec (Qk)
, (5.13)
Similarly, by (5.12), Lemma 5.3 and Lemma 5.4, we obtain∥∥∥ 3∏
j=1
|T jλ f |
1
3
∥∥∥
L3(Qk)
≤ CεR
− 1
4
+ε
3∏
j=1
∥∥T jλ f∥∥ 13L2,RDec(Qk)
≤ CεR
− 1
4
+ε
3∏
j=1
∥∥Ejzkf∥∥ 13L2,RDec(Q0)
≤ CεR
− 1
4
+ε
3∏
j=1
∥∥Ejzkf∥∥ 13
L2,R
1
2
Dec (Q0)
≤ CεR
− 1
4
+ε
3∏
j=1
∥∥T jλ f∥∥ 13
L2,R
1
2
Dec (Qk)
. (5.14)
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Note (5.13) and (5.14), using vector-valued version of interpolation argument(see [12]), we
have(∑
k
∥∥∥ 3∏
j=1
|T jλ f |
1
3
∥∥∥4
L4(Qk)
) 1
4
.ε R
− 1
8
+ 7
4
ε
(∑
k
( 3∏
j=1
‖T jλ f‖
L3,R
1
2
Dec (Qk)
) 1
3
×4) 1
4
.ε R
− 1
8
+ 7
4
ε
(∑
k
( 3∏
j=1
‖T jλ f‖
1
3
× 1
3
×4
L2,R
1
2
Dec (Qk)
‖T jλ f‖
2
3
× 1
3
×4
L4,R
1
2
Dec (Qk)
) 1
4
.ε R
− 1
8
+ 7
4
ε
3∏
j=1
(∑
k
‖T jλ f‖
4
L2,R
1
2
Dec (Qk)
) 1
3
× 1
3
× 1
4
3∏
j=1
(∑
k
‖T jλ f‖
4
L4,R
1
2
Dec (Qk)
) 2
3
× 1
3
× 1
4
. (5.15)
Owing to the orthogonality property and Lemma 5.3, we have(∑
k
‖T jλ f‖
4
L2,R
1
2
Dec (Qk)
) 1
4
≤ C
(∑
k
‖Ejzkf‖
4
L2,R
1
2
Dec (Q0)
) 1
4
≤ C
(∑
k
(∑
νj
‖E
νj
zkf‖
2
L2(wQ0 )
) 1
2
×4) 1
4
(5.16)
≤ C
(∑
k
(
∑
νj
‖T
νj
λ f‖
2
L2(wQk )
) 1
2
×4) 1
4
≤ CR
3
8 ‖T jλ f‖L4,RSq (BR)
. (5.17)
Now we turn to estimate the remained term in (5.15). By Ho¨lder’s inequality, Proposi-
tion 2.3, we have(∑
k
‖T jλ f‖
4
L4,R
1
2
Dec (Qk)
) 1
4
≤R
1
16
(∑
k
∑
κj
‖T
κj
λ f‖
4
L4(wQk )
) 1
4
.R
1
16S
α,ε
1
( λ
R
1
2
, R
1
2
)
R
α
2
+ ε
2
(∑
k
∑
νj
‖T
j,νj
λ f‖
4
L4(wQk )
) 1
4
.R
1
16
+α
2
+ ε
2 ‖Tλf‖L4,RSq (BR)
(5.18)
Inserting (5.17),(5.18) into (5.15), discarding the rapid decay term, finally we obtain∥∥∥ 3∏
j=1
|T jλ f |
1
3
∥∥∥
L4(BR)
≤ CεR
1
24
+α
3
+3ε
3∏
j=1
‖T jλ f‖L4,RSq (BR)
. (5.19)
This completes the proof of Lemma 5.5. 
6. Appendix
In this section, we will prove Lemma 5.4.
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Proof of Lemma 5.4
Due to the fast decay of the weight w√R away from |z| ≥ R
1/2+ε/4, it suffices to consider(∑
ν
∥∥1{|x|≤R1/2+ε/4}(Eνz¯ f)∥∥ 12L2(wB√
R
)
) 1
2
. (6.1)
Freeze time t0 and note that
Eνz¯ f(x, t0) =
∫
ei〈x,η〉χz¯,ν(η)(Ez¯f)∧(η, t0)dη (6.2)
where
Ez¯f(x, t0) =
∫
R2
ei(〈x,η〉+t0hz¯(η))a2,z¯(η)f(η)dη, χz¯,ν(η) = χν(Ψλ(z¯, η)).
We further decompose
Ez¯f(·, t0) = 1{|x|≤R 12+ ε2}(·)Ez¯f(·, t0) + 1{|x|>R 12+ ε2}(·)Ez¯f(·, t0). (6.3)
It remains to estimate∫
ei〈x,η〉χz¯,ν(η)
(
1{|x|≤R 12+ ε2}(·)Ezkf(·, t0))∧(η)dη. (6.4)
In fact for |x˜| ≤ R
1
2
+ ε
4 , the contribution of the second term in (6.3) to (6.2) equals∫
χ̂z¯,ν(x˜− y)1{|x|>R 12+ ε2}(y)Ez¯f(y, t0)dy ≤ R−εN‖f‖L2 .
Now unfreezing t0, by Plancherel’s theorem, we have(∑
ν
∥∥∥ ∫ ei〈x,η〉χz¯,ν(η)(1{|x|≤R 12+ ε2}(·)Ez¯f(·, t))∧(η)dη∥∥∥2L2(wB√
R
)
) 1
2
. ‖Ez¯f‖L2(wB√
R
). (6.5)
This completes the proof of Lemma 5.4.
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