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ON THE BERNSTEIN-VON MISES THEOREM FOR HIGH
DIMENSIONAL NONLINEAR BAYESIAN INVERSE PROBLEMS
YULONG LU
Abstract. We prove a Bernstein-von Mises theorem for a general class of
high dimensional nonlinear Bayesian inverse problems in the vanishing noise
limit. We propose a sufficient condition on the growth rate of the number of
unknown parameters under which the posterior distribution is asymptotically
normal. This growth condition is expressed explicitly in terms of the model
dimension, the degree of ill-posedness of the inverse problem and the noise
parameter. The theoretical results are applied to a Bayesian estimation of the
medium parameter in an elliptic problem.
1. Introduction
1.1. Background and Aim. In Bayesian statistics, the famous Bernstein-von
Mises theorem [41, 30] states that the posterior distribution in a Bayesian pro-
cedure is asymptically a normal distribution when the sample size tends to infinity
or when the noise level tends to zero. To be concrete, consider the parametric case
where one observes a sequence of independent and identically distributed random
samples Yn of size n from some distribution Pf , with f belonging to some finite
dimensional parameter space F . Let Π be a prior distribution on f and denote
by Π(f |Yn) the resulting posterior distribution. The Bernstein-von Mises theorem
asserts that under the frequentist assumption that Yn is generated from some true
parameter f0 ∈ F , as n→∞,
(1.1) dTV
(
Π(f |Yn), N(△n, 1
n
I−1f0 )
)
Pf0−−→ 0,
where △n is an efficient estimator for f , If is the Fisher information matrix of Pf
and dTV represents the total variation distance. The BvM theorem is important at
least for two reasons. First, the BvM result (1.1) directly implies that the posterior
contracts around the truth with the rate O(n−1/2). Second, Bayesian credible sets,
which are sets that have fixed proportion of the total mass under the posterior
measure, are asymptotically equivalent to frequentist confidence intervals, whereby
the estimation of the latter can be realised by making use of the computational
power of Markov chain Monte Carlo algorithms.
In recent years, there has been growing interest in the areas of inverse prob-
lems and uncertainty quantification. Inverse problems concern converting observed
data into information about the quantities of interest which are not observed di-
rectly. Solving inverse problems is more difficult than solving the underlying for-
ward problems because inverse problems are often ill-posed, meaning that they
may have no (or multiple) solutions and that the inversion process is unstable. The
latter scenario typically arises when the observations are contaminated by noises.
Quantifying the uncertainty [8] associated with inevitable noises and inaccuracy of
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mathematical modelling is becoming an indispensable component in the resolution
of inverse problems. The Bayesian approach [25, 18, 38] provides a natural frame-
work for doing so. It treats unknown quantities as random variables and updates
the prior knowledge about unknowns by blending prior beliefs with data. This
probabilistic approach offers several advantages over optimisation-based regulari-
sation methods [20]: On the one hand, the posterior distribution, the solution of
Bayesian inverse problems, not only leads to a family of estimators, such as the
posterior mean and the maximum posterior estimators, but also allow to quantify
uncertainty inherent in Bayesian inferences; On the other hand, seeking solutions
in wider probability spaces rather than in state spaces has a “stabilising” effect in
the sense that posterior measure usually depends continuously on the data in some
suitably sense.
In this paper, we aim to prove the Berstein-von Mises theorem for Bayesian
inferences of a general class of high dimensional nonlinear inverse problems in the
limit of small noise. By “high dimensionality”, we mean that the number of the
unknown parameters of the inverse problem is allowed to grow with the decreasing
noise level. We want to develop some sufficient growth condition on the dimension
of the model parameter under which one can observe the asymptotic normality of
the posterior distribution.
1.2. Relevant Literature and Contribution. The reliability of a Bayesian ap-
proach can be assessed by the asymptotic performance of the posterior measure.
This is formalised in the notion of posterior consistency. The posterior consistency
refers to the contraction of the posterior distribution around the truth in the limit
of large data size or small noise. In the context of Bayesian inverse problems, many
posterior contraction results have been obtained for different problems, but most of
them are focused on linear models; see e.g. [27, 28, 1, 2] for linear Bayesian inverse
problems with Gaussian priors and [34] for non-conjugate priors. Recently, Vollmer
[40] proved a posterior contraction result for a specific nonlinear Bayesian inverse
problem arising from subsurface flow modelling, based on some stability estimates
of the forward problem and nonparametric regression results.
The Bernstein-von Mises theorem is a classical result in parametric statistical
models (cf. [19, 30]). The last decade has seen a significant development of BvM
theorems in infinite dimensional statistical models. For nonparametric statistical
models, whether the BvM theorem hold depends crucially on the topology under
which the convergence of probability measures is taken. In fact, it was observed in
[17, 21] that the nonparametric BvM theorem can not be true in the strictly L2-
sense. Nevertheless, recent work by Castillo and Nickl [12, 13] showed that the BvM
theorem does hold when the metric of convergence is relaxed to be some suitable
weak convergence (essentially convergence in 1-Wasserstein distance) of probability
measures in a larger space than L2 (in fact some negative Sobolev space). Also,
semiparametric BvM results had been obtained by many authors in various types
of statistical models, see e.g. [36, 26, 35, 7, 11, 14, 33].
The type of BvM results of our particular interest is the case where the dimension
of parameters in the underlying statistical model can grow with the increasing
sample size or decreasing noise level. Ghosal [22, 23] studied the behaviour of
the posterior distribution when the number of parameters tend to infinity for a
linear regression model and exponential families. Under certain growth condition
on the model dimension, he proved that the posterior is approximately a normal
distribution. Similar results have also been obtained in other statistical models, see
[9] for Gaussian regression with increasing number of regressors, [10] for discrete
probability distributions, [16] for exponential families with reference priors. It is
worth to mention that Belloni and Chernozhukov [6] revisited exponential families
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and improved Ghosal’s growth rate condition by a logarithm factor. Recent results
by Spokoiny and Panov [33, 37] show that to a certain extent this new growth
condition seems to be sharp.
Despite the extensive study of the BvM theorem in the statistical commu-
nity, there are only few BvM results in Bayesian inverse problems. Knapik et
al [27] proved a BvM theorem for linear projections of the posterior distribution
of Bayesian linear problems with Gaussian priors. In particular, they showed that
the Bayesian credible set asymptotically agrees with the frequentist confidence re-
gion in the undersmoothing case where the prior is less regular than the truth,
whereas oversmoothing leads to zero frequentist coverage. For nonlinear Bayesian
inverse problems, Lu et al [31] recently proved a parametric BvM result, which
characterises the Gaussian approximations of posterior measure with respect to the
Kullback Leibler divergence.
To the best of our knowledge, the BvM theorem for nonlinear Bayesian inverse
problems with infinite number of unknowns has not been addressed in the literature.
The present work gives a first attempt in this direction. Our aim is to generalise
Ghosal’s previous results [22, 23] on exponential families and linear regressions to
a Bayesian inverse problem setting. In particular, we focus on a general finite
dimensional Bayesian inverse problem and study the behaviour of the posterior
distribution in the limit of small noise where the number of unknowns is allowed to
grow to infinity. The finite dimensional forward problem of consideration is strongly
motivated by the discretisation of partial differential equation (PDE) models; the
dimension of the problem is then associated to the number of the mesh points or
basis functions of a discretisation scheme. The solution of the forward problem
approximates to the solution of the original PDE as the model dimension grows up
to infinity. The ill-posedness of the corresponding inverse problem, the focus of our
attention, is quantified in terms of the decaying rate of the singular values of the
linearisation of the nonlinear forward model. By prescribing an appropriate prior
on the unknown parameter, we show that, under certain growth constraint on the
dimension, the posterior distribution can be approximated by a normal distribution
centring around the truth in the total variation distance (see Theorem 2.5). The
growth condition depends on the dimension, the decaying rate of singular values and
the decreasing noise level. This result also improves our previous BvM result [31]
for Bayesian inverse problems with fixed finite dimension. Our proof follows closely
Ghosal’s idea [22], but we simplify his arguments substantially by taking advantage
of the specific structure of the posterior in the inverse problem setting. We also
verify the assumptions that have been made leading to asymptotic normality in an
inverse medium problem.
We emphasise that there is still an essential gap between our BvM result and the
nonparametric BvM theorem in [27] since we are unable to justify the frequentist
coverage of credible sets defined on the full (infinite dimensional) parameter space.
It is expected that the asymptotic normality of the posterior is still valid under
certain regular linear projections [32]. Due to the nonlinearity and the ill-posedness
of the inverse problem, justifying this is highly non-trivial and is far beyond the
scope of the present paper. Finally, it is also unclear whether the weak BvM
theorems obtained in [12, 13] still hold in the context of nonlinear Bayesian inverse
problem. Nevertheless, our results may give a hint about how to choose the weak
topology that leads to BvM theorems. This will be examined carefully in future
work.
1.3. Structure. This paper is organised as follows. In Section 1.4, we define some
useful notations that will be used throughout the paper. In Section 2 we make
some assumptions on the forward problem as well as the prior and then state the
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main BvM results in Theorem 2.5 and Corollary 2.6. Proofs of the main results are
provided in Section 3.2. Section 4 discusses an application of previous theoretical
results in an inverse medium problem.
1.4. Notations. We denote by |f | the standard Euclidean norm of a vector f ∈ Rd
and by ‖A‖ the operator norm of a matrix A, i.e. ‖A‖ = sup|f |≤1 |Af |. Let 〈f, g〉
be the inner product of vectors f, g ∈ Rd. We denote by σmin(A) and σmax(A) (or
λmin(A) and λmax(A)) the minimum and maximum singular values (or eigenvalues)
of A respectively. Let Vol(d) denote the volume of the d-dimensional unit ball. We
use C to denote a generic constant independent of d and n and we write a . b
when a ≤ Cb. For a sequence of random variables {Xn}, we write Xn = Op(δn)
(or Xn = op(δn)) to indicate that the sequence Xn/δn is bounded in probability
(or Xn/δn → 0 in probability).
2. Set-up
Consider the Bayesian inverse problem of estimating f ∈ Rd from noisy mea-
surement Yn ∈ Rd with
(2.1) Yn = G(f) +
1√
n
η.
Here the operator G : Rd → Rd is the forward map which is considered to be
nonlinear. We also assume that η is a standard normal distributed random variable
in Rd. The forward problem (2.1) in our mind comes from a finite dimensional
approximation to some infinite dimensional problem. Typically, in the case where
the underlying forward model is governed by a PDE, the forward operator G in
(2.1) may be obtained from some finite dimensional discretisation of the PDE, for
example, through finite difference methods or Galerkin methods. The data Yn
could be generated through noisy observations of the solution to the PDE at d
spacial/temporal positions. The standard normal assumption of the noise η is of
particular interest to us because it can be viewed as a discrete analogue of a white
noise process.
Given a prior to be defined below, we are interested in the asymptotic perfor-
mance of the resulting posterior as n → ∞ under the frequentist assumption that
Yn is generated from some truth f0. We assume that f0 lies in a compact subset F
on Rd. We also make the following assumptions on the forward operator G.
Assumptions 2.1.
(A1) For every f ∈ F , G(f) is differentiable and its derivative matrix ∇G(x) is
invertible. Moreover, there exists positive constants σ0 and σ(d) such that
σ(d)−1 ≤ σmin(∇G(f)) ≤ σmax(∇G(f)) ≤ σ−10 for all f ∈ F .
(A2) There exist constants C, C˜ > 0 such that
C˜|G(f1)−G(f2)| ≤ |f1 − f2| ≤ Cσ(d)|G(f1)−G(f2)| for all f1, f2 ∈ F .
(A3) There exists a constant C > 0 such that
|G(f1)−G(f2)−∇G(f2)(f1 − f2)| ≤ C|f1 − f2|2 for all f1, f2 ∈ F .
Remark 2.2.
(i) The assumption (A1) is equivalent to that
σ0 ≤ σmin((∇G(f))−1) ≤ σmax((∇G(f))−1) ≤ σ(d) for all f ∈ F .
In particular, it also implies that ‖∇G(f)‖ ≤ σ−10 . The dimension-increasing con-
stant σ(d) bounds the growth of singular values of ∇G−1, characterising the degree
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of ill-posedness of the infinite dimensional inverse problem. For mild ill-posed in-
verse problems σ(d) ∼ O(ds) with some s > 0 when d≫ 1, and for severely ill-posed
inverse problems σ(d) ∼ O(exp(ds)).
(ii) Assumptions (A2) and (A3) are both regularity assumptions on the forward
operator. In particular, (A3) holds if G has bounded second derivatives. However,
we avoid imposing constraints on the second order derivatives of G since they
are hard to evaluate or estimate in practice. It is also worth to remark that the
constants C, C˜ appearing in the above assumptions are independent of a concrete
f , but they may depend on the choice of F .
(iii) Assumptions (A3) and the growth condition on the singular values in (A1)
imply that the estimate of (A1) holds when |f1− f2| is small. However, we assume
that this is valid for all f1, f2 ∈ F . This assumption is not strong as it looks since
we will show that it is satisfied in many applications.
We denote by Π(df) the prior distribution which has a Lebesgue density pi(f)
on Rd. Moreover, we assume Π satisfies the following.
Assumptions 2.3.
(i) Π is supported on the set F .
(ii) There exists C > 0 such that
sup
f∈F
log(pi(f)/pi(f0)) ≤ Cd.
(iii) For any δ > 0, there exists Cδ > 0 such that
| log pi(f)− log pi(f0)| ≤ Cδ
√
d|f − f0|
when |f − f0| ≤ δ
√
d.
Remark 2.4. Assumption (2.3) (ii) means that the value of prior density at the truth
is not exponentially smaller than its value at any point in F . Such assumption
was also used in [6]. Assumption (2.3) (iii) is a continuity condition for the log
prior density near the truth. Similar assumptions was required in [22, 23, 6]. In
particular, these assumptions are fulfilled when the prior Π on f is a product of
independent priors on each component fi, i.e. pi(f) = Π
d
i=1pi(fi), and each pii
satisfies | log pii(fi) − log pii(f0,i)| ≤ C for any fi and | log pii(fi) − log pii(f0,i)| ≤
Cδ|fi − f0,i| when |fi − f0,i| ≤ δ for some δ > 0.
Given the prior Π, the posterior distribution given the observed data Yn, is
defined as
Πn(df) =
exp
(
− n2 |Yn −G(f)|2
)
∫
F exp
(
− n2 |Yn −G(f˜)|2
)
Π(df˜ )
Π(df).
By dividing the common factor n2 |Yn|2 in the exponential, we can write the density
of the posterior Πn as
pin(f) =
exp
(
n
(〈Yn, G(f)〉 − 12 |G(f)|2))∫
F exp
(
n
(〈Yn, G(f˜)〉 − 12 |G(f˜)|2))pi(f˜)df˜ pi(f).
We aim to prove the Bernstein-von Mises theorem for the posterior measure Πn
when the dimension d and the noise parameter n increase to infinity simultaneously.
To this end, it is more convenient to analyse the posterior distribution in the local
parameter space around f0. More specifically, let us define U :=
√
n(F − f0). Let
u :=
√
n(f − f0) ∈ U . Then the posterior distribution of u, denoted by Π∗n, has the
6 Y. LU
density
pi∗n(u) =
exp
(
n
(〈Yn, G(f0 + n− 12u)〉 − 12 |G(f0 + n− 12 u)|2))pi(f0 + n− 12 u)∫
U exp
(
n
(〈Yn, G(f0 + n− 12 u˜)〉 − 12 |G(f0 + n− 12 u˜)|2))pi(f0 + n− 12 u˜)du˜ .
Formally, the asymptotic normality of the posterior can be read from the linear
expansion of the log likelihood ratio. In fact, for any u ∈ U , let us define the log
likelihood ratio
Ln(u) := n
(〈Yn, G(f0 + n− 12u)−G(f0)〉 − 1
2
(|G(f0 + n− 12 u)|2 − |G(f0)|2)
)
and the shifted likelihood function Zn(u) = exp(Ln(u)). Then we can rewrite the
posterior density pi∗n in terms of Zn, namely,
(2.2) pi∗n(u) =
Zn(u)pi(f0 + n
− 1
2 u)∫
U Zn(u˜)pi(f0 + n
− 1
2 u˜)du˜
.
Let us set Σ := (∇G(f0)T∇G(f0))−1 and △n := Σ∇G(f0)T η. Then by the normal
assumption on the noise η, we have that △n ∼ N(0,Σ). We also define Z˜n(u) =
exp(L˜n(u)) with the exponent
L˜n(u) := 2〈u,Σ−1△n〉 − |Σ− 12 u|2
= 2〈η,∇G(f0)u〉 − |Σ−
1
2 u|2.
Recall that φ(u;m,Σ) denotes the probability density function of the normal dis-
tribution N(m,Σ). Then it is easy to see that φ(u;△n,Σ) = Z˜n(u)/
∫
Rd
Z˜n(u˜)du˜.
After completing square the log likelihood ratio Ln can be expressed as
Ln(u) = n
(〈Y¯ −G(f0), G(f0 + n− 12 u)−G(f0)〉 − 1
2
|G(f0 + n− 12 u)−G(f0)|2
)
= 〈η,√n(G(f0 + n− 12u)−G(f0))〉 − n
2
|G(f0 + n− 12u)−G(f0)|2.
By expanding the function G(f0 + n
− 1
2u) around the origin up to the first order,
one can see that at least locally
Ln(u) ≈ 〈η,∇G(f0)u〉 − 1
2
|∇G(f0)u|2 = L˜n(u).
This combing with pi(f0 + n
− 1
2u) ≈ pi(f0) implies that pi∗n(u) ≈ φ(u;△n,Σ). The
formal calculations above can be made rigorous under certain growth condition on
the dimensionality d with respect to n.
Given a fixed K > 0, let us define
(2.3) K(d) := Kσ(d)
√
d(log(d) + log σ(d))
and let δn :=
√
d
nK
2(d). Our main result is the following Bernstein-von Mises
theorem.
Theorem 2.5. Let Assumptions 2.1 and Assumptions (2.3) be satisfied. If δn → 0
as n→∞. Then we have
dTV
(
Π∗n, N(△n,Σ)
)
=
∫
U
|pi∗n(u)− φ(u;△n,Σ)|du = Op(δn)
as n→∞.
Let △n := n−
1
2△n + f0. Then △n ∼ N(f0, n−
1
2Σ). Since the total variation
norm is invariant under the bijection f 7→ √n(f − f0), we state the following BvM
result for the original posterior measure Πn, as a corollary of Theorem 2.5.
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Corollary 2.6. Under the same assumption as in Theorem 2.5, we have
dTV
(
Πn, N(△n, n−1Σ)
)
=
∫
F
|pin(f)− φ(f ;△n, n−1Σ)|df = Op(δn)
as n→∞.
Remark 2.7. As an important consequence of Corollary 2.6, the Bayesian credible
set is asymptotically identical to the standard frequent conference interval. To be
more precise, given a credible level α ∈ (0, 1), let Cn,α be the credible set such that
Πn(Cn,α) = 1− α. If δn → 0 as n→∞, then it follows from Corollary 2.6 and the
fact that △n = Op(
√
d‖Σ‖) = o(n 12 ) that
Pnf0(f0 ∈ Cn,α)→ 1− α.
Remark 2.8. It is worth to make a comment on the growth requirement on the
dimension d, that is, δn =
√
d/nK2(d) → 0. In fact, this condition essentially
agrees with the conditions proposed by Ghosal [22, 23] for proving the BvM results
for linear regression models (see Assumption (A4) in [22]) and exponential families
(see Condition (R) in [23]). The only difference is that his conditions were expressed
in terms of the norm of the Fisher information matrix and our condition is written
in terms of σ(d). Recently, Belloni and Chernozhukov [6] relaxed Ghosal’s growth
requirement for exponential families by removing the logarithm factors and obtained
that the BvM theorem holds when d3/n → 0. It has been shown in [33] that this
growth is indeed sharp for a specific i.i.d smooth statistical model. This suggests
that the sharp growth condition for the BvM for Bayesian inverse problems might be√
d3
n σ(d)
2 → 0, however we are unable to justify this yet. This is to be investigated
in future work.
3. Proof of the Main Result
3.1. Lemmas. The proof of Theorem 2.5 follows directly from a series of prelimi-
nary lemmas as we establish now. The first lemma in the following gives an estimate
for the tail probability of the normal distribution N(△n,Σ).
Lemma 3.1. Given any c > 0, there exists K > 0 such that, with probability
tending to one, ∫
|u|≥Kσ(d)√d
φ(u;△n,Σ)du ≤ e−cd.
Proof. First notice that △n ∼ N(0,Σ). Then by the definition of Σ and Assump-
tion 2.1 (A1), we can obtain from Chebyshev’s inequality that |△n| = Op(
√
|Σ|d) =
Op(σ(d)
√
d). Therefore with probability tending to one, the following holds when
K is sufficiently large:∫
|u|≥Kσ(d)
√
d
φ(u;△n,Σ)du ≤
∫
|u|≥Kσ(d)
√
d
φ(u; 0,Σ)du
=
∫
|u|≥K√d
φ(u; 0, Id)du
≤ e−cd.
Note that the last inequality follows from the classical tail inequality of standard
normal distribution. 
The next lemma states that the tail probability of the posterior distribution
outside some large ball is negligible.
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Lemma 3.2. Let BK be a centred ball of radius K(d) = Kσ(d)
√
d(log(d) + log σ(d)).
Let |η| ≤ C˜
√
d. Then there exists K sufficiently large such that when n is large,∫
Bc
K
∩U
pi∗n(u)du ≤ exp
(
− d( log(d) + log σ(d))).
Proof. From the definition of pi∗n in (2.2) and Assumption 2.3 (ii), it suffices to show
that ( ∫
U
Zn(u˜)du˜
)−1 ∫
Bc
K
∩U
Zn(u)du ≤ exp
(
− d( log(d) + log σ(d))).
For doing so, we first prove an upper bound for the integral of Zn over B
c
K ∩ U .
Recall that Zn(u) = exp(Ln(u)) and that
Ln(u) = 〈η, Tn(u)〉 − 1
2
|Tn(u)|2
where Tn(u) =
√
n(G(f0 + n
− 1
2u) − G(f0)). According to Assumption 2.1 (A1),
|Tn(u)| ≥ Cσ(d)−1|u| ≥ Cσ(d)−1K(d) when u ∈ BcK ∩ U . From the assumption
that η ≤ C˜(
√
d) and the definition of K(d), we can chooseK to be sufficiently large
so that |η| ≤ 12 |Tn(u)|. With such K being fixed, we have that
(3.1)
∫
Bc
K
∩U
Zn(u)du ≤
∫
Bc
K
∩U
exp
(
〈η, Tn(u)〉 − 1
2
|Tn(u)|2
)
du
≤
∫
Bc
K
∩U
exp
(
− 1
4
|Tn(u)|2
)
du
≤
∫
Bc
K
∩U
exp
(
− 1
4Cσ(d)2
|u|2
)
du
≤ C exp
(
− K
2(d)
σ2(d)
)
× (σ(d))d
= C exp
(
− K
2(d)
σ2(d)
+ d log σ(d)
)
.
Next, we seek an lower bound for the integral
∫
U Zn(u˜)du˜. In fact,∫
U
Zn(u˜)du˜ ≥
∫
{u˜∈U :|u˜|≤1}
exp
(
〈η, T (u˜)〉 − 1
2
|T (u˜)|2
)
du˜
≥
∫
{u˜∈U :|u˜|≤1}
exp
(
− |η||T (u˜)| − 1
2
|T (u˜)|2
)
du˜.
Assumption 2.1 (A2) yields that |T (u˜)| ≤ C when |u˜| ≤ 1. Moreover, from the
definition of U , the unit ball in contained in U when n is sufficiently large. As a
consequence, when n is large,
(3.2)
∫
U
Zn(u˜)du˜ ≥ exp
(
− C˜
√
dC − 1
2
C2
)
Vol({u˜ ∈ U : |u˜| ≤ 1})
≥ exp
(
− C˜
√
dC − 1
2
C2
)
Vol(d)
The volume of a d-dimensional unit ball is
Vol(d) =
pid/2
Γ(d/2 + 1)
and from Stirling’s formula for the Gamma function we know that when d≫ 1
Vol(d) ∼
(2pie
d
)d/2
.
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Combining this with (3.2) and relabelling the constants C and C˜ yields∫
U
Zn(u˜)du˜ ≥ C exp(−C˜(
√
d+ d log d)).
Finally, the lemma follows from the above lower bound and the upper bound (3.1).

The following posterior contraction result is a direct consequence of Lemma 3.2.
Corollary 3.3. Let K(d) be defined as in Lemma 3.2. Assume that εn := n
− 1
2K(d)→
0 as n → ∞. Then with probability tending to one, the original posterior measure
of f contracts around the truth f0 with rate εn, i.e. for any Mn →∞,
Πn
(
{f : |f − f0| ≥Mnεn}
)
→ 0
as n→∞.
Lemma 3.4. Let BK be a centred ball of radius K(d). Let |η| ≤ C˜
√
d. If δn =√
d
nK
2(d)→ 0 when n→∞, then
(3.3)
(∫
U
Z˜n(u)du
)−1 ∫
BK∩U
∣∣∣Zn(u)− Z˜n(u)∣∣∣ = O(δn).
Proof. From the definition of Zn and Z˜n, and by Assumption 2.1 (A3), we have for
u ∈ BK ∩ U ,
(3.4)
∣∣ logZn(u)− log Z˜n(u)∣∣ = ∣∣∣〈η,√n(G(f0 + n− 12u)−G(f0)− n− 12∇G(f0)u)〉
−
(
n
∣∣G(f0 + n− 12u)−G(f0)∣∣2 − |∇G(f0)u|2)∣∣∣
≤ C
(
n−
1
2 |η||u|2 + n−1|u|4
)
≤ C
(
n−
1
2 |η|K2(d) + n−1K4(d)
)
≤ Cδn.
It follows that Zn(u) ≤ Z˜n(u) + eδn . An application of the elementary inequality
|ea − eb| ≤ |a− b|max(ea, eb) gives
(∫
U
Z˜n(u)du
)−1 ∫
BK∩U
∣∣∣Zn(u)− Z˜n(u)∣∣∣ ≤ Cδneδn(
∫
U
Z˜n(u)du
)−1 ∫
BK∩U
Z˜n(u)du
≤ Cδneδn .
This proves (3.3).

Finally, we recall the following useful lemma from [22].
Lemma 3.5. Let f, g be two non-negative integrable function not identically zero
on a measurable space S and let F ⊂ S. Then∫
F
∣∣∣ f∫
f
− g∫
g
∣∣∣ ≤
∫
F c f∫
f
+
∫
F c g∫
g
+ 3
(∫
g
)−1 ∫
F
∣∣∣f − g∣∣∣.
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3.2. Proof of Theorem 2.5.
Proof. Recall the definition of the ball BK = {u : |u| ≤ K(d)} with K(d) defined
as (2.3). Then by the triangle inequality,∫
U
|pi∗n(u)− φ(u;△n,Σ)|du ≤
∫
BK∩U
∣∣∣ Zn(u)pi(f0 + n− 12u)∫
U Zn(u)pi(f0 + n
− 1
2u)du
− Z˜n(u)pi(f0)∫
Rd
Z˜n(u˜)du˜
∣∣∣du
+
∫
Bc
K
∩U
pi∗n(u)du+
∫
Bc
K
∩U
φ(u;△n,Σ)du
According to Lemma 3.5, the first term on the right side of above equation can be
bounded from above by∫
Bc
K
∩U
pi∗n(u)du +
∫
Bc
K
∩U
φ(u;△n,Σ)du
+ 3
(∫
Rd
Z˜n(u˜)du˜
)−1 ∫
BK∩U
∣∣∣Zn(u)pi(f0 + n− 12u)− Z˜n(u)pi(f0)∣∣∣du.
In addition, thanks to the fact that η = Op(
√
d), the first two terms above can
be made sufficiently small with high probability by Lemma 3.2 and Lemma 3.1
respectively. Hence the theorem is proved if we can show that the last term above
is small with high probability when n→∞. In fact, the last term can be bounded
from above as
(3.5)
(∫
Rd
Z˜n(u˜)du˜
)−1 ∫
BK∩U
∣∣∣Zn(u)pi(f0 + n− 12 u)− Z˜n(u)pi(f0)∣∣∣du
≤ sup
u∈BK∩U
∣∣∣pi(f0 + n− 12 u)
pi(f0)
− 1
∣∣∣( ∫
U
Z˜n(u)du
)−1 ∫
BK∩U
Zn(u)du
+
( ∫
U
Z˜n(u)du
)−1 ∫
BK∩U
∣∣∣Zn(u)− Z˜n(u)∣∣∣du.
By Assumption 2.3 (iii), when n is sufficiently large,
(3.6)
sup
u∈BK∩U
∣∣∣pi(f0 + n− 12u)
pi(f0)
− 1
∣∣∣ ≤ sup
u∈BK∩U
2| log(pi(f0 + n− 12 u))− log(pi(f0))|
≤ Cn−1/2
√
dK(d) ≤ Cδn.
According to Lemma 3.4, with high probability,
(3.7)
(∫
U
Z˜n(u)du
)−1 ∫
BK∩U
∣∣∣Zn(u)− Z˜n(u)∣∣∣ = O(δn).
This in particular implies that
(3.8)
(∫
U
Z˜n(u)du
)−1 ∫
BK∩U
Zn(u)du ≤ 1 + o(1).
holds with high probability. Therefore the theorem follows from (3.5)-(3.8).

Remark 3.6. Using the same arguments as in the proof above, one can prove
that any finite moment of the posterior distribution is close to the correspond-
ing moment of the asymptotic normal distribution provided that the dimension d
grows much slower than the growth rate described as in Theorem 2.5. Indeed, if
δ˜n :=
√
d
nK(d)
2+α → 0 as n→∞, then it holds that∫
F
|f − f0|α|pin(f)− φ(f ;△n, n−1Σ)|df = Op(δ˜n).
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In particular, by setting α = 1, we see that if
√
d
nK(d)
3 → 0, then we obtain the
consistency of the posterior mean.
4. Application in an Inverse Medium Problem
4.1. Forward Model. Let Ω = [0, 1]2 ⊂ R2. Given two functions f ∈ C(Ω) and
g ∈ C(∂Ω), consider the following Dirichlet problem for the elliptic equation on Ω
(4.1)
−△u+ qu = f on Ω,
u = g on ∂Ω.
Here we assume that q ∈ A where
A := {q ∈ C(Ω) : 0 ≤ qmin ≤ q(x) ≤ qmax <∞, x ∈ Ω}.
We also assume that f and g are strictly positive on Ω and ∂Ω respectively. With
these assumptions, there exists a unique positive solution uq ∈ C2(Ω) ∩ C(Ω) to
problem (4.1). The corresponding inverse problem of interest is the following: Given
the solution u on Ω, find the coefficient q on Ω. The problem (4.1) appears as a
model problem for Photo-Acoustic Tomography [4] and other multiwave imaging
modalities [3]. The uniqueness of the inverse problem has been proved in [29] (see
also [5]).
In practice, the solution can only be measured on a finite set of discrete points.
Then the corresponding (finite dimensional) inverse problem is of particular inter-
est to us, that is, to recover the pointwise values of the coefficient at the same
observation points. To make this more precise, let us consider the following finite
difference approximation to the problem (4.1):
(4.2)
{
−ui−1,j+ui+1,j−4ui,j+ui,j−1+ui,j+1h2 + qi,jui,j = fi,j , ∀i, j = 1, · · · , N − 1
ui,0 = gi,0, ui,N = gi,N , u0,j = g0,j, uN,j = gN,j, ∀i, j = 0, · · · , N.
Here fi,j = f(xi, yj), qi,j = q(xi, yj), gi,j = g(xi, yj), i, j = 0, · · · , N where (xi, yj) =
(ih, jh) with the uniform measure size h = 1/N . The solution ui,j of the finite dif-
ference equations provides an approximation to u(xi, yj). We refer the interested
reader to [24] for the convergence analysis of finite difference schemes for PDEs.
It is more convenient to write the finite difference equation in a matrix form.
For doing so, let I be a (N − 1)-dimensional identity matrix and define the (N −
1)2 × (N − 1)2 tridiagonal block matrix A and the (N − 1)× (N − 1) tridiagonal
matrix B by
A =


B −I
−I B −I
. . .
. . .
−I B −I
−I B

 , B =


4 −1
−1 4 −1
. . .
. . .
−1 4 −1
−1 4

 .
We build the solution vector U, the vector of the right hand side F and the vector
of the boundary data G in the natural row-wise ordering, i.e.
u = [u1,1 · · · uN−1,1 |u1,2 · · · uN−1,2 | · · · u1,N−1 · · · uN−1,N−1] ,
f = [f1,1 · · · fN−1,1 | f1,2 · · · fN−1,2 | · · · f1,N−1 · · · fN−1,N−1] ,
g =
[
g0,1 + g1,0 g0,2 · · · g0,N−2 g0,N−1 + g1,N | g2,0 0 g2,N | · · ·
· · · | gN−2,0 0 gN−2,N | gN−1,0 + gN,1 gN,2 · · · gN,N−2 gN,N−1 + gN−1,N
]
.
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Let Q be a (N − 1)2 × (N − 1)2 diagonal matrix with diagonal entries made from
q := {qi,j}N−1i,j=1 in the natural row-wise ordering. With these notations at hand,
the finite difference equation (4.2) can be expressed in a matrix form as
(4.3) (h−2A+Q)u = f + h−2g.
Since both A and Q are positive definite, there exists a unique solution u to the
linear system (4.3). Hence we can define the forward operator
G : q ∈ F → u ∈ Rd u = G(q) = (h−2A+Q)−1(f + h−2g)
where F := [qmin, qmax]d with d = (N − 1)2. Since u are all viewed as vectors, for
convenience we will only use single-index notation ui, i = 1, · · · , d instead of ui,j
when referencing entries.
Thanks to the positivity assumption on f, g, it follows directly from the discrete
maximum principle [15] that there exists positive constants C1 ≤ C2, depending
only on f and g such that
(4.4) C1 ≤ min
i
ui ≤ |u|∞ ≤ C2.
As a consequence, it holds that |u| ≤ C
√
d for some C > 0.
Given any fixed q ∈ F , let uq be the corresponding solution to (4.3). Let Uq
be the d× d diagonal matrix with diagonal entries given by uq. The lemma below
establishes the differentiability of G and computes explicitly its derivative matrix.
Lemma 4.1. The forward map q 7→ G(q) is differentiable at every in q ∈ F and
the derivative matrix ∇G(q) is given by
(4.5) ∇G(q) = −(h−2A+Q)−1Uq.
Proof. Let p be any vector in Rd and let ε > 0. Let uε be the solution to (4.3)
with Q replaced by the diagonal matrix Qε := diag(q+ εp), i.e.
(4.6) (h−2A+Qε)uε = f + h−2g.
Then subtracting equation (4.6) by (4.3) leads to
(h−2A+Qε)(uε − uq) = −ε(Qε −Q)uq = −εUqp.
Dividing the above equation by ε and then letting limit ε ↓ 0, we obtain that
∇G(q)p = lim
ε↓0
G(q + εp)−G(q)
ε
= lim
ε↓0
uε − uq
ε
= − lim
ε↓0
(h−2A+Qε)−1Uqp
= −(h−2A+Q)−1Uqp.
This proves (4.5) since p is arbitrary. 
Notice from (4.5) that the derivative matrix ∇G(q) is symmetric. The next
lemma collects some important properties of ∇G in the domain F , in correspon-
dence to Assumption 2.1.
Lemma 4.2.
(i) The derivative matrix ∇G(q) is invertible at any q ∈ F .
(ii) The following holds uniformly with respect to q ∈ F :
(4.7) d−1 . λmin(∇G(q)) ≤ λmax(∇G(q)) . 1.
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(iii) The following estimates hold uniformly with respect to q1,q2 ∈ F :
(4.8) |G(q1)−G(q2)| . |q1 − q2| . d× |G(q1)−G(q2)|.
(4.9) |G(q1)−G(q2)−∇G(q2)(q1 − q2)| . |q1 − q2|2.
Proof.
(i) In view of the expression (4.5), the invertibility of ∇G follows directly from the
positivity of Uq.
(ii) According to [39, Example 10.5.1], the eigenvalues of the matrix A are
λi,j = 2
(
2− cos ( ipi
N
)− cos (jpi
N
))
, i, j = 1, · · · , N − 1.
Hence when N ≫ 1, or equivalently when d = (N − 1)2 ≫ 1, we have
(4.10) λmin(A) ∼ O(N−2) ∼ O(d−1) and λmax(A) = O(1).
Then it follows from the fact that all the eigenvalues of Q are positive and are of
order one (since q ∈ F) that
(4.11) d−1 . λmin((h−2A+Q)−1) ≤ λmax((h−2A+Q)−1) . 1.
Therefore (4.7) follows from (4.5), (4.11) and (4.4).
(iii) Let u1q and u
2
q be the corresponding solutions to equation (4.3) with q1 and q2
respectively. Similarly, we can define matrices Qi and U
i
q, i = 1, 2. Then by using
the same arguments as in the proof of Lemma 4.1, one can obtain that
(4.12) (h−2A+Q1)(u1q − u2q) = −U2q(q1 − q2).
which in turn gives
q1 − q2 = −(U2q)−1(h−2A+Q1)(G(q1)−G(q2)).
The above equation combining with the bounds in (4.11) proves (4.8). Furthermore,
let vq := ∇G(q2)(q1 − q2). Then according to Lemma (4.1), we have that
(4.13) (h−2A+Q2)vq = −U2q(q1 − q2).
By subtracting equation (4.12) with equation (4.13), one sees that
(h−2A+Q1)(u1q − u2q − vq) = −(Q1 −Q2)vq
= (q1 − q2)T∇G(q2)(q1 − q2).
Then (4.9) follows from above equation and eigenvalue estimates (4.7) and (4.11).

4.2. Bayesian Inverse Problem. We are interested in estimating the medium
parameter q on the uniform grid, given the noisy measurements Yn ∈ Rd, where
Yn = G(q) +
1√
n
η
with η ∼ N(0, Id). To adopt a Bayesian approach to the inverse problem, we put a
product prior Π on q with Lebesgue density
Π(q) = Πdi=1pii(qi).
We assume that the priors on the individual components pii satisfy the following.
Assumptions 4.3.
(i) For each i = 1, 2 · · · , d, pii is supported in [qmin, qmax].
(ii) There exists C > 0 such that for any q1, q2 ∈ [qmin, qmax],
| log(pii)(q1)− log(pii)(q2)| ≤ C
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(iii) Given a δ > 0, there exists Cδ > 0 such that
| log(pii)(q1)− log(pii)(q2)| ≤ Cδ|q1 − q2|
when |q1 − q2| ≤ δ.
As we have mentioned in Remark 2.4, if pii satisfies Assumption 4.3, then the
product prior Π constructed as above satisfies Assumption 2.3. Let Πn be the
resulting posterior, namely
Πn(dq) ∝ exp
(
− n
2
|Yn −G(q)|2
)
Π(q)dq.
According to Lemma 4.2, the forward map G associated to the medium problem
satisfies Assumption 2.1 with σ(d) = d. Suppose that the dataYn is generated from
some truth q0, which lies strictly inside F . Now we are ready to state the asymptotic
normality of the posterior Πn as n → ∞. Let Σ = (∇G(q0)T∇G(q0))−1 and let
△n = q0+n− 12Σ∇G(q0)T η. Then △n ∼ N(q0, 1nΣ). The following Bernstein-von
Mises theorem for the inverse medium problem is simply a restatement of Corollary
2.6.
Theorem 4.4. Let the prior be given by Π(dq) = Πdi=1pii(qi)(dqi) with pii satisfying
Assumption 4.3. If δn := n
− 1
2 d3 log d→ 0 as n→∞, then we have
dTV (Πn, N(△n,Σn)) = Op(δn)
as n→∞.
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