Abstract. We investigates the effectiveness of language-dependent approaches to document retrieval, such as stemming and decompounding, and constrast them with language-independent approaches, such as character n-gramming. In order to reap the benefits of more than one type of approach, we also consider the effectiveness of the combination of both types of approaches. We focus on document retrieval in nine European languages: Dutch, English, Finnish, French, German, Italian, Russian, Spanish, and Swedish. We look at four different cross-lingual information retrieval tasks: monolingual, bilingual, multilingual, and domain-specific retrieval. The experimental evidence is obtained using the 2003 test suite of the cross-language evaluation forum (CLEF).
Introduction
Researchers in Information Retrieval (IR) have experimented with a great variety of approaches to document retrieval for European languages. Differences between these approaches range from the text representation used (e.g., whether to apply morphological normalization or not, or which type of query formulation to use), to the choice of search strategy (e.g., which weighting scheme to use, or whether to use blind feedback). We focus on approaches using different document representations, but using the same retrieval settings and weighting scheme. In particular, we focus on different approaches to morphological normalization or tokenization. We conducted experiments on nine European languages (Dutch, English, Finnish, French, German, Italian, Russian, Spanish, and Swedish). There are notable differences between these languages, such as the complexity of inflectional and derivational morphology [1] .
A recent overview of monolingual document retrieval can be found in [2] . The options considered in [2] include word-based runs (indexing the tokens as they occur in the documents), stemming (using stemmers from the Snowball family of stemming algorithms), lemmatizing (using the lemmatizer built into the TreeTagger part-of-speech tagger), and compound splitting (for compound forming languages such as Dutch, Finnish, German, and Swedish). Additionally, there are experiments with adding character n-grams (of length 4 and 5) . The main lessons learned in [2] were two fold. First, there is no language for which the best performing run significantly improves over the "compound split and stem" run (treating splitting as a no-op for non-compound forming languages). Second, the hypothesis that adding 4-gramming is the best strategy is refuted for Spanish only. Notice that these comparisons did not involve combinations of runs, but only runs based on a single index.
The aim of this paper is to redo some of the experiments of [2] , to investigate the combination of approaches, and to extend these experiments to a number of cross-lingual retrieval tasks (we give details below). In particular, we will investigate the effectiveness of language-dependent approaches to document retrieval, i.e., approaches that require detailed knowledge of the particular language at hand. The best known example of a language-dependent approach is the use of stemming algorithms. The effectiveness of stemming in English is a recurring issue in a number of studies [3, 4] . Here we consider the effectiveness of stemming for nine European languages. Another example of a language-dependent approach is the use of decompounding strategies for compound-rich European languages, such as Dutch and German [5] . Compounds formed by the concatenation of words are rare in English, although exceptions like database exist. We will also investigate the effectiveness of language-independent approaches to document retrieval, i.e., approaches that do not depend on knowledge of the language at hand. The best known example of language-independent approaches is the use of character n-gramming techniques. Finally, we will investigate whether both approaches to document retrieval can be fruitfully combined [6] . Hoping to establish the robustness and effectiveness of these approaches for a whole range of cross-lingual retrieval tasks, we supplement the monolingual retrieval experiments with bilingual retrieval experiments, with multilingual experiments, and with domain-specific experiments. Experimental evaluation is done on the test suite of the Cross-Language Evaluation Forum [7] .
The paper is organized as follows. In Section 2 we describe the FlexIR system as well as the approaches used for all of the crosslingual retrieval tasks. In Section 3 we discuss our experiments for monolingual retrieval (in Section 3.1), bilingual retrieval (in Section 3.2), multilingual retrieval (in Section 3.3), and domain-specific retrieval (in Section 3.4). Finally, in Section 4, we offer some conclusions drawns from our experiments.
reported in the paper use the vector space model with the Lnu.ltc weighting scheme [8] to compute the similarity between a query and a document. For all the experiments, we fixed slope at 0.2; the pivot was set to the average number of unique words per document.
Morphological Normalization. We apply a range of language-dependent and language-independent approaches to morphological normalization or tokenization.
Words -We consider as a baseline the straightforward indexing of the words as encountered in the collection. We do some limited sanitizing: diacritics are mapped to the unmarked character, and all characters are put in lower-case. Thus a string like 'Information Retrieval' is indexed as 'information retrieval' and a string like the German 'Raststätte' (English: motorway restaurant) is indexed as 'raststatte.' Stemming -The stemming or lemmatization of words is the most popular language-dependent approach to document retrieval. We use the set of stemmers implemented in the Snowball language [9] . Thus a string like 'Information Retrieval' is indexed as the stems 'inform retriev. ' An overview of stemming algorithms can be found in [10] . The string processing language Snowball is specifically designed for creating stemming algorithms for use in Information Retrieval. It is partly based on the familiar Porter stemmer for English [11] , and provides stemming algorithms for all the nine European languages that we consider in this paper. We perform the same sanitizing operations as for the word-based run.
Decompounding -For the compound rich languages, Dutch, German, Finnish, and Swedish, we apply a decompounding algorithm. We treat all words occurring in the CLEF corpus as potential base words for decompounding, and also use their associated collection frequencies. We ignore words of length less than four characters as potential compound parts, thus a compound must consist of at least eight characters. As a safeguard against oversplitting, we only regard compound parts that have a higher collection frequency than the compound itself. We consider linking elements -s-, -e-, and -en-for Dutch; -s-, -n-, -e-, and -en-for German; -s-, -e-, -u-, and -o-for Swedish; and none for Finnish. We prefer a split with no linking element over a split with a linking element, and a split with a single character linker over a two character linker.
Each document in the collection is analyzed and if a compound is identified, the compound is kept in the document and all of its parts are added to the document. Thus a string like the Dutch 'boekenkast' (English: bookshelf) is indexed as 'boekenkast boek kast.' Compounds occurring in a query are analyzed in a similar way: the parts are simply added to the query. Since we expand both the documents and the queries with compound parts, there is no need for compound formation [12] .
n-Gramming -Character n-gramming is the most popular language-independent approach to document retrieval. Our n-grams were not allowed to cross word boundaries. This means that the string 'Information Retrieval' is indexed as the fourteen 4-gram tokens 'info nfor form orma rmat mati atio tion retr etri trie riev ieva eval'. We experimented with two n-gram approaches. First, we replaced the words with their n-grams. Second, we added the n-grams to the documents but kept the original words as well.
Character n-grams are an old technique for improving retrieval effectiveness. An excellent overview of n-gramming techniques for cross-lingual information retrieval is given in [13] . Again, we perform the same sanitizing operations as for the word-based run.
Character Encodings. Until CLEF 2003, the languages of the CLEF collections all used the Latin alphabet. The addition of the new CLEF language, Russian, is challenging because of the use of a non-Latin alphabet. The Cyrillic characters used in Russian can appear in a variety of font encodings. The collection and topics are encoded using the UTF-8 or Unicode character encoding. We converted the UTF-8 encoding into a 1-byte per character encoding KOI8 or KOI8-R (for Kod Obmena Informatsii or Code of Information Exchange). 1 We did all our processing, such as lower-casing, stopping, stemming, and n-gramming, on documents and queries in this KOI8 encoding. Finally, to ensure the proper indexing of the documents using our standard architecture, we converted the resulting documents into the Latin alphabet using the Volapuk transliteration. We processed the Russian queries similar to the documents.
Stopwords. Both topics and documents were stopped using the stopword lists from the Snowball stemming tool [9] , for Finnish we used the Neuchâtel-stoplist [14] . Additionally, we removed topic specific phrases such as 'Find documents that discuss . . . ' from the queries. We did not use a stop stem or n-gram list, but we first used a stop word list, and then stemmed/n-grammed the topics and documents.
Blind Feedback. Blind feedback was applied to expand the original query with related terms. Term weights were recomputed by using the standard Rocchio method [15] , where we considered the top 10 documents to be relevant and the bottom 500 documents to be non-relevant. We allowed at most 20 terms to be added to the original query.
Combination Methods. For each of the CLEF 2003 languages we created base runs using a variety of indexing methods (see below). We then combined these base runs using one of two methods, either a weighted or an unweighted combination. An extensive overview of combination methods for cross-lingual information retrieval is given in [16] .
The weighted combination was produced as follows. First, we normalized the retrieval status values (RSVs), since different runs may have radically different RSVs. For each run we reranked these values in [0, 1] using:
this is the Min Max Norm considered in [17] . Next, we assigned new weights to the documents using a linear interpolation factor λ representing the relative weight of a run:
For λ = 0.5 this is similar to the simple (but effective) combSUM function used by Fox and Shaw [18] . The interpolation factors λ were obtained from experiments on the CLEF 2002 data sets (whenever available). When we combine more than two runs, we give all runs the same relative weight, resulting effectively in the familiar combSUM method.
Statistical Significance. Finally, to determine whether the observed differences between two retrieval approaches are statistically significant, we used the bootstrap method, a non-parametric inference test [19, 20] . We take 100,000 resamples, and look for significant improvements (one-tailed) at significance levels of 0.95 ( ); 0.99 ( ); and 0.999 ( ).
Experiments
In this section, we describe our experiments for the monolingual task, the bilingual task, the multilingual task, and the domain-specific task.
Monolingual Retrieval
For the monolingual task, we conducted experiments with a number of languagedependent and language-independent approaches to document retrieval. All our monolingual runs used the title and description fields of the topics.
Baseline. Our baseline run is straightforwardly indexing the words as encountered in the collection (with case-folding and mapping marked characters to the unmarked symbol). The mean-average-precision (MAP) scores are shown in Table 1 . The baseline run is fairly high performing run for most languages. In particular, Dutch with a MAP of 0.4800 performs relatively well. Stemming. For all eight languages, we use a stemming algorithm from the Snowball family [9] (see Section 2). The results are shown in Table 2 . The results are mixed. On the one hand, we see a decrease in retrieval effectiveness for Dutch, English, and Russian. On the other hand, we see an increase in retrieval effectiveness for Finnish, French, German, Italian, Spanish, and Swedish. The improvements for Finnish, German, and Spanish are statistically significant.
Decompounding. Compounds are split using the method described in Section 2. We decompound documents and queries for the four compound-rich languages: Dutch, Finnish, German, and Swedish. After decompounding, we apply the same stemming procedure as above. The results are shown in Table 3 . The +3.8 +40.3 +27.9 +13.5 Stat.
--results for decompounding are positive overall. We now see an improvement for Dutch, and further improvement for Finnish, German, and Swedish.
Our results indicate that for all four compound forming languages, Dutch, Finnish, German, and Swedish, we should decompound before stemming. We treat the resulting (compound-split and) stem runs as a single language-dependent approach, where we only decompound the four compound-rich languages. The results are shown in Table 4 . These resulting (compound-split and) stem runs improve for all languages, except for English and the low-performing Russian.
n-Gramming. Both topic and document words are n-grammed, using the settings discussed in Section 2. For all languages we use 4-grams, that is, character ------n-grams of length 4. The results for replacing the words with n-grams are shown Table 5 . 4-Gramming. -----in Table 5 . We see a decrease in performance for four languages: Dutch, English, French, and Italian, and an improvement for the other five languages: Finnish, German, Russian, Spanish, and Swedish. The increase in retrieval effectiveness is statistically significant for Finnish and German, the decrease in performance is significant for English and Italian. The results are mixed, and the technique of character n-gramming is far from being a panacea. We explore a second language-independent approach, by adding the n-grams to the free-text of the documents, rather than replacing the free-text with ngrams. The results of adding n-grams are shown in Table 6 . The runs improve ---over pure n-grams for all the nine languages. With respect to the words baseline, we see a decrease in performance for English and Italian, and an improvement for the other seven languages: Dutch, Finnish, French, German, Russian, Spanish, and Swedish. The deviating behavior for Italian may be due to the different ways of encoding marked characters in the Italian sub-collections [7] . Improvements are significant for five of the languages, namely Finnish, German, Russian, Spanish, and Swedish. However, the decrease in performance for English remains significant too.
Combining. It is clear from the results above that there is no equivocal best strategy for monolingual document retrieval. For English, our baseline run scores best. For Italian, the stemmed run scores best. For the other seven languages, Word+4-Gramming scores best. Here, we consider the combination of languagedependent and language-independent approaches to document retrieval. We apply a weighted combination method, also referred to as linear fusion. From the experiments above we select the approaches that exhibit the best overall performance:
Best language-dependent approach is to decompound for Dutch, Finnish, German, and Swedish, and then apply a stemming algorithm. Best language-independent approach is to add n-grams while retaining the original words.
In particular, we combine the (compound split and) stem run of Table 3 with the Word+4-Gram run of Table 6 . The used interpolation factors are based on experiments using the CLEF 2002 test suite (whenever available). We used the following relative weights of the n-gram run: 0. +5.7 +2.1 +64.9 +13.3 +34.5 +3.2 +17.1 +9.9 +25.4 Stat.
---
The results are shown in Table 7 . We find only positive results: all languages improve over the baseline, even English! Even though both English runs scored lower than the baseline (one of them even significantly lower), the combination improves over the baseline. The improvements for six of the languages, Finnish, French, German, Russian, Spanish, and Swedish, are significant. All languages except Russian improve over the best run using a single index.
Bilingual Retrieval
We restrict our attention here to bilingual runs using the English topic set. All our bilingual runs used the title and description fields of the topics. We experimented with the WorldLingo machine translation [21] for translations into Dutch, French, German, Italian, and Spanish. For translation into Russian we used the PROMT-Reverso machine translation [22] . For translations into Swedish, we used the the first mentioned translation in the Babylon on-line dictionary [23] . Since we use the English topic set, the results for English are the monolingual runs discussed above in Section 3.1. We also ignore English to Finnish retrieval for lack of an acceptable automatic translation method. Thus, we focus on seven European languages.
We created the exact same set of runs as for the monolingual retrieval task described above: a word-based baseline run; a stemmed run with decompounding for Dutch, German, and Swedish; a words+4-gram run; and a weighted combination of words+4-gram and (split and) stem runs. We use the following relative weights of the words+4-gram run: 0.6 (Dutch), 0.7 (French), 0.5 (German), 0.6 (Italian), 0.6 (Russian), 0.5 (Spanish), and 0.8 (Swedish). Table 8 . Bilingual runs using EN topic set. Best scores are in boldface. We compare the best scoring run with the word-based baseline run. -- Table 8 shows our MAP scores for the English to Dutch, French, German, Italian, Russian, Spanish, and Swedish, bilingual runs. For our official runs for the 2003 bilingual task, we refer the reader to [24] . Adding 4-grams improves retrieval effectiveness over the word-based baseline for all languages except Italian (which exhibits a marginal drop in performance). The stemmed, and decompounded for Dutch, German, and Swedish, runs do improve for all seven languages. The Dutch stemmed and decompounded run and the Russian stemmed run turn out to be particularly effective, and outperform the respective n-gram and combination runs. A conclusion on the effectiveness of the Russian stemmer, based on only the monolingual evidence earlier, would prove to be premature. Although the stemmer failed to improve retrieval effectiveness for the monolingual Russian task, it is effective for the bilingual Russian task. For the other five languages (French, German, Italian, Spanish, and Swedish) the combination of stemming and n-gramming results in the best bilingual performance. The best performing run does significantly improve over the word-based baseline for five of the seven languages: Dutch, German, Russian, Spanish, and Swedish.
The results on the English topic set are, as expected, somewhat lower than the monolingual runs. Table 9 shows the decrease in effectiveness of the best bilingual run compared to the best monolingual run for the respective target language. The difference ranges from a 12% decrease (German) to a 43% decrease (Swedish) in MAP score. The big gap in performance for Swedish is most likely a result of the use of a translation dictionary, rather than a proper machine translation. The results for the other languages seem quite acceptable, considering that we used a simple, straightforward machine translation for the Table 9 . Decrease in effectiveness for bilingual runs. --bilingual tasks [21] . The bilingual results do, in general, confirm the results obtained for the monolingual task. This increases our confidence in the effectiveness and robustness of the language-dependent and language-independent approaches employed for building the indexes.
Multilingual Retrieval
We used the English topic set for our multilingual runs, using only the title and description fields of the topics. We use the English monolingual run (see Section 3.1) and the English to Dutch, French, German, Italian, Spanish, and Swedish bilingual runs (see Section 3.2) to construct our multilingual runs. There are two different multilingual tasks. The small multilingual task uses four languages: English, French, German, and Spanish. The large multilingual task extends this set with four additional languages: Dutch, Finnish, Italian, and Swedish. Recall from our bilingual experiments in Section 3.2 that we do not have an English to Finnish bilingual run, and that our English to Swedish bilingual runs perform somewhat lower due to the use of a translation dictionary. This prompted the following three sets of experiments:
1. on the four languages of the small multilingual task (English, French, German, and Spanish), 2. on the six languages for which we have an acceptable machine translation (also including Dutch and Italian), and 3. on the seven languages (also including Swedish, but no Finnish documents) for which we have, at least, an acceptable bilingual dictionary.
For each of these experiments, we build a number of combined runs, where we use the unweighted combSUM rule introduced by [18] . First, we combine a single, uniform run per language, in all cases the bilingual words+4-gram run (see Section 3.1 and 3.2). Second, we again use a single run per language, the weighted combination of the words+4-gram and (Split+)Stem run (see Section 3.1 and 3.2). Third, we form a big pool of runs, two per language: the Word+4-Grams runs and the (Split+)Stem runs. Table 10 shows our multilingual MAP scores for the small multilingual task (covering four languages) and for the large multilingual task (covering eight languages). For all multilingual experiments, first making a weighted combination per language outperforms the unweighted combination of all Word+4-Grams run and all (Split+)Stem runs. However, as we add languages, we see that the unweighted combination of all Word+4-Grams runs and all (Split+)Stem runs performs almost as well as the weighted combinations.
Our results show that multilingual retrieval on a subpart of the collection (leaving out one or two languages) can still be an effective strategy. However, the results also indicate that the inclusion of further languages does consistently improve MAP scores.
Domain-specific Retrieval
For our domain-specific retrieval experiments, we used the German Information Retrieval Test-database (GIRT). We focus on monolingual experiments using the German topics and the German collection. We used the title and description fields of the topics, and used the title and abstract fields of the collection. We experimented with a reranking strategy based on the keywords assigned to the documents, the resulting rerank runs also use the controlled-vocabulary fields in the collection.
We make three different indexes mimicking the settings used for our monolingual German experiments discussed in Section 3.1. First, we make an word-based index as used in our baseline runs. Second, we make a stemmed index in which we did not use a decompounding strategy. Third, we build a Word+4-Grams index. Table 11 contains our MAP scores for the GIRT monolingual task. The re- sults for the GIRT tasks show the effectiveness of stemming and n-gramming approaches over a plain word index. Notice also that the performance of German domain-specific retrieval are somewhat lower than those of German monolingual retrieval.
The main aim of our domain-specific experiments is to find way to exploit the manually assigned keywords in the collection. These keywords are based on the controlled-vocabulary thesaurus maintained by GESIS [25] . In particular, we experiment with an improved version of the keyword-based reranking strategy introduced in [6] . We calculate vectors for the keywords based on their (co)occurrences in the collection. The main innovation is in the use of higher dimensional vectors for the keywords, for which we use the best reduction onto a 100-dimensional euclidean space. The reranking strategy is as follows. We calculate vectors for all initially retrieved documents, by simply taking the mean of the vectors of keywords assigned to the documents. We calculate a vector for a topic by taking the relevance-weighted mean of the top 10 retrieved documents. We now have a vector for each of the topics, and for each of the retrieved documents. Thus, ignoring the RSV of the retrieved documents, we can simply rerank all documents by the euclidean distance between the document and topic vectors. Next, we combine the original text-based similarity scores with the keyword-based distances using the unweighted combSUM rule of [18] .
The results of the reranking strategy are shown in the rest of Table 12 . For all the three index approaches, the results are positive. There is a significant improvement of retrieval effectiveness due to the keyword-based reranking method. The obtained improvement is additional to the improvement due to blind feedback, and consistent even for high performing base runs.
Conclusions
This paper investigated the effectiveness of language-dependent and languageindependent approaches to cross-lingual text retrieval. The experiments described in this paper indicate the following. First, morphological normalization does improve retrieval effectiveness, especially for languages that have a more complex morphology than English. We also showed that n-gram-based can be a viable option in the absence of linguistic resources to support deep morphological normalization. Although no panacea, the combination of runs provides a method that may help improve base runs, even high quality base runs. The interpolation factors required for the best gain in performance seem to be fairly robust across topic sets. Moreover, the effectiveness of the unweighted combination of runs is usually close to the weighted combination, and the difference seems to diminish with the number of runs being combined. Our bilingual experiments showed that a simple machine translation strategy can be effective for bilingual retrieval. The combination of bilingual runs, in turn, leads to an effective strategy for multilingual retrieval. Finally, our results for domain-specific retrieval show the effectiveness of stemming and n-gramming even for specialized collection. Moreover, manually assigned classification information in such scientific collections can be fruitfully exploited for improving retrieval effectiveness. Our future research is to extend the described experiments to other retrieval models. In particular, we are considering the Okapi weighting scheme [26] , and a language model [27] . We have started conducting initial experiments using these alternative retrieval models. In [24] , we reported on Okapi and language model runs using the (decompounded and) stemmed indexes for Dutch, German, Spanish, and Swedish. In fact, these combinations of different retrieval models resulted in our best scoring official runs [24] . Our initial conclusion is that varying the retrieval model leads to improvement, and especially the combination of different retrieval models hold the promise of making retrieval more effective.
