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Re´sume´.
Nous e´tudions l’homologie et la cohomologie de Hochschild de certaines
classes d’alge`bres polynomiales de type a` la fois classique et quantique. Nous
de´montrons en particulier que l’alge`bre des ope´rateurs diffe´rentiels sur tout
espace quantique multiparame´tre´ admet l’homologie de Hochschild d’une
alge`bre de Weyl usuelle, et satisfait une dualite´ de Poincare´.
2000 Mathematics subject classification : 16E40,16S36,16S32,16W35.
Introduction.
Le but de cet article est d’obtenir des calculs explicites sur l’homologie et la co-
homologie de Hochschild d’une classe d’alge`bres non-commutatives de polynoˆmes,
a` la fois quantiques (au sens ou` elles contiennent comme sous-alge`bres des copies
du plan quantique de Manin) et classiques (au sens ou` elles contiennent aussi des
copies de l’alge`bre de Weyl A1). Plus pre´cisement, sur un corps de base k com-
mutatif de caracte´ristique nulle, les alge`bres conside´re´es sont parame´tre´es par un
entier n ≥ 1, une matrice multiplicativement antisyme´trique Λ = (λi,j)1≤i,j≤n
a` coefficients non-nuls dans k, et un entier 0 ≤ r ≤ n. On note AΛn,r l’alge`bre
engendre´e sur k par n+ r ge´ne´rateurs y1, . . . , yn, x1, . . . , xr tels que :
(1) la sous-alge`bre de AΛn,r engendre´e par y1, . . . , yn est isomorphe a` l’espace
quantique OΛ(k
n), c’est-a`-dire que yiyj = λi,jyjyi pour tous 1 ≤ i, j ≤ n ;
(2) si r ≥ 1, la sous-alge`bre de AΛn,r engendre´e par xi et yi est pour tout 1 ≤ i ≤ r
isomorphe a` l’alge`bre de Weyl A1(k), c’est-a`-dire que xiyi − yixi = 1 ;
(3) les autres relations entre ge´ne´rateurs sont de la forme xixj = λi,jxjxi pour
tous 1 ≤ i, j ≤ r, et xiyj = λ
−1
i,j yjxi pour tous 1 ≤ i ≤ r, 1 ≤ j ≤ n, i 6= j.
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Ce type d’alge`bres, qui s’interpre`tent naturellement comme ope´rateurs diffe´rentiels
tordus sur l’espace quantique OΛ(k
n), intervient dans de nombreuses situations en
liaison avec l’e´tude des alge`bres de Weyl quantiques, des extensions de Ore ite´re´es,
et de l’e´quivalence birationnelle de telles alge`bres. On donnera dans la premie`re
section de l’article des pre´cisions sur ce point. Contentons-nous de remarquer
ici que, dans le cas purement quantique ou` r = 0, l’alge`bre AΛn,r se re´duit a`
l’espace quantique OΛ(k
n), et que dans le cas purement classique ou` r = n et
tous les λi,j valent 1, l’alge`bre A
(1)
n,n n’est autre que l’alge`bre de Weyl usuelle
An(k) = A1(k)⊗ · · · ⊗A1(k). L’homologie de Hochschild dans ces deux situations
est bien connue (dans le cas classique, voir [26], [17] ; pour le cas quantique, [27],
[14] ou [12]). Les deux situations ge´ne´rales qui font l’objet principal de cet article
concernent quant a` elles d’une part le cas dit “libre” ou` les coefficients de la matrice
Λ forment dans k∗ un groupe abe´lien libre de rang maximal, et d’autre part le
cas dit “semi-classique” des ope´rateurs diffe´rentiels usuels sur l’espace quantique
OΛ(k
n) (c’est-a`-dire le cas ou` r = n). Nous montrons dans ce dernier cas que
l’homologie et la cohomologie de Hochschild de AΛn,n sont, sans aucune hypothe`se
restrictive sur la matrice Λ de quantification de l’espace, celles de l’alge`bre de
Weyl usuelle sur un espace de fonctions polynomiales commutatif.
La premie`re section de l’article est consacre´e d’une part aux pre´liminaires ne´cessaires
concernant les alge`bres AΛn,r, et d’autre part a` une pre´sentation de ces alge`bres
comme cas particuliers d’alge`bres enveloppantes quantiques de´finies par M. Wambst.
D’une re´solution libre introduite pour de telles alge`bres en [27], on de´duit un
complexe de Koszul quantique dont l’homologie est celle des alge`bres AΛn,r. Nous
montrons a` la section 2 que l’on peut extraire de ce complexe de Koszul (K, d)
un sous-complexe (KC , d) plus petit, tel que le complexe quotient K/KC soit
acyclique. Ce petit complexe nous permet dans la suite le calcul explicite de l’ho-
mologie de Hochschild dans deux situations particulie`res significatives : le cas
“semi-classique” et le cas “libre”. Le cas “semi-classique” fait l’objet de la section
3 : on y de´montre que, pour tout n ≥ 1 et quelle que soit la matrice Λ, l’homologie
de Hochschild de AΛn,n est concentre´e en degre´ 2n, ou` elle vaut k. A la section
4, sous l’hypothe`se que les coefficients Λ forment un groupe abe´lien libre de rang
maximal n(n− 1)/2, on calcule pour tout 1 ≤ r < n l’homologie de Hochschild de
AΛn,r, qui est cette fois concentre´e en degre´s 0, 1 et 2r. Le plus petit cas (en ter-
mes de dimension) qui e´chappe aux hypothe`ses pre´ce´demment traite´es est celui ou`
n = 2 et r = 1, avec l’unique coefficient λ de la matrice Λ qui est racine de l’unite´
dans k ; l’homologie de Hochschild de l’alge`bre AΛ2,1 correspondante est calcule´e a`
la section 5. La dualite´ de Poincare´ pour les alge`bres semi-classiques AΛn,n est le
the´ore`me central de la section 7. Sa preuve repose sur les re´sultats obtenus a` la
section 6 sur la cohomologie de Hochschild des alge`bres AΛn,r en ge´ne´ral. Enfin, les
remarques et re´sultats exploratoires regroupe´s dans la section 8 montrent, au vu
de ce qui a e´te´ e´tabli a` la section 5, que l’on ne peut pas espe´rer dans ce contexte
ge´ne´ral de proprie´te´ aussi favorable de dualite´.
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1 Pre´liminaires.
Dans tout le texte k de´signe un corps commutatif de caracte´ristique nulle. On
note ⊗ le produit tensoriel sur k pour des espaces vectoriels : ⊗ = ⊗k. Si V et W
sont deux k-espaces vectoriels, et f une application line´aire de V ⊗ V dans W , on
utilise la convention suivante : pour tout n ≥ 2 et pour tout 0 ≤ i ≤ n− 1 on note
fi : V
⊗n → V ⊗(i−1) ⊗W ⊗ V ⊗n−i−1
l’application line´aire de´finie par : fi = idV ⊗i−1 ⊗ f ⊗ idV ⊗n−i−1 . Si n est un entier
non nul, pour tout i ≤ n on note [i] = (0, . . . , 0, 1, 0, . . . , 0) le ie`me vecteur de la
base canonique de Nn. Pour un multi-entier γ ∈ Nn, on note |γ| = γ1 + . . . + γn
la longueur de γ. Enfin pour α ∈ Nr et β ∈ Nn, on note globalement le monoˆme
xαyβ = xα11 . . . x
αr
r y
β1
1 . . . y
βn
n .
L’homologie et la cohomologie d’une alge`bre sont dans ce texte toujours calcule´es
a` valeurs dans l’alge`bre elle-meˆme.
1.1 De´finition des alge`bres AΛn,r.
Soient r et n deux entiers tels que n ≥ 1 et 0 ≤ r ≤ n, et soit Λ = (λi,j) ∈Mn(k)
une matrice multiplicativement antisyme´trique de taille n, c’est-a`-dire telle que
pour tous i, j on ait : λi,jλj,i = λi,i = 1. On note A
Λ
n,r la k-alge`bre engendre´e par
n+r ge´ne´rateurs x1, . . . , xr, y1, . . . , yr, yr+1, . . . , yn soumis aux relations suivantes :
yiyj = λi,jyjyi si 1 ≤ i, j ≤ n,
xiyj = λ
−1
i,j yjxi si 1 ≤ i ≤ r, 1 ≤ j ≤ n, i 6= j,
xiyi = yixi + 1 si 1 ≤ i ≤ r,
xixj = λi,jxjxi si 1 ≤ i, j ≤ r.
1.2 Remarques.
1.2.1 Il est facile de voir que l’alge`bre AΛn,r est une extension ite´re´e de Ore. Elle
est noethe´rienne et inte`gre, de dimension de Gelfand-Kirillov e´gale a` n + r, et
les monoˆmes {xα11 . . . x
αr
r y
β1
1 . . . y
βn
n }α∈Nr ,β∈Nn en forment une base de k-espace
vectoriel. (Pour des proprie´te´s ge´ne´rales des alge`bres AΛn,r, voir [25]).
1.2.2 On peut montrer que toute alge`bre associative engendre´e par N ge´ne´rateurs
et des relations du type xy = λyx ou xy = yx+1, et posse´dant une base de PBW,
est isomorphe a` une alge`bre AΛn,r avec n+ r = N (voir [25]).
1.2.3 Les alge`bres AΛn,r peuvent eˆtre vues comme des alge`bres d’ope´rateurs diffe´rentiels
sur un espace quantique parame´tre´ par Λ. Notons OΛ(k
n) l’alge`bre engendre´e par
les yi ; c’est un espace affine quantique. Pour tout i on note µi la multiplication a`
gauche par yi dans OΛ(k
n), et pour j ≤ r on de´finit ∂j ∈ End(OΛ(k
n)) par :
∂j : y
m1
1 . . . y
mn
n 7→ mj
∏
k<j
(λk,j)
mkym11 . . . y
mj−1
j . . . y
mn
n .
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C’est une σj-de´rivation, ou` σ1, . . . , σr sont les automorphismes de OΛ(k
n) de´finis
par :
σj : P (y1, . . . , yn) 7→ P (λ1,j y1, . . . , λn,j yn).
On ve´rifie alors que la sous-alge`bre de End(OΛ(k
n)) engendre´e par les ∂j et les µi
est isomorphe a` AΛn,r.
1.3 Exemples et terminologie.
1.3.1 Cas purement quantique. Dans le cas ou` r = 0, l’alge`bre AΛn,0 n’est autre
que l’espace affine quantique OΛ(k
n), dont l’homologie de Hochschild est calcule´e
au the´ore`me 6.1 de [27], ainsi que dans [14] et [12].
1.3.2 Cas purement classique. Dans le cas ou` r = n et ou` tous les λi,j valent
1, l’alge`bre A
(1)
n,n est l’alge`bre de Weyl usuelle An(k), dont l’homologie est bien
connue (voir par exemple [26] ou [17]), et rappele´e au paragraphe 3.1.
1.3.3 Cas semi-classique. Dans le cas n = r, sans hypothe`se sur la matrice Λ,
les alge`bres AΛn,n sont des cas particuliers d’alge`bres de Weyl quantiques A
q¯,Λ
n (k)
(voir plus loin au 1.4.2), correspondant au cas ou` les parame`tres de quantification
q¯ = (q1, . . . , qn) valent tous 1. Elles apparaissent par exemple en [11] (Exemple
2.1, lorsque q2 = 1) et dans [9]. Il s’agit e´galement des alge`bres d’ope´rateurs
diffe´rentiels sur un espace quantique pre´sente´es par M. Wambst dans la section
11 de [27], lorsque q = 1 et pi = 1 pour tout i, mais sans que soit fait le calcul
explicite de leur homologie. Enfin, lorsque tous les λi,j valent −1 pour i 6= j,
ces alge`bres apparaissent en physique mathe´matique comme alge`bres de “pseudo-
bosons” (voir [5]). Les alge`bres AΛn,n sont simples, et de centre k (voir [11], [24]).
Pour ces alge`bres, nous avons calcule´ dans [24] les modules de degre´ 0 et 1 en
cohomologie de Hochschild, et de degre´ 0 en homologie, et constate´ qu’ils e´taient
e´gaux a` ceux de An(k). On verra ici que toute l’homologie et la cohomologie de
Hochschild des AΛn,n sont identiques a` celles de l’alge`bre de Weyl An(k).
1.3.4 Cas libre. Sans faire d’hypothe`se sur les entiers r et n, on s’inte´resse au cas ou`
les λi,j forment un groupe abe´lien libre de rang maximal n(n−1)/2. Quoiqu’assez
restrictive, cette hypothe`se se retrouve fre´quemment dans la litte´rature concernant
les groupes quantiques (c’est par exemple le cas des “general quantum functions”
de V. Artamonov dans [3]).
1.3.5 Si tous les λi,j valent 1, l’alge`bre A
(1)
n,r est le produit tensoriel de l’alge`bre de
Weyl classique Ar(k) et de l’alge`bre des polynoˆmes commutatifs en n−r variables.
Le calcul de l’homologie de Hochschild se rame`ne alors au cas 1.3.2 graˆce a` la
formule de Ku¨nneth.
1.3.6 Cas mixte minimal. Le premier cas e´chappant aux cas ge´ne´raux pre´ce´dents
s’obtient en prenant r = 1, n = 2 et un coefficient λ d’ordre fini supe´rieur ou e´gal a`
2 dans k∗. Sans hypothe`se sur λ, le cas n = 2, r = 1 sera appele´ “mixte minimal”.
Des calculs explicites d’homologie et de cohomologie seront faits pour ce cas aux
sections 5 et 8.
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1.4 Autres exemples.
1.4.1 Les alge`bres AΛn,r sont un cas particulier des alge`bres S
p
Q,P de´finies par J.A.
et J.J. Guccionne dans [13], ou` p = n, c’est-a`-dire que l’on ne localise par rapport
a` aucune variable. Cependant pour r ≥ 1 les auteurs ne font pas le calcul explicite
de l’homologie dans le cadre que nous conside´rons ici. Les alge`bres AΛn,r peuvent
e´galement eˆtre vues comme des cas particuliers des alge`bres Q-re´solubles de´finies
par A. Panov dans [22].
1.4.2 Beaucoup d’exemples d’alge`bres lie´es aux groupes quantiques ont des locali-
sations communes avec les alge`bres AΛn,r. D.A. Jordan e´tudie dans [16] une alge`bre
Sp,q d’ope´rateurs diffe´rentiels eule´riens sur l’alge`bre de polynoˆmes k[y], qui lorsque
le parame`tre p vaut 1, admet une localisation commune avec une alge`bre AΛ2,1. La
version alternative de l’alge`bre de Heisenberg quantique pre´sente´e a` la section
2 de [18] admet e´galement une localisation commune avec AΛ2,1. Par ailleurs, les
alge`bres de Weyl quantiques multiparame´tre´es Aq¯,Λn (k) (voir la de´finition I.2.6 de
[6]) introduites par G.Maltsiniotis dans [20], et qui ont fait l’objet de nombreuses
e´tudes du point de vue de la the´orie des anneaux (voir par exemple [1], [15], [11],
[9], [10] et leurs bibliographies) admettent toujours une localisation commune avec
des alge`bres AΛn,r, en particulier si certains des parame`tres qi valent 1 (voir [24]).
Dans le cas purement quantique, on peut sur ce point se re´fe´rer aux travaux de
D.A. Jordan ([15]), de G. Cauchon ([7]) et d’A. Panov ([22]).
1.4.3 Plus ge´ne´ralement les alge`bres AΛn,r jouent un roˆle central dans un certain
nombre de questions d’e´quivalence rationnelle non-commutative (voir [25]). En
particulier pour r = n = 2 le corps de fractions de AΛ2,2 est e´tudie´ dans [2] comme
contre-exemple a` une version mixte de la conjecture de Gelfand-Kirillov. Enfin le
the´ore`me 4.2 de [23] traite du lien entre l’e´quivalence rationnelle des alge`bres AΛn,n
et les tores quantiques multiparame´tre´s.
1.4.4 Les AΛn,r sont des exemples particuliers de la notion d’alge`bres enveloppantes
ge´ne´ralise´es d’alge`bres de Lie quantiques introduites par M. Wambst dans [27].
C’est dans ce cadre que nous nous plac¸ons au paragraphe suivant, afin de de´crire
un complexe permettant un calcul explicite de l’homologie de Hochschild de AΛn,r.
1.5 Homologie de Hochschild de certaines alge`bres enveloppantes
ge´ne´ralise´es d’alge`bres de Lie quantiques.
Dans ce paragraphe nous explicitons le cadre homologique adapte´ aux alge`bres
AΛn,r.
De´finition 1.5.1 Soit V un k-espace vectoriel de dimension finie, et de base
(v1, . . . , vm). Soient Q = (qi,j) ∈Mm(k
∗) matrice multiplicativement antisyme´tri-
que, et f une forme line´aire de´finie sur V ⊗ V telle que
f(vi ⊗ vj) = −qi,jf(vj ⊗ vi).
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On appelle alge`bre enveloppante quantique associe´e a` ces donne´es l’alge`bre note´e
UQ(V, f), quotient de l’alge`bre tensorielle sur V par l’ide´al engendre´ par la famille
{vi ⊗ vj − qi,jvj ⊗ vi − f(vi, vj), 1 ≤ i < j ≤ m}.
Remarques : • L’alge`bre enveloppante quantique UQ(V, f) est un cas particulier
d’alge`bre enveloppante ge´ne´ralise´e Uc(g, f) d’alge`bre de Lie quantique introduite
par M.Wambst ([27], de´f. 9.1). Rappelons pour me´moire qu’une syme´trie de Hecke
de marque ν ∈ k∗ sur un k-espace vectoriel V est une application line´aire c :
V ⊗ V → V ⊗ V telle que :
c1c2c1 = c2c1c2, et (c− ν)(c+ 1) = 0.
Nous nous restreignons ici au cas ou` l’alge`bre de Lie est abe´lienne et ou` la syme´trie
de Hecke c : V ⊗V → V ⊗V se re´duit a` des q-commutations re´gies par la matrice
Q. Ceci correspond a` l’exemple 1.2(5) de [27], dans le cas ou` la marque q de c vaut
1.
Nous noterons dans la suite c(Q) cette syme´trie de Hecke particulie`re.
• Pour f = 0 on retrouve la notion d’alge`bre syme´trique quantique, telle qu’elle
est de´finie dans [27] en 2.1. En effet UQ(V, 0) = SQV est le quotient de l’alge`bre
tensorielle T (V ) par l’ide´al engendre´ par les e´le´ments vi ⊗ vj − qi,jvj ⊗ vi. C’est
exactement l’espace affine quantique OQ(k
m).
• De manie`re analogue on de´finit l’alge`bre exte´rieure quantique ([27], de´f. 2.1)
ΛQV comme le quotient de l’alge`bre tensorielle T (V ) par l’ide´al engendre´ par la
famille {vi ⊗ vj + qi,jvj ⊗ vi, i < j}.
M. Wambst donne dans l’article [27], sous certaines conditions, un complexe de
Koszul quantique dont l’homologie est l’homologie de Hochschild de l’alge`bre
Uc(g, f). Explicitons-le pour les alge`bres UQ(V, f). Fixons un k-espace vectoriel
V de dimension finie, une base (v1, . . . , vm) de V , une matrice Q ∈ Mm(k
∗) mul-
tiplicativement antisyme´trique, et une application line´aire f de V ⊗ V dans k
ve´rifiant la condition de la de´finition 1.5.1. L’espace vectoriel ΛQV est un espace
N-gradue´, et il a pour base la famille (vγ11 ∧. . .∧v
γm
m )γ∈{0,1}m . Le degre´ d’un monoˆme
vγ11 ∧ . . . ∧ v
γm
m est e´gal a` |γ|. Pour tout ∗ ∈ N, on note Λ∗QV la partie homoge`ne
de degre´ ∗ de ΛQV . On gradue alors l’espace UQ(V, f) ⊗ ΛQV ⊗ UQ(V, f) par le
degre´ de ΛQV , et on en fait un complexe diffe´rentiel, a` l’aide de la diffe´rentielle ∂
de´finie pour a, b ∈ UQ(V, f) par :
∂(a⊗ vi1 ∧ . . . ∧ vi∗ ⊗ b) =
∗∑
k=1
(−1)k−1
((∏
s<k
qis,ik
)
avik ⊗ vi1 ∧ . . . v̂ik . . . ∧ vi∗ ⊗ b
−
(∏
s>k
qik,is
)
a⊗ vi1 ∧ . . . v̂ik . . . ∧ vi∗ ⊗ vikb
) (1)
ou` vi1 ∧ . . . v̂ik . . . ∧ vi∗ de´signe le produit exte´rieur vi1 ∧ . . . ∧ vi∗ auquel on a oˆte´
le terme vik .
6
Proposition 1.5.2 Soient V , Q et f comme dans la de´finition 1.5.1. Notons
U = UQ(V, f), et U
e = U ⊗ Uop. On suppose que le gradue´ associe´ a` U pour
la filtration naturelle est l’alge`bre syme´trique SQV . Pour tout 2 ≤ k ≤ n posons
Πk = c(Q)1 ◦ . . . c(Q)k−1, et Π1 = Id. De meˆme, pour tout 1 ≤ k ≤ n − 1 posons
Πˇk = c(Q)n−1 ◦ . . . c(Q)k, et Πˇn = Id. Supposons en outre que pour tout n ≥ 2
l’application f ′ de´finie de V ⊗n dans V ⊗n−2 par :
f ′ =
∑
1≤i<j≤n
(−1)i+j+1
(
(f ⊗ In−2)(I1 ⊗Πj−1)Πi − (In−2 ⊗ f)(Πˇi ⊗ I1)Πˇj
)
,
soit nulle. Alors le complexe (U ⊗ ΛQV ⊗ U, ∂) est une re´solution libre de U par
des U e-bimodules.
Preuve. C’est la proposition 10.3 de [27] dans le cas ou` Uc(g, f) = UQ(V, f). ⊓⊔
Ainsi l’homologie de Hochschild de U = UQ(V, f) est donne´e par l’homologie du
complexe U ⊗Ue (U ⊗Λ
∗
QV ⊗U) muni de la diffe´rentielle id⊗ ∂. On identifie alors
canoniquement U⊗Ue (U⊗Λ
∗
QV ⊗U) a` U⊗Λ
∗
QV , ce qui donne le complexe suivant,
note´ (K(U)∗, d). Pour tous α ∈ N
m, γ ∈ {0, 1}m, notons
vα ⊗ vγ = vα ⊗ vγ11 ∧ . . . ∧ v
γm
m .
Comme k-espace vectoriel,
K(U) =
⊕
α ∈ Nm
γ ∈ {0, 1}m
k.vα ⊗ vγ ,
le degre´ diffe´rentiel d’un monoˆme vα ⊗ vγ e´tant e´gal a` |γ|. La diffe´rentielle d est
donne´e par :
d(vα ⊗ vγ) =
m∑
i=1
Ω(α, γ; i)vαvi ⊗ v
γ−[i] +
m∑
i=1
Θ(α, γ; i)viv
α ⊗ vγ−[i], (2)
avec les coefficients :
Ω(α, γ; i) = (−1)
∑
k<i
γk∏
k<i
qγkk,i si γi = 1,
et
Ω(α, γ; i) = 0 si γi = 0;
(3)
pour le premier terme de la somme, et
Θ(α, γ; i) = (−1)
|γ|+
∑
k>i
γk∏
k>i
qγki,k si γi = 1,
et
Θ(α, γ; i) = 0 si γi = 0.
(4)
pour le deuxie`me.
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Proposition 1.5.3 Reprenons les hypothe`ses de la proposition 1.5.2. Alors l’ho-
mologie de Hochschild de l’alge`bre U = UQ(V, f) est l’homologie du complexe
(K(U)∗, d) que l’on vient de de´crire.
Preuve. C’est la traduction, via l’isomorphisme entre U ⊗Ue (U ⊗ Λ
∗
QV ⊗ U) et
U ⊗ Λ∗QV , de la proposition 1.5.2. La diffe´rentielle d se calcule a` partir de (1) ;
dans [27] elle est note´e d˜ et donne´e en exemple en 10.2(2). ⊓⊔
1.6 Cas particulier de l’espace affine quantique (r = 0).
Le premier cas significatif ou` s’applique cette construction est l’espace affine quan-
tique OQ(k
m), qui s’obtient en prenant pour f l’application identiquement nulle,
et qui correspond a` l’alge`bre AQm,0 (voir 1.3.1 ci-dessus). On rappelle, avec des
notations adapte´es au pre´sent travail, les re´sultats obtenus dans ce cas par M.
Wambst, et donne´s dans la section 6 de [27]. Ces re´sultats nous serviront a` re´duire
le complexe de´crit au paragraphe pre´ce´dent, pour obtenir un complexe plus petit,
calculant encore l’homologie de Hochschild des alge`bres AΛn,r ge´ne´rales.
L’espace affine quantique OQ(k
m) parame´tre´ par la matrice Q = (qi,j) n’est autre
que l’alge`bre syme´trique SQV introduite en remarque apre`s la de´finition 1.5.1,
pour V = km. Puisque SQV = UQ(V, f) avec f = 0, les hypothe`ses de la propo-
sition 1.5.3 sont ve´rifie´es, et l’homologie de Hochschild de SQV est donne´e par le
complexe suivant :
K(SQV ) =
⊕
α ∈ Nm
γ ∈ {0, 1}m
k.vα ⊗ vγ ,
d(vα ⊗ vγ) =
m∑
i=1
ΩQ(α, γ; i)v
α+[i] ⊗ vγ−[i], (5)
avec les coefficients :
ΩQ(α, γ; i) = (−1)
∑
k<i
γk
(∏
k<i
qγkk,i
)(∏
k>i
qαkk,i
)
×
(
1−
(
m∏
k=1
qαk+γki,k
))
si γi = 1,
et
ΩQ(α, γ; i) = 0 si γi = 0;
(6)
Proposition 1.6.1 Le complexe (K(SQV, d)) ci-dessus calcule l’homologie de Ho-
chschild de SQV , et il admet une N
m-graduation de´finie par deg(vα⊗ vγ) = α+γ.
Par ailleurs, notons C(Q) = {ρ ∈ Nm | ∀i, ρi = 0 ou viv
ρ = vρvi}. Alors pour
tout ρ ∈ Nm \ C(Q), le sous-complexe homoge`ne de degre´ ρ de (K(SQV ), d) est
acyclique.
Preuve. L’alge`bre SQV ve´rifie clairement les hypothe`ses de la proposition 1.5.3,
et les formules (2), (3) et (4) donnent bien dans ce cas particulier les formules (5)
et (6) pour la diffe´rentielle. La graduation de´coule directement de la formule (5),
et l’acyclicite´ pour ρ 6∈ C(Q) se montre a` l’aide d’une homotopie, de´crite dans la
de´monstration du the´ore`me 6.1 de [27]. ⊓⊔
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1.7 Cas de l’alge`bre AΛn,r pour r quelconque.
Dans ce paragraphe on pre´sente AΛn,r sous forme d’une alge`bre enveloppante quan-
tique, et on de´montre au lemme 1.7.2 que la condition de la proposition 1.5.2 est
ve´rifie´e.
Pre´cisons la matrice associe´e a` la syme´trie de Hecke c conforme´ment a` la de´finition
1.5.1 et a` la remarque qui la suit. Etant donne´e Λ = (λi,j)1≤i,j≤n la matrice intro-
duite en 1.1, on en extrait Λr = (λi,j)1≤i,j≤r. C’est une matrice multiplicativement
antisyme´trique de taille r. Par ailleurs, pour tous 0 ≤ k, t ≤ n posons
Λ−1k,t = (λ
−1
i,j ) 1 ≤ i ≤ k
1 ≤ j ≤ t
∈Mk,t(k
∗).
De´finissons par bloc la matrice Q(Λ) multiplicativement antisyme´trique de taille
n+ r :
Q(Λ) =
(
Λr Λ
−1
r,n
Λ−1n,r Λ
)
. (7)
Proposition 1.7.1 L’alge`bre AΛn,r de´finie en 1.1 est isomorphe a` l’alge`bre en-
veloppante quantique UQ(V, f), ou` Q = Q(Λ) est de´finie ci-dessus,
V = k.x1 ⊕ . . . k.xr ⊕ k.y1 ⊕ . . . k.yn,
et f est de´finie par
f(xi ⊗ xi) = f(yj ⊗ yj) = 0 pour tous i, j,
f(xi ⊗ xj) = f(yi ⊗ yj) = f(xi ⊗ yj) = f(yi ⊗ xj) = 0 pour i 6= j,
et
f(xi ⊗ yi) = −f(yi ⊗ xi) = 1.
Preuve. On ve´rifie aise´ment que les conditions de la de´finition 1.5.1 sont satis-
faites, et que l’alge`bre UQ(V, f) est isomorphe a` A
Λ
n,r. ⊓⊔
Lemme 1.7.2 Soit f la forme line´aire de´finie a` la proposition 1.7.1. Pour tout
2 ≤ k ≤ n posons Πk = c1 ◦ . . . ck−1, et Π1 = Id. De meˆme, pour tout entier
1 ≤ k ≤ n − 1 posons Πˇk = cn−1 ◦ . . . ck, et Πˇn = Id. Alors pour tout p ≥ 2
l’application f ′ de´finie de V ⊗p dans V ⊗p−2 par :
f ′ =
∑
1≤i<j≤p
(−1)i+j+1
(
(f ⊗ In−2)(I1 ⊗Πj−1)Πi − (In−2 ⊗ f)(Πˇi ⊗ I1)Πˇj
)
, (8)
est nulle.
Preuve. Il suffit de le de´montrer pour des monoˆmes a1 ⊗ . . . ⊗ ap, avec as dans
l’ensemble {x1, . . . , xr, y1, . . . , yn} pour tout s. Par de´finition de f et de c, pour
i < j, le terme d’indice (i, j) dans la somme (8) est nul, sauf peut-eˆtre si on a xk
en position i et yk en j, ou l’inverse. Calculons donc ce terme sur
X = a1 ⊗ . . . ai−1 ⊗ xk ⊗ ai+1 . . . aj−1 ⊗ yk ⊗ aj+1 . . . ap,
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avec as ∈ {x1, . . . , xr, y1, . . . , yn}. Alors la de´finition de c implique que
(I1 ⊗Πj−1)Πi(X) = πxk ⊗ yk ⊗ a1 ⊗ . . . ai−1 ⊗ ai+1 . . . aj−1 ⊗ aj+1 . . . ap,
et
(Πˇi ⊗ I1)Πˇj(X) = πˇa1 ⊗ . . . ai−1 ⊗ ai+1 . . . aj−1 ⊗ aj+1 . . . an ⊗ xk ⊗ yk,
avec π =
∏
s<i
λ
ε(s)
t(s),k ×
∏
s<j
λ
−ε(s)
t(s),k ,
et πˇ =
∏
s>j
λ
−ε(s)
k,t(s) ×
∏
s>i
λ
ε(s)
k,t(s) ;
ou` l’on a pose´ :
t(s) = l et ε(s) = 1 si as = xl pour s 6∈ {i, j},
t(s) = l et ε(s) = −1 si as = yl pour s 6∈ {i, j},
t(i) = t(j) = k.
Ainsi : (
(f ⊗ In−2)(I1 ⊗Πj−1)Πi − (In−2 ⊗ f)(Πˇi ⊗ I1)Πˇj
)
(X) = ∏
i<s<j
λ
−ε(s)
t(s),k −
∏
i<s<j
λ
ε(s)
k,t(s)
 a1 ⊗ . . . ai−1 ⊗ ai+1 . . . aj−1 ⊗ aj+1 . . . an.
La matrice Λ e´tant multiplicativement antisyme´trique, la parenthe`se dans le se-
cond terme de cette e´galite´ est nulle. Le meˆme raisonnement s’applique lorsque y
est en place i et x en place j, d’ou` le re´sultat. ⊓⊔
On va donc pouvoir utiliser le complexe de la proposition 1.5.3 pour calculer
l’homologie de Hochschild de AΛn,r. On conviendra de noter, pour tous α ∈ N
r,
β ∈ Nn, γ ∈ {0, 1}r , δ ∈ {0, 1}n,
xαyβ ⊗ xγyδ = xαyβ ⊗ xγ11 ∧ . . . x
γr
r ∧ y
δ1
1 ∧ . . . y
δn
n .
Rappelons que [i] de´signe le ie`me e´le´ment de la base canonique de Nr ou Nn. Le
degre´ diffe´rentiel d’un monoˆme xαyβ⊗xγyδ est e´gal a` |γ+δ|. SoitK = (K(AΛn,r), d)
le complexe de la proposition 1.5.3. Ce complexe s’e´crit :
K =
⊕
α ∈ Nr , β ∈ Nn
γ ∈ {0, 1}r , δ ∈ {0, 1}n
k.xαyβ ⊗ xγyδ, (9)
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ou` la diffe´rentielle d est donne´e par la formule :
d(xαyβ ⊗ xγyδ) =
r∑
i=1
Ω1(α, β, γ, δ; i)x
α+[i]yβ ⊗ xγ−[i]yδ +Ω′1(α, β, γ, δ; i)x
αyβ−[i] ⊗ xγ−[i]yδ
+
r∑
j=1
Ω2(α, β, γ, δ; j)x
αyβ+[j] ⊗ xγyδ−[j] +Ω′2(α, β, γ, δ; j)x
α−[j]yβ ⊗ xγyδ−[j]
+
n∑
j=r+1
Ω2(α, β, γ, δ; j)x
αyβ+[j] ⊗ xγyδ−[j],
(10)
avec les coefficients suivants : pour 1 ≤ i ≤ r,
Ω1(α, β, γ, δ; i) = ǫ1(i)
(∏
k<i
λγkk,i
)(
n∏
k=1
λ−βkk,i
)(
r∏
k=i+1
λαkk,i
)
×
(
1−
(
r∏
k=1
λαk+γki,k
)(
n∏
k=1
λ
−(βk+δk)
i,k
))
si γi = 1,
et
Ω1(α, β, γ, δ; i) = 0 sinon;
(11)
pour 1 ≤ i ≤ r,
Ω′1(α, β, γ, δ; i) = −ǫ1(i)βi
(∏
k<i
λγkk,i
)(
n∏
k=i+1
λ−βkk,i
)
si γi = 1,
et
Ω′1(α, β, γ, δ; i) = 0 sinon,
(12)
avec ǫ1(i) = (−1)
∑
k<i
γk
.
Pour 1 ≤ j ≤ n,
Ω2(α, β, γ, δ; j) = ǫ2(j)
∏
k<j
λδkk,j
( r∏
k=1
λ−γkk,j
) n∏
k=j+1
λβkk,j

×
(
1−
(
r∏
k=1
λ
−(αk+γk)
j,k
)(
n∏
k=1
λβk+δkj,k
))
si δj = 1,
et
Ω2(α, β, γ, δ; j) = 0 sinon;
(13)
et pour 1 ≤ j ≤ r,
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Ω′2(α, β, γ, δ; j) = ǫ2(j)αj
 n∏
k=j+1
λδkj,k
∏
k<j
λ−αkj,k
 si δj = 1,
et
Ω′2(α, β, γ, δ; j) = 0 sinon,
(14)
avec ǫ2(j) = (−1)
|γ|+
∑
k<j
δk
.
Proposition 1.7.3 L’homologie de Hochschild de AΛn,r est l’homologie du com-
plexe de´crit ci-dessus :
HH∗(A
Λ
n,r) = H∗(K, d).
Preuve. Par la proposition 1.7.1 et le lemme 1.7.2, on peut appliquer la proposition
1.5.3 a` l’alge`bre AΛn,r. ⊓⊔
Corollaire 1.7.4 L’homologie de Hochschild de AΛn,r est nulle en degre´ stricte-
ment supe´rieur a` n+ r.
Preuve. Par de´finition les espaces K∗ sont nuls pour ∗ > n+ r. ⊓⊔
2 Re´duction du complexe K.
Nous montrons dans cette section que le complexe de Koszul quantique (K, d)
de l’alge`bre AΛn,r contient un sous-complexe (KC , d) tel que le complexe quotient
K/KC est acyclique. Il en re´sulte que les complexes K et KC ont la meˆme ho-
mologie. Conside´rons donc le complexe (K, d) de´fini par (9) et (10).
2.1 Graduation de K.
De´finissons le degre´ total d’un monoˆme de K par :
deg(xαyβ ⊗ xγyδ) = (α+ γ, β + δ) ∈ Nr+n.
Pour tout ρ ∈ Nr+n, notons Kρ la partie homoge`ne de degre´ total ρ de K. On
constate que la diffe´rentielle d ne respecte pas cette graduation de K, mais qu’en
ge´ne´ral on a le re´sultat suivant :
Lemme 2.1.1 d(Kρ) ⊂ Kρ ⊕
r⊕
i=1
Kρ−[i]−[r+i].
Preuve. Ceci de´coule directement de la formule (10). ⊓⊔
Afin d’utiliser les re´sultats d’acyclicite´ de la proposition 1.6.1, rappelons la matrice
Q(Λ) de´finie en (7) :
Q(Λ) =
(
Λr Λ
−1
r,n
Λ−1n,r Λ
)
.
Notons (λ˜k,i)1≤k,i≤n+r les e´lements de Q(Λ), de sorte que λ˜k,i = Q(Λ)k,i. Con-
forme´ment a` la notation introduite dans la proposition 1.6.1, posons alors la
de´finition suivante :
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De´finition 2.1.2 Soit C la partie de Nr+n de´finie par :
C = C(Q(Λ)) = {ρ ∈ Nr+n | ∀i, ρi = 0 ou
r+n∏
k=1
λ˜ρkk,i = 1}.
Lemme 2.1.3 1. L’ensemble C est constitue´ des ρ ∈ Nr+n tels que :
– pour tout i ≤ r, on a
r+n∏
k=1
λ˜ρkk,i = 1 ou ρi = ρi+r = 0,
– pour tout i ≥ 2r + 1,
r+n∏
k=1
λ˜ρkk,i = 1 ou ρi = 0.
2. Si ρ = (α + γ, β + δ) ∈ C, alors Ω1(α, β, γ, δ; i) = Ω2(α, β, γ, δ; j) = 0 pour
tous i, j.
Preuve. 1. Ceci de´coule du fait que dans Q(Λ), pour tout i ≤ r, et pour tout
1 ≤ k ≤ r + n, on a λ˜i,k = (λ˜i+r,k)
−1.
2. C’est une conse´quence directe de la de´finition de C et des formules (11) et (13).
⊓⊔
On de´finit alors les deux sous-espaces vectoriels suivants de K :
KC =
⊕
ρ∈C
Kρ, K
′
C =
⊕
ρ6∈C
Kρ.
Lemme 2.1.4 La diffe´rentielle d ve´rifie d(KC) ⊂ KC .
Preuve. Soit ρ ∈ C, et xαyβ ⊗ xγyδ un monoˆme de degre´ ρ. Alors par le point 2
du lemme 2.1.3, dans d(xαyβ ⊗ xγyδ) les termes Ω1(α, β, γ, δ; i) et Ω2(α, β, γ, δ; j)
sont nuls pour tous i, j, et les autres termes sont de degre´ ρ− [i]− [r+ i] si γi = 1
ou δi = 1, dont on ve´rifie facilement qu’ils sont encore dans C. ⊓⊔
On note encore d la restriction de la diffe´rentielle de K a` KC . Notons (K, d) le
complexe quotient. De la suite exacte courte de complexe
0 −→ KC
ι
−→ K
p
−→ K −→ 0,
ou` ι et p sont les applications canoniques, on de´duit la suite exacte longue d’ho-
mologie (voir par exemple [19], th. 4.1) :
· · · −→ H∗+1(K) −→ H∗(KC) −→ H∗(K) −→ H∗(K) −→ · · · (15)
Nous allons montrer que le complexe quotient (K, d) est acyclique, ce qui graˆce
a` la suite exacte longue (15) montrera que les complexes (K, d) et (KC , d) ont la
meˆme homologie.
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2.2 Acyclicite´ de (K, d).
Montrons que le complexe gradue´ de K pour une certaine filtration est acyclique.
Le k-espace vectoriel K est isomorphe a` K ′C . De´finissons alors une N-filtration F
de (K, d) en posant pour tout t ∈ N :
F t(K) =
⊕
|α| + |β|+ |γ| + |δ| ≤ t
(α + γ, β + δ) 6∈ C
k.xαyβ ⊗ xγyδ.
Il de´coule des de´finitions et de la formule (10) que ceci de´finit une filtration de com-
plexe pourK. Notons K˜ = gr(K) le complexe gradue´, et d˜ = gr(d) sa diffe´rentielle.
Notons e´galement x˜αy˜β ⊗ x˜γ y˜δ = gr(xαyβ ⊗ xγyδ). On a clairement :
K˜ =
⊕
(α+γ,β+δ)6∈C
k.x˜αy˜β ⊗ x˜γ y˜δ,
d˜(x˜αy˜β ⊗ x˜γ y˜δ) =
r∑
i=1
Ω1(α, β, γ, δ; i)x˜
α+[i] y˜β ⊗ x˜γ−[i]y˜δ
+
n∑
j=1
Ω2(α, β, γ, δ; j)x˜
α y˜β+[j] ⊗ x˜γ y˜δ−[j].
(16)
On introduit alors une Nr+n graduation de l’espace K˜ de la fac¸on suivante : pour
un multi-entier ρ de Nr+n n’appartenant pas a` C, on pose
K˜ρ =
⊕
(α+γ,β+δ)=ρ
k.x˜αy˜β ⊗ x˜γ y˜δ,
de sorte que
K˜ =
⊕
ρ6∈C
K˜ρ.
La formule (16) montre que la diffe´rentielle d˜ respecte cette graduation, et (K˜ρ, d˜)
est un sous-complexe de K˜.
Lemme 2.2.1 Chacune des composantes homoge`nes (K˜ρ, d˜) est acyclique.
Preuve. En effet, soient V = kr+n, et (K(SQ(Λ)V ), dQ(Λ)) le complexe associe´
a` l’alge`bre syme´trique SQ(Λ)V au paragraphe 1.6, en prenant pour matrice Q la
matrice Q(Λ). Alors pour tout ρ 6∈ C, le complexe (K˜ρ, d˜ρ) est isomorphe a` la
partie homoge`ne de degre´ ρ du complexe (K(SQ(Λ)V ), dQ(Λ)). Par ailleurs, par la
de´finition 2.1.2 on a C = C(Q(Λ)), et on conclut graˆce a` la proposition 1.6.1. ⊓⊔
Corollaire 2.2.2 Les complexes (K, d) et (KC , d) ont meˆme homologie.
Preuve. Il de´coule du lemme pre´ce´dent que le complexe (K˜, d˜) = gr(K, d) est
acyclique. La filtration F e´tant croissante, exhaustive et borne´e infe´rieurement,
on en de´duit l’acyclicite´ du complexe (K, d) (ce re´sultat, classique en alge`bre
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homologique, peut se de´montrer en raisonnant par re´currence sur le degre´ filtrant
d’un e´le´ment de K). La suite exacte longue (15) donne alors pour tout ∗ ∈ N une
suite exacte courte
0 −→ H∗(KC) −→ H∗(K) −→ 0,
ce qui termine la preuve. ⊓⊔
2.3 Homologie de AΛn,r.
Par construction, le petit complexe (KC , d) se pre´sente de la fac¸on suivante :
KC =
⊕
(α+γ,β+δ)∈C
k.xαyβ ⊗ xγyδ, (17)
d(xαyβ ⊗ xγyδ) =
r∑
i=1
Ω′1(α, β, γ, δ; i)x
αyβ−[i] ⊗ xγ−[i]yδ
+
r∑
j=1
Ω′2(α, β, γ, δ; j)x
α−[j]yβ ⊗ xγyδ−[j]. (18)
Enonc¸ons le re´sultat principal de cette section, qui permettra dans les trois pro-
chaines sections de faire des calculs explicites.
The´ore`me 2.3.1 Soient r ≤ n deux entiers, et Λ ∈ Mn(k
∗) une matrice mul-
tiplicativement antisyme´trique. Alors l’homologie de Hochschild de l’alge`bre AΛn,r
de´finie en 1.1 est l’homologie du petit complexe (KC , d) de´crit par les e´quations
(17) et (18), ou` l’ensemble C est de´fini en 2.1.2.
Preuve. Ceci de´coule directement de la proposition 1.7.3 et du corollaire 2.2.2. ⊓⊔
Nous allons maintenant appliquer le complexe (KC , d) au calcul de l’homologie de
Hochschild des alge`bres AΛn,r dans certains cas particuliers : le cas “semi-classique”,
le cas “libre” et le cas “mixte minimal” (r = 1, n = 2).
3 Application au cas semi-classique (n = r).
Nous conside´rons dans cette section l’alge`bre AΛn,n de´finie en 1.1, avec r = n.
Comme on l’a de´ja` remarque´ en 1.3.3 il s’agit alors d’un cas particulier d’alge`bre
de Weyl quantique A
(1),Λ
n (k), alge`bre d’ope´rateurs diffe´rentiels sur un espace affine
quantique parame´tre´ par Λ.
Nous allons montrer que dans cette situation l’homologie du complexe KC est celle
de l’alge`bre de Weyl classique.
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3.1 Rappels sur l’alge`bre de Weyl classique An(k).
L’alge`bre de Weyl An(k) est engendre´e par 2n ge´ne´rateurs p1, . . . , pn, q1, . . . , qn
soumis aux relations :
[pi, pj ] = [qi, qj ] = [pi, qj] = 0 pour i 6= j, [pi, qi] = 1.
C’est un cas particulier de l’alge`bre AΛn,n, ou` tous les λi,j sont e´gaux a` 1. La
proposition 1.7.3 s’applique donc, et le complexe (K, d) de´crit dans la section
1.7, calcule l’homologie de Hochschild de An(k). Dans ce cas ce complexe, note´
(KW , dW ), devient :
KW =
⊕
α, β ∈ Nn
γ, δ ∈ {0, 1}n
pαqβ ⊗ pγqδ.
dW (p
αqβ ⊗ pγqδ) =
∑
γi=1
ǫ1(i)(−βi)p
αqβ−[i] ⊗ pγ−[i]qδ
+
∑
δj=1
ǫ2(j)(−αj)p
α−[j]qβ ⊗ pγqδ−[j].
(19)
Ceci montre que le complexe (KW , dW ) est exactement le complexe de Koszul
usuel de l’alge`bre de Weyl An(k).
Rappelons l’homologie de Hochschild de l’alge`bre de Weyl (voir par exemple [26],
[17], [21]) :
HH∗(An(k)) = 0 si ∗ 6= 2n,
HH2n(An(k)) = k.
3.2 Lien entre les complexes KC et KW .
De´finissons une application line´aire f de KC dans KW par :
f(xαyβ ⊗ xγyδ) = R(α, β, γ, δ)pαqβ ⊗ pγqδ, (20)
ou`
R(α, β, γ, δ) =
 ∏
i, γi=0
∏
k<i
λ−γkk,i
∏
k>i
λβkk,i
×
 ∏
j, δj=0
∏
k>j
λ−δkj,k
∏
k<j
λαkj,k
 ∈ k∗.
(21)
Proposition 3.2.1 L’application f : (KC , d) → (KW , dW ) est un morphisme de
complexes.
Preuve. On doit ve´rifier que pour tous (α, β) ∈ Nr+n, et (γ, δ) ∈ {0, 1}r+n tels
que (α+ γ, β + δ) ∈ C, on a :
f ◦ d(xαyβ ⊗ xγyδ) = dW ◦ f(x
αyβ ⊗ xγyδ). (22)
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Les formules (20), (19) et (18) permettent de calculer :
f ◦ d(xαyβ ⊗ xγyδ) =
n∑
i=1
Ω′1(α, β, γ, δ, i)R(α, β − [i], γ − [i], δ)p
αqβ−[i] ⊗ pγ−[i]qδ
+
n∑
j=1
Ω′2(α, β, γ, δ, j)R(α − [j], β, γ, δ − [j])p
α−[j]qβ ⊗ pγqδ−[j].
Par ailleurs, on a :
dW ◦ f(x
αyβ ⊗ xγyδ) =
∑
γi=1
R(α, β, γ, δ)ǫ1(i)(−βi)p
αqβ−[i] ⊗ pγ−[i]qδ
+
∑
δj=1
R(α, β, γ, δ)ǫ2(j)(−αj)p
α−[j]qβ ⊗ pγqδ−[j].
L’e´quation (22) est satisfaite si et seulement si pour tout i tel que γi = 1 on a :
Ω′1(α, β, γ, δ, i)R(α, β − [i], γ − [i], δ) = R(α, β, γ, δ)ǫ1(i)(−βi),
et pour tout j tel que δj = 1 :
Ω′2(α, β, γ, δ, j)R(α − [j], β, γ, δ − [j]) = R(α, β, γ, δ)ǫ2(j)(−αj),
ce qui se ve´rifie directement a` partir des formules (12), (14) et (21) de´finissant les
scalaires
Ω′1(α, β, γ, δ; i), Ω
′
2(α, β, γ, δ; j) et R(α, β, γ, δ).
⊓⊔
On de´finit ensuite une application line´aire g de KW dans KC par :
g(pαqβ ⊗ pγqδ) = R(α, β, γ, δ)−1xαyβ ⊗ xγyδ si (α+ γ, β + δ) ∈ C,
et
g(pαqβ ⊗ pγqδ) = 0 sinon.
Des calculs analogues a` ceux de la proposition 3.2.1 montrent que g est e´galement
un morphisme de complexes.
Proposition 3.2.2 Dans le diagramme ci-dessous, f et g sont des morphismes
de complexes tels que g ◦ f = IdKC .
(KC , d)
f
⇋
g
(KW , dW ).
En particulier, il existe une injection line´aire de H∗(KC) dans H∗(KW ).
Preuve. Puisque f et g sont des morphismes de complexes diffe´rentiels, ils in-
duisent des applications line´aires H(f) et H(g) sur les homologies. En outre par
fonctorialite´ de la relation g ◦ f = IdKC on de´duit H(g) ◦H(f) = IdH(KC). Donc
H(f) est l’injection annonce´e. ⊓⊔
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Corollaire 3.2.3
H∗(KC , d) = 0 si ∗ 6= 2n,
H2n(KC , d) = k.
Preuve. L’homologie de l’alge`bre de Weyl An(k) est nulle sauf en degre´ 2n,
ou` elle vaut k (voir ci-dessus la fin du paragraphe 3.1). D’apre`s la proposition
3.2.2 il suffit de ve´rifier que (KC , d) a une homologie non nulle en degre´ 2n. Or
il est clair que le multi-entier ρo = (1, . . . , 1) appartient a` C. Conside´rons alors le
monoˆme 1 ⊗ x1 ∧ . . . ∧ yn : il est de degre´ ρo, son degre´ diffe´rentiel est e´gal a` 2n,
et d(1⊗ x1 ∧ . . . ∧ yn) = 0. La forme du complexe (KC , d) implique que
H2n(KC) = Ker d2n/ Im d2n+1 = Ker d2n.
Ce noyau contient au moins 1 ⊗ x1 ∧ . . . ∧ yn, il n’est donc pas re´duit a` 0, et le
re´sultat est de´montre´. ⊓⊔
Enonc¸ons pour conclure le re´sultat principal de cette section.
The´ore`me 3.2.4 (Homologie des alge`bres semi-classiques AΛn,n) Soient
n un entier non nul, et Λ ∈ Mn(k
∗) une matrice multiplicativement antisyme´tri-
que. Alors l’homologie de Hochschild de l’alge`bre AΛn,n de´finie en 1.1 avec r = n
est donne´e par :
HH∗(A
Λ
n,n) = 0 si ∗ 6= 2n,
HH2n(A
Λ
n,n) = k.
Preuve. Ceci de´coule du the´ore`me 2.3.1 et du corollaire 3.2.3. ⊓⊔
4 Application au cas libre.
Cette section est consacre´e a` la situation suivante. On se donne une famille
(λi,j)1≤i<j≤n dans k
∗ formant un groupe abe´lien libre de rang maximal, c’est-a`-dire
de rang n(n − 1)/2. Ce sont par exemple les hypothe`ses prises par V.Artamonov
pour de´finir les “general quantum functions” dans [3].
Remarque : pour n = 2, le seul parame`tre a` conside´rer est λ1,2. L’hypothe`se de
liberte´ e´quivaut alors a` dire que λ1,2 n’est pas racine de l’unite´ dans k
∗.
Pour un r ≤ n fixe´, conside´rons l’alge`bre AΛn,r de´finie en 1.1 a` partir de la matrice
Λ = (λi,j) ∈Mn(k
∗), ou` l’on a pose´ λj,i = λ
−1
i,j pour j > i et λi,i = 1. Cette matrice
est multiplicativement antisyme´trique par construction. On de´finit alors la matrice
Q(Λ) conforme´ment a` la formule (7). Par ailleurs, on note Λr la matrice extraite
de Λ en prenant les r premie`res lignes et colonnes, de sorte que Λr = (λi,j)1≤i,j≤r
est multiplicativement antisyme´trique de taille r. Conforme´ment aux construc-
tions faites dans la section pre´ce´dente, on pose Q(Λr) =
(
Λr Λ
−1
r
Λ−1
r
Λr
)
avec les
conventions du paragraphe 2.1, et on de´finit une partie Cr = C(Q(Λr)) de N
2r
en suivant la de´finition 2.1.2. Soit alors (KCr , dr) le petit complexe qui d’apre`s le
the´ore`me 2.3.1 calcule l’homologie de Hochschild de AΛrr,r.
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4.1 Graduation du complexe KC.
Traduisons tout d’abord la caracte´risation de C dans le cas libre.
Lemme 4.1.1 Supposons que les λi,j forment un groupe abe´lien libre de rang max-
imal, alors l’ensemble C = C(Q(Λ)) de´fini en 2.1.2 pour la matrice Λ introduite
ci-dessus est l’ensemble des ρ ∈ Nr+n satisfaisant les deux assertions suivantes :
1. pour tout i ≤ r, un des deux points suivants est ve´rifie´ :
– soit pour tout k 6= i, on a ρk − ρk+r = 0 si k ≤ r et ρk = 0 si k > 2r,
– soit ρi = ρi+r = 0 ;
2. pour tout i ≥ 2r + 1, un des deux points suivants est ve´rifie´ :
– soit pour tout k 6= i, on a ρk − ρk+r = 0 si k ≤ r et ρk = 0 si k > 2r,
– soit ρi = 0.
Preuve. Les λi,j e´tant inde´pendants dans k
∗, chaque e´galite´ apparaissant dans la
caracte´risation de C donne´e au lemme 2.1.3 se traduit par la nullite´ des exposants
en chaque λi,j. ⊓⊔
Le re´sultat suivant, inde´pendant de l’hypothe`se de liberte´, nous permettra dans
le cas libre de calculer l’homologie de AΛn,r. C’est pourquoi nous le pre´sentons ici.
Lemme 4.1.2 On appelle degre´ purement quantique d’un monoˆme xαyβ ⊗ xγyδ
le multi-entier (βr+1 + δr+1, . . . , βn + δn) ∈ N
n−r. Il de´finit une Nn−r graduation
du complexe KC . Pour tout ν ∈ N
n−r on note KC,ν la partie homoge`ne de KC de
degre´ purement quantique ν. Alors KC,ν est un sous-complexe de KC , et l’on a :
KC =
⊕
ν∈Nn−r
KC,ν , et H∗(KC) =
⊕
ν∈Nn−r
H∗(KC,ν).
Preuve. Le degre´ purement quantique e´tant de´fini comme dans le lemme, la
formule (18) montre que la diffe´rentielle d respecte cette graduation. Le reste en
de´coule imme´diatement. ⊓⊔
Montrons que la forme particulie`re de l’ensemble C donne´e par le lemme 4.1.1
permet de calculer facilement l’homologie de AΛn,r dans le cas libre.
4.2 Homologie de KC,ν pour ν = (0, . . . , 0).
Pour ν = (0, . . . , 0), on note KC,(0) le complexe KC,ν .
Proposition 4.2.1 Le complexe KC,(0) est isomorphe (en tant que complexe diffe´rentiel)
au complexe KCr associe´ a` l’alge`bre A
Λr
r,r.
Preuve. D’apre`s le lemme 4.1.1 il est clair que pour un e´le´ment ρ ∈ Nn tel que
ρ2r+1 = . . . = ρr+n = 0, on a e´quivalence entre ρ ∈ C et (ρ1, . . . , ρ2r) ∈ Cr. Ainsi,
par de´finition de la Nn−r-graduation de KC donne´e au lemme 4.1.2, les k-espaces
vectoriels KC,(0) et KCr sont naturellement isomorphes, et la formule (18) montre
que l’isomorphisme respecte les diffe´rentielles correspondantes. ⊓⊔
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Corollaire 4.2.2 L’homologie de KC,(0) est donne´e par :
HH∗(KC,(0)) = 0 si ∗ 6= 2r,
HH2r(KC,(0)) = k.
Preuve. Ceci de´coule directement de la proposition pre´ce´dente et du corollaire
3.2.3. ⊓⊔
4.3 Homologie de KC,ν pour ν 6= (0, . . . , 0).
Le lemme 4.1.1 permet d’obtenir la proprie´te´ suivante pour l’ensemble C.
Lemme 4.3.1 Avec les hypothe`ses du lemme 4.1.1, soit ρ = (ρ1, . . . , ρn) ∈ C.
Supposons qu’il existe un indice i > 2r tel que ρi 6= 0. Alors ρ = ρi[i].
Preuve. Soit i > 2r tel que ρi 6= 0. Alors, ρ ∈ C ve´rifie les assertions 1 et 2 du
lemme 4.1.1, et donc pour tout indice k ≤ r on a ρk = ρr+k0, et pour tout indice
k > 2r distinct de i on a ρk = 0. ⊓⊔
Corollaire 4.3.2 Avec les hypothe`ses pre´ce´dentes, pour le sous-complexe de degre´
purement quantique non nul ν ∈ Nn−r \ {(0, . . . , 0)}, on a l’alternative suivante :
– soit KC,ν = 0,
– soit il existe p ∈ N∗ et i > 2r tels que ν = p.[i− 2r], et dans ce cas dν = 0,
et l’on a :
H∗(KC,ν , dν) = KC,ν = k.y
p
i ⊗ 1 ⊕ k.y
p−1
i ⊗ yi.
Preuve. Supposons KC,ν 6= 0, et soit x
αyβ ⊗ xγyδ un monoˆme appartenant a`
KC,ν . Alors le degre´ total ρ = (α+ γ, β + γ) de ce monoˆme ve´rifie les hypothe`ses
du lemme 4.3.1, donc il existe i > 2r et p = ρi 6= 0 tels que ρ = p[i], d’ou` de´coulent
la forme de ν et de KC,ν . La formule (18) montre alors que la diffe´rentielle d est
nulle sur la composante homoge`ne KC,ν . ⊓⊔
4.4 Homologie des alge`bres AΛn,r dans le cas libre.
The´ore`me 4.4.1 Soit (λi,j)1≤i<j≤n une famille d’e´le´ments de k
∗ formant un
groupe abe´lien libre de rang n(n − 1)/2. Soit r ≤ n un entier, et Λ = (λi,j) la
matrice multiplicativement antisyme´trique forme´e en posant λj,i = λ
−1
i,j et λi,i = 1.
Alors l’homologie de Hochschild de l’alge`bre AΛn,r de´finie en 1.1 est la suivante :
• 1er cas : r = 0. Alors :
HH0(A
Λ
n,0) = k ⊕
n⊕
i=1
yik[yi]⊗ 1,
HH1(A
Λ
n,0) =
n⊕
i=1
k[yi]⊗ yi,
HH∗(A
Λ
n,0) = 0 si ∗ ≥ 2;
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• 2e`me cas : r ≥ 1. Alors :
HH0(A
Λ
n,r) =
n⊕
i=r+1
yik[yi]⊗ 1,
HH1(A
Λ
n,r) =
n⊕
i=r+1
k[yi]⊗ yi,
HH2r(A
Λ
n,r) = k,
HH∗(A
Λ
n,r) = 0 si ∗ 6∈ {0, 1, 2r}.
Preuve. Par le the´ore`me 2.3.1 et le lemme 4.1.2 l’homologie de Hochschild de
AΛn,r est la somme directe des homologies des complexes KC,ν . Le corollaire 4.3.2
montre que si ν 6= (0, . . . , 0) alors le complexe KC,ν , est non nul si et seulement si
ν = p.[i], avec p ∈ N∗, et i > 2r, et que dans ce cas il a pour homologie :
H0(KC,ν) = k.y
p
i ⊗ 1, H1(KC,ν) = k.y
p−1
i ⊗ yi, H∗(KC,ν) = 0 si ∗ ≥ 2.
Ceci, ajoute´ au re´sultat du corollaire 4.2.2, termine la preuve. ⊓⊔
Remarques : • Dans le cas ou` r = n, les homologies en degre´ 0 et 1 sont nulles,
et on retrouve les re´sultats du cas semi-classique donne´s dans le the´ore`me 3.2.4.
• Dans le cas ou` r = 0, l’alge`bre AΛn,r est un espace affine quantique, et le re´sultat
est un cas particulier du corollaire 6.2 de [27].
5 Application au cas mixte minimal (n = 2, r = 1).
C’est le plus petit cas “mixte” que l’on puisse construire. On note z pour y2, et λ
pour λ2,1, de sorte que A = A
Λ
2,1 est engendre´ par x, y, z avec les relations
xy − yx = 1, xz = λzx, yz = λ−1zy.
On appelle cette alge`bre l’alge`bre mixte minimale. On peut facilement ve´rifier que
le centre de cette alge`bre est k si λ n’est pas racine de l’unite´, et k[zn] si λ est
d’ordre n dans k∗ (voir [25]).
Par construction, le complexe (KC , d) s’e´crit :
KC =
⊕
α+γ∈C
xα1yα2zα3 ⊗ xγ1 ∧ yγ2 ∧ zγ3 ,
d(xα1yα2zα3 ⊗ xγ1 ∧ yγ2 ∧ zγ3) = Ω′1x
α1yα2−1zα3 ⊗ yγ2 ∧ zγ3
+Ω′2x
α1−1yα2zα3 ⊗ xγ1 ∧ zγ3 ,
avec Ω′1 et Ω
′
2 de´finis en (12) et (14). L’espace (KC)∗ est donc re´duit a` 0 pour
∗ > 3, et on n’a pas d’homologie en degre´ supe´rieur a` 3.
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Le cas λ non racine de l’unite´ e´tant un cas particulier du cas libre e´tudie´ a` la
section pre´ce´dente, on se limite au cas ou` λ est d’ordre n dans k∗ pour un entier
n ≥ 1. Remarquons que si n = 1 alors λ = 1 et A = A1(k) ⊗ k[z].
5.1 Homologie en degre´ 3.
Calculons H3(KC) = Ker d3/ Im d3. Puisque (KC)4 = 0, on a H3(KC) = Ker d3.
En degre´ 3 le complexe KC est :
(KC)3 =
⊕
λα3+1=λα2−α1=1
k.xα1yα2zα3 ⊗ x ∧ y ∧ z.
La diffe´rentielle s’exprime comme suit en degre´ 3 :
d3(x
α1yα2zα3 ⊗ x ∧ y ∧ z) = −λα2x
α1yα2−1zα3 ⊗ y ∧ z
−λα1x
α1−1yα2zα3 ⊗ x ∧ z.
(23)
Proposition 5.1.1 Supposons λ d’ordre n dans k∗. Alors
H3(KC) =
⊕
s≥1
k.zsn−1 ⊗ x ∧ y ∧ z.
C’est donc un module de dimension infinie sur k, et de dimension 1 sur le centre
de A.
Preuve. Puisque les monoˆmes forment une base de PBW, on de´duit de la formule
(23) que
Ker d3 =
⊕
λα3+1=1
k.zα3 ⊗ x ∧ y ∧ z,
ce qui de´montre le re´sultat. ⊓⊔
5.2 Homologie en degre´ 2.
En degre´ diffe´rentiel 2 le complexe (KC)2 vaut :
(KC)2 =
⊕
λα3+1=λα2−α1+1=1
k.xα1yα2zα3 ⊗ y ∧ z
⊕
⊕
λβ3+1=λβ2−β1−1=1
k.xβ1yβ2zβ3 ⊗ x ∧ z
⊕
⊕
{
λγ3 = 1
γ3 = 0 ou λ
γ2−γ1 = 1
k.xγ1yγ2zγ3 ⊗ x ∧ y,
et sa diffe´rentielle est donne´e par :
d2(x
α1yα2zα3 ⊗ y ∧ z) = α1λx
α1−1yα2zα3 ⊗ z, (24)
d2(x
β1yβ2zβ3 ⊗ x ∧ z) = −β2λx
β1yβ2−1zβ3 ⊗ z, (25)
d2(x
γ1yγ2zγ3 ⊗ x ∧ y) = −γ2x
γ1yγ2−1zγ3 ⊗ y − γ1x
γ1−1yγ2zγ3 ⊗ x. (26)
22
Soit X ∈ Ker d2, on l’e´crit
X =
∑
aαx
α1yα2zα3 ⊗ y ∧ z +
∑
bβx
β1yβ2zβ3 ⊗ x ∧ z +
∑
cγx
γ1yγ2zγ3 ⊗ x ∧ y,
avec aα, bβ et cγ dans k pour tous α, β, γ. Alors d2(X) = 0 implique les deux
relations suivantes :
• cγ = 0 de`s que γ1 + γ2 ≥ 1 ;
• −(α1 + 1)aα1+1,α2,α3 + (α2 + 1)bα1,α2+1,α3 = 0 pour tout α ∈ N
3.
Remarque : La formule (23) implique que l’image de d3 est incluse dans la somme
directe A⊗ x ∧ z ⊕ A⊗ y ∧ z.
Proposition 5.2.1 Supposons λ d’ordre n dans k∗. Alors
H2(KC) =
⊕
s≥0
k.zsn ⊗ x ∧ y.
C’est donc un module de dimension infinie sur k, et de dimension 1 sur le centre
de A.
Preuve. Il suffit de montrer que dans X, la partie
X1 =
∑
aαx
α1yα2zα3 ⊗ y ∧ z +
∑
bβx
β1yβ2zβ3 ⊗ x ∧ z
posse`de un ante´ce´dent pour d2 dans (KC)3. Posons :
dα = −(λα2)
−1aα1,α2−1,α3 pour tous α2 ≥ 1 et α1 ≥ 0;
dα = −(λα1)
−1aα1−1,α2,α3 pour α2 = 0 et α1 ≥ 1.
Alors Y1 =
∑
dα.x
α1yα2zα3 ⊗ x ∧ y ∧ z est un e´le´ment de (KC)3, et on ve´rifie
facilement que d3(Y1) = X1. ⊓⊔
5.3 Homologie en degre´ 1.
En degre´ diffe´rentiel 1 le complexe (KC)1 vaut :
(KC)1 =
⊕
α∈C1
k.xα1yα2zα3 ⊗ z
⊕
⊕
β∈C2
k.xβ1yβ2zβ3 ⊗ y
⊕
⊕
γ∈C3
k.xγ1yγ2zγ3 ⊗ x,
avec :
– C1 = {α ∈ N
3| [λα3+1 = 1 ou α1 = α2 = 0], et λ
α2−α1 = 1}, c’est-a`-dire
C1 = {α ∈ N
3| [α3 ≡ −1(n) ou α1 = α2 = 0], et α2 − α1 ≡ 0(n)} ;
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– C2 = {β ∈ N
3| λβ3 = 1, et [λβ2−β1+1 = 1 ou β3 = 0]}, c’est-a`-dire
C2 = {β ∈ N
3| β3 ≡ 0(n), et [β2 − β1 ≡ −1(n) ou β3 = 0]} ;
– C3 = {γ ∈ N
3| λγ3 = 1, et [γ3 = 0 ou λ
γ2−γ1−1 = 1]}, c’est-a`-dire
C3 = {γ ∈ N
3| γ3 ≡ 0(n), et [γ3 = 0 ou γ2 − γ1 ≡ 1(n)]}.
La diffe´rentielle en degre´ 1 vaut :
d1(x
α1yα2zα3 ⊗ z) = 0,
d1(x
β1yβ2zβ3 ⊗ y) = β1x
β1−1yβ2zβ3 ⊗ 1,
d1(x
γ1yγ2zγ3 ⊗ x) = −γ2x
γ1yγ2−1zγ3 ⊗ 1.
Soit X ∈ Ker d1, on l’e´crit
X =
∑
aαx
α1yα2zα3 ⊗ z +
∑
bβx
β1yβ2zβ3 ⊗ y +
∑
cγx
γ1yγ2zγ3 ⊗ x,
avec aα, bβ et cγ dans k pour tous α, β, γ. Alors d1(X) = 0 implique :
(α1 + 1)bα1+1,α2,α3 − (α2 + 1)cα1,α2+1,α3 = 0 pour tout α ∈ N
3.
Proposition 5.3.1 Supposons λ d’ordre n dans k∗. Alors
H1(KC) =
⊕
s≥0
⊕
0≤t≤n−2
k.zsn+t ⊗ z.
C’est donc un module de dimension infinie sur k si λ 6= 1, et de dimension n− 1
sur le centre de A.
Preuve. 1. Montrons que la partie X1 =
∑
bβx
β1yβ2zβ3 ⊗ y +
∑
cγx
γ1yγ2zγ3 ⊗ x
de X est dans l’image de d2. Comme pour la proposition pre´ce´dente, on pose
dα = −α
−1
1 cα1−1,α2,α3 pour α1 ≥ 1, et dα = −α
−1
2 b0,α2−1,α3 pour α1 = 0 et
α2 ≥ 1. La formule (26) montre qu’alors d2(
∑
dαx
α1yα2zα3 ⊗ x ∧ y) = X1.
2. Reste a` conside´rer l’image par d2 des polynoˆmes en x
α1yα2zα3 ⊗ y ∧ z et
xβ1yβ2zβ3 ⊗ x ∧ z. Or les formules (24) et (25) donnent :
d2 (
∑
eαx
α1yα2zα3 ⊗ y ∧ z +
∑
fαx
α1yα2zα3 ⊗ x ∧ z) =∑
(α1eαλx
α1−1yα2zα3 ⊗ z) +
∑
(−β2fβλx
β1yβ2−1zβ3 ⊗ z).
Pour apparaˆıtre dans l’expression de ce polynoˆme, un monoˆme xα1yα2zα3⊗z dans
KC , donc tel que (α1, α2, α3 + 1) ∈ C, doit ve´rifier (α1 + 1, α2 + 1, α3 + 1) ∈ C.
Re´ciproquement, si (α1 + 1, α2 + 1, α3 + 1) ∈ C, alors
d2(x
α1+1yα2zα3 ⊗ y ∧ z) = (α1 + 1)x
α1yα2zα3 ⊗ z.
Soit (α1, α2, α3) un triplet tel que (α1, α2, α3 + 1) ∈ C. Cherchons la condition
ne´cessaire et suffisante pour avoir (α1+1, α2+1, α3+1) 6∈ C. Puisque α3+1 6= 0, on
a ne´cessairement λα1−α2 = 1, d’ou` λα1+1−(α2+1) = 1. Par ailleurs, soit λα3+1 = 1,
soit α1 = α2 = 0. Si λ
α3+1 = 1, alors (α1 + 1, α2 + 1, α3 + 1) ∈ C. La seule
possibilite´ est donc que α1 = α2 = 0, et λ
α3+1 6= 1, d’ou` le re´sultat. ⊓⊔
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5.4 Homologie en degre´ 0.
On doit calculer H0(KC) = Ker d0/ Im d1 = Coker d1.
Proposition 5.4.1 Supposons λ d’ordre n dans k∗. Alors
H0(KC) =
⊕
s≥0
⊕
1≤t≤n−1
k.zsn+t ⊗ 1.
C’est donc un module de dimension infinie sur k si λ 6= 1, et de dimension n− 1
sur le centre de A.
Preuve. Comme dans le cas pre´ce´dent, une base de H0(KC) est constitue´e des
monoˆmes xα1yα2zα3 ⊗ 1 tels que (α1, α2, α3) ∈ C et (α1 + 1, α2 + 1, α3) 6∈ C. A
nouveau ceci n’est possible que si α1 = α2 = 0 et λ
α3 6= 1. ⊓⊔
5.5 Homologie de Hochschild de l’alge`bre mixte minimale.
On peut maintenant synthe´tiser les re´sultats de cette section.
The´ore`me 5.5.1 Soit λ d’ordre n dans k∗, et A = Aλ2,1 la k-alge`bre engendre´e
par x, y, z avec les relations
xy − yx = 1, xz = λzx, yz = λ−1zy.
Alors les groupes d’homologie de A sont donne´s par :
– HH0(A) =
⊕
s≥0
⊕
1≤t≤n−1
k.zsn+t ⊗ 1, module de dimension n−1 sur le centre
k[zn] de A ;
– HH1(A) =
⊕
s≥0
⊕
0≤t≤n−2
k.zsn+t ⊗ z, module de dimension n−1 sur le centre
k[zn] de A ;
– HH2(A) =
⊕
s≥0
k.zsn ⊗ x ∧ y, module de dimension 1 sur le centre k[zn] de
A ;
– HH3(A) =
⊕
s≥1
k.zsn−1 ⊗ x ∧ y ∧ z, module de dimension 1 sur le centre
k[zn] de A ;
– HH∗(A) = 0 si ∗ ≥ 4.
Preuve. On a remarque´ en de´but de section l’absence d’homologie en degre´
supe´rieur a` 3. On applique ensuite les re´sultats des propositions 5.1.1, 5.2.1, 5.3.1,
et 5.4.1. ⊓⊔
Remarque : Dans le cas ou` λ = 1, c’est-a`-dire n = 1, l’alge`bre A est le produit
tensoriel de A1(k) par k[z], et on retrouve l’homologie de Hochschild donne´e par
la formule de Ku¨nneth.
Donnons a` titre de comparaison les re´sultats pour λ non racine de l’unite´.
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The´ore`me 5.5.2 Soit λ ∈ k∗ non racine de l’unite´, et A = Aλ2,1 la k-alge`bre
engendre´e par x, y, z avec les relations
xy − yx = 1, xz = λzx, yz = λ−1zy.
Alors les groupes d’homologie de A sont donne´s par :
– HH0(A) =
⊕
s≥1
k.zs ⊗ 1 ;
– HH1(A) =
⊕
s≥0
k.zs ⊗ z ;
– HH2(A) = k.1⊗ x ∧ y ;
– HH∗(A) = 0 si ∗ ≥ 3.
Preuve. Comme on l’a remarque´ en de´but de section ce cas correspond au cas
libre. On applique donc le the´ore`me 4.4.1 avec r = 1 et n = 2. ⊓⊔
Remarques : • Les the´ore`mes 5.5.1 et 5.5.2 font apparaˆıtre que dans le cas
mixte minimal l’homologie de´pend du parame`tre de quantification λ. Dans le cas
semi-classique ou` n = r, le the´ore`me 3.2.4 montre a contrario que l’homologie est
inde´pendante de la matrice Λ des parame`tres.
• L’alge`bre A pre´sente´e dans cette section est une “Generalized Weyl algebra” au
sens de Bavula (voir [4]), mais pas du type e´tudie´ dans [8] par Farinati, Solotar
et Suarez-Alvarez. En effet dans leur e´tude ces auteurs conside`rent des alge`bres
GWA construites a` partir de l’alge`bre de polynoˆmes k[h], avec pour automor-
phisme de k[h] traduisant les relations de commutation une translation h 7→ h+ a
alors que l’alge`bre A conside´re´e ici est construite a` partir de k[h, z] a` l’aide d’un
automorphisme σ meˆlant une translation h 7→ h+ 1 et une homothe´tie z 7→ λz.
6 Ge´ne´ralite´ sur la dualite´ pour les alge`bres AΛn,r.
Afin de de´montrer dans la prochaine section un re´sultat de dualite´ pour les alge`bres
semi-classiques, on va dans la section pre´sente e´tablir les liens existant entre l’ho-
mologie et la cohomologie de Hochschild pour une alge`bre AΛn,r. Nous allons pour
cela de´crire le complexe calculant la cohomologie de AΛn,r de´coulant de la re´solution
pre´sente´e a` la proposition 1.5.2, et expliciter un certain nombre d’isomorphismes
de complexes.
6.1 Cohomologie de Hochschild des alge`bres AΛn,r.
Rappelons les notations. On se donne une matrice Λ multiplicativement anti-
syme´trique de taille n, et on de´finit AΛn,r conforme´ment a` 1.1. Par la proposi-
tion 1.7.1, AΛn,r est une alge`bre enveloppante quantique UQ(V, f), ou` V est un
k-espace vectoriel de base (x1, . . . , xr, y1, . . . , yn), ou` Q = Q(Λ) est la matrice
Q(Λ) = (λ˜i,j)1≤i,j≤n+r =
(
Λr Λ
−1
r,n
Λ−1
n,r
Λ
)
introduite au paragraphe 2.1, et f est la
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forme line´aire de V ⊗V valant 1 en xi⊗ yi, valant −1 en yi⊗xi et 0 sur les autres
e´le´ments de base. On note U = AΛn,r = UQ(V, f).
L’espace ΛQV de´fini au paragraphe 1.5 admet pour base la famille (x
γ1
1 ∧ . . . y
δn
n ).
Renommons v1, . . . , vn+r les ge´ne´rateurs de V , en posant vi = xi pour i ≤ r et
vi = yi−r pour i ≥ r + 1. Alors pour tout ∗ ∈ N on a
Λ∗QV =
⊕
i1<...<i∗
k.vi1 ∧ . . . ∧ vi∗ .
Enfin, si {i1, . . . , i∗} est une famille d’indices tels que 1 ≤ i1 < . . . < i∗ ≤ r+n, on
note {jt}1≤t≤n+r−∗ = {is}1≤s≤∗ l’ensemble des indices comple´mentaires tels que
1 ≤ j1 < . . . < jn+r−∗ ≤ n+ r et {is} ∪ {jt} = {1, . . . , n+ r}.
Puisque U ⊗ Λ∗QV ⊗ U est une re´solution libre de U par des U
e-bimodules, on en
de´duit un complexe (K∗, t∂) calculant la cohomologie de Hochschild de U . Comme
k-espace vectoriel,
K∗ = HomUe(U ⊗ Λ
∗
QV ⊗ U,U),
et la diffe´rentielle est la transpose´e de la diffe´rentielle
∂ : U ⊗ Λ∗+1Q V ⊗ U → U ⊗ Λ
∗
QV ⊗ U,
a` savoir :
t∂ : K∗ → K∗+1
ϕ 7→ ϕ ◦ d.
Proposition 6.1.1 Soient r ≤ n deux entiers, Λ une matrice multiplicative an-
tisyme´trique de taille n, et AΛn,r l’alge`bre de´finie en 1.1. Alors :
HH∗(AΛn,r) = H
∗(K, t∂).
Preuve. C’est la de´finition de la cohomologie calcule´e a` partir de la re´solution
pre´sente´e a` la proposition 1.5.2. ⊓⊔
Corollaire 6.1.2 Les modules de cohomologie de Hochschild de AΛn,r sont tous
nuls en degre´ strictement supe´rieur a` n+ r.
Preuve. Les espaces vectoriels K∗ sont tous nuls pour ∗ > n+ r. ⊓⊔
Il existe entre HomUe(U⊗Λ
∗
QV ⊗U,U) et U⊗Λ
n+r−∗
Q V une suite d’isomorphismes
naturels d’espaces vectoriels, qui envoient successivement HomUe(U⊗Λ
∗
QV ⊗U,U)
sur Homk(Λ
∗
QV,U), puis Homk(Λ
∗
QV,U) sur U ⊗ (Λ
∗
QV )
′, et enfin U ⊗ (Λ∗QV )
′ sur
U ⊗Λn+r−∗Q V . Afin de savoir sous quelle condition on peut en de´duire une dualite´
entre l’homologie et la cohomologie de Hochschild de U , nous allons e´tudier sous
quelles conditions ces isomorphismes d’espace vectoriel peuvent eˆtre des isomor-
phismes de complexes diffe´rentiels.
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6.2 Conjugaison de structures diffe´rentielles.
Suivant le principe qui a permis de passer de la proposition 1.5.2 a` la proposition
1.5.3, explicitons un re´sultat ge´ne´ral, qui va nous permettre de transporter les
structures diffe´rentielles de HomUe(U ⊗Λ
∗
QV ⊗U,U) et U ⊗Λ
n+r−∗V respective-
ment sur Homk(Λ
∗
QV,U) et U ⊗ (Λ
∗
QV )
′, afin de les comparer.
Lemme 6.2.1 (Lemme de conjugaison) Soient (C∗, d) un k-complexe diffe´-
rentiel, et M∗ un k-espace vectoriel gradue´, tel qu’il existe un isomorphisme Φ
d’espace vectoriels gradue´s de degre´ 0, de source C∗ et de but M∗. Alors l’applica-
tion d˜ = Φ ◦ d ◦ Φ−1 est telle que d˜2 = 0, et (M∗, d˜) est un complexe diffe´rentiel.
L’application Φ est alors un isomorphisme de complexes, et on a :
H∗(C, d) = H∗(M, d˜).
Preuve. Il suffit de ve´rifier que par construction Φ est un isomorphisme de
complexes. ⊓⊔
Appliquons ce re´sultat au complexe (K∗, t∂) de´crit ci-dessus, et au complexe
(K∗, d) de´crit a` la fin du paragraphe 1.7 par les formules (9) a` (14).
Il existe un k-isomorphisme Φ1,∗ de HomUe(U ⊗Λ
∗V ⊗U,U) sur Homk(Λ
∗
QV,U),
de´fini pour ϕ ∈ HomUe(U ⊗ Λ
∗V ⊗ U,U) par
Φ1,∗(ϕ)(vi1 ∧ . . . ∧ vi∗) = ϕ(1 ⊗ vi1 ∧ . . . ∧ vi∗ ⊗ 1).
On calcule alors le conjugue´ D = Φ1,∗+1 ◦
t∂ ◦Φ−11,∗ de
t∂ par Φ1. Posons
L∗ = Homk(Λ
∗
QV,U),
alors on a
D : L∗ → L∗+1
ϕ 7→ D(ϕ),
ou` D(ϕ) est de´finie par :
D(ϕ)(vi1 ∧ . . . ∧ vi∗+1) =
∗+1∑
k=1
(−1)k−1
(
(
∏
s<k
λ˜is,ik)vikϕ(vi1 ∧ . . . v̂ik . . . ∧ vi∗+1)
−(
∏
s>k
λ˜ik ,is)ϕ(vi1 ∧ . . . v̂ik . . . ∧ vi∗+1)vik
)
.
(27)
Proposition 6.2.2 Le complexe (K∗, t∂) de la proposition 6.1.1 est isomorphe
au complexe (L∗,D) de´crit ci-dessus.
Preuve. En vertu du lemme 6.2.1, ceci de´coule de la de´finition de (L∗,D). ⊓⊔
On a donc un diagramme commutatif :
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	t∂
D
K∗ K∗+1
Φ1,∗+1Φ1,∗
Hom(Λ∗QV, U) Hom(Λ
∗+1
Q V, U)
Pour calculer la cohomologie de Hochschild d’une alge`bre AΛn,r on utilise a` pre´sent
le complexe (L∗,D1). C’est notamment avec ce complexe qu’on calculera la coho-
mologie de l’alge`bre mixte minimale a` la section 8.
Etablissons maintenant un re´sultat de meˆme nature pour le complexe (K∗, d) de´fini
en 1.7 calculant l’homologie de Hochschild de l’alge`bre U . On rappelle qu’en tant
qu’espace vectoriel, K∗ = U ⊗Λ
∗
QV , et la diffe´rentielle d est donne´e par la formule
(10) a` la page 11.
Lemme 6.2.3 L’application canonique ψ∗ : Λ
∗
QV ⊗Λ
n+r−∗
Q V → k⊗v1∧ . . .∧vn+r
de´finie par ψ∗(vi1 ∧ . . .∧vi∗⊗vj1 ∧ . . .∧vjn+r−∗) = vi1 ∧ . . .∧vi∗ ∧vj1 ∧ . . .∧vjn+r−∗,
induit un isomorphisme ψ∗ : Λ
n+r−∗
Q V → (Λ
∗
QV )
′ de´fini par
ψ∗(vj1 ∧ . . . ∧ vjn+r−∗) = ψ(.⊗ vj1 ∧ . . . ∧ vjn+r−∗).
Preuve. En fait, ψ∗ n’est autre que l’application line´aire envoyant l’e´le´ment de
base vj1 ∧ . . . ∧ vjn+r−∗ sur Θ∗(i1, . . . , i∗)(vi1 ∧ . . . ∧ vi∗)
′, ou` {i1, . . . , i∗} est le
∗-uplet comple´mentaire de {j1, . . . , jn+r−∗}, et Θ∗(i1, . . . , i∗) est l’e´le´ment de k
∗
de´fini par :
Θ∗(i1, . . . , i∗) =
∏
k<i∗, k 6∈{is}
(−λ˜i∗,k)
∏
k<i∗−1, k 6∈{is}
(−λ˜i∗−1,k) . . .
∏
k<i1|k 6∈{is}
(−λ˜i1,k).
(28)
Cette application line´aire envoie donc une base de Λn+r−∗Q V sur une base de
(Λ∗QV )
′ : la base duale de la base de Λ∗QV constitue´e des vi1 ∧ . . . ∧ vi∗ . ⊓⊔
L’isomorphisme ψ∗ induit un autre isomorphisme Φ2,∗ = id⊗ψ∗ de U ⊗Λ
n+r−∗
Q V
sur U⊗(Λ∗QV )
′. Or U⊗Λn+r−∗Q V = Kn+r−∗, et on va donc de´finir une diffe´rentielle
∆ sur le complexe U ⊗ (ΛQV )
′, telle que le diagramme suivant commute :
Φ2,∗+1Φ2,∗
Kn+r−∗−1Kn+r−∗
d
	
U ⊗ (Λ∗QV )
′ U ⊗ (Λ∗+1Q V )
′
∆
La diffe´rentielle ∆, qui n’est autre que Φ2,∗+1 ◦ d ◦ Φ
−1
2,∗, se calcule de la fac¸on
suivante : soit (i1, . . . , i∗), un ∗-uplet, avec i1 < . . . < i∗, on note j1, . . . , jn+r−∗ les
e´le´ments comple´mentaires : {j1, . . . , jn+r−∗} = {i1, . . . , i∗}. Alors
∆(a⊗ (vi1 ∧ . . . ∧ vi∗)
′) = Θ−1∗ (i1, . . . , i∗)×
n+r−∗∑
k=1
(−1)k−1
(
(
∏
s<k
λ˜js,jk)avjk − (
∏
s>k
λ˜jk,js)vjka
)
⊗Θ∗+1(i1, . . . , jk, . . . , i∗)(vi1 ∧ . . . vjk . . . ∧ vi∗)
′.
(29)
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Proposition 6.2.4 Le complexe (U ⊗ (Λ∗QV )
′,∆) de´fini ci-dessus a pour homolo-
gie :
H∗(U ⊗ (ΛQV )
′) = HHn+r−∗(U).
Preuve. Par de´finition de ∆ et par le lemme 6.2.1 on a pour tout ∗ ∈ N l’e´galite´
H∗(U ⊗ (Λ∗QV )
′,∆) = Hn+r−∗(K∗, d). On conclut a` l’aide de la proposition 1.7.3.
⊓⊔
6.3 Lien entre l’homologie et la cohomologie des alge`bres AΛn,r.
On a transporte´ les structures de complexes diffe´rentiels de (K∗, d) et (K
∗, t∂) sur
les deux espaces Hom(Λ∗QV,U) et U ⊗ (Λ
∗
QV )
′. A nouveau ces deux espaces sont
lie´s par un isomorphisme naturel. On va comparer leurs structures de complexes
diffe´rentiels a` l’aide de cet isomorphisme.
Appelons Φ3,∗ l’isomorphisme de U ⊗ (Λ
∗
QV )
′ sur Hom(Λ∗QV,U), de´fini par :
Φ3,∗(a⊗ ϕ)(vi1 ∧ . . . ∧ vi∗) = ϕ(vi1 ∧ . . . ∧ vi∗)a. (30)
Conside´rons alors le diagramme suivant :
Φ3,∗ Φ3,∗+1
Hom(Λ∗QV, U) Hom(Λ
∗+1
Q V, U)
U ⊗ (Λ∗QV )
′ U ⊗ (Λ∗+1Q V )
′
D
∆
Ce diagramme n’est pas commutatif a priori. On va donc pre´ciser les valeurs de
Φ3,∗+1 ◦∆ et D ◦ Φ3,∗.
Lemme 6.3.1 Soient a ∈ U , et 1 ≤ i1 < . . . < i∗ ≤ n + r. Soit alors le
comple´mentaire {j1, . . . , jn+r−∗} = {is}. Alors Φ3,∗+1 ◦ ∆(a ⊗ (vi1 ∧ . . . ∧ vi∗)
′)
est l’application line´aire qui envoie un e´le´ment vα1 ∧ . . . ∧ vα∗+1 de Λ
∗+1
Q V sur :
n+r−∗∑
k=1
(−1)k−1ω1(α1, . . . , α∗+1; k)avjk − ω2(α1, . . . , α∗+1; k)vjka,
avec
ω1(α1, . . . , α∗+1; k) = Θ
−1
∗ (i1, . . . , i∗)Θ∗+1(i1, . . . , jk, . . . , i∗)
∏
s<k
λ˜js,jk
si (α1, . . . , α∗+1) = (i1, . . . , jk, . . . , i∗),
ω1(α1, . . . , α∗+1; k) = 0 sinon;
(31)
et
ω2(α1, . . . , α∗+1; k) = Θ
−1
∗ (i1, . . . , i∗)Θ∗+1(i1, . . . , jk, . . . , i∗)
∏
s>k
λ˜jk,js
si (α1, . . . , α∗+1) = (i1, . . . , jk, . . . , i∗),
ω2(α1, . . . , α∗+1; k) = 0 sinon.
(32)
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Preuve. Les formules (29) et (30) permettent de calculer l’image d’un e´le´ment
vα1 ∧ . . .∧ vα∗+1 de Λ
∗+1
Q V par Φ3,∗+1 ◦∆(a⊗ (vi1 ∧ . . .∧ vi∗)
′). Cette image vaut :
Θ−1∗ (i1, . . . , i∗)
n+r−∗∑
k=1
(−1)k−1λ∗+1(i1, . . . , jk, . . . , i∗)×
(vi1 ∧ . . . vjk . . . ∧ vi∗)
′(vα1 ∧ . . . ∧ vα∗+1)(
∏
s<k
λ˜js,jkavjk −
∏
s>k
λ˜jk,jsvjka),
ce qui conduit au re´sultat annonce´. ⊓⊔
Lemme 6.3.2 Soient a ∈ U , et 1 ≤ i1 < . . . < i∗ ≤ n + r. Soit alors l’ensemble
comple´mentaire {j1, . . . , jn+r−∗} = {is}. Alors D ◦ Φ3,∗(a ⊗ (vi1 ∧ . . . ∧ vi∗)
′) est
l’application line´aire qui envoie un e´le´ment vα1 ∧ . . . ∧ vα∗+1 de Λ
∗+1
Q V sur :
n+r−∗∑
k=1
(−1)k−1ω′1(α1, . . . , α∗+1; k)avjk − ω
′
2(α1, . . . , α∗+1; k)vjka, (33)
avec
ω′1 = (−1)
∗+1ω1,
ω′2 = (−1)
∗+1(
n+r∏
t=1
λ˜jk,t)ω2.
Preuve. Les formules (27) et (30) permettent de calculer l’image d’un e´le´ment
vα1 ∧ . . . ∧ vα∗+1 ∈ Λ
∗+1V par D ◦Φ3,∗(a⊗ (vi1 ∧ . . . ∧ vi∗)
′), et on trouve :
∗+1∑
t=1
(−1)t−1
(
(
∏
s<t
λ˜αs,αt)vαt(vi1 ∧ . . . ∧ vi∗)
′(vα1 ∧ . . . v̂αt . . . ∧ vα∗+1)a
−(
∏
s>t
λ˜αt,αs)(vi1 ∧ . . . ∧ vi∗)
′(vα1 ∧ . . . v̂αt . . . ∧ vα∗+1)avαt
)
.
(34)
Remarquons tout d’abord que (vi1 ∧ . . .∧ vi∗)
′(vα1 ∧ . . . v̂αt . . .∧ vα∗+1) est non nul
si et seulement s’il existe k tel que αt = jk, et (α1, . . . , α̂t, . . . , α∗+1) = (i1, . . . , i∗).
Dans ce cas, t − 1 est e´gal au nombre d’indices is strictement infe´rieurs a` jk,
nombre que l’on note |is < jk|. La formule (34) apparaˆıt alors sous la forme de
(33), avec pour coefficients :
ω′1(α1, . . . , α∗+1; k) = (−1)
k(−1)|is<jk|
∏
is>jk
λ˜jk,is
si (α1, . . . , α∗+1) = (i1, . . . , jk, . . . , i∗),
ω′1(α1, . . . , α∗+1; k) = 0 sinon;
et
ω′2(α1, . . . , α∗+1; k) = (−1)
k(−1)|is<jk|
∏
is<jk
λ˜is,jk ,
si (α1, . . . , α∗+1) = (i1, . . . , jk, . . . , i∗),
ω′2(α1, . . . , α∗+1; k) = 0 sinon.
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On simplifie l’expression (31) de ω1 en utilisant le fait que :
Θ∗+1(i1, . . . , jk, . . . , i∗) = Θ∗(i1, . . . , i∗)
∏
is>jk
(−λ˜is,jk)
−1
∏
t<jk, t6∈{is}
(−λ˜jk,t),
ce qui de´coule de la formule (28). On obtient alors : ω1 = ω
′
1× (−1)
∗+1. De meˆme
on simplifie l’expression (32) de ω2, et on obtient ω
′
2 = (−1)
∗+1(
n+r∏
t=1
λ˜jk,t)ω2. ⊓⊔
7 Dualite´ dans le cas semi-classique.
Dans le cas semi-classique, le conjugue´ de ∆ par Φ3 est e´gal a` D a` un signe
pre`s, ce qui permet d’e´tablir la dualite´. Reprenons les notations de la section 3.
On se donne un entier n, et une matrice multiplicativement antisyme´trique Λ de
taille n. Graˆce aux re´sultats de la section pre´ce´dente on va comparer les modules
d’homologie et de cohomologie de AΛn,n en degre´ ∗ et 2n− ∗.
7.1 Application de la section 6 au cas semi-classique.
The´ore`me 7.1 Soient n un entier, et Λ ∈Mn(k) une matrice multiplicativement
antisyme´trique. Alors l’homologie et la cohomologie de Hochschild de l’alge`bre AΛn,n
de´finie en 1.1 avec r = n ve´rifient :
HH∗(A
Λ
n,n) = HH
2n−∗(AΛn,n).
Preuve. Par les propositions 6.2.2 et 6.2.4, on a
HH2n−∗(A
Λ
n,n) = H
∗(U ⊗ (ΛQV )
′,∆) et HH∗(AΛn,n) = H
∗(L,D).
Dans le cas semi-classique (n = r), la formule (7) montre que la ie`me ligne de
Q(Λ) = (λ˜i,j) contient exactement une fois λi,t et une fois λ
−1
i,t pour tout t dans
{1, . . . , n}. Dans ce cas, le lemme 6.3.2 implique D∗ = (−1)
∗+1Φ3,∗+1 ◦∆∗ ◦ Φ
−1
3,∗.
La conjugaison par Φ3 induit donc un isomorphisme entre les espaces vectoriels
H∗(U ⊗ (Λ∗QV )
′,∆) = Ker∆∗/ Im∆∗−1 et H
∗(L,D) = KerD∗/ ImD∗−1, ce qui
termine la preuve. ⊓⊔
On parle de dualite´ en homologie pour signifier des re´sultats du type : “l’alge`bre A
ve´rifie HH∗(A) = HH
d−∗(A) pour un certain entier d”. Interpre´tons les re´sultats
pre´ce´dents dans ce cadre.
7.2 Dualite´ et dimension globale.
7.2.1 De nombreux cas classiques font apparaˆıtre la dimension globale comme
indice de dualite´. On a vu en 1.3.3 que AΛn,n est un cas particulier d’alge`bre A
q¯,Λ
n (k)
ou` q¯ = (q1, . . . , qn) ne contient que des 1. On peut donc lui appliquer le the´ore`me
3.8 de [9], d’ou` il de´coule que la dimension globale de l’alge`bre AΛn,n est n. L’alge`bre
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(AΛn,n)
e = AΛn,n⊗(A
Λ
n,n)
op est encore une alge`bre semi-classique, a` savoir AΛ˜2n,2n avec
la matrice diagonale par blocs Λ˜ = Diag(Λ, tΛ). Elle a donc pour dimension globale
2n, et si on note d cette dimension globale, le the´ore`me 7.1 s’e´crit : HH∗(A
Λ
n,n) =
HHd−∗(AΛn,n).
7.2.2 Pour n > r, il n’y a pas d’espoir d’avoir un re´sultat semblable pour une
alge`bre AΛn,r quelconque. En effet dans le cas libre et pour n > r, le complexe de
Wambst fournit une re´solution libre de (AΛn,r)
e de longueur n+r. Donc la dimension
globale d de (AΛn,r)
e vaut au moins n+ r. Par ailleurs, lorsque les coefficients λi,j
sont inde´pendants on peut montrer que Z(AΛn,r) = k (voir [25]), c’est-a`-dire qu’on
a HH0(AΛn,r) = k, tandis que pour tout d ≥ n+ r > 2r on a vu au the´ore`me 4.4.1
que HHd(A
Λ
n,r) = 0. On n’a donc pas dans ce cas de dualite´ avec pour indice la
dimension globale de (AΛn,r)
e.
7.2.3 Nous proposerons a` la proposition 8.2.1 un exemple pour lequel la dualite´
n’est jamais ve´rifie´e, meˆme pour un indice autre que la dimension globale de
(AΛn,r)
e.
8 Cohomologie de l’alge`bre mixte minimale : un exem-
ple de non dualite´.
On reprend les notations de la section 5. On note V le k-espace vectoriel de base
(x, y, z). Dans tout cette section on note A = AΛ2,1 l’alge`bre engendre´ par x, y, z
avec les relations
xy − yx = 1, xz = λzx, yz = λ−1zy. (35)
Les matrices associe´es a` A sont Λ =
(
1 λ−1
λ 1
)
, et Q = Q(Λ) =
(
1 1 λ
1 1 λ−1
λ−1 λ 1
)
.
Si λ = 1 la formule de Ku¨nneth et la dualite´ de Poincare´ pour A1 et k[z] montrent
la dualite´ pour l’alge`bre A. On suppose donc de´sormais λ 6= 1.
8.1 Calcul de HH0(A) et HH1(A).
On de´duit des relations entre les ge´ne´rateurs de A la proprie´te´ suivante :
Lemme 8.1.1 Dans A pour tout triplet (α1, α2, α3) de N
3 on a les relations sui-
vantes :
• [x, xα1yα2zα3 ] = (1− λ−α3)xα1+1yα2zα3 + λ−α3α2x
α1yα2−1zα3 ;
• [y, xα1yα2zα3 ] = (1− λα3)xα1yα2+1zα3 − α1x
α1−1yα2zα3 ;
• [z, xα1yα2zα3 ] = (λ−α1+α2 − 1)xα1yα2zα3+1.
Preuve. Les calculs se font simplement a` partir des relations (35), et sont laisse´s
au lecteur. ⊓⊔
On a alors en degre´ diffe´rentiel 0 et 1 :
K0 = Hom(k,A),
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K1 = Hom(V,A).
Pour ϕ ∈ K0, l’application D0(ϕ) est de´finie par :
D0(ϕ)(x) = xϕ(1) − ϕ(1)x,
D0(ϕ)(y) = yϕ(1)− ϕ(1)y,
D0(ϕ)(z) = zϕ(1) − ϕ(1)z.
Lemme 8.1.2 Le module en cohomologie de degre´ 0 de A vaut :
– HH0(A) = k si λ n’est pas racine de l’unite´ ;
– HH0(A) = k[zn] si λ est d’ordre n dans k∗.
Preuve. L’espace HH0(A) est isomorphe au centre de A, que nous avons de´ja`
de´crit au de´but de la section 5. ⊓⊔
Calculons maintenant le module en cohomologie de degre´ 1. Rappelons que :
K1 = Hom(V,A),
K2 = Hom(Λ2QV,A).
Pour ϕ ∈ K1, on a :
D1(ϕ)(x ∧ y) = xϕ(y) − ϕ(y)x − (yϕ(x)− ϕ(x)y),
D1(ϕ)(x ∧ z) = xϕ(z) − λϕ(z)x − (λzϕ(x) − ϕ(x)z),
D1(ϕ)(y ∧ z) = yϕ(z) − λ
−1ϕ(z)y − (λ−1zϕ(y) − ϕ(y)z).
Lemme 8.1.3 Le module en cohomologie de degre´ 1 de A vaut :
– HH1(A) = k.z si λ n’est pas racine de l’unite´ ;
– HH1(A) = z.k[zn] si λ est d’ordre n dans k∗.
Preuve. On doit de´terminer HH1(A) = KerD1/ ImD0. Fixons ϕ dans KerD1.
Notons
ϕ(x) =
∑
aαx
α1yα2zα3 , ϕ(y) =
∑
bαx
α1yα2zα3 , et ϕ(z) =
∑
cαx
α1yα2zα3 ,
avec aα, bβ et cγ dans k pour tous α, β, γ. Alors ϕ est un e´le´ment de KerD1 si et
seulement si l’on a dans A les relations suivantes :∑
bα(1− λ
−α3)xα1+1yα2zα3 +
∑
bαλ
−α3α2x
α1yα2−1zα3 =∑
aα(1− λ
−α3)xα1yα2+1zα3 −
∑
aαα1x
α1−1yα2zα3 ;
(36)
∑
cα(1− λ
1−α3)xα1+1yα2zα3 +
∑
cαλ
1−α3α2x
α1yα2−1zα3 =∑
aα(λ
1−α1+α2 − 1)xα1yα2zα3+1;
(37)
∑
cα(1− λ
−1+α3)xα1yα2+1zα3 −
∑
cαα1x
α1−1yα2zα3 =∑
bα(λ
−1−α1+α2 − 1)xα1yα2zα3+1.
(38)
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Pour tout X ∈ A, notons D0(1 7→ X) l’image par D0 de l’application line´aire
ϕX ∈ K
1 = Hom(V,A) de´finie par ϕX(1) = X. L’image de D0 est constitue´e
d’applications du type D0(1 7→ X), avec X ∈ A, et on a :
D0(1 7→ X)(x) = xX −Xx,
D0(1 7→ X)(y) = yX −Xy,
D0(1 7→ X)(z) = zX −Xz.
On va re´duire, modulo l’image de D0, l’expression de ϕ a` :
ϕ(x) = ϕ(y) = 0, ϕ(z) =
∑
λα3−1=1
cα3z
α3 .
On concluera alors a` l’aide du lemme 8.1.1 que les applications line´aires ϕ de´finies
par :
ϕ(x) = ϕ(y) = 0, ϕ(z) = zα3 ,
pour λα3−1 = 1, forment une base de HH1(A), ce qui de´montrera le lemme.
Premier pas. Identifions les termes de degre´ 0 en z dans (37) :∑
cα1,α2,0(1− λ
1)xα1+1yα2 +
∑
cα1,α2,0λ
1α2x
α1yα2−1 = 0.
Pour tout α2 ≥ 0, pour tout α1 ≥ 1, on a :
cα1−1,α2,0(1− λ) + cα1,α2+1,0(α2 + 1)λ = 0.
En raisonnant par re´currence descendante sur α1 pour n = α1 − α2 ∈ Z fixe´, et
puisque λ 6= 1 et que ϕ(z) est un polynoˆme, on montre que tous les termes c∗,∗,0
sont nuls. Ainsi on a montre´ que
ϕ(z) =
∑
α3≥1
cαx
α1yα2zα3 .
Deuxie`me pas. Fixons α3 ≥ 1, et n = α2−α1 ∈ Z tel que λ
n = 1. Identifions alors
le terme en xα1+1yα2zα3 dans (37) :
cα(1− λ
1−α3) + cα1+1,α2+1,α3λ
1−α3(α2 + 1) = aα1+1,α2,α3−1(λ
1−α1−1+α2 − 1).
Puisqu’on est dans le cas ou` λα2−α1 = 1, le second terme de cette e´galite´ est nul.
Deux cas se pre´sentent alors :
– si λ1−α3 6= 1, on obtient comme pre´ce´demment, par re´currence descendante,
que cα = 0 pour tous α1 et α2 tels que α2 − α1 = n ;
– si λ1−α3 = 1, on obtient directement que cα = 0 pour tous α1, α2 ≥ 1 tels
que α2 − α1 = n.
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Troisie`me pas. Posons alors
X1 =
∑
α1, α2, α3,
α3 ≥ 1, λ
α1−α2 6= 1
(λ−α2+α1 − 1)−1cαx
α1yα2zα3−1,
et remplac¸ons ϕ par ϕ−D0(1 7→ X1), ce qui ne change pas sa classe de cohomologie.
Alors
ϕ(z) =
∑
α3≥1,λα1−α2=1
cαx
α1yα2zα3 ,
c’est-a`-dire, en tenant compte du pas pre´ce´dent, que
ϕ(z) =
∑
λα3−1=1
cα3z
α3 .
Quatrie`me pas. Le terme de gauche de (37) est alors identiquement nul. On en
de´duit que pour tous α1, α2 tels que λ
1−α1+α2 6= 1, alors aα = 0. Ainsi
ϕ(x) =
∑
λ1−α1+α2=1
aαx
α1yα2zα3 .
Posons
X2 =
∑
α1, α2, α3,
λ1−α1+α2 = 1, λ−α3 = 1
(α2 + 1)
−1aαx
α1yα2+1zα3 ,
et remplac¸ons ϕ par ϕ−D0(1 7→ X2), ce qui ne change ni sa classe de cohomologie,
ni sa valeur en z par le lemme 8.1.1. On ve´rifie, toujours a` l’aide du lemme 8.1.1,
qu’on a alors
ϕ(x) =
∑
λ1−α1+α2=1, λ−α3 6=1
aαx
α1yα2zα3 .
Cinquie`me pas. On se fixe α3 tel que λ
−α3 6= 1, et n ∈ Z tel que λn = 1. Notons
X(n) la partie de ϕ(x) constitue´e des monoˆmes xα1yα2zα3 tels que α2 = α1+n−1.
C’est un polynoˆme de la forme :
X(n) =
pn∑
α1=0
aαx
α1yα1+n−1zα3 .
Si pn ≥ 1, posons :
Xn,pn3 = (1− λ
−α3)−1apn,pn+n−1,α3x
pn−1ypn+n−1zα3 .
Remplac¸ons ϕ par ϕ−D0(1 7→ X
n,pn
3 ), ce qui ne change ni sa classe de cohomologie,
ni sa valeur en z par le lemme 8.1.1. Par ailleurs on n’a change´ dans ϕ(x) que la
partie X(n), dont on a fait strictement baisser le degre´. En raisonnant ainsi par
re´currence descendante, et ceci pour tout n, on se rame`ne a` :
ϕ(x) =
∑
λ1+α2=1,λ−α3 6=1
aαy
α2zα3 .
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Sixie`me pas. Il de´coule de l’e´quation (38), dont le terme de gauche est nul, que
dans ϕ(y) n’apparaissent que des termes en xα1yα2zα3 avec λ−1−α1+α2 = 1.
Etudions maintenant l’e´quation (36). Fixons α3 tel que λ
α3 = 1. Identifions le
terme en xα1yα2zα3 :
bα1,α2+1,α3(α2 + 1) = 0.
Ainsi bα1,α2,α3 = 0 de`s que α2 ≥ 1, et la partie ayant un exposant partiel en z
valant α3 dans ϕ(y) vaut donc
Y (α3) =
∑
λ−1−α1=1
bα1,0,α3x
α1zα3 .
Posons alors
X
(α3)
4 =
∑
λ−1−α1=1
bα1,0,α3(α1 + 1)
−1xα1+1zα3 ,
et remplac¸ons ϕ par ϕ − D0(1 7→ X
(α3)
4 ), ce qui ne change ni sa classe de coho-
mologie, ni sa valeur en z, ni sa valeur en x par le lemme 8.1.1. Ce meˆme lemme
montre e´galement que [y,X
(α3)
4 ] = Y (α3), donc en re´ite´rant ceci pour tous les α3
tels que λα3 = 1, on se rame`ne a` :
ϕ(y) =
∑
λ−1−α1+α2=1,λ−α3 6=1
bαx
α1yα2zα3 .
Septie`me pas. Soit α3 tel que λ
−α3 6= 1. Fixons n ∈ Z tel que λn = 1. Soient
α1 ≥ 0, α2 ≥ 1 tels que α2 = n+ α1 + 1, et identifions les termes en x
α1+1yα2zα3
dans (36) :
bα1,α2,α3(1− λ
−α3) + bα1+1,α2+1,α3λ
−α3(α2 + 1) =
aα1+1,α2−1,α3(1− λ
−α3)− aα1+2,α2,α3(α1 + 2).
Vue la forme a` laquelle on s’est ramene´ pour ϕ(x) au cinquie`me pas, le terme de
droite de cette e´galite´ est toujours nul. A nouveau par une re´currence descendante
a` n fixe´ on en de´duit que pour tout α2 ≥ 1 on a : bα1,α2,α3 = 0. Ainsi
ϕ(y) =
∑
λ−1−α1=1,λ−α3 6=1
bαx
α1zα3 .
Huitie`me pas. La relation (36) devient alors :∑
λ−1−α1=1,λ−α3 6=1
bαx
α1+1zα3 =
∑
λ1+α2=1,λ−α3 6=1
aαy
α2+1zα3 ,
tous les aα et les bα sont donc nuls, et finalement ϕ(x) = ϕ(y) = 0.
On s’est ainsi ramene´ a` la forme annonce´e. Ainsi la famille d’applications line´aires
(ϕk)k∈N, λ1−k=1 de´finies par :
ϕk(x) = ϕk(y) = 0, ϕk(z) = z
k,
engendre KerD1 modulo ImD0. On ve´rifie que l’image de ces monoˆmes est libre
modulo ImD0 graˆce au lemme 8.1.1 et a` la liberte´ des z
k dans A. ⊓⊔
37
8.2 Application a` la question de la dualite´ pour l’homologie de A.
On peut maintenant e´noncer le re´sultat suivant.
Proposition 8.2.1 Soit λ ∈ k∗, non racine de l’unite´. Soit A l’alge`bre engendre´e
sur k par x, y, z avec les relations
xy = yx+ 1, xz = λzx, yz = λ−1zy.
Alors il n’existe pas d’entier d tel que pour tout ∗ on ait :
HH∗(A) = HH
d−∗(A).
Preuve. On a montre´ aux lemmes 8.1.2 et 8.1.3 que HH0(A) = HH1(A) = k.
Si A ve´rifiait une dualite´ du type HH∗(A) = HH
d−∗(A) pour un certain entier d,
on devrait donc avoir HHd(A) = HHd−1(A) = k, ce qui est impossible d’apre`s le
the´ore`me 5.5.2. ⊓⊔
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