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THE UNIVERSAL COVERS OF HYPERTORIC VARIETIES AND
BOGOMOLOV’S DECOMPOSITION
TAKAHIRO NAGAOKA
Abstract. In this paper, we study the (singular) universal cover of an affine
hypertoric variety. We show that it is given by another affine hypertoric va-
riety, and taking the universal cover corresponds to taking the simplification
of the associated hyperplane arrangement. Also, we describe the fundamental
group of the regular locus of an affine hypertoric variety in general. In the lat-
ter part, we show that the hamiltonian torus action is block indecomposable
if and only if C∗-equivariant symplectic structures on the associated hyper-
toric variety are unique up to scalar. In particular, we establish the analogue
of Bogomolov’s decomposition for hypertoric varieties, which is proposed by
Namikawa for general conical symplectic varieties. As a byproduct, we show
that if two affine (or smooth) hypertoric varieties are C∗-equivariant isomor-
phic as varieties, then they are also the hamiltonian torus action equivariant
isomorphic as symplectic varieties. This implies that the combinatorial classi-
fication actually gives the classification of these varieties up to C∗-equivariant
isomorphisms.
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1. Introduction
Hypertoric varieties were introduced as a hyperka¨hler analogue of toric varieties
by Bielawski and Dancer ([BD]), and they have been extensively studied by many
authors ([HS], [Ko1], [Ko2], [PW], etc). An (affine) hypertoric variety has a sym-
plectic form ω on its regular locus and admits a good C∗-action as ω is homogeneous
with some weight `, i.e., s∗ω = s`ω. In general, such affine varieties (Y, ω) are called
conical symplectic varieties, and its symplectic resolution pi : (Y˜ , ω˜) → (Y, ω) (i.e.,
pi∗ω extends to a symplectic form ω˜ on Y˜ ) has been extensively studied by many
authors from the view point of not only algebraic geometry but also geometric
representation theory (cf. [BPW1], [BLPW2]).
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In algebro-geomteric context, for conical symplectic varieties, their fundamen-
tal geometric properties, deformation theory, birational geometry are extensively
studied. On the other hand, their finite coverings, in particular, the “universal
coverings” which are also conical symplectic varieties defined below have not been
well-studied (recently, finite covers of nilpotent orbit closures are studied in [Nam4]).
In [Nam2], Namikawa proposed the following problem.
Problem 2.4. (cf. [Nam2, Problem 7.2])
For a conical symplectic variety (Y, ω), is the fundamental group pi1(Yreg) of the
regular part of Y finite ?
In [Nam3], as a partial general answer, he proved the finiteness of the algebraic
fundamental group pˆi1(Yreg). If pi1(Yreg) is finite, one can consider the (singular)
universal covering of Y as follows (for the detail, see Definition & Proposition 2.6).
Definition & Proposition 2.6. (The universal covers of conical symplectic vari-
eties)
Let (Y, ω) be a conical symplectic variety with m := |pi1(Yreg)| < ∞. Then, there
exists a unique conical symplectic variety (Y , ω) and a finite C∗-equivariant mor-
phism ϕ : (Y , ω) → (Y, ω) such that its restriction ϕ| : ϕ−1(Yreg) → Yreg gives the
universal cover of Yreg. In this paper, we call Y the universal covering of Y .
By taking the universal cover, we can often obtain a new example of conical sym-
plectic varieties (cf. [Nam4]). On the other hand, in general, for any conical sym-
plectic variety (Y, ω) and a finite subgroup G of AutC
∗
(Y ) preserving ω, Y/G is
also a conical symplectic variety (cf. [Bea, Proposition 2.4]). This implies that the
universal cover is important in classification since any conical symplectic varieties
is obtained by a finite quotient of the universal one. Anyway, it is natural to ask
the following question:
Problem 2.7. For a given conical symplectic variety (Y, ω) with |pi1(Yreg)| < ∞,
describe the universal cover ϕ : (Y , ω)→ (Y, ω) and pi1(Yreg).
Another motivation to study the universal cover is coming from the analogue of
Bogomolov’s decomposition as the following:
Problem 7.1. ([Nam2, Problem 7.3], Bogomolov’s decomposition)
For any conical symplectic variety (Y, ω) with |pi1(Yreg)| <∞, is its universal cover
(Y , ω) decomposed into the product
(Y , ω) ∼=
∏
i
(Yi, ωi)
of irreducible conical symplectic varieties (Yi, ωi), that is ωi is the unique conical
symplectic structure on Yi up to scalar ?
In this paper, we study the universal cover of affine hypertoric varieties. Our
main theorems give complete answers for the above problems for affine hypertoric
varieties and give an interpretation of taking the universal cover in terms of combi-
natorics of the associated hyperplane arrangement (or matroid). Also, we will give
an application to the classification of hypertoric varieties as byproducts.
Now we set up notations to state our results precisely. Let A=[a1, . . . ,an] be
a unimodular matrix of rank d and take BT =[b1, . . . , bn] so that the following is
exact:
0 Zn−d Zn Zd 0B A .
Then by using the natural Hamiltonian TdC-action on C2n induced from AT : TdC ↪→
TnC, we define a hypertoric variety YA(α) := C2n///αTdC := µ−1(0)//αTdC as the sym-
plectic reduction, where α ∈ Zd is a GIT parameter, and µ = µA : C2n → Cd is the
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TdC-invariant moment map. By definition, we have a natural projective morphism
piα : YA(α) → YA(0). Then, YA(0) is a conical symplectic variety, and for generic
α, piα gives a projective symplectic resolution. For any projective toric variety, we
can consider the associated polytope and read off many geometric properties from
this polytope. Similarly, for any hypertoric variety YA(α), one can consider the
associated hyperplane arrangement HαB := {Hi : 〈bi,−〉 = −α˜i } where α˜ satisfies
α = Aα˜ (HαB is well-defined up to translations). We consider HαB as a multiset of
hyperplanes.
In section 5, we consider the universal cover of an affine hypertoric variety YA(0).
First, we can assume BT=
`1︷ ︸︸ ︷ `s︷ ︸︸ ︷[
b(1), · · · , b(1), · · · , b(s), · · · , b(s) ] , where if k1 6= k2,
then b(k1) 6=±b(k2). Then, we consider the simplification BT := [b(1), . . . , b(s)] of
BT , and take A = [a1, . . . ,as] satisfying the following exact sequence (cf. section
5):
0 Zn−d Zs Zd−(n−s) 0
0 Zn−d Zn Zd 0
B A
B0 i
B A
,
TsC T
d−(n−s)
C
TnC TdC
AT
BT0
AT
i∗ .
Then, we call YA(0) the simplification of YA(0). Actually, from the combinato-
rial point of view, taking simplification corresponds to replacing all multiplicated
hyperplanes of H0B by a single one and obtaining H0B as the following.
Simplification
Now, consider the following embeddings:
Γ :=
∏s
k=1 Z/`kZ TsC T
d−(n−s)
C
AT
,
where we consider Γ as a multiplicative subgroup of TsC in the usual way. Then we
have the answers for Problem 2.4 and Problem 2.7 as the following.
Theorem 5.1 & Proposition 6.1. In the above setting, for YA(0) and its sim-
plification YA(0), there exists the following C∗-equivariant commutative diagram:
YA(0) YA(0)
YA(0)/(Γ/Γ ∩ Td−(n−s)C )
ϕ
∼= .
Moreover, ϕ preserves symplectic structures, and Γ/Γ∩Td−(n−s)C acts on ϕ−1(YA(0)reg)
freely. In particular, we have
pi1(YA(0)reg) ∼= Γ/Γ ∩ Td−(n−s)C = Γ/q(Ker B˜T ),
where B˜T := [m1b
(1), · · · ,msb(s)], q : Zs → Γ, and mk :=
∏
i 6=k `i.
This theorem says that the universal cover of an affine hypertoric variety YA(0) is
obtained by the simplification YA(0). As a corollary, one can characterize when
YA(0)reg is simply-connected as the following.
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Corollary 6.2. The following are equivaelnt:
(i) codim Sing(YA(0)) ≥ 4.
(ii) pi1(YA(0)reg) = 0.
(iii) YA(0)(or H0B) is simple, i.e., `k = 1 for any k.
As we will note in Remark 6.3, the equivalence “(i) ⇔ (ii)” is very special, and it
doesn’t hold for general conical symplectic varieties.
In the latter part, we consider Bogomolov’s decomposition for (not necessarily
simple) affine hypertoric varieties. In general, we can assume that A is of the form
A = [Op|A1⊕ · · · ⊕Ar], where each Am is indecomposable and Op is the d× p-zero
matrix. We say A is block indecomposable if p = 0 and r = 1. Then, we have the
following:
Theorem 7.5. (Bogomolov’s decomposition for affine hypertoric varieties)
If A = [Op|A1 ⊕ · · · ⊕Ar], then the following gives a decomposition into irreducible
conical symplectic varieties:
(YA(0), ω) ∼=
p∏
i=1
(C2, dz ∧ dw)×
r∏
m=1
(YAm(0), ωm).
In particular, A is block indecomposable if and only if YA(0) is an irreducible conical
symplectic variety. In this case, any (not necessarily symplectic) homogeneous 2-
form on YA(0)reg with weight 2 is unique up to scalar.
As we will note in Corollary 7.7, the same statement holds for any hypertoric
varieties YA(α). The key steps of the proof of the uniqueness of conical sym-
plectic structures are twofolds. First, through the universal covering morphism
ϕ : YA(0) → YA(0), we can reduce to the case of YA(0). Next, we will show that
µ−1A (0) is a normal complete intersection and smooth in codimension 3 (cf. Propo-
sition 7.9). Then, by Vetter’s criterion on the reflexiveness of ΩpZ for any normal
complete intersection Z, we can conclude that any homogeneous 2-form on YA(0)reg
comes from a homogeneous 2-form on µ−1A (0).
In the final section, we determine the space of homogeneous 2-forms on decom-
posable hypertoric varieties (cf. Proposition 8.1). As an application, we show the
following refined version of the classification result in [Nag, Theorem 4.2].
Corollary 8.5. (cf. Remark 8.4)
For any two affine hypertoric varieties YA(0) and YA′(0), the following are equiva-
lent:
(i) YA(0) and YA′(0) are C∗-equivariant isomorphic as algebraic varieties.
(ii) (YA(0), ω) and (YA′(0), ω
′) are C∗ × Tn−dC -equivariant isomorphic as sym-
plectic varieties, where Tn−dC -action is the remaining Hamiltonian torus
action.
(iii) A ∼ A′ (cf. Definition 3.7). In other words, M(A) ∼= M(A′) as matroids,
where M(A) is the associated vector matroid.
The same statement holds for smooth hypertoric varieties, where we replace (iii) by
(iii’) The zonotope tilings obtained from the hyperplane arrangements HαB and Hα
′
B′
are same in the sense of [AP].
This corollary can be seen as the (weaker) hypertoric analogue of Berchtold’s
theorem [Ber] on toric varieties, which says that for any two toric varieties, they are
isomorphic as abstract varieties if and only if they are isomorphic as toric varieties.
In particular, this means that the combinatorial classification (of the associated
fans) actually gives the classification of toric varieties as abstract varieties.
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This paper is organized as follows. In section 2, we review the definition of
conical symplectic varieties (Y, ω), and we define the universal cover of them. We
also give a sufficient condition that Yreg is simply-connected (cf. Proposition 2.9).
In section 3, we review hypertoric varieties and give some examples. In section 4,
for the later discussion, we recall a result on the stratification of affine hypertoric
varieties YA(0). In section 5, we prove that the universal cover of YA(0) is given by
simplification YA(0). Moreover, we describe pi1(YA(0)reg). In section 6, we give a
concrete computation of pi1(YA(0)reg) and a necessary and sufficient condition that
pi1(YA(0)reg) is trivial. In Remark 6.6, we also note an alternative possible way
to the computation. In section 7, we establish the Bogomolov’s decomposition for
affine hypertoric varieties YA(0). In section 8, we determine the space of homoge-
neous 2-forms on a general YA(0). Then, we give an application to the classification
of hypertoric varieties.
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2. Conical symplectic varieties and the universal coverings
In this section, we introduce conical symplectic varieties, and we note that for
any conical symplectic variety (Y, ω) with |pi1(Yreg)| < ∞, its (possibly singular)
universal cover is also a conical symplectic variety. Second, we prove that if Y
is smooth in codimension 3, i.e., codim Sing(Y ) ≥ 4, and Y admits a symplectic
resolution, then Yreg is simply-connected (cf. Corollary 4.6).
A pair (Y, ω) of a normal algebraic variety Y and a 2-form ω on the regular
locus Yreg is called a symplectic variety if ω is symplectic, and there exists (or
equivalently, for any) a resolution pi : Y˜ → Y such that the pull-back pi∗ω of ω
extends to an algebraic 2-form ω˜ on Y˜ , i.e., Y has only canonical singularities.
Moreover, a resolution pi : (Y˜ , ω˜) → (Y, ω) is called a symplectic resolution if ω˜ is
also symplectic. These definitions are due to Beauville [Bea].
Now, we define conical symplectic varieties as the following:
Definition 2.1. (Conical symplectic variety)
An affine symplectic variety (Y = SpecR, ω) with C∗-action (called conical C∗-
action) is called a conical symplectic variety if it satisifies the following:
(i) The grading induced from the C∗-action to the coordinate ring R is positive,
i.e., R =
⊕
i≥0Ri and R0 = C.
(ii) ω is homogeneous with respect to the C∗-action, i.e., there exists ` ∈ Z (the
weight of ω) such that s∗ω = s`ω (s ∈ C∗).
For a given two conical symplectic varieties, we say that they are isomorphic as
conical symplectic varieties if there exists an C∗-equivariant isomorphism between
them preserving symplectic structures.
Remark 2.2. As noted in [Nam2, Lemma 2.2], the weight ` is always positive.
There are many examples of conical symplectic varieties, for example, the (nor-
malization of) nilpotent orbit closures in semisimple Lie algebras, the Slodowy
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slices, quiver varieties, hypertoric varieties, symplectic quotient singularities, and
so on. Next, we define Poisson varieties which include symplectic varieties as special
cases.
Definition 2.3. A pair (Y, {−,−}) of a variety and a skew-symmetric bilinear
morphism {−,−} : OY ×OY → OY is a Poisson variety if it satisfies the following:
(1) {f, gh} = {f, g}h+ {f, h}g,
(2) {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0.
For a symplectic variety (Y, ω), one can consider a natural Poisson structure on
Yreg as {f, g} := ω(Hf , Hg), where Hf is the Hamiltonian vector (f ∈ OYreg), and
by the normality of Y , it uniquely extends to a Poisson structure on Y .
Below, for a conical symplectic variety (Y, ω), we will consider the universal cover
of Y . To do this, it is natural to ask the following question.
Problem 2.4. ([Nam2, Problem 7.2])
For a conical symplectic variety (Y, ω), is the fundamental group pi1(Yreg) of the
regular part of Y finite ?
Namikawa gave a general partial answer for this problem as the following.
Theorem 2.5. ([Nam3])
In the above setting, the algebraic fundamental group pˆi1(Yreg) is finite.
If we know the finiteness of the fundamental group of the regular locus of a
given conical symplectic variety Y , we can consider the (possibly singular) universal
covering of Y as follows. Although this construction has already appeared in [Nam2,
p. 512] and [Nam4, p.4] briefly, we will give a proof in detail.
Definition & Proposition 2.6. (The universal cover of conical symplectic vari-
eties)
Let (Y, ω) be a conical symplectic variety with m := |pi1(Yreg)| < ∞. Then, there
exists a unique conical symplectic variety (Y , ω) and a finite C∗-equivariant mor-
phism ϕ : (Y , ω)→ (Y, ω) (with respect to σY and σmY , where the conical C∗-action
is denoted by σY (resp. σY )) such that its restriction ϕ| : ϕ−1(Yreg) → Yreg gives
the universal cover of Yreg:
(Y , ω) ϕ−1(Yreg)
(Y, ω) Yreg
⊃
ϕ ϕ|
⊃
.
In this paper, we call Y the universal covering of Y .
Proof. First, we can take the universal cover Z0 → Yreg, then Z0 is a complex
manifold. By the finiteness of the fundamental group pi1(Yreg) and Riemann’s
existence theorem [SGA1, The´ore`me 5.1], there exists an algebraic variety Y 0 and
a finite e´tale morphism ϕ0 : Y 0 → Yreg such that Y an0 = Z0 and ϕ0 is the original
universal cover. Then, by considering the spectrum Y := SpecR of the integral
closure of the coordinate ring R := C[Y ] in the function field C(Y 0), ϕ0 uniquely
extends to a finite surjective morphism ϕ : Y → Y , in particular we have the
following diagram:
Y Y 0 = ϕ
−1(Yreg)
Y Yreg
⊃
ϕ ϕ|=ϕ0
⊃
.
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Next, we define a conical C∗-action σY : C∗ × Y → Y . Consider the following
diagram:
C∗ × Y 0 Y 0
C∗ × Yreg Yreg
id×ϕ0 ϕ0
σmY
.
Since the induced homomorphism (σmY ◦ (id×ϕ0))∗ : Z ∼= pi1(C∗ × Y 0) → pi1(Yreg)
is a zero homomorphism, we can uniquely lift the morphism σmY ◦ (id×ϕ0) to an
analytic morphism σY 0 : C
∗ × Y 0 → Y 0 satisfying σY 0(1, y) = y for any y ∈ Y 0.
Then, one can check that σY 0 gives a C
∗-action on Y 0. Since for a C-scheme
W , the category of e´tale finite coverings over W is equivalent to the category of
complex analytic finite coverings over W (cf. [SGA1, The´ore`me 5.1]), we can easily
show that σY 0 is an algebraic morphism. Then, we can uniquely extend this C
∗-
action σY0 to a C
∗-action σY on Y since we have codimY (Y − Y 0) ≥ 2 by the
construction and the normality of Y . Moreover, one can easily check that this
action σY is also positive (cf. Definition 2.1). In fact, note that ϕ : Y → Y is C∗-
equivariant with respect to σY and σ
m
Y . Then, through the injective homomorphism
ϕ∗ : R =
⊕
i∈Z≥0 R
′
i ↪→ R =
⊕
i∈ZRi as graded algebras, R is integral over
R, where the gradings correspond to the action σmY and σY respectively. In this
situation, if we have an element f ∈ Rd of a negative degree d < 0, then there
exists a relation as fN + r1f
N−1 + · · · + rN = 0, where ri ∈ R′di. Since we have
R′di = 0 and R is domain, we obtain f = 0. In the similar way, one can easily show
that R0 = C since C is algebraically closed.
Finally, we will prove that Y is a conical symplectic variety. Since ϕ0 is an e´tale
C∗-equivariant morphism, ϕ∗0ω is a conical symplectic form on Y 0. Moreover, from
codimY (Y − Y 0) ≥ 2, ϕ∗0ω will uniquely extend to a conical symplectic form ω
on (Y )reg (in detail, for example see the proof of [Nag, Proposition 2.15]). Now,
note that Y has symplectic singularities, so Y has only canonical singularities.
Then, by codimY (Y − Y 0) ≥ 2, ϕ is e´tale in codimension 1, so Y has also only
canonical singularities (cf. [KM, Proposition 5.20]). Thus, by definition of canonical
singularities, we can conclude that (Y , ω) is a symplectic variety. It is clear that ω
is homogeneous of weight m` with respect to the C∗-action σY . Thus, (Y , ω) is a
conical symplectic variety and satisfies the desired commutative diagram.

Since the universal cover often gives a new example of conical symplectic vari-
eties, it is natural to consider the following problem.
Problem 2.7. For a given conical symplectic variety (Y, ω) with |pi1(Yreg)| < ∞,
describe the universal cover ϕ : (Y , ω)→ (Y, ω) and pi1(Yreg).
Below, we will show that if a conical symplectic variety Y with codim Sing(Y ) ≥ 4
admits a symplectic resolution, then its regular locus is simply-connected, i.e., it is
already the universal covering. First, we note the following general result.
Theorem 2.8. ([Tak, Theorem 1.1])
Let Y be a normal variety and assume that (X,∆) is a klt pair for some divisor
∆. Then, for any resolution f : Y˜ → Y , the induced homomorphism f∗ : pi1(Y˜ )→
pi1(Y ) is an isomorphism.
Using this, we can show the following.
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Proposition 2.9. Assume that a conical symplactic variety Y satisfies codimY Sing(Y ) ≥
4 and admits a symplectic resolution f : Y˜ → YDThen, pi1(Yreg) ∼= pi1(Y˜ ) ∼=
pi1(Y ) = 0, in particular, Yreg is simply-connected.
Proof. Since f | : f−1(Yreg) → Yreg is a crepant birational morphism, it is an iso-
morphism, in particular, pi1(Yreg) = pi1(f
−1(Yreg)). On the other hand, since
any symplectic resolution is semi-small (cf. [Kal, Lemma 2.7], [Fu, Theorem 3.2]),
2 codimY˜ f
−1(Sing(Y )) ≥ codimY Sing(Y ) ≥ 4. Hence, codimY˜ f−1(Sing(Y )) ≥ 2.
In particular, pi1(Y˜ ) ∼= pi1(Yreg). Since a conical symplectic variety has canonical
singularities, pi1(Yreg) ∼= pi1(Y˜ ) ∼= pi1(Y ) by the above general theorem. Also, a
conical symplectic variety is contractible by the conical action, so we complete the
proof. 
Remark 2.10. By [Nam1], for any symplectic variety (Y, ω), Y is terminal if and
only if codimY Sing(Y ) ≥ 4.
3. Hypertoric varieties
In this section, we review the definition of hypertoric varieties and give some
examples. We basically use the same notation as [HS] (except the notation of
hypertoric varieties). Let A : Zn −→ N ∼= Zd be a surjective linear map to a
free abelian group N (in this paper, we almost always fix a basis of N , identify
N with Zd and consider A = [a1, . . . ,an] as a d × n-matrix). Then, take BT =
[b1, . . . , bn] ∈ Mat(n−d)×n(Z) as the following is exact:
0 Zn−d Zn N ∼= Zd 0B A .
The configuration {b1, . . . , bn} in Zn−d is called a Gale dual of {a1, . . . ,an}.
Assumption 3.1. Throughout this paper, we assume that A is unimodular, i.e.,
any d× d-minor is ±1. Moreover, to consider only essential cases, we assume that
for any j, bj 6= 0. As we note in [Nag, Corollary 2.30], we can always replace
general B by such ones without changing the associated hypertoric variety.
By applying Hom(−,C∗) to the above exact sequence, we obtain the following
exact sequence of algebraic tori.
1 TdC TnC T
n−d
C 1
AT BT ,
where TkC := (C∗)k. Then, through the embedding TdC
AT
↪→ TnC and the natural action
TnC y (T ∗Cn, ωC) = (C2n,
∑n
j=1 dzj ∧ dwj), we obtain a hamiltonian TdC-action on
(C2n, ωC) (for the definition of the hamiltonian action, we refer [Kir, Definition
9.43]). More explicitly, this action is described as the following:
t · (z1, . . . , zn, w1, . . . , wn) := (ta1z1, . . . , tanzn, t−a1w1, . . . , t−anwn),
where taj := t
a1j
1 · · · tadjd . Since this action is hamiltonian, we have a TdC-invariant
moment map µ = µA : C2n → (tdC)∗ = Cd (more strongly, µ is TnC-invariant) as
follows:
µ(z,w) := µA(z,w) :=
n∑
j=1
zjwjaj .
Then, the hypertoric variety is defined as the GIT quotient of µ−1(0) by TdC, and
actually we can describe this explicitly as the following (cf. [HS]). For α ∈ Zd =
Hom(TdC,C∗) and the coordinate ring C[µ−1(0)] of µ−1(0), we set
C[µ−1(0)]T
d
C,α := {f ∈ C[µ−1(0)] | f(t ·m) = α(t)f(m) ∀t ∈ TdC}.
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An element p ∈ µ−1(0) is called α-semistable if there exists some k > 0 and f ∈
C[µ−1(0)]TdC,kα such that f(p) 6= 0, and we denote the set of α-semistable elements
by µ−1(0)α−ss. Also, an element p ∈ µ−1(0)α−ss is called α-stable if the stabilizer
group of TdC at p is finite and TdC · p ⊆ µ−1(0)α−ss is closed. We denote the set of
α-stable elements by µ−1(0)α−st.
Definition 3.2. (Hypertoric varieties, cf. [HS])
For α ∈ Zd = Hom(TdC,C∗), we consider a graded algebra
⊕
k∈Z≥0 C[µ
−1(0)]T
d
C,kα.
Then, we define YA(α) as the following:
YA(α) := Proj
 ⊕
k∈Z≥0
C[µ−1(0)]T
d
C,kα
 = µ−1(0)α−ss//TdC,
where // denotes the categorical quotient. We also often write YA(α) = C2n///αTdC.
We call YA(α) a hypertoric variety. In particular, if α = 0, we simply denote
YA(0) = C2n///TdC and call YA(0) an affine hypertoric variety.
Remark 3.3. By definition, YA(α) admits the remaining hamiltonian torus action
Tn−dC = TnC/TdC y YA(α). Also, we consider a natural C∗-action on C2n such that
s·(z1, . . . , zn, w1, . . . , wn) = (s−1z1, . . . , s−1zn, s−1w1, . . . , s−1wn). Since this action
commutes with TdC-action and µ is C∗-equivariant, a C∗-action on YA(α) is induced.
In particular, for any α, the natural projective morphism piα : YA(α) → YA(0) is
C∗ × Tn−dC -equivariant.
Remark 3.4. By definition, for any α ∈ Zd, µ−1(0)α−ss is covered by TdC-invariant
affine open subsets. Moreover, one can explicitly describe µ−1(0)α−ss as the fol-
lowing (cf. [Ko3, Lemma 3.4]):
(*) µ−1(0)α−ss =
 (z,w) ∈ µ−1(0)
∣∣∣∣∣∣ α ∈
∑
i:zi 6=0
Q≥0ai +
∑
i:wi 6=0
Q≥0(−ai)
 .
We recall some well-known basic properties of hypertoric varieties. Below, α ∈ Zd
is called generic if α is not contained in any proper subspace generated by some
aj ’s.
Proposition 3.5. (for example, see [Nag, Theorem 2.16])
Assume that α ∈ Zd is generic. Then, µ−1(0)α−ss = µ−1(0)α−st and the torus
action TdC y µ−1(0)α−st is free. Also, the hypertoric variety (YA(α), ω) is a smooth
symplectic variety, where ω is the standard symplectic structure which is induced
from the standard symplectic structure (C2n, ωC). Moreover, the natural projective
morphism piα : YA(α)→ YA(0) gives a C∗×Tn−dC -equivariant symplectic resolution,
and YA(0) is a conical symplectic variety with weight 2.
Remark 3.6. For any (not necessarily generic) α ∈ Zd, YA(α) is also a symplectic
variety, and the natural projective morphism piα : YA(α)→ YA(0) is an isomorphism
on pi−1α (YA(0)reg). In fact, first, piα is birational by the similar argument of [Nag,
Proposition 2.13]. Next, we can take a generic αgen ∈ Zd such that µ−1(0)αgen−ss ⊂
µ−1(0)α−ss. Then, this inclusion gives a natural birational morphism piαgen,α :
YA(αgen) → YA(α) such that piαgen = piαgen,α ◦ piα. Moreover, by the argument in
the proof of [Nag, Proposition 2.15], piαgen (resp. piαgen,α) is an isomorphism on
pi−1αgen(YA(0)) (resp. pi
−1
αgen,α(YA(α)reg)), in particular, YA(α) is a symplectic variety.
Definition 3.7. (An equivalence relation between A’s (resp. B’s))
For rank d matrices A, A′ ∈ Matd×n(Z), we say that A′ is equivalent to A if
there exists a P ∈ GLd(Z) and an n × n signed permutation matrix D such that
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A′ = PAD, i.e., A′ is obtained from A by a sequence of some elementary row
operations over Z, interchanging some column vectors ai’s, and multiplying some
ai’s by −1. In this case, we denote A ∼ A′. Similarly, we denote B ∼ B′ if
there exists Q ∈ GLn−d(Z) and a n × n signed permutation matrix D such that
B′ = DBQ.
Through this paper, we freely use these transformations of A and B since we
have the following (this is essentially considered in [AP, Proposition 3.2]).
Lemma 3.8. ([Nag, Lemma 2.25])
In the setting above, if A ∼ A′ (more explicitly A′ = PAD), then there exists a
natural following C∗ × Tn−dC -equivariant isomorphism as symplectic varieties.
(YA(α), ω)
∼−→ (YA′(α′), ω′),
where α′ := Pα.
Now, we give typical examples of hypertoric varieties.
Example 3.9. (A`−1-type surface singularities SA`−1)
Consider the following exact sequence.
0 Z Z` Z`−1 0
B`−1=

1
1
...
1
 A`−1=

1 0 −1
. . .
...
0 1 −1

For a generic α, the corresponding symplectic resolution piα : YA(α) → YA(0) is
given by the following.
YA(α) S˜A`−1 : the minimal resolution
YA(0) SA`−1 :
{
det
(
u x
y u`−1
)
= 0
}
: the A`−1 type surface singularity
∼
piα
∼
,
where the isomorphism YA(0) ∼= SA`−1 is given by the following:
C[C2/Z`] = C[u, x, y]/〈u` − xy〉
C[YA`−1(0)] = C[µ
−1
A`−1(0)]
T`−1C = C[z1w1, . . . , z`w`,
∏`
i=1 zi,
∏`
i=1 wi]/〈z1w1 = · · · = z`w`〉
o ,
where u 7→ `ziwi, x 7→
∏`
i=1
√
`zi, y 7→
∏`
i=1
√
`wi. One can easily check that this
isomorphism (C2/Z`, ωst) ∼= (YA`−1(0), ω) is an isomorphism as conical symplectic
varieties, where C∗-action on C2/Z` is induced from the natural scalar multiplica-
tion on C2, and ωst is induced from the standard symplectic form on C2.
Example 3.10. (The minimal nilpotent orbit closure OminAs−1 of type As−1)
Consider the following exact sequence.
0 Zs−1 Zs Z 0
B=

1
. . . 0
. . .
0 1
−1 ··· ··· −1

A=
(
1 1 ··· 1
)
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For a generic α > 0, one can prove directly that the corresponding symplectic
resolution piα : YA(α)→ YA(0) is given by the following.
YA(α)
{
(z,w) ∈ C2s | z 6= 0, ∑sj=1 zjwj = 0} /T1C T ∗Ps−1
YA(0) { C ∈ sls(C) | All 2× 2-minors of C = 0 } OminAs−1
piα
∼
pi′
∼
,
where pi′ is the Springer resolution. Concretely, piα is given by the following.
piα(z,w) :=

z1w1 z1w2 · · · z1ws
w1z2 z2w2
. . .
...
...
. . .
. . . zs−1ws
w1zs · · · ws−1zs zsws
 .
Example 3.11. (A variant Omin(`1, `2, `3) of the minimal nilpotent closure OminA2 )
Consider the following B:
B =

1 0

`1... ...
1 0
0 1
`2... ...
0 1
−1 −1 `3... ...
−1 −1
.
We denote by Omin(`1, `2, `3) the corresponding 4-dimensional affine hypertoric
variety. When `1 = `2 = `3 = 1, this is the same as OminA2 . The coordinate ring
C[Omin(`1, `2, `3)] can be computed as the following:
C[Omin(`1, `2, `3)] = C[z`11 , w`11 , z1w1, z`22 , w`22 , z2w2, z`33 , w`33 , z3w3]T
1
C/〈z1w1+z2w2+z3w3〉.
In particular, we get the following description of Omin(`1, `2, `3):
Omin(`1, `2, `3) :=

u1 x12 x13y12 u2 x23
y13 y23 u3
 ∈ sl3(C)
∣∣∣∣∣∣ All 2 × 2 minors of
u`11 x12 x13y12 u`22 x23
y13 y23 u
`3
3
 = 0
 .
In the similar way, one can consider the higher dimension analogue Omin(`1, . . . , `s)
(cf. [Nag, Remark 4.9]). By the classification [Nag, Theorem 4.8], it is known that 4-
dimensional affine hypertoric varieties are isomorphic to the product of two A-type
surface singularities or Omin(`1, `2, `3).
Finally, we remark the following lemma.
Lemma 3.12. (Gale duality cf. [Nag, Lemma 5.7])
Assume A = [a1, . . . ,an] ∈ Md×n(R) and B = [b1, . . . , bn]T ∈ Mn×(n−d)(R)
satisfy the exact sequence
0 Rn−d Rn Rd 0B A .
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For a partition {1, 2, . . . , n} = I unionsqJ and r ∈ Z≥0 satisfying 0 ≤ |I|−r ≤ n−d, 0 ≤
r ≤ d, we have
dimR SpanR(bi | i ∈ I) = |I| − r ⇔ dimR SpanR(aj | j ∈ J) = d− r.
4. A stratification of affine hypertoric varieties
In this section, for the later discussion, we recall a result in [PW] on the strati-
fication of YA(0) and we describe the singular locus of YA(0).
To describe the singular locus Sing(YA(0)) of an affine hypertoric variety YA(0),
we consider the associated hyperplane arrangement as the following.
Definition 4.1. (The associated hyperplane arrangement HαB to YA(α))
In the above setting, for α = Aα˜ (α˜ ∈ Zn), we define the associated hyperplane
arrangement HαB to YA(α) by
HαB := {Hi : 〈bi,−〉 = −α˜i } ⊂ Rn−d.
If α = 0, we will take α˜ as 0.
Remark 4.2.
(1) HαB is independent on the choice of α˜ up to translations. In fact, if Aα˜ =
Aα˜′, then α˜′ − α˜ = Bv ∈ ImB. Thus two arrangements are translated by
v.
(2) We consider HαB as a multi-arrangement, i.e., a multiset of hyperplanes.
Below, we will mainly consider H0B . A subset F ⊆ {1, 2, . . . , n} is called a flat
if it satisfies F = {i | ⋂j∈F Hj ⊆ Hi}. For a flat F , we set HF := ⋂j∈F Hj and
define the rank of F as rankF := codimHF . In particular, each rank 1 flat is an
index set of parallel hyperplanes in H0B .
For a flat F , we consider the following exact sequence induced from
0 Zn−d Zn Zd 0B A and the natural projection Zn  Z|F |:
0 Zn−d/HF Z|F | Zd/
∑
i/∈F Zai 0
BF AF .
In [PW], for a general A, they give a stratification of YA(0) by smooth strata which
indexed by flats ofH0B . Also, they describe the slice of each stratum as the following.
Below, we consider YA(0) as the set of closed TdC-orbits [z,w] := TdC·(z,w) in µ−1(0)
as usual in geometric invariant theory.
Theorem 4.3. ([PW, Lemma 2.5])
In the setting above,
YA(0) =
⊔
F :flat
Y˚ (A, 0)F
is a stratification by 2(n− d− rankF ) dimensional smooth strata Y˚ (A, 0)F defined
as the following:
Y˚ (A, 0)F :=
{
[z,w] ∈ YA(0)
∣∣ TdC · (z,w) is closed in µ−1A (0), and (zj , wj) = 0⇔ j ∈ F } .
Moreover, the slice to each stratum Y˚ (A, 0)F is given by Y (AF , 0).
From this theorem, we want to describe the codimension 2 singular locus Σcodim 2
of YA(0), which is the complement of codimension ≥ 4 singular locus in Sing(YA(0)).
To do so, by interchanging the row vectors bi of B, and multiplying bi by ±1 if
necessarily, we can assume
BT=
`1︷ ︸︸ ︷ `s︷ ︸︸ ︷[
b(1) · · · b(1) · · · b(s) · · · b(s) ] . Since B is unimodular, if k1 6= k2, then
b(k1) 6= `b(k2) for any ` ∈ Z \ {0}. We denote by [n] = ⊔sk=1 Fk the corresponding
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decomposition of indices set. This means that each rank 1 flat of H0B is given by
Fk’s. First, we define a condition that YA(0) has no codimension 2 singular locus
in terms of the hyperplane arrangement H0B .
Definition 4.4. (Simple hyperplane arrangements and simple hypertoric varieties)
In the above setting, we call B (or YA(0)) simple if `k = 1 for any k, that is, the
associated hyperplane arrangement H0B has no multiplicated hyperplanes.
Now we can describe the codimension 2 singular locus Σcodim 2 of YA(0) as the
following. We will use the second assertion later as well.
Corollary 4.5. In the setting above, we have the following:
(1) The codimension 2 singular locus Σcodim 2 of YA(0) is
Σcodim 2 =
⊔
k:`k≥2
Y˚ (A, 0)Fk .
Additionally, the slice to Y˚ (A, 0)Fk is the A`k−1 type surface singularity
SA`k−1 (cf. Example 3.9). In particular, B is simple if and only if
codimYA(0) Sing(YA(0)) ≥ 4.
(2) We have
YA(0)reg ⊂ YA(0)− Σcodim 2
=
{
[z,w] ∈ YA(0)
∣∣∣∣ TdC · (z,w) is closed in µ−1A (0), and`k ≥ 2⇒ zjk 6= 0 or wjk 6= 0 (∃jk ∈ Fk)
}
=
{
[z,w] ∈ YA(0)
∣∣∣∣ TdC · (z,w) is closed in µ−1A (0), and`k ≥ 2⇒ ∏j∈Fk zj 6= 0 or ∏j∈Fk wj 6= 0
}
Proof. (1) See [Nag, Corollary 3.7].
(2) We only have to show the final equality. Assume that TdC · (z,w) ∈ µ−1A (0)
is closed and we have zjk 6= 0 or wjk 6= 0 for some jk ∈ Fk such that |Fk| = `k ≥ 2.
Fix any k such that `k ≥ 2 and we can assume zjk 6= 0 without loss of generality.
In this setting, we will show
∏
j∈Fk zj 6= 0. If not so, there exists a j′k ∈ Fk such
that zj′k = 0. In particular, we have zj′kwj′k = 0. Note that (z,w) ∈ µ−1(0)
means (z1w1, . . . , znwn)
T ∈ Im(BT ), in particular, we have 0 = zj′kwj′k = zjkwjk
by bjk = bj′k = b
(k). Thus, we have wjk = 0. Now, consider a one parameter
subgroup ρ : C∗ → TnC defined by ρjk(s) = s, ρj′k(s) = s−1, and ρi(s) = 1 for any i ∈
[n] \ {jk, j′k}. Since we have bjk = bj′k = b(k), ρ defines a one parameter subgroup
in TdC = Ker(BT : TnC → Tn−dC ). Note that the jk-th and j′k-th components of
ρ(s)(z,w) is
(szjk , s
−1wjk , s
−1zj′k , swj′k) = (szjk , 0, 0, swj′k)
s→0−−−→ (0, 0, 0, 0).
However, this contradicts to the closedness of TdC · (z,w) and zjk 6= 0. 
By Corollary 4.5 (1) and Proposition 2.9, we have the following corollary.
Corollary 4.6. For any simple affine hypertoric variety YA(0), the fundamental
group pi1(YA(0)reg) is trivial.
Remark 4.7.
(1) Later, we will show that the converse of this corollary is also true (cf.
Corollary 6.2).
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(2) Although we showed the above corollary by applying Proposition 2.9 which
is deduced from a very general theorem by Takayama, we can avoid this the-
orem to prove the above corollary. Actually, by the argument in Proposition
2.9, we only have to show pi1(YA(α)) = 0 for any hypertoric varieties with
generic α. To show this, we note that any smooth hypertoric variety YA(α)
is homotopy equivalent to a Lawrence toric variety XA(α) := (C2n)α−st/TdC
which is a smooth toric variety whose fan is maximal dimension (cf. [HS,
Corollary 2.7]). Since it is known that a toric variety whose fan is maxi-
mal dimension is simply-connected (cf. [CLS, Theorem 12.1.10]), we deduce
pi1(YA(α)) ∼= pi1(XA(α)) = 0.
Although we only need the above corollary for the later discussion essentially, to
be complete, we will describe the whole singular locus of YA(0) below.
Corollary 4.8. In the above setting,
(1) For any flat F , each (or equivalently, some) point in the stratum Y˚ (A, 0)F is
contained in the singular locus Sing(YA(0)) if and only if F is multiplicated,
i.e., |F | ≥ rankF +1. In particular, YA(0) is smooth if and only if B ∼ In,
i.e., d = 0. In this case, YA(0) = C2n.
(2) We have a stratification:
Sing(YA(0)) =
⊔
F :flat s.t. |F | ≥ rankF + 1
Y˚A(0)
F
=
{
[z,w] ∈ YA(0)
∣∣∣∣ TdC · (z,w) is closed in µ−1A (0), and∃ flat F such that |F | ≥ rankF + 1 and (zj , wj) = 0 (j ∈ F )
}
.
Proof. (1) First, we prove that the latter part follows from the former part. Since
the origin 0 which is the stratum corresponding to the flat [n] is contained in
the closure of any strata, YA(0) is singular if and only if 0 ∈ YA(0) is a singular
point. Then, by applying the former part, we conclude that this is equivalent to
n ≥ (n− d) + 1, i.e., d ≥ 1.
Next, we note that if F = ∅, then F is not multiplicated by definition, and
Y˚ (A, 0)F is the open smooth stratum in YA(0). So we only have to show the claim
for nonempty flats. We prove the claim by induction on dimYA(0) = 2(n − d).
When 2(n − d) = 2, we can assume that B is the n × 1-matrix (1, 1, · · · , 1)T (cf.
Example 3.9). Then, there is the only one nonempty flat F = [n] corresponding to
the stratum 0 ∈ YA(0) = SAn−1 . Now, the claim is clear.
When 2(n− d) ≥ 4, for any nonempty flat F , we will show that the slice YAF (0)
to YA(0)
F is singular if and only if F is multiplicated. Note that YAF (0) is the
hypertoric variety associated to the bottom horizontal exact sequence below:
0 Zn−d Zn Zd 0
0 Zn−d/HF Z|F | Zd/
∑
i/∈F Zai 0
B A
BF AF
.
Now, one can easily check that BF doesn’t have any zero row vectors. By def-
inition, we have rankF = codimHF = rank(Zn−d/HF ). Then by the induc-
tion hypothesis and the latter part of the claim, YAF (0) is singular if and only
if |F | ≥ rank(Zn−d/HF ) + 1 = rankF + 1. This completes the proof.
(2) This follows from (1) and Theorem 4.3. 
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Remark 4.9. One can see that YA(0) has only isolated singularities if and only if
B is equivalent to the one of the following matrices:

1
1
...
1
 or

1 0
. . .
0 1
−1 · · · −1
 .
(Proof : First, note that if there is a multiplicated flat F , then any subflat of F
is also a multiplicated flat. Thus, by Corollary 4.8 (2), YA(0) has only isolated
singularities if and only if every flat of rank (n−d−1) is not multiplicated, i.e., any
n−d subset bi1 , . . . , bin−d of row vectors of B will give a basis. In terms of matroids,
this condition is equivalent to the associated matroid M(BT ) is isomorphic to the
uniform matroid Un−d,n (for the basics of matroid theory, see [Ox]). Note that
Un−d,n is realized as the associated matroid of a unimodular matrix if and only if
(n − d, n) = (0, n), (1, n), (n − 1, n), or (n, n) (cf. [Ox, p.660]). When (n − d, n) =
(0, n) or (n, n), we can take B as a zero matrix or an identity matrix respectively.
Since we don’t allow B to contain any zero column vectors, we can ignore the first
case. Also, if B is an identity matrix, then YA(0) = C2n, in particular, smooth.
When (n − d, n) = (1, n) or (n − 1, n), we can take B as the claim. In this case,
YA(0) = SAn−1 or YA(0) = O
min
An−1 respectively (cf. Example 3.9 and 3.10), and
these have an only one singular point 0.)
5. The universal covers of hypertoric varieties
In this section, we consider the relation between a given hypertoric variety YA(0)
and the hypertoric variety YA(0) associated to the simplification H0B of the arrange-
mentH0B . More precisely, we will prove that YA(0) gives the universal cover of YA(0)
and YA(0) is a finite group quotient of YA(0) (cf. Theorem 5.1). In the next section,
we will give a concrete description of pi1(YA(0)reg) (cf. Proposition 6.1).
First, we can assume BT=
`1︷ ︸︸ ︷ `s︷ ︸︸ ︷[
b(1) · · · b(1) · · · b(s) · · · b(s) ] , where if k1 6= k2, then
b(k1) 6= ±b(k2) (cf. Definition 3.7). We denote by [n] = F1unionsq· · ·unionsqFs the correspond-
ing partition of indices of parallel row vectors of B. Then, we consider the simplifica-
tionB
T
:= [b(1), . . . , b(s)] ofBT (cf. Definition 4.4), and take A = [a1, . . . ,as] satis-
fying the exact sequence 0 Zn−d Zs Zd−(n−s) 0B A . Then,
we consider two matrices A0 := A`1−1⊕ · · · ⊕A`s−1 and B0 := B`1−1⊕ · · · ⊕B`s−1
such that
A`i−1 :=
1 0−1. . . ...
0 1−1
 , B`i−1 :=

1
1
...
1
 ,
where A`i−1 is a (`i − 1) × `i-matrixCand B`i−1 is a `i × 1-matrix (cf. Example
3.9)DThen, we can construct a unique commutative diagram and the diagram of
the corresponding algebraic tori as the following:
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(*)
0 Zn−d Zs Zd−(n−s) 0
0 Zn−d Zn Zd 0
0 0 Zn−s Zn−s 0
B A
B0 i
B A
A0 p
,
TsC T
d−(n−s)
C
TnC TdC
Tn−sC T
n−s
C
AT
BT0
AT
i∗
AT0 p
∗
.
In particular, i(ak) =
∑
j∈Fk aj will hold. We called the affine hypertoric variety
YA(0) the simplification of YA(0) (cf. Definition 4.4). To state the result, we consider
the following embeddings:
Γ :=
∏s
k=1 Z/`kZ TsC T
d−(n−s)
C
AT
,
where we consider Γ as a multiplicative subgroup of TsC in the usual way. Then,
the next theorem is the main result in this section.
Theorem 5.1. (The universal cover is given by the simplification)
In the above setting, for YA(0) = C2n///TdC and its simplification YA(0) = C2s///T
d−(n−s)
C ,
we have the following C∗-equivariant commutative diagram:
YA(0) YA(0)
YA(0)/(Γ/Γ ∩ Td−(n−s)C )
ϕ
∼= .
Moreover, ϕ preserves symplectic structures, and Γ/Γ∩Td−(n−s)C acts on ϕ−1(YA(0)reg)
freely. In particular, we have
pi1(YA(0)reg) ∼= Γ/Γ ∩ Td−(n−s)C .
This theorem gives complete answers for Problem 2.4 and Problem 2.7. More-
over, this theorem says that taking the universal cover of YA(0) in the geometric
side corresponds to taking the simplification of the hyperplane arrangement H0B in
the combinatorial side as the following.
Simplification
Remark 5.2.
(1) In Definition & Proposition 2.6, we replace the original C∗-action σY by
σmY to lift this action to the universal cover Y . However, in the hypertoric
setting, the C∗-action on YA(0) already lift to YA(0), so we don’t have to
replace by a new C∗-action.
(2) In [Nag, Theorem 4.2], we showed that the isomorphism classes of affine
hypertoric varieties YA(0) as conical symplectic varieties are bijective to
the isomorphism classes of the associated matroids M(BT ) (or M(A)). In
particular, as conical symplectic varieties,
YA(0) ∼= YA′(0) ⇒ YA(0) ∼= YA′(0)
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does hold since M(B
T
) is isomorphic to the simplification of M(BT ) which
is determined uniquely up to isomorphisms (cf. [Nag, Corollary 4.5]). From
this viewpoint, the above theorem can be seen as a geometric interpretation
of this combinatorial implication.
(3) In general, not necessarily every finite covering of YA(0) is given by another
hypertoric variety. For example, if YA(0) = SA1×SA1 = C2×C2/(Z2×Z2),
then it is well-known that the degree 2 cover C4/〈1, 1〉 doesn’t admit any
symplectic resolution. Thus, this cannot be any hypertoric variety.
The idea of the proof. YA(0) is defined as the symplectic reduction C2n///TdC
of C2n by a torus embedding TdC
AT
↪→ TnC. On the other hand, one can take a
“symplectic reduction by two stages” (for the detail, see Definition & Lemma 5.6)
as the following:
YA(0) = C2n///TdC ∼=
(
C2n///Tn−sC
)
///Td−(n−s)C ,
where Td−(n−s)C := TdC/T
n−s
C , and the action T
n−s
C =
∏s
k=1 T
`k−1
C y C2n=
∏s
k=1C2`k
is the same as the product of the one of Example 3.9 (A-type surface singularity).
Next, one can show that
C2n///Tn−sC ∼= C2s/Γ
is a “torus” equivariant isomorphism as conical symplectic varieties with respective
to the torus identification Td−(n−s)C ∼= Td−(n−s)C /Γ∩Td−(n−s)C =: TΓ which is induced
from
TsC T
d−(n−s)
C TΓ := T
d−(n−s)
C /Γ ∩ Td−(n−s)C
TsC T
d−(n−s)
C
ψ`
AT
ψ` ∼
AT
,
where ψ` : TsC → TsC is defined as (t1, . . . , ts) 7→ (t`11 , . . . , t`ss ). Hence, we have
natural isomorphisms
YA(0) ∼=
(
C2n///Tn−sC
)
///Td−(n−s)C ∼=
(
C2s/Γ
)
///
(
Td−(n−s)C /Γ ∩ Td−(n−s)C
)
=
(
C2s/Γ
)
///TΓ.
Finally, we can show the following natural isomorphism which also can be inter-
preted as the special case of a symplectic reduction by two stages:(
C2s/Γ
)
///TΓ ∼=
(
C2s///Td−(n−s)C
)/(
Γ/Γ ∩ Td−(n−s)C
)
= YA(0)/
(
Γ/Γ ∩ Td−(n−s)C
)
.
By combining these isomorphisms, we obtain the desired isomorphism.
Example 5.3. (The case of Omin(`1, `2, `3) cf. Example 3.11)
We demonstrate the above idea in the case of Omin(`1, `2, `3). First, we note that
OminA2 = C2 × C2 × C2///T1C, and Γ = Z`1 × Z`2 × Z`3 . Then, we have the following
isomorphisms.
Omin(`1, `2, `3) = C2`1 × C2`2 × C2`3///T`1+`2+`3−2C
∼=
(
C2`1 × C2`2 × C2`3///T`1−1C × T`2−1C × T`3−1C
)
///T1C
∼= (C2 × C2 × C2/Γ)/// (T1C/T1C ∩ Γ)
∼= (C2 × C2 × C2///T1C) / (Γ/Γ ∩ T1C)
∼= OminA2 /
(
Γ/Γ ∩ T1C
)
,
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where Γ T3C T1C

t
t
t

. We can actually see these isomorphisms through
the following natural embedding of coordinate rings.
C[Omin(`1, `2, `3)] = C[z`11 , w`11 , z1w1, z`22 , w`22 , z2w2, z`33 , w`33 , z3w3]T
1
C/〈z1w1 + z2w2 + z3w3〉
C[OminA2 ] = C[z1, w1, z2, w2, z3, w3]T
1
C/〈z1w1 + z2w2 + z3w3〉
,
where T1C-action is zi 7→ tzi, and wi 7→ t−1wi.
Now, we give a more precise statement of the above idea and observation.
Proposition 5.4. In the above setting, there exists the following natural commu-
tative diagram of conical symplectic varieties, and fi (i = 1, 2, 3) are isomorphisms
as conical symplectic varieties.
YA(0) = C2s///Td−(n−s)C
YA(0)/(Γ/Γ ∩ Td−(n−s)C ) (C2s/Γ)///TΓ (C2n///Tn−sC )///Td−(n−s)C YA(0) := C2n///TdC
f1
∼
f2
∼
f3
∼
,
where TΓ := Td−(n−s)C /Γ ∩ Td−(n−s)C .
To prove this, we should give a precise definition of the symplectic reduction by
two stages. First, we fix a vector space V and a maximal torus T ⊂ GL(V ), then
we define a symplectic reduction of V by a closed subgroup H ⊂ T in general as
follows. We define a moment map as the following:
µH : T
∗V → h∗ := Lie(H)∗ : (z,w) 7→ (a 7→ w(a · z)).
Since µH is T -invariant, in particular H-invariant, we define the symplectic reduc-
tion V///H by µ−1H (0)//H := SpecC[µ
−1
H (0)]
H . This has a natural Poisson structure
induced from the standard one of T ∗V .
Remark 5.5. By definition, for any linear representation of a finite group Γ ⊂
GL(V ), the symplectic reduction is the same as the usual quotient, i.e., T ∗V///Γ =
T ∗V/Γ.
Next, we define the symplectic reduction by two stages as the following. In real
symplectic case, such operation is well studied (cf. [MMOPR]), but we cannot find
a reference for holomorphic (algebraic) symplectic case.
Definition & Lemma 5.6. (Symplectic reduction by two stages in GIT setting)
In the above setting, we consider a closed subgroup K of H ⊂ T ⊂ GL(V ). Then,
the moment map µH induces a H/K-invariant morphism ΦH/K : T
∗V//K → h∗,
and ΦH/K induces a H/K-invariant morphism
µH/K : µ
−1
K (0)//K → (h/k)∗
such that the following is commutative:
(*)
T ∗V//K µ−1K (0)//K
h∗ (h/k)∗
ΦH/K µH/K .
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Then, we define (T ∗V///K)///(H/K) := µ−1H/K(0)//(H/K), and we call this a sym-
plectic reduction by two stages (with respect to H and K). In this case, we have a
natural C∗ × (T/H)-equivariant isomorphism as Poisson varieties:
T ∗V///H ∼= (T ∗V///K)///(H/K).
Proof. Since µH : T
∗V → h∗ is K-invariant, µH induces a H/K-invariant morphism
ΦH/K : T
∗V///K → h∗. Moreover, by definition, we have the following commutative
diagram:
T ∗V
k∗ h∗
µK
µH
i∗
.
In particular, µH induces a morphism µ
−1
K (0)→ (h/k)∗, and this is H/K-invariant.
Thus, we obtain a morphism µH/K : µ
−1
K (0)//K → (h/k)∗ satisfying the diagram
(*). Since we have a natural isomorphism T ∗V//H ∼= (T ∗V//K)//(H/K) and
(*) is commutative, we obtain the following diagram and (T ∗V///K)///(H/K) :=
µ−1H/K(0)//(H/K) is identified with the central fiber of µH , and ΦH/K , µH/K :
T ∗V//H (T ∗V//K) //(H/K) (µ−1K (0)//K)//(H/K)
T ∗V T ∗V//K µ−1K (0)//K
h∗ h∗ (h/k)∗
∼
µH
ΦH/K
µH/K
µH ΦH/K µH/K
,
where µH , and ΦH/K , µH/K are the induced morphism from µH , and ΦH/K , µH/K
respectively. This gives an isomorphism T ∗V///H ∼= (T ∗V///K)///(H/K). Also, one
can easily check that this is C∗-equivariant and preserves the Poisson structures. 
Corollary 5.7. Let T ⊂ GL(V ) be a maximal torus and consider the natural
Hamiltonian action T y T ∗V . Then for any closed (possibly non-connected) alge-
braic subgroup K,H ⊂ T , there exists natural C∗× (T/〈H,K〉)-equivariant isomor-
phisms as Poisson varieties:
T ∗V///〈H,K〉 ∼= (T ∗V///H) ///(K/K ∩H) ∼= (T ∗V///K) ///(H/H ∩K),
where 〈H,K〉 ⊂ T is the subgroup generated by H and KD
Proof. Since 〈H,K〉/H ∼= K/K ∩ H and 〈H,K〉/K ∼= H/H ∩ K, we obtain the
desired isomorphism from the above Definition & Lemma. 
Proof of Proposition 5.4. To prove that f1 (resp. f3) is an isomorphism, we
apply the above corollary as T = TsC, K = Γ, and H = T
d−(n−s)
C (resp. T = TnC,
K = TdC, and H = T
n−s
C ). Thus, we only have to show that f2 is an C∗-equivariant
isomorphism as Poisson varieties. To prove this, we show that the following natural
vertical isomorphism as conical symplectic varieties (cf. Example 3.9)
(*)
TΓ TsC/Γ C2s/Γ
Td−(n−s)C = TdC/T
n−s
C TnC/T
n−s
C C2n///T
n−s
C
AT
o
AT
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is equivariant with respect to the natural identification TΓ
∼−→ Td−(n−s)C induced
from:
TsC T
d−(n−s)
C TΓ := T
d−(n−s)
C /Γ ∩ Td−(n−s)C
TsC T
d−(n−s)
C
ψ`
AT
ψ` ∼
AT
,
where ψ` : TsC → TsC is defined as (t1, . . . , ts) 7→ (t`11 , . . . , t`ss ). More precisely,
we should show that the center positioned subdiagram of the following diagram is
commutative:
Td−(n−s)C TsC C2s
TΓ := Td−(n−s)C /Γ ∩ Td−(n−s)C TsC/Γ C2s/Γ
Td−(n−s)C
TdC/T
n−s
C = T
d−(n−s)
C TsC = TnC/T
n−s
C C2n///T
n−s
C
TdC TnC C2n
AT
AT
o o
ψ`
AT
i∗
AT
B0
T
To do so, we describe how an element r ∈ Td−(n−s)C will go through in the above
diagram, and we express the coordinate rings of the varieties and isomorphisms
among them below (cf. Example 3.9), where we take a t ∈ TdC such that i∗(t) =
ψ`(r). Note that C2n///Tn−sC =
∏s
k=1C2`k///T
`k−1
C and C2s/Γ =
∏s
k=1C2/Z`k .
r (ra1 , . . . , ras) C[C2s]
⊗s
k=1C[zk, wk]
r (ra1 , . . . , ras) C[C2s/Γ]
⊗s
k=1C[uk, xk, yk]/〈u`kk − xkyk〉
r
ψ`(r)
(r`1a1 , . . . , r`sas)
q
(t
∑
i∈F1 ai , . . . , t
∑
i∈Fs ai)
C[C2n///Tn−sC ]
⊗s
k=1
C[{ziwi}i∈Fk ,
∏
i∈Fk zi,
∏
i∈Fk wi]
〈ziwi=zjwj〉i,j∈Fk
t (ta1 , . . . , . . . , tan) C[C2n]
⊗s
k=1C[{zi, wi}i∈Fk ]
AT
AT
o
uk=zkwk, xk=z
`k
k , yk=w
`k
k
ψ`
AT
o uk=`kziwi (i∈Fk),
xk=
∏
i∈Fk
√
`kzi,
yk=
∏
i∈Fk
√
`kwi
i∗
AT
B0
T
Since i(ak) =
∑
j∈Fk aj by definition, we can easily check the equivariance of (*)
from the above diagram.
Next, we show that (C2s/Γ)///TΓ ∼= (C2n///Tn−sC )///Td−(n−s)C . By definition, we
only have to show the commutativity of the middle square in the diagram below,
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that is, the compatibility of the moment maps:
C2n C2n//Tn−sC C2n///T
n−s
C C2s/Γ C2s
(tdC)
∗ (tdC/t
n−s
C )
∗ (tΓ)∗
(t
d−(n−s)
C )
∗
µA µTdC/T
n−s
C
∼
µTΓ
µA∼
ψ∗`
.
This can be easily checked. Finally, we note that ϕ preserves the standard sym-
plectic structure. In fact, f1 and f3 are naturally isomorphic as Poisson varieties by
Corollary 5.7, and f2 also preserves the symplectic structure since the isomorphism
C2n///Tn−sC ∼= C2s/Γ preserves symplectic structures as we have seen in Example
3.9.

Proof of Theorem 5.1. From Proposition 5.4, we get a finite morphism ϕ :
YA(0) → YA(0) which preserves the symplectic structures. So, we only have to
show that Γ/Γ ∩ Td−(n−s)C acts on ϕ−1(YA(0)reg) freely. As seen in the proof of
Proposition 5.4, ϕ is induced from the composition C2s → C2s/Γ ∼−→ C2n///Tn−sC
which corresponds to the following homomorphism of coordinate rings:
C[C2s] =
s⊗
k=1
C[zk, wk]← C[C2n///Tn−sC ] =
s⊗
k=1
C[{ziwi}i∈Fk ,
∏
i∈Fk zi,
∏
i∈Fk wi]
〈ziwi = zjwj〉i,j∈Fk
,
where `kziwi 7→ zkwk (i ∈ Fk),
∏
i∈Fk
√
`kzi 7→ z`kk ,
∏
i∈Fk
√
`kwi 7→ w`kk . In
particular, if ϕ([z,w]) = [z,w] ∈ YA(0) satisfies
∏
i∈Fk zi 6= 0 or
∏
i∈Fk wi 6= 0 for
some k, then zk 6= 0 or wk 6= 0. Thus, by Corollary 4.5 (2), we have
ϕ−1(YA(0)reg) ⊂
{
[z,w] ∈ YA(0)
∣∣∣∣∣ Td−(n−s)C · (z,w) is closed in µ−1A (0), and`k ≥ 2⇒ zk 6= 0 or wk 6= 0
}
This implies that Γ/Γ ∩ Td−(n−s)C acts on ϕ−1(YA(0)reg) freely.

Remark 5.8. Note that codimYA(0) (YA(0)− ϕ−1(YA(0)reg)) ≥ 2, in particular,
codimYA(0)reg (YA(0)reg − ϕ−1(YA(0)reg)) ≥ 2. In fact, we only have to show codimYA(0) Sing(YA(0)) ≥
2 since ϕ is a finite surjective morphism. However, this follows from Theorem 4.3.
We will use this property in the proof of Lemma 7.8.
6. A computation of the fundamental group
In the previous section, we described the fundamental group pi1(YA(0)reg) ∼=
Γ/Γ ∩ Td−(n−s)C , where the intersection is considered as
Γ :=
∏s
k=1 Z/`kZ TsC T
d−(n−s)
C
AT
.
In this section, we compute this more concretely. In particular, we will show that
an affine hypertoric variety YA(0) satisfies pi1(YA(0)reg) = 0 if and only if YA(0) is
simple (Corollary 6.2). In the latter part, we also mention an (possible) alternative
way to compute pi1(YA(0)reg) more efficiently (cf. Remark 6.6).
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For B
T
: Zs → Zn−d, we consider a map B˜T : Zs → Zn−d:
B
T
=
b(1) b(2) · · · b(s)
 , B˜T :=
m1b(1)m2b(2) · · · msb(s)
 ,
where mk :=
∏
i6=k `i. Then, for the natural surjection q : Zs → Γ :=
∏s
k=1 Z/`kZ,
by the surjectivity ofB
T
and the definition of B˜T , we have B˜T (Ker q) = `1 · · · `sZn−d.
This induces the following commutative diagram:
Zs Zn−d
∏s
k=1 Z/`kZ Zn−d/`1 · · · `sZn−d
q
B˜T
h
.
Then we have the following description of pi1(YA(0)reg).
Proposition 6.1. In the above notation, we have
Γ ∩ Td−(n−s)C = q(Ker B˜T )
In particular, we have
pi1(YA(0)reg) ∼= Γ/Γ ∩ Td−(n−s)C ∼= Imh = Im B˜T /`1 · · · `sZn−d.
As an easy corollary, we can give the desired converse of Corollary 4.6 as the
followingD
Corollary 6.2. The following are equivaelnt:
(i) codim Sing(YA(0)) ≥ 4.
(ii) pi1(YA(0)reg) = 0.
(iii) YA(0)(or H0B) is simple, i.e., `k = 1 for any k.
Proof. (i) ⇔ (iii) was proven in Corollary 4.5 (1). (ii) ⇐ (iii) was already done in
Corollary 4.6. We prove (ii) ⇒ (iii). Since the fundamental group pi1(YA(0)reg) =
Im B˜T /`1 · · · `sZn−d is trivial, we have Im B˜T ⊂ `1 · · · `sZn−d. If there exists k
such that `k > 1, then mkb
(k) ∈ `1 · · · `sZn−d, so b(k) ∈ `kZn−d. However this
contradicts to the unimodularity of B unless b(k) = 0. This completes the proof
(cf. Assumption 3.1). 
Remark 6.3. (“(i)⇒ (ii)” is nontrivial among general conical symplectic varieties)
By the above corollary, if YA(0) has codimension 2 singular locus, then the funda-
mental group of the regular locus is nontrivial. This is a very special property of
affine hypertoric varieties among conical symplectic varieties. In fact, for example,
the nilpotent orbit closure O[4,1] in sl5(C) of type [4, 1] has A2-singularity SA2 along
the codimension 2 singular locus O[3,2] (for example, see the proof of [KP1, Propo-
sition 3.2]), however its regular locus O[4,1] is simply-connected (cf. [CM, Corollary
6.1.6]).
Proof of Proposition 6.1. (ζk1`1 , . . . , ζ
ks
`s
) is in Td−(n−s)C = Ker(B
T
: TsC  Tn−dC )
if and only if
B
T
(
k1
`1
, . . . ,
ks
`s
)T
∈ Zn−d,
where ζ` := e
2pi
√−1
` . This is equivalent to the existence of p1, . . . , pn−d ∈ Z such
that B˜T (k1, . . . , ks)
T = `1 · · · `s(p1, . . . , pn−d)T . One can easily show that this holds
if and only if there exists q1, . . . , qs ∈ Z such that B˜T (k1−`1q1, . . . , ks−`sqs)T = 0.
In fact, the “if” part is trivial. To prove the “only if” part, by interchanging
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column vectors of BT and multiplying BT by some C ∈ GLn−d(Z) from left, one
can assume that b(1) = e1, . . . , b
(n−d) = en−d, where ei is the i-th unit vector.
Then, (q1, . . . , qs) = (p1, . . . , pn−d, 1, . . . , 1) satisfies the condition. This completes
the proof. 
We give a nontrivial example.
Example 6.4. (The case of Omin(`1, `2, `3) cf. Example 3.11)
In this case, by some easy computations, we have
B˜T =
(
`2`3 0 −`1`2
0 `1`3 −`1`2
)
, Ker(B˜T ) =
(
`1
g
,
`2
g
,
`3
g
)
Z,
where g := gcd(`1, `2, `3). Thus, by the Proposition 6.1, we have
pi1(Omin(`1, `2, `3)reg) ∼= (Z/`1Z× Z/`2Z× Z/`3Z)
/(
`1
g
,
`2
g
,
`3
g
)
Z.
In particular, we have
|pi1(Omin(`1, `2, `3)reg)| = `1`2`3
g
.
More generally, we can compute pi1(Omin(`1, . . . , `s)reg) as the following:
pi1(Omin(`1, . . . , `s)reg) ∼=
s∏
k=1
Z/`kZ
/(
`1
g
, . . . ,
`s
g
)
,
where g := gcd(`1, . . . , `s)
Remark 6.5. Unfortunately, the concrete expression of pi1(YA(0)reg) in Proposition
6.1 is not practical to compute efficiently since we should solve some Diophantine
equations B˜Tv = 0.
Remark 6.6. (Another description of pi1(YA(0)reg) as a cokernel)
By considering YA(0) as the hyperka¨hler quotient ofHn := (R⊕C)n by the real torus
TdR (cf. [BD]), we can describe the fundamental group pi1(YA(0)reg) in a different
way. First, by the remaining Tn−dR -action on YA(0), we can consider the hyperka¨hler
moment map
Φ : YA(0)→ Rn−d ⊗ R3 = R3(n−d)
(for the detail, see [BD, Theorem 3.1]). Then, for the associated hyperplane
arrangement H0B (see Definition 4.1)Cit is known that Φ| : Φ−1(U) → U :=
R3(n−d)\
(⋃
H∈H0B H⊗R
3
)
is a Tn−dR -bundle. Moreover, by Corollary 4.8 (2) and
the correspondence between GIT construction of YA(0) and the hyperka¨hler quo-
tient construction of YA(0), one can easily check that YA(0)reg = Φ
−1(U0), where
U0 := R3(n−d) \
(⋃
F :flat s.t. |F | ≥ rankF + 1HF ⊗ R3
)
. Then, the R-codimension
codimR,YA(0)reg Φ
−1(U) ≥ 3 since the fiber Φ−1(x) of any generic element x ∈ H⊗R3
for any H ∈ H0B is Tn−d−1R (cf. [BD, Theorem 3.1.(2)]). In particular, we have
pi1(YA(0)reg) = pi1(Φ
−1(U)). Hence, we get a description of pi1(YA(0)reg) through
the homotopy long exact sequence:
pi2(U)
∂−→ pi1(Tn−dR ) = Zn−d → pi1(Φ−1(U)) = pi1((YA(0))reg)→ pi1(U).
Since we have pi1(U) = 0 and pi2(U) = Zs by [Bj, Theorem 7.2.1], we get the
following exact sequence:
Zs ∂−→ Zn−d → pi1((YA(0))reg)→ 0.
Although we should describe the boundary map ∂ in terms of matrices A or B, we
don’t know the answer.
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7. The uniqueness of symplectic structures and Bogomolov’s
decomposition
A conical symplectic variety Y with a symplectic 2-form ω with weight ` is called
irreducible if any symplectic 2-form σ with weight ` satisfies σ = cω (c ∈ C∗). In
[Nam2], Namikawa proposed the following problem which can be seen as the conical
symplectic analogue of the Bogomolov’s decomposition theorem.
Problem 7.1. ([Nam2, Problem 7.3], Bogomolov’s decomposition)
For any conical symplectic variety (Y, ω) with m := |pi1(Yreg)| < ∞, its universal
cover (Y , ω) (cf. Definition & Proposition 2.6) is decomposed into the product
(Y , ω) ∼=
∏
i
(Yi, ωi)
of irreducible conical symplectic varieties (Yi, ωi) with weight m`.
In this section, we solve this problem for affine hypertoric varieties. Since we
have already seen that the universal cover of YA(0) is given by another (simple)
hypertoric variety YA(0), we only have to consider such ones. However, we will show
that not necessarily simple affine hypertoric varieties also admit a decomposition
into some irreducible ones (also see Remark 5.2 (1)).
First, we consider a sufficient condition for YA(0) to decompose into smaller ones.
Definition 7.2. A d×n-matrix A (or YA(α)) is decomposable if one of the following
holds:
(i) There exists i such that ai = 0.
(ii) A ∼ A1 ⊕ A2, i.e., there exists P ∈ GLd(Z) and Q ∈ GLn(Z), such that
PAQ = A1 ⊕ A2 where Q is a composition of two operations: interchang-
ing some column vectors and multiplying some column vectors by −1 (cf.
Definition 3.7).
We call A (or YA(α)) indecomposable if A is not decomposable.
Remark 7.3. To consider C2 as an indecomposable hypertoric variety, we also
formally think that the 1 × 1 zero matrix is indecomposable. This definition is
natural since A is indecomposable in this sense if and only if the associated vector
matroid M(A) is (2-)connected (for the detail, see [Ox, Exercise 4.1.7]).
Remark 7.4. Actually, if (i) (resp. (ii)) satisfies, there exists a natural isomor-
phism YA(0) ∼= YAiˆ(0)×C2 (resp. YA(0) ∼= YA1(0)×YA2(0)), where Aiˆ is the matrix
obtained from A by deleting the i-th column vector (cf. [Nag, Lemma 2.27]). In
particular, since we can assume that A is equivalent to a matrix of the form
(*)

A1 0
A2
Op . . .
0 Ar

,
where each Am is indecomposable and Op denotes the d × p-zero matrix, we have
a decomposition (YA(α), ω) ∼= (C2p ×
∏r
m=1 YAm(αm), ω0 +
∑r
m=1 ωm), where α =
α1 ⊕ · · · ⊕ αr ∈ Zd and ωm is the standard symplectic form on YAm(αm)reg.
The main theorem in this section is the following.
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Theorem 7.5. (Bogomolov’s decomposition for affine hypertoric varieties)
If A is equivalent to (*), then the following gives a decomposition into irreducible
conical symplectic varieties
(YA(0), ω) ∼=
p∏
i=1
(C2, dz ∧ dw)×
r∏
m=1
(YAm(0), ωm).
In particular, A is block indecomposable if and only if YA(0) is an irreducible conical
symplectic variety. In this case, any (not necessarily symplectic) homogeneous 2-
form on YA(0)reg with weight 2 is unique up to scalar.
Remark 7.6. Let (Y, ω) be a conical symplectic variety with weight `. Then, for
any other conical symplectic form ω′, its weight is also automatically ` (cf. [Nam2,
Lemma 2.1]). Thus, the above theorem says that if A is block indecomposable,
then any conical symplectic structure with any weight is only ω up to scalar.
Recall for any α, there is a natural (projective) birational morphism piα : YA(α)→
YA(0) which is an isomorphism on pi
−1
α (YA(0)reg) (cf. Remark 3.6). Thus, we have
the following.
Corollary 7.7. Fix any α ∈ Zd. If A is equivalent to (*), then the following gives
a decomposition into irreducible conical symplectic varieties
(YA(α), ω) ∼=
p∏
i=1
(C2, dz ∧ dw)×
r∏
m=1
(YAm(αm), ωm).
In particular, A is block indecomposable if and only if YA(α) is an irreducible sym-
plectic variety. In this case, any (not necessarily symplectic) homogeneous 2-form
on YA(α)reg with weight 2 is unique up to scalar.
In the subsequent subsections, we will study the space of 2-forms on YA(0)reg
and give a proof of the above theorem. For the later convenience, we don’t assume
that A is indecomposable until the latter part of subsection 7.3.
7.1. Reduction to simple and smooth cases.
In this subsection, we compare the space of 2-forms on YA(0)reg and the space of
2-forms on the simplification YA(0)reg. More precisely, we have the following:
Lemma 7.8. Let α be generic and piα : YA(α)→ YA(0) be the resolution morphism.
Then, piα and the universal covering morphism ϕ : YA(0) → YA(0) (cf. Theorem
5.1) induce the following diagram:
Γ2(YA(α),Ω
2
YA(α)
)
Γ2(YA(0)reg,Ω
2
YA(0)reg
)
Γ2(ϕ
−1(YA(0)reg),Ω2ϕ−1(YA(0)reg)) Γ2(YA(0)reg,Ω
2
YA(0)reg
)
o
ϕ∗
,
where Γ2(Z,Ω
2
Z) denotes the space of homogeneous 2-forms on Z with weight 2.
Similarly, if we replace Γ2 by Γ, the same conclusion will hold.
Proof. The vertical inclusion induced from the isomorphism piα|pi−1α (YA(0)reg) is an
isomorphism. In fact, piα is a symplectic resolution, so it is semi-small ([Kal, Lemma
2.7]). In particular, codimYA(α) pi
−1
α (Sing(YA(0))) ≥ 12 codimYA(0) Sing(YA(0)). Since
YA(α) is simple, we have codimYA(0) Sing(YA(0)) ≥ 4 (cf. Corollary 4.5 (1)). Thus,
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we have codimYA(α) pi
−1
α (Sing(YA(0))) ≥ 2. This proves that the vertical inclu-
sion is an isomorphism. The vertical equality follows from codimYA(0)reg (YA(0)reg −
ϕ−1(YA(0)reg)) ≥ 2 (cf. Remark 5.8). The horizontal injection is obvious since the
right hand side is identified with the invariant part of the left hand side under the
fundamental group action since ϕ| is a quotient map by the free action. 
In the next subsection, we will show that any 2-form on YA(α) is induced from
some 2-form on µ−1A (0).
7.2. Extension of a 2-form on YA(α) to a 2-form on µ
−1(0).
In this subsection, for a given homogeneous 2-form σ on YA(α), we consider when
we can extend (uniquely) its pull-back p∗σ on µ−1(0)α−st to a homogeneous 2-form
on µ−1(0), where p : µ−1(0)α−st → YA(α) is the free TdC-quotient morphism. One
can see that p and the natural inclusion µ−1(0)α−st ⊂ µ−1(0) induces the following
diagram:
(*)
Γ(YA(α),Ω
2
YA(α)
) Γ(µ−1(0)α−st, p∗Ω2YA(α)) Γ(µ
−1(0)α−st,Ω2µ−1(0)α−st)
Γ(µ−1(0),Ω2µ−1(0)).
r
Actually, the first horizontal homomorphism is injective since Ω2YA(α) is locally free.
The second horizontal homomorphism is injective since the smoothness of p implies
that the natural exact sequence
p∗Ω1YA(α) Ω
1
µ−1(0)α−st Ω
1
µ−1(0)α−st/YA(α) 0
is also left exact, in particular, its wedge also is injective. Moreover, these natural
homomorphisms are commutative with conical C∗-action, so the degree 2 part of
this diagram satisfies the same properties:
(**)
Γ2(YA(α),Ω
2
YA(α)
) Γ2(µ
−1(0)α−st, p∗Ω2YA(α)) Γ2(µ
−1(0)α−st,Ω2µ−1(0)α−st)
Γ2(µ
−1(0),Ω2µ−1(0)).
r2
In this setting, the following is the main result in this subsection.
Proposition 7.9.
(1) In the above diagrams (*) and (**), r and r2 are injective.
(2) Moreover, if YA(0) is simple, then r and r2 are isomorphisms.
(3) We can describe Γ2(µ
−1(0),Ω2µ−1(0)) as the following:
Γ2(µ
−1(0),Ω2µ−1(0)) =
⊕
1≤k<`≤n
Cdzk ∧ dz`⊕
⊕
1≤k<`≤n
Cdwk ∧ dw`⊕
⊕
1≤j,j′≤n
Cdzj ∧ dwj′ .
To prove this Proposition, we need some lemmas. In [Nag, Lemma 2.12, the proof
of Proposition 2.13], we noted µ−1(0) is a normal irreducible complete intersection,
in particular, the codimension of the singular locus of µ−1(0) is at least 2 (also,
see [HS, section 6], [BK, Lemma 4.7]). We can prove a more refined version as the
following. Recall we assume that bj 6= 0 for any j = 1, . . . , n (cf. Assumption 3.1)
Proposition 7.10.
(1) µ−1(0) is a normal irreducible complete intersection of dim 2n− d.
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(2) We have codim Sing(µ−1(0)) ≥ 3. Moreover, if B is simple, then we have
codim Sing(µ−1(0)) ≥ 4.
Proof. (1) This is already proved in, for example, [HS, section 6], [BK, Lemma
4.7], and [Nag, Lemma 2.12, the proof of Proposition 2.13].
(2) If (p, q) ∈ Sing(µ−1(0)), then the tangent map dµ(p,q) = (q1a1, . . . , qnan, p1a1, . . . , pnan)
is not surjective. However A is surjective, so there exists some i0 such that
pi0 = qi0 = 0. By the assumption bi0 6= 0 and Gale duality (cf. Lemma 3.12),
A(i0) : Zn−1 → Zd is also surjective, where A(i0) is the submatrix of A obtained by
deleting the i0-th columns. Thus, by the same argument, there exists i1 6= i0 such
that pi1 = qi1 = 0. In other words,
(p, q) ∈ (µ−1(0)) ∩ {zi0 = wi0 = 0} ∩ {zi1 = wi1 = 0} = (µ(i0,i1))−1(0),
where we identify as C2(n−2) = C2n ∩ {zi0 = wi0 = 0} ∩ {zi1 = wi1 = 0}, and
µ(i0,i1) : C2(n−2) → V (i0,i1)C := V (i0,i1) ⊗Z C is the moment map associated to the
surjection A(i0,i1) : Zn−2  V (i0,i1) := Span(aj | j 6= i0, i1). Then, by (1), we have
dim(µ(i0,i1))−1(0) = 2(n− 2)− dimV (i0,i1)C .
Since we have dimV
(i0,i1)
C ≥ d− 1, we deduce that codim Sing(µ−1(0)) ≥ 3. More-
over ifB is simple, then bi0 and bi1 are not parallel vectors, i.e., dim Span(bi0 , bi1) =
2. By Gale duality (cf. Lemma 3.12), this implies that dimV
(i0,i1)
C = dim Span(aj | j 6=
i0, i1) = d, i.e., V
(i0,i1)
C = Cd. Then, by the same argument above, we have
codim Sing(µ−1(0)) ≥ 4. 
To prove Proposition 7.9 (1) and (2), the following criterion due to Vetter will
be the key tool.
Theorem 7.11. ([Vetter])
Let Z be a normal irreducible local complete intersection. Then,
(1) ΩpZ : torsion free ⇔ min{codimZ Sing(Z),dimZ} > p.
(2) ΩpZ : reflexive ⇔ min{codimZ Sing(Z),dimZ} > p+ 1.
Finally, we need the following lemma.
Lemma 7.12. When YA(0) is simple, for any α ∈ Zd (not necessarily generic),
the α-unstable locus µ−1(0)α−us := µ−1(0)− µ−1(0)α−ss satisfies
codimµ−1(0) µ
−1(0)α−us ≥ 2.
Proof. The idea is similar to the proof of the above Proposition. We use the same
notation as that proof except the coordinates of C2n denoted by (z(+)1 , . . . , z
(+)
n , z
(−)
1 , . . . , z
(−)
n ).
First, recall the description of the unstable locus
(µ−1(0))α−us =
 (z(+), z(−)) ∈ µ−1(0)
∣∣∣∣∣∣∣ α /∈
∑
i:z
(+)
i 6=0
R≥0ai +
∑
i:z
(−)
i 6=0
R≥0(−ai)
 .
In particular, if (p(+),p(−)) ∈ (µ−1(0))α−us, then
α /∈
∑
j : p
(+)
j p
(−)
j 6=0
Raj  Rd.
Then, by the similar argument as the proof of the above Proposition, simpleness
of B implies the surjectivity of A(i0,i1) for any different i0, i1. Hence, there exists
i0 6= i1 and ε0, ε1 ∈ {+,−} such that
(p(+),p(−)) ∈ µ−1(0) ∩ {z(ε0)i0 = z
(ε1)
i1
= 0} = µ−1
A(i0,i1)
(0)× C
z
(−ε0)
i0
× C
z
(−ε1)
i1
,
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where C
z
(−ε0)
i0
and C
z
(−ε1)
i1
are the one dimensional vector space corresponding to
the coordinates. Since the right hand side is of dimension 2n−4−d+2 = 2n−d−2,
this shows that codimµ−1(0) µ
−1(0)α−us ≥ 2. 
Remark 7.13.
(1) The above Proposition and Lemma also hold for µ−1(ξ) for any ξ ∈ Cd by
the same argument.
(2) If YA(0) is not simple, the codimension of the unstable locus can be one.
For example, consider when YA(0) is the A1-type surface singularity (cf.
Example 3.9). If we take α > 0, then,
µ−1(0)α−us = {z1w1 + z2w2 = 0} ∩ {z1 = z2 = 0} = {z1 = z2 = 0}.
Proof of Proposition 7.9. (1) Since µ−1(0) is a normal complete intersection
irreducible variety with codim Sing(µ−1(0)) ≥ 3 by Proposition 7.10, the injectivity
of r and r2 follows from the torsion-freeness of Ω
2
µ−1(0) which is a consequence of
Theorem 7.11 (1).
(2) By the assumption and Proposition 7.10, µ−1(0) is a normal complete in-
tersection irreducible variety with codim Sing(µ−1(0)) ≥ 4. Then by the Vetter’s
theorem 7.11 (2), Ω2µ−1(0) is a reflexive sheaf. On the other hand, the simpleness of
YA(0) implies that codimµ−1(0) µ
−1(0)α−us ≥ 2 by the above lemma. Then, by the
property of reflexive sheaves, r and r2 are isomorphisms.
(3) This is just a computation. Actually, we have
Γ(µ−1(0),Ω1µ−1(0)) ∼=
⊕n
j=1C[z,w]dzj ⊕
⊕n
j=1C[z,w]dwj
〈∑nj=1 zjwjaij〉i=1,...,d + 〈∑nj=1 wjaijdzj + zjaijdwj〉i=1,...,d .
Then, by the weight 2 condition, the relation ideal above cannot contribute to
Γ2(µ
−1(0),Ω2µ−1(0)). Thus, we have the claim. 
7.3. The horizontal condition on 2-forms on µ−1(0).
In this subsection, we will show the following theorem.
Theorem 7.14. Let α be generic. If YA(α) is simple, and A is block indecompos-
able, then we have
Γ2(YA(α),Ω
2
YA(α)
) = Cω,
where ω is the standard conical symplectic form on YA(α).
Using this theorem, we can show Theorem 7.5 as the following.
Proof of Theorem 7.5. We only have to show that if A is block indecompos-
able, then Γ2(YA(0)reg,Ω
2
YA(0)reg
) = Cω, where ω is the standard symplectic 2-
form on YA(0)reg. By Lemma 7.8 and ϕ
∗ω = ω, we only have to show that
Γ2(YA(α),Ω
2
YA(α)
) = Cω, where ω is the standard symplectic 2-form. This fol-
lows from the above theorem. 
First, we consider which 2-form ω on µ−1(0)α−st descends to a 2-form on YA(α)
in general. Now, we note the following well-known fact.
Theorem 7.15. ([Brion, Theorem 1])
Let Z be a smooth affine variety with an action of some reductive group G, and let
p : Z → Z//G be the quotient morphism. If Z//G is smooth, then p∗ : Ωq(Z//G)→
Ωqhor(Z)
G is an isomorphism for any q, where Ωqhor(Z)
G is the space of G-invariant
horizontal q-forms, that is, their interior product with any vector field induced by
the G-action is zero.
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Note that we have the same conclusion for p : µ−1(0)α−st → YA(α) since
µ−1(0)α−st = µ−1(0)α−ss is covered by TdC-invariant affine open subsets (cf. Re-
mark 3.4). By Proposition 7.9 (3) in the previous subsection, we should only
consider a 2-form σ on µ−1(0)α−st of the form
σ =
∑
k<`
βk`dzk ∧ dz` +
∑
k<`
β′k`dwk ∧ dw` +
∑
j,j′
γj,j′dzj ∧ dwj′ .
Below, by interchanging cloumn vectors of A and multiplying them by ±1, we can
assume and define that
A =
a(0) · · · a(0) · · · · · · a(r) · · · a(r)
 , A :=
a(1) a(2) · · · a(r)
 ,
where a(j) and a(j
′) are not parallel vectors if j 6= j′, and a(0) = 0. We denote by
[n] = J0 unionsq J1 unionsq · · · unionsq Js the corresponding partition of indices set of column vectors
of A (note that J0 might be empty).
At first, a necessary condition on σ to descend to a 2-form on YA(α) is TdC-
invariance by Theorem 7.15. Since a t ∈ TdC acts on dzj and dwj as t∗dzj = tajdzj
and t∗dwj = t−ajdwj , TdC-invariance of σ implies that
σ =
∑
ak=−a`
βk`dzk ∧ dz` +
∑
ak=−a`
β′k`dwk ∧ dw` +
∑
aj=aj′
γj,j′dzj ∧ dwj′
= σ0 +
∑
aj=aj′
γj,j′dzj ∧ dwj′
= σ0 +
r∑
m=1
∑
(j,j′)∈Jm×Jm
γj,j′dzj ∧ dwj′ ,
where σ0 ∈ Γ2(C2|J0|,Ω2C2|J0|) and the second equality holds since there doesn’t
exist 1 ≤ k, ` ≤ s such that ak = −a` by the form of A.
Next, we consider the horizontal condition when A is indecomposable. In partic-
ular, σ0 = 0. Below, to be concise, we assume that α ∈
∑n
j=1R≥0aj (the general
case is done similarly). The following lemma gives a proof of Theorem 7.14.
Lemma 7.16. In the above setting, a TdC-invariant 2-form σ =
∑r
m=1
∑
(j,j′)∈Jm×Jm γj,j′dzj ∧ dwj′
on µ−1(0)α−st is horizontal if and only if the following 2 conditions hold:
(1) γ1,1 = · · · = γn,n.
(2) γj,j′ = 0 if j 6= j′.
In other words, σ = γ
∑n
j=1 dzj ∧ dwj for some γ ∈ C.
Proof. It is enough to show the “only if” part. To show (1) and (2), we apply the
horizontal condition to a suitable point (p, q) ∈ µ−1(0)α−st. Recall the description
of the α-stable locus:
µ−1(0)α−st =
 (z,w) ∈ µ−1(0)
∣∣∣∣∣∣ α ∈
∑
j:zj 6=0
R≥0aj +
∑
j:wj 6=0
R≥0(−aj)
 .
Then, by the assumption α ∈ ∑nj=1R≥0aj , for any j1 ∈ J1, . . . , js ∈ Js, (p, q) :=
(ej1 + · · ·+ ejs ,0) is contained in µ−1(0)α−st. Then, by the definition, we have
T(p,q)µ
−1(0)α−st =
{
(u,v) ∈ T(p,q)C2n
∣∣∣∣∣
r∑
m=1
vjmajm =
r∑
m=1
vjma
(m) = 0
}
,
T(p,q)(TdC · (p, q)) = Span
{
(ai,j1ej1 + · · ·+ ai,jrejr ,0)T
∣∣ i = 1, . . . , d } ,
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σ(p,q)((u,v), (ξ,η)) =
r∑
m=1
∑
(j,j′)∈Jm×Jm
γj,j′(ujηj′ − vj′ξj).
Thus, σ is horizontal at (p, q), i.e., σ(p,q)((u,v), (ξ,η)) = 0 for any (u,v) ∈
T(p,q)µ
−1(0)α−st and (ξ,η) ∈ T(p,q)(TdC · (p, q)) if and only if for any vj′ (j′ ∈
Jm \ {jm}) and any vjm ’s such that
∑r
m=1 vjma
(m) = 0, we have
(*) 0 = −
r∑
m=1
 ∑
j′∈Jm
γjm,j′vj′
a(m).
(1) In particular, if we take as vj′ = 0 for any j
′ ∈ Jm \ {jm}, then for any
element (vj1 , . . . , vjr )
T ∈ KerA, we have
0 =
r∑
m=1
γjm,jmvjmajm =
r∑
m=1
γjm,jmvjma
(m).
Then, by the indecomposability of A and two lemmas below, we have γj1,j1 = · · · =
γjr,jr .
(2) For any j 6= j′ ∈ Jm, we take j1 ∈ J1, . . . , jr ∈ Jr as j = jm. If we consider
the horizontal condition (*) for vj′′ = 0 (∀j′′ ∈ [n] \ {j′}), then (vj1 , . . . , vjr )T =
0 ∈ KerA and
0 = −γjm,j′vj′a(m).
This implies that γj,j′ = 0. This completes the proof. 
Below, we will show two lemmas which are used in the proof of the above Propo-
sition.
Lemma 7.17. (A special case of [Ox, Exercise 4.1.5])
Let A be a d × n-matrix (d ≤ n). A is indecomposable if and only if n = 1 or its
simplification A is indecomposable and A has no zero column vectors (Don’t confuse
A with A).
Lemma 7.18. The following are equivalent.
(i) A is decomposable (cf. Definition 7.2)
(ii) There exists a partition I unionsq J = [n] of the indices of column vectors of A
such that Span(ai | i ∈ I) ∩ Span(aj | j ∈ J) = 0.
(iii) There exists γ = (γ1, . . . , γn) 6= C(1, 1, . . . , 1) (γi 6= 0 ∀i) such that if
Av = 0 then A(γ1v1, . . . , γnvn)
T = 0.
Proof. It is easy to show that (i) and (ii) are equivalent (For example, see [Ox, Ex-
ercise 4.1.7]). Thus, we only have to show that those two conditions are equivalent
to (iii). (i)⇒ (iii) is easy. We prove (iii)⇒(ii). By interchanging the coordinates,
we can assume that γ = (γ1, . . . , γ1, γs+1, . . . , γn) (s < n), where for any i > s,
γi 6= γ1. Then, we show that the partition I := {1, . . . , s} and J := {s + 1, . . . , n}
satisifies WI ∩WJ = 0, where WI := Span(ai | i ∈ I) and WJ is similar. Assume
that there exists 0 6= w ∈WI ∩WJ . Then, we can express w as
w =
∑
i∈I
ciai =
∑
j∈J′
cjaj ,
where J ′ ⊂ J is a fixed subset of J such that {aj | j ∈ J ′} are linearly indepen-
dent. In particular, v := (c1, . . . , cs,−cs+1, . . . ,−cn)T satisfies Av = 0. By the
assumption of (iii), we have A(γ1c1, . . . , γ1cs,−γs+1cs+1, . . . ,−γncn)T = 0. Then,
0 6= γ1w =
∑
i∈I
γ1ciai =
∑
j∈J′
γjcjaj .
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However, this is a contradiction since {aj | j ∈ J ′} are linearly independent and
γ1 6= γj for any j ∈ J ′ ⊂ J . This completes the proof. 
8. All symplectic strctures on hypertoric varieties and its
application to classification
In the previous section, for indecomposable hypertoric varieties YA(α), we showed
that they admit only one homogeneous 2-form on them up to scalar (cf. Corollary
7.7). In this section, we describe the space of homogeneous 2-forms on general de-
composable hypertoric varieties (cf. Proposition 8.1). As a corollary, we can show
that for any conical symplectic 2-form σ on YA(α), there exists a ψ ∈ AutC
∗
(YA(α))
such that ψ∗σ = ω. In particular, as a byproduct, we will show that if two affine or
smooth hypertoric variets are C∗-equivariant isomorphic as algebraic varieties, then
they are C∗ × Tn−dC -equivariant isomorphic as symplectic varieties (cf. Corollary
8.5). This gives a refinement of the result in [Nag, Theorem 4.2].
For a given matrix A, we can assume that A is of the form
A =

A1 0
A2
Op . . .
0 Ar

,
where each Am is indecomposable and Op denotes the d× p-zero matrix. In what
follows, [n] = I0 unionsq I1 unionsq · · · unionsq Ir denotes the corresponding decomposition of indices
set of column vectors. Then, as we have seen in Remark 7.4, we had a natural
isomorphism YA(α) ∼= C2p×
∏r
m=1 YAm(αm), where α = α1⊕· · ·⊕αr ∈ Zd. Then,
we can describe the space of C∗-equivariant 2-forms on YA(α)reg.
Proposition 8.1. In the above setting, for any (not necessarily generic) α = α1⊕
· · ·⊕αr ∈ Zd, we can describe the space of C∗-equivariant 2-forms with weight 2 as
the following:
Γ2(YA(α)reg,Ω
2
YA(α)reg
) = Γ2(C2p,Ω2C2p)⊕
r⊕
m=1
Cωm,
where ωm is the standard conical symplectic form on YAm(αm)reg. In particular,
any conical symplectic form on YA(α) is of the form
g∗ω0 +
r∑
m=1
γmωm (g ∈ GL(C2p), γm ∈ C∗),
where ω0 is the standard symplectic structure on C2p.
Proof. First, we assume that YA(α) is simple and α is generic. As noted in Propo-
sition 7.9 (2), by the simpleness, any 2-form in Γ2(YA(α),ΩYA(α)) is induced from
a 2-form in Γ2(µ
−1
A (0),Ω
2
µ−1A (0)
). Since µ−1A (0) is an affine variety, we have
Γ2(µ
−1
A (0),Ω
2
µ−1A (0)
) =
r⊕
m=0
Γ2(µ
−1
Am
(0),Ω2
µ−1Am (0)
)⊕
⊕
m 6=m′
Γ1(µ
−1
Am
(0),Ω1
µ−1Am (0)
)⊗ Γ1(µ−1Am′ (0),Ω
1
µ−1A
m′
(0)
).
Now, by the similar argument as the proof of Proposition 7.9 (3), we have
Γ1(µ
−1
Am
(0),Ω1
µ−1Am (0)
) =
⊕
j∈Im
Cdzj ⊕
⊕
j∈Im
Cdwj .
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However, since we have aj 6= ±aj′ for any j ∈ Im, j′ ∈ Im′ (m 6= m′), any
nonzero 2-form in
⊕
m 6=m′ Γ1(µ
−1
Am
(0),Ω1
µ−1Am (0)
)⊗ Γ1(µ−1Am′ (0),Ω1µ−1A
m′
(0)
) is not TdC-
invariant. In particular, such a 2-form will not descend to a 2-form on YA(α)
(see the argument after Theorem 7.15). Thus, we only have to consider when
a 2-form in
⊕r
m=0 Γ2(µ
−1
Am
(0),Ω2
µ−1Am (0)
) descends to a 2-form on YA(α) = C2p ×∏r
m=1 YAm(αm). Then, by Theorem 7.14, for 1 ≤ m ≤ r, we have
Γ2(YAm(αm),Ω
2
YAm (αm)
) = Cωm.
Next, we consider the general case, i.e., YA(α) is not necessarily simple or α is
not generic. By comparing with the simplification, we have the following diagram:
YA(α) YA(α)
YA(0) YA(0)
piα piα
ϕ
,
where we take a generic α. Then, by the argument in subsection 7.1, we have the
following diagram:
Γ2(C2p,Ω2C2p)⊕
⊕r
m=1Cωm Γ2(C2p,Ω2C2p)⊕
⊕r
m=1Cωm
Γ2(YA(α),Ω
2
YA(α)
)
Γ2(YA(0)reg,Ω
2
YA(0)reg
) Γ2(YA(α)reg,Ω
2
YA(α)reg
)
Γ2(ϕ
−1(YA(0)reg),Ω2ϕ−1(YA(0)reg)) Γ2(YA(0)reg,Ω
2
YA(0)reg
)
o
ϕ∗
Now, note that ϕ∗ is an identity on Γ2(C2p,Ω2C2p) and sends the standard symplectic
2-form ωm to the standard symplectic 2-form ωm. Consequently, in the above
diagram, each homomorphism is an isomorphism. This completes the proof of the
first part of the statement. For the latter part, we only have to show that any
(conical) symplectic 2-form on C2p is given by g∗ω0 for some g ∈ GL(C2p). This
follows from the Darboux’s theorem.

Remark 8.2. For any conical symplectic 2-form ω = g∗ω0 +
∑r
m=1 γmωm on a
hypertoric variety YA(α) = C2p ×
∏r
m=1 YAm(αm), we can take a C∗-equivariant
automorphism
ψ := (g,
√
γ1, . . . ,
√
γr) : YA(α)
∼−→ YA(α),
where
√
γm ∈ AutC
∗
(YAm(αm)) is the automorphism induced from the scalar multi-
plication by
√
γm. By general results [Nam2, Theorem 3.1], for a conical symplectic
variety (Y, ω) and any conical symplectic form σ on Y , there exists a C∗-equivariant
automorphism ψ : Y → Y such that ψ∗σ = ψ. The above ψ gives a such automor-
phism concretely for affine hypertoric varieties.
From now on, we consider an application of Proposition 8.1 to the classification
of affine (or smooth) hypertoric varieties. In [Nag, Theorem 4.2], we proved the
following.
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Theorem 8.3. ([Nag, Theorem 4.2, Remark 4.3])
For any two affine hypertoric varieties YA(0) and YA′(0), the following are equiva-
lent:
(1) YA(0) and YA′(0) are C∗-equivariant isomorphic as symplectic varieties.
(2) (YA(0), ω) and (YA′(0), ω
′) are C∗ × Tn−dC -equivariant isomorphic as sym-
plectic varieties, where Tn−dC -action is the remaining Hamiltonian torus
action.
The same statement holds for any two smooth hypertoric varieties.
Remark 8.4. (Combinatorial classification)
For two affine hypertoric varieties YA(0) and YA′(0), the above conditions are equiv-
alent to A ∼ A′ (cf. [Nag, Theorem 4.2]). In other words, M(A) ∼= M(A′), where
M(A) is the associated vector matroid. Similarly, for two smooth ones YA(α) and
YA′(α
′), the above conditions are equivalent to that the hyperplane arrangements
HαB and Hα
′
B′ define the same zonotope tiling in the sense of [AP].
Now, by Remark 8.2, if two affine (resp. smooth) hypertoric varieties are C∗-
equivariant isomorphic to each other, then the isomorphism can be replaced by an
C∗-equivariant isomorphism as symplectic varieties. Thus, we have the following
refined version of the above theorem.
Corollary 8.5. For any two affine hypertoric varieties YA(0) and YA′(0), the fol-
lowing are equivalent:
(1) YA(0) and YA′(0) are C∗-equivariant isomorphic as algebraic varieties.
(2) (YA(0), ω) and (YA′(0), ω
′) are C∗ × Tn−dC -equivariant isomorphic as sym-
plectic varieties, where Tn−dC -action is the remaining Hamiltonian torus
action.
The same statement holds for any two smooth hypertoric varieties.
Remark 8.6. This corollary can be seen as the hypertoric analogue of Berchtold’s
theorem [Ber] on toric varieties, which says that for any two toric varieties, they are
isomorphic as abstract varieties if and only if they are isomorphic as toric varieties.
By Remark 8.4, this corollary says that the classification of the associated com-
binatorial objects A (resp. HαB) give the classification of hypertoric varieties YA(0)
(resp. YA(α)) up to C∗-equivariant isomorphisms as (abstract) algebraic varieties.
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